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Abstract
Membrane coupled to the cytoskeleton: Fluctuations and
stability
S.R. Gumede
Dissertation: PhD
April 2019
In erythrocytes the plasma membrane is coupled to the underlying two di-
mensional hexagonal network of spectrin filaments through protein node com-
plexes. There are also other protein complexes that link an individual filament
to the bilayer at a random point along its length. This network, together with
a repulsive glycocalix, is responsible for large shape changes and shape trans-
formation sequence of these erythrocytes. It has been experimentally shown
that the stiffening of the erythrocytes after infection by malaria Plasmodium
falciparum parasite, for instance, correlates with the structural transformation
in the network.
We develop a model to treat the detachment of a membrane from such a
substrate, which might be a model for structural failure of erythrocytes. We
consider a flexible membrane elastically linked at random points to a substrate
under an applied pressure differential across the membrane. This quenched
randomness requires the use of the replica formalism, which we investigate from
both replica symmetric and weakly broken replica symmetry perspectives. We
compare these results with the continuum and the annealed adhesion models
we first construct.
The fluctuation spectrum as function of the pressure, generally, shows that
the average square fluctuations increases with the pressure. However, for the
discrete inhomogeneous adhesion, when the position of tethers distribution
is quenched the square fluctuation exhibit a non monotonic behavior. Our
model characterize the role of the pressure and the disorder in the emergent
non monotonic fluctuation spectrum for the different treatment of the tether
position distribution randomness.
The annealed tether position distribution yields a monotonic relation of
increase for the square fluctuations with the removal of tethers for nonzero
pressure.
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Uittreksel
Membrane coupled to the cytoskeleton: Fluctuations and
stability
S.R. Gumede
Proefskrif: PhD
April 2019
In rooi bloedselle word die plasmamembraan aan die onderliggende tweedimen-
sionele seskantige spektrin-netwerk gekoppel deur proteïenkomplekse. Daar
bestaan ook ander proteïenkomplekse wat die membraandubbellagie op luk-
rake plekke verbind. Hierdie netwerk, saam met die afstotend wisselwerkende
glikokaliks, is verantwoordelik vir die groot fluktuasies in vorm en volgorde in
vormveranderinge van hierdie rooi bloedselle. Daar is deur anderes eksperi-
menteel bewys dat die verstywing van rooi bloedselle na infeksie deur Plasmo-
dium falciparum, byvoorbeeld, met die strukturele veranderinge in die netwerk
gekorreleer is.
Ons ontwikkel ’n model om die losmaking van die membraan van die sub-
straat te behandel, wat ’n model kan wees vir die strukturele verval van rooi
bloedselle. Ons beskou ’n buigsame membraan wat elasties vasgemaak is aan
’n substraat op lukrake posisies, en wat aan ’n drukverskil op die membraan
onderwerp word. Hierdie ingevrore wanorde benodig die replika-formalisme,
wat ons sowel uit die replika-simmetriese asook uit die swak replika-simmetrie
brekende gesigspunte ondersoek. Ons vergelyk hierdie resultate met die mo-
delle vir kontinue en nie-vaste wanorde, wat ons eers konstrueer.
Die spektrum van fluktuasies as funksie van druk, oor die algemeen, toon
aan dat die gemiddelde-kwadraat fluktuasies met die druk toeneem. Maar,
vir diskrete inhomogene adhesie, wanneer die posisies van die knooppunte vas
is, vertoon die fluktuasies ’n nie-monotone gedrag. Ons model karakteriseer
die rol van die druk en die wanorde in die daaruit ontstaande nie-monotoniese
fluktuasiespektrum vir die verskillende behandelings van die knooppunte se
wanorde in posisieverdelings.
Die nie-vaste wanorde posisieverdeling van knooppunte gee ’n diskontinue,
Heaviside-agtige verband vir die toename in kwadratiese fluktuasies met die
verwydering van die knooppunte vir nie-nul druk.
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1.1 Membrane and vesicle adhesion
Adhesion of biological lipid membranes or cell membranes is a ubiquitous fas-
cinating phenomenon in nature. It is a process that controls many functions
necessary for life. The lipid membranes are nearly two dimensional structures
which form spontaneously out of aggregation of lipid molecules in aqueous
solution. This is an example of what is termed self-assembly since the aggre-
gation leads to a formation of a complex structure with a new length scale.
The lipid molecules have a structure comprising of a head and a tail. They
are natural, amphiphilic, forms of surfactants - surface active agents - which
serve to reduce the interfacial tension. These lipid membranes can form higher
dimensional large structures such as encapsulating structures called vesicles.
Lipid membranes and vesicles have of themselves acquired a great scien-
tific interest. Inter alia, this can be attributed to their abundance in nature,
ernomous number of shape conformations and the shape transformations they
exhibit as well as the unique material properties associated with their molec-
ular architecture. The vesicles also have a close resemblance to string theory
models [1].
Biological lipid membranes form the boundary of all biological cells and
cell organelles [2]. Amongst other things, they are embedded with proteins
that enable them to fulfill functions such as ion pumping, converting light
to chemical energy and, of the interest of this project, adhering, which is an
essential step to the many other biological processes.
The cell-cell recognition is essentially adhesion - a process central to em-
bryological development, tissue stability and immunology. Cell behaviour in
a multi-cellular organism is affected by contacts with other cells or with sub-
strata such as collagen. The contacts usually involve attachment of such speci-
ficity mediated by specific receptor molecules on the cells. An example, the
1
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adhesion between specific cells in embryological development is attributed to
cell receptors [3]. It is also established that lymphocytes posses surface re-
ceptors for antigenic determinants that enable antigen recognition leading to
specific immune response [4]. Cell-cell adhesion can also be blocked as Berg et
al. [5] showed in aggregating cells of Dictyostelium discoideum with univalent
antibodies directed against specific membrane sites.
Further, after the observation that two strains of Acanthamoeba castellani
have different adhesive properties. A study conducted by Hoover [6] cited the
glycoprotein composition difference as responsible for the exponentially grow-
ing amoebas. In a different study, investigating the cytoadherence of malaria
infected red blood cell under flow Xu et al. [7] showed that adhesiveness is
strongly affected by the stiffness of the membrane. Adhesiveness of malaria
infected red cells is amongst factors responsible for the fatality of malaria
infection [8].
In vitro assays have been developed to study the mechanics of adhesion
such as that of rosette assays where red blood cells (RBCs) may be bound to
lymphocytes by means of specific antibodies [9].
Due to their simple structure lacking nucleus and organelles RBCs have
been experimented and modeled extensively in membrane physics. Their var-
ious properties such as biconcave shapes [10], flickering phenomenon [11] and
tank treading motion in shear flow [12] have been established based on a simple
lipid bilayer bag models. However, internal specific adhesion through protein
components of a network substructure - the cytoskeleton - to the lipid bilayer
is found responsible for large scale shape changes under shear flow and shape
transformation sequence[13]. This sequence can be effected systematically by
agents such as high salt and adenosine triphosphate (ATP) depletion leading
to a series of crenated shapes called echinocytes characterized by round pro-
trusion or specules. Upon further loading, these protrusions eventually bud off
as small network-free plasma membrane vesicles. In this process the normal
biconcave state of the RBC becomes spherical -spheroechinocyte- with a re-
duced surface area and volume. In contrast, low salt and cholestrol depletion
agents, amongst others, lead to concave shapes called stomatocytes. On further
loading, multiple invaginations are produced which eventually bud off forming
interior vesicles leaving a sphero stomatocyte. The agents are understood to
cause defects on the cytoskeleton network substructure [14]. In experiments
it has been shown that the stiffening of RBCs after being infected by malaria
Plasmodium falciparum [15] correlates with the structural transformation in
the cytoskeleton network [16].
The RBC cytoskeleton network is two dimensional in nature having on av-
erage a hexagonal symmetry of spectrin biopolymer filaments. These filaments
are attached to the bilayer through a node of a protein complex. There are
also other protein complexes that link an individual filament to the bilayer at
a random point along its length [17].
Simplified model descriptions of the network and its effects on the bilayer
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have been provided [18; 19; 20; 21]. However, a composite structure model has
been introduced by Gov and coworkers [22] after their analysis of the fluctua-
tion spectrum measured by Zilker and coworkers [23]. Gov et al., through an
empirical approach, claimed that the coupling of the bilayer to the cytoskele-
ton network induces a surface tension such that the effective bending modulus
of the bilayer undergoes an abrupt jump at characteristic length [22].
This was further corroborated by Fournier et al. [24]. They modeled the
cytoskeleton as a spring meshwork and examined the elastic energy of the
meshwork as a function of the membrane area coarsely grained at mesh size.
The tension contribution was found to vanish at at mesh size length scale.
There, however, exist variance with some experimental investigations. Yoon
et al. [25] observed shape dependent fluctuations where the tension contribu-
tion is clearly visible for spherocype RBCs but almost unnoticeable for dis-
cocytes. Whilst Popescu et al. [26] observed the induced surface tension re-
gardless of the shapes. Y. Park [20] only found a few samples of the RBCs
to exhibit this tension in the intermediate tension dominated region. Whereas
the short wavelength and long wavelength scales exhibited bending and con-
finment dominated fluctuations, respectively.
Choi and coworkers [27] recently also reached a contrary conclusion to
the prediction of a sudden change of tension at characteristic length scale
of [22; 24]. Instead, they have found that the tension appears gradually. Ad-
ditionally, they found that the coupling modifies the fluctuation spectrum at
wavelength longer than the mesh size of the network while leaving fluid like
behaviour of the membrane intact at shorter wavelengths. The fluctuation
spectra can be markedly different depending on, not only, the relative ampli-
tude of the bilayer bending energy with respect to the cytoskeleton deformation
energy but also the bilayer-cytoskeleton coupling strength.
1.2 Models and methods overview
Analytical models and descriptions [28; 29] of free fluid membranes and vesi-
cles have grown since the early continuum formulation of Helfrich Halmito-
nian [30] for membranes. Biological membranes together with their applica-
tions, however, also require an understanding of the role of confinement and
or the properties of solid membranes which can support a shear. The first
mathematical models of membrane or cell adhesion were done by Bell, Dembo
and Bongrad [31; 32]. What has become known as the Bell model describes
such adhesion as a competition between lock and key specific adhesion with
the repulsive pressure due to the glycocalix. This model is founded upon the
assumption of ideal mixing. That is, the lock and key adhesion molecules
are in chemical equilibrium. Further, the adhesion molecules are assumed to
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have weak and rather negligible interactions. This reversible mobile lock and
key model is, however, inadequate. Why? It has been observed in different
studies [33; 34] that the adhesion disk connecting the cells is inhomogeneous
with respect to the distribution of adhesion molecules. A simulation study
conducted by Baljon and Robbins [35] also showed that when plates adhered
by a polymer layer are pulled apart the layer decomposes into stress focussed
regions with higher concentration of adhesion molecules.
A different treatment to the Bell ideal non-interacting adhesion molecules
model was proposed by Braun, Abney and Owicki [36; 37]. They asserted
that the adhesion molecules do interact, but indirectly. It is therefore under-
stood that the adhesion molecules’ higher concentration regions are a result
of the repulsive glycocalix that generates a long-range attraction between ad-
hesion molecules mediated by the cell membranes. A later study [38], upon
introducing the Helfrich effective interaction term between the membranes in
the Hamiltonian [30; 39] supported this assertion and predicted a logarithmic
attractive potential between adhesion molecules. This assertion was incorpo-
rated in the model developed by Zuckerman and Bruinsma [40]. They mapped
the interacting Bell model onto a two dimensional Coulomb plasma and treated
this in a Debye-Hückel theory [41] which they also explored by Monte Carlo
simulations.
Formation and stability of finite size adhesion domains by the mobile ad-
hesion molecules has continued to attract investigations as shown in a re-
view by Schwarz and Safran [42]. There is also a large body of work done
by Schick [43; 44] on disorder-induced domain formation on membranes. A
relatively recent study by Speck and Vink [45] followed the Zuckerman and
Bruinsma [40] mapping approach. However, what is explored in this work is
the role of the disorder of the environment due to compartmentalization or
extra-cellular matrix pinning of the membranes thereby immobilizing a frac-
tion of adhesion molecules. This mapping derived a two dimensional bond
lattice Ising gas. The authors argue that the field is of a random field type.
This is also argued with simulations. Hence, they apply the Imry-Ma argu-
ment [46; 47]: a system could try to lower its free energy by forming domains
in which the order parameter takes advantage of local fluctuations in the ran-
dom field. This is used as a justification of finite domains as opposed to a
macroscopic one.
It has long been believed [48] that adhesion due to immobile stickers will
lead to new critical behaviour. Interestingly, Mezard and Young [49] treated
a random field Ising model using the technique of Replicas. This is a method
we shall be concerned with. These authors discovered that the replica sym-
metric solution is unstable and obtained equations for solutions which break
the replica symmetry. In the following sections we shall discuss some detail of
the Replica Technique or Method.
The above mentioned Speck and Vink model contains elements of the con-
text of our adhesion problem, that is of quenched pinning. However, an alter-
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native analytical treatment of the quenched disorder is needed. In a different
study motivating the phenomenological modelling of pinned membranes Gov
and Safran had, themselves, earlier developed [22]. They constructed a dis-
crete tethering or pinning mathematical model [50]. The objective of this
model was to treat the random local discrete nature coupling of the cytoskele-
ton to the bilayer. Their calculation is based on an anology with the electronic
wave equation in a periodic potential [51], which leads to a set of algebraic
equations and thereby studied a smooth sinusoidal potential [51]. This was
complemented with a study of a one dimensional series of delta potentials. A
study of a similar model nature was done by Merath and Seifert [52] using a
scheme developed by Lin and Brown [53].
1.3 Dissertation objective
Sophisticated lipid bilayer interfaces can be engineered using modern tools
of biochemistry. These membrane interfaces are sometimes tethered by poly-
mer layers or supported by solid supports. We can, for example, use infrared
spectroscopy [54], surface plasmon resonance [55] and total interference fluo-
rescence [56] to study structural and dynamic properties and function of cell
membranes and their embedded proteins. These proteins acts as receptors for
specific molecules or transport materials across the cell membrane. They also
function as filters passing nutrients and metabolites whilst preventing toxic
substances.
Watts et al. [57] using supported membranes containing reconstituted pro-
teins showed that antigen cells recognition by T cells, for immune response acti-
vation, requires antigen association with the major histocompatibility complex.
This immune response activation depends on dynamic features of the recog-
nition and interaction that creates the immunological synapse [58]. Therefore
tethered or supported membranes can serve as replacement cell surfaces.
The architecture of these tethered or supported membranes can be manip-
ulated in order to control the membrane-support function and communication.
Micro-nano patterned substrate supports involving silicon pillars and gold dots
have been used to study the interaction with cell membranes [59]. Microfluidics
technology that enable controlled delivery of analytes to membrane corrals in
combination with field effect transistor semiconductor technology offers a pow-
erful label free tool for high throughput screening. Semiconductor field effect
transistors have been used to monitor activities of neuronal cells [60] and car-
diac mycocytes [61].
These technological applications, and others, of tethered or supported
membranes requires the understanding of how thermal fluctuations are
affected by tethering or pinning at the specific binding points as
well as what critical behaviour can be harnessed. In fig. 1.1 a simpli-
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fied depiction of such pinning is shown. Now, in section 1 we started discussing
supported membranes in the context of composite membranes such as that of
the red blood cells which forms our model background into supported mem-
branes. It is this context that shall be overaching in our model of tethered or
supported membranes. Therefore, again, we are interested in understanding
the role of the underlying polymer network support substrate, the cytoskeleton,
in the observed properties or fluctuation spectra of the red blood cells. The
fluid bilayer of the red blood cells is attached to the two dimensional spectrin
network - the cytoskeleton - through membrane proteins. The cytoskeleton
is generally stiffer than the lipid bilayer, and its solid like structure gives it a
shear modulus [50].
Figure 1.1: Sketch of a tethered or pinned membrane. Arc-segments, pinned
to a substrate, the red section, at discrete sites of attachment, the black circles.
We have already mentioned that simplified model description of the net-
work and its effects on the bilayer have been provided [18; 19; 20; 21]. Also
that, a composite structure model was introduced by Gov and coworkers in the
paper reference [22] after the analysis of the fluctuation spectrum measured
by Zilker and coworkers [23]. As well as that Gov et al., through an empirical
approach, claimed that the coupling of the bilayer to the cytoskeleton network
induces a surface tension such that the effective bending modulus of the bi-
layer undergoes an abrupt jump at characteristic length [22]. We highlighted
the contrasting findings to these. These models do not address the following:
that the stiffness of the red blood cells, after being infected by malaria Plas-
modium falciparum [15], correlates with the structural transformation in the
cytoskeleton network [16]. The network is two dimensional flexible-semiflexible
network having on average a hexagonal symmetry of spectrin biopolymer fila-
ments. These filaments are attached to the bilayer through a node of a protein
complex. There are also other protein complexes that link an individual fil-
ament to the bilayer at a random point along its length [17]. This quenched
random nature or quenched disordered distribution nature of attachment sites
requires detailed consideration. This brings us to the statement of the objec-
tive of this dissertation:
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In erythrocytes the plasma membrane is coupled to the underly-
ing spectrin network. We develop a model in Monge parametriza-
tion to treat the detachment of a membrane from such a substrate,
which might be a model for structural failure of the red blood cell.
We consider a flexible membrane elastically linked at random points
to a substrate. This quenched randomness requires the use of the
replica formalism, which we investigate from both replica symmet-
ric and weakly broken replica symmetry perspectives. Criteria for
detachment under an applied pressure differential across the mem-
brane are derived. We also sketch how a more detailed spectrin
network can be included in this model.
1.4 Introduction to membranes
In the preceding section 1.1 we began the description of membranes as two
dimensional surfaces that exhibit an enormous number of conformations and
transformations. Subsequently, a physical description requires a background
in elasticity physics of surfaces – how energy changes when the membrane
undergoes some change – and thereby, in proper treatment, familiarity with
differential geometry [64; 65]. In this brief introduction, however, we shall not
delve very far in the formalisations. Our intent is to introduce a few primary
concepts and the energy functional of membranes and their fluctuations.
The extension of the one dimensional concept of curvature κ(s) = C(s) =
1
R(s)
where s is the arclength coordinate is that for surfaces there are now two
principal curvatures C1 = 1R1 and C2 =
1
R2
. These curvatures enable us to
define the extrinsic curvature K = C1 + C2 and thereby the mean curvature
H = 1
2
(C1 +C2). The intrinsic or Gaussian curvature is given by KG = C1C2.
In the Monge parametrization – that is, the surface is assumed to have no
overhangs and on average horizontal – the surface can be described with a
height function h(r), where r is a position vector on the projection reference
plane. The curvature K can be expressed as K ≈ ∇2h(r) for this gauge.
After Canham’s [66] proposition that the bending energy density expression
E = 1
2
κb1C
2
1 +
1
2
κb2C
2
2 , with κbi being the corresponding bending modulus, be
generalized to
E =
κb
2
(C21 + C
2
2) =
κb
2
(K2 − 2KG) (1.4.1)
for isotropic materials. With an addition of the characteristic or spontaneous
curvature C0, Helfrich [30] proposed the bending energy density
E =
κb
2
(C1 + C2 − C0)2 + κ¯C1C2 = κb
2
(K − C0)2 + κ¯KG (1.4.2)
with a modulus κ¯ called a saddle splay modulus. The condition of equivalence
of these two formulations is established by the theorem called Gauss-Bonnet-
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Theorem [64]. In conclusion, we can express the commonly used Helfrich
Hamiltonian as given by
H =
∫
dS[
κb
2
(K − C0)2 + κ¯KG + γ] (1.4.3)
where γ is the surface tension. The integral is over the membrane surface S.
In the Monge parametrization this is equivalent to
H = H0 +
∫
dxdy
[κb
2
(∇2h(r))2 + γ(∇h(r))2
]
. (1.4.4)
The other terms are absorbed into H0. Fourier expanding h(r) by h(r) =∑
q hq exp(iq · r) with the wavevector q equivalent to q = 2piL 〈nx, ny〉 the
Helfrich Hamiltonian then becomes
H = L2
∑
q
|hq|2
(κb
2
q4 +
γ
2
q2
)
. (1.4.5)
Applying the energy equipartition theorem we obtain the fluctuation spectrum
〈|hq|2〉 = kBT
L2
(
κb
2
q4 + γ
2
q2
) . (1.4.6)
The parameters kB, T and L are the Boltzmann constant, temperature and
the side length of a square membrane.
1.5 Disordered systems
In this section we shall introduce concepts related to disordered systems. Dis-
ordered sytems at a simple level can be described in relation to pure metals
or spatially regularly patterned systems such as gold. These are said to be
ordered systems when there exist not any random void or alien impurities in
their crystalline structure. In the contrary when such random defects or im-
purities exist these systems becomes disordered. In the context of magnetic
systems, the transition metal impurities moments produce a magnetic polar-
ization of the host conduction electrons around them which is positive at some
distances and negative at others. Due to the random placement of the impuri-
ties, the field produced by the polarized conduction electrons felt by the other
impurities creates interactions that for some favour parallel alignment and not
for others [63].
Disorder can be categorized into quenched also called frozen and self-
generated disorder [67]. In the quenched disorder systems the disorder is explic-
itly expressed in the Hamiltonian. A classic example, which formed the basis
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of theoretical studies into spin glasses, is the Edwards-Anderson model [68]
characterized by the Hamiltonian
H = −
N∑
〈i,j〉
Jijσiσj, (1.5.1)
where the σi = ±1 are the Ising spins degrees of freedom. The quenched dis-
order is characterized by the relatively constant random coupling parameters
Jij. These remain constant over the timescale at which the systems degrees of
freedom σi fluctuate.
When the random coupling parameters Jij could not be satisfied, for ex-
ample in a three spin spin model when either of the two spins have different
orientation expectation of the third one, instantaneously the system becomes
frustrated exhibiting degenarate ground state - an essential ingredient of glassy
systems. Subsequently, the system cannot explore the phase space with equal
likelihood, hence breaking the ergodicity, and thereby partitioning the phase
space onto metastable states.
The second class of disorder, the self-generated, the disorder is not explicitly
present in the Halmitonian. It usually takes the formH =
∑
ij V (ri−rj) where
ri is the particle position degrees of freedom. V (ri − rj) is not stochastic but
a deterministic potential such as the interatomic Lennard-Jones potential. At
low temperature, potentially a frozen configuration of the system occurs and
thereby generating some disorder.
1.6 Averaging: annealed and quenched
In equilibrium statistical mechanics we are mainly interested in determining
the free energy thermodynamic potential F . When there is quenched disorder
in the system how do we determine such an observable? In the context of the
above mentioned Edwards-Anderson model (1.5.1) we have to calculate the
average
f = − 1
βN
∫
dJ p(J) log
∫
Dσ e−βH(σ;J) = − 1
βN
〈logZ〉disorder (1.6.1)
where
∫ Dσ ≈ limN→∞ ∫ ∏Nn=1 dσn.
Mathematically, averaging over a log function makes this not an easy task.
Is it then rather a good approximation to evaluate
fapprox = − 1
βN
log
∫
dJ p(J)
∫
Dσ e−βH(σ;J) = − 1
βN
log〈Z〉disorder? (1.6.2)
This is certainly not what we want due to the role played by the disorder
J . In such an approximation the disorder is no longer quenched as it simply
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becomes another degree of freedom fluctuating at the same timescale as other
degrees of freedom. This type of an average is called annealed. There exist,
however, instances where such an approximation helps in the understanding
of the problem. It has been argued that it sets an upper bound of the free
energy [69]. We actually have to be careful that for each realization of the
disorder we compute the free energy and thereafter determine the average over
J . This is the quenched average of our interest. How do we then practically
compute the quenched average of (1.6.1)? This is where the replica approach
becomes expedient.
1.7 The replica approach
In this section, for completeness, we outline the background ‘theory’ into the
replica technique. This background will hopefully elucidate the concepts and
practical tools we shall need in handling our calculations and interpretations
in following chapters in the context of tethered membranes. This outline is
based on references [63; 67; 71; 69].
The replica approach is a method founded upon the mathematical identity
lnZ = lim
n→0
Zn − 1
n
(1.7.1)
derived from Zn = en lnZ ≈ 1 + n lnZ. The key ingredient of this approach is
to initially assume the replica index n to be an integer such that we can write
〈Zn〉disorder =
∫
Dσ1 · · · Dσn
〈
e−βH(σ1,J)···−βH(σn,J)
〉
disorder (1.7.2)
and hence the name replica method. We replicate the system n times whilst
for every Halmitonian the realization of the quenched disorder is the same for
all replicas. There also exist an alternative form of the replica method, namely
〈A〉disorder =
〈
1
Z
∫
Dσ A(σ)e−βH(σ,J)
〉
disorder
= lim
n→0
∫
Dσ1 · · · Dσn A(σ1)
〈
e−βH(σ1,J)···−βH(σn,J)
〉
disorder .(1.7.3)
The physics result of the observable A must not be dependent on the choice
of the index label σ1 or σm in the parantheses of A(σ).
1.7.1 Order parameter and overlap
As in normal magnetic systems in disordered systems also the concept of an
order parameter is of essential importance. Normal magnetic systems have the
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total average magnetization as the natural order parameter
m =
1
N
∑
i=1
〈σi〉. (1.7.4)
It is zero in the high temperature phase, and different from zero in the low
temperature phase, where the symmetry is broken. In disordered systems
it seems sensible to extend the above order parameter definition by simply
including the disorder average such that
m =
1
N
∑
i=1
〈〈σi〉〉. (1.7.5)
The second angular brackets 〈〈· · · 〉〉 denotes the average over disorder whilst
the inner ones are of thermal nature. We shall use both these notations
〈· · · 〉disorder and 〈〈· · · 〉〉. Due to the disorder this extended order parameter
is zero at all temperatures and thus not useful. Hence, Edwards and Anderson
chose the disordered system order parameter as [68]
qEA =
1
N
∑
i=1
〈〈σi〉2〉. (1.7.6)
This order parameter is non-zero if the local magnetizations mi, are locally
non-zero. Another important quantity to introduce in disordered systems is
the overlap. Its value lies in determining the similarity or correlations of con-
figurations or phase space states. For two configurations σ and τ , the overlap
is defined as
qστ =
1
N
∑
i=1
σiτi. (1.7.7)
This overlap definition can be extended further such that it measures the
similarity between partitioned phase space states α and β to
qαβ =
1
N
∑
i=1
〈σi〉α〈σi〉β (1.7.8)
In the expanded form this expression is equivalent to
qαβ =
1
N
∑
i=1
1
Zα
∫
σα
σi e
−βH(σ) 1
Zβ
∫
τβ
τi e
−βH(τ)
=
1
ZαZβ
∫
σα
∫
τβ
Dσ Dτ e−βH(σ)e−βH(τ)qστ . (1.7.9)
Therefore, by measuring states overlap we are actually probing the overlap
between configurations belonging to the states each one weighted with its own
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statistical weight. Disordered systems generally have many inequivalent pure
states - unequal phase space states - such that we can express observables as
〈· · · 〉 =
∑
α
wα〈· · · 〉α where wα =
∑
σα
e−βH(σ)
Z
(1.7.10)
‘at low temperatures’. Therefore it is sensible to introduce a probability distri-
bution P (q) of possible values of the overlaps among states [63]. For a system
with only two phases P (q) is simply a sum of a pair of delta functions. For
two systems with the same disorder we can write [63]
P (q) =
1
Z2
∫
DσDτe−βH(σ)e−βH(τ)δ(q − qστ ). (1.7.11)
This we can again expand as in the previous expression (1.7.9) to obtain
P (q) =
∑
αβ
wαwβ
1
Zα
∫
σα
1
Zβ
∫
τβ
DσDτe−βH(σ)e−βH(τ)δ(q − qστ ), (1.7.12)
with the conclusion
P (q) =
∑
αβ
wαwβδ(q − qαβ). (1.7.13)
In this definition of the P (q) the sum is over all the possible pairs of the states,
including pairs of the same states, giving that state’s self-overlap. In the Ising
model example at low temperatures there are two pure states whilst there are
four possible overlaps q++, q−− and q+− = q−+ whereby
q++ =
1
N
∑
i
〈σi〉2+ =
1
N
∑
i
m2i =
1
N
∑
i
〈σi〉2− = q−− = m2,
q+− = q−+ =
1
N
∑
i
〈σi〉+〈σi〉− = − 1
N
∑
i
mimi = −m2. (1.7.14)
Therefore for this model the overlap distribution function P (q) has two peaks
one at −m2 and another at +m2 each with the weight 1/2. We note that the
number of peaks of the P (q) is not equal to the number of states.
Finally, P (q) is not self-averaging since the particular structure of states of
a given sample depends on the particular realization of the disorder J as such
both the pure states weights and the overlap distribution P (q) depend on the
disorder J . Especially when the structure of states is non-trivial [63].
1.7.2 Replica symmetry
In this section we shall use the p-spin spherical model to detail an actual
replica calculation. The reason we do this is that in this calculation the two
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fundamental solutions of the replica approach, namely, the replica symmetry
and the one step symmetry breaking solutions, are clearly expressed. The
concept of the replicas overlap matrix also arise naturally in this elucidating
example.
This model was explored by Crisanti and Sommers [72]. Its Hamiltonian
is given by
H = −
∑
i1>···>ip=1
Ji1···ipσi1 · · ·σip p ≥ 3 (1.7.15)
where the spins are real continuous variables. The model derives its name
from the constraint
N∑
i=1
σi
2 = N ; (1.7.16)
set to keep the energy finite for the system. Each random coupling J is a
Gaussian variable, with the distribution
dp(J) = exp
(
−1
2
J2
2Np−1
p!
)
dJ. (1.7.17)
For the case p = 3 and with one replica n = 1 the annealed average partition
function is given by
〈〈Z〉〉 =
∫
Dσ
∫ ∏
1<j<k
dJijk exp
[
−Jijk2N
p
p!
+ Jijkβσiσjσk
]
〈〈Z〉〉 =
∫
Dσ exp
[
β2
4Np−1
(∑
i
σ2i
)p]
= exp
[
N
β2
4
]
Ω, (1.7.18)
where the identity p!
∑N
i<j<k =
∑N
ijk has been applied. Ω is the remaining
surface integral. Therefore the annealed free energy in the thermodynamic
limit is given by
〈F 〉ann = −β/4− TS∞, (1.7.19)
where S∞ = ln(Ω)N .
In the correct treatment of the disorder we need to perform the quenched
average 〈logZ〉disorder = limn→0 1n log〈Zn〉disorder as shown in (1.7.1). This is
done below
〈〈Zn〉〉 =
∫
Dσai
∏
ijk
∫
dJijk exp
[
−Jijk2N
p
p!
+ Jijkβ
n∑
a
σai σ
a
j σ
a
k
]
(1.7.20)
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where a and b are replica indices and i and j are site indices. Upon performing
the disorder average we obtain
〈〈Zn〉〉 =
∫
Dσai
∏
ijk
exp
[
β2p!
4Np−1
β
n∑
ab
σai σ
b
iσ
a
j σ
b
jσ
a
kσ
b
k
]
〈〈Zn〉〉 =
∫
Dσai exp
[
β2
4Np−1
β
n∑
ab
(
N∑
i
σai σ
b
i
)p]
. (1.7.21)
We can see here that the overlap between two different replicas a and b of the
system appears naturally in the calculation:
Qab ≡ 1
N
∑
i
σai σ
b
i . (1.7.22)
Implementing the overlap as a delta constraint we obtain
1 =
∫
dQabδ
(
NQab −
∑
i
σai σ
b
i
)
. (1.7.23)
Expressing the δ-functional in the Fourier representation we have
〈〈Zn〉〉 =
∫
DQabDλabDσai
× exp
[
β2N
4
∑
ab
Qpab +N
∑
ab
λabQab −
∑
i
∑
ab
σai λabσ
b
i
]
=
∫
DQabDλab exp
[
β2N
4
∑
ab
Qpab +N
∑
ab
λabQab − N
2
log det(2λab)
]
=
∫
DQabDλab exp [−NS(Q, λ)] (1.7.24)
In the thermodynamic limit this can be solved using the saddle point ap-
proximation [69] . In this limit the saddle point approximation states that the
integral (1.7.24) is concentrated in the minimum of the integrand [69]. That
is
F = − 1
βnN
logZ =
1
βn
min[S(Q, λ)]. (1.7.25)
It must also be noted, due to self averaging, that the free energy is in principle
given by
−βF = lim
N→∞
lim
n→0
1
nN
log
∫
DQabDλab exp [−NS(Q, λ)] (1.7.26)
and therefore we should first take the replica limit n → 0, and then take the
thermodynamic limit N →∞. Self averaging nature of the observable means
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that the results do not depend on the system size or specific realization of the
disorder. In the case of the free energy this mathematically means
lim
N→∞
FN(β, J) = F∞(β.) (1.7.27)
Returning to the problem that we are concerned with (1.7.26), Unfortunately
this order of limit taking is an impossible wish since S is not an explicit func-
tion of the replica index n. Also, it is difficult to solve the integral itself.
Subsequently, we exchange the order of the two limits thereafter apply the
saddle point approximation which requires that we find a parametrization of
the matrix Qab and only then take the replica limit n→ 0. It should be noted
that all the eigenvalues of Qab must be be positive since the first order correc-
tions to this approximation include the square root of the determinant of the
Hessian matrix.
What we now need to do is to apply this saddle point approximation (1.7.25).
This means we need to minimize S(Q, λ) both with respect to λ as well as the
overlap Q. In order to achieve this we need the following identity
∂
∂Mab
log detMab =
(
M−1
)
ab
. (1.7.28)
Susequently, using the definition of S(Q, λ) from equation (1.7.24) the λ min-
imization yields
2λab = (Q
−1)ab. (1.7.29)
Applying this result (1.7.29) upon the free energy expression (1.7.25) before
the overlap Q minimization we obtain
F = lim
n→0
− 1
2βn
[
β2
2
∑
ab
Qpab + log detQab
]
. (1.7.30)
Upon minimization with respect to the overlap Qab we obtain the saddle point
equation
0 =
∂F
∂Qab
=
β2p
2
Qp−1ab + (Q
−1)ab (1.7.31)
where the identity (1.7.28) again was used. How do we find a solution for this
saddle point equation? This is where we have to find suitable parametriza-
tion of the matrix Qab and subsequently express (1.7.31) as a function of the
elements or parameters of Qab and dimension n.
It is at this juncture that the concept of replica symmetry enters into
the picture. Sherrington and Kirkatrick assumed a replica symmetric [73]
form for the matrix Qab in their spin glass problem. An intuitively simple
parametrization it appears, that is
Qab = q0 + (1− q0)δab. (1.7.32)
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Expressing this in a visual form we have
Qab =

1 q0 q0
...
q0 1 q0 q0 . . .
q0 q0 1
...
... 1 q0 q0
q0 q0 1 q0
q0 q0 1
... . . .

The task is to substitute this onto the saddle point equation (1.7.31) and find
the value of q0. The inverse of the replica symmetry matrix is given by
(Q−1)ab =
1
1− q0 δab −
q0
(1− q0)[1 + (n− 1)q0] (1.7.33)
In the limit n→ 0 and a 6= b we thus have (1.7.31) becoming,
β2p
2
qp−10 −
q0
(1− q0)2 = 0. (1.7.34)
We observe that the trivial solution is q0 = 0. A substitution of this result
to (1.7.30) we obtain F = −β
4
, a similar result to that obtained from the
annealed calculation. That is, when the overlap matrix Qab is the identity the
replication has no effect. Now, a graphical exploration shows that there is a
another set of two solutions below some T ∗. A problem with this non-trivial
solution, however, exist. Crisanti and Sommers found that it is unstable [72].
Both solutions of equation (1.7.34) have a negative eigenvalue. This leads to
the concept of replica symmetry breaking. The form of the order parameter Qab
needs to be parametrized differently in order to find stable a stable solution.
There exist different forms of replica symmetry breaking but it is the Parisi [74]
construction that is standard We shall be concerned with the one step replica
symmetry breaking (1RSB) solution also known as weak RSB developed by
Parisi [74; 69].
1.7.2.1 The overlap order parameter physics
The generalization of the average magnetization m = 1
N
∑
i=1〈σi〉 to
q(1) =
1
N
∑
i
〈〈σi〉2〉 (1.7.35)
in the disordered systems, by decomposition, as we saw in the overlap distri-
bution function (1.7.12), can be re-expressed as
q(1) =
1
N
∑
i
∑
αβ
〈wαwβ〈σi〉α〈σi〉β〉 =
∑
αβ
〈wαwβqαβ〉 . (1.7.36)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 17
This can be expressed in terms of the overlap distribution function if one
introduces a delta function as
q(1) =
∫
dq
∑
αβ
〈wαwβδ (q − qαβ)〉 q =
∫
dq 〈P (q)〉 q. (1.7.37)
where P (q) =
∑
αβ 〈wαwβδ (q − qαβ)〉 is the distribution function of the over-
laps. This can be also expressed differently using the alternative replica trick
form (1.7.3). That is,
q(1) =
1
N
∑
i
〈〈σi〉2〉 = lim
n→0
〈∫
Dσai
1
N
∑
i
σ1i · σ2i e−β
∑
aH(σ
a)
〉
. (1.7.38)
Introducing the overlap matrix Qab we obtain
q(1) =
∫
DQabe−NS(Qab)Q12 = QSP12 (1.7.39)
where QSPab is the saddle point approxiamtion value of the overlap matrix.
The general form of this expression for the arbitrary labels of the repiclas was
derived by De Dominicis and Young [75]
q(1) = lim
n→0
2
n(n− 1)
∑
a>b
Qab. (1.7.40)
The saddle points QSP34 and so on are averaged. This establishes the key con-
nection between the order parameter q(1) and the the replica overlap matrix
Qab. Comparing this expression with the earlier one (1.7.37) for generic func-
tion f(q) we have∫
dqf(q) 〈P (q)〉disorder = limn→0
2
n(n− 1)
∑
a>b
f(Qab) (1.7.41)
Finally, when f(q) is chosen to be f(q) = δ(q − q′) we obtain:
〈P (q)〉disorder = limn→0
2
n(n− 1)
∑
a>b
δ (q −Qab) . (1.7.42)
Therefore, the average probability that two pure states of the system have
overlap q is equal to the fraction of elements of the overlap matrix Qab equal
to q. This can be further translated to: the elements of the overlap matrix are
the physical values of the overlap among pure states. In the replica symmetric
solution, Qab = q0 for each a 6= b and according to (1.7.42)
〈P (q)〉disorder = δ(q − q0). (1.7.43)
with a clear meaning that there can only be one single equilibrium state. When
there is ergodicity breaking the correct form of Qab cannot be symmetric.
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1.7.3 Weak replica symmetry breaking
As we already have mentioned that in order to attain a stable solution we must
break the replica symmetry. The Parisi [74; 69] one step replica symmetry
breaking comes to rescue. This is obtained by dividing the n × n matrix in
n
m
× n
m
blocks of dimension m ×m. If a 6= b belong to one of the n
m
diagonal
blocks then Qab = q1, otherwise Qab = q0 < q1. Therefore the matrix structure
corresponding to this is [72]
Qab =

1 q1 q1
q1 1 q1 q0 . . .
q1 q1 1
1 q1 q1
q0 q1 1 q1
q1 q1 1
... . . .

The parameter m is connected to the probability of having a given value of
the overlap and hence it becomes a variational parameter in the saddle point
equations, like q1 and q0. The overlap distribution associated with this first
stage RSB structure of Qab from (1.7.42) is
〈P (q)〉disorder =
m− 1
n− 1 δ(q − q1) +
n−m
n− 1 δ(q − q0) (1.7.44)
with
1 ≤ m ≤ n. (1.7.45)
The condition (1.7.45) cannot be met at the replica limit n going to zero. Since
the probability (1.7.44)
〈P (q)〉disorder = (1−m)δ(q − q1) +mδ(q − q0). (1.7.46)
at the replica limit n→ 0 the positive definition of the probability then requires
m < 1 and m > 0. Alternatively, (1.7.45) for n→ 0 must be
0 ≤ m ≤ 1. (1.7.47)
1.7.4 The weak replica symmetry breaking
We now have the structure of Qab in the first step symmetry breaking solution
we must now calculate the free energy as a function of q1, q0,m. That is, we
need to evaluate
F = lim
n→0
− 1
2βn
[
β2
2
∑
ab
Qpab + log detQ
]
. (1.7.48)
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Since the RSB matrix structure has the property
∑
aQab does not depend on
b we have in the limit n→ 0,
1
n
∑
ab
Qpab =
∑
a
Qpab = 1 + (m− 1)qp1 −mqp0. (1.7.49)
The 1RSB matrix Qab has three different eigenvalues and degeneracies [72]
λ1 = 1− q deg. = n− n/m (1.7.50)
λ2 = m(q1 − q0) + (1− q) deg. = n/m− 1 (1.7.51)
λ3 = nq0 +m(q1 − q0) + (1− q) deg. = 1. (1.7.52)
In the replica limit we subsequently obtain 1RSB free energy to be
−2βF1 = β
2
2
[1 + (m− 1)qp1 −mqp0] +
m− 1
m
log(1− q1)
+
1
m
log [m(q1 − q0) + (1− q1)] + q0
m(q1 − q0) + (1− q1) .(1.7.53)
Interestingly, the replica symmetric (RS) solution
−2βF0 = β
2
2
[1− qp0] + log(1− q0) +
q0
1− q0 . (1.7.54)
can be derived from 1RSB by either taking the limit q1 → q0 or m → 1.
Returning to the saddle point equations with respect to q1, q0, m for the 1RSB
solution (1.7.53). The equation ∂q0F1 = 0 has the solution q0 = 0. The other
saddle point equations ∂q1F1 = 0 and ∂mF1 = 0 gives us
(1−m)
(
β2
2
pqp−11 −
q1
(1− q1)[(m− 1) + 1]
)
= 0
(1.7.55)
β2
2
pqp1 +
1
m2
log
(
1− q1
1− (1−m)q1
)
+
q1
m[1− (1−m)q1] = 0.
Graphically, at high T the solution is q1 = 0 and m undetermined which is
a similar solution to the RS one. Now, the first equation in (1.7.55) has a
solution m = 1. When this is substituted to the second equation of (1.7.55)
we obtain
β2
2
pqp1 + log(1− q1) + q1 ≡ g(q1) = 0. (1.7.56)
The graphical study of this equation for 0 ≤ q1 ≤ 1 shows that g(0) = 0
and g(1) = −∞. At low temperature g(q1) developes a maximum, whose
height diverges for decreasing Tand therefore at Ts a new solution appears,
with q1 = qs and m = 1.
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1.8 Summary of the dissertation results
For a composite system –polymer substrate attachment– we have investigated
the role of the pressure, the nature of adhesion (homogeneous or inhomoge-
neous) as well as the role of a fluctuating substrate. In terms of the fluctu-
ation spectrum 〈h2〉 as a measure function of the pressure µ parameter we,
generally, observe that the average square fluctuations 〈h2〉 increases with the
pressure. However, for the discrete inhomogeneous adhesion, when the posi-
tion of tethers distribution is quenched this general behaviour is altered. The
first stage Replica Symmetry Breaking is necessary in order to obtain these
non-monotonic results.
The elastic substrate extension shows that the rate of entropic gain sur-
passes the rate of energetic loss at a lower tether density average. Therefore,
the integrity of the system requires less average tether density in relation to
the hard substrate when the substrate is elastic. The numerical exploration
of these fluctuating substrates as a function of average tether density ρ0 and
pressure µ suggests that at least a second stage Replica Symmetry Breaking
is necessary in order to observe multiple minima free energy F as a function
of average tether density.
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Homogeneous adhesion of a
polymer and of a membrane
We are interested in the physics of a membrane that is detaching from a
substrate due the influence of a uniform pressure on one side of the membrane.
This is in contrast to for example the works of Kierfeld [76] or Benetatos [77]
where the effect of the pulling (by a force at the end) of a semiflexible chain
from a substrate is investigated. We model in the approximation called Monge
gauge for polymer chains and membranes which do not posses surface bending
resistance and also with the inclusion of resistance. The competing statistical
physical effects here are
• The energetic advantage of the membrane being attached to the sub-
strate. In isolation of any other effects this would strive to keep the
detached arclength or area – the blister – as small as possible.
• The entropic advantage of the fluctuations of the membrane itself. The
freedom of the membrane to undergo fluctuations is associated with its
entropy. In principle, the more of the membrane is detached from the
substrate the larger this freedom, and the more advantageous it is to the
system. The entropy of the membrane, therefore, competes directly with
the attachment energy gain of the preceding entry.
• The third factor is the role of the pressure itself, that will want to stretch,
and promote the detachment of the membrane. If the membrane is in-
extensible, it might again reverse the entropic freedom. The role of this
is subtle depending on the type of the membrane we consider.
21
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2.1 Flexible polymer chain
In this section we shall treat a flexible polymer chain of length L pinned at the
two ends of a continuous homogeneous interaction potential substrate. The
interaction energy per unit length is . Additional to this interaction, per unit
length there is a pressure µ promoting detachment, with the units of per length
squared, that is exerted upon the polymer. Our aim is then to determine
the stability criteria or the fluctuation spectrum of the composite system—
polymer-substrate. This criteria will allow us characterize the role of pressure
in promoting the detachment and possibly in the fluctuation spectrum. We
shall investigate this in the case of favourable energetic attachment and its
contrary scenario. The partition function of such model description outlined
is given by
Z =
∫
Dh exp
{
−κ
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h+ βL
}
(2.1.1)
Z ≡
∫
Dh exp
(
−
∫ L
0
L dx
)
, where L = κ
(
∂h
∂x
)2
− µh(x)− β.
This is subject to the constraint or boundary conditions h(0) = h(L) = 0.
The parameter κ represents the material characteristic parameter viewed as
per length elastic measure which is an inverse Kuhn length – the smallest
length scale associated with interatomic bond length – with β being the inverse
fundamental temperature with the units of per energy. h(x) represent the
displacements or undulations – a height function with the units of length where
h′(x) shall be used as shorthand for ∂h
∂x
. The first term represents the elastic
thermal fluctuations term, the second the detachment favouring pressure whilst
the last term represents the total adhesion energy. Our task is to calculate this
partition function Z in equation (2.1.1) and thus the free energy F given by
βF = − lnZ (2.1.2)
Calculating the partition function Z in the saddle point approximation we
express h(x) as
h(x) = h0(x) + η(x) (2.1.3)
where η(x) is the fluctuations component and h0(x) is a solution for the Euler-
Lagrange equation
d
dx
∂L
∂h′0(x)
− ∂L
∂h0
= 0, with the conditions h0(0) = h0(L) = 0. (2.1.4)
Subsequently, the differential equation that needs to be solved is
2κh′′0(x) + µ = 0. (2.1.5)
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It has a solution
h0(x) = − µ
4κ
x2 +
µL
4κ
x. (2.1.6)
After effecting the transformation (2.1.3) we therefore have the following for
the partition function Z expression (2.1.1)
Z =
∫
Dh exp
{
−κ
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h+ βL
}
= exp
(
−κ
∫ L
0
dx
(
∂h0
∂x
)2
+ µ
∫ L
0
dx h0(x) + βL
)
×
∫
Dη exp
{
−κ
∫ L
0
dx (η′(x))2
}
. (2.1.7)
After the evaluation of the fluctuation component
∫ Dη exp{−κ ∫ L
0
dx η′2(x)
}
we obtain
Z = exp
(∫ L
0
dx
(
−κ
(
∂h0
∂x
)2
+ µh0(x)
)
+ βL− 1
2
tr lnA(x′, x)
)
. (2.1.8)
After rescaling h → h√
L
κ
and x → x
L
, therefore, we need to determine the
eigenvalues of the operator A(x, x′) since
tr lnA(x′, x) = ln detA(x′, x) = ln
∞∏
i=n
λn =
∞∑
n=1
lnλn (2.1.9)
where λn’s are the eigenvalues of the operator
A(x′, x) = −2δxx′dxx
. The eigenvalue equation
∫
dxA(x, x′)ηn(x) = λnηn(x′) with the boundary
conditions η(0) = η(1) = 0. This is solved by sinusoids, hence λn = 2n2pi2. We
subsequently obtain the free energy F = − 1
β
lnZ, where we have substituted
the saddle point solution h0(x) from equation (2.1.4), below
F = −
(
µ2L3
48βκ
+ L
)
+
1
2β
∞∑
n=1
lnλn ≈ −
(
µ2L3
48βκ
+ L
)
+
1
2β
qc∑
n=1
ln 2n2pi2
F ≈ − 1
β
(
µ2L3
48κ
+ βL
)
+
1
β
(qc ln qc − qc). (2.1.10)
The quantity qc is a cut-off value related to the smallest length scale of the
problem. We have applied the Stirling approximation, lnn! ≈ n lnn− n, n→
∞, to reach the final step of (2.1.10).
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. HOMOGENEOUS ADHESION OF A POLYMER AND OF A
MEMBRANE 24
Since in the case of positive attachment energy  the free energy is always
a decreasing function of L we then concentrate on its opposite  < 0. This
scenario reflects the attractive potential. Below we show the depiction of the
free energy F as a function of length L for a choice of different values of pressure
µ and attachment energy . In the case of a fixed value for attachment energy
 = −2 units, we depict these in fig. 2.1 and fig. 2.2.
1 2 3 4 5 6
L
-10
-5
5
10
F
Free energy F vs Size length L
μ=0
μ=1
μ=2
μ=3
Figure 2.1: Free energy profiles of the chain polymer for the pressure values
µ = {0, 1, 3} and attachment energy  = −2 units. β and κ are set to unity.
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-200
-150
-100
-50
F
Free energy F vs Size length L
μ=5
μ=6
μ=7
Figure 2.2: Free energy profiles of the chain polymer for the pressure values
µ = {5, 6, 7} and attachment energy  = −2 units. β and κ are set to unity.
Our observation from these profiles under a similar attachment energy  =
−2 units is that as we increase the pressure µ starting at zero units to 7 units
is: the larger the length L the less pressure you require to debind the chain
polymer. The thermal fluctuations associated with a larger length L promotes
easier detachment. Alternatively, since the Helmholtz free energy is given by
F = E − TS. (2.1.11)
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such that
S ∝ +µ2L3 and E ∝ −L.
Therefore, by increasing size L, one generally loses favourable energy E state
but gains entropy S. When there is no pressure the entropy gain is a constant,
however, this entropy gain becomes very large with the pressure µ bias.
From our free energy expression (2.1.10) we can deduce the critical pressure
at which the polymer chain always detaches. The relationship between the
detached length Lm, corresponding to the extremum of the derivative, and the
pressure is given by
µm =
4
√
βκ ||
Lm
. (2.1.12)
This is the solution expression of the derivative extremum with respect to L
of the free energy F (2.1.10) expressed as an explicit function of pressure µ.
Hence, the extreme pressure condition for the scenario depicted in fig. 2.2 is
given by
µm >
4
√
βκ ||
Lm
. (2.1.13)
Now, what happens when the pressure is kept constant and the attachment
energy  is varied? We depict this in fig. 2.3 below.
1 2 3 4 5 6
L
-30
-20
-10
10
F
Free energy F vs Size length L
ϵ=-2
ϵ=-3
ϵ=-6
Figure 2.3: Free energy of the chain polymer where the pressure µ is 3 units
and the attachment energy values  = {−2, −3, −6} units.
In the preceding discussion we noted that larger pressure is required to for
shorther length regions such that the fluctuations or entropy always dominate.
In contrast here, for the given pressure the increase in the attractive potential
shifts the maxima peak to right. This means that the same pressure that
brought shorter, in detached length, runway now cannot. Instead a larger
detached length that now can be “unbound” by this pressure. This grows with
the adhesion energy.
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2.2 Polymer chain with bending rigidity
In the preceding section 2.1 we treated the flexible polymer chain model with-
out taking into account any rigidity or resistance to bending associated with
the polymers and membranes. In this section we shall extend the model of
the preceding section 2.1 to account for such resistance. The bending rigidity
term is σ
∫ L
0
dx h¨2(x) [28] that we shall include in our Hamiltonian of (2.1.1),
where σ is material characteristic cost of bending per unit length. κ now plays
the role of a tension in a wormlike chain [78; 79] treated in the weak bending
approximation which is valid when the tension is large or when the persistence
length is much greater than the contour length of the chain. Subsequently we
need to evaluate
Z =
∫
Dh exp
{
−κ
∫ L
0
dx h′2(x)− σ
∫ L
0
dx h′′2(x) + µ
∫ L
0
dx h+ βL
}
.
(2.2.1)
From this point the evaluation proceeding is very much the same as before.
We apply the saddle point approach we used in the model (2.1.1). However,
in this case the Lagrangian becomes L = σ
(
∂2h
∂x2
)2
+ κ
(
∂h
∂x
)2 − µh(x)− β for
the Euler Lagrange equation we have to solve
− d
2
dx2
∂L
∂h′′0(x)
+
d
dx
∂L
∂h′0(x)
− ∂L
∂h0
= 0, (2.2.2)
upon the boundary conditions h0(0) = h0(L) = h′0(0) = h′0(L) = 0. The
subsequent fourth order ordinary differential equation that then needs to be
solved is
2σh
(4)
0 (x)− 2κh(2)0 (x)− µ = 0. (2.2.3)
The analytical solution is given by
h0(x) =
µ
4κ3/2
[
−L√σ coth
(√
κL
2
√
σ
)
+
√
κx(L− x)
+L
√
σcsch
(√
κL
2
√
σ
)
cosh
(√
κ(L− 2x)
2
√
σ
)]
. (2.2.4)
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Again, upon the substitution of h(x) = h0(x) + η(x) the expression for the
partition function (2.2.1) becomes
Z = exp
(∫ L
0
dx
(
−κh′02(x)− σh′′02(x) + µh0(x) + β
))
×
∫
Dη exp
{
−κ
∫ L
0
dx (η′(x))2 − σ
∫ L
0
dx (η′′(x))2
}
Z = exp
(∫ L
0
dx
(
−κh′02(x)− σh′′02(x) + µh0(x) + β
))
×
∫
Dη exp
{
−κ
∫ L
0
dxdx′ η(x′)
[
δ(x′ − x)
(
2
d2
dx2
+ 2
σ
κ
d4
dx4
)]
η(x)
}
.
Finally obtaining
Z = exp
(∫ L
0
dx
(
−κh′02(x)− σh′′02(x) + µh0(x) + β
))
× exp
(
−1
2
tr ln
[
2δ(x′ − x)
(
d2
dx2
+
σ
κL2
d4
dx4
)])
. (2.2.5)
Therefore, after treating the eigenvalue problem as in (2.1.9), the free energy
F = − 1
β
lnZ is given by
F = − 1
β
(∫ L
0
dx
(
−κh′02(x)− σh′′02(x) + µh0(x) + β
))
+
1
β
∞∑
n=1
ln
(
2
σ
κL2
(npi)4 + 2 (npi)2
)
. (2.2.6)
The fluctuation contribution is evaluated as follows
1
β
∞∑
n=1
ln
(
2
σ
κL2
(npi)4 + 2 (npi)2
)
=
2qc
β
lnpi +
1
β
(qc ln qc − qc) + qc
β
∫ 1
0
ln
( σ
κL2
q2cq
2 + 1
)
dq
=
2qc
β
lnpi +
1
β
(qc ln qc − qc)
+
qc
β
(
ln
(
σpi2q2c
κL2
+ 1
)
+
2 tan−1
(
piqc
√
σ
κL2
)
piqc
√
σ
κL2
− 2
)
.(2.2.7)
Finally, upon the substitution of h0(x) in (2.2.6) and the above result (2.2.7)
we obtain
F = −
L
(
48βκ2+ µ2 (κL2 + 12σ)− 6√κµ2L√σ coth
(√
κL
2
√
σ
))
48βκ2
+
2qc
β
lnpi
+
1
β
(qc ln qc − qc) + qc
β
(
log
(
pi2σq2c
κL2
+ 1
)
+
2 tan−1
(
piqc
√
σ
κL2
)
piqc
√
σ
κL2
− 2
)
. (2.2.8)
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The graphical depiction of this free energy is shown below on fig. 2.4 and fig. 2.5.
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Free energy F vs Length L
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μ=3
Figure 2.4: Free energy profiles of the chain polymer with bending for the
pressure values µ = {0, 1, 2, 3} and attachment energy  = −2 units. β, σ
and κ are set to unity.
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Free energy F vs Length L
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μ=8
Figure 2.5: Free energy profiles of the chain polymer with bending for the
pressure values µ = {5, 6, 7, 8} and attachment energy  = −2 units. β, σ
and κ are set to unity.
A comparison between figs. 2.1 and 2.2 to this graph fig. 2.4 shows that the
inclusion of the rigidity term increases or shifts the size of ‘detached’ length Lm
to the right under similar pressure and attachment energy. This agrees with
intuition about the role of this important quantity the bending resistance that
it suppresses the bending fluctuations. In conclusion, the stiffer polymer chain
will require more pressure to debind a similar sized chain of its counterpart.
Alternatively, a similar amount of pressure applied to both flexible and less
flexible chain can only unbind a more ‘detached’ or larger stiffer chain.
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Similarly the critical pressure explicitly for this model unlike the preceding
case of section 2.1, as we derived in equation (2.1.13) is given by
µ >
4
√
− 2q
βL
(
pi2q2σ
κL2
+1
) + 2κL
√
σ
κL2
tan−1
(
piq
√
σ
κL2
)
piβσ
− 2pi2q3σ
βκL3
(
pi2q2σ
κL2
+1
) + ||√
4σ
βκ2
+
L2csch2
(√
κL
2
√
σ
)
βκ
+ L
2
βκ
− 4L
√
σ coth
(√
κL
2
√
σ
)
βκ3/2
. (2.2.9)
Including the bending term yields a condition that includes the trigonometric
terms. Thus a complex relationship in length scales and possibly energy scales.
2.2.1 Average height fluctuations 〈h〉 and 〈h2〉
The average height fluctuations by the chain quantity 〈h〉 is given by
〈h〉 ≡
〈∫ L
0
dx h(x)
〉
=
∂ lnZ
∂µ
(2.2.10)
where lnZ = −βF , where F is given by (2.1.10) and (2.2.8). For the model (2.1.1)
lnZ =
(
µ2L3
48κ
+ βL
)
+ other terms (2.2.11)
and therefore
Asec:2.1 = µL
3
24κ
. (2.2.12)
This shows us the relationship or the combination between the pressure µ and
size L on the average area. The height fluctuations 〈h〉 by the chain, therefore,
grows linearly with respect to the pressure µ whilst it grows exponentially with
respect to the length L.
How does bending resistance affect this quantity? In this case, as derived
from the second model (2.2.1),
lnZ =
L
(
48βκ2+ µ2 (κL2 + 12σ)− 6√κµ2L√σ coth
(√
κL
2
√
σ
))
48κ2
+other terms (2.2.13)
and therefore
Asec:2.2 =
L
(
µ (κL2 + 12σ)− 6√κµL√σ coth
(√
κL
2
√
σ
))
24κ2
. (2.2.14)
The role of the resistance upon the average area A is depicted below in fig. 2.6
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〈h〉 [μ=1]
Average height 〈h〉 vs Length L
Section 2.1 model - no bending regidity
Section 2.2 model - with bending regidity
Figure 2.6: Average height 〈h〉 at fixed pressure µ = 1 and attachment energy
 = −2 units. β and κ are set to unity. The top graph is for the model (2.1.1)
of the bending resistance free chain.
Figure fig. 2.6 demonstrate the relative reduction of the enclosed area growth
with the size L when the chain has the bending resistance term. The pres-
sure contribution to the average enclosed area remains linear with a different
relationship to size L.
The average square fluctuations 〈h2〉 for the flexible polymer chain is given
by equation (3.1.26)
〈h2〉 =
∫ L
0
dx
(
h20(x) + A
−1(x, x)
)
. (2.2.15)
The derivation of this equation is discussed in section 3.1. h0(x) = −µ4x2 + µ4x
for dimensionless pressure and x derived in the equation (2.1.6). However, the
quantity A−1(x, x) is discussed in the section 3.1. The result is A−1(x, x) =
−(−1 + x)x. Subsequently, for the bending resistance free chain
〈h2〉 =
∫ L
0
dx
((
−µ
4
x2 +
µ
4
x
)2
− (−1 + x)x
)
. (2.2.16)
Therefore,
〈h2〉 = µ
2
480
+
1
6
. (2.2.17)
Upon substituting the rescaled pressure with L
√
L
κ
µ we obtain the graphical
depiction of 〈h2〉 as shown below in figs. 2.7 and 2.8 as function of size L, and
of pressure µ, respectively.
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h2
〈h2〉 vs Length L
μ=0.0
μ=1.0
Figure 2.7: Average square fluctuations quantity 〈h2〉 as a function of the size
L for the pressure µ = {0, 1} and attachment energy  = −2 units. β, σ and
κ are set to unity.
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h2
〈h2〉 vs Pressure μ
L=1.0
L=1.1
Figure 2.8: Average square fluctuations quantity 〈h2〉 as a function of the
pressure µ for the size L = {1, 1.1} and attachment energy  = −2 units. β,
σ and κ are set to unity.
2.3 Flexible membrane
In this section we consider the higher dimensional model of the preceding sec-
tion 2.1, that is, we now treat a two dimensional flexible membrane of surface
area S around the edge of a continuous homogeneous interaction potential
substrate of a circle of radius R. The interaction energy per unit length is
. Additional to this interaction, there is a pressure µ promoting detach-
ment that is exerted upon the polymer. Again our aim is to determine or
understand the stability criteria or the fluctuation spectrum of the composite
system–membrane-substrate. We wish to characterize the role of pressure in
promoting the detachment and possibly in the fluctuation spectrum. We shall
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investigate this in the case of favourable energetic attachment and its contrary
scenario. The partition function of the model description outlined is given by
Z =
∫
Dh(r, θ) exp
{
−κ
∫ 2pi
0
∫ R
0
dr dθ r (∇h)2
+ µ
∫ 2pi
0
∫ R
0
dr dθ r h(r, θ) + βpiR2
}
(2.3.1)
in polar coordinates. The parameters κ, µ, and β represents the ‘bending’ en-
ergy, the pressure and the inverse fundamental temperature. h(r, θ) represent
the fluctuations or undulations as a height function. As in preceding models,
the first term represents the thermal fluctuations with the second term being
the detachment favouring pressure whereas the final term is the energetic en-
ergy adhesion contribution. The constraint of being around the circle of radius
R is expressed as the boundary condition h(R, θ) = 0 for every θ ∈ [0, 2pi].
In this model (2.3.1) it is useful to start by reminding ourselves that
∇h(r, θ) = ∂rh(r, θ) i + 1
r
∂θh(r, θ) j (2.3.2)
in the polar coordinates. The i and j are the unit vectors 〈1, 0〉 and 〈0, 1〉,
respectively. Therefore, the quantity of our need (∇h)2 becomes
(∇h)2 = (∂rh)2 + 1
r2
(∂θh)
2 = h˙2 +
1
r2
h′2. (2.3.3)
The shorthand notation represents h˙ = ∂rh and h′ = ∂θh.
Substituting this expression (2.3.3) into (2.3.1) we obtain
Z =
∫
Dh(r, θ) exp
{
−κ
∫ 2pi
0
∫ R
0
dr dθ r
(
h˙2(r, θ) +
1
r2
h′2(r, θ)
)
+ µ
∫ 2pi
0
∫ R
0
dr dθ r h(r, θ) + βpiR2
}
.(2.3.4)
How do we evaluate this object in order to determine the energy thermody-
namic potential F? We turn to the saddle point approach as before. Again,
in this approach we express h(r, θ) by the transformation
h(r, θ) = h0(r, θ) + η(r, θ) (2.3.5)
where η(r, θ) is the fluctuations component and h0(r, θ) is a solution for the
Euler-Lagrange equation
d
dr
(
∂L
∂h˙0
)
+
d
dθ
(
∂L
∂h
′
0
)
− ∂L
∂h0
= 0, with the condition h0(R, θ) = 0.
(2.3.6)
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The Lagrangian L is given by L = κr (∇h)2 − rµh(r, θ) − βr. Fortunately,
the topology of the problem shows that there is symmetry associated with the
angular coordinate θ for the stationary solution h0(r, θ). That is, h0(r, θ) =
h0(r). The differential equation that then needs to be solved is
2κrh¨0(r) + 2κh˙0(r) + µr = 0. (2.3.7)
The solution to this equation (2.3.7) is
h0(r, θ) = − µ
8κ
(
r2 −R2) . (2.3.8)
The transformation (2.3.5) of h(r, θ) leads to equation (2.3.1) becoming
Z =
∫
Dη(r, θ) exp
{
−κ
∫ 2pi
0
∫ R
0
dr dθ r (∇ (h0(r, θ) + η(r, θ)))2
+µ
∫ 2pi
0
∫ R
0
dr dθ r (h0(r, θ) + η(r, θ)) + βpiR
2
}
= exp
{∫ 2pi
0
∫ R
0
dr dθ
(−κr (∇h0(r, θ))2 + µr h0(r, θ))+ βpiR2}
×
∫
Dη exp
{∫ 2pi
0
∫ R
0
−κr ((∇η)2) drdθ} .
(2.3.9)
Upon substitution of the h0(r) solution together with the application of the
first Green’s identity∫
S
∇u∇v =
∫
C
u∇v · nˆ dC −
∫
S
u∇2v dS, (2.3.10)
subject to the condition η(R, θ) = 0 we obtain
Z = exp
{
piµ2R4
32κ
+ βpiR2 − 1
2
tr ln
[−2δ(r′ − r)∇2]} . (2.3.11)
in polar coordinates. Subsequently, we need to solve the eigenvalue problem
−2∇2η(r, θ)− λη(r, θ) = 0 with the condition η(R, θ) = 0. (2.3.12)
In the expandend notation using equation (2.3.2) we need to solve
∂2rrη(r, θ) + r
−1∂rη(r, θ) + r−2∂2θθη(r, θ) + λη(r, θ) = 0.
(2.3.13)
Fortunately, this is a familiar problem. The solution can be attained by apply-
ing the separation of variables η(r, θ) = ψ(r)Θ(θ). As a result equation (2.3.13)
becomes
r2ψ¨(r) + rψ˙(r) + (
√
λ
2
r2 −m2)ψ(r) = 0, (2.3.14)
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whilst
Θ¨(θ) +m2Θ(θ) = 0. (2.3.15)
The solution to the angular equation (2.3.15) is exp(−imθ) and subsequently
m = 0, 1, . . .. The solution for the radial equation (2.3.14)is given by the
Bessel functions Jm(x). Upon scaling r → y/
√
λ the boundary condition
yields Jm(
√
λR) = 0. Therefore,
√
λ
κ
R is a root of Jm(x). After considering
the nature of the Bessel functions we noted that there are multiple solutions
for each m and therefore λ = λm,n where n designate the order number of
the root for a specific m. The first eigenvalue corresponds to the first solution
m = 0 and n = 1 which occurs at 2.4048 =
√
λ
2
. Therefore, λ0,1 = 2 ·
2.40482. Substituting these results upon (2.3.11), the free energy potential
F = −β−1 lnZ is given by
F = − 1
β
(
piµ2R4
32κ
+ βpiR2
)
+
lnλ0,1
β
+
∑
m=1
lnλm,1 +
∑
m=0,n=2
lnλm,n.
(2.3.16)
Approximating this free energy (2.3.16) to first order correction we obtain
Fapprox ≈ − 1
β
(
piµ2R4
32κ
+ βpiR2
)
+
1
β
ln 2 · 2.40482. (2.3.17)
Since in the case of positive attachment energy  the free energy is always a
decreasing function of the radius R we then concentrate on the opposite which
is physically relevant to a membrane that is energetically favoured to attach.
Below in figs. 2.9 and 2.10 we show the graphical depiction of the free
energy F as a function of the diameter d = 2R under a choice of different
values of pressure µ and fixed attachment energy  for illustration.
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Free energy F vs Size diameter d
μ=0
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μ=3
Figure 2.9: Free energy profiles of the blister membrane for the attachment
 = −2 and pressure values µ = {0, 1, 2, 3} units. β and κ are set to unity.
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Figure 2.10: Free energy profiles of the blister membrane for the attachment
 = −2 and pressure values µ = {5, 6, 7} units. β and κ are set to unity.
Our observations are quite similar to the one dimension less flexible polymer
chain case with little variations. The profiles under a similar attachment en-
ergy  = −2 units at increasing pressure µ starting at zero units to 7 units show
us again the role of the pressure µ bias as the larger the ‘detached’ area the
less pressure you require to ‘debind’ the blister membrane. The thermal fluc-
tuations associated with a larger detached blister promotes easier detachment.
We observe that the extrema turning point is reached at smaller diameter in
relation to the one dimensional polymer chain.
As we did in the flexible chain model in section 2.1 we here also determine
the critical pressure from our free energy expression (2.3.17). This is the
relationship between the critical radius Rm corresponding to the extremum of
the derivative and the pressure. It is similar to the flexible polymer chain case
given be equation (2.1.13) and it is given by
µ >
8
√
β
√
κ
√||
d
. (2.3.18)
2.3.1 Average height over a volume V
Similar to section 2.2.1 we here determine the quantity for the average volume
enclosed by the blister membrane. It is, similarly to 2.2.10, given by
V =
〈∫ 2pi
0
∫ R
0
dr dθ r h(x)
〉
=
∂ lnZ
∂µ
(2.3.19)
where lnZ = −βF , and F is given by (2.3.17) for the first order correction.
Subsequently lnZ is given by
lnZ =
(
piµ2R4
32κ
+ βpiR2
)
+ other terms (2.3.20)
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and therefore
V = piµR
4
16κ
. (2.3.21)
This result shows a similar behavior to the quantity A dervived in section 2.2.1
though for a volume as a function of the radius R and pressure µ. That is, we
have linear relationship to the pressure µ and an exponential growth with the
radius R.
2.4 Summary
We determined the analytical expressions (2.1.10) and (2.2.8) of the free energy
F of an end constrained flexible chain with and without the bending rigidity
term, respectively. These showed us that for every nonzero pressure µ the
chain fluctuations or entropy always dominate at sufficiently large detachment
region. The larger the pressure µ the smaller the size L that favours the
entropy or fluctuations dominance. The critical pressure pressure such that
no domain of energetic dominance occurs was derived in equation (2.1.13) for
the polymer case without the bending term. This pressure relates the polymer
characteristic/intrinsic properties κ, the energy advantage per length  and
the thermal energy kBT . We also did similar investigations for the higher
dimensional case of a flexible membrane ‘blister’, without the bending term,
constrained on the edge of a circle of radius R as shown in figure 1.1. The
free energy is shown in equation (2.3.17), whilst the critical pressure µc is
shown in equation (2.3.18) The results are essentially similar in nature with a
minor difference due to the different scales of the length differential in relation
to the area differential. This difference is demonstrated in the free energy
profiles figs. 2.1 and 2.9. In the one dimensional problem the rate of growth
of the favourable energetic attachment is linear and much smaller compared
to the membrane case of a quadratic growth due to a larger differential. Also,
the entropy growth rate for the membrane with a growing diameter is smaller
compared to the polymer chain entropy growth rate for a growing detached
length. The point of free energy equivalence (the membrane case is the function
of diameter) for the favourable energetic attachment term and the pressure
(entropy) term is about two and half times that of the linear case.
In section 2.2 we modelled the polymer chain with an inclusion of the
bending rigidity of the real polymer. The free energy of this model was derived
in equation (2.2.8). The effect of the pressure was demonstrated in figs. 2.4
and 2.5. In relation to the bending resistance free polymer chain scenario,
the amount of pressure that is required to detach the similar size constrained
polymer is many folds. That is, the pressure bias to the entropy in this case
is suppressed.
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Inhomogeneous adhesion of a
polymer: annealed averaging
In this chapter we shall treat a model system of a Gaussian chain or polymer
randomly tethered along its contour onto a substrate. This is in contrast to
continuum (homogeneous) adhesion to a substrate as we encountered in the
previous Chapter 2. We shall model the tethers as Hookean springs. In this
chapter we shall limit ourselves to a model whereby the randomness associated
with the tether positions is treated as annealed disorder discussed in the in-
troductory Chapter 1. This means that the spatial tether density distribution
ρ(x) fluctuates at the same time scale as the height undulations degrees of
freedom h(x). Hence the disorder parameters are treated on an equal footing
as the other degrees of freedom. We shall extend this model construction in
the next chapter and treat the problem at a level of quenched (frozen) random-
ness. In mathematical terms, the disorder averaged thermodynamic potential
F , the Helmholtz free energy, is taken as −β〈F 〉disorder = 〈lnZ〉disorder. In the
annealed average treatment this becomes −β〈F 〉disorder = ln〈Z〉disorder.
3.1 Gaussian chain randomly tethered
The statistical physical model that we shall treat is that of chain polymer over
a region L tethered at random points along the chain. This chain polymer is
also exerted with a detachment favouring upward pressure or force per unit
37
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length. The partition function Z, in the path integral construction, is thus
Z =
∫
Dh(x) exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
− βk
2
∫ L
0
dx ρ(x)h2(x)
+µ
∫ L
0
dx h(x)
}
.(3.1.1)
The parameters κ, k, µ, and β represents the elastic measure with the units:
inverse length, the spring stiffness with the units: energy per inverse length
squared, the pressure with the units: inverse length squared and the inverse
fundamental temperature with the units : inverse energy. h(x) represents the
fluctuations or undulations as a height function with the substrate reference
plane (axis) – with the units: length – while ρ(x) represents the spatial tether
density with the units: inverse length. The first term represents the thermal
fluctuations term, the second term is the Hookean tethering contribution and
the last term is the detachment favouring pressure contribution. Our task is
to compute the annealed averaged free energy Fdisorder given by
βFann = − ln〈Z〉disorder (3.1.2)
and thus the disorder averaged partition function 〈Z〉disorder. We shall drop
the subscript label on the average. We choose the spatial disorder distribution
to be a Gaussian
P [ρ(x)] ∼ exp
(
−R
2
∫ L
0
dx (ρ(x)− ρ0)2
)
. (3.1.3)
where R is measure of the disorder of the distribution with a average of ρ0. This
parameter has the units of length. This distribution form can be motivated
for instance in the spin examples earlier encountered in section 1.6 when the
central limit theorem is applied analogous to the coin tossing experiments
distributions. Constraints or caution needs to be excercised though when
applying such a continuous distribution in order to obtain physically sensible
results. The entropy determined must always be positive. A more technical
discussion of these issues in replica methods was introduced in the section 1.6
Applying this distribution (3.1.3) to the partition function (3.1.1) we obtain
the following functional integral to evaluate
〈Z〉 =
∫
Dρ(x)Dh(x) exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
− βk
2
∫ L
0
dxρ(x)h2(x)
+µ
∫ L
0
dx h(x)− R
2
∫
dx (ρ(x)− ρ0)2
}
〈Z〉 =
∫
Dh(x) exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h(x)
−βkρ0
2
∫ L
0
dx h2(x) +
(βk)2
8R
∫ L
0
dx h4(x)
}
.(3.1.4)
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The consequence of the disorder average upon the partition function (3.1.1) is
thus the quartic interaction term (βk)
2
8R
∫ L
0
dx h4(x) upon the Hamiltonian H.
We must maintain the consideration that this quartic term does not lead to a
divergent contribution to the Hamiltonian due to its scale and sign – in order to
maintain finite energy. This is realised in part by ensuring that R is sufficiently
large together with a choice of the boundary conditions h(0) = h(L) = 0.
In order to solve this problem (3.1.4) we shall make use of the variational
approach known as the Feynman-Bogoliubov variational approach. That is, we
have to estimate the free energy (3.1.2) Fann by minimizing F˜ (ζ) with respect
to ζ the variational parameter where
F˜ (ζ) = Fvar − 〈Hvar −H〉var. (3.1.5)
This approach requires a good choice of the trial variational Hamiltonian Hvar.
In this instance the trial Hamiltonian we shall use is
Hvar =
κ
2
∫ L
0
dx
(
∂h
∂x
)2
+
ζ
2
∫ L
0
dx h2(x)− µ
∫ L
0
dx h(x). (3.1.6)
where ζ is the variational parameter that we shall solve for and seek to minimize
the variational free energy with respect to. Except for the parameters this
trial Hamiltonian only differs by the quartic term from the true one in (3.1.4).
Subsequently from (3.1.4) and (3.1.6),
Fann ≤ F˜ (ζ) = Fvar(ζ)− 〈Hvar(ζ)−H〉var (3.1.7)
= − 1
β
lnZvar −
[(
ζ − βkρ0
2
)∫ L
0
dx
〈
h2(x)
〉
var +
(βk)2
8R
∫ L
0
dx
〈
h4(x)
〉
var
]
.
Thus we have reduced our problem to that of calculating the harmonic os-
cillator problem Fvar(ζ) and the expectation values 〈h2(x)〉var and 〈h4(x)〉var
for the chosen harmonic oscillator trial Hamiltonian (3.1.6). We underline
that the expectation values are computed using the variational distribution or
Halmitonian (3.1.6). Upon the inclusion of the source term
∫ L
0
dx f(x)h(x)
Zvar derived from the Hamiltonian (3.1.6) is given by
Zvar(f) = exp
(
−1
2
∫ 1
0
dx
(
∂h0
∂x
)2
− ζL
2
2κ
∫ 1
0
dx h20(x) + µL
√
L
κ
∫ 1
0
dx h0(x)
)
×
∫
Dη(x) exp
{
−1
2
∫ 1
0
dx
(
∂η
∂x
)2
− ζL
2
κ
∫ 1
0
dx η2(x)
+
∫ 1
0
dx f(x)η(x) +
∫ 1
0
dx f(x)h0(x)
}
. (3.1.8)
where we have applied the transformation h(x) = h0(x) + η(x) together with
the rescaling h→ h√
L
κ
and x→ x
L
. h0(x) is a solution for the Euler-Lagrange
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equation
d
dx
∂L
∂h′0(x)
− ∂L
∂x
= 0, with the conditions h0(0) = h0(1) = 0. (3.1.9)
where again h′(x) shall be used as shorthand for ∂h
∂x
. The Lagrangian L is
given by L = 1
2
(
∂h
∂x
)2
+ ζL
2
κ
h2(x) − µ
√
L3
κ
h(x). Subsequently the differential
equation that then needs to be solved is
h′′0(x)−
ζL2
κ
h0(x) + µ
√
L3
κ
= 0 (3.1.10)
which has a solution
h0(x) =
µ− µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
)
ζ
√
L
κ
. (3.1.11)
Substituting this result upon the stationary part exp(· · · ) of the equation (3.1.8)
we obtain
exp(· · · ) = exp
µ2
(√
ζL− 2√κ tanh
(√
ζL
2
√
κ
))
2ζ3/2
 (3.1.12)
The “stationary” contribution contained in the first factor is now complete.
We now turn our focus onto the fluctuation contribution F ,
F =
∫
Dη(x) exp
{
−1
2
∫ 1
0
dx
(
∂η
∂x
)2
− ζL
2
κ
∫ 1
0
dx η2(x)
+
∫ 1
0
dx f(x)η(x) +
∫ 1
0
dx f(x)h0(x)
}
. (3.1.13)
After an integration by parts of the first term
∫
dx
(
∂η
∂x
)2
with the boundary
conditions η(0) = η(1) = 0 we obtain
F =
∫
Dη(x) exp
−
1
2
∫ 1
0
∫ 1
0
dx dx′η(x′)
[
δ(x′ − x)
(
ζL2
κ
− ∂xx
)]
︸ ︷︷ ︸
A(x′,x)
η(x)
+
∫ 1
0
dx f(x)η(x) +
∫ 1
0
dx f(x)h0(x)
}
=
∫
Dη(x) exp
{
−1
2
∫ 1
0
∫ 1
0
dx dx′η(x′)A(x′, x)η(x)
+
∫ 1
0
dx f(x)η(x) +
∫ 1
0
dx f(x)h0(x)
}
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F = exp
(
−1
2
tr lnA(x′, x) +
L3
κ
∫ 1
0
∫ 1
0
dx dx′f(x′)A−1(x′, x)f(x)
+
∫ 1
0
dx f(x)h0(x)
)
. (3.1.14)
Combining this result (3.1.14) with the stationary factor from (3.1.8) we thus
have
Zvar(f) = exp
µ2
(√
ζL− 2√κ tanh
(√
ζL
2
√
κ
))
2ζ3/2

× exp
(
−1
2
tr lnA(x′, x) +
1
2
∫ 1
0
∫ 1
0
dx dx′f(x′)A−1(x′, x)f(x)
+
∫ 1
0
dx f(x)h0(x)
)
. (3.1.15)
Now this result (3.1.15) still requires us to calculate the eigenvalues of the
continuous operator A(x′, x) since
tr lnA(x′, x) = ln detA(x′, x) = ln
∞∏
i=1
λi =
∞∑
i=1
lnλi (3.1.16)
where λi’s are the eigenvalues of the operator A(x′, x). Also, due to the com-
pleteness relation and operator-inverse operator relation, found in standard
texts, A−1(x′, x) =
∑∞
i=1 λ
−1
i ui(x
′)ui(x) where ui(x) are the eigenfunctions of
the operator A(x′, x). Therefore, we need to solve∫
dx
[
δ(x′ − x)
(
ζL2
κ
− ∂xx
)]
ui(x) = λiui(x
′), ui(0) = ui(1) = 0.(3.1.17)
The solution to this problem is
un(x) = A sin (npix) and λn =
(
ζL2
κ
+ (npi)2
)
. (3.1.18)
With this we are almost done! Because
tr lnA(x′, x)
=
∞∑
n=1
lnλn =
∞∑
n=1
ln
(
ζL2
κ
+ (npi)2
)
= c+
∞∑
n=1
ln
(
ζL2
pi2κ
+ n2
)
= c+
∞∑
n=1
∫
d
dα
ln
(
α2 + n2
)
dα = c+
∫
dα
∞∑
n=1
2α
(α2 + n2)
(3.1.19)
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where c =∞ ln pi and α2 = ζL2
pi2κ
. Applying the identity [80]
∞∑
n=1
cosnx
n2 + α2
=
pi
2α
coshα(pi − x)
sinhαpi
− 1
2α2
when x = 0, (3.1.20)
we obtain
tr lnA(x′, x) = c+
∫
dα
(
pi
cosh piα
sinh piα
− 1
α
)
tr lnA(x′, x) = c+ log
(
sinh
(√
ζL√
κ
))
− log
(√
ζL
pi
√
κ
)
. (3.1.21)
What we are left to do now is to evaluate the object A−1(x′, x). As can be seen
on equation (3.1.14) this object is central to the evaluation of the correlation
functions 〈h2(x)〉var and 〈h4(x)〉var that we need to achieve our goal (3.1.7).
A−1(x′, x) =
∞∑
n=1
λ−1n un(x
′)un(x) =
∞∑
n=1
sin (npix′) sin (npix)(
ζL2
κ
+ n2pi2
) . (3.1.22)
Fortunately, we can apply the identity [81]
2
∞∑
n=1
sin (npis′) sin (npis)
y2 + n2pi2
=
sinh(ymin(s, s′)) sinh(y(1−max(s, s′)))
y sinh y
.
(3.1.23)
Subsequently,
A−1(x, x) =
1
2
sinh
(√
ζL2
κ
x
)
sinh
√
ζL2
κ
(1− x)√
ζL2
κ
sinh
√
ζL2
κ
. (3.1.24)
From (3.1.15) and (3.1.21) we effectively have determined Zvar = Zvar[f = 0]
from equation (3.1.7). This in effect is the first term Fvar(ζ) of the free energy
expression (3.1.5), that is
Fvar(ζ) = − 1
β
lnZvar = − 1
β
lnZvar[f = 0]
= − 1
β
µ2
(√
ζL− 2√κ tanh
(√
ζL
2
√
κ
))
2ζ3/2

+
1
2β
(
log
(
sinh
(√
ζL√
κ
))
− log
(√
ζL
pi
√
κ
))
. (3.1.25)
We note here that the zero limit with respect to the variational parameter
ζ reproduces the earlier encountered model 2.1.1 result. Whilst the opposite
limit yield a divergence.
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What we are left with is to determine the expressions for the correlation
functions 〈h2(x)〉var and 〈h4(x)〉var and then substitute the result for A−1(x, x)
and finally perform the integration. This shall give us F˜ (ζ) of equation (3.1.7)
that is larger or equal to the actual free energy according to the Feynman
Bogoliubov inequality (3.1.7). Thereafter a minimization with respect to ζ
will be implemented. The final expressions, see Appendix A, for 〈h2(x)〉var
and 〈h4(x)〉var are 〈
h2(x)
〉
var = h
2
0(x) + A
−1(x, x) (3.1.26)
and 〈
h4(x)
〉
var = h
4
0(x) + 6h
2
0(x)A
−1(x, x) + 3
[
A−1(x, x)
]2 (3.1.27)
where h0(x) and A−1(x, x) are given by (3.1.11) and (3.1.24), respectively.
After the relabelling
ζ0 = βkρ0 (3.1.28)
we have derived the terms− (ζ − ζ0
2
) ∫ 1
0
dx 〈h2(x)〉var and− (βk)
2
8R
∫ 1
0
dx 〈h4(x)〉var
in equation (3.1.7) shown in the Appendices A.4 and A.5.
We are now in a position to express F˜ (ζ) (3.1.7). That is,
F˜ (ζ) = − 1
β
lnZvar[f = 0]−
[(
ζ − ζ0
2
)∫ 1
0
dx
〈
h2(x)
〉
var
+
(βk)2
8R
∫ 1
0
dx
〈
h4(x)
〉
var
]
(3.1.29)
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Substituting equations (3.1.25), (A.4.1) and equation (A.5.5) we obtain
F˜ (ζ) = − 1
β
µ2
(√
ζL− 2√κ tanh
(√
ζL
2
√
κ
))
2ζ3/2

+
1
2β
(
log
(
sinh
(√
ζL√
κ
))
− 1
2
log
(√
ζL
pi
√
κ
))
+
(
ζ0
2
− ζ)κµ2 (√ζL(sech2 (√ζL
2
√
κ
)
+ 2
)
− 6√κ tanh
(√
ζL
2
√
κ
))
2ζ5/2L2
−
(
ζ0
2
− ζ) (κ−√ζ√κL coth(√ζL√
κ
))
4ζL2
−
3β2κk2
(√
ζL
(
3csch2
(√
ζL√
κ
)
+ 2
)
− 3√κ coth
(√
ζL√
κ
))
64ζ3/2L3R
−
3β2κ3/2k2µ2
(
4 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
))
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
32ζ5/2L2R
−
β2κ2k2µ2
(
4− 19 cosh
(√
ζL√
κ
))
sech2
(√
ζL
2
√
κ
)
32ζ3L3R
−
β2κ2k2µ4
(
16 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
)
+ 18
)
sech4
(√
ζL
2
√
κ
)
64ζ4L2R
+
5β2κ5/2k2µ4
(
32 sinh
(√
ζL√
κ
)
+ 5 sinh
(
2
√
ζL√
κ
))
sech4
(√
ζL
2
√
κ
)
384ζ9/2L3R
. (3.1.30)
3.2 Minimization of the free energy F˜ (ζ)
3.2.1 The attempt at an analytical solution for ζ
We have now derived the Feynman-Bogoliubov free energy F˜ (ζ) (3.1.30). The
task that remains is to minimize this expression, that is, determine the varia-
tional ‘parameter’ ζ, a function of L, µ, R, k, κ, β and ζ0 = ρ0βk. In pursuit
of this we express the free energy F˜ (ζ) in terms of σ by the transformation
ζ → κσ
2
L2
(3.2.1)
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Hence,
F˜ (σ) =
(σ coth(σ)− 1) (L2ρ− 2κσ2)
8L2σ2
− 3β
2k2
(
σ
(
3csch2(σ) + 2
)− 3 coth(σ))
64Rσ3
+
β2k2µ2L3sech2
(
σ
2
)
(19 cosh(σ)− 3σ(4 cosh(σ) + cosh(2σ))csch(σ)− 4)
32κRσ6
−β
2k2µ4L6(16 cosh(σ) + cosh(2σ) + 18)sech4
(
σ
2
)
64κ2Rσ8
+
µ2Lsech2
(
σ
2
)
(σ(cosh(σ) + 2)− 3 sinh(σ)) (L2ρ− 2κσ2)
4κσ5
+
5β2k2µ4L6(32 sinh(σ) + 5 sinh(2σ))sech4
(
σ
2
)
384κ2Rσ9
−µ
2L3
(
σ − 2 tanh (σ
2
))
2βκσ3
+
log(sinh(σ)) + log(pi)
2β
. (3.2.2)
The minimization requires that we find the derivative of F˜ (ζ) with respect to
the variational parameter ζ or rather σ in the transformed version (3.2.2) and
thereafter solve for σ. The question that arises then is: does a minimum exist
for the Feynman Bogoliubov free energy F˜ (σ) with respect to σ, the rescaled
variational parameter ζ? Below in fig. 3.1 we show that indeed for certain
values of parameters the minima does exist. In our explorations we shall often
assume or set β, κ and k to be of unity order and we also here remind ourselves
that ζ0 = ρ0βk.
5 10 15 20
σ
-2
2
4
6
F
Free energy F vs Variational parameter σ
ρ0=10
ρ0=50
Figure 3.1: Feynman Bogoliubov free energy profile for pressure µ = 0 di-
mensionless, average density ρ0 = {10, 100} units, distribution parameter
R = 1 and length L = 1 units. β, κ and k are set to unity.
We observe from these figures that the minimum of the free energy’s F˜ (ζ)
derivative exists in the small σ or ζ limit. Analytical approximate evaluation
for the large σ or ζ limit corroborates this. The dominant term is of order
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log(sinh(σ)). This minimum is dependent upon the other parameters such as
pressure µ. For instance, we see in fig. 3.1 that this minimum vanishes with
declining mean tether density ρ0. Now, since the solution lies in the small σ
domain we shall, therefore, perform a Taylor expansion approximation of the
Feynman Bogoliubov free energy F˜ (σ) to fifth order from which we obtain a
relatively simpler expression
F˜ (σ) = Aσ4 +
log(σ)
2β
+Bσ2 + C. (3.2.3)
From this expression (3.2.3) we solve for the variational parameter σ(ζ) that
minimizes this expression (3.2.3) from F˜ ′(σ) = 0,
A = − 1
360β
− 1193β
2k2µ4L6
922521600κ2R
− 317β
2k2µ2L3
4435200κR
− β
2k2
4200R
− 17µ
2L3
40320βκ
+
31µ2L3ρ
241920κ
+
κ
180L2
+
17µ2L
10080
+
ρ
3780
(3.2.4)
B =
1
12β
+
β2k2µ4L6
197120κ2R
+
β2k2µ2L3
2688κR
+
β2k2
560R
+
µ2L3
240βκ
− 17µ
2L3ρ
20160κ
− κ
12L2
−µ
2L
120
− ρ
360
(3.2.5)
C =
−1008β3κ2k2 + β3 (−k2)µ4L6 − 108β3κk2µ2L3 − 3360κµ2L3R
80640βκ2R
+
336βκµ2L3ρR + +3360βκ2ρR + 40320κ2R log(pi)
80640βκ2R
. (3.2.6)
In the approximate free energy equation (3.2.3) we have a fourth order poly-
nomial with the logarithmic term Log[σ]. Minimization requires setting the
gradient to zero. We have
D[F˜ (σ)] = 4Aσ3 + 2Bσ +
1
σ
= 0 (3.2.7)
that we must solve for σ. This becomes a quadratic function of σ2. On the
physical basis the solution that we accept out of the four is
σ2 =
√
B2 − 4A
A
− B
A
, where
√
B2 − 4A
A
>
B
A
. (3.2.8)
Therefore
ζ =
κσ2
L2
=
κ
L2
(√
B2 − 4A
A
− B
A
)
. (3.2.9)
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Substituting this result (3.2.9) to obtain the approximate analytic minimized
annealed free energy (3.1.7), the outcome is a gigantic expression of the rest
of the parameters. This subsequent variational parameter ζ independent free
energy expression must maintain the condition
√
B2−4A
A
> B
A
. Further progress
would now require a numerical strategy to draw the free energy and resulting
functions such as the average height fluctuations.
3.2.2 The graphical solution for ζ
In this section we explore the solution for the variational parameter graphically.
That is, for specific numerical values for parameters L, µ, R, k, κ, β and
ζ0 = ρ0βk we determine the interception numerical values of ζ. In order to
do this we need the derivatives of Fvar(ζ) and 〈Hvar[ζ]−H〉var – a function of
〈h2(x)〉var and 〈h4(x)〉var as can be seen in (3.1.7). These derivatives are listed
below
∂Fvar(ζ)
∂ζ
=
3µ2
(√
ζL− 2√κ tanh
(√
ζL
2
√
κ
))
4βζ5/2
−
µ2
(
L
2
√
ζ
− Lsech
2
(√
ζL
2
√
κ
)
2
√
ζ
)
2βζ3/2
+
L coth
(√
ζL√
κ
)
2
√
ζ
√
κ
− 1
2ζ
2β
(3.2.10)
∂〈Hvar(ζ)−H〉var
∂ζ
=
∂
∂ζ
[(
ζ − ζ0
2
)∫ 1
0
dx
〈
h2(x, ζ)
〉
var
+
(βk)2
8R
∫ 1
0
dx
〈
h4(x, ζ)
〉
var
]
.(3.2.11)
The derivative outcome is shown in Appendix A.6. From these expressions (3.2.10)
and (3.2.11) with the final expression (A.6.1) we graphically determine the
variational parameter ζ of the overestimated free energy (3.1.7). Below is a
an example for a purpose of illustration. We note here also that the first
expression (3.2.10) does not have the parameters ρ0 and R.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. INHOMOGENEOUS ADHESION OF A POLYMER: ANNEALED
AVERAGING 48
20 40 60 80 100
ζ
-1.0
-0.5
0.5
1.0
1.5
F
-∂ζLog(Zvar) , ∂ζ〈Hvar-H〉var vs ζ
-∂ζLog(Zvar)
∂ζ 〈Hvar-H〉var
Figure 3.2: −∂LogZvar
∂ζ
,
∂〈Hvar−H〉var
∂ζ
as a function of ζ for pressure µ = 50
dimensionless, average density ρ0 = 2 units, distribution parameter R =
1.15 and length L = 1 units. In these choice of parameters we obtain ζ ≈ 38
units. β, κ and k are set to unity.
Smaller values of pressure require a discrete numerical treatment. The
solutions for the intersections of the two plots occur at small values of ζ where
there is a divergent behaviour. Subsequently, the superimposition of the two
functions of ζ does not show the intersection output.
3.2.3 The numerical solution
In this section we treat the minimization of the variational free energy (3.1.7),
that is, equation (3.1.30) numerically using Mathematica software. We deter-
mine the numerical value of the variational parameter ζ and also produce
the subsequent list graph for specific numerical values for the parameters
L, µ, R, k, κ, β. Below, figs. 3.3 and 3.4, the results of this computa-
tion are shown.
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Free energy F vs Mean density ρ0
● μ=0
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Figure 3.3: Free energy F as a function of the average density ρ0, size L = 1
units and pressure µ = {0, 3, 5} dimensionless. β, κ and k are set to unity.
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Free energy F vs Mean density ρ0
● R=1.15
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Figure 3.4: Free energy F as a function of the average density ρ0, pressure
µ = 5 dimensionless, size L = 1 and R = {0, 3, 5} units. β, κ and k are set to
unity.
From these figures the annealed free energy has no minima for all pressure
values. Instead we observe that for zero pressure µ we have a monotonic
constant gradient linear relationship as we increase the average density ρ0.
However, for a pressure µ larger than zero this monotonic constant gradient
picture changes. At smaller values of the average density ρ0 the gradient is
larger in relation to the larger values.
What role does the disorder parameter R play in this monotonic behaviour?
The effect of the variation of this parameter upon the free energy is shown in
the fig. 3.4. The figure reflects a similar profile with an increasing disorder
parameter R. This is also true for a decreasing disorder parameter R.
Subsequent to fig. 3.3 and equation (3.1.4) the square height fluctuations
〈h2〉 = ∂F
∂ρ0
are as follows – figs. 3.5 and 3.8.
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Figure 3.5: 〈h2〉 as a function of average density ρ0 for the pressure µ = 0
dimensionless. β, κ and k are set to unity.
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μ=5
Figure 3.6: 〈h2〉 as a function of average density ρ0 for the pressure µ = 5
dimensionless. β, κ and k are set to unity.
In fig. 3.7 we draw the annealed free energy as a function of the pressure
µ. From this figure we draw the subsequent average height function fig. 3.8
due to the equation (3.1.4) such that 〈h〉 = ∂F
∂µ
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Figure 3.7: Free energy F as a function of the pressure µ for the average
density ρ0 = {1, 5, 10} units. β, κ and k are set to unity.
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Figure 3.8: 〈h〉 as a function of the pressure µ for the average density ρ0 = 10
units. β, κ and k are set to unity.
The above figs. 3.5 and 3.6 demonstrate that without any pressure µ applied
the square fluctuation 〈h2〉 exhibits a flat response with the removal of the
tethers. We view this as a manifestation of the annealed nature of the tether
positions. However, when there is a nonzero uniform pressure µ applied this flat
response with the removal of tethers exhibits monotonic growth from relatively
small square fluctuations to large square fluctuations 〈h2〉.
In fig. 3.8 the average height 〈h〉 as a function of the pressure µ for a fixed
tether density ρ0 also exhibits a monotonic behaviour from small average height
fluctuations to large height fluctuations at a higher pressure. We deduced this
from the profile fig. 3.7. This exemplifies the polymer chain stretching as
higher pressure is applied.
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3.3 Tether adhesion energy  effect
We have treated the random tethering model without an explicit account for
the adhesion sticking energy associated with each tether. What happens when
we, as in the homogeneous adhesion models encountered, associate each spring
with adhesion sticking energy ? This implies that the model that we have to
treat is a modified version of (3.1.1) which now becomes
Z =
∫
Dh(x) exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
− βk
2
∫ L
0
dxρ(x)h2(x)
+µ
∫ L
0
dx h(x)− β
∫ L
0
dx ρ(x)
}
. (3.3.1)
Similarly, upon applying (3.1.3)
〈Z〉 =
∫
Dh(x) exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h(x)−
(
βkρ0
2
− β
2k
R
)
×
∫ L
0
dx h2(x) +
(βk)2
8R
∫ L
0
dx h4(x)−
∫ L
0
dx
(
βρ0 − β
22
R
)}
.
(3.3.2)
The consequence of this to the variational strategy we pursued is that (3.1.7)
now becomes
F˜ (ζ) = Fvar − 〈Hvar −H〉var
F˜ (ζ) = − 1
β
lnZvar −
[(
c− ζ¯0
2
)∫ L
0
dx
〈
h2(x)
〉
var
+
(βk)2
8R
∫ L
0
dx
〈
h4(x)
〉
var −
∫ L
0
dx
(
βρ0 − β
22
R
)]
.
(3.3.3)
where now ζ¯0 =
(
βkρ0 − 2β2kR
)
=
(
βkρ0 +
2β2k||
R
)
. Therefore (3.3.3) is equiv-
alent to (3.1.30), however, with an extra term: − ∫ L
0
dx
(
βρ0 − β22R
)
added
upon it and a renormalized ζ0 → ζ¯0. This renormalized ζ¯0 effectively affects
the results listed above by translation. In one view this could be seen as rescal-
ing the spring elastic coefficient. This rescaled elasticity also now depends on
the disorder parameter R. The relationship with R means that for large R
the rescaling is minimal. Large R corresponds to a uniform distribution of the
tethers. Whereas smaller R corresponds with the inhomogeneous distribution.
Hence, smaller R results in the ζ0 rescaling that is relatively larger due the
tether sticking adhesion energy . The effect of this will be a lateral translation
towards the origin of the free energy profiles.
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3.4 Summary
In this chapter we studied a one dimensional discrete random adhesion with a
uniform applied pressure problem using the Feynman Bogoliubov variational
approach. We treated this for an annealed scenario of the spatial distribution of
the tethers. In our treatment we calculated analytically the annealed Feynman
Bogoliubov free energy as the function of pressure µ, average density ρ0 and
global size L amongst other important parameters such as the tether stiffness
k. The free energy displayed monotonic behaviour as shown and discussed in
section 3.2.3. The representative graphs of this free energy are shown in figs. 3.3
and 3.7. The annealed nature of the distribution of the tethers results in the
flat nature response of the square fluctuations 〈h2〉 with a removal of tethers
when there is no applied pressure. The variations of the disorder parameter R
display no changes to these profiles as shown in fig. 3.4. Applying pressure, the
height square fluctuations 〈h2〉 display a monotonic growth behavior as shown
in fig. 3.6 with the removal of tethers. This is only observed for pressure
µ larger than zero. Therefore, it is the pressure that is reponsible for this
behaviour. The pressure leads to an emergence of a polymer chain stretching
regime exemplified by the higher square fluctuations 〈h2〉 for lower domain of
tether density ρ0. These collectively demonstrates the competition between
the density of annealed nature tether positions distribution and the elasticity
of the polymer chain in the presence of pressure.
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Chapter 4
Adhesion of a polymer in 1+1
dimension: quenched averaging
4.1 Gaussian polymer randomly tethered onto
hard substrate
In this chapter we shall introduce a more physically constrained model of in-
homogeneous membrane adhesion in the context of our problem. Instead of a
uniform continuous potential of surface attachment we take into account the
fact that the tethers are spatially distant to each other and there is quenched
disorder associated with the tether position distribution. The starting parti-
tion function still takes the form
Z =
∫
Dh
∑
{τ=0,1}
exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h− βk
2
N∑
i
τih
2(xi)
−β
∑
i
τi
}
.(4.1.1)
In such a model scenario an account for the de/attachment permutations,
expressed by the τi parameter, is needed as well as the constraint of frozen
distribution of tether positions. That is, we shall be evaluating a free energy
that accounts for the quenched disorder. Mathematically we need to determine
−β〈F 〉disorder = 〈lnZ〉disorder (4.1.2)
where the average is over the disorder distribution. The evaluation of average
of a Log function is mathematically difficult. It is at this point that we turn
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to the called Replica Method introduced in section 1.7 which is based on the
identity
lnZ = lim
n→0
Zn − 1
n
. (4.1.3)
Our problem now is to evaluate 〈Zn〉 over the spatial disorder. Expressing the
density of tethers using the delta function as
ρ(x) =
N∑
i
δ(x− xi), (4.1.4)
the partition function (4.1) then becomes
Z =
∫
Dh exp
{
−κ
2
∫ L
0
dx
(
∂h
∂x
)2
+ µ
∫ L
0
dx h(x)− βk
2
∫
dxρ(x)h2(x)
−β
∫
dxρ(x)
}
(4.1.5)
where we have ignored the de/attachment degree of freedom for the tethers.
If we express the spatial distribution of the tethers to be a Gaussian
P [ρ(x)] ∼ exp
(
−R
2
∫
dx (ρ(x)− ρ0)2
)
, (4.1.6)
we are then able to determine 〈Zn〉 over this distribution where the replicated
partition function is
Zn =
∫ n∏
α
Dhα exp
{
−κ
2
n∑
α=1
∫ L
0
dx
(
∂hα
∂x
)2
+ µ
n∑
α=1
∫ L
0
dx hα
−β
n∑
α=1
∫
dx
(
k
2
h2α(x) + 
)
ρ(x)
}
.(4.1.7)
The disorder averaged replicated partition function according to equation (4.1.6)
is then
〈Zn〉 = N
∫
Dρ Zn exp
(
−R
2
∫
dx (ρ(x)− ρ0)2
)
= N
∫ n∏
α
Dhα exp
{
−1
2
n∑
α=1
∫ 1
0
dx
(
∂hα
∂x
)2
+ µL
√
L
κ
n∑
α=1
∫ 1
0
dx hα(x)
}
×
∫
Dρ exp
{
−β
n∑
α=1
∫ 1
0
dx
(
kL2
2
√
RLκ
h2α(x) +
L√
RL
)
ρ(x)
−1
2
∫ 1
0
dx
(
ρ(x)−
√
RLρ0
)2}
. (4.1.8)
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where we have performed rescaling h→ h√
L
κ
and x→ x
L
.
We define the functional integral
∫ Dρ . . . over the disorder distribution
as I, where N is normalization constant. An emphasis is required upon the
choice of the distribution as discussed in the text below equation (3.1.3). The
evaluation of this expression is shown in Appendix B with the result (B.0.2)
I = N
∫
Dρ exp
{
−
n∑
α=1
∫ 1
0
dx
(
βkL2
2
√
RLκ
h2α(x) +
βL√
RL
)
ρ(x)
−1
2
∫ 1
0
dx
(
ρ(x)−
√
RLρ0
)2}
= exp
(
1
2
∫
dx
[
n∑
α,λ
β2k2L4
4RL
h2α(x)h
2
λ(x)
+
ρ0βkL
2
κ
(
nβ
ρ0R
− 1
) n∑
α=1
h2α(x) + nβL
(
nβ
R
− 2ρ0
)])
. (4.1.9)
Inserting this result (4.1.9) into (4.1.8) we obtain for the averaged replicated
partition functional
〈Zn〉 =
∫ n∏
α
Dhα exp
{
−1
2
n∑
α=1
∫ 1
0
dx
(
∂hα
∂x
)2
+ µ
n∑
α=1
∫ 1
0
dx hα
}
= × exp
(
1
2
∫ 1
0
dx
[
n∑
α,λ
β2k2L4
4RL
h2α(x)h
2
λ(x)
+
ρ0βkL
2
κ
(
nβ
ρ0R
− 1
) n∑
α=1
h2α(x) + nβL
(
nβ
R
− 2ρ0
)])
.
(4.1.10)
The effective replica Hamiltonian from this expression is thus
Hn = −1
2
∫
dx nβL
(
nβ
R
− 2ρ0
)
+
1
2
n∑
α=1
∫
dx
(
∂hα
∂x
)2
− µ
n∑
α=1
∫
dx hα
−1
2
ρ0βkL
2
κ
(
1− nβ
ρ0R
)∫
dx
n∑
α=1
h2α(x)−
β2k2L4
8RL
∫
dx
n∑
α,λ
h2α(x)h
2
λ(x).
(4.1.11)
Now, the averaged replicated functional (4.1.10) cannot be evaluated exactly
because of its non-Gaussian nature. Therefore, an appropriate approxima-
tion strategy needs to be determined. Before we pursue such we define the
quantities shown below (4.1.12) for shorthand and neater expressions. These
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are
C = exp
[
1
2
∫
dx nβL
(
nβ
R
− 2ρ0
)]
γ =
ρ0βkL
2
κ
(
1− nβ
ρ0R
)
; ∆ =
β2k2L4
4RL
; µ = −2µ. (4.1.12)
Subsequently, the averaged replicated partition functional (4.1.10) becomes
〈Zn〉 ∝
∫ n∏
α
Dhα exp
{
−1
2
∫
dx
[
n∑
α=1
((
∂hα
∂x
)2
+ µ hα(x) + γh
2
α(x)
)
−∆
(
n∑
α=1
h2α(x)
)2 .(4.1.13)
We shall pursue two approximations in evaluating this functional. The first
shall be the Replica Symmetry (RS) approximation which we do in the next
section 4.2. Thereafter, section 4.3, we shall follow with the weak Replica
Symmetry Breaking (RSB) approximation.
4.2 Replica Symmetric Solution
In this section we shall explore the role of the quenched random disorder in
the Replica Symmetry Approximation. The meaning of such an approximation
for repiclas was introduced in section 1.7. In brief, the approximation refers
to the symmetric parametrization of the replica matrix Q we shall introduce
next, equation 4.2.2, in linearizing the quartic interaction term in the partition
functional (4.1.13).
This replicated partition functional (4.1.13) is the object that we need to
evaluate. It is now standard that our first goal in evaluating such objects is
to turn them into Gaussian form. In order to fulfill this, in this context, an
integration by part is applied to the integral containing
(
∂hα
∂x
)2 to yield a form
hα
∂2hα
∂x2
due to the simplifying assumption, hα(x) = 0 at the boundary, that we
make. Therefore upon exercising this transformation (4.1.13) becomes
〈Zn〉 = C
∫ n∏
α
Dhα exp
{
−1
2
∫
dx
[
n∑
α=1
(
γh2α(x)− hα(x)∂xxhα(x)
+µhα(x))−∆
(
n∑
α=1
h2α(x)
)2 .(4.2.1)
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The next step towards the quadratic form is the reduction of the quartic term
−∆ (∑nα=1 h2α(x))2 into a quadratic form at the expense of introducing an aux-
iliary matrix Q also known as the replica or overlap matrix, see section 1.7.1,
by performing the transformation
exp
{
∆
2
∫
dx
∑
αβ
h2α(x)h
2
β(x)
}
=
∫ n∏
α
n∏
β
DQαβ(x)
× exp
{
− 1
2∆
∫
dx
∑
αβ
Q2αβ(x)−
∫
dx
∑
αβ
Qαβ(x)hα(x)hβ(x)
}
.(4.2.2)
A substitution of this result (4.2.2) upon (4.2.1) yields
〈Zn〉 = C
∫ n∏
α
n∏
β
DQαβ(x) exp
{
− 1
2∆
∫
dx
∑
αβ
Q2αβ(x)
}∫ n∏
α
Dhα
× exp
{
−1
2
∫
dx
[
n∑
α=1
(
γh2α(x)− hα(x)∂xxhα(x) + µ hα(x)
)
+2
∑
αβ
Qαβ(x)hα(x)hβ(x)
]}
.(4.2.3)
This is now the object that we need to evaluate. Fortunately, the hα(x) func-
tional has the form that we have encountered already but with a slight vari-
ation. We shall, therefore, first focus on the evaluation of the hα(x) path
integral we call H. That is,
H =
∫ n∏
i
Dhi exp
{
−1
2
∫
dx
[
n∑
i
(
γh2i (x)− hi(x)∂xxhi(x) + µ hi(x)
)
+2
∑
ij
Qij(x)hi(x)hj(x)
]}
.(4.2.4)
In order to attain a quadratic form of the exponential term we introduce the
continuous and discrete identity matrices expressed as δ(x − x′) and δij such
that
H =
∫ n∏
i
Dhi exp
{
−1
2
∫
xx′
∑
ij
hi(x
′)
[
δxx
′
((γ − ∂xx) δij
+2Qij(x))]hj(x)− 1
2
∫
dx
∑
i
µhi(x)
}
H =
∫ n∏
i
Dhi exp
{
−1
2
∫
xx′
∑
ij
hi(x
′)Mij(x, x′)hj(x)
−1
2
∫
dx
∑
i
µhi(x)
}
, (4.2.5)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. ADHESION OF A POLYMER IN 1+1 DIMENSION:
QUENCHED AVERAGING 59
where Mij(x, x′) = δxx
′
((γ − ∂xx) δij + 2Qij(x)). This equation (4.2.5) can be
expressed in matrix form such that we have
H =
∫
Dh(x) exp
{
−1
2
∫
xx′
hT(x′)M(x′, x)h(x)− 1
2
∫
dx µT h(x)
}
.
(4.2.6)
The column and row vector will be distinguishable on the contexts that they
are used. The exponential term now has the standard structure for which we
need to complete the square so that we can evaluate this functional integral
H. After making use of the identity
∫
dx M−1(x′′, x)M(x, x′) = δ(x′′ − x′) we
can express the exponential term (4.2.6) in the desired form
−1
2
∫
xx′
hT(x′)M(x′, x)h(x)− 1
2
∫
dx µT h(x) =
−1
2
∫
dxdx′ h˜T(x′)M(x′, x)h˜(x) +
1
8
∫
dxdx′ µTM−1(x, x′)µ.(4.2.7)
Therefore,
H = C∞ exp
(
1
8
∫
dxdx′ µTM−1(x, x′)µ− 1
2
tr lnM(x, x′)
)
. (4.2.8)
We here remind ourselves that the matrix M is a function of Qij. Therefore,
we need to take this into account as we now evaluate the Qij functional (4.2.3)
with this H result (4.2.8). The tr represents both the continuous and discrete
tracing. After substituting this result (4.2.8) onto the expression (4.2.3) of the
Qij functional we obtain
〈Zn〉 = C′
∫ ∏
ij
DQij(x) exp
{
− 1
2∆
∫
dx
∑
ij
Q2ij(x)−
1
2
tr lnM(x′, x)
+
1
8
∫
dxdx′ µTM−1(x, x′)µ
}
. (4.2.9)
How do we evaluate such an object? The evaluation depends on the parametriza-
tion of the replica matrix Q(x) as we have seen in section 1.7. It is this
parametrization that defines the Replica Symmetry solution. As we have en-
countered, the replica symmetry solution has the form shown in the composite
matrix M(x, x′)
M(x, x′) =(
δijδ
xx′ (γ − ∂xx) + 2δijQii(x)δxx′ 2Qij(x)δxx′
2Qij(x)δ
xx′ δijδ
xx′ (γ − ∂xx) + 2δijQii(x)δxx′
)
(4.2.10)
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where Qii(x) are the diagonal elements and Qij(x) are the off diagonal ele-
ments. Subsequently, we have
〈Zn〉 = C′
∫ ∏
i
DQii(x)
∫ ∏
ij
DQij(x) exp
{
− 1
2∆
∫
dx
∑
i
Q2ii(x)
− 1
2∆
∫
dx
∑
ij
Q2ij(x)−
1
2
tr lnM(x′, x)
+
1
8
∫
dxdx′ µTM−1(x, x′)µ
}
.(4.2.11)
Progressing in the evaluation of this functional we shall apply the factorization
M = D [1 + D−1Q]. That is,
M(x, x′) =
(
δijδ
xx′ (γ − ∂xx) 0
0 δijδ
xx′ (γ − ∂xx)
)
×[(
1 0
0 1
)
+
(
δijδ
xx′ (γ − ∂xx) 0
0 δijδ
xx′ (γ − ∂xx)
)−1
×
(
2δijQii(x)δ
xx′ 2Qij(x)δ
xx′
2Qij(x)δ
xx′ 2δijQii(x)δ
xx′
)]
. (4.2.12)
Therefore, the first term tr lnM(x, x′) becomes
tr lnM(x, x′) = tr lnD+ tr ln
(
1 + D−1Q)
)
. (4.2.13)
Upon performing a series expansion on ln (1 + D−1Q)), to quadratic order, we
obtain
ln
(
1 + D−1Q
)
= D−1Q− 1
2
(
D−1Q
)2
+ . . . . (4.2.14)
Subsequently, we have (4.2.13) approximated to quadratic order to become
tr lnM(x, x′) ≈ tr lnD+ tr (D−1Q)− 1
2
tr
(
D−1Q
)2
. (4.2.15)
Similarly,
1
8
∫
dxdx′ µTM−1(x, x′)µ
=
1
8
∫
x,x′
µT
[
D
(
1 + D−1Q
)]−1
µ
=
1
8
∫
xx′
µT
[
D−1 − D−1QD−1 + 1
2
(
D−1Q
)2D−1]µ. (4.2.16)
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Our partition functional (4.2.11) then becomes
〈Zn〉 = C′ exp
(
−1
2
tr lnD+
1
8
∫
xx′
µTD−1µ
)∫ ∏
i
DQii(x)
∫ ∏
ij
DQij(x)
exp
{
− 1
2∆
∫
dx
∑
i
Q2ii(x)−
1
2∆
∫
dx
∑
ij
Q2ij(x)−
1
2
tr
(
D−1Q
)
+
1
4
tr
(
D−1Q
)2 − 1
8
∫
xx′
µTD−1QD−1µ+
1
16
∫
xx′
µT
(
D−1Q
)2D−1µ}
(4.2.17)
The evaluation of the constituents is shown in Appendix C. Substituting the
results into the partition function (4.2.17) we obtain
〈Zn〉 = exp
(
−2n
2
tr lnA(x, x′) +
1
8
∑
a
∫
dq
(2pi)d
µ1aµa1
δ(q)δ(−q)
q2 + γ
)∫ ∏
i
DQ˜ii(q)
∏
ij
DQ˜ij(q) exp
[
−1
2
∫
dq
(2pi)d
∑
i
Q˜ii(q)
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)
Q˜ii(−q)
+
∑
bf
∫
dq
(2pi)d
µ1bµf1
Q˜bb(q)Q˜bf (−q)
γ2(q2 + γ)
− 2
∫ ∑
m
dq
(2pi)d
Q˜mm(0)
q2 + γ
−
∑
b
µ1bµb1
Q˜bb(0)
2γ2
]
exp
[
−1
2
∫
dq
(2pi)d
∑
ij
Q˜ij(q)
(
1
∆
− 2Ω−1(q)
)
Q˜ij(−q)
+
1
2
∑
bdf
∫
dq
(2pi)d
µ1bµf1
Q˜bd(q)Q˜df (−q)
γ2(q2 + γ)
− 1
2γ2
∑
bd
µ1bµd1Q˜bd(0)
]
. (4.2.18)
where Ω−1(q) is detailed from equation (4.2.22) and the Appendix C.2. Re-
moving the zero mode, q = 0, parameters from the yet to evaluate func-
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tional (4.2.18) we have
〈Zn〉 = exp
(
−2n
2
tr lnA(x, x′) +
2n
8
µ2δ(0)
γ
−2
∫ ∑
m
dq
(2pi)d
Q˜mm(0)
q2 + γ
− 1
2γ2
∑
b
µ1bµb1Q˜bb(0)
− 1
2γ2
∑
bd
µ1bµd1Q˜bd(0)
)∫ ∏
i
DQ˜ii(q)
∏
ij
DQ˜ij(q) exp
×
[
−1
2
∫
dq
(2pi)d
∑
i
Q˜ii(q)
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)
Q˜ii(−q)
+
∑
bf
∫
dq
(2pi)d
µ1bµf1
Q˜bb(q)Q˜bf (−q)
γ2(q2 + γ)
]
× exp
[
−1
2
∫
dq
(2pi)d
∑
ij
Q˜ij(q)
(
1
∆
− 2Ω−1(q)
)
Q˜ij(−q)
+
1
2
∑
bdf
∫
dq
(2pi)d
µ1bµf1
Q˜bd(q)Q˜df (−q)
γ2(q2 + γ)
]
.(4.2.19)
We shall now separately further simplify and evaluate where applicable the
prefactor exponential called S0, the Qii and Qij functionals called S1 and S2,
respectively.
S0 = exp
(
−2n
2
tr lnA(x, x′) +
2n
8
µ2δ(0)
γ
− 2(2n)
∫
dq
(2pi)d
Q˜ii(0)
q2 + γ
−
(2n)µ2Q˜ii(0)
2γ2
−((2n)
2 − (2n))µ2
2γ2
Q˜ij(0)
)
.(4.2.20)
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The term S1 is given by
S1 =
∫ ∏
i
DQ˜ii(q)
× exp
[
−1
2
∫
dq
(2pi)d
∑
i
Q˜ii(q)
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)
Q˜ii(−q)
+
∑
i
∫
dq
(2pi)d
Q˜ii(q)µ
2
∑
j Q˜ij(−q)
γ2(q2 + γ)
]
= exp
[
−2n
2
∑
q
ln
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)
+
1
2
∑
ijk
∫
dq
(2pi)d
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)−1
Q˜ij(q)µ
4Q˜jk(−q)
γ4(q2 + γ)2
]
.
(4.2.21)
Hence, we take the
∑
ijk
∫
dq
(2pi)d
(
1
∆
− 2Ω−1(q)− µ2
γ2(q2+γ)
)−1
Q˜ij(q)µ
4Q˜jk(−q)
γ4(q2+γ)2
term
into the evaluation of (4.2.29) below. Subsequently, what remains of S1 to
evaluate is −2n
2
∑
q ln
(
1
∆
− 2Ω−1(q)− µ2
γ2(q2+γ)
)
. In order to perform this sum
we first simplify Ω−1(q). This quantity is introduced in Appendix C equa-
tion (C.1.5). It is defined as
Ω−1(q) =
∫
ddp
(2pi)d
1
(p2 + γ)((q − p)2 + γ) (4.2.22)
The details of this are furnished in Appendix C.2. The result as derived in
equation (C.2.12) is
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
 2
α
+ ψ(1)− ln (γ) + 2−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
 .
(4.2.23)
Γ(arg) is the Gamma function. α = 4 − d and ψ(1) is the Euler-Mascheroni
constant equivalent to 0.5772. Applying this result (4.2.23) equation (4.2.21)
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for S1 becomes
−2n
2
∑
q
ln
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)
= −2n
2
∑
q
ln
(
1
∆
− 2
[
Γ(2)
pid/2
(2pi)d
[
2
α
+ ψ(1)− ln (γ) + 2
−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
− µ2
γ2(q2 + γ)

= −2n
2
1
(2pi)d/2Γ(d/2)
∫
q
qd−1 ln
[
1
∆
− 2Γ(2) pi
d/2
(2pi)d
[
2
α
+ ψ(1)− ln (γ)
+2−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
− µ2
γ2(q2 + γ)
 . (4.2.24)
Performing a scale separation by the limits 1√
1/4γ
2
q2
 1 or 4γ
q2
 1, thereby
leading to,
√
1 + 4γ
q2
≈
√
4γ
q2
and µ
2
γ2(γ+q2)
≈ µ2
γ3
− µ2q2
γ4
in this extreme.
In the other extreme we have, 1√
1/4γ
2
q2
 1 or 4γ
q2
 1, thereby leading to,√
1 + 4γ
q2
≈ 1 + 1
2
· 4
q2
and µ
2
γ2(γ+q2)
≈ µ2
γ2q2
. Consequently the integral (4.2.24)
can be expressed as two integrals as
S1 ≈ − 2n
2(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
µ2q2
γ4
− (4pi)
α/2
8pi2
 2α + ψ(1)− ln (γ) + 2−
√
4γ
q2
ln
√
4γ
q2
+ 1√
4γ
q2
− 1


+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2 −
(
1 +
1
2
4
q2
)
ln
(
1 + 1
2
4
q2
)
+ 1(
1 + 1
2
4
q2
)
− 1

 .
(4.2.25)
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After algebraic re-arrangements equation (4.2.25) becomes
S1 ≈ − 2n
2(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
µ2q2
γ4
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2− 1
q
√
4γ ln
1 + q/
√
4γ
1− q/√4γ
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2 −
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
γ
)}]}
. (4.2.26)
Taking into account the scale separation arguments onto these integrals, that
is, 4
q2
 1 in the first integral and its opposite on the second integral we can
then further simplify these integrals. Applying the identity [80]
ln
1 + q/
√
4γ
1− q/√4γ = 2
∞∑
k=1
1
2k − 1
(
q/
√
4γ
)2k−1
,
to quadratic order of q, equation (4.2.26) becomes
S1 ≈ − 2n
2(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
µ2q2
γ4
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ) + 2−
(
2 +
q2
6γ
)}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (4.2.27)
After some algebraic recombinations we obtain
S1 ≈ − 2n
2(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
(
µ2
γ4
+
(4pi)α/2
48pi2γ
)
q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (4.2.28)
Further evaluation of this integral in one dimension S1[d = 1] is done in Ap-
pendix C.3.
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We shall now evaluate S2 from the expression (4.2.19) and the component
of S1 in equation (4.2.21). That is
S2 =
∫ ∏
ij
DQ˜ij(q) exp
{
−1
2
∫
dq
(2pi)d
∑
ij
Q˜ij(q)
(
1
∆
− 2Ω−1(q)
)
Q˜ij(−q)
+
1
2
∑
ijk
∫
dq
(2pi)d
[(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)−1
µ4
γ4(q2 + γ)2
+
µ2
γ2(q2 + γ)
]
Q˜ij(q)Q˜jk(−q)
S2 =
∫
DQ˜(q) exp
{
−1
2
∫
dq
(2pi)d
Q˜T(q)T (X,Z) Q˜(−q)
}
(4.2.29)
Q˜T represents a vector [Q12 Q13 · · · Q1n Q23 Q24 · · ·Q2n · · · Qn−1n] whilst
T =

X + Z Z Z
Z X + Z Z Z . . .
Z Z X + Z
X + Z Z Z
Z Z X + Z Z
Z Z X + Z
... . . .

. (4.2.30)
The constituents Z and X of this matrix T are given by
Z = −
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)−1
µ4
γ4(q2 + γ)2
− µ
2
γ2(q2 + γ)
X =
(
1
∆
− 2Ω−1(q)
)
. (4.2.31)
The determinant of this matrix T of dimension (2n)
2−(2n)
2
is given by adding all
the columns to the first column and subtracting the first row from the other
rows such that
det T =
(
(X + Z) +
(
(2n)2 − (2n)
2
− 1
)
Z
)
((X + Z)− Z) (2n)
2−(2n)
2
−1
det T =
(
X +
(
(2n)2 − (2n)
2
)
Z
)
X
(2n)2−(2n)
2
−1. (4.2.32)
Subsequently, S2 equation (4.2.29) becomes
S2 = exp
(
−1
2
∑
q
ln
(
X +
(
(2n)2 − (2n)
2
)
Z
)
− 1
2
∑
q
lnX
(2n)2−(2n)
2
−1
)
.
(4.2.33)
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Upon expanding this expression (4.2.33) with respect to n up to linear order
we obtain
S2 = exp
(
2n
4
∑
q
ln
(
1
∆
− 2Ω−1(q)
)
− 2n
4
∑
q
{
1
1
∆
− 2Ω−1(q)[(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
)−1
µ4
γ4(q2 + γ)2
+
µ2
γ2(q2 + γ)
]}
. (4.2.34)
The first term 2n
4
∑
q ln
(
1
∆
− 2Ω−1(q)) is given by
2n
4
∑
q
ln
(
1
∆
− 2Ω−1(q)
)
≈ 2n
4(2pi)d/2Γ(d/2){∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
+
(4pi)α/2q2
48pi2γ
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (4.2.35)
The further evaluation of this term in one dimension is furnished in Ap-
pendix C.4.
Finally, we now evaluate the second term of S2 from equation (4.2.34).
That is
−2n
4
∑
q
(
1
∆
− 2Ω−1(q)− µ2
γ2(q2+γ)
)−1
µ4
γ4(q2+γ)2
+ µ
2
γ2(q2+γ)
1
∆
− 2Ω−1(q) . (4.2.36)
As we have seen in the evaluation of S1 from the step (4.2.24), this second
term from (4.2.36), with the help of (4.2.27), becomes
−2n
4
∑
q
(
1
∆
− 2Ω−1(q)− µ2
γ2(q2+γ)
)−1
µ4
γ4(q2+γ)2
+ µ
2
γ2(q2+γ)
1
∆
− 2Ω−1(q) =
−2n
4
1
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1
(
µ4
γ6
− 2µ4q2
γ7
)
[
1
∆
−µ2
γ3
+µ
2q2
γ4
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
2+ q
2
6γ
)}] + µ2γ3 − µ2q2γ4[
1
∆
+ (4pi)
α/2q2
48pi2γ
− (4pi)α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)}]
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+
∫ Λ
1√
1/4γ
dq qd−1
µ4
γ4q4[
1
∆
− µ2
γ2q2
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
1+ 1
2
4
q2
)
ln
(
1+ q
2
2γ
)}] + µ2γ2q2[
1
∆
− (4pi)α/2
8pi2
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}]
 .
(4.2.37)
Its further evaluation in one dimension is also furnished in Appendix C.4.
We can now collect the terms S0, S1 and S2 defined in (4.2.19) to express
the free energy expression 〈F 〉 as
−β〈F 〉 = lim
n→0
〈Z〉2n − 1
2n
≈
(
−1
2
tr lnA(x, x′) +
1
8
µ2δ(0)
γ
−2
∑
i
∫
dq
(2pi)d
Q˜ii(0)
q2 + γ
− µ
2Q˜ii(0)
2γ2
+
µ2
2γ2
Q˜ij(0)
)
−1
2
(∑
q
ln
(
1
∆
− 2Ω−1(q)− µ
2
γ2(q2 + γ)
))
+
1
4
(∑
q
ln
(
1
∆
− 2Ω−1(q)
))
−1
4
∑
q
[(
1
∆
− 2Ω−1(q)− µ2
γ2(q2+γ)
)−1
µ4
γ4(q2+γ)2
+ µ
2
γ2(q2+γ)
]
1
∆
− 2Ω−1(q) . (4.2.38)
≈
(
−1
2
tr lnA(x, x′) +
1
8
µ2δ(0)
γ
− 2
∑
i
∫
dq
(2pi)d
Q˜ii(0)
q2 + γ
− µ
2Q˜ii(0)
2γ2
+
µ2
2γ2
Q˜ij(0)
)
−1
2
1
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
(
µ2
γ4
+
(4pi)α/2
48pi2γ
)
q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
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+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
+
1
4(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
+
(4pi)α/2q2
48pi2γ
−(4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
+2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
−1
4
1
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1
(
µ4
γ6
− 2µ4q2
γ7
)
[
1
∆
−µ2
γ3
+µ
2q2
γ4
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
2+ q
2
6γ
)}] + µ2γ3 − µ2q2γ4[
1
∆
+ (4pi)
α/2q2
48pi2γ
− (4pi)α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)}]
+
∫ Λ
1√
1/4γ
dq qd−1
µ4
γ4q4[
1
∆
− µ2
γ2q2
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
1+ 1
2
4
q2
)
ln
(
1+ q
2
2γ
)}] + µ2γ2q2[
1
∆
− (4pi)α/2
8pi2
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}]
 .(4.2.39)
In single dimension d = 1, where we apply results from the Appendices C.3, C.4,
equations (3.1.19), (3.1.20) and (3.1.21) whilst also substituting γ = ρ0βkL
2
κ
(
nβ
ρ0R
− 1
)
; ∆ =
β2k2L4
4RL
and µ = −2µ from equation (4.1.12), we have the average free energy,
of single dimension, 〈F 〉 approximately equivalent to
4.2.1 The RS free energy profiles
The graphical depiction of this under various fixed input parameters is shown
in figures figs. 4.1 to 4.3
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Figure 4.1: Free energy as a function of average density ρ0, pressure µ = 0
dimensionless and cut-off Λ. The other parameters were chosen to be L = 1,
R = 1.5 (LHS) and R = 2 (RHS), Λ = 2
√
4ρ0βkL2
κ
, β = 1, k = 1 and κ = 1
units. The zero mode parameters were chosen to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
There is no specific scientific reason fot the unit value choice of the param-
eters Q˜ii(0) = 1 and Q˜ij(0) = 1.
These graphs shows us that in the inhomogeneous discrete adhesion the
competition between the favourable energy E and entropy S at zero pressure
µ has a different behaviour in contrast to the continuum adhesion case dealt
with in Chapter 2. This different behaviour is exhibited for smaller values
of the disorder parameter R. We observed, fig. 2.1, that for the continuum
homogeneous adhesion when there is no pressure µ that the rate of energy
loss E is always larger than the entropy S gain as the detached region grows.
This corresponds with fig. 4.1. Large values of R reflects small variance of the
tether position distribution. Thus, represents a homogeneous limit.
It was when we applied pressure µ that this picture changed in the contin-
uum adhesion, sections 2.1 and 2.2. That is of the rate of energy loss E being
always larger than the entropy S gain as the detached region grows. The pres-
sure lead to an entropic growth bias whereby above a certain detached region
size L the entropy gain dominates. In this discrete random adhesion scenario
modelled here, however, the entropy growth exhibits the features we observed
when there is an applied pressure µ in the continuum adhesion for smaller
values of the disorder parameter R. We see that there exist two different be-
haviours of the competing energy E and entropy S. The disorder R effects the
bias that we observed to be caused by the pressure in the continuum adhesion
model. That is, above a certain tether density ρ0, for the non-homogeneity
case of large variance, there is an entropy gain dominance compared to the en-
ergetic gain. If one increases the disorder parameter R, that is a homogeneous
limit, this behaviour vanishes.
What is then the role of pressure in this case? The graphs figs. 4.2 and 4.3
below help us to gain understanding to this.
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Figure 4.2: Free energy as a function of average density ρ0, disorder parameter
R = 1 unit, cut-off Λ = 2
√
4ρ0βkL2
κ
, β = 1, k = 1 and κ = 1 units and for
pressure values µ = {0.3, 0.5} dimensionless. The zero mode parameters were
chosen to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
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Free energy F vs Mean density ρ0
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μ=1.5
Figure 4.3: Free energy as a function of average density ρ0, disorder parameter
R = 1 unit, Λ = 2
√
4ρ0βkL2
κ
, β = 1, k = 1 and κ = 1 units and for pressure
values µ = {1.0, 1.5} dimensionless. The zero mode parameters were chosen
to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
At this level of replica treatment, the replica symmetry approximation, the
moderate pressure µ increase leads to the appearance of the second domain of
entropy dominance for small values of the tether density ρ0. This appearance
is similar to the continuum adhesion model 2.1. Therefore, there are now three
competing factors, namely, the pressure µ, the sticking energy  and the disor-
der R. However, a further increase of the pressure leads to the disappearance
of the minima. This disappearance with the growing pressure finally leaves
the profile depicted in the case of µ = 1.5, fig. 4.3. Therefore, for larger values
of the pressure µ the entropic gain always dominates upon the reduction of
the tether density. This behaviour we also observed in the free energy F of
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the continuum adhesion large pressure scenario in Chapter 2. Where we de-
rived the free energy expressions for the homogeneously detethering polymer
or membrane.
4.2.2 The disorder parameter R infinite and zero limits
The free energy FT of multiple equal size bubbles is determined by the partition
function ZT = ZN+1( LN ) where Z is the partition function of one bubble. N
is the number of mid attachment points. Hence the number of bubbles is
equivalent to N + 1. Therefore, the free energy is given by −βFT = (N +
1) lnZ( L
N
). However, N = ρ0L. Hence, −βFT = (ρ0L + 1) lnZ( 1ρ0 ). We can
then extend or recast the equation result (2.1.10) F ≈ − 1
β
(
µ2L3
48κ
+ βL
)
+
1
β
(qc ln qc − qc) for the single bubble to this multiple equal bubbles case. The
graphical depiction of this for the zero and 5.5 units pressure µ is shown
below fig. 4.4, respectively.
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ρ0
2.2
2.4
2.6
2.8
F
Free energy F vs Mean density ρ0
5 10 15 20 25 30
ρ0
2.0
2.2
2.4
2.6
2.8
F
Free energy F vs Mean density ρ0
Figure 4.4: Free energy profile for a polymer as a function of average density
ρ0, pressure µ = {0, 5.5}, respectively, derived from equation (2.1.10) of the
continuum adhesion. The other parameters were chosen to be L = 1, β = 1,
 = −2 and κ = 1 units.
This enable us to make the comparison with the result we have obtained
in this section 4.2 result.
Now, we can investigate this Replica Symmetry Approximation free energy
at the limit R→∞ or ρ(x)→ ρ0. These limits corresponds to the uniform dis-
crete adhesion scenario. We depict incrementally such a limit below in fig. 4.5
for the pressure µ = 0.8 dimensionless.
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Free energy F vs Mean density ρ0
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Figure 4.5: Free energy profile for a polymer as a function of average density
ρ0, pressure µ = 0.8 dimensionless and cut-off Λ = 2
√
4ρ0βkL2
κ
, β = 1, k = 1
and κ = 1 units. The zero mode parameters were chosen to be Q˜ii(0) = 1 and
Q˜ij(0) = 1.
This graphical depiction, fig. 4.5, of the limit R→∞ (equivalent of ρ(x)→ ρ0)
are consistent with the recast result of equation (2.1.10) depicted in fig. 4.4.
The opposite limit R→ 0 (equivalent of ρ0 → 0), by inspection, is also held.
In conclusion, the statistical properties of bubbles of different sizes are
different to those of the uniform or homogeneous nature.
4.2.3 RS average fluctuations height 〈h〉 and 〈h2〉
In this subsection we shall plot the graphs of the average height and square
fluctuations 〈h〉 = 〈∑i ∫ L0 dx hi(x)〉 = ∂ lnZ∂µ and 〈h2〉 = 〈∑i ∫ L0 dx h2i (x)〉 =
∂ lnZ
∂γ
, respectively. These are depicted in the following graphs fig. 4.7 to fig. 4.9
as functions of either average density ρ0 or pressure µ.
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Figure 4.6: Average height 〈h〉 profile for a polymer as a function of average
density ρ0, pressure µ = 0.5 dimensionless. The other parameters were chosen
to be L = 1, R = 1.6, Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The
zero mode parameters were chosen to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
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〈h2〉 vs Mean density ρ0
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〈h2〉 vs Mean density ρ0
Figure 4.7: Average square fluctuations 〈h2〉 profile for a polymer as a function
of average density ρ0, pressure µ = {0, 0.5} dimensionless, respectively and
the cut-off Λ. The other parameters were chosen to be L = 1, R = 1.6,
Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero mode parameters
were chosen to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. ADHESION OF A POLYMER IN 1+1 DIMENSION:
QUENCHED AVERAGING 75
0.05 0.10 0.15 0.20 0.25 0.30
μ
2
4
6
8
〈h〉
〈h〉 vs Pressure μ
ρ0=2.0
ρ0=4.0
Figure 4.8: Average height 〈h〉 profile for a polymer as a function of pressure
µ, tether density ρ0 = {2.0, 4.0} units. The other parameters were chosen to
be L = 1, R = 1.6, Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The
zero mode parameters were chosen to be Q˜ii(0) = 1 and Q˜ij(0) = 1.
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Figure 4.9: Average square fluctuations 〈h2〉 profile for a polymer as a function
of pressure µ, average density ρ0 = {(2.0, 2.1); (4.0, 4.1)} units and R = 1.6.
The other parameters were chosen to be L = 1, R = 1.6, Λ = 10
√
4ρ0βkL2
κ
,
β = 1, k = 0.91 and κ = 6 units. The zero mode parameters were chosen to
be Q˜ii(0) = 1 and Q˜ij(0) = 1.
For relatively smaller choice values of the average density ρ0 in fig. 4.9 we
observe a lower pressure µ domain of almost flat square fluctuations 〈h2〉 before
the decline. However, for relatively larger choice values of the average density
ρ0 an inverse relationship of monotonic decreasing behaviour of the square
fluctuations 〈h2〉 with a growing pressure µ is displayed for the entire domain.
Intermediate choice values of the average density ρ0 values that lie in between
the first two reflect a rescaled behavior of fig. 4.9. Similarly, altering the
measure of the disorder, the parameter R, we only observe rescaling. So overall
we observe a decreasing trend with the pressure. This is counter intuitive.
These profiles of decreasing square fluctuations means that the pressure has a
damping role. This behavior shows that this level of approximation of replica
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symmetry is not adequately treating the problem. Certainly, there must be
a growing region with inflation which is not reflected in this approximation.
Therefore, we need to extend our approximation. The minor difference in these
profiles arise due the average tether spacing ρ0. Further, how do we contrast
between the exhibited behavior from these figures of the square fluctuations
as a function of the pressure? The almost flat response with the pressure
for the smaller values of the tether density is similar the annealed treatment.
However, the decline with further growth or for larger tether density means
that the collective polymer intersegments acts as a drag at the right scale in
relation to the pressure. This is due to the restricted fluctuations or stretching
of the polymer intersegments.
4.3 Replica Symmetry Breaking Solution
In the previous section we explored the role of quenched random disorder in the
Replica Symmetry Approximation. What happens when the replica matrix Q
is not symmetric? Is this replica symmetry approximation sufficient for this
problem. Does its physics depend on a or some conditions? In attempting to
gain insight into these questions we explore a non-symmetric scenario albeit
weak introduced in section 1.7.3. This is termed weak Replica Symmetry
Breaking and was first constructed by Parisi [69].
How do we evaluate the object (4.1.13) equivalently (4.2.9) in the non
Replica Symmetry scenario?
〈Zn〉 = C′
∫ ∏
ij
DQij(x) exp
{
− 1
2∆
∫
dx
∑
ij
Q2ij(x)−
1
2
tr lnM(x′, x)
+
1
8
∫
dxdx′ µTM−1(x, x′)µ
}
.
(4.3.1)
The answer is the Replica Symmetry Breaking (RSB) scheme of Parisi [69].
This is executed by dividing the matrixQ into n1×n1 blocks along the diagonal.
One of the n1 × n1 is again divided into n2 × n2 blocks and so on. However,
in the approximation that we shall treat is the first step or weak RSB where
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this procedure is stopped at first stage. Subsequently, we have
〈Zn〉 = C′
∫ ∏
ij
DQ(1)ii (x)DQ(2)ii (x)DQ(s)ij (x)DQ(a)ij (x)
exp
{
− 1
2∆
∫
dx
∑
i
(
Q
(1)2
ii (x) +Q
(2)2
ii (x)
)
− 1
2∆
∫
dx
∑
ij
(
Q
(s)2
ij (x) +Q
(a)2
ij (x)
)
− 1
2
tr lnM(x′, x)
+
1
2
∫
dxdx′ µTM−1(x, x′)µ
}
.
(4.3.2)
where [70]
M(x, x′) = δijδxx′ (γ − ∂xx) + 2δijQ(1)ii δxx′ 2(Q(s)ij +Q(a)ij ) δxx′
2
(
Q
(s)
ij −Q(a)ij
)
δxx
′
δijδ
xx′ (γ − ∂xx) + 2δijQ(2)ii δxx′
 .
(4.3.3)
Q
(s)
ij represents a symmetric sub-matrix whilst Q
(a)
ij represents its opposite. Al-
ternatively, Q(s)ij → hihj + hjhi and Q(a)ij → hihj − hjhi. Effectively, this is
a block organization of the overlap matrix Q is in terms of the diagonal and
anti/symmetric sub-matrices. In contrast to the RS solution (4.2.11) the repli-
cated partition functional exponential (4.3.2) is now expressed in a quadratic
form of the four sub-matrices.
With these considerations we now proceed to evaluate the functional 〈Zn〉 (4.3.2).
In oder to achieve this we now need to decipher the terms tr lnM(x, x′) and∫
dxdx′
(
µ
µ
)
M−1(x, x′)
(
µ
µ
)
as now functions ofQ(1)ii , Q
(2)
ii , Q
(s)
ij and Q
(a)
ij .
In expressing these quantities in terms of Qij we shall treat them separately.
In both cases we shall apply the factorization M = D [1 + D−1Q]. That is,
M(x, x′) =
(
δijδ
xx′ (γ − ∂xx) 0
0 δijδ
xx′ (γ − ∂xx)
)
×[(
1 0
0 1
)
+
(
δijδ
xx′ (γ − ∂xx) 0
0 δijδ
xx′ (γ − ∂xx)
)−1
×
 2δijQ(1)ii (x)δxx′ 2((Q(s)ij (x) +Q(a)ij (x)) δxx′)
2
((
Q
(s)
ij (x)−Q(a)ij (x)
)
δxx
′
)
2δijQ
(2)
ii (x)δ
xx′
 .
(4.3.4)
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The details of the evaluation or ‘reduction’ or decomposition of the terms
tr lnM(x, x′) and
∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
are furnished in Appendix D.
These results thereof bring us close to our goal of approximating the decom-
posed functional 〈Zn〉 expressed in (4.3.2). Upon substituting these results
(D.1.11) and (D.1.27) we have
〈Zn〉 =
∫ ∏
ij
DQ(1)ii (q)DQ(2)ii (q)DQ(s)ij (q)DQ(a)ij (q)
exp
−n tr lnA(x, x′)−∑
i
∫
dq
(2pi)d
(
Q˜
(1)
ii (0) + Q˜
(2)
ii (0)
)
q2 + γ
+
nµ2δ(0)
γ
− 2(n2 − n)µ2Q
(s)
bc (0)
γ2
− nµ2
(
Q
(1)
ii (0) +Q
(2)
ii (0)
)
γ2

exp

−1
2
∫
dq
(2pi)d
∑
i
m=1,2
Q
(m)
ii (q)
(
1
∆
− 2Ω−1(q)− 2µ
2
γ2(q2 + γ)
)
Q
(m)
ii (−q)
+
1
2
∫
dq
(2pi)d
∑
ij
m=1,2
Q
(s)
ij (q)4µ
2Q
(m)
ii (−q)
γ2(q2 + γ)

−1
2
∫
dq
(2pi)d
∑
ij
m=s,a
Q
(m)
ij (q)
(
1
∆
− 4Ω−1(q)
)
Q
(m)
ij (−q)
+
1
2
∫
dq
(2pi)d
∑
ijk
m=s,a
Q
(m)
ij (q)4µ
2Q
(m)
kj (−q)
γ2(q2 + γ)

 . (4.3.5)
Defining χ(q) =
(
1
∆
− 2Ω−1(q)− 2µ2
γ2(q2+γ)
)
, the Qii components of this ex-
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pression (4.3.5) are evaluated by completing the square to obtain
〈Zn[Qii]〉 =
∫ ∏
i
DQ(1)ii (q)DQ(2)ii (q) exp
−1
2
∫
dq
(2pi)d
∑
i
m=1,2
Q
(m)
ii (q)χ(q)Q
(m)
ii (−q)
+
1
2
∫
dq
(2pi)d
∑
ij
m=1,2
Q
(s)
ij (q)4µ
2Q
(m)
ii (−q)
γ2(q2 + γ)

= exp
−n
∑
q
lnχ(q) +
((((
((((
((((
((((
((((
(
1
2
∫
dq
(2pi)d
∑
ijk
Q
(s)
ij (q)4µ
4χ−1 q)Q(s)jk (−q)
(γ2(q2 + γ))2︸ ︷︷ ︸
combines in equation (4.3.8)
 . (4.3.6)
The remaining term evaluates as
〈Zn[Qii]〉 = exp
(
−n
∑
q
ln
(
1
∆
− 2Ω−1(q)− 2µ
2
γ2(q2 + γ)
))
= −n
∑
q
ln
(
1
∆
− 2
[
Γ(2)
pid/2
(2pi)d
[
2
α
+ ψ(1)− ln (γ) + 2
−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
− 2µ2
γ2(q2 + γ)

= − n
(2pi)d/2Γ(d/2)
∫
q
qd−1 ln
[
1
∆
− 2Γ(2) pi
d/2
(2pi)d
[
2
α
+ ψ(1)− ln (γ)
+2−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
− 2µ2
γ2(q2 + γ)

≈ − n
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− 2µ
2
γ3
+
(
2µ2
γ4
+
(4pi)α/2
48pi2γ
)
q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− 2µ
2
γ2q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ) + 2
−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
.(4.3.7)
The further evaluation in the one dimension case is shown in Appendix D.2.
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Proceeding to the subsequent equation (4.3.6), after defining A(q) = 1
∆
−
4Ω−1(q) we have
〈Zn[Q(s)ij ]〉 =
∫ ∏
ij
DQ(s)ij (q) exp
{
−1
2
∫
dq
(2pi)d
∑
ij
Q
(s)
ij (q)A(q)Q
(s)
ij (−q)
+
1
2
∫
dq
(2pi)d
∑
ijk
Q
(s)
ij (q)
(
4µ2
γ2(q2 + γ)
+
4µ4χ−1(q)
(γ2(q2 + γ))2
)
Q
(s)
jk (−q)
}
= exp
(
n
4
∑
q
ln
(
1
∆
− 4Ω−1(q)
)
− n
4
∑
q
{
1
1
∆
− 4Ω−1(q)
×
[(
1
∆
− 2Ω−1(q)− 2µ
2
γ2(q2 + γ)
)−1
4µ4
γ4(q2 + γ)2
+
4µ2
γ2(q2 + γ)
]}
= exp
(
n
4(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
+
(4pi)α/2q2
24pi2γ
− (4pi)
α/2
4pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− (4pi)
α/2
4pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
−n
4
1
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1
(
4µ4
γ6
− 8µ4q2
γ7
)
[
1
∆
− 2µ2
γ3
+ 2µ
2q2
γ4
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
2+ q
2
6γ
)}] + 4µ2γ3 − 4µ2q2γ4[
1
∆
+ (4pi)
α/2q2
24pi2γ
− (4pi)α/2
4pi2
{
2
α
+ ψ(1)− ln (γ)}]
+
∫ Λ
1√
1/4γ
dq qd−1
4µ4
γ4q4[
1
∆
− 2µ2
γ2q2
− (4pi)α/2
8pi2
{
2
α
+ψ(1)−ln(γ)+2−
(
1+ 1
2
4
q2
)
ln
(
1+ q
2
2γ
)}] + 4µ2γ2q2[
1
∆
− (4pi)α/2
4pi2
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}]

(4.3.8)
The further evaluation in the one dimension case is also shown in Appendix D.3.
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Finally, the antisymmetric contribution is given by
〈Zn[Q(a)ij ]〉 =
∫ ∏
ij
DQ(a)ij (q) exp
{
−1
2
∫
dq
(2pi)d
∑
ij
Q
(a)
ij (q)A(q)Q
(a)
ij (−q)
+
1
2
∫
dq
(2pi)d
∑
ijk
Q
(a)
ij (q)
(
4µ2
γ2(q2 + γ)
)
Q
(a)
kj (−q)
}
=
∫ ∏
ij
DQ(a)ij (q) exp
{
−1
2
∫
dq
(2pi)d
∑
ij
Q
(a)
ij (q)A(q)Q
(a)
ij (−q)
−1
2
∫
dq
(2pi)d
∑
ijk
Q
(a)
ij (q)
(
4µ2
γ2(q2 + γ)
)
Q
(a)
jk (−q)
}
=
∫
DQ˜a(q) exp
{
−1
2
∫
dq
(2pi)d
Q˜a
T
(q)T(W,R)Q˜a(−q)
}
(4.3.9)
where
T =

W +R R R
R W +R R R . . .
R R W +R
W +R R
R R W +R
R R
... . . .

. (4.3.10)
In this case the constituents W and R of this matrix T represents
W =
(
1
∆
− 4Ω−1(q)
)
and R =
(
4µ2
γ2(q2 + γ)
)
. (4.3.11)
Similar to the evaluation of S2 in equations (4.2.29), (4.2.33) and (4.2.34) we
have
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〈Zn[Q(a)ij ]〉 = exp
(




n
4
∑
q
ln
(
1
∆
− 4Ω−1(q)
)
+
n
4
∑
q
4µ2
γ2(q2+γ)
1
∆
− 4Ω−1(q)
)
= exp
(
+
n
4
1
(2pi)d/2Γ(d/2){∫ 1√
1/4γ
0
dq qd−1
4µ2
γ3
− 4µ2q2
γ4[
1
∆
+ (4pi)
α/2q2
24pi2γ
− (4pi)α/2
4pi2
{
2
α
+ ψ(1)− ln (γ)}] +
∫ Λ
1√
1/4γ
dq
qd−1
4µ2
γ2q2[
1
∆
− (4pi)α/2
4pi2
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}]

 .
(4.3.12)
The further evaluation for the one dimension case is shown in Appendix D.4.
Collecting terms together according to equation (4.3.5) we have now dervived
in one dimension, d = 1, where we have used the result equation (3.1.21) upon
the tr lnA(x, x′) term, the free energy F expression.
4.3.1 The RSB free energy profiles
The illustrative graphical depictions of the free energy result from the equa-
tions (4.3.7), (4.3.8) and (4.3.12) under various input parameters are shown
in figs. 4.10 to 4.12 below.
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Figure 4.10: Free energy as a function of average density ρ0, pressure µ = 0
and cut-off Λ. The other parameters were chosen to be L = 1, R = 1.6,
Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6. The zero mode parameters were
chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
We interested in the role of the pressure, is it similar to the Replica Symme-
try Approximation? We explore this on the free energy for different parameter
settings to see how the profile varies.
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Figure 4.11: Free energy profile for a polymer as a function of average density
ρ0, for the pressure µ = 0.253 dimensionless and disorder parameter R = 0.347,
spring stiffness k = 1.2 units, κ = 10 units and cut-off Λ. The zero mode
parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
The figure fig. 4.12 below represents the increase and decrese of the pressure
µ, respectively, with respect to the previous profile fig. 4.11.
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〈h2〉 vs Mean density ρ0
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Figure 4.12: Free energy profile for a polymer as a function of average density
ρ0, for the pressure µ = {0.256, 0.251} dimensionless, respectively and disorder
parameter R = 0.347, spring stiffness k = 1.2 units, κ = 10 units , and cut-off
Λ. The zero mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and
Q˜
(s)
ij (0) = 1.
4.3.2 The zero and infinite limits effect of the disorder
parameter R on the free energy profile
The limit R → ∞ which is equivalent to ρ(x) → ρ0 representing the uniform
discrete adhesion scenario is shown below in fig. 4.13.
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Figure 4.13: Free energy profile for a polymer as a function of average density
ρ0, for the pressure µ = 0.253 and disorder parameter R = 1, and cut-off Λ.
The zero mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and
Q˜
(s)
ij (0) = 1.
This graphical depiction, fig. 4.13, of the limit R →∞ (equivalent of ρ(x)→
ρ0) is consistent with the recast result of equation (2.1.10) depicted in fig. 4.4.
The opposite limit R→ 0 (equivalent of ρ0 → 0) is also held.
4.3.3 RSB average height fluctuations 〈h〉 and 〈h2〉
Similar to the section 4.2.3 for the RSB solution we plot the graphs of the
average height and square fluctuations 〈h〉 = 〈∑i ∫ L0 dx hi(x)〉 = ∂ lnZ∂µ and
〈h2〉 = 〈∑i ∫ L0 dx h2i (x)〉 = ∂ lnZ∂γ , respectively. These are depicted in the
following graphs fig. 4.14 to fig. 4.18 as functions of either average density ρ0
or pressure µ. The cut
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Figure 4.14: Average height 〈h〉 profile for a polymer chain as a function of
average density ρ0, pressure µ = 0.5 dimensionless, disorder parameter R = 1.0
units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero mode
parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
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Figure 4.15: Average square fluctuations 〈h2〉 profile for a polymer chain as a
function of average density ρ0, pressure µ = {0, 0.5} dimensionless, disorder
parameter R = 1.0 units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6
units. The zero mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1
and Q˜(s)ij (0) = 1.
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Figure 4.16: The role of the disorder R on the average square fluctuations 〈h2〉
profile for a polymer chain as a function of density ρ0 for the pressure µ = 0.5,
disorder parameter R = 2.0 units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91
and κ = 6 units. The zero mode parameters were chosen to be Q˜(1)ii (0) = 1,
Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
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Figure 4.17: Average height 〈h〉 profile for a polymer chain as a function of
pressure µ, tether density ρ0 = {2.0, 4.0} units, disorder parameter R = 1.6
units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero mode
parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
The reversal of the growing trend of the average height fluctuation 〈h〉 at
higher pressure µ for fewer tethers signals the stretching limit in our model.
Stiffer tethers or higher tether density can hold for larger pressure domain.
Larger polymer intersegments require lesser pressure to increase their effective
height.
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Figure 4.18: Average square fluctuations 〈h2〉 profile for a polymer chain as a
function of pressure µ, tether density ρ0 = {(2.0, 2.1); (4.0, 4.1)} units respec-
tively, disorder parameter R = 1.6 units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91
and κ = 6 units. The zero mode parameters were chosen to be Q˜(1)ii (0) = 1,
Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
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Figure 4.19: Average square fluctuations 〈h2〉 profile for a polymer chain as a
function of pressure µ, the tether density ρ0 = 2.9 units, disorder parameter
R = 1.6 units and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero
mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
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Figure 4.20: The role of the disorder parameter R if increased to R = 2.0
units on the average square fluctuations 〈h2〉 profile for a polymer chain as a
function of pressure µ, the tether density ρ0 = 2.9 units and Λ = 10
√
4ρ0βkL2
κ
,
β = 1, k = 0.91 and κ = 6 units. The zero mode parameters were chosen to
be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
In fig. 4.18 we observe an increasing monotonic behavior of the square fluc-
tuations 〈h2〉 with the growing pressure µ for some relatively smaller choice
values of the average density ρ0. However, for relatively larger choice values
of the average density ρ0 this monotonic behaviour changes. A decrease of
the square fluctuations 〈h2〉 is now exhibited for the lower domain of the pres-
sure µ before the increasing behaviour for the upper domain of the pressure.
In fig. 4.19 we see these behaviours combined for a choice of average density ρ0
values that lie in between the first two. That is, we observe a non-monotonic
relationship between the square fluctuations 〈h2〉 and the pressure µ that has
both the growing domain of the square fluctuations and the decreasing domain
of the square fluctuations before the again growing domain that is displayed
in the figure fig. 4.18. When we increase the measure of the disorder, the
parameter R – fig. 4.20, we recover a monotonic square fluctuations pressure
relationship. These figures demonstrates a clear role of the pressure µ in the
square fluctuations 〈h2〉. Collectively, for the bubbles of varying sizes, there
exist a tether density ρ0 domain such that the pressure µ acts anologous to
a dissipative force in non-equilibrium statistical physics of damped harmonic
oscillator. This happens for a higher tether density. At such a level of tether
density the polymer chain segments are short yet still possessing its stretch-
able (flexible) nature, therefore with minimal fluctuations. This is in contrast
to the lower density scenario where the pressure stretches the intersegment
polymers. Beyond these characteristic behaviours the further stretching of the
polymer segments inclunding the smaller sized ones into bubbles is exhibited.
This is evidenced by the average height fluctuations 〈h〉 in fig. 4.17.
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4.4 RS and RSB relative results observations
We have derived analytic free energy functions or generating functions for both
the RSA and wRSB scenarios. Whilst we observed a minima disappearance
trend to a monotonic function of average density ρ0 with the pressure increase
in the RSA this is however not always true for the wRSB. In figure fig. 4.11,
the wRSB free energy, this function is rather displaying two minima at some
pressure domain larger than zero.
We also derived the fluctuation functions, 〈h〉 and 〈h2〉, in both approxi-
mations as a function of average density ρ0. A comparitive figure fig. 4.21 of
the 〈h2〉 functions as a function of the tether density ρ0 in both evaluation is
shown below.
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〈h2〉 vs Mean density ρ0
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〈h2〉 vs Mean density ρ0
Figure 4.21: Replica Symmetry (Left) and Breaking (Right) square fluctua-
tions 〈h2〉 profiles for a polymer chain as a function of tether density ρ0 for the
pressure µ = 0.5 dimensionless and the disorder parameter R = 1 units and
Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero mode parameters
were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
A further comparitive figure fig. 4.22 of the 〈h2〉 functions in both evalua-
tion is shown below. However, here we demonstrate the effect of reduction of
the disorder towards a homogeneous system in the two evaluations by increas-
ing the parameter R .
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Figure 4.22: Effect of increasing the disorder parameter R = 1.6 to R = 2
units. Replica Symmetry (Left) and Breaking (Right) square fluctuations 〈h2〉
profiles for a polymer chain as a function of tether density ρ0 for the pressure
µ = 0.5 dimensionless and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units.
The zero mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and
Q˜
(s)
ij (0) = 1.
A similar comparitive figure fig. 4.23 of the 〈h2〉 functions, however, as a
function of the pressure µ in both evaluation is shown below.
0.05 0.10 0.15 0.20
μ
7.0
7.5
8.0
8.5
h2
〈h2〉 vs Pressure μ
0.05 0.10 0.15 0.20
μ
10.48
10.50
10.52
10.54
10.56
10.58
h2
〈h2〉 vs Pressure μ
Figure 4.23: Replica Symmetry (Left) and Breaking (Right) square fluctu-
ations 〈h2〉 profiles for a polymer chain as a function of pressure µ for the
tether density ρ0 = 2.9 and the disorder parameter R = 1.6 units and
Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero mode parameters
were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
If we increase the tether elasticity by choosing the lower value for k to be
0.88 units instead of 0.91 units we obtain fig. 4.24
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Figure 4.24: Replica Symmetry (Left) and Breaking (Right) square fluctu-
ations 〈h2〉 profiles for a polymer chain as a function of pressure µ for the
tether density ρ0 = 2.9 and the disorder parameter R = 1.6 units and
Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.88 and κ = 6 units. The zero mode parameters
were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
Therefore, the softnening of the tethers yields a monotonic behavior of the
height square fluctuations 〈h2〉(µ) for the RSB construction. This figure also
shows the 〈h2〉(µ = 0) upward translation.
A further comparitive figure fig. 4.25 of the 〈h2〉 functions in both evalua-
tion is shown below. However, here we demonstrate the effect of reduction of
the disorder towards a homogeneous system in the two evaluations by increas-
ing the parameter R .
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Figure 4.25: Effect of increasing the disorder parameter R = 1.6 to R = 2
units. Replica Symmetry (Left) and Breaking (Right) square fluctuations 〈h2〉
profiles for a polymer chain as a function of pressure µ for the tether density
ρ0 = 2.9 and Λ = 10
√
4ρ0βkL2
κ
, β = 1, k = 0.91 and κ = 6 units. The zero
mode parameters were chosen to be Q˜(1)ii (0) = 1, Q˜
(2)
ii (0) = 1 and Q˜
(s)
ij (0) = 1.
〈h2〉 for the RSA exhibits a monotonic decrease towards zero for all pres-
sure. In the wRSB, however, we observe a non-monotonic relationship as
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shown in fig. 4.23 for specific pressure value(s) larger than zero. The mono-
tonicity can be recovered by increasing the disorder parameter R, effectively
reducing the tether distribution variance, as shown in fig. 4.25.
Similar observations are made for the case now of 〈h2〉 as function of the
pressure µ. That is, there exist non-monotonic behavior in the wRSB as the
pressure is increased for specific value(s) of the average density ρ0. By reducing
the average density ρ0 or increasing the disorder parameter R the monotonicity
is recovered.
This behaviour reflects the subtle interplay of the quenched discrete har-
monic confinement with the pressure. That is the interplay of the elasticity
of the tethers, the polymer chain (and arguably a membrane) as well as the
pressure. The quenched random distribution of the finite stretching tethers
is responsible for this behavior. This behavior is not observable upon the
RS approximation thus, as often understood – see section 1.7, RSA cannot
comprehensively capture the disordered nature physics.
The length scales in this problem are the average tether separation ρ0, the
tether elasticity k and the membrane elasticity κ. In the quenched tether posi-
tion distribution scenario the pressure µ cannot change the average separation
ρ0 length scale. When the polymer (or membrane) arcsegments are inflated
by growing the pressure it is only those of large tether separation that will be
first to exhibit greater height fluctuations. For the smaller separation length
scale arcsegments a large pressure is required in order to grow the height fluc-
tuations. Interestingly, our results show that, a larger pressure also reduces
the tether elasticity length scale k.
This is in contrast to the annealed tether position distribution whereby the
pressure µ can possibly reduce the multiple bubbles to a single large bubble.
4.5 The effect of a fluctuating substrate
Our overaching goal is to model a composite system of a membrane tethered
onto a two dimensional elastic network. Such a system has to treat the collec-
tive properties of an elastic network associated with disorder in its crosslinking.
That is, a system of combined fluctuations and disorder associated with tether
distribution and disorder associated with crosslinking. In the preceding section
we have modelled a limit case where the substrate is a hard in the sense that
the tether positions do not posess the transverse degree of freedom. However,
this does not treat a hardwall often model by delta function in excluded volume
problems in treatment of a repulsive potential. In this chapter we shall treat
the aspect of an elastic substrate albeit of a polymer substrate represented by
the second field h(2)(x) rather than a network.
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Subsequently, extending the model 4.1.1, we now have to treat
Z =
∫
Dh(1)Dh(2)
∑
{τ=0, 1}
exp
{
−κ1
2
∫ L
0
dx
(
∂h(1)
∂x
)2
− κ2
2
∫ L
0
dx
(
∂h(2)
∂x
)2
+µ
∫ L
0
dx
(
h(1)(x)− h(2)(x))− βk
2
N∑
i
∫ L
0
dx τ 2i
(
h(1)(xi)− h(2)(xi)
)2
−β
∑
i
τi
}
. (4.5.1)
The study of this model shall follow closely to that of the models of the previous
sections 4.2 and 4.3. Hence, we undertake the replica approach to determine
the disordered free energy F . Our goal, yet again, becomes that of evaluating
−β〈F 〉 = lim
n→0
〈Zn〉 − 1
n
(4.5.2)
upon the Gaussian disorder distribution
P [ρ(x)] ∼ exp
(
−R
2
∫ L
0
dx (ρ(x)− ρ0)2
)
. (4.5.3)
The tether density is defined by ρ(x) =
∑N
i δ(x− xi). The partition function
then becomes
Z =
∫
Dh(1)Dh(2) exp
{
−κ1
2
∫
dx
(
∂h(1)
∂x
)2
− κ2
2
∫
dx
(
∂h(2)
∂x
)2
−µ
∫ L
0
dx
(
h(1)(x)− h(2)(x))− βk
2
∫
dx ρ(x)
(
h(1)(x)− h(2)(x))2
−β
∫
dx ρ(x)
}
. (4.5.4)
If we perform a transformation
f(x) =
1
2
(
h(1)(x)− h(2)(x)) and g(x) = 1
2
(
h(1)(x) + h(2)(x)
)
, (4.5.5)
we obtain
Z =
∫
Df(x)Dg(x) exp
{
−κ1 + κ2
2
∫
dx
(
∂f(x)
∂x
)2
−κ1 + κ2
2
∫
dx
(
∂g(x)
∂x
)2
− κ1 − κ2
2
∫
dx
(
∂f(x)
∂x
)(
∂g(x)
∂x
)
−2µ
∫
dx f(x)− 2βk
∫
dx ρ(x)f 2(x)− β
∫
dx ρ(x)
}
. (4.5.6)
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Therefore this equation (4.5.6) leads to the disorder averaged replicated par-
tition function
〈Zn〉 =
∫ ∏
α
Dfα(x)Dgα(x) exp
{
−1
2
∑
α
∫
dx
[
κ˜
[(
∂fα(x)
∂x
)2
+
(
∂gα(x)
∂x
)2]
+ 2κ¯
(
∂fα(x)
∂x
)(
∂gα(x)
∂x
)
+ µfα(x) + γf
2
α(x)
]
+
∆
2
∫
dx
(∑
α
f 2α(x)
)2 . (4.5.7)
The parameters κ˜, κ¯, µ, γ and ∆ represents κ˜ = κ1 + κ2, κ¯ = κ1 − κ2,
µ˜ = −4µ, γ˜ = 4ρ0βk
(
1− 2nβ
R
)
and ∆˜ = 16β
2k2
4R
. This can be seen, effectively,
as a doubling of the pressure µ and a quadrupling of the spring coefficient k.
If we now complete the square with respect to the g(x) function we obtain
〈Zn〉 = const.× exp
(
−n
2
tr ln[−κ˜δ(x− x′)∂xx]
)∫ ∏
α
Dfα(x)
exp
{
−1
2
∑
α
∫
dx
[ (
κ˜− κ¯
2
κ˜
)(
∂fα(x)
∂x
)2
+ µ˜fα(x) + γ˜f
2
α(x)
]
+
∆˜
2
∫
dx
(∑
α
f 2α(x)
)2 . (4.5.8)
Except for the renormalization of the parameters, this expression is similar
to the one of the hard substrate equation (4.1.13) with an additional term
exp
(−n
2
tr ln[−κ˜δ(x− x′)∂xx]
)
. Therefore we obtain a similar form of both the
Replica Symmetry (and Breaking) disordered free energy 〈F 〉.
In the case of the Replica Symmetry the free energy F is given by (4.2.38).
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Therefore,
−β〈F 〉 ≈
(
−1
2
tr ln[−κ˜δ(x− x′)∂xx]− 1
2
tr lnA(x, x′) +
1
8
µ˜2δ(0)
γ˜
−2
∑
i
∫
dq
(2pi)d
Q˜ii(0)
κq2 + γ˜
− µ˜
2Q˜ii(0)
2γ˜2
+
µ˜2
2γ˜2
Q˜ij(0)
)
−1
2
(∑
q
ln
(
1
∆˜
− 2Ω−1(q)− µ˜
2
γ˜2(κq2 + γ˜)
))
+
1
4
(∑
q
ln
(
1
∆˜
− 2Ω−1(q)
))
−1
4
∑
q
[(
1
∆˜
− 2Ω−1(q)− µ˜2
γ˜2(κq2+γ˜)
)−1
µ˜4
γ˜4(κq2+γ˜)2
+ µ˜
2
γ˜2(κq2+γ˜)
]
1
∆˜
− 2Ω−1(q) .(4.5.9)
In the complementary case of the weak Replica Symmetry Breaking 〈F 〉 is
given by (4.3.5). Therefore,
−β〈F 〉 ≈ −1
2
tr ln[−κ˜δ(x− x′)∂xx]− tr lnA(x, x′) + µ˜
2δ(0)
γ˜
+ 2µ˜2
Q
(s)
bc (0)
γ˜2
−µ˜2
(
Q
(1)
ii (0) +Q
(2)
ii (0)
)
γ˜2
−
∑
i
∫
dq
(2pi)d
(
Q˜
(1)
ii (0) + Q˜
(2)
ii (0)
)
κq2 + γ˜
−
∑
q
ln
(
1
∆˜
− 2Ω−1(q)− 2µ˜
2
γ˜2(κq2 + γ˜)
)
+
1
4
∑
q
ln
(
1
∆˜
− 4Ω−1(q)
)
−1
4
∑
q
[(
1
∆˜
− 2Ω−1(q)− 2µ˜2
γ˜2(κq2+γ˜)
)−1
4µ˜4
γ˜4(κq2+γ˜)2
+ 4µ˜
2
γ˜2(κq2+γ˜)
]
1
∆˜
− 4Ω−1(q)
+
1
4
∑
q
4µ˜2
γ˜2(κq2+γ˜)
1
∆˜
− 4Ω−1(q) . (4.5.10)
where κ =
(
κ˜− κ¯2
κ˜
)
is the effective elastic measure.
4.6 Summary
In this chapter we have explored the quenched inhomogeneous coupling of
a polymer or membrane to a substrate under a spatially uniform pressue µ.
This is in contrast to the earlier treatment of Chapter 3 where the tethers
still had the lateral fluctuation degree of freedom.We investigated this for a
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hard substrate and an elastic substrate modelled by a polymer or membrane.
The substrate is hard in the sense that the tether position do not posess the
transverse degree of freedom. The hardwall repulsive potential often model by
delta function in excluded volume problems is not treated. Given the nature
of the spatial distribution we treated the statics of this problem by the replica
method. This replica treatment was pursued to first stage or weak Replica
Symmetry Breaking (wRSB). We derived the associated generic free energies
F in equations (4.2.39) and (4.3.5)–(D.4.1), for the hard substrate case, for the
Replica Symmetry Approximation (RSA) and its extension, respectively. In
the elastic or fluctuating substrate case the generic free energies F are given by
equations (4.5.9) and (4.5.10) where the pressure, spring stiffness and bending
rigidity parameters µ, k and κ, respectively, are now renomarlized in relation
to the hard substrate model.
In the RSA we observed a single intermediate minimum. In the extension
of wRSB a second intermediate minimum appears. The elastic substrate model
consideration of coupled fluctuations has a similar structure as that of the hard
substrate. However, there exist an additional term that is reponsible for the
transverse translation of the energy profiles. More important is the renormal-
ization of the parameters µ, k and κ. The relative physics of the different mod-
els arise from this. The pressure µ becomes doubled, the spring coefficient or
elasticity k quadrupled and the effective elastic measure or ‘Kuhn length/area’
is given by κ = 4 κ1κ2
κ1+κ2
. Therefore, the critical behaviour observed in the hard
substrate case is now defined by the relationship between the pressure and the
elasticity of the tethers. At a simple analysis, less pressure µ, specifically, half
of the hard substrate case pressure will now be required to observe a similar
critical behaviour if the tether elasticity was softened by a factor of 4 or the
disorder R parameter is increased sufficiently for the membrane-substrate of
equivalent elasticity. The increase of the disorder parameter R means more
homogeneity in the tether distribution. This elasticity can be viewed in con-
text of the tether density ρ0! One may ask. At a similar pressure µ revealing
the basic double well behaviour as function of ρ0 in the hard substrate case.
How many tethers N do we need to add given certain relative bending rigidi-
ties of the membranes or polymers? Effectively the average tether density ρ0.
Alternatively, we observe that the rate of entropic gain surpasses the rate of
energetic loss at a lower tether density average. Therefore the integrity of the
system requires less average tether density in relation to the hard substrate
when the substrate is elastic. The numerical exploration of these fluctuating
substrate results in equation (4.5.10) as a function of average tether density
ρ0 and pressure µ exhibits similar features to the Replica Symmetry calcu-
lation that lead us to the Symmetry Breaking calculation. Subsequently, we
suggests that at least a second stage Replica Symmetry Breaking is necessary
in order to observe the type of results we obtained in the Symmetry Breaking
calculation.
In terms of the fluctuation spectrum 〈h2〉 as a measure function of the pres-
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sure µ parameter. We observe that the monotonicity of the average square
fluctuations 〈h2〉 with pressure becomes non-monotonic. The Replica Sym-
metry Breaking treatment of the quenched distribution of tether positions is
responsible for this.
The Replica Symmetry Breaking provides more accurate, reliable, consis-
tent results of the measurable quantities over a wide range of testing values
in comparison to its counterpart. The subtle relationship between tether and
membrane elasticity for a quenched random position distribution of the tethers
is well articulated.
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Chapter 5
Conclusion and outlook
We have investigated the role of the pressure, the nature of adhesion (homoge-
neous or inhomogeneous) as well as the role of a soft substrate. In terms of the
fluctuation spectrum 〈h2〉 as a measure function of the pressure µ parameter.
We, generally, observe that the average square fluctuations 〈h2〉 increases with
the pressure. However, for the discrete inhomogeneous adhesion, when the
positions of tethers distribution is quenched this general behaviour is altered.
We observe that for the elastic substrate the rate of entropic gain surpasses
the rate of energetic loss at a lower tether density average. Therefore the
integrity of the system requires less average tether density in relation to the
hard substrate when the substrate is elastic. The numerical exploration of
these fluctuating substrate results in equation (4.5.10) as a function of average
tether density ρ0 and pressure µ suggests that at least a second stage Replica
Symmetry Breaking is necessary in order to observe the double well free energy
F as a function of average tether density.
If time permitted we would have furthered this study as follows. We would
have extended the current models for surfaces and include the attached-detach
degree of freedom to the tethers as suggested [84] in the biological problem of
cells. Secondly, the quest of our study is the detail modelling of structure of
a surface-cytoskeleton network system, this needs a more detailed treatment
of the elastic two dimensional network. This network treatment must account
for the spectrin elastic properties. That is, the small stretching and the large
stretching behaviour of these filaments. The ideas that we would have explored
would probably centre on the grand canonical treatment or monomer ensem-
ble technique [85; 86]. This we would have combined with the field theory
constructed by Edwards [87; 88; 89].
Further, the remodelling or structural transformation [16] of this network re-
quires innovative treatment.
Finally, we would have reformulated this problem in the dynamical or
98
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Langevin treatment of Martin Siggia Rose [90]. This is partly motivated by
the result of multiple ground states we obtained in the weak replica symmetry
treatment. Secondly, it would have been more appropriate in order to account
for the treatment of the dynamic dissociations of the tethers.
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Appendix A
Correlation functions
In this section we show how we obtained the expressions for the correlation
functions 〈h2(x)〉var and 〈h2(x)〉var needed in the evaluation of the free en-
ergy (3.1.7) using functional differentiation.
A.1 Functionals and functional derivative
A functional, in contrast to a function, is a transformation from function space
to a number. A basic example is the integral
∫ L
0
h(x) dx. Mathematically,
F [h(x)] = lim
∆x→0
F (· · · , h−1, h0, h1, · · · ) (A.1.1)
where hi is the value h(xi). The operation of our interest, the functional
derivative, has various definitions. We choose an intuitive version which closely
resemble that of the ordinary function derivative, namely
δF [h(x)]
δh(x′)
= lim
→0
F [h(x) + δ(x− x′)]− F [h(x)]

. (A.1.2)
This determines the change of F due to an infinitesimal change in h(x) at a
point x′.
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A.2 The correlation function 〈h(x2)h(x1)〉var
We can now use the above definition of the functional derivative to determine
the correlation function 〈h(x2)h(x1)〉var as follows
〈h(x2)h(x1)〉var
=
1
N
∫
Dh(x)h(x2)h(x1)
× exp
{
−κ
2
∫
dx
(
∂h
∂x
)2
− ζ
2
∫
dx h2(x) + µ
∫
dx h(x)
}
=
δ2 lnZvar(f)
δf(x2)δf(x1)f=0
=
δ2
δf(x2)δf(x1)
exp
(
+
1
2
∫
x
∫
x′
f(x′)A−1(x′, x)f(x) +
∫
x
f(x)h0(x)
)
(A.2.1)
Now,
δZvar(f)
δf(x1)
=
(
h0(x1) +
∫
x
f(x)A−1(x, x1)
)
× exp
(
+
1
2
∫
x
∫
x′
f(x′)A−1(x′, x)f(x) +
∫
x
f(x)h0(x)
)
. (A.2.2)
Subsequently,
δ2Zvar(f)
δf(x2)δf(x1)
= exp
(
+
1
2
∫
x
∫
x′
f(x′)A−1(x′, x)f(x) +
∫
x
f(x)h0(x)
)
(
A−1(x2, x1) +
(
h0(x1) +
∫
x
f(x)A−1(x, x1)
)
×
(
h0(x2) +
∫
x
f(x)A−1(x, x2)
))
.(A.2.3)
Therefore,
〈h(x2)h(x1)〉var = A−1(x2, x1) + h0(x2)h0(x1). (A.2.4)
A.3 The correlation function
〈h(x4)h(x3)h(x2)h(x1)〉var
After the second order correlation function what we still need to evaluate is
〈h(x4)h(x3)h(x2)h(x1)〉var. This is the extension of the previous result (A.2.3)
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since
〈h(x4)h(x3)h(x2)h(x1)〉var =
δ4Zvar(f)
δf(x4)δf(x3)δf(x2)δf(x1)
.
Starting with the third order evaluation we have
δ3Zvar(f)
δf(x3)δf(x2)δf(x1)
=
δ
δf(x3)
exp
(
+
1
2
∫
x
∫
x′
f(x′)A−1(x′, x)f(x) +
∫
x
f(x)h0(x)
)
(
A−1(x2, x1) +
(
h0(x1) +
∫
x
f(x)A−1(x, x1)
)
×
(
h0(x2) +
∫
x
f(x)A−1(x, x2)
))
(A.3.1)
which is equivalent to
δ3Zvar(f)
δf(x3)δf(x2)δf(x1)
= exp
(
+
1
2
∫
x
∫
x′
f(x′)A−1(x′, x)f(x) +
∫
x
f(x)h0(x)
)
[
A−1(x2, x1)
(
h0(x3) +
∫
x
f(x)A−1(x, x3)
)
+h0(x2)h0(x1)
(
h0(x3) +
∫
x
f(x)A−1(x, x3)
)
+h0(x1)
(
h0(x3) +
∫
x
f(x)A−1(x, x3)
)∫
x
f(x)A−1(x, x2)
+h0(x2)
(
h0(x3) +
∫
x
f(x)A−1(x, x3)
)∫
x
f(x)A−1(x, x1)(
h0(x3) +
∫
x
f(x)A−1(x, x3)
)∫
x
∫
x′
f(x)f(x′)A−1(x, x2)A−1(x, x1)
+h0(x1)A
−1(x3, x2) + h0(x2)A−1(x3, x1)
+
∫
x
f(x)A−1(x, x2)A−1(x3, x1) +
∫
x
f(x)A−1(x3, x2)A−1(x, x1)
]
.
(A.3.2)
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Finally, taking advantage of the condition that we set f = 0 afterwards, after
applying the chain rule, we obtain
〈h(x4)h(x3)h(x2)h(x1)〉var =
δ4Zvar(f)
δf(x4)δf(x3)δf(x2)δf(x1)
= A−1(x2, x1)h0(x4)h0(x3) + h0(x4)h0(x3)h0(x2)h0(x1)
+h0(x4)h0(x1)A
−1(x3, x2) + h0(x4)h0(x2)A−1(x3, x1)
+A−1(x2, x1)A−1(x4, x3) + A−1(x4, x2)A−1(x3, x1)
+A−1(x3, x2)A−1(x4, x1) + h0(x2)h0(x3)A−1(x4, x1)
+h0(x1)h0(x3)A
−1(x4, x2) + h0(x2)h0(x1)A−1(x4, x3). (A.3.3)
A.4 The −
(
ζ − ζ02
) ∫ 1
0 dx
〈
h2(x)
〉
var term
−
(
ζ − ζ0
2
)∫ 1
0
dx
〈
h2(x)
〉
var = −
(
ζ − ζ0
2
)∫ 1
0
dx
(
h20(x) + A
−1(x, x)
)
= −
(
ζ − ζ0
2
)∫ 1
0

µ− µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
)
ζ
√
L
κ
2
+
sinh
(
x(
√
ζL)√
κ
)
sinh
(
(1−x)(
√
ζL)√
κ
)
2
(
(
√
ζL) sinh
(√
ζL√
κ
))
√
κ
 dx
=
(
ζ0
2
− ζ)κµ2 (√ζL(sech2 (√ζL
2
√
κ
)
+ 2
)
− 6√κ tanh
(√
ζL
2
√
κ
))
2ζ5/2L2
−
(
ζ0
2
− ζ) (κ−√ζ√κL coth(√ζL√
κ
))
4ζL2
(A.4.1)
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A.5 The −(βk)28R
∫ 1
0 dx
〈
h4(x)
〉
var term
−(βk)
2
8R
∫ 1
0
dx
〈
h4(x)
〉
var
= −(βk)
2
8R
∫ 1
0
dx
(
h40(x) + 6h
2
0(x)A
−1(x, x) + 3
[
A−1(x, x)
]2)
= −(βk)
2
8R
∫ 1
0
3κcsch2
(√
ζL√
κ
)
sinh2
(√
ζL(1−x)√
κ
)
sinh2
(√
ζLx√
κ
)
ζL2
+6
(
sinh
(
x(
√
ζL)√
κ
)
sinh
(
(1−x)(
√
ζL)√
κ
))(
µ−µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
)
ζ
√
L
κ
)2
(
√
ζL) sinh
(√
ζL√
κ
)
√
κ
+
κ2
(
µ− µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
))4
ζ4L2
 dx.(A.5.1)
We shall perform the integration term by term as follows. The first term
evaluates to
−(βk)
2
8R
∫ 1
0
3
κcsch2
(√
ζL√
κ
)
sinh2
(√
ζL(1−x)√
κ
)
sinh2
(√
ζLx√
κ
)
ζL2
dx
= −
3β2κk2
(√
ζL
(
3csch2
(√
ζL√
κ
)
+ 2
)
− 3√κ coth
(√
ζL√
κ
))
64ζ3/2L3R
. (A.5.2)
The third term evaluates to
−(βk)
2
8R
∫ 1
0
κ2
(
µ− µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
))4
ζ4L2
dx
= −
β2κ2k2µ4
(
16 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
)
+ 18
)
sech4
(√
ζL
2
√
κ
)
64ζ4L2R
+
5β2κ5/2k2µ4
(
32 sinh
(√
ζL√
κ
)
+ 5 sinh
(
2
√
ζL√
κ
))
sech4
(√
ζL
2
√
κ
)
384ζ9/2L3R
.(A.5.3)
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Finally, the second term evaluates to
−(βk)
2
8R
∫ 1
0
κ3/2csch
(√
ζL√
κ
)(
µ− µsech
(√
ζL
2
√
κ
)
cosh
(√
ζL(2x−1)
2
√
κ
))2
ζ5/2L2
× sinh
(√
ζL(1− x)√
κ
)
sinh
(√
ζLx√
κ
)
= −
3β2κ3/2k2µ2
(
4 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
))
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
32ζ5/2L2R
−
β2κ2k2µ2
(
4− 19 cosh
(√
ζL√
κ
))
sech2
(√
ζL
2
√
κ
)
32ζ3L3R
. (A.5.4)
Collecting all terms together we therefore have
−(βk)
2
8R
∫ 1
0
dx
〈
h4(x)
〉
var
= −
3β2κk2
(√
ζL
(
3csch2
(√
ζL√
κ
)
+ 2
)
− 3√κ coth
(√
ζL√
κ
))
64ζ3/2L3R
= −
3β2κ3/2k2µ2
(
4 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
))
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
32ζ5/2L2R
−
β2κ2k2µ2
(
4− 19 cosh
(√
ζL√
κ
))
sech2
(√
ζL
2
√
κ
)
32ζ3L3R
= −
β2κ2k2µ4
(
16 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
)
+ 18
)
sech4
(√
ζL
2
√
κ
)
64ζ4L2R
+
5β2κ5/2k2µ4
(
32 sinh
(√
ζL√
κ
)
+ 5 sinh
(
2
√
ζL√
κ
))
sech4
(√
ζL
2
√
κ
)
384ζ9/2L3R
. (A.5.5)
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A.6 The ∂〈Hvar[ζ]−H〉var∂ζ term
∂〈Hvar[ζ]−H〉var
∂ζ
=
9β2k2µ2L
(
L
√
ζ
κ
coth
(
L
√
ζ
κ
)
− 1
)
2ζ4R
−
3β2k2µ2L
(
L coth
(
L
√
ζ
κ
)
2κ
√
ζ
κ
− L
2csch2
(
L
√
ζ
κ
)
2κ
)
2ζ3R
+
9β2k2L2
(
L
√
ζ
κ
(
3csch2
(
L
√
ζ
κ
)
+ 2
)
− 3 coth
(
L
√
ζ
κ
))
64κ3R
(
ζ
κ
)5/2
−
3β2k2L2
(
−3L
2 coth
(
L
√
ζ
κ
)
csch2
(
L
√
ζ
κ
)
κ
+
3Lcsch2
(
L
√
ζ
κ
)
2κ
√
ζ
κ
+
L
(
3csch2
(
L
√
ζ
κ
)
+2
)
2κ
√
ζ
κ
)
32κ2R
(
ζ
κ
)3/2
−
3β2k2µ2L3sech2
(√
ζL
2
√
κ
)
8ζ3κR
+
9β2k2µ2L
(
cosh
(√
ζL√
κ
)
− 2
)
sech2
(√
ζL
2
√
κ
)
8ζ4R
15β2k2µ2L2
(
2 cosh
(√
ζL√
κ
)
− 1
)
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
16ζ7/2
√
κR
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+
3β2k2µ2L3
(
2 cosh
(√
ζL√
κ
)
− 1
)
coth
(√
ζL√
κ
)
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
16ζ3κR
+
β2k2µ4L
(
16 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
)
+ 18
)
sech4
(√
ζL
2
√
κ
)
2ζ5R
+
5β2
√
κk2µ4
(
16L cosh
(√
ζL√
κ
)
√
ζ
√
κ
+
5L cosh
(
2
√
ζL√
κ
)
√
ζ
√
κ
)
sech4
(√
ζL
2
√
κ
)
48ζ9/2R
−
3β2k2µ2L2 sinh
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
16ζ7/2
√
κR
−
15β2
√
κk2µ4
(
32 sinh
(√
ζL√
κ
)
+ 5 sinh
(
2
√
ζL√
κ
))
sech4
(√
ζL
2
√
κ
)
32ζ11/2R
−
β2k2µ4L
(
8L sinh
(√
ζL√
κ
)
√
ζ
√
κ
+
L sinh
(
2
√
ζL√
κ
)
√
ζ
√
κ
)
sech4
(√
ζL
2
√
κ
)
8ζ4R
+
2β2k2µ2L2 tanh
(√
ζL
2
√
κ
)
sech2
(√
ζL
2
√
κ
)
ζ7/2
√
κR
+
3β2k2µ2L2
(
cosh
(√
ζL√
κ
)
− 2
)
tanh
(√
ζL
2
√
κ
)
sech2
(√
ζL
2
√
κ
)
16ζ7/2
√
κR
+
3β2k2µ2L3
(
2 cosh
(√
ζL√
κ
)
− 1
)
tanh
(√
ζL
2
√
κ
)
csch
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
16ζ3κR
+
β2k2µ4L2
(
16 cosh
(√
ζL√
κ
)
+ cosh
(
2
√
ζL√
κ
)
+ 18
)
tanh
(√
ζL
2
√
κ
)
sech4
(√
ζL
2
√
κ
)
8ζ9/2
√
κR
−
5β2k2µ4L
(
32 sinh
(√
ζL√
κ
)
+ 5 sinh
(
2
√
ζL√
κ
))
tanh
(√
ζL
2
√
κ
)
sech4
(√
ζL
2
√
κ
)
48ζ5R
−
12β2k2µ2L tanh2
(√
ζL
2
√
κ
)
ζ4R
−
ζ3/2L
(
L
√
ζ
κ
coth
(
L
√
ζ
κ
)
− 1
)
− 12√κµ2 tanh
(√
ζL
2
√
κ
)
4ζ5/2
+2
√
ζµ2L
(
cosh
(√
ζL√
κ
)
+ 2
)
sech2
(√
ζL
2
√
κ
)
4ζ5/2
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+
5(ζ − βkρ)
(
ζ3/2L
(
L
√
ζ
κ
coth
(
L
√
ζ
κ
)
− 1
)
− 12√κµ2 tanh
(√
ζL
2
√
κ
)
8ζ7/2
+2
√
ζµ2L
(
cosh
(√
ζL√
κ
)
+ 2
)
sech2
(√
ζL
2
√
κ
)
8ζ7/2

−
(ζ − βkρ)
(
ζ3/2L
(
L coth
(
L
√
ζ
κ
)
2κ
√
ζ
κ
− L
2csch2
(
L
√
ζ
κ
)
2κ
)
4ζ5/2
+
µ2L2 sinh
(√
ζL√
κ
)
sech2
(√
ζL
2
√
κ
)
√
κ
4ζ5/2
−µ
2L2
(
cosh
(√
ζL√
κ
)
+2
)
tanh
(√
ζL
2
√
κ
)
sech2
(√
ζL
2
√
κ
)
√
κ
− 3µ
2Lsech2
(√
ζL
2
√
κ
)
√
ζ
4ζ5/2
+
µ2L
(
cosh
(√
ζL√
κ
)
+2
)
sech2
(√
ζL
2
√
κ
)
√
ζ
+ 3
2
√
ζL
(
L
√
ζ
κ
coth
(
L
√
ζ
κ
)
− 1
)
4ζ5/2
 .
(A.6.1)
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Appendix B
Disorder distribution functional I
In this appendix we evaluate the disorder functional I without rescaling
I = N
∫
Dρ exp
{∫
dx
(
−β
n∑
α=1
(
k
2
h2α(x) + 
)
ρ(x)− R
2
(ρ(x)− ρ0)2
)}
I = N
∫
Dρ exp
{
−R
2
∫
dx
(
2
R
β
n∑
α=1
(
k
2
h2α(x) + 
)
ρ(x) + ρ2(x)
−2ρ0ρ(x) + ρ20
)}
I ∝
∫
Dρ exp
{
−R
2
∫
x
(
ρ2(x) +
2β
R
n∑
α=1
(
k
2
h2α(x) + 
)
ρ(x)− 2ρ0ρ(x) + ρ20
)
I = N
∫
Dρ exp
−R2
∫
dx
(ρ(x) + β
R
n∑
α=1
(
k
2
h2α(x) + 
))2
+ ρ20
−2ρ0
(
ρ(x) +
β
R
n∑
α=1
(
k
2
h2α(x) + 
))
−
(
β
R
n∑
α=1
(
k
2
h2α(x) + 
))2
+2
ρ0β
R
n∑
α=1
(
k
2
h2α(x) + 
)]}
I = N
∫
Dρ˜ exp
−R2
∫
dx
ρ˜2(x)− 2ρ0ρ˜(x) + ρ20 −
(
β
R
n∑
α=1
(
k
2
h2α(x) + 
))2
+2
ρ0β
R
n∑
α=1
(
k
2
h2α(x) + 
))}
. (B.0.1)
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Substituting the normalization constantN = ∫ Dρ exp (−R
2
∫
dx (ρ(x)− ρ0)2
)
,
to the equation (B.0.1) for I we obtain
I = exp
−R
2
∫
dx
−( β
R
n∑
α=1
(
k
2
h2α(x) + 
))2
+ 2
ρ0β
R
n∑
α=1
(
k
2
h2α(x) + 
)
= exp
(
R
2
∫
dx
[
n∑
α,λ
β2k2
4R2
h2α(x)h
2
λ(x)
+
ρ0βk
R
(
nβ
R
− 1
) n∑
α=1
h2α(x) +
nβ
R
(
nβ
R
− 2ρ0
)])
. (B.0.2)
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Appendix C
Components of Replica Symmetry
C.1 tr lnM and
∫
dxdx′ µTM−1(x, x′)µ
tr lnM(x, x′) ≈ tr lnD+ tr (D−1Q)− 1
2
tr
(
D−1Q
)2
. (C.1.1)
We shall begin by evaluating tr (D−1Q) term. We therefore need to determine
the product D−1Q. This is given by
D−1Q =( [
δijδ
xx′ (γ − ∂xx)
]−1
0
0
[
δijδ
xx′ (γ − ∂xx)
]−1
)
×(
2δijQii(x)δ
xx′ 2Qij(x)δ
xx′
2Qij(x)δ
xx′ 2δijQii(x)δ
xx′
)
. (C.1.2)
Adopting a shorthand notation we have
D−1Q =
(
A−1(x, x′) 0
0 A−1(x, x′)
)(
C(x, x′) D(x, x′)
D(x, x′) C(x, x′)
)
D−1Q = 2
∫
dx′′
∑
l
×(
(A−1)il(x, x′′)Clj(x′′, x′) (A−1)il(x, x′′)Dlj(x′′, x′)
(A−1)il(x, x′′)Dlj(x′′, x′) (A−1)il(x, x′′)Clj(x′′, x′)
)
. (C.1.3)
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Therefore tr (D−1Q) is given by
tr
(
D−1Q
)
= 4
∫
dx′dx′′
∑
lm
[
(A−1)ml(x′, x′′)[δlmQll(x′′)δx
′′x′ ]
= 4
∫
dx′dx′′
∑
lm
∫
dpdq
(2pi)2d
eiq(x′−x′′)+ip(x′′−x′)
q2 + γ
δ−1ml δlmQmm(x
′′)
= 4
∫ ∑
m
dq
(2pi)d
Qmm(0)
q2 + γ
. (C.1.4)
We now proceed to tr (D−1Q)2 = tr (D−1QD−1Q) = 2 tr (A−1CA−1C) +
2 tr (A−1DA−1D)
tr
(
D−1Q
)2
= 4
∫
x′′...x′′′′
∑
fghi
(A−1)fg(x′, x′′)
[
δghQgg(x
′′)δx
′′x′′′
]
×(A−1)hi(x′′′, x′′′′)
[
δifQii(x
′′′′)δx
′′′′x′
]
+4
∫
x′′...x′′′′
∑
fghi
(A−1)fg(x, x′′)
[
Qgh(x
′′)δx
′′x′′′
]
×(A−1)hi(x′′′, x′′′′)
[
(Qif (x
′′′′)) δx
′′′′x′
]
= 4
∫
x′...x′′′′
∑
fghi
∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
ds
(2pi)d
δ−1fg δ
−1
hi δghδif
×e
ip(x′−x′′)+iq(x′′′−x′′′′)+ir(x′′−x′′′)+is(x′′′′−x′)
(q2 + γ)(p2 + γ)
Qgg(x
′′)Qii(x′′′′)
+4
∫
x′...x′′′′
∑
fghi
∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
ds
(2pi)d
δ−1fg δ
−1
hi
×e
ip(x′−x′′)+iq(x′′′−x′′′′)+ir(x′′−x′′′)+is(x′′′′−x′)
(q2 + γ)(p2 + γ)
Qgh(x
′′)Qif (x′′′′)
= 4
∑
i
∫
dp dq
(2pi)2d
Qii(q)Qii(−q)
(p2 + γ)((q − p)2 + γ)
+4
∑
ig
∫
dp dq
(2pi)2d
Qig(q)Qig(−q)
(p2 + γ)((q − p)2 + γ)
= 4
∑
i
∫
dq
(2pi)d
Qii(q)Ω
−1Qii(−q)
+4
∑
ig
∫
dq
(2pi)2d
Qig(q)Ω
−1(q)Qig(−q). (C.1.5)
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The
∫
dxdx′ µTM−1(x, x′)µ term is our next object of evaluation.
1
8
∫
dxdx′ µTM−1(x, x′)µ
=
1
8
∫
x,x′
µT
[
D
(
1 + D−1Q
)]−1
µ
=
1
8
∫
xx′
µT
[
D−1 − D−1QD−1 + 1
2
(
D−1Q
)2D−1]µ (C.1.6)
We proceed by starting with the evaluation of
∫
xx′ µ
TD−1QD−1µ and∫
xx′ µ
T (D−1Q)2D−1µ. The first term is given by∫
xx′
µTD−1QD−1µ = 2
∫
xx′
µTA−1CA−1µ+ 2
∫
xx′
µTA−1DA−1µ
= 2
∫
xx′x′′x′′′
∑
abcd
µia(A−1)ab(x, x′′)
[
2Qbb(x
′′)δbc(x′′)δx
′′x′′′
]
(A−1)cd(x′′′, x′)µdj
+2
∫
xx′x′′x′′′
∑
abcd
µia(A−1)ab(x, x′′)
[
2Qbc(x
′′)δx
′′x′′′
]
(A−1)cd(x′′′, x′)µdj
= 4
∫
xx′x′′′
∑
abcd
∫
dp
(2pi)d
dq
(2pi)d
µiaµdjδ
−1
ab δbcδ
−1
cd
eip(x′−x′′′)+iq(x′′′−x′)
(q2 + γ)(p2 + γ)
Qbb(x
′′′)
+4
∫
xx′x′′′
∑
abcd
∫
dp
(2pi)d
dq
(2pi)d
µiaµdjδ
−1
ab δ
−1
cd
eip(x−x′′′)+iq(x′′′−x′)
(q2 + γ)(p2 + γ)
Qbc(x
′′′)
=
4
γ2
∑
b
µ1bµb1Qbb(0) +
4
γ2
∑
bd
µ1bµd1Qbd(0)∫
xx′
µTD−1QD−1µ =
4(2n)Qbb(0) + 4((2n)
2 − (2n))Qbd(0)
γ2
(C.1.7)
The second term
∫
xx′ µ
T (D−1Q)2D−1µ is given by∫
xx′
µT
(
D−1Q
)2D−1µ = 2∫
xx′
µTA−1CA−1C−1A−1µ
+2
∫
xx′
µTA−1DA−1DA−1µ+ 4
∫
xx′
µTA−1CA−1DA−1µ. (C.1.8)
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Now, ∫
xx′
µTA−1CA−1C−1A−1µ
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia(A−1(x, x′′))ab
[
δbcQbb(x
′′)δx
′′x′′′
]
×(A−1(x′′′, x′′′′))cd
[
δdeQdd(x
′′′′)δx
′′′′x′′′′′
]
(A−1(x′′′′′, x′))efµfj
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia (δab)
−1 (δcd)
−1 (δef )
−1 δbcδde
×
∫
dp
(2pi)d
eip(x−x
′′)
p2 + γ
∫
dq
(2pi)d
eiq(x
′′′−x′′′′)
q2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
r2 + γ
×
[
Qbb(x
′′)δx
′′x′′′Qdd(x
′′′′)δx
′′′′x′′′′′
]
µfj
∫
xx′
µTA−1CA−1C−1A−1µ
= 4
∑
a
∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
µ1aµa1
Qaa(q − p)Qaa(r − q)δ(p)δ(r)
(p2 + γ)(q2 + γ)(r2 + γ)
= 4
∑
a
∫
dq
(2pi)d
µ1aµa1
Qaa(q)Qaa(−q)
γ2(q2 + γ)
. (C.1.9)
Also,∫
xx′
µTA−1DA−1DA−1µ
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia(A−1(x, x′′))ab
[
Qbc(x
′′)δx
′′x′′′
]
×(A−1(x′′′, x′′′′))cd
[
Qde(x
′′′′)δx
′′′′x′′′′′
]
(A−1(x′′′′′, x′))efµfj
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia (δab)
−1 (δcd)
−1 (δef )
−1
×
∫
dp
(2pi)d
eip(x−x
′′)
p2 + γ
∫
dq
(2pi)d
eiq(x
′′′−x′′′′)
q2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
r2 + γ
×
[
Qbc(x
′′)δx
′′x′′′Qde(x
′′′′)δx
′′′′x′′′′′
]
µfj
= 4
∑
bdf
∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
µ1bµf1
Qbd(q − p)Qdf (r − q)δ(p)δ(r)
(p2 + γ)(q2 + γ)(r2 + γ)
= 4
∑
bdf
∫
dq
(2pi)d
µ1bµf1
Qbd(q)Qdf (−q)
γ2(q2 + γ)
. (C.1.10)
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Finally,∫
xx′
µTA−1CA−1DA−1µ
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia(A−1(x, x′′))ab
[
δbcQbb(x
′′)δx
′′x′′′
]
×(A−1(x′′′, x′′′′))cd
[
Qde(x
′′′′)δx
′′′′x′′′′′
]
(A−1(x′′′′′, x′))efµfj
= 4
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
µia (δab)
−1 (δcd)
−1 (δef )
−1 δbc
×
∫
dp
(2pi)d
eip(x−x
′′)
p2 + γ
∫
dq
(2pi)d
eiq(x
′′′−x′′′′)
q2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
r2 + γ
×
[
Qbb(x
′′)δx
′′x′′′Qde(x
′′′′)δx
′′′′x′′′′′
]
µfj
= 4
∑
bf
∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
µ1bµf1
Qbb(q − p)Qbf (r − q)δ(p)δ(r)
(p2 + γ)(q2 + γ)(r2 + γ)
= 4
∑
bf
∫
dq
(2pi)d
µ1bµf1
Qbb(q)Qbf (−q)
γ2(q2 + γ)
. (C.1.11)
Therefore,∫
xx′
µT
(
D−1Q
)2D−1µ = 8∑
a
∫
dq
(2pi)d
µ1aµa1
Qaa(q)Qaa(−q)
γ2(q2 + γ)
+8
∑
bdf
∫
dq
(2pi)d
µ1bµf1
Qbd(q)Qdf (−q)
γ2(q2 + γ)
+16
∑
bf
∫
dq
(2pi)d
µ1bµf1
Qbb(q)Qbf (−q)
γ2(q2 + γ)
. (C.1.12)
We shall now evaluate the prefactor terms −1
2
tr lnD and 1
8
∫
xx′ µ
TD−1µ of our
partition functional (4.2.17). According to (3.1.21), in one dimension d = 1,
we have
tr lnD = 2n tr lnA(x, x′) = 2n
(
log
(
sinh
(√
ζL√
κ
))
− log
(√
ζL
pi
√
κ
))
.
(C.1.13)
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The pressure term is given by∫
xx′
µTD−1µ =
∑
a,b
∫
dxdx′ µia
(
A−1(x, x′)
)
ab
µbj
=
∑
a,b
∫
dxdx′µiaµbjδab−1
∫
dq
(2pi)d
eiq(x−x
′)
q2 + γ
=
∑
a
∫
dq
(2pi)d
µiaµbj
δ(q)δ(−q)
q2 + γ
=
2nµ2δ(0)
γ
(C.1.14)
C.2 Evaluation of Ω−1(q)
In this appendix we evaluate or simplify the quantity 1
Ω(q)
. This requires
Feynman’s parametric integral formula [82]
1
AaBb
=
Γ(a+ b)
Γ(a)Γ(b)
∫ 1
0
dx
xa−1(1− x)b−1
(Ax+B(1− x))a+b . (C.2.1)
Applying this result (C.2.1) to the expression
Ω−1(q) =
∫
dp
(2pi)d
1
(p2 + γ)((q − p)2 + γ) (C.2.2)
we obtain
1
Ω(q)
=
Γ(2)
∫
p
∫ 1
0
dx
1
((p2 + γ)− (p2 + γ)x+ ((q − p)2 + γ)x)2
=
Γ(2)
∫ 1
0
dx
∫
dp
(2pi)d
1
((q2 − 2pq)x+ p2 + γ)2 .
(C.2.3)
A completion of the square upon (p2 − 2pqx) result in
1
Ω(q)
=
Γ(2)
∫ 1
0
dx
∫
dp
(2pi)d
1
(p2 + γ + q2x(1− x))2 . (C.2.4)
Analogous to∫
dp
(2pi)d
1
p2 +m2
=
∫
p
∫ ∞
0
du exp
(−u(p2 +m2)) = pid/2md−2
(2pi)d
Γ(1− d/2)
(C.2.5)
where the integral representation for Γ(z) is
Γ(z) =
∫ ∞
0
du uz−1e−u. (C.2.6)
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The expression for 1
Ω(q)
(C.2.4) becomes
1
Ω(q)
=
Γ(2)
∫ 1
0
dx
∫
dp
(2pi)d
∫ ∞
0
du u exp
(−u(x(1− x)q2 + γ + p2))
=
Γ(2)
∫ 1
0
dx
∫ ∞
0
du
(pi/u)d/2
(2pi)d
u exp
(−u(x(1− x)q2 + γ)) . (C.2.7)
After a change of variables transformation on the exponential quantity we
obtain
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
∫ ∞
0
du u1−d/2e−u
∫ 1
0
dx
1
(x(1− x)q2 + γ) 4−d2
= Γ(2)
pid/2
(2pi)d
Γ
(
4− d
2
)∫ 1
0
dx
1
(x(1− x)q2 + γ) 4−d2
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
Γ
(α
2
)∫ 1
0
dx
1
(x(1− x)q2 + γ)α2 . (C.2.8)
After the approximate expansion of the following terms
1
(γ + q2x(1− x))α/2
= exp
{
−α
2
ln(γ + q2x(1− x))
}
≈ 1− α
2
ln(γ + q2x(1− x))
and from the Table of Integrals [80]
Γ(−m+ α/2)
≈ (−1)
m
m!
{
2
α
+ ψ(m+ 1) +
α
4
[
pi2
3
+ ψ2(m+ 1)− ψ′(m+ 1)
]}
where ψ(m + 1) = 1 + 1
2
+ · · · + 1
m
− 0.5772 , ψ′(m + 1) = pi2
6
− Σmk=1 1k2 .
Substituting these (C.2.9) and (C.2.9) on (C.2.8) yields
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
[
2
α
+ ψ(1)−
∫ 1
0
dx ln(x(1− x)q2 + γ)
]
.
(C.2.9)
The task that now remains is of evaluating the integral contained in (C.2.9).
Fortunately, we can evaluate this integral term
∫ 1
0
dx ln (γ + q2x(1− x)) using
the identity [83]∫ 1
0
dx ln
(
1 +
4
a
x(1− x)
)
= −2 +√1 + a ln
√
1 + a+ 1√
1 + a− 1 . (C.2.10)
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Therefore∫ 1
0
dx ln (γ + q2x(1− x)) = ln γ +
∫ 1
0
dx ln (1 + 4
1
4γ
q2x(1− x))
= ln (γ)− 2 +
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1
. (C.2.11)
Substituting this result into (C.2.9) we have
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
[
2
α
+ ψ(1)−
∫ 1
0
dx ln(x(1− x)q2 + γ)
]
1
Ω(q)
= Γ(2)
pid/2
(2pi)d
 2
α
+ ψ(1)− ln (γ) + 2−
√
1 +
4γ
q2
ln
√
1 + 4γ
q2
+ 1√
1 + 4γ
q2
− 1

(C.2.12)
C.3 Evaluation of S1[d = 1]
In this section we perform substitution to the conclusion of the integration
evaluation of the below quantity
S1 ≈ − 2n
2(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− µ
2
γ3
+
(
µ2
γ4
+
(4pi)α/2
48pi2γ
)
q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− µ
2
γ2q2
− (4pi)
α/2
8pi2
×
{
2
α
+ ψ(1)− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (C.3.1)
In the one dimension, d = 1, scenario we have
S1[d = 1] ≈ −(2n)L√
8pi
{∫ 1√
1/4γ
0
dq ln
[
1
∆
− µ
2
γ3
+
(
µ2
γ4
+
(4pi)3/2
48pi2γ
)
q2
− (4pi)
3/2
8pi2
{
2
3
− 0.577− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq ln
[
1
∆
− µ
2
γ2q2
− (4pi)
3/2
8pi2
×
{
2
3
− 0.577− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
.
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S1[d = 1] ≈ −(2n)L√
8pi
−4
√
βkρ0
1
+
4
√
6
√
βkρ0
√
1
√
β2k2
R
√
24
√
pi
2
µ2 + β3k3ρ30
× tan−1

√
β2k2
R
√
βkρ0
√
24
√
piµ2 + β3k3ρ30
√
6
√
βkρ0
√
−β5ck5ρ30
4R
+
β5k5ρ30 log(βkρ0)
4R
+
√
pi
(
β3k3ρ30 − β
2k2µ2
R
)

×
√
−β
5ck5ρ30
4R
+
β5k5ρ30 log (βkρ0)
4R
+
√
pi
(
β3k3ρ30 −
β2k2µ2
R
)
+2
√
βkρ0 log
 log (βkρ0)− c√
pi
+
4βkρ0
(
4µ2
β4k4ρ40
+ 1
6
√
piβkρ0
)
1
− 4µ
2
β3k3ρ30
+
4R
β2k2

−(2n)L√
8pi
∫ Λ
1√
1/4γ
dq ln
[
1
∆
− µ
2
γ21q2
− (4pi)
3/2
8pi2
×
{
2
3
− 0.577− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (C.3.2)
The cut-off Λ integral component we shall evaluate numerically.
C.4 Evaluation of S2[d = 1]
In this section we perform substitution to the integration evaluation of the
below quantity. In dimension d = 1. The component 2n
4
∑
q ln
(
1
∆
− 2Ω−1(q))
is further given by
2n
4
∑
q
ln
(
1
∆
− 2Ω−1(q)
)
=
2n
4
∑
q
ln
(
1
∆
− 2Ω−1(q)
)
≈ (2n)L√
32pi{∫ 1√
1/4γ
0
dq ln
[
1
∆
+
(4pi)3/2q2
48pi2γ
− (4pi)
3/2
8pi2
{
2
3
− 0.577− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq ln
[
1
∆
− (4pi)
3/2
8pi2
×
{
2
3
− 0.577− ln (γ) + 2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
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≈ (2n)L√
32pi
[
2
√
βkρ log
(
log (βkρ)− c√
pi
+
2
3
√
pi
+
4R
β2k2
)
+
4
√
6
√
βkρ
√
−β2ck2
4R
+
√
pi + β
2k2 log(βkρ)
4R
√
κ
√
β2k2
R
× tan−1
 √κ
√
β2k2
R
√
βkρ
√
6
√
βkρ
√
−β2ck2
4R
+
√
pi + β
2k2 log(βkρ)
4R

−4
√
βkρ
]
+
(2n)L√
32pi
∫ Λ
1√
1/4γ
dq ln
[
1
∆
− (4pi)
3/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
+2−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
. (C.4.1)
The component−2n
4
∑
q
(
1
∆
−2Ω−1(q)− µ2
γ2(q2+γ)
)−1
µ4
γ4(q2+γ)2
+ µ
2
γ2(q2+γ)
1
∆
−2Ω−1(q) , that is, equa-
tion (4.2.37) becomes equivalent to
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−(2n)L√
32pi
{∫ 1√
1/4γ
0
dq
(
µ4
γ6
− 2µ4κq2
γ7
)
[
1
∆
−µ2
γ3
+
(
µ2κ
γ4
+
(4pi)3/2
48pi2γκ
)
q2− (4pi)3/2
8pi2
{ 23−0.577−ln(γ)}
] + µ2
γ3
− µ2κq2
γ4[
1
∆
+ (4pi)
3/2q2
48pi2γκ
− (4pi)3/2
8pi2
{
2
3
− 0.577− ln (γ)}]
+
∫ Λ
1√
1/4γ
dq
µ4
γ4q4[
1
∆
− µ2
γ2κq2
− (4pi)3/2
8pi2
{
2
3
−0.577−ln(γ)+2−
(
1+ 1
2
4
q2
)
ln
(
1+ q
2
2γ
)}] + µ2γ2κq2[
1
∆
− (4pi)3/2
8pi2
{
2
3
− 0.577− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}]

≈ −(2n)L√
32pi
6
√
piµ2
βkρ30R

48
√
6
√
βkρ0
(
−β2ck2
4R
+
√
pi + β
2k2 log(βkρ0)
4R
)3/2
√
κ
(
β2k2
R
)3/2 (
−3β2ck2
2R
+ 6
√
pi + 3β
2k2 log(βkρ0)
2R
+ β
2k2
4R
)
× tan−1
 √κ
√
β2k2
R
√
βkρ0
√
6
√
βkρ0
√
−β2ck2
4R
+
√
pi + β
2k2 log(βkρ0)
4R
− 8R√βkρ0
β2k2
+
√
2
3
√
βkρ0
(
β3k3ρ30
(
−3β2ck2
R
+ 12
√
pi + β
2k2
4R
)
+
3β5k5ρ30 log(βkρ0)
R
− 6
√
piβ2k2µ2
R
)
√
κ
√
β2k2
R
√
24
√
piµ2 + β3k3ρ30
(
−3β2ck2
2R
+ 6
√
pi + 3β
2k2 log(βkρ0)
2R
+ β
2k2
4R
)
×
tan−1
 √κ√β2k2R √βkρ0√24√piµ2+β3k3ρ30
√
6
√
βkρ0
√
−β
5ck5ρ30
4R
+
β5k5ρ30 log(βkρ0)
4R
+
√
pi
(
β3k3ρ30−β
2k2µ2
R
)

√
−β5ck5ρ30
4R
+
β5k5ρ30 log(βkρ0)
4R
+
√
pi
(
β3k3ρ30 − β
2k2µ2
R
)
−(2n)L√
32pi
∫ Λ
1√
1/4γ
dq
µ4
γ4q4[
1
∆
− µ2
γ2κq2
− (4pi)3/2
8pi2
{
2
3
−0.577−ln(γ)+2−
(
1+ 1
2
4
q2
)
ln
(
1+ q
2
2γ
)}] + µ2γ2κq2[
1
∆
− (4pi)3/2
8pi2
{
2
3
− 0.577− ln (γ) + 2−
(
1 + 1
2
4
q2
)
ln
(
1 + q
2
2γ
)}](C.4.2)
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Components for wRSB
D.1 tr lnM and
∫
dxdx′ µTM−1(x, x′)µ
tr lnM(x, x′) ≈ tr lnD+ tr (D−1Q)− 1
2
tr
(
D−1Q
)2
. (D.1.1)
We shall begin with the tr (D−1Q) term. This requires the determination of
the product D−1Q. This is given by
D−1Q =
( [
δijδ
xx′ (γ − ∂xx)
]−1
0
0
[
δijδ
xx′ (γ − ∂xx)
]−1
)
× 2δijQ(1)ii (x)δxx′ 2((Q(s)ij (x) +Q(a)ij (x)) δxx′)
2
((
Q
(s)
ij (x)−Q(a)ij (x)
)
δxx
′
)
2δijQ
(2)
ii (x)δ
xx′
 .
(D.1.2)
In shorthand notation
D−1Q =
(
A−1(x, x′) 0
0 B−1(x, x′)
)(
C(x, x′) D(x, x′)
E(x, x′) F(x, x′)
)
= 2
∫
dx′′
∑
l
(
(A−1)il(x, x′′)Clj(x′′, x′) (A−1)il(x, x′′)Dlj(x′′, x′)
(B−1)il(x, x′′)Elj(x′′, x′) (B−1)il(x, x′′)Flj(x′′, x′)
)
.
(D.1.3)
Upon performing a partial re-substitution on equation(D.1.3) in order to or-
ganize the important elements when tracing we have
D−1Q = 2
∫
dx′′
∑
l
×
129
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX D. COMPONENTS FOR WRSB 130
(
(A−1)il(x, x′′)[δljQ(1)ll (x′′)δx
′′x′ ] (A−1)il(x, x′′)[(Q(s)lj (x′′) +Q
(a)
lj (x
′′))δx
′′x′ ]
(A−1)il(x, x′′)[(Q(s)lj (x′′)−Q(a)lj (x′′))δx
′′x′ ] (A−1)il(x, x′′)[δljQ(2)ll (x′′)δx
′′x′ ]
)
(D.1.4)
Subsequently, tr (D−1Q) in the expression of tr lnM(x, x′) equation (D.1.1)
becomes
tr
(
D−1Q
)
= 2
∫
dx′dx′′
∑
lm
[
(A−1)ml(x′, x′′)[δlmQ(1)ll (x
′′)δx
′′x′ ]
+(A−1)ml(x′, x′′)[δlmQ(2)ll (x
′′)δx
′′x′ ]
]
= 2
∫
dx′dx′′
∑
lm
∫
dqdr
(2pi)2d
eiq(x′−x′′)+ir(x′′−x′)
κq2 + γ
δ−1ml δml
× (Q(1)mm(x′′) +Q(2)mm(x′′)) δx′′x′
= 2
∑
i
∫
dq
(2pi)d
(
Q˜
(1)
ii (0) + Q˜
(2)
ii (0)
)
κq2 + γ
. (D.1.5)
We have, again, made used of the identity (A−1)fg(x′, x′′) =
∫
dp
(2pi)d
eip(x
′−x′′)
(κp2+γ)
δ−1fg
and the Fourier representation of the delta function δx′′x′ . We take note that
the term is linear in Qii and has no contribution from Qij. We now proceed
to tr (D−1Q)2 = tr D−1QD−1Q starting with the product (D−1Q)2 given by(
D−1Q
)2 ≡ 4∫ dx′′ . . . dx′′′′∑
ghi
(
maghib(x, . . . , x
′) naghib(x, . . . , x′)
oaghib(x, . . . , x
′) paghib(x, . . . , x′)
)
.
(D.1.6)
Since our goal is calculating the trace tr (D−1Q)2 we shall here only determine
the diagonal terms 4
∫
dx′′ . . . dx′′′′
∑
ghimaghib(x, . . . , x
′) and
4
∫
dx′′ . . . dx′′′′
∑
ghi paghib(x, . . . , x
′) of this product (D−1Q)2. The first term
is given by
4
∫
dx′′ . . . dx′′′′
∑
ghi
maghib(x, . . . , x
′)
= 4
∫
dx′′ . . . dx′′′′
∑
ghi
(A−1)ag(x, x′′)[δghQ(1)gg (x′′)δx
′′x′′′ ]
×(A−1)hi(x′′′, x′′′′)[δibQ(1)ii (x′′′′)δx
′′′′x′ ]
+4
∫
dx′′ . . . dx′′′′
∑
ghi
(A−1)ag(x, x′′)
[(
Q
(s)
gh (x
′′) +Q(a)gh (x
′′)
)
δx
′′x′′′
]
×(A−1)hi(x′′′, x′′′′)
[(
Q
(s)
ib (x
′′′′)−Q(a)ib (x′′′′)
)
δx
′′′′x′
]
. (D.1.7)
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Similarly, the second term is given by
4
∫
dx′′ . . . dx′′′′
∑
ghi
paghib(x, . . . , x
′)
= 4
∫
dx′′ . . . dx′′′′
∑
ghi
(A−1)ag(x, x′′)
[(
Q
(s)
gh (x
′′)−Q(a)gh (x′′)
)
δx
′′x′′′
]
×(A−1)hi(x′′′, x′′′′)
[(
Q
(s)
ib (x
′′′′) +Q(a)ib (x
′′′′)
)
δx
′′′′x′
]
+4
∫
dx′′ . . . dx′′′′
∑
ghi
(A−1)ag(x, x′′)[δghQ(2)gg (x′′)δx
′′x′′′ ]
×(A−1)hi(x′′′, x′′′′)[δibQ(2)ii (x′′′′)δx
′′′′x′ ] (D.1.8)
Performing the trace tr the term−1
2
tr (D−1Q)2 in the expression of tr lnM(x, x′)
(D.1.1) then becomes
−1
2
tr
(
D−1Q
)2
= −2
∫
dx′dx′′ . . . dx′′′′
∑
fghi
{
(A−1)fg(x′, x′′)[δghQ(1)gg (x′′)δx
′′x′′′ ]
×(A−1)hi(x′′′, x′′′′)[δifQ(1)ii (x′′′′)δx
′′′′x′ ] + (A−1)fg(x′, x′′)[δghQ(2)gg (x′′)δx
′′x′′′ ]
× (A−1)hi(x′′′, x′′′′)[δifQ(2)ii (x′′′′)δx
′′′′x′ ]
}
−2
∫
dx′dx′′ . . . dx′′′′
∑
fghi
{
(A−1)fg(x′, x′′)
[(
Q
(s)
gh (x
′′) +Q(a)gh (x
′′)
)
δx
′′x′′′
]
×(A−1)hi(x′′′, x′′′′)
[(
Q
(s)
if (x
′′′′)−Q(a)if (x′′′′)
)
δx
′′′′x′
]
+(A−1)fg(x′, x′′)
[(
Q
(s)
gh (x
′′)−Q(a)gh (x′′)
)
δx
′′x′′′
]
× (A−1)hi(x′′′, x′′′′)
[(
Q
(s)
if (x
′′′′) +Q(a)if (x
′′′′)
)
δx
′′′′x′
]}
. (D.1.9)
Yet again upon the application of the identity (A−1)fg(x′, x′′) = 1(2pi)d
∫
dp eip(x
′−x′′)
(κp2+γ)
δ−1fg
and the Fourier representation of the delta function δx′′x′′′ we obtain
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−1
2
tr
(
D−1Q
)2
= −2
∫
dx′ . . . dx′′′′
∑
fghi
(∫
dp
(2pi)d
dq
(2pi)d
dr
(2pi)d
ds
(2pi)d
δ−1fg δ
−1
hi δghδif
×e
ip(x′−x′′)+iq(x′′′−x′′′′)+ir(x′′−x′′′)+is(x′′′′−x′)
(q2 + γ)(κp2 + γ)
(
Q
(1)
ii (x
′′)Q(1)ii (x
′′′′)
+Q
(2)
ii (x
′′)Q(2)ii (x
′′′′)
)
−4
∫
x′ x′′
x′′′ x′′′′
∑
gi
1
(2pi)2d
∫
dp dq
eip(x
′−x′′)+iq(x′′′−x′′′′)
(κp2 + γ)(q2 + γ)
×
(
Q
(s)
gi (x
′′)Q(s)ig (x
′′′′)−Q(a)gi (x′′)Q(a)ig (x′′′′)
)
δx
′′x′′′δx
′′′′x′
= −2
∑
i
∫
dp dq
(2pi)2d
(
Q˜
(1)
ii (q)Q˜
(1)
ii (−q) + Q˜(2)ii (q)Q˜(2)ii (−q)
)
(κp2 + γ)(κ(q − p)2 + γ)
−4
∑
gi
∫
dp dq
(2pi)2d
(
Q˜
(s)
ig (q)Q˜
(s)
ig (−q) + Q˜(a)ig (q)Q˜(a)ig (−q)
)
(κp2 + γ)(κ(q − p)2 + γ) . (D.1.10)
Collecting the results (D.1.5) and (D.1.10) of tr (D−1Q) and −1
2
tr (D−1Q)2,
respectively, we obtain for tr lnM(x, x′) equation (D.1.1)
tr lnM(x, x′)
≈ tr lnD+ tr (D−1Q)− 1
2
tr
(
D−1Q
)2
≈ 2n tr lnA(x, x′) + 2
∫ ∑
m
dq
(2pi)d
(
Q˜
(1)
mm(0) + Q˜
(2)
mm(0)
)
κq2 + γ
−2
∑
i
m=1,2
∫
dq
(2pi)d
Q˜
(m)
ii (q)Ω
−1(q)Q˜(m)ii (−q)
−4
∑
gi
m=s,a
∫
dq
(2pi)d
Q˜
(m)
ig (q)Ω
−1(q)Q˜(m)ig (−q). (D.1.11)
where Ω−1(q) =
∫
dp
(2pi)d
1
(κp2+γ)(κ(q−p)2+γ) .
Since we have now achieved our goal with the tr lnM(x, x′) term in (4.3.2).
We shall now proceed to the next term
∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
.
The basis of the evaluation of this term is similar to the previous one. That
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is, ∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
=
=
∫
dxdx′
(
µ
µ
)T [
D
(
1 + D−1Q
)]−1( µ
µ
)
=
∫
dxdx′
(
µ
µ
)T [(
1 + D−1Q
)−1D−1]( µ
µ
)
≈
∫
dxdx′
(
µ
µ
)T [(
1− D−1Q+ 1
2
(
D−1Q
)2)D−1]( µ
µ
)
(D.1.12)
Therefore, the integrals that we need to evaluate are
Θ =
∫
dxdx′
(
µ
µ
)T
D−1
(
µ
µ
)
and Λ =
∫
dxdx′
(
µ
µ
)T
(D−1Q)D−1
(
µ
µ
)
as well as Ξ =
∫
dxdx′
(
µ
µ
)T
(D−1Q)2D−1
(
µ
µ
)
.
The first term Θ is evaluated as follows
Θ =
∫
dxdx′
(
µ
µ
)T
D−1
(
µ
µ
)
=
∫
dxdx′
(
µ
µ
)T( A−1(x, x′) 0
0 A−1(x, x′)
)(
µ
µ
)
= 2
∫
dxdx′ µTA−1(x, x′)µ = 2
∑
ab
∫
dxdx′ µia
(
A−1(x, x′)
)
ab
µbj
Θ = 2µ2
∑
ab
∫
dxdx′
∫
dq
(2pi)d
eiq(x−x
′)
κq2 + γ
δ−1ab = 2nµ
2 δ(0)
γ
. (D.1.13)
We then proceed to the second term Λ evaluation. Fortunately, we have
already determined the product D−1Q in equation (D.1.4). Subsequently we
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have, where a partial substitution has been implemented,
Λ =
∫
dxdx′
 µ
µ
T(D−1Q)D−1
 µ
µ

= 2
∫
xx′
 µ
µ
T ×
 A−1(x, x′) [δijQ(1)ii δxx′]A−1(x, x′)
A−1(x, x′)
[(
Q
(s)
ij −Q(a)ij
)
δxx
′
]
A−1(x, x′)
A−1(x, x′)
[(
Q
(s)
ij +Q
(a)
ij
)
δxx
′
]
A−1(x, x′)
A−1(x, x′)
[
δijQ
(2)
ii δ
xx′
]
A−1(x, x′)
 µ
µ
 .
After performing the matrix product we obtain the following expression for Λ.
Λ = 2
∫
xx′
{
µTA−1(x, x′)
[
δijQ
(1)
ii δ
xx′
]
A−1(x, x′)µ
+µTA−1(x, x′)
[(
Q
(s)
ij +Q
(a)
ij
)
δxx
′]
A−1(x, x′)µ
+µTA−1(x, x′)
[
δijQ
(2)
ii δ
xx′
]
A−1(x, x′)µ
+µTA−1(x, x′)
[(
Q
(s)
ij −Q(a)ij
)
δxx
′]
A−1(x, x′)µ
}
= 2
∫
xx′
{
µTA−1(x, x′)
[
δij
(
Q
(1)
ii +Q
(2)
ii
)
δxx
′]
A−1(x, x′)µ
+µTA−1(x, x′)
[
2Q
(s)
ij δ
xx′
]
A−1(x, x′)µ
}
.
(D.1.14)
Performing the detailed element wise product of the matrices we obtain
Λ = 2
∑
abcd
∫
xx′
x′′x′′′
µia(A−1(x, x′′))ab
[
δbc
(
Q
(1)
bb (x
′′) +Q(2)bb (x
′′)
)
δx
′′x′′′
]
×(A−1(x′′′, x′))cdµdj
+4
∑
abcd
∫
xx′
x′′x′′′
µia(A−1(x, x′′))ab
[
Q
(s)
bc (x
′′)δx
′′x′′′
]
(A−1(x′′′, x′))cdµdj .
(D.1.15)
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Once again, upon the application identity for (A−1(x, x′′))ab we obtain
Λ = 2µ2
∑
abcd
∫
xx′
x′′x′′′
(δab)
−1 (δcd)−1 δbc
∫
dp
(2pi)d
eip(x−x′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′)
κq2 + γ
×
[(
Q
(1)
bb (x
′′) +Q(2)bb (x
′′)
)
δx
′′x′′′
]
+4µ2
∑
abcd
∫
xx′
x′′x′′′
(δab)
−1 (δcd)−1
∫
dp
(2pi)d
eip(x−x′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′)
κq2 + γ[
Q
(s)
bc (x
′′)δx
′′x′′′
]
,
(D.1.16)
further,
Λ = 2µ2
∑
a
∫
xx′
x′′′
∫
dp
(2pi)d
eip(x−x′′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′)
κq2 + γ
×
(
Q(1)aa (x
′′′) +Q(2)aa (x
′′′)
)
+4µ2
∑
bc
∫
xx′
x′′′
∫
dp
(2pi)d
eip(x−x′′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′)
κq2 + γ
Q
(s)
bc (x
′′′)
= 2µ2
∑
a
∫
dp dq
(2pi)2d
δ(p)δ(−q)
(κp2 + γ)(q2 + γ)
(
Q(1)aa (q − p) +Q(2)aa (q − p)
)
+4µ2
∑
bc
∫
dp dq
(2pi)2d
δ(p)δ(−q)
(κp2 + γ)(q2 + γ)
Q
(s)
bc (q − p)
= 2µ2
∑
a
(
Q
(1)
aa (0) +Q
(2)
aa (0)
)
γ2
+ 4µ2
∑
bc
Q
(s)
bc (0)
γ2
Λ = 2nµ2
(
Q
(1)
aa (0) +Q
(2)
aa (0)
)
γ2
+ 4(n2 − n)µ2Q
(s)
bc (0)
γ2
. (D.1.17)
We are now left with the final term Ξ to evaluate. In condensed form
Ξ =
∫
dxdx′
(
µ
µ
)T (
D−1Q
)2D−1( µ
µ
)
=
∫
dxdx′
(
µ
µ
)T( I J
K L
)(
µ
µ
)
, (D.1.18)
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where according to (D.1.3)
I = A−1(x, x′)C(x, x′)A−1(x, x′)C(x, x′)A−1(x, x′)
+A−1(x, x′)D(x, x′)A−1(x, x′)E(x, x′)A−1(x, x′)
J = A−1(x, x′)C(x, x′)A−1(x, x′)D(x, x′)A−1(x, x′)
+A−1(x, x′)D(x, x′)A−1(x, x′)F(x, x′)A−1(x, x′)
K = A−1(x, x′)E(x, x′)A−1(x, x′)C(x, x′)A−1(x, x′)
+A−1(x, x′)F(x, x′)A−1(x, x′)E(x, x′)A−1(x, x′)
L = A−1(x, x′)E(x, x′)A−1(x, x′)D(x, x′)A−1(x, x′)
+A−1(x, x′)F(x, x′)A−1(x, x′)F(x, x′)A−1(x, x′).
(D.1.19)
Therefore,
Ξ =
∫
dxdx′
(
µ
µ
)T( I J
K L
)(
µ
µ
)
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=
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
{
µia(A−1(x, x′′))abCbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Cde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abDbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Ede(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abCbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Dde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abDbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Fde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abEbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Cde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abFbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Ede(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abEbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
×Dde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
+µia(A−1(x, x′′))abFbc(x′′, x′′′)(A−1(x′′′, x′′′′))cd
× Fde(x′′′′, x′′′′′)(A−1(x′′′′′, x′))efµfj
}
.(D.1.20)
We shall now combine terms of similar structure with the application of the
identity for (A−1(x, x′′))ab. Beginning with terms 2 and 7 we have
T2+7 = 4µ
2
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
(δab)
−1 (δcd)
−1 (δef )
−1
×
∫
dp
(2pi)d
eip(x−x
′′)
κp2 + γ
∫
dq
(2pi)d
eiq(x
′′′−x′′′′)
κq2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
κr2 + γ
×
[(
Q
(s)
bc (x
′′) +Q(a)bc (x
′′)
)
δx
′′x′′′
(
Q
(s)
de (x
′′′′)−Q(a)de (x′′′′)
)
δx
′′′′x′′′′′
+
(
Q
(s)
bc (x
′′)−Q(a)bc (x′′)
)
δx
′′x′′′
(
Q
(s)
de (x
′′′′) +Q(a)de (x
′′′′)
)
δx
′′′′x′′′′′
]
.
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Evaluating this further,
T2+7 = 8µ
2
∑
bce
∫
xx′
x′′′x′′′′′
∫
dp dq dr
(2pi)3d
eip(x−x
′′′)+iq(x′′′−x′′′′′)+ir(x′′′′′−x′)
(κp2 + γ)(q2 + γ)(κr2 + γ)
×
(
Q
(s)
bc (x
′′′)Q(s)ce (x
′′′′′)−Q(a)bc (x′′′)Q(a)ce (x′′′′′)
)
= 8µ2
∑
bce
∫
dp dq dr
(2pi)3d
δ(p)δ(−r)
(κp2 + γ)(q2 + γ)(κr2 + γ)
×
(
Q
(s)
bc (q − p)Q(s)ce (r − q)−Q(a)bc (q − p)Q(a)ce (r − q)
)
= 8µ2
∑
bce
∫
dq
(2pi)d
(
Q
(s)
bc (q)Q
(s)
ce (−q)−Q(a)bc (q)Q(a)ce (−q)
)
γ2(q2 + γ)
T2+7 = 8µ
2
∑
bce
∫
dq
(2pi)d
(
Q
(s)
bc (q)Q
(s)
ec (−q) +Q(a)bc (q)Q(a)ec (−q)
)
γ2(q2 + γ)
. (D.1.21)
Symmetry properties have been applied to reach the final step equation (D.1.21).
We similarly evaluate the combination of terms 4 and 6
T4+6 = 4µ
2
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
(δab)
−1 (δcd)
−1 (δef )
−1
×
∫
dp
(2pi)d
eip(x−x
′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′′′′)
κq2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
κr2 + γ
×
[(
Q
(s)
bc (x
′′) +Q(a)bc (x
′′)
)
δx
′′x′′′
(
δdeQ
(2)
dd (x
′′′′)
)
δx
′′′′x′′′′′
+
(
δbcQ
(2)
bb (x
′′)
)
δx
′′x′′′
(
Q
(s)
de (x
′′′′)−Q(a)de (x′′′′)
)
δx
′′′′x′′′′′
]
T4+6 = 4µ
2
∑
abcdef
∫
dp dq dr
(2pi)3d
δ(p)δ(−r)(δab)−1(δcd)−1(δef )−1
(κp2 + γ)(q2 + γ)(κr2 + γ)
×
[(
Q
(s)
bc (q − p) +Q(a)bc (q − p)
)(
δdeQ
(2)
dd (r − q)
)
+
(
δbcQ
(2)
bb (q − p)
)(
Q
(s)
de (r − q)−Q(a)de (r − q)
)]
T4+6 = 4µ
2
∑
be
∫
dq
(2pi)d
(
Q
(s)
be (q) +Q
(a)
be (q)
)(
Q
(2)
ee (−q)
)
γ2(q2 + γ)
+4µ2
∑
ce
∫
dq
(2pi)d
(
Q
(2)
cc (q)
)(
Q
(s)
ce (−q)−Q(a)ce (−q)
)
γ2(q2 + γ)
. (D.1.22)
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Similarly evaluating combination of terms 3 and 5 we have
T3+5 = 4µ
2
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
(δab)
−1 (δcd)
−1 (δef )
−1
×
∫
dp
(2pi)d
eip(x−x
′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′′′′)
κq2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
κr2 + γ
×
[(
Q
(s)
bc (x
′′)−Q(a)bc (x′′)
)
δx
′′x′′′
(
δdeQ
(1)
dd (x
′′′′)
)
δx
′′′′x′′′′′
+
(
δbcQ
(1)
bb (x
′′)
)
δx
′′x′′′
(
Q
(s)
de (x
′′′′) +Q(a)de (x
′′′′)
)
δx
′′′′x′′′′′
]
T3+5 = 4µ
2
∑
be
∫
dq
(2pi)d
(
Q
(s)
be (q)−Q(a)be (q)
)(
Q
(1)
ee (−q)
)
γ2(q2 + γ)
+4µ2
∑
ce
∫
dq
(2pi)d
(
Q
(1)
cc (q)
)(
Q
(s)
ce (−q) +Q(a)ce (−q)
)
γ2(q2 + γ)
. (D.1.23)
Concluding with evaluating the combination of terms terms 1 and 8 we
have
T1+8 = 4µ
2
∑
abcdef
∫
xx′x′′
x′′′x′′′′x′′′′′
(δab)
−1 (δcd)
−1 (δef )
−1 δbcδde
×
∫
dp
(2pi)d
eip(x−x
′′)
κp2 + γ
∫
dp
(2pi)d
eiq(x
′′′−x′′′′)
κq2 + γ
∫
dr
(2pi)d
eir(x
′′′′′−x′)
κr2 + γ
×
[
Q
(2)
bb (x
′′)δx
′′x′′′Q
(2)
dd (x
′′′′)δx
′′′′x′′′′′
+Q
(1)
bb (x
′′)δx
′′x′′′Q
(1)
dd (x
′′′′)δx
′′′′x′′′′′
]
T1+8 = 4µ
2
∑
a
∫
dq
(2pi)d
(
Q
(1)
aa (q)Q
(1)
aa (−q) +Q(2)aa (q)Q(2)aa (−q)
)
γ2(q2 + γ)
. (D.1.24)
Collecting terms together for Ξ from (D.1.24), (D.1.23), (D.1.22) and (D.1.21)
we have
Ξ = T1+8 + T3+5 + T4+6 + T2+7 (D.1.25)
Finally collecting the results for Θ , Λ and Ξ from equations (D.1.13),
(D.1.17) and (D.1.25), respectively, we obtain∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
= Θ− Λ + 1
2
Ξ, (D.1.26)
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equivalent to,∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
=
2nµ2δ(0)
γ
− 2nµ2
(
Q
(1)
aa (0) +Q
(2)
aa (0)
)
γ2
− 4(n2 − n)µ2Q
(s)
bc (0)
γ2
+4µ2
∑
bce
∫
dq
(2pi)d
(
Q
(s)
bc (q)Q
(s)
ec (−q) +Q(a)bc (q)Q(a)ec (−q)
)
γ2(q2 + γ)
+2µ2
∑
be
∫
dq
(2pi)d
(
Q
(s)
be (q) +Q
(a)
be (q)
)(
Q
(2)
ee (−q)
)
γ2(q2 + γ)
+2µ2
∑
ce
∫
dq
(2pi)d
(
Q
(2)
cc (q)
)(
Q
(s)
ce (−q)−Q(a)ce (−q)
)
γ2(q2 + γ)
+2µ2
∑
be
∫
dq
(2pi)d
(
Q
(s)
be (q)−Q(a)be (q)
)(
Q
(1)
ee (−q)
)
γ2(q2 + γ)
+2µ2
∑
ce
∫
dq
(2pi)d
(
Q
(1)
cc (q)
)(
Q
(s)
ce (−q) +Q(a)ce (−q)
)
γ2(q2 + γ)
+2µ2
∑
a
∫
dq
(2pi)d
(
Q
(1)
aa (q)Q
(1)
aa (−q) +Q(2)aa (q)Q(2)aa (−q)
)
γ2(q2 + γ)
.(D.1.27)
This can be further reduced to∫
dxdx′
(
µ
µ
)T
M−1(x, x′)
(
µ
µ
)
=
2nµ2δ(0)
γ
− 4(n2 − n)µ2Q
(s)
bc (0)
γ2
− 2nµ2
(
Q
(1)
aa (0) +Q
(2)
aa (0)
)
γ2
+2µ2
∑
a
∫
dq
(2pi)d
(
Q
(1)
aa (q)Q
(1)
aa (−q) +Q(2)aa (q)Q(2)aa (−q)
)
γ2(q2 + γ)
+4µ2
∑
bce
∫
dq
(2pi)d
(
Q
(s)
bc (q)Q
(s)
ec (−q) +Q(a)bc (q)Q(a)ec (−q)
)
γ2(q2 + γ)
+4µ2
∑
be
∫
dq
(2pi)d
(
Q
(1)
ee (−q) +Q(2)ee (−q)
)
Q
(s)
eb (q)
γ2(q2 + γ)
. (D.1.28)
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D.2 Evaluation of Zn[Qii][d = 1]
In this section we perform substitution to the conclusion of the integration
evaluation of the below quantity 〈Zn[Qii]〉
〈Zn[Qii]〉 ≈ − nL
d
(2pi)d/2Γ(d/2)
{∫ 1√
1/4γ
0
dq qd−1 ln
[
1
∆
− 2µ
2
γ3
+
(
2µ2κ
γ4
+
(4pi)α/2
48pi2γκ
)
q2
− (4pi)
α/2
8pi2
{
2
α
+ ψ(1)− ln (γ)
}]
+
∫ Λ
1√
1/4γ
dq qd−1 ln
[
1
∆
− 2µ
2
γ2κq2
− (4pi)
α/2
8pi2κ
{
2
α
+ ψ(1)− ln (γ) + 2
−
(
1 +
1
2
4
q2
)
ln
(
1 +
q2
2γ
)}]}
.(D.2.1)
In one dimension, d = 1, 〈Zn[Qii]〉 becomes
≈ − nL√
2pi

√
βkρ0
√
−β2k2(ρ
3
0(β3ck3−β3k3 log(βkρ0κ )−4
√
piβkR)+8
√
piµ2)
R√
κ
√
β2k2
R
√
48
√
piµ2 + β3k3ρ30
×
2
√
6 tan−1

√
2
3
√
κ
√
β2k2
R
√
βkρ0
κ
√
48
√
piµ2 + β3k3ρ30
√
βkρ0
√
−β2k2(ρ
3
0(β3ck3−β3k3 log(βkρ0κ )−4
√
piβkR)+8
√
piµ2)
R

−
√
κ
√
β2k2
R
√
βkρ0
κ
√
48
√
piµ2 + β3k3ρ30
√
κ
√
β2k2
R
√
48
√
piµ2 + β3k3ρ30
×
(
−2 log
(
−c + 2
3
+
24
√
piµ2
β3k3ρ30
+
4
√
piR
β2k2
+
log
(
βkρ0
κ
))
+ 4 + log(pi)
)
+
∫ Λ√
4βkρ0
κ
log
−b− log (βkρ0κ )−
(
2βkρ0
κq2
+ 1
)
log
(
κq2
2βkρ0
+ 1
)
√
pi
− 8µ
2
β2κk2q2ρ20
+
4R
β2k2
 dq
 (D.2.2)
D.3 Evaluation of Zn[Q(s)ij [d = 1]
In this section we perform substitution to the conclusion of the integration
evaluation of 〈Zn[Q(s)ij ]〉 in equation (4.3.8).
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In one dimension, d = 1, (where we have combined with the similar term
from the antisymmetric contribution below), d = 1, 〈Zn[Q(s)ij ]〉 becomes
≈ + nL√
8pi
{
2
√
βkρ0
κ
log
(
−2
(
c− log (βkρ0
κ
))
√
pi
+
4
3
√
pi
+
4R
β2k2
)
+
4
√
3
√
βkρ0
√
−β2ck2
2R
+
√
pi +
β2k2 log(βkρ0κ )
2R√
κ
√
β2k2
R
× tan−1
 √κ
√
β2k2
R
√
βkρ0
κ
√
3
√
βkρ0
√
−β2ck2
2R
+
√
pi +
β2k2 log(βkρ0κ )
2R
− 4√βkρ0
κ
+
∫ Λ√
4βkρ0
κ
log
 4R
β2k2
−
2
(
b− log (βkρ0
κ
)− (2βkρ0
κq2
+ 1
)
log
(
κq2
2βkρ0
+ 1
))
√
pi
 dq

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− nL√
32pi
 32
√
piµ2
k3β3
√
k2β2
R
ρ30
1
R
√
κ
√
k3β3ρ30 + 48µ
2
√
pi 1(
k3β3ρ30 − 16
(
−3ck2β2
2R
+ k
2β2
4R
+ 3
√
pi
)
µ2 − 24k2β2µ2 log(
kβρ0
κ )
R
)
1√
k5 log( kβρ0κ )ρ30β5
4R
− ck5ρ30β5
4R
+
√
pi
(
k3β3ρ30 − 2k
2β2µ2
R
)
[
k2
(
−3k
5 log
(
kβρ0
κ
)
ρ30β
5
R
+ k3
(
3ck2β2
R
− k
2β2
4R
− 12√pi
)
ρ30β
3 +
12k2µ2
√
piβ2
R
)
β2
× tan−1

√
k2β2
R
√
κ
√
kβρ0
κ
√
k3β3ρ30 + 48µ
2
√
pi
√
6
√
kβρ0
√
k5 log( kβρ0κ )ρ30β5
4R
− ck5ρ30β5
4R
+
√
pi
(
k3β3ρ30 − 2k
2β2µ2
R
)

√
6
√
kβρ0µ
2
])
−
√
k2β2
R
√
kβρ0
κ
+
√
3 tan−1
 √ k2β2R √κ√ kβρ0κ
√
3
√
k2 log( kβρ0κ )β2
2R
− ck2β2
2R
+
√
pi
√
kβρ0

√
κ
√
k2 log( kβρ0κ )β2
2R
− ck2β2
2R
+
√
pi
×
√
kβρ0
(
36k4µ2 log2( kβρ0κ )β4
R2
+ k3
(
(6c−1)k2β2
4R
− 3√pi
)
ρ30β
3(
−k3β3ρ30 + 16
(
−3ck2β2
2R
+ k
2β2
4R
+ 3
√
pi
)
µ2 +
24k2β2µ2 log( kβρ0κ )
R
)
−
3k2 log
(
kβρ0
κ
) (
k3β3ρ30 + 16
(
3ck2β2
R
− k2β2
4R
− 6√pi
)
µ2
)
β2
2R
+8
(
(72c2 − 12c+ 1) k4β4
16R2
+
3(1− 12c)k2√piβ2
2R
+ 18piκ4
)
µ2
))
+
∫ Λ√
4βkρ0
κ
64µ4
β4k4q4ρ40
− b−log(βkρ0κ )−
(
2βkρ0
κq2
+1
)
log
(
κq2
2βkρ0
+1
)
√
pi
− 8µ2
β2κk2q2ρ20
+ 4R
β2k2
 +
16µ2
β2κk2q2ρ20
4R
β2k2
− 2
(
b−log(βkρ0κ )−
(
2βkρ0
κq2
+1
)
log
(
κq2
2βkρ0
+1
))
√
pi
dq

.
(D.3.1)
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D.4 Evaluation of Zn[Q(a)ij ][d = 1]
In this section we perform substitution to the conclusion of the integration eval-
uation of 〈Zn[Q(s)ij ]〉 in equation (4.3.12). In one dimension, d = 1, 〈Zn[Q(a)ij ]〉
becomes
3
√
2
pi
µ2Ln
βkρ30R
8
√
βkρ0
(
−3β2ck2
2R
+ 3
√
pi +
3β2k2 log(βkρ0κ )
2R
+ β
2k2
4R
)
√
3
√
κ
(
β2k2
R
)3/2√
−β2ck2
2R
+
√
pi +
β2k2 log(βkρ0κ )
2R
× tan−1
 √κ
√
β2k2
R
√
βkρ0
κ
√
3
√
βkρ0
√
−β2ck2
2R
+
√
pi +
β2k2 log(βkρ0κ )
2R
 −8R
√
βkρ0
κ
β2k2

+
nL√
8pi
∫ Λ√
4βkρ0
κ
16µ2
β2k2ρ20
(
4R
β2k2
− 2
(
b−log(βkρ0κ )−
(
2βkρ0
κq2
+1
)
log
(
κq2
2βkρ0
+1
))
√
pi
) dq
(D.4.1)
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