Foveation is a technique that allows real-time image processing by drastically reducing the amount of visual data without loosing essential information around some focused area. When a robot needs to pay attention at two or more regions of the image at the same time, e.g., for tracking two or more objects, multifoveation is necessary. In this case, computing features twice in the intersections between the different foveated structures, which could linearly increase the processing time, must be avoided. To solve this redundancy removal problem, we propose two algorithms. The first one is based on the previous calculation of redundant blocks and the second one is based on a pixel-by-pixel processing at execution time. Experimental results show a gain in processing time for the block-based model in comparison with the pixel-by-pixel and also of both in comparison with other approaches that sequentially calculate various single foveated images. Robotics vision and other tasks related to dynamic visual attention, as recognition, real-time surveillance, video transmission, and image rendering, are examples of applications that can rely on and strongly benefit from such model.
Introduction
Visual data reduction and extraction of features for realtime applications is generally achieved by applying image preprocessing techniques. Reducing the amount of visual data while keeping essential information can be done using the technique known as foveation [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . This technique provides reduction of 2D [8, 12] or 3D [14] [15] [16] data for facilitating further computations necessary for extraction of features, thus allowing the execution of visual tasks in realtime. Also known as multiresolution foveation, it is basically achieved by applying an image transformation from the spatial domain to obtain a dry structure in the multiresolution feature domain [3, 8, 14] . This structure maintains the maximum resolution possible in a small portion of the image, called the fovea (most inner level), and decreases image resolution in the periphery (outer levels), as the distance to the fovea increases, generally described by a logarithmic scale [17] .
Foveation has been used in image/video compression for reduction of the amount of data to be codified, graphic rendering [18] [19] [20] [21] , for streaming data through the Internet or other channels [4, 5, 22] and for stereo disparity estimation [23] . In such application, the foveation method should comply with a pleasant appearance for human visualization purposes, after reconstruction. Other applications, which are the main motivation of our research, are real-time processing for robotics vision [7] [8] [9] [10] [11] 24] and real-time objects recognition [13] [14] [15] [16] 25] . In such applications, there are limited resources available to process all tasks at a given real-time slot, mainly considering a general purpose robot or 3D camera. It is fine to lose some image features, but there are some that are essential for allowing useful tasks to be done in the available time interval.
One such foveated-based approach was proposed by Gomes et al. [24] and named Multiresolution Moving Fovea (MMF), which is suitable to be used in real-time applications. A single foveated vision system offers attention to a specific region at a time, thus for attending several objects, it is necessary to perform, sequentially, saccadic motions [3] . By providing the mobility of the fovea [8] in software, several regions inside the current view can be rapidly attended without moving physical resources, however, still sequentially. This sequentiality generates an inherent limitation, mainly in visual attention tasks, which is related to the impossibility of applying attention to multiple points of the visual field in a single shot.
Notice that processing and memory are limited resources that should be properly managed by a computational visual system. Applications such as robotic vision must demand all of these tasks to be performed in real time, and therefore, they struggle for computational resources. Applying all of these tasks at once using full resolution images is unfeasible due to resources limitations. Thus, the technique known as multifoveation can be used to address several tasks at once, although each one has fewer data available to work with. This is somehow similar to human behavior: we are able to perform multiple visual tasks at once, although some of them cannot be performed so well as if they were performed in a sequence.
Multifoveation is characterized by the application of several foveae in the image. This can be implemented by replication of a single foveation technique at several points of the image [4, 26] or even exploring parallel array processing implementation in hardware [1, 27] . The work of Camails et al. [1, 27] describes such a hardware implementation using Alters's FLEX 81188 FPGAs to reduce the burden of operations to be performed by the vision system. Basically, parallel projections of lower levels determine the lateral resolution gradients and the hierarchical data structure of the sensor, and this is repeated for several regions of interest (ROI), originating multifoveal structures. The main advantage of the method is the possibility of parallel processing for several ROI. Nevertheless, the described method does not deal with redundancy just replicating the single fovea approach, which are then merged into a memory. With hardware evolution since then, real-time performance can now be achieved with a PC architecture using sequential processing, which is the point of the current work. Besides, a software for parallel implementation of multifoveation using current parallel hardware (nVIDIA GPUs) will be discussed in the conclusions, as future development.
The point here is that the direct replication of various MMF structures, one for each fovea, in the context of multiple foveae, would still be computationally expensive, since there are intersections between regions in the different structures, which are then processed multiple times. As a new step towards solving this problem, we propose a mathematical formulation for multifoveation coming up with two algorithms for calculating multiple resolution structures without redundancy in the computations. Both approaches optimize the processing time in such a way that multifoveation is feasible in real time, thus enabling its application with (several) moving foveae (as it happens in the tracking of moving targets, for example). Our main motivation is to provide greater visual attention capacity to robotic systems.
Since real-time processing is a key, here, we extend the single foveated model as proposed by Gomes [14] . A remaining problem of that work that is solved here is how to compute several foveated structures (in 2D) without redundancy in the processing of regions that belong to the multiple structures and that have been previously computed. We propose two algorithms to get the disjoint regions and eliminate redundancy. The first solution is to perform calculations based on the definition of the redundant blocks, which consists on defining the limits of the regions that will be processed in each structure, for each resolution level, and the subsequent ones, and then, passing these block limits to the functions that effectively calculate features (or other computations). The second algorithm operates based on a pixel-by-pixel testing, looking if a given pixel in a specific resolution has been processed in a previously computed fovea. The mathematics used in the algorithms is introduced in this work in a straightforward way.
We performed experiments to validate the proposed mathematical formulation for both models, verifying their applicability in real-time applications. The results showed a substantial gain of the proposed approaches in comparison with the approach using multiple single foveated structures. The model based on blocks has at least equal or superior performance in comparison with the pixel-by-pixel basis. Specifically, better gains are achieved for foveae that are closer to each other, which shows the best performance of the block-based approach in decreasing processing time. The block-based approach is also better in the general context including multiple foveae randomly distributed on the image.
As an immediate application, this implementation will work as the vision-processing system embarked on our wearable glove device [28] , and also in decision-making algorithms for payload applications in our robotic platforms, as drones, and in a robotic sailboat [29] . Applications already being developed for such platforms are such as visual attention and objects/target recognition for harvesting (the glove), navigation, and localization (in the sailboat).
In the remaining of this article, Sect. 2 introduces the theory for understanding the ways of achieving the processing of visual information in machines including techniques for reduction of data based on multiresolution. Particularly, our previous approaches using foveated images are described in detail in Sect. 3, including other approaches for multifoveae. Section 4 details the two proposed algorithms for removing redundancies, which are the core and main contributions of this work. Section 5 verifies the usefulness of our methods including an experimental analysis and comparison with the state of the art. Finally, we discuss the main contributions and propose some directions for research in Sect. 6.
Reducing and abstracting the complexity of vision
Imitating the human vision system in a computer has been, so far, a very complex and challenging task, requiring a lot of memory and time. Some sort of reduction and abstraction is generally necessary to achieve real-time results. Roughly, in biological vision, the rays of light are filtered through the lens entering through the pupil onto the retina at the back of the eye, where the sensors (cone and rode) are actually located. These two types of photo-receptor cells are not evenly distributed in the retina. Cones are more concentrated in the region with the highest visual acuity, known as fovea. In one of the first attempts towards allowing a computational system to imitate this process, Uhr proposed to approximate the vision processing as a cone of recognition, where lower quality is found closer to the peak levels [30] . It is noteworthy that this form of representation simulates the inverse of the behavior of the biological vision, supposedly from simple to complex.
Approaches for data reduction and abstraction
Following the direction proposed by Uhr [30] , several approaches have been devised with the objective of reducing and abstracting data, diminishing the computational complexity required in tasks such as image coding and feature extraction and/or description. The main are the use of the Gaussian [31] and Laplacian [32] for construction of pyramid like structures [33] , the scale-space theory [34] , the log-polar representation [35] , the wavelet transform [36] , the multiresolution approach with centralized fovea [3, 7] , and the one with moving fovea [8, 14, 24] . The traditional procedure for generation of the Gaussian pyramid [31] is to apply a Gaussian filter on the original source image and perform a downsampling of the smoothed image. Samples with a factor of 2 are generally used, and this process is repeated for the creation of new (upper) levels. The Laplacian pyramid is constructed using the levels of the Gaussian pyramid [32] . The scale-space theory arises from the observation of the representation of real world objects in images, as perceived by humans. According to Lindeberg [34, 37] , among the linear transformations, the Gaussian nucleus is the only one capable of generating the space of scales. In fact, this theory has been just extended for incorporation of time scale [38] .
Another computational theory inspired from Biology, elaborated in the 70s, is based on researches conducted using animals such as rabbits, cats, and monkeys, to study the mammalian vision system. As a result of these studies, computer scientists have realized that the transmission of information between the retina and the visual cortex follows a log-polar law [35] .
A traditional approach that has been widely used is the one based on wavelet decomposition. A combination of low-pass and high-pass filters is used to approximate the frequency range of the two-dimensional signal [36] . The basic functions of the wavelet decomposition are required to meet orthonormal constraints to keep the data in a Hilbert space. Several studies have been carried out about wavelet (mainly in the 80s), such as the Daubechies systematical method for constructing the compact support for orthogonal wavelet, and its employment by Mallat and Meyer's in the multiresolution concept, which is somehow related to our proposal. In fact, wavelet complexity is solved with the fast wavelet transform, as proposed by Mallat [36] , allowing its application in computer vision.
Multiresolution with multifeatures (MRMF)
Notice that some of the above approaches, such as the ones based on the scale-space theory and using Gaussian pyramid, increase the amount of data and facilitate the extraction of features. On the opposite direction, an interesting spatial approach that substantially reduces the amount of data also allowing multiresolution multifeatures (MRMF) extraction in real time is proposed in 1998 with the thesis of Gonçalves [2, 3] . The main idea of his approach is to start with the directly mapping of every pixel (just picking one by one) from an initially small and centered region in the original image to the highest resolution level (at the top) of a parallelepipedal structure that has the same resolution and size as the region on the original image. Considering that a 32× 32 central pixel region is taken, this will be called the fovea. Thereafter, a larger, also image centered region of the original image is taken for feature extraction, around the first one and containing it (for redundancy reasons), with double the size of the previous region (if a scale 2 is used), but reducing the scope in the resulting image by downsampling (depending on the used feature), so that the output is an image that has the same size as the first parallelepipedal level. This process is repeated by increasing the scope of the region in the original image (always image centered) and even reducing the size of the output thus keeping the same size as the fovea, until the coarser level of the structure has the whole and complete original image, however, reduced to a very coarse resolution [7] . Feature extraction can be any one as desired by the user, such as SURF [14] , and it can be extracted from this structure or straight from the original image through this structure.
The result of this approach is a multiresolution structure with much less data than the original image, named multiresolution multifeatures (MRMF). In fact, the structure is not pyramid like [33] ; instead, it is a structure in which all of the levels have the same size [3] . For instance, this structure drops down the amount of data from 1M to 6K pixels if using 6 levels of resolution with the size of 32× 32 each one, and scales of 2 for an original image of 1K × 1K pixels. If 8 features are extracted for each spatial element using this approach, the total amount of features would be 48K, which is much less than the original 1M pixels to be processed if the whole image is used. Notice that this is a very usual amount of total features to be calculated from an image, mainly in general recognition tasks. The first implementation of this approach in real time was originally made with a dedicated image processor board from Datacube [2] . With hardware evolution, the model could be latter implemented in PC-based architectures [7, 39] , also achieving real time.
Multiresolution with moving fovea (MMF)
An enhancement to this approach is the multiresolution model, where the fovea is not always centered, called moving fovea (MMF) as formalized by Gomes [8] . Based on the above MRMF, this improvement aims to mathematically define the dimensions of each level of the foveated structure and to provide mobility to the structure, so that the position of the fovea can be placed anywhere in the image, and not necessarily in the center. This is interesting in applications, where changing of attention without performing physical motions of the cameras is a key feature. This is often necessary for robotic vision systems such as a stereo head for paying attention to a new region of interest. Using this improved structure, recognition tasks could be done in real time [14, 25] . Gomes et al. [14, 24] demonstrate that it is possible to reduce processing time using the MMF model within recognition tasks, without loss of effectiveness, provided that the position of the fovea is properly controlled.
The building of this improvement can be summarized as follows [24] . The construction of the parallelepiped layers is the beginning of the preprocessing required for the construction of the MMF structure. In this layered construction, the image is mapped to a set of k levels, with constant size W, with indexes from 0 to m, where m is the level of the fovea, as shown in Fig. 1 . Let I be an image of size U = (U x , U y ) , and for each level k, it is delimited a portion of size S = (S x , S y ) of I, which will be mapped to the multiresolution domain. It is defined that S 0 = U and S m = W , whereas the intermediate levels are obtained by interpolation, according to Eq. 1 [24] .
The great advantage of this method is that during the extraction or description of features, it does not allocate memory for k images of size W, because Eq. 1 already informs, in I, the size of the portion that will be processed:
In his work, Gomes states that the mobility of the fovea can be controlled using a fovea vector F inside the image domain [24] . Therefore, it is established that the vector 
Our current contribution
While the MMF approach substantially reduces the amount of data and at the same time makes easier the abstraction of features, even in real-time recognition tasks, it still has the main drawback of being a single foveated approach. This would be fine for imitating human vision behavior [24] , but in robotics vision, it sometimes does matter paying attention to several regions at a single fixation. This is the case in monitoring or vigilance missions, for instance. It is noteworthy that vigilance and monitoring can rely only on coarse scales to detect relevant events. However, if it is necessary to go to multiple targets in the details' scales, then multiple foveae are welcome. Nonetheless, this agree with researches in visual attention who provide evidences that our brain is not able to process all of the information that is contained in the physical world [40] . In fact, some researches in selective attention indicate that substantial information is lost in a top-down context [41] . As a solution to this, we suggest the inclusion of multiple foveae, one for each stimulus. This limitation is inherent to a computational system with a single fovea, mainly because the system does not have enough time for realizing the several saccades to extract all of the visual information, and consequently, the system loses relevant information from several of the stimuli. Several foveae can be defined in the image, and a straightforward way to allow multifoveation is to take this approach that would have to be reproduced for each single fovea detected in the image (each region of attention). Notice that redundancy appears in this straight approach with the same regions eventually appearing in the different parallelepipeds that represent each foveated structure. The removal of this redundancy is one of the improvements that we develop in the current work. Other works on this same subject are not found in the literature thus indicating an original contribution of our work.
Using a single foveated image at several places eliminates the redundancy problem. However, it may not be suitable for the real-time execution of a task in which attention should be kept at several places. This also comes from the fact that the foveated model is derived from the biological vision. Selective attention using a single fovea and provision of saccadic movements cause loss of visual information [41] in despite of the time spent for a saccade, which could go to about half
of a second in a robot [2] . In such applications, saccadic movements should be avoided when possible.
Related work
Few works are found to implement the multifoveation technique, in different applications and scenarios. The work of Dario et al. [42] explores multifoveation in hardware for the analysis of the arrangement of pyroelectric and piezoelectric sensors in a tactile system. He seeks to analyze the accuracy of the sensors regularly (orthogonal and hexagonal) and non-regularly (foveated and multifoveated) distributed, considering that all sensors have a circular shape. The result of the multifoveated configuration shows that the calculated position and orientation errors of the standards do not increase significantly in relation to the other approaches, but it is as accurate as the other dispositions [42] . Another application that uses multifoveation is the tracking of moving objects as proposed by Lim [43] . The approach uses the log-polar representation to track multiple objects in a video sequence. The log-polar domain is divided into four regions and established that identification would be performed only in two of these regions, called the saved and the active region. After detection, the camera is positioned in a way that the center of the object is in the center of the image. In addition, the object is identified with a tag that distinguishes it in the scene. Another work developed for the tracking task is proposed by Camails et al. [1, 27] based on the Gaussian pyramid. Factors for subdivision are defined on each side of the fovea for the construction of the levels of the structure. According to Camails, multifoveation is performed by the execution of this procedure several times.
Image compression is also greatly exploited using the multifoveation technique. Dhavale and Itti [4, 5] make use of the replication methodology of the gaussian pyramid. By weighting the value of the smallest salience and the smallest distance from the point to the object, a value is generated that defines which output of the pyramid will be used to compose the multifoveated image. Basu et al. [44] [45] [46] seek to compress visual information using the Cartesian Variable Resolution (CVR) technique. They propose two methodologies, so that during the insertion of more than one region of interest, it would be possible to define when to reduce the resolution around the fovea as a compensation, or if additional information should be retained by reducing the compression ratio.
Rodriguez et al. [47] propose to compress the static information from the video and perform the transmission at different rates for different resolutions making use of the exponential Cartesian method (SFMG) and the multifoveation technique. This method is developed to be applied in traffic tracking, security, and supervision. In such applications, it is often necessary to provide information with quality in a wide field of view, but this requires a greater network resource.
Stereo disparity estimation using single foveated images is done by Gomes et al. [8] . Based on it, a method for stereo disparity estimation in multifoveated images is further developed [23] using an adapted multiscale loopy belief propagation (BP) method on a Markov random field (MRF) [48] . However, multifoveation is used only to restrict the region that will be subject for a more accurate (however, slower) disparity method.
A multifoveated (3D) approach inspired by models of (2D) multifoveation [1, 4, 5, 27, 47] and using the MMF [14] has been recently developed for dealing with point clouds to reduce the processing time in the detection of objects [15, 16] . While this approach avoids the processing of redundant regions, it differs from our proposal, because it removes the intersection between levels of the same fovea structure, not between multiple foveae, as this is necessary in point cloud processing.
Multifoveation for image compression is provided by Sankaran et al. [22] who use frequency filtering. Multifoveation is achieved through the insertion of several cut frequencies. Inspired by this technique, it is further realized that the high-resolution information that remains unchanged in the next frame has no need to decrease its resolution and that unchanged information may come from the previously processed frame [49] . Table 1 resumes the existing techniques that are most related to ours according to the method used, application (context), real time (yes or not), and the domain in which the work is developed (spatial or frequency). It is possible to notice from the table that the multifoveation approach is applied in several contexts through the replication of a single multiresolution structure, as the one detailed above [24] . All the related works found that are developed in software use the extraction of motion features to infer knowledge about the context, except that of Hunsberger et al. [23] that define the regions of interest applying a task-specific cost function in the rough disparity image. Among those works, there are some that perform the technique in real time, but using dedicated hardware (FPGA) to allow parallel (array) processing. Notice that this replication causes an intersection between the fovea levels if it is not previously treated and the only works in the literature dealing with this redundancy of information are the ones of Camails et al. [1, 27] , Rodríguez et al. [47] , and Oliveira et al. [15, 16] . Oliveira's work deals with multifoveation in point clouds using a completely different approach for that, based on boxes. In the first two works [1, 15, 16, 27, 47] , however, the foveae are processed separately, from rings, which are levels of the fovea structure around the fovea, to eliminate redundant processing. The solution proposed by Camails to separate the fovea from the structure ends up being palliative, because there is still redundancy of information between the rings. Furthermore, the differential of the method proposed in this paper is the identification and elimination of all existing redundancy for the replication of the (multi)foveated structures.
Removing redundant information
As previously mentioned, MMF defines the level k of the structure using k and S k , as defined in Eqs. 1 and 2, respectively [8, 14, 24] . The MMF method transforms an image into the spatial domain into m images with the same dimension as the fovea that gives the width and length of the parallelepiped (the height is the number of levels).
We define P as a set of ordered pairs (Eq. 3). In this way, P is formed by all values of k,j and S k,j , where k is the level and j is the foveated structure index. The replication of at least one region in the multiresolution domain is guaranteed, which occurs at the first level of the two foveae, since S 0,i = U and 0,i = (0, 0) , whatever value i has Based on the definitions in Eq. 3, two approaches are introduced next for the extraction of features without redundancies in computations. In the first approach, a pixel-by-pixel verification is performed. In the latter approach, disjoint blocks of pixels that guarantee no redundancy are directly submitted to the feature extraction algorithm.
Pixel-by-pixel-processing approach
In this approach, given a pixel at one fovea structure, and using a point inside the rectangle test, it is tested whether that pixel has already been processed in other fovea structure at the same level. If it has, then the pixel can be skipped. The exact number of tests is context dependent, since not all pixels inside a foveated level are necessarily evaluated, like in the feature extraction algorithm proposed by Gomes et al. [14] for which an octave is associated with each level.
Block-based processing approach
In the second approach, the algorithm determines disjoint regions based on the foveae positions, which are free to be processed without any further redundancy checks. There is an extra computation to get these regions; however, it does not affect overall performance. The problem addressed here is how to reassemble the P set defined in Eq. 3 to a new set P , such that regions defined by any two elements of the set with the same level indexes are disjoint and they cover exactly the same regions. The idea for obtaining regions without intersections consists in discovering, for each level of each foveated structure, a set of rectangular regions that represents the region of this level, not necessarily convex, due to the elimination of the intersections with the regions of the same level of the previous foveae. For this purpose, for each level, the reference vertexes of the previous foveae that are within the analyzed region (see Fig. 2 ) and the directions of their intersection regions are calculated (see Fig. 3 ).
Given two foveated structures, the intersection computation between them can be optimized considering that they have equal numbers of levels, and considering that U and W (vectors with sizes of the original image and of foveated structure levels as defined above) are the same for both foveated structures. Figure 4 shows an arrangement of projections of the foveated structure A and B in the plane xz, where a and b represent the projections of the fovea centers, respectively, and a ≤ b . In this case, the projection on x-axis of the intersection region at level k is the interval [ k,B,x , k,A,x + S k,A,x ] . This is the case that is considered from now on, because this assumption allows the development of a fast multifoveated algorithm, described in the next section.
The intersection region between two foveae referred by r and s is defined as the Cartesian product: I x × I y , where I x and I y are defined by Eqs. 4 and 5. These equations represent the interval in each component that delimits the intersection region of the level k between two foveae r and s:
where independently for each component:
Furthermore, for the purposes of the proposed algorithms, we define the reference vertex and orientation between two levels.
The reference vertex and orientation
There are four possibilities for two axis-aligned rectangular regions' overlapping: (1) an empty set (2), a line (3), a point (4), a rectangular region. Our proposed algorithm works based on a single point of this intersection, which is called here as the reference vertex.
If there is an ordered pair of such regions (a, b), then the reference vertex is defined as a single vertex from b that lies on a. If the intersection is an empty set, there is no such reference vertex. If there are two or more vertexes from b, any of them Fig. 3 Example of direction of regions to be eliminated can be chosen, but this decision must be considered later in the proposed algorithm.
Fig. 2 Example of distribution of intersection vertex within an image
To define the orientation of the second region in relation to the first, we consider the difference between the central positions of each region and the variations in x and y to define the orientation vector, as shown in Table 2 .
Proposed disjoint sets algorithm
Let t be the number of reference vertexes. The region of the level in question is split into up to t + 1 rectangular regions, having as references the abscissa of each vertex, as illustrated in Fig. 5 . We consider two arrays with size t + 1 , where the first is the upper bound and the second is the lower bound of ordinates of the ordinates of each rectangular region. The first one is initialized with the value of k , whereas the second one is initialized with the values of k + S k of the level k under analysis. A line sweep algorithm, as described in Algorithm 1, is applied, such that at each vertex, the algorithm changes the upper or lower bounds of the regions toward supremum and infimum, respectively. At the end of the algorithm, these regions represent the set of regions without redundancies and they are added to the new set P (see Fig. 6 ).
Experiments and results
This section presents the achieved results using our two proposed approaches. The tests aim to analyze the computational performance of these two methods compared to the traditional multifoveation approach, which is achieved by sequentially applying a single MMF, for each structure, several times, without considering redundancy. We analyze the efficiency of the proposed methods in the elimination of redundancies using the SURF feature extraction technique with a standard (chess) image and also with the Lena's image (Fig. 1) to evaluate the algorithms efficiency in a more real-life image. A similar procedure is used for both images, with foveae in the corners, near the image center, and in the image center.
We chose SURF as the main feature for most of the experiments, because its implementation needs complex calculations, enough to test if our algorithms can do it in real time, as SURF is among the most time-consuming of processing features. In addition, it is one of the most effective features used in robot vision systems. Besides, other features can be used without modifications on our algorithms and keeping performance. In fact, we also show time results for the Canny edge detector, after these main experiments, to better evaluate our methods.
Processing versus distance between foveae
Considering the displacement between two regions of size (S, S) as ( x, y) , the number of pixels in the intersection is given by Eq. 8, as plotted in Fig. 7: Hence, the number of pixels in all intersections of two foveated structures is given by Eq. 9. Figure 8 shows an example of this for m = 3, W ∈ (30, 30), (60, 60), (90, 90) and U = (500, 500):
Comparison between methods
For all the experiments in this section, a 2.3GHz Intel Core i5 Laptop with 4GB of RAM and Linux Ubuntu 14.04 operating system is used. We present results of the execution of the traditional approach to multifoveation using a simple replication of the original MMF method compared to our two approaches. The algorithms are executed for 1, 2, 3, and 4 foveae, with size W = (60, 60) , submitted to 5000 iterations. Each fovea contains three levels and it runs the extraction of features for all of them. All of the tests performed in this experiment are done with two images. The first is a chessboard image with dimensions of 250 × 250 pixels, with each cell having dimensions of 5 × 5 pixels. The second is the Lena's image (Fig. 1) that has dimensions of 500 × 500 pixels presented in Sect. 4 that explains the MMF technique. The chessboard image is chosen, because it has a uniform distribution of SURF features, thus ensuring that the positioning of the fovea will not compromise the comparison of results between the methods.
Foveae in the corners of a chessboard
The foveae are distributed and positioned at the corners of the image of a chessboard. For this experiment, the foveae were distributed considering the following positions (−95, −95) , (95, 95), (95, −95) , and (−95, 95) , respectively.
As shown in Figs. 9 and 10, we notice that, for the detection of keypoints, the sending block approach performs better than the MMF and the pixel-by-pixel verification. We had already hypothesized that the pixel-by-pixel approach would be very costly, because this algorithm spent a lot of time analyzing whether the pixel is or not in a redundant region. It was possible to observe that the MMMF construction with the sending blocks approach is faster in almost all tests than the simple MMF replication for the detection of keypoints, except in the case of using only one fovea, as expected. Notedly, in the computation of the descriptors, both MMMF approaches are superior to the MMF. 
Foveae around the center of the chessboard
In this testing case, the foveae are homogeneously distributed around the center of the image, but it is guaranteed that there is no intersection at the last level. That is, the foveae are sufficiently far from each other, at least more than the size of each level in both directions. For this experiment, the foveae were distributed in (−30, −30) , (30, 30) , (30, −30) , and ( −30, 30) , respectively.
As shown in Figs. 11 and 12, our methods perform better than the MMF in almost all fovea distributions, except when there is only one fovea, as expected. Notice that this happens, because the MMMF approaches perform some additional operations.
Foveae in the center of the chessboard
As a last experiment, we place all foveae at the position (0, 0), that is, all of them totally overlapping each other. With this, we expect that all of the levels of the computed foveae present intersections with the first fovea. Consequently, it is supposed that the processing of foveae 2, 3, and 4 will not be very time consuming. Actually, the supposition that the processing of foveae 2, 3, and 4 should not consume much time is verified through the graphics shown in Figs. 13 and 14 , for the approach of sending blocks. In the pixel-by-pixel approach, this does not happen, because all of the pixels end up being scanned, what consumes processing. However, this method is more efficient than the traditional MMF with re-execution, both in the extraction of keypoints and in the computation of the descriptors.
Foveae in the corners of Lena's image
Furthermore, we chose Lena's image to evaluate the behavior of the methods on a more real-life image distributing the foveae in the positions: (−226, −226) , (226, 226), (226, −226) , and (−226, 226) , respectively. These values were adjusted according to the image size.
By looking at the corners of Lena's image, we notice that there is not a large amount of SURF features in those places. In this situation, we expected that the sending block approach did not provide the best performance, because it was built without considering the content of the intersection (features). In other words, the identification of the block intersection takes into account only the positioning between the foveae. In fact, for the detection of keypoints, the sending blocks approach does not perform well, and is worse than MMF and the pixel-by-pixel verification, as shown in Fig. 15 . Figure 16 shows that the computation time of the descriptors for both the MMMF approaches is fairly inferior to the MMF. Thus, even the block-based loosing in the keypoints detection is overall better than the MMF replicated several times because of the descriptors.
Foveae around the center of Lena's image
Similar to the tests of Sect. 5.2.2, the foveae are distributed around the center, ensuring that they are close enough, but in such a way that there is no intersection in the last level. For this experiment, the foveae were distributed at (−30, −30) , (30, 30) , (30, −30) , and (−30, 30) , respectively. As shown in Figs. 17 and 18 , the results are similar to the one presented for the chessboard image. 
Applying the approaches with the Canny feature detector
In this section, we show results for the Canny feature extraction technique [50] to understand how our techniques behave with a different feature extraction method that involves much less computations. The experiments reported here are done using a 2.3GHz Intel Core i5 computer with 4GB of RAM and Linux Ubuntu 14.04 operating system, which is the same machine used in the SURF experiments. Just to illustrate, the resulting image without foveation is shown in Fig. 21 , with foveation using the original MMF method in Fig. 22) , with MMF using simple re-execution in Fig. 23 ) and using the sending blocks approach in Fig. 24 . For all tests, we consider Notice the difference in the color representation of the levels in Figs. 23 and 24 , because during the processing of MMF with re-execution, the second fovea ends up processing the content already processed by the first fovea. In turn, the sending blocks' approach represented by Fig. 24 only processes the regions that are not processed by the previous fovea.
The mean time, in milliseconds, for extraction of the Canny feature in each case represented by Figs. 21, 22, 23 , and 24 can be seen in Table 3 . It is possible to observe that the mean time is much smaller when compared to the SURF feature extraction and there is a behavior similar to the results obtained in the previous tests using the SURF feature. In other words, the mean time obtained by Canny feature extraction in Lena image without foveation is much greater than the mean time obtained by Canny feature extraction at 24 Canny feature extraction at multiresolution levels of the MMMF approach with sending blocks levels of multiresolution with MMF as already suggested in the literature [2, 3, 8, 14, 24] . It is also noteworthy that the mean time obtained by Canny feature extraction using MMF with re-execution is greater than Canny feature extraction using MMMF with the sending blocks approach, proving that our approach maintains its behavior even after changing features. As suspected, these experiments show that the approaches proposed in this article have results that are very close or similar to those obtained through the use of SURF features, which is known to have more complex calculations. In addition, notice that in robotics vision and other realtime applications that relies on feature extraction, in general, much more than a single feature is extracted, some times several tens of them [3] .
Conclusion
In this paper, we have proposed a novel formulation and implementation of two multifoveation approaches to support the execution of applications that require the use of multiple foveae in real time. This is specially useful in the tracking of multiple targets that include (dynamical) motion of multiple foveae positions from one frame to another. As observed in the literature, all existing methods use the re-execution of the single foveation technique to allow performing multifoveation in 2D images. Nonetheless, we noticed that single foveation, when applied in a sequence to the MMF method, causes redundancies in the extraction and computation of features. To deal with this problem, basically, we extend the MMF approach [24] removing the redundancy observed in the computations. To remove redundancy, we use two approaches, one using a pixel-by-pixel verification and the other based on sending information about redundant region blocks, which depends on the number of levels and distances between the several foveae. The two approaches proposed in this work are limited to structures that contain the same amounts of levels and the same dimensions of the fovea structures. This limitation can be overcome by rewriting the algebraic equations introduced in this article. Yet, we noticed that this does not affect their usage or effectiveness, as developed. In addition to the limitations of this multifoveated model, we also observed the precedence between the foveae, regarding the extraction of features in the lower layers, since the model only considers the positions of the foveae.
Multifoveation can be exploited in several applications, providing more than one point with visual acuity in the image at the same time. Thus, tasks such as search for specific objects among other objects (distractors) in an image, tracking of several objects at the same time, and simultaneous bottom-up and top-down attentions are some of the practical tasks that can benefit from our technique. With decreasing of processing, other real-time and low-cost solutions can be devised relying on the usage of visual processing and not only on single types of sensors, thus allowing devices and robots to work more effectively with real-time responses. A possible enhancement on this work is to provide a way for removing or adding foveae in the structure. Functions for insertion, changing position, or removal of foveae would be necessary to be introduced in the current methodology. Such functions can be used in a higher hierarchical level, allowing to perform context-based attention tasks, for instance.
Therefore, as future goal, we intend to work on the implementation using OpenMP to use multiple cores and the CUDA library for the Xavier nVidia board. One can notice that parallelizing the block-based approach is a straightforward task as the blocks sizes can be computed previously and passed to each thread. Nevertheless, to better do that, we are analyzing the parallelism of the whole foveae structures, in a function of parameters as the number of levels and image pixels. In addition, the inclusion of attention in the earlier steps of deep learning is planned to be implemented in a dedicated architecture with the GPU (Xavier from nVidia) to speed up processing in these kinds of devices. This future implementation is planned to work as the vision-processing system embarked in our wearable glove device [28] , and also in payload applications in our robotic platforms, as drones and a robotic sailboat [29] .
