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Abstract
Clutter creates challenges for robot manipulation, including a lack of non-contact trajectories and reduced visibility
for line-of-sight sensors. We demonstrate that robots can use whole-arm tactile sensing to perceive clutter and maneuver
within it, while keeping contact forces low. We first present our approach to manipulation, which emphasizes the benefits of
making contact across the entire manipulator and assumes the manipulator has low-stiffness actuation and tactile sensing
across its entire surface. We then present a novel controller that exploits these assumptions. The controller only requires
haptic sensing, handles multiple contacts, and does not need an explicit model of the environment prior to contact. It uses
model predictive control with a time horizon of length one and a linear quasi-static mechanical model. In our experiments,
the controller enabled a real robot and a simulated robot to reach goal locations in a variety of environments, including
artificial foliage, a cinder block, and randomly generated clutter, while keeping contact forces low. While reaching, the
robots performed maneuvers that included bending objects, compressing objects, sliding objects, and pivoting around
objects. In simulation, whole-arm tactile sensing also outperformed per-link force–torque sensing in moderate clutter,
with the relative benefits increasing with the amount of clutter.
Keywords
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1. Introduction
Research on robot manipulation has often emphasized
collision-free motion with occasional contact restricted to
the robot’s end effector. In essence, most of the manipula-
tor’s motion is intended to be free-space motion and unin-
tended contact is considered to be a failure of the system. In
contrast, animals often appear to treat contact between their
arms and the world as a benign event that does not need
to be avoided. For example, humans make extensive con-
tact with their forearms even during mundane tasks, such as
eating or working at a desk.
In this paper, we present progress towards new
foundational capabilities for robot manipulation that take
advantage of contact across the entire arm. Our primary
assumption is that, for a given robot, environment, and task,
contact forces below some value have no associated penalty.
For example, when reaching into a bush, moderate contact
forces are unlikely to alter the robot’s arm or the bush in
undesirable ways. Likewise, even environments with frag-
ile objects, such as glassware on a shelf, can permit low
contact forces. While some situations merit strict avoidance
of contact with an object, we consider these to be rare, and
instead focus on control methods that allow contact.
Our main contribution in this paper is a novel controller
that enables a robot arm to move within an environment
while regulating contact forces across its entire surface. The
controller assumes that contact forces can be sensed across
the surface of the arm, and that the arm’s joints can be mod-
eled as linear torsional springs. The controller uses model
predictive control (MPC) with a time horizon of length one
and a linear quasi-static mechanical model. At each time-
step, the controller constructs a model and solves an asso-
ciated quadratic programming problem that minimizes the
predicted distance to a goal, subject to constraints on the
predicted changes in contact forces.
We empirically evaluated our controller’s performance
with respect to the task of haptically reaching to a goal loca-
tion in high clutter (see Figure 1). The clutter could consist
of a variety of fixed, movable, and deformable objects, and
the robot was not given a model of the environment. For our
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Fig. 1. (Left) View of foliage from the robot’s perspective. Two
rigid blocks of wood are occluded by the leaves. (Right) Image of
the robot after it has successfully reached the goal location using
the controller we present in this paper. The red circle denotes the
position of the end effector.
tests, we used a simulated robot, a real robot with simulated
tactile sensing, and a real robot with real tactile sensing
across its forearm. These robots successfully reached to
locations in clutter while regulating contact forces across
their arms. While doing so, they autonomously performed
maneuvers, such as pushing into a compliant object until
the contact force was too high and then pivoting around it.
In an automated test with artificial foliage, our controller
outperformed a baseline controller in terms of success rate
and low contact forces. In simulation, our controller had
higher performance with whole-arm tactile sensing than
with per-link force–torque sensing in moderate clutter, and
the relative value of whole-arm tactile sensing increased
with higher clutter.
1.1. Biological inspiration
Animals have inspired our approach with their adept manip-
ulation in cluttered environments. As illustrated in Figure 2,
animals reach for objects in high clutter with poor visibil-
ity when foraging for food (Dominy, 2004; Iwaniuk and
Whishaw, 1999; Catania, 1999). While doing so, they are
able to handle contact at multiple locations across their
arms and often appear to treat contact as a benign event.
Whole-body tactile sensing and compliant actuation are
notable characteristics of biological organisms. Organisms
across spatial scales, from small nematodes to insects
and mammals, can sense forces across their entire bod-
ies (Bianchi, 2007; Lumpkin et al., 2010; Lederman and
Klatzky, 2009 and http://www.wormbook.org/). Compli-
ant actuation is also common and has inspired numerous
roboticists (Hogan, 1984; Alexander, 1990; Migliore et al.,
2005).
1.2. Benefits of contact, whole-body tactile
sensing, and low-stiffness actuation
Allowing contact between the robot and the environment
has potential benefits for manipulating in clutter, as does
whole-body tactile sensing and low-stiffness actuation.
Allowing contact with the arm can increase the effec-
tive range of motion of the manipulator. The decrease in
the effective workspace due to avoiding contact is exacer-
bated by safety margins and an inability to apply forces that
compress or move objects. Similarly, if the robot has a com-
pliant exterior, avoiding contact forfeits the additional range
of motion achievable by compressing its exterior.
Whole-body tactile sensing has advantages in terms of
distinguishing between distinct force distributions and con-
tact configurations. For example, a force distributed over
a small area results in higher stress with greater poten-
tial for damaging materials than the same force distributed
over a large area. Also, the geometries associated with dis-
tinct contact regions, such as a rigid point, line, or plane,
imply distinct options for movement. Prior research has
attempted to use joint torques, the geometry of the links,
and measurements from force–torque sensors to estimate
contact properties (e.g. Eberman and Salisbury (1990); Bic-
chi et al. (1993); Kaneko and Tanie (1994); De Schutter
et al. (1999)). However, interpretation of data from these
sensors can often be ambiguous in multi-contact situations
(Salisbury, 1984). In practice, the estimation can also be
sensitive to the state of the manipulator, the fidelity of the
torque estimates, joint friction, and other properties of the
manipulator (Eberman, 1989; Dogar et al., 2010).
Robotics researchers have demonstrated that low-
stiffness joints lower interaction forces during incidental
contact and can be beneficial for unmodeled interactions
(Pratt and Williamson, 1995; Pratt and Pratt, 2001; Pratt,
2002; Buerger and Hogan, 2007). Within rigid clutter,
low stiffness at the joints may also mitigate problems due
to jamming and wedging, much like compliance can be
beneficial in peg-in-hole problems (Whitney and Nevins,
1979; Whitney, 1982; Dupont and Yamajako, 1994; Mason,
2001).
1.3. Challenges associated with reaching in
high clutter
For this paper, we focus on reaching to a goal location in
high clutter, which entails challenges such as the following:
• Lack of non-contact trajectories: As clutter increases,
approaches that avoid contact with the environment will
have a diminishing set of feasible trajectories.
• Contact with only the end effector may be inefficient
or infeasible: Removing or rearranging the clutter by
serially making contact with the end effector may be
inefficient or infeasible.
• Creating detailed geometric models in advance may be
infeasible: Clutter can consist of unique objects and
configurations that have not been encountered before.
• Observation of geometry is obstructed: Occlusion can
prevent conventional line-of-sight sensors, such as cam-
eras and laser range finders, from observing the geome-
try of the clutter in advance (see Figure 1).
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(a) (b) (c) (d) (e)
Fig. 2. Animals reach into clutter while foraging. (a) A raccoon reaches into a bird house to find eggs and young (http://www. nativeam-
erica.com/research.html). (b) A Long-tailed Macaque grasps fruit in dense foliage (http://wildshores.blogspot.com/2009/06/wild-
monkeys-at-breakfast-in-admiralty.html). (c) When noodling, people find catfish holes from which to pull fish out
(http://www.ethantw.com/noodling.html). (d)–(e) A person makes contact along his forearm while reaching for objects in a cluttered
cabinet and refrigerator. (All images used with permission)
• Mechanics are difficult to infer without contact: Non-
contact sensing provides limited ability to infer the
mechanical properties of the clutter, such as whether or
not an object can be bent or moved out of the way.
Notably, many approaches to manipulation are poorly
matched to the challenges of high clutter. For example,
approaches that rely on pre-existing detailed models, esti-
mation of models via conventional line-of-sight sensing, or
collision-free motions with the arm would fare poorly in
many high-clutter real-world situations (e.g. Stilman et al.
(2007b); Kavraki and LaValle (2008); Saxena et al. (2008);
Srinivasa et al. (2009)).
In contrast, our approach directly addresses these
challenges by allowing multiple contacts across the entire
surface of the arm, not requiring a detailed model of the
environment prior to contact, and only requiring contact-
based sensing.
1.4. Organization of this paper
In Section 2 we discuss related research. In Section 3, we
present our model predictive controller. We then describe
the three testbeds we used to evaluate our controller (Sec-
tion 4), the approaches that we used for comparison (Sec-
tion 5), and the experiments that we ran (Sections 6 and 7).
We discuss some limitations in Section 8 and conclude in
Section 9.
2. Related work
2.1. Manipulation in clutter
In this paper, we focus on the task of reaching to a goal
location in high clutter. Previous robotics research has
addressed the tasks of generating collision-free trajecto-
ries (e.g. Lozano-Perez (1987); LaValle and Kuffner (2001);
Kavraki and LaValle (2008)), generating reaching motions
in free space (e.g. Hersch and Billard (2006); Stulp et al.
(2009); Metta et al. (2011)), and manipulating objects
in uncluttered environments (e.g. Natale and Torres-Jara
(2006); Saxena et al. (2008); Hsiao et al. (2010a); Jain and
Kemp (2010a); Pastor et al. (2011); Romano et al. (2011)).
Most prior research on manipulation in clutter restricts
contact between the robot and its environment to the end
effector. Leeper et al. (2012) presented a method to assist
remote operators that find collision-free poses for the end
effector in clutter. Dogar and Srinivasa (2011) and Still-man
et al. (2007a, 2007b) presented motion planners that use
models of objects in the world to enable robots to rear-
range clutter by pushing, grasping, and moving objects with
their end effectors. The planned trajectories were executed
without sensor feedback. Mason et al. (2011) described a
simple end effector design that can grasp a single marker
from a cluttered pile of markers, and haptically estimate its
pose in the gripper. Although the task is different, aspects of
the approach are similar in spirit to ours: the robot interacts
with high clutter, does not use a detailed model of the envi-
ronment prior to contact, allows multiple contacts across the
surfaces of the end effector, uses haptic sensing, and retries
several times.
2.2. Multi-contact manipulation
Park and Khatib (2008) presented a framework for con-
trolling a robot with multiple contacts along the links. It
generalized previous direct force control methods (Raibert
and Craig, 1981; Khatib, 1987) to allow for contact at points
other than the end effector. It also considers the dynamic
stability of the robot. This method requires a full dynamic
model of the robot, models contact as being rigid, and
assumes that the robot has at least six degrees of freedom
(DOF) for each contact to control the contact force and
torque vector (Sentis et al., 2010). Using this framework,
results have been shown in simulation (Sentis and Khatib,
2005; Sentis et al., 2010), and on a real robot in relatively
controlled settings (Petrovskaya et al., 2007). No results
have been shown in cases where the robot makes additional
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unpredicted contact with the environment or loses contact
at some locations.
Researchers have demonstrated that a humanoid robot
can make contact at multiple, predetermined locations on
its body to better achieve dynamic stability while perform-
ing tasks, such as taking a large step (Legagne et al., 2011),
climbing a ladder (Hauser et al., 2005), and sitting down
in a chair (Escande and Kheddar, 2009). These approaches
require a complete geometric model of the world, assume
rigid contacts, and do not incorporate sensor feedback as
the robot executes the planned kinematic trajectory.
Other work on multi-contact manipulation exists in the
context of using the surfaces of a multi-fingered hand, or
the entire body to grasp and manipulate objects (e.g. Bicchi
(1993); Bicchi and Kumar (2000); Platt Jr et al. (2003);
Hsiao and Lozano-Perez (2006); Hsiao et al. (2010b)).
Researchers in this area often focus on the task of finding
and achieving stable grasps for objects.
Research on whole-arm collision detection has used a
model of the dynamics of the robot arm to detect devia-
tions from the expected torques to detect arbitrary collisions
across the entire arm (e.g. De Luca and Mattone (2004);
De Luca et al. (2006); Haddadin et al. (2008)). Contact con-
ditions that result in loads that cancel one another on a link
could go undetected with these methods. Joint torques alone
are also insufficient to discriminate among multi-contact
conditions in general.
2.3. Tactile exploration
Researchers have used tactile sensing at the end effec-
tor to haptically explore objects (Okamura and Curkosky,
2001; Kraft et al., 2009) and environments (Haddadin et al.,
2011; Ganesh et al., 2012), detect features (Okamura and
Cutkosky, 1999), recognize objects (Bierbaum et al., 2009;
Pezzementi et al., 2011), localize objects (Petrovskaya and
Khatib, 2011; Platt Jr et al., 2011), and estimate object
properties (Tanaka et al., 2003; Chitta et al., 2011).
Most research has looked at tactile sensing at the end
effector for haptic exploration, but there are exceptions,
such as research that investigates head-mounted whiskers
for bio-inspired exploration (Prescott et al., 2010).
2.4. Motion planning with deformable objects
Manipulation research often assumes that any objects that
the robot interacts with are rigid. There is some research
on motion planners that allow the robot to make contact
with, and push into deformable objects (e.g. Rodriguez
et al. (2006); Frank et al. (2011); Patil et al. (2011)). These
approaches assume knowledge of the specific configuration
of the objects and require accurate and detailed models of
how the objects deform.
2.5. Robot locomotion
Our approach to robot manipulation has similarities to
approaches that have been successful for robot locomotion.
For example, researchers have developed robots that loco-
mote in cluttered environments without detailed geometric
models of the terrain nor planning over long time hori-
zons (Saranli et al., 2001; Raibert et al., 2008). Likewise,
whole-body contact, and contact in general, has not been
considered undesirable. For example, robots have used con-
tact over their entire bodies to traverse the ground and swim
in granular media (McKenna et al., 2008; Maladen et al.,
2010). Additionally, the use of simple mechanical models,
compliance, and force sensing is common for robot loco-
motion (Garcia et al., 1998; Pratt and Pratt, 2001; Pratt,
2002; Raibert et al., 2008).
2.6. Model predictive control
One of the initial application areas for MPC was chemical
process control (Garcia et al., 1989). It is often referred to
as receding horizon control when used for control of aerial
vehicles (Bellingham et al., 2002; Abbeel et al., 2010).
MPC has also been used in robot locomotion research (e.g.
Wieber (2006); Erez et al. (2011); Manchester et al. (2011)).
In terms of robot manipulation, MPC has recently been used
for bouncing a ball (Kulchenko and Todorov, 2011), gen-
erating manipulator trajectories to compensate for inertial
forces on a boat (From et al., 2011), controlling a six-DOF
cable-driven parallel manipulator (Duchaine et al., 2007),
and reaching in free space (Ivaldi et al., 2010).
3. The model predictive controller
The controller that we have developed uses linear MPC with
a time horizon of length one. Specifically, using the nota-
tion of Morari and Lee (1999), our controller uses a linear
discrete-time model of the system,
x( k + 1) = Ax( k) +Bu( k) , (1)
where x( k) is the state and u( k) is the control input.
At each time-step, k, the controller computes a sequence
of control inputs, u∗( i) , i = k . . . ( k + N − 1), to minimize
a quadratic objective function of x( k) , . . . , x( k + N) and
u( k) , . . . , u( k + N − 1), subject to linear inequality con-
straints on x( k) , . . . , x( k + N) and u( k) , . . . , u( k + N − 1),
where N is the length of the time horizon of the model pre-
dictive controller. This defines a quadratic program (Morari
and Lee, 1999). The controller then uses only the first con-
trol input by setting u( k) = u∗( k), and reformulates the
quadratic program at the next time-step. In this paper, we
use a time horizon of length one ( N = 1), and recompute
the A and B matrices in equation (1) at each time-step.
In the rest of this section, we describe our model pre-
dictive controller for manipulation with multiple contacts.
First, in Section 3.1, we give an overview of the controller
that we have developed. Next, we present the hierarchy
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of controllers in Section 3.2. In Section 3.3, we describe
the linear quasi-static model that our model predictive con-
troller uses, and detail the quadratic program that the con-
troller solves at each time-step in Section 3.4. We then
describe extensions to the quadratic program in Section 3.5.
3.1. Overview of the one-step model
predictive controller
Our model predictive controller attempts to move the end
effector closer to a specified position, subject to constraints
on the predicted contact forces. It explicitly allows the robot
to apply any force less than a don’t care force threshold,
f threshci , at each contact, ci.
Our controller has the following parameters that influ-
ence its behavior:
• Goal location ( xg ∈ R3): This is the Cartesian position
to which the controller attempts to move the end effec-
tor. We do not address achieving a goal orientation in
this paper.
• Contact stiffness matrices ( Kci ∈ R3×3): These are the
controller’s estimates of the stiffness matrices for each
contact location along the arm. In this paper, we assume
that the stiffness at each contact is non-zero along the
direction of the contact force sensed by the real or
simulated sensors and is zero in the other directions.
• Don’t care force thresholds ( f threshci ∈ R3): The control-
ler attempts to keep the force at each contact below this
value, and there is no penalty or constraint for contact
forces below this threshold.
• Maximum rate of change for contact forces ( f rateci ∈
R
3): This term limits the predicted change in the contact
force over one time-step.
• Safety force threshold ( f safetyci ∈R3): If the contact force,
fci , exceeds this safety threshold value, our controller
stops and reports a failure.
3.2. Control structure
Figure 3 shows our hierarchical control structure. A joint-
space impedance controller runs at 1 kHz. Our implemen-
tation of our model predictive controller runs in Python
on a conventional desktop computer at a rate that varies
between approximately 50 and 100 Hz. Some of this vari-
ation depends on the number of contact locations.
3.2.1. “Simple” impedance controller: For a detailed
description and analysis of this form of joint-space
impedance control, we refer the reader to Hogan and
Buerger (2005). The input to the 1 kHz “simple” impedance
controller, φ, is called a virtual trajectory. The controller
uses feedback from the joint encoders to command torques
at the joints, τ , that are given by
τ = Kj( φ − θ ) −Djθ̇ + τ̂g( θ ) . (2)
goal location
Model predictive controller
φ = φk−1 + Δφ∗














θ, fci , Jci
50–100 Hz
1 kHz
Fig. 3. Block diagram showing the hierarchical control structure.
Details are in Section 3. The controller frequencies are specific to
our implementation.
For this paper, Kj and Dj are constant m × m diagonal joint-
space stiffness and damping matrices, θ ∈ Rm and θ̇ ∈ Rm
are the current joint angles and joint velocities, and τ̂g ∈ Rm
is a gravity-compensating torque vector that is a function
of θ . The robot arm has m joints.
As a result, the closed-loop system behaves as if the arm
is connected to the joint-space virtual trajectory, φ, via tor-
sional viscoelastic springs at the joints. If φ is held constant,
“simple” impedance control can be shown to result in stable
interaction with passive environments for contacts all over
the arm (Hogan and Buerger, 2005; Hogan, 1988).
“Simple” impedance control, sometimes referred to as
equilibrium point control, does not explicitly model the
dynamics of the arm, unlike other approaches to force con-
trol and impedance control (Albu-Schaffer et al., 2003;
Sentis et al., 2010). A model of the dynamics could poten-
tially improve performance. In practice, we have found
“simple" impedance control to be stable, reliable, and suffi-
cient to reach into clutter and perform other tasks (Edsinger
and Kemp, 2007a, 2007b; Jain and Kemp, 2009a, 2009b,
2010b). It also has the advantage of being straightforward to
implement without the need for system identification. Other
researchers have looked at similar robotic control strategies
for humanoid motion in simulation (Gu and Ballard, 2006)
for free-space motion (Williamson, 1996), legged locomo-
tion (Migliore, 2009), and rhythmic manipulation from a
fixed base (Williamson, 1999).
Extension 1 is a video showing the “simple” impedance
controller running and the low stiffness of the robot’s joints.
3.2.2. Model predictive controller: The input to our model
predictive controller is a Cartesian goal position, xg ∈ R3.
The controller uses feedback from the joint encoders and
whole-arm tactile sensing to compute φ∗ ∈ Rm, an incre-
mental change in the virtual joint-space trajectory. This
φ∗ is the control input, u( k), of equation (1).
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3.3. Linear discrete-time model
In this section, we derive a linear discrete-time quasi-
static model, similar to equation (1), for the arm and its
interaction with the world. The model is of the form
θ ( k + 1) = θ ( k) +Bφ( k) , (3)
where θ ∈ Rm is the state of the system (vector of joint
angles for a robot with m joints), the control input φ ∈
R
m is the incremental change in the joint-space virtual
trajectory of the impedance controller, and B ∈ Rm×m.
We begin by assuming that the robot has a fixed and stat-
ically stable mobile base and the arm is in contact with the
world at n locations. We denote the ith contact as ci. The
equations of motion in joint-space are
M( θ ) θ̈ + C( θ , θ̇ ) θ̇ +
n∑
i=1
JTci ( θ ) fci + τg( θ ) = τ , (4)
where M ∈ Rm×m is the inertia matrix, C ∈ Rm×m is
the Coriolis matrix, Jci ∈ R3×m is the Jacobian matrix for
the ith contact, fci ∈ R3 is the force at contact ci, τg ∈ Rm
is the vector of torques due to gravity at each joint, and
τ ∈ Rm is the vector of torques applied by the actuators at
the joints. Equation (4) ignores properties such as friction at
the joints, but is commonly used in robotics (Featherstone
and Orin, 2008).
Combining the equations of motion (equation (4)) with
the impedance control law (equation (2)) gives the model
of the arm and its interaction with the world,
M θ̈ + Cθ̇ +
n∑
i=1
JTci fci + τg = Kj( φ − θ ) −Djθ̇ + τ̂g. (5)
In this paper, as an approximation, we assume that the
gravity-compensating torques are perfect and that the
dynamics are negligible, since the robot is moving slowly.
We remove all terms with θ̈ or θ̇ from equation (5), and set
τ̂g = τg to obtain
n∑
i=1
JTci fci = Kj( φ − θ ) , (6)
which is a quasi-static model. These approximations help
us obtain a linear discrete time model that results in a com-
putationally favorable quadratic program. In equation (6),
the torques at the joints due to the contact forces (left-hand
side) balance the torques applied by the actuators in the
joints (right-hand side).
For the contact model, we ignore friction at the contacts
and assume that each contact behaves like a linear spring
normal to the surface of the robot arm. These assump-
tions are similar to the Hertzian contact model (Johnson,
1985; Kao et al., 2008). This results in a mechanical model
with torsional springs at the joints and linear springs at the
contacts as illustrated in Figure 4.
Fig. 4. Graphical representation of a planar version of the quasi-
static mechanical model with torsional springs at the joints of
the robot and linear springs at contacts that our model predictive
controller uses, as we describe in Section 3.3.
If we take the difference between equation (6) at times k
and k + 1, we obtain
n∑
i=1
JTci ( k + 1) fci ( k + 1) −JTci ( k) fci ( k)
= Kj( φ( k + 1) −φ( k) −θ ( k + 1) +θ ( k) ) . (7)
We assume that the change in the configuration of the arm
in one time step, θ ( k + 1) −θ ( k), is small and we approxi-
mate Jci ( k + 1) with Jci ( k). We also assume that no new




JTci ( k) ( fci ( k + 1) −fci ( k) )
= Kj( φ( k) −θ ( k + 1) +θ ( k) ) , (8)
where φ( k) = φ( k + 1) −φ( k) is the control input of our
model predictive controller, see equation (3) and Figure 3.
Using the linear elastic spring model for the contacts,
fci( k + 1) −fci ( k) = Kci Jciθ ( k) , (9)
where θ ( k) = θ ( k + 1) −θ ( k). We can now use equa-
tion (9) to rewrite equation (8) as
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is the sum of a positive definite
matrix, Kj, and positive semi-definite matrices, JTci Kci Jci ,
and is therefore positive definite and invertible.
Equation (10) is the linear discrete-time model of the
system that our controller generates and uses at each time-
step. The controller computes the parameters for this model,
Jci and Kci , based on the current contact locations and a
stiffness for each contact. Note that the contact forces, fci ,
do not appear in this model, which relates change in the
virtual trajectory to change in the joint angles. The con-
tact forces do appear in the inequality constraints of the
quadratic program, and are used in a quadratic penalty
term if they exceed the don’t care force threshold, f threshci .
In practice, measured forces are also used to detect con-
tact and estimate contact locations. Detecting contact is
especially important, since false positives would result in
the controller hallucinating contact and modeling it with a
spring.
Equation (10) is in the same form as equations (1) and
(3). As we describe next, its linear form allows us to formu-
late the optimization as a quadratic program (QP) that can
be solved efficiently at each time-step.
3.4. Quadratic program to compute φ∗
Using the terminology of Boyd and Vandenberghe (2004),
our optimization variable is φ, an incremental change
in the joint-space virtual trajectory, and we minimize
a quadratic objective function subject to linear equal-
ity and inequality constraints. We use the open source
OpenOpt framework to solve this quadratic program
(http://openopt.org).




where gi are quadratic functions of the optimization vari-
able φ and αi are empirically tuned scalar weights. We set
α1 = 1 and list the values of the other scalar weights in
Section 3.5.
We set up the quadratic program such that the solution,
φ∗, will result in the predicted position of the end effector
that is closest to a desired position subject to constraints on
the predicted change in the joint angles and contact forces.
Below are the components of this quadratic program.
3.4.1. Move to a desired position: The first term of the
quadratic objective function of equation (11) attempts to
move the end effector to a desired position. It is of the form
g1 = ‖xd − xh‖2 , (12)
where xh = xh( k + 1) −xh( k) is the predicted motion of
the end effector (hand) and xd ∈ R3 is the desired change
in the end effector position in one time-step.
We assume the change in the joint angles will be small,
and use the kinematic relationship
xh = Jhθ , (13)
where Jh ∈ R3×m is the Jacobian at the end effector (or
hand), and θ = θ ( k + 1) − θ ( k) is the change in the
joint angles predicted by equation (10). We express the













For this paper, at each time-step, a simple mid-level con-
troller provides a waypoint, xh +xd, that attempts to move
the end effector from its current position, xh, toward the





∥∥xg − xh∥∥ > dw
xg − xh if
∥∥xg − xh∥∥ ≤ dw , (15)
and dw is a small constant distance. Although we do not
present alternatives in this paper, other mid-level controllers
could potentially provide waypoints in order to perform
other actions, such as following a surface or moving along
a planned trajectory.
3.4.2. Joint limits: We also add two linear inequality con-
straints to keep the predicted joint angles within the physi-
cal joint limits. These are of the form
θmin ≤ θ ≤ θmax, (16)
where θmin and θmax are the difference between the min-
imum and maximum joint limits and the current configura-
tion of the robot. Using equation (10), we can rewrite the
inequalities of equation (16) as linear inequalities in φ.
3.4.3. Contact forces: For each contact, we attempt to
restrict the contact force fci to be below a don’t care force
threshold, f threshci , and limit the predicted change of the con-
tact force, fci = fci( k + 1) −fci ( k), in one time-step. This
results in two inequalities for each contact,
fmin ≤ fci ≤ fmax, where (17)
fmin = −f rateci , and (18)
fmax = min
(






f rateci is a threshold on the maximum allowed predicted
change in the contact force in one time-step. We limit the
maximum change to keep the motion of the arm smooth.
For simplicity, we used the same value of f rateci for both
increasing and decreasing the contact force, but this is not
a requirement. The term ( f threshci − fci) in equation (19)
explicitly allows contact forces below f threshci .
From equations (9) and (10), the inequalities of equa-
tion (17) can be expressed as linear inequalities in φ.
 at GEORGIA TECH LIBRARY on December 19, 2013ijr.sagepub.comDownloaded from 
Jain et al. 465
3.5. Extensions to the quadratic program
In this section, we describe three extensions to the quadratic
program of the previous section (Section 3.4).
3.5.1. Squared magnitude of τ : To discourage large
changes in the joint torques in one time-step, we add the
term
g2 = ‖τ‖2
= φT KTj Kjφ (20)
to the objective function after multiplying it with a scalar
weight α2, see equation (11). For this paper, we set α2 =
0.00001 for both the real and simulated robot. This weight
penalizes large motions of redundant degrees of freedom,
but making α2 too large discourages all motion of the arm.
3.5.2. Decreasing contact forces above the don’t care
threshold: Due to modeling errors, the contact forces can




can lead to an infeasible quadratic program. For example,
fmax can become less than fmin.
For each contact with fci > f
thresh
ci
, we replace equa-
tion (19) with fmax = 0. This requires the predicted con-
tact force to either decrease or remain the same. Leaving
the predicted contact forces the same by not changing the
virtual trajectory, φ = 0, is always feasible.
We also add an additional term g3 to the objective func-





∥∥f dci − fci∥∥2 if fci > f threshci , (21)
where f dci is the desired change for the contact force in one
time-step and fci is the change in the predicted contact
force. We set f dci as a force with a constant magnitude and
a direction opposite to fci . Using equations (9) and (10), we
can express g3 as a quadratic function of φ.
We set the scalar weight α3 = 1 and
∥∥f dci∥∥ = 0.2 N.
These two parameter values enable the controller to reduce
the force in a controlled manner in the software simulation
and on the real robot.
3.5.3. Limits on the virtual trajectory: On the robot Cody,
described in Section 4.2, the joint-space impedance con-
troller limits the virtual trajectory to be within the physical
joint limits. To account for this, we add two additional linear
constraints on φ:
φmin ≤ φ ≤ φmax. (22)
3.6. Stopping our model predictive controller
In the event of a contact force above the safety thresh-
old, f threshci , our model predictive controller stops send-
ing changes to the virtual trajectory, while the “simple”
impedance controller continues to run. Theoretically, if the
environment is passive, the arm will then be stable due
to the “simple” impedance controller’s stability properties
(Hogan and Buerger, 2005; Hogan, 1988).
Additionally, for the experiments in this paper, a higher
level controller stops our model predictive controller if the
position of the end effector does not change significantly
over a period of time, indicating that our model predictive
controller is stuck in a local minimum, or if the controller
runs for a time greater than a timeout value.
4. Experimental testbeds
We evaluated our model predictive controller using three
different testbeds: 1) a software simulation testbed with a
three-DOF planar arm, 2) a hardware-in-the-loop testbed
that simulates whole-arm tactile sensing for a real seven-
DOF arm, and 3) a real seven-DOF arm with a real tactile
sensor covering its forearm. The same MPC code written in
Python runs on all three experimental testbeds. For visual-
ization, we use the rviz program, which is part of the Robot
Operating System (Quigley et al., 2009).
4.1. The simulated robot
This testbed allows us to simulate a large number of trials.
We use the open source physics simulation library Open
Dynamics Engine (http://www.ode.org) to simulate a pla-
nar arm with three rotational joints, a 1 kHz joint-space
impedance controller, and tactile sensors covering the entire
surface of the arm with 100 taxels per meter. Figure 5 shows
a visualization of the simulated robot and taxels. The sim-
ulation estimates contact forces using linear complemen-
tarity constraints (Cottle and Dantzig, 1968; Cottle et al.,
2009) and linear friction cone approximations. It also treats
contact between two convex objects as a single contact, such
as when a cylindrical link of the robot arm makes con-
tact with a cylindrical object. The physics simulation and
model predictive controller run in separate processes, but
we synchronize their execution so that our model predic-
tive controller consistently runs at very close to 100 Hz with
respect to the simulated clock.
The simulated three-link planar arm has kinematics and
joint limits similar to a human holding his hand straight out
and manipulating in a plane parallel to the ground and at
shoulder height. We define the end effector of the arm to
be the most distal point on its most distal link, which cor-
responds with the finger tips of this outstretched hand. The
lengths (19.6, 33.4 and 28.8 cm) and masses (2.8, 2.3 and
1.32 kg) of the different links are similar to a human torso
and arm, while the diameter of the cylindrical links (3 cm)
is similar to a human hand held flat or a small human wrist
(Grosso et al., 1989; Tilley and Dreyfuss, 2001). The three
joints, with stiffnesses of 30, 20 and 15 Nm/rad, correspond
to the torso, shoulder, and elbow. The joint stiffness values
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Fig. 5. (Left) Visualization of the three link planar arm reaching to a goal location (cyan) in a volume consisting of rigid cylinders that
are either fixed (red) or movable (yellow). The base of the arm is rigidly fixed to the world. (Middle) Visualization of the whole-arm
tactile sensor. The orange points are 1 cm apart and represent the centers of the taxels. The green arrows are the contact force vectors
and each red arrow is the sensed component of the contact force normal to the surface of the arm. (Right) Visualization of the contact
force and contact location inferred from per-link force–torque sensing (Section 5.2.1). The green arrow is the inferred contact force and
the red arrow is its normal component.
Fig. 6. The robot Cody with two compliant seven-DOF arms and
a tactile sensor covering its right forearm.
are similar to measured stiffnesses of humans during planar
reaching motions (Shadmehr, 1993).
4.2. The real robot – Cody
Figure 6 shows the robot Cody that we use for experi-
ments in this paper. Cody has a Segway omni-directional
mobile base, which we control with a PID controller that
uses visual odometry (Killpack et al., 2010). Cody also has
two seven-DOF arms from Meka Robotics with kinematics
similar to human arms and a series elastic actuator (SEA)
at each degree of freedom. The passive elastic elements of
the SEAs are stiff relative to the active compliance we spec-
ify for all joints, except two wrist joints. The passive elastic
elements help protect the actuators from shock loads (Pratt
and Williamson, 1995) and may have advantages in wedg-
ing and jamming conditions in high-stiffness clutter, but we
do not investigate their role in this paper. For this paper,
except for two wrist joints, the actuators can be thought of
as torque sources.
On Cody, “simple” impedance control runs at 1 kHz
within an RTAI real-time thread on a computer running
Ubuntu Linux. We use the same stiffness settings as our
previous work (Jain and Kemp, 2009b, 2010b). We set
the stiffnesses for the shoulder flexion/extension, shoulder
abduction/adduction, shoulder internal/external rotation,
elbow flexion/extension, and forearm pronation/supination
motions at 20, 50, 15, 25 and 2.5 Nm/rad, respectively.
The joint stiffness values are also similar to measured
stiffnesses of humans during planar reaching motions
(Shadmehr, 1993). We use position control for the wrist
flexion/extension and abduction/adduction, since the pas-
sive compliance of the SEA springs and the cables connect-
ing the SEAs to these two joints is significant.
4.3. Hardware-in-the-loop simulation of
tactile sensing
Since we did not have whole-arm tactile sensing on a real
robot, we built a hardware-in-the-loop testbed to simu-
late whole-arm tactile sensing. Figure 7 shows the current
implementation of this testbed. The clutter field consists of
rigidly mounted posts made of extruded aluminum (80/20®
T-Slot Framing) covered with bubble wrap to make them
cylindrical and deformable. These posts are similar to the
fixed cylinders in the software simulation.
The testbed estimates contact locations on the robot’s
arm using geometric collision detection from OpenRAVE
(Diankov and Kuffner, 2008) and models of the robot
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Fig. 7. (Top left) Different components of the hardware-in-the-loop testbed. (Top right) Close-up of one instrumented post showing
the force–torque sensor at the base of an extruded aluminum rod which we have covered in bubble wrap. (Bottom left) Cody attempting
to reach to a goal location (green). (Bottom right) Visualization of the simulated tactile sensing.
arm and the posts. We use an OptiTrak motion tracking
system to estimate the positions of the posts and the pose
of the robot with respect to a common frame of reference.
To estimate contact forces, we instrumented each of the
posts with a six-axis force–torque sensor (ATI Mini45) at
its base. For each instrumented post and robot link in con-
tact with one another, the simulated tactile sensor produces
a single contact location, which is the centroid of the esti-
mated contact region, and an associated force vector from
the post’s force–torque sensor. If multiple links make con-
tact with the same post, it divides the force magnitude
equally among them.
4.4. Real tactile sensing forearm
Figure 8 shows the tactile sensor that covers the fore-
arm of the robot Cody. Meka Robotics and the Georgia
Tech Healthcare Robotics Lab developed the forearm tac-
tile sensor, which is based on Stanford’s capacitive sensing
technology, as described in Cutkosky and Ulmen (2012).
The forearm sensor consists of 384 taxels arranged in a
16×24 array. There are 16 taxels along the length of the
cylindrical forearm and 24 taxels along the circumference.
Each taxel has a dimension of 9×9 mm and a sensing range
of 0–30 N. We can obtain the 16×24 taxel array sensor
data at 100 Hz using Robot Operating System (ROS)
drivers.
On the robot Cody, we added two layers of material on
top of the forearm sensor to cover the open parts of the
joints, protect the sensor, and make the exterior of the arm
low friction. These are shown on the right in Figure 8. The
white sleeve is a thin neoprene McDavid compression arm
sleeve (Model No. 656T), and the black layer is a padded
Ergodyne neoprene elbow sleeve (Model No. 650) designed
for athletes.
When using the real tactile sensor, we mounted a rigid
3D printed cylindrical cover over the wrist of the robot,
shown in Figure 8. The cover serves to detect contact forces
across the entire surface of the most distal part of the
arm using the wrist-mounted force–torque sensor. It
also creates a smooth surface over the wrist joint. The
cover is flush with the tactile sensing forearm such that the
last two wrist joints are unable to rotate when it is
mounted.
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Fig. 8. (Left) Tactile sensor on the right forearm of Cody (underneath the black neoprene sleeve) as well as a 3D printed cover for the
wrist. (Right) Two layers of material (thin white compression sleeve and black padded sleeve) that we added on top of the tactile sensor
(blue).
4.5. Detecting contact
As mentioned in Section 3.3, the controller uses the mea-
sured force to detect a contact. Specifically, the controller
only adds a contact to its model if the force magnitude is
greater than a threshold.
This threshold is 0.5 N for the simulated robot and 1 N in
the hardware-in-the-loop testbed. For the real tactile sensor,
we precompute the standard deviation of the sensor noise
for each taxel when the arm is not in contact with the envi-
ronment. The threshold for detecting contact is six times the
standard deviation of the sensor noise or 1 N, whichever is
greater. For contacts on the wrist cover, the threshold is 1 N.
4.6. Tactile sensing limitations
Due to limitations in our implementations, there are differ-
ences in tactile sensing with the three testbeds.
The tactile sensors for the software simulated robot and
the real tactile sensing forearm match the assumptions we
used in our controller derivation. They report the geometric
centers of the taxels at which contact is detected along with
the total normal force measured at each taxel.
While testing the real tactile sensing forearm, the plastic
cover on the distal part of Cody’s arm also reports con-
tact forces. These forces are not handled in the same way
as our derivation. Instead, the contact location is the cen-
ter of the force–torque sensor, and the contact force is the
total resultant force measured by the force–torque sensor.
The controller treats this force vector as though it were a
normal force applied at the center of the force–torque sen-
sor, which implies that it will not ignore frictional forces.
In other words, the spring associated with this contact in
the mechanical model is oriented along the direction of this
force vector rather than a surface normal.
Similarly, the hardware-in-the-loop simulation of tactile
sensing does not report normal forces, and instead provides
the centroid of the estimated contact region as the contact
location, and a scaled version of the total resultant force
vector measured by the object’s force–torque sensor as the
contact force.
The primary consequence of these differences is that fric-
tional forces will influence the controller rather than being
ignored. This influence is mitigated by the smooth, low-
friction surfaces of the plastic cover and Cody’s arm. We
also put neoprene McDavid compression arm sleeves on
Cody’s arm when it operates in the hardware-in-the-loop
system.
5. Approaches used for comparison
In this section, we describe four methods against which
we compared our controller: 1) a baseline controller;
2) our model predictive controller with per-link force–
torque sensing; 3) our model predictive controller without
force sensing, and 4) a state-of-the-art geometric motion
planner that has full knowledge of the environment.
5.1. Baseline controller
Our baseline controller uses the same joint-space
impedance control as our model predictive controller
to maintain low stiffness at the joints. However, it does
not use feedback from the tactile sensor, except to define
a safety stopping criterion. Specifically, this controller
computes
φ∗ = (JTh Jh)−1 JTh xd, (23)
where φ∗ ∈ Rm is the incremental change in the joint-
space virtual trajectory (see Figure 3), Jh ∈ R3×m is the
Jacobian at the robot’s end effector (hand), and xd ∈ R3 is
the desired Cartesian motion of the end effector computed
from equation (15). The baseline controller monitors the
tactile sensor values and stops if the force at any contact
goes above the safety force threshold, f safetyci .
Equation (23) is the solution to the quadratic program for
our model predictive controller, if the manipulator is not in
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contact with anything, the constraints are ignored, and only
g1 (see equation (12)) is used for the objective function.
In free space, both controllers behave similarly, since they
attempt to move the end effector along a straight line to the
goal with identical low-stiffness settings at the joints.
5.2. Our model predictive controller with
different sensors
In order to compare whole-arm tactile sensing with other
sensors, we simulated an arm with force–torque sensors at
the base of each link and an arm with no force sensors.
5.2.1. Simulated force–torque sensors: For the arm with
simulated force–torque sensors at each link, the robot inter-
prets any set of contacts as at most one contact force per
link. For each link, the simulated robot first uses Poinsot’s
theorem to calculate the resultant force and its line of action
due to all external forces applied to the link (Murray et al.,
1994). It then estimates the associated contact location as
the intersection of this line of action with the link’s axis.
Notably, this contact location may not be on the body of
the link. For example, a moment due to canceled forces can
result in the contact location being off the link. Addition-
ally, the contact force’s direction need not be normal to the
link’s perimeter. Instead, the spring associated with the con-
tact in the controller’s mechanical model is oriented along
the direction of the resultant force. As we briefly discuss
later, this method resulted in the best overall performance of
our controller with per-link force–torque sensing out of sev-
eral more elaborate methods. Figure 5 shows a visualization
of the feedback from the simulated force–torque sensors.
Our simulated force–torque sensors are idealized, giving
an upper bound on sensor performance. The sensing does
not have any noise or drift besides the numerical noise in
the software simulation. In addition, the force–torque sens-
ing only reports contact forces directly due to contact with
the environment, since forces due to accelerating the mass
of the links, friction, and other phenomena are ignored.
This is akin to perfectly estimating and compensating for
all phenomena that could interfere with measurements from
per-link force–torque sensors.
5.2.2. No force sensing: The arm with no force sensing
performs “simple” impedance control, but provides no con-
tact locations nor contact forces to the model predictive
controller. Consequently, the controller believes it is oper-
ating in free space, and will move the end effector directly
toward the goal location, subject to the remaining con-
straints and objective function terms. Although it does
not use force sensing for maneuvering, if a contact force
exceeds the safety threshold, the model predictive controller
stops, as described in Section 3.6.
5.3. Conservative assumptions about the
number of contacts
Our controller attempts to keep each contact force below
the don’t care force threshold. When using per-link force–
torque sensing, it makes the conservative assumption that
the load associated with each link results from a single con-
tact point. It does this, since it does not know the actual
number of contacts on a link over which the load is being
distributed. With tactile sensing it makes a similar conser-
vative assumption by treating all contacts applied to a single
taxel as a single contact.
5.4. Motion planner with full knowledge
For experiments in the software simulation testbed, we
also compared against a bi-directional RRT motion plan-
ner (Bi-RRT) as implemented in OpenRAVE (Diankov and
Kuffner, 2008). The motion planner has complete knowl-
edge of the fixed cylinders in the cluttered environment and
we remove all the movable cylinders. We use Bi-RRT to
estimate whether or not a solution exists for a given goal
location and configuration of the fixed cylinders. We use
this to estimate an upper bound for the success rate for
a given set of trials. This is an approximate upper bound,
since there may be no way to reach the goal when the
movable cylinders are present.
6. Software simulation experiments
In this section, we describe experiments with the software
simulation testbed (see Section 4.1). For all experiments,
the simulated arm reached to a goal location in a clutter
field starting from the initial configuration. We considered
a reach successful if its end effector (the most distal point on
the most distal link) reached to within 2 cm of the goal loca-
tion. Extension 9 is the code and instructions to reproduce
the results of this section.
6.1. Simulating clutter
Our simulated clutter fields are composed of rigid cylinders
with a diameter of 2 cm that are either fixed to the ground
or movable. In isolation, a movable cylinder slides with the
application of approximately 2 N (static friction and kinetic
friction are set to be equal).
To generate a clutter field, we randomly place a prede-
fined number of fixed and movable cylinders into a 1.2 ×
0.6 m rectangular region. For each cylinder, we uniformly
sample a two-dimensional location from the rectangular
region (see Figure 9), redrawing until we find a location
for which the associated cylinder does not collide with the
cylinders that have already been placed.
We use this simplified model of clutter to randomly gen-
erate clutter fields with different ratios of fixed to movable
clutter, and different densities of clutter. This clutter model
shares some similarities with dense foliage, which often
 at GEORGIA TECH LIBRARY on December 19, 2013ijr.sagepub.comDownloaded from 
470 The International Journal of Robotics Research 32(4)
(a) 20 cylinders (b) 40 cylinders (c) 80 cylinders (d) 120 cylinders (e) 160 cylinders (f) 200 cylinders
Fig. 9. An example of the six different levels of clutter that we used in the evaluation of Section 6.3. The cylinders are the black circles,
the eight goal locations are green crosses, and the blue curve outlines the area swept by the fully extended arm when its proximal joint
moves from 45◦to 135◦. The physical limits for the proximal joint are at −150◦and 150◦.
Fig. 10. 75th, 95th, and 99th percentile scores for the contact
force from 200 trials of single reaches to eight different goal loca-
tions in 25 distinct clutter fields for different values of the don’t
care force threshold. Details are in Section 6.2.
consists of stiff branches and movable leaves. Reaching
into this type of clutter results in a diverse set of contact
conditions with numerous point contacts occurring across
the arm, some of which result in high forces when pushed
against and others of which result in lower forces. Making
contact with this simulated clutter also results in secondary
effects due to contact between the cylinders.
6.2. Regulating contact forces
To test the influence of the don’t care force threshold, f threshci ,
we generated 25 clutter fields, each with 20 fixed and 20
movable cylinders and 8 constant goal locations as shown in
Figure 9. We then ran our model predictive controller with
five different don’t care force threshold values on these 200
trials (25 fields × 8 goals).
Figure 10 shows the 75th, 95th, and 99th percentile scores
for the magnitude of the contact force for each value of




95th percentile score was ≥ 0.999, providing evidence that
the f threshci parameter can be used to predictably influence
the contact forces.
For the contact force statistics we report here and in other
simulation experiments, we use the raw contact forces from
the physics simulation. The physics simulation computes
contact forces between all objects at every time-step. For
our results, we use all of the raw contact forces applied
to the manipulator by the clutter objects, rather than mea-
surements from the simulated robot’s sensors or the normal
components of the raw forces.
6.3. Reaching trials
We used the simulation testbed to compare our model pre-
dictive controller with whole-arm tactile sensing to a ver-
sion with per-link force–torque sensing, a version with no
force sensors, and Bi-RRT, as described in Section 5.2.
We varied the level of clutter with six different values for
the total number of cylinders (20, 40, 80, 120, 160 and 200).
For this paper, we refer to 20 and 40 cylinders as “low clut-
ter”, 80 and 120 cylinders as “moderate clutter”, and 160
and 200 cylinders as “high clutter”. We also changed the
composition of the clutter to have movable cylinders consti-
tuting 0, 50 or 100% of the clutter with the rest fixed. Over-
all, we ran 3×6×3×150×8 = 64800 trials of the simulated
robot reaching in clutter with 3 types of sensor feedback,
6 levels of clutter, 3 ratios of movable to fixed cylinders,
150 randomly generated clutter field configurations, and 8
constant goal locations. Figure 9 shows examples of the
different levels of clutter and the goal locations.
For all trials, we set f threshci = 5 N and f
safety
ci = 50 N for
each contact ci. If the end effector of the arm did not move
more than 1 mm for a period of 10 s, the trial ended as a
failure.
6.3.1. Success rates for three controllers and Bi-RRT: Fig-
ure 11 shows the performance of the three controllers, and
our estimated upper bound for the success percent via Bi-
RRT, which we will refer to as the estimated optimal suc-
cess rate. As expected, the estimated optimal success rate
and the controllers’ success rates decrease with increasing
clutter.
We also tested the statistical significance of the differ-
ences between the success rates for whole-arm tactile sens-
ing versus per-link force–torque sensing for 18 different
conditions (6 levels of clutter × 3 ratios of movable to
fixed objects). To do so, we used a standard significance test
for comparing two proportions (McClave et al., 2008). We
found statistical significance with p-values less than 0.01
for moderate and high clutter composed of 100% and 50%
movable objects. We did not find significance for any con-
dition with 100% fixed objects due to the low number of
successful trials. By running 3600 additional trials with 80
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Fig. 11. (Top) Success rate for a single reach attempt in different levels of clutter and ratios of fixed to movable clutter. Each data point
is the success rate over 1200 trials with a single reach towards the goal per trial. (Bottom) Percent improvement in the success rate when
the robot uses whole-arm tactile sensing instead of per-link force-torque sensing. Details are in Section 6.3.1.
fixed objects, we found statistical significance (p < 0.05)
for relative performance comparable to that shown in Fig-
ure 11. Specifically, when including these additional trials,
whole-arm tactile sensing performed 9.36% better than per-
link force–torque sensing with 80 fixed objects. Finding sta-
tistical significance for higher levels of clutter would have
required more trials than we could perform.
For 100% and 50% movable objects, higher clutter
resulted in larger effect sizes. As shown in the far right
graph of Figure 11, the relative improvement of whole-arm
tactile sensing over per-link force–torque sensing gener-
ally increased as the level of clutter increased, resulting in
large improvements at the highest level of clutter (200
objects).
With fixed objects, both the controller with whole-arm
tactile sensing and per-link force–torque sensing had higher
success rates than the controller with no sensing. How-
ever, with 100% movable objects, the controller with no
sensing performed better, since it could push into the mov-
able objects with arbitrarily large forces to achieve a 100%
success rate.
6.3.2. Examples of whole-arm tactile sensing succeeding
when force–torque sensing fails: Figure 12 shows two
examples of multi-contact situations for which per-link
force–torque sensing failed, but whole-body tactile sensing
succeeded. In the middle example, the robot with per-link
force–torque sensing became stuck due to contact with a
Fig. 12. (Left) The initial configuration of the simulated arm for
our reaching trials. The first joint remained fixed to the ground
at the same location throughout all of our tests. (Middle and
Right) Two multi-contact situations in which our model predictive
controller became stuck with per-link force–torque sensing and
succeeded with whole-arm tactile sensing. The cyan circle denotes
the goal location, the blue arrows show the actual contact forces,
and the green arrow shows the contact force and contact location
inferred from per-link force–torque sensing. (Midddle) The distal
link of the robot makes contact with a fixed cylinder and a mov-
able cylinder in contact with a fixed cylinder. (Right) The distal
link makes contact with two movable cylinders.
fixed cylinder and with a movable cylinder in contact with
a fixed cylinder. In the example on the right, the robot
with per-link force–torque sensing became stuck due to
contact with two movable cylinders, one of which was in
contact with an additional movable cylinder. For both of
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Fig. 13. (Left) An example where our model predictive controller with per-link force–torque sensing resulted in the robot applying
large forces. The blue arrows are the actual contact forces and the green arrow is the inferred contact force. (Right) A comparison in
contact force control between per-link force–torque sensing and whole-arm tactile sensing using the percentage of contact forces that
are above a force magnitude at all levels of clutter. Composition of clutter for the top graph is 50% fixed, 50% movable and is 100%
fixed for the bottom graph.
these multi-contact situations, per-link force–torque sens-
ing infers a single contact force and associated contact
location.
Extensions 2 and 3 are videos of these two trials. In
the videos, the robot starts from the same initial configu-
ration in free space, fails with per-link force–torque sensing
and succeeds with whole-arm tactile sensing. Additionally,
for these two trials, we first ran the controller with per-
link force–torque sensing until it became stuck, and then
switched to whole-arm tactile sensing. The robot was then
able to successfully reach the goal starting from the state at
which it had been stuck.
6.3.3. Contact forces for three controllers: In order to
compare the contact forces that occurred during reaching
with the three controllers, we calculated the percentage
of contact forces with magnitudes above or below vari-
ous force magnitudes (see Figure 13 and Table 1). These
results can be interpreted as the chance that the magnitude
of a contact force will be above or below a given value, if
the magnitude of each contact force were generated by an
independently and identically distributed random variable.
As shown in Table 1, using both whole-arm tactile and
per-link force–torque sensing, the controller successfully
regulated most contact forces that occurred while reaching
in 50% movable clutter to be below or slightly above the
don’t care force threshold, f threshci , of 5 N. Without sensing,
however, a large percentage of contact forces were above
6 N. We also found the differences among all of these val-
ues to be statistically significant with p-values less than
0.01 using a significance test for comparing two proportions
(McClave et al., 2008).
As shown in Figure 13, per-link force–torque sensing
resulted in higher contact forces than whole-arm tactile
sensing. With per-link force–torque sensing, a higher per-
centage of contact forces were above a given force magni-
tude threshold for all values of the threshold between 6 N
and 16 N. We also found the differences over this range with
increments of 0.125 N to be statistically significant with
p-values less than 0.01 using a significance test for compar-
ing two proportions (McClave et al., 2008). The differences
were greater in clutter with 100% fixed objects versus 50%
fixed objects.
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Table 1. Percentage of contact forces for which haptic sensing
with our controller is able to maintain the forces below the given
threshold for a 50% fixed and 50% movable object ratio.
Percentage of contact
forces below
50% movable, 50% fixed 5 N 6 N
Tactile sensors 86.8% 97.5%
Force–torque sensors 84.8% 94.6%
Without tactile or FT sensors 48.8% 50.6%
With 100% fixed objects, per-link force–torque sensing
resulted in over four times as many contact forces above 6 N
in magnitude than whole-arm tactile sensing. Additionally,
with both per-link force–torque sensing and no force sens-
ing the percentage of contact forces above 6 N was higher in
moderate and high clutter than in low clutter, but remained
low with whole-arm tactile sensing. In other words, with
100% fixed objects, whole-arm tactile sensing had more rel-
ative value in higher clutter. For example, with whole-arm
tactile sensing 2.18%, 2.51% and 2.5% of contact forces
were above 6 N with 20, 80 and 200 objects, respectively.
These percentages were 6.16%, 10.95%, and 11.02% for
per-link force–torque sensing, and 80.65%, 86.68% and
88.89% for no force sensing.
6.3.4. Average velocity for three controllers: The average
end effector velocities for failed trials were dominated by
the 10 s timeout. For successful trials, the average end effec-
tor velocities were 2.57 cm/s, 2.40 cm/s and 2.85 cm/s for
our model predictive controller with whole-arm tactile sens-
ing, per-link force–torque sensing, and no force sensing,
respectively. No force sensing was fastest, but did not reg-
ulate the contact forces and was successful over far fewer
trials. Whole-arm tactile sensing was faster than per-link
force–torque sensing, even though it achieved lower contact
forces and higher success rates.
6.4. Local minima
Figure 14 shows an example of a local minimum in which
our controller can become stuck. In order to escape from
local minima, some form of high-level control is required.
For some of our experiments, we used a high-level con-
troller that attempts to move the end effector in a straight
line towards the goal, detects when the arm has stopped
making progress (reached a local minimum), pulls the arm
back to a new configuration, and then tries again. We treat
this high-level controller as a black box for the current
paper. Extension 4 is a video showing this additional control
layer in a simplified environment.
Using this additional control layer, we tested our con-
troller in simulation with whole-arm tactile sensing on a
clutter ratio of 50% fixed and 50% movable objects with
six levels of clutter. We used a total of 7200 trials during
Fig. 14. An example of our greedy model predictive controller
stuck in a local minimum. The arm can reach the goal location
(cyan circle) if it goes around the cylinders (red circles) but this
would involve an increase in the cost function.
0 1 2 3 4 5 6





















Fig. 15. Success rate of our model predictive controller with
whole-arm tactile sensing as a fraction of the estimated optimal
success rate with multiple retries.
which the arm reached to the goal multiple times, (6 lev-
els of clutter × 1 ratio of movable to fixed cylinders × 150
clutter fields × 8 goal locations). We allowed our greedy
controller to pull out and restart from up to five different
end effector positions equally spaced along a line in front
of the clutter field rectangle. During a reach attempt, if the
end effector of the arm did not move more than 1 mm for
a period of 2 s, the high-level controller aborted the current
reach and attempted to pull the end effector out of the clut-
ter to a new starting location. If the end effector failed to
reach this new starting location, we counted the trial as a
failure.
Figure 15 shows that the success rate as a percentage
of the estimated optimal success rate increased with addi-
tional reach attempts. With a single reach, the success rate
of our model predictive controller with tactile sensing was
68.6% of the estimated optimal. With up to five reaches, the
success rate was 91.4% of the estimated optimal.
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6.5. Discussion of software simulation results
Our experiments with a software simulated robot arm
reaching in clutter demonstrate that our controller can keep
most contact forces below a desired threshold while using
per-link force–torque sensing or whole-arm tactile sens-
ing. For moderate clutter, whole-arm tactile sensing outper-
formed per-link force–torque sensing in terms of success
rates and keeping contact forces low. The extent to which
these results would generalize to real-world applications
remains an open question. While many improvements were
statistically significant, the implications of the effect size
for real-world performance would depend on the specific
application. For some applications, even small increases in
the success rate and small reductions in the contact forces
may be beneficial (e.g. medical and military applications).
The effect sizes were large in high clutter, but modest in
moderate clutter. For example, with 200 movable objects
(high clutter), whole-arm tactile sensing resulted in a 55.8%
better success rate than per-link force–torque sensing, and
resulted in a 38.9% better success rate when 50% of the
objects were fixed (see Figure 11). With 80 total objects
(moderate clutter), whole-arm tactile sensing had a 3.9%
better success rate with 100% movable objects and a 15.9%
better success rate with 50% fixed objects.
We found these trends to be robust over parameter vari-
ations in our simulation. For example, for our single reach
trials in simulation, if the end effector of the arm did not
move more than 1 mm for a period of 10 s, the trial ended
in failure. Changing this timeout to 2 s resulted in lower
contact forces for per-link force–torque sensing, but also
lower success rates. Likewise, we tested the performance of
the controller with alternative methods of converting per-
link force–torque sensing into estimated contact locations
and forces, such as requiring the inferred contact force’s
location to be on the link’s perimeter and only using the
component of the force normal to the link’s perimeter. Out
of the methods we tested, the method we present in this
paper had the best overall performance. In general, for the
variations we tested, higher success rates came with higher
contact forces, while lower contact forces came with lower
success rates.
The 100% movable object conditions highlight that tac-
tile sensing enables the robot to apply a large total load
distributed across many contacts, and in doing so achieve
a higher success rate while keeping contact forces low. The
100% fixed object conditions show that this is not the only
source of performance gain. Most notably, with 100% fixed
objects whole-arm tactile sensing resulted in much lower
contact forces than per-link force–torque sensing, and this
improvement was greater with higher clutter. With 80 fixed
objects (moderate clutter), whole-arm tactile sensing also
had a higher success rate that was statistically significant.
In general, however, the differences in success rates for
100% fixed clutter were much less pronounced than the
differences in contact forces. Interestingly, in moderate clut-
ter composed of 50% movable objects, whole-arm tactile
sensing had higher relative performance than it did with
moderate clutter composed of 100% movable or 100% fixed
objects, which suggests that combining movable and fixed
objects results in clutter with distinct properties.
Another consideration is how the clutter levels we used
in simulation relate to real-world clutter. To help quantify
this, we examined the number of contacts that the controller
handled at each time-step in two of our experiments. For
the real robot with a real forearm tactile sensor reaching
in artificial foliage (described in Section 7.2.1), we found
that there were a maximum of 21 contacts that occurred
simultaneously (i.e. 21 forearm taxels above threshold). For
the simulated robot in the highest 100% movable clutter we
tested (200 objects), the maximum number of contacts that
occurred simultaneously was 14 contacts across the entire
arm. This illustrates that even the highest clutter conditions
in our software simulation resulted in lower numbers of
contacts than can occur during real-world manipulation. For
example, moving in foliage or against a compliant surface
can result in contact with a large number of taxels.
7. Experiments with a real robot
In this section, we present results from experiments with the
real robot named Cody.
7.1. Hardware-in-the-loop tactile sensing
simulation testbed
The experiments in this section use the hardware-in-the-
loop testbed to simulate whole-arm tactile sensing.
7.1.1. Selective control of force applied to different regions
of the environment: With this experiment, we illustrate that
our model predictive controller can be used to selectively
control the contact forces in different regions. We defined a
‘fragile’ cylindrical volume with respect to the world frame.
If the location of a contact ci in the world frame was within
the ‘fragile’ volume, we set the don’t care force threshold,
f threshci , to 2 N. For contact outside this volume, we set the
don’t care force threshold to 5 N.
Figure 16 shows histograms of the contact forces while
reaching to the goal location. The contact forces within the
‘fragile’ region had a median of 1.76 N, while the contact
forces outside of the ‘fragile’ region had a median of 4.54 N.
7.1.2. Test of our model predictive controller as part of a
fully autonomous system: Using the hardware-in-the-loop
testbed, we tested our model predictive controller as part of
a fully autonomous system. The autonomous system had
two high-level controllers. The first high-level controller
(HC1) moved the robot’s mobile base to one of three pre-
defined positions equally spaced along a line in front of
the clutter field. The robot would then hold its arm in a
pre-defined pose while slowly moving forward towards the
clutter field until it detected contact with its arm.
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Fig. 16. (Left) Experiment to demonstrate selective control of contact force in different regions using our model predictive controller.
Tactile sensing visualization when some contacts are within the ‘fragile’ region (red cylinder) and other contacts are outside the ‘fragile’
region. The cyan circle is the goal location that the robot successfully reached. (Middle) Histogram of contact forces within the ‘fragile’
region. (Right) Histogram of contact forces outside the ‘fragile’ region.
Fig. 17. (Left) Five different goal locations within the hardware-
in-the-loop testbed that we used to test our model predictive con-
troller as part of a fully autonomous system, as described in
Section 7.1.2. (Right) Five different goal locations in artificial
foliage that we used to compare the model predictive controller
and the baseline controller, described in Section 7.2.2. The envi-
ronment consists of compliant leaves and rigid blocks of wood
(outlined in red). The red circle denotes the position of the end
effector.
At this point, the second high-level controller (HC2) took
over. HC2 attempted to reach the goal location using our
model predictive controller. If HC2 detected that the end
effector stopped making progress towards the goal location,
it would attempt another reach or pull the arm out and return
control to HC1. For each of up to four reach attempts, HC2
would perform some combination of pulling the arm out
and moving the end effector to the left or right of a post. The
details of this algorithm are beyond the scope of this paper.
Extension 5 is a video of the full results of successfully
reaching the five goal locations shown in Figure 17.
We also recorded the contact forces that occurred during
the successful reach for each of the five trials. The average
of the maximum force for each of these five reaches was
5.6 N. The average of the contact forces in these five reaches
that exceeded the don’t care force threshold, f threshci = 5 N,
was 5.5 N.
Additionally, for each of the five initial conditions
(mobile base location and arm pose) from which HC2 suc-
ceeded, we attempted a single reach with the baseline con-
troller. The baseline controller succeeded with three out of
five of these initial conditions, had an average maximum
contact force of 17.7 N, and an average contact force above
5 N of 14.3 N. This indicates that two of the five successful
reaches performed by the fully autonomous system bene-
fitted from our model predictive controller, HC2, or both.
Our controller also kept the contact forces lower than the
baseline controller.
Our results with the baseline controller in this experiment
and those we describe later in this section emphasize that
compliance alone is insufficient to achieve success at reach-
ing in clutter, and that even a highly compliant robot can
produce high contact forces when reaching in clutter.
7.2. Real tactile sensing forearm
We also conducted experiments with the forearm tactile
sensor described in Section 4.4 and Figure 8. Since the tac-
tile sensor only covers the forearm of the robot, we designed
the experiments to restrict contact to the forearm and the
plastic cover on the wrist.
We performed experiments with clutter that simulates
foliage and rubble. The artificial foliage consists of both
compliant objects (plastic leaves) and fixed rigid objects
(blocks of wood). The leaves can result in substantial occlu-
sion (see Figure 1), and can be pushed aside with relatively
low force. However, the blocks of wood are hidden, rigid,
and effectively immovable.
The cinder block is a rigid, heavy, and fixed object, rep-
resentative of some of the objects a robot would encounter
in rubble. The diameter of the robot’s forearm is 10 cm. It
is close to the width of the opening of the cinder block,
which varies between 13.5 cm and 14.5 cm. Additionally,
the edges are sharp and the surface is abrasive.
7.2.1. Illustrative examples – foliage and cinder block: We
performed one trial each of the robot reaching to a goal
location in foliage and reaching through the opening of
a cinder block. Figure 19 shows two images and the his-
tograms of the contact forces for these two trials. The aver-
age end effector velocities were 2.95 cm/s and 2.14 cm/s
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Fig. 18. Different steps that the robot performed for each of the
five trials in our model predictive controller vs. baseline controller
comparison in foliage, described in Section 7.2.2.




Success rate 3/5 1/5
Exceeded safety 0/20 attempts 19/20 attempts
threshold (15 N)
Average max. contact force 5.5 N 14.5 N
Average contact force above 5.2 N 9.2 N
f threshci (5 N)
respectively. Extensions 6 and 7 are videos of these two
trials.
7.2.2. Model predictive controller vs. baseline controller
in foliage: For a more thorough evaluation of our model
predictive controller and the baseline controller in realistic
conditions, we performed five trials with automatically gen-
erated goal locations that were equally spaced along a line
within the artificial foliage, as shown in Figure 17.
We started each trial by positioning the robot at the same
location in front of the clutter. The robot then autonomously
moved its mobile base to four roughly equally spaced posi-
tions along a line, and attempted to reach to the goal loca-
tion using both the model predictive controller and the
baseline controller, as shown in Figure 18.
Table 2 shows the results from the twenty reach attempts
(4 base positions × 5 trials) for each controller. The model
predictive controller successfully reached goal locations 1,
3 and 5, while the baseline controller was only successful
for goal location 5. Further, our model predictive controller
successfully kept the contact forces around the don’t care
force threshold, f threshci = 5 N. In contrast, the baseline con-
troller exceeded the safety force threshold, f safetyci = 15 N,
19 out of 20 times.
Extension 8 is a video of the complete experiment.
7.2.3. Contact stiffness parameter’s effect on performance:
In this section, we describe an experiment to investigate
how the stiffness used by the controller to model each con-
tact, Kci , affects the controller’s performance. For all other
experiments in this paper, we set this parameter to a high
stiffness value. For example, in the software simulation
experiments and the other experiments involving the fore-
arm tactile sensor, we set this parameter to be 1000 N/m.
This is a conservative value that makes the robot think that
the world is stiff. Consequently, the robot tends to move
slowly while in contact, since it predicts that contact forces
will rise quickly for small displacements.
As we show in this section, when the robot makes contact
with a low-stiffness object, this high parameter value makes
the robot move unnecessarily slowly. With a lower stiffness
value that better matches the compliance of the object, the
robot pushes more aggressively into the object to reach the
goal location.
For the experiment, we fixed a cylindrical piece of sty-
rofoam in front of the robot in an upright position, and
selected a goal location such that the robot’s arm could push
and bend the cylinder to reach the goal (see Figure 20). We
estimated the stiffness of the cylinder by hand and found it
to be approximately between 100 and 300 N/m in the region
where the robot pushed on the cylinder. Our measured stiff-
ness values varied with the height of contact and how much
the cylinder was displaced.
The robot used our model predictive controller to reach
the same goal location five times for each of five contact
stiffness values (200, 500, 1000, 3000 and 5000 N/m), giv-
ing a total of 25 trials. The robot successfully reached the
goal location in all 25 trials.
Table 3 shows the mean and standard deviation of
the execution time and the maximum contact force for
each trial, as sensed by the forearm tactile sensor. The
results show that as the controller’s contact stiffness esti-
mate approached the actual stiffness, the execution time
decreased while the forces continued to remain below the
don’t care force threshold, which we set to 5 N. This sug-
gests that better estimates of contact stiffness could increase
the controller’s performance. Improved contact stiffness
estimates might be gained via online estimation, or by using
the statistics of stiffness in a particular type of environment.
8. Limitations
The stability of our controller is unproven. If our model pre-
dictive controller’s quasi-static model were accurate, then
the system would achieve static equilibrium in a single
time-step. However, in addition to various linear approxi-
mations, the quasi-static model ignores dynamics and other
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(a) Reaching to a goal location in foliage with multiple contacts along the arm. The forearm and 3D
printed cover for the wrist are approximately outlined in red. The goal location is vertically below the blue
bulb, and is the cyan circle in the visualization.
(b) Reaching to a goal location (green) through the opening of a cinder block.

























(c) Histogram of contact forces while reaching to a goal location in foliage (left), and
through the opening of the cinder block (right).
1400 200
Fig. 19. Cody reaching to a goal location in realistic conditions using its forearm tactile sensor, described in Section 7.2.1.
Table 3. Mean (std) over five trials of the execution time and max-
imum force for different values of the modeled contact stiffness
while pushing into a compliant object.
Modeled contact stiffness (N/m)
200 500 1000 3000 5000
Mean (std) 3.44 s 3.49 s 3.66 s 4.49 s 5.42 s
execution (0.06 s) (0.05 s) (0.04 s) (0.19 s) (0.15 s)
time
Mean (std) 3.55 N 3.87 N 3.78 N 3.65 N 3.69 N
max force (0.17 N) (0.15 N) (0.19 N) (0.17 N) (0.40 N)
real-world factors that influence stability. Empirically, we
have found that the system behaves in a stable manner, but
formal analysis, potentially using the methods of Mayne
et al. (2000), could be beneficial.
Our contact model consists of a linear spring, which
is computationally favorable, but predicts adhesive forces
when breaking contact.
Our controller places no penalty on a predicted contact
force below f threshci , and has a hard inequality constraint that
prevents higher predicted forces. It may be advantageous to
soften this constraint.
Our controller also ignores dynamics. The resulting
quasi-static model is suitable for slow motions, which is
reasonable for haptic reaching since a collision could occur
at any moment. Taking dynamics into account may result in
better performance and higher speeds.
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Fig. 20. Initial configuration of the arm (left) and a final con-
figuration after it has reached the goal by bending the styrofoam
cylinder (right).
The high-level control we used in this paper may not be
appropriate for some types of clutter. The design of high-
level controllers, and associated representations with mem-
ory, merits further inquiry. For example, surface following
while exploring an environment may be beneficial.
We set the stiffnesses of the joints to constant low val-
ues. We did not investigate how performance changes with
different values. A related open question is how to initial-
ize and adapt the controller parameters such as the joint
stiffnesses, stiffnesses of the springs in the contact model
and starting configuration of the arm, given a robot, an
environment, and a task.
9. Conclusion
We have presented our approach to manipulation, which
from the outset emphasizes the benefits of making contact
with the world. We have also presented a new controller
and evaluated it with respect to the task of reaching in
high clutter. In three distinct testbeds over numerous experi-
ments, our controller with whole-arm tactile sensing outper-
formed other controllers. With real robots, it outperformed
a baseline controller with the same low-stiffness actuation.
In simulations with moderate clutter, it outperformed the
same model predictive controller using no force sensing and
using per-link force–torque sensing, with the relative ben-
efits of whole-arm tactile sensing increasing as the clutter
increased. Moreover, as the number of retries increased, the
success rate quickly rose towards our estimate of the opti-
mal success rate. This suggests that detailed models with
long time horizon planning may not be necessary when
reaching in clutter, which is similar in spirit to research
by Byl and Tedrake (2008) on bipedal walking. An open
question is the extent to which our controller can be used
for other tasks, robots, and environments. We expect that
controllers designed for whole-arm contact could eventu-
ally serve as general purpose controllers upon which other
capabilities, such as avoiding contact, would be built.
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Appendix: Index to Multimedia Extensions
The multimedia extension page is found at
http://www.ijrr.org
Table of Multimedia Extensions
Extension Type Description
1 Video “Simple” impedance controller and low stiff-
ness at the joints for the robot Cody,
described in Section 3.2.1.
2 Video First example in software simulation where
MPC with feedback from force–torque sen-
sor fails but MPC with tactile sensing suc-
ceeds, described in Section 6.3.2.
3 Video Second example in software simulation
where MPC with feedback from force–
torque sensor fails but MPC with tactile
sensing succeeds, described in Section 6.3.2.
4 Video Additional high-level control layer in a sim-
plified environment in software simulation,
described in Section 6.4.
5 Video Test of MPC as part of a fully autonomous
system within the hardware-in-the-loop
testbed, described in Section 7.1.2.
6 Video Illustrative example of reaching in foliage
using the real forearm tactile sensor,
described in Section 7.2.1.
7 Video Illustrative example of reaching through the
opening of a cinder block the real forearm
tactile sensor, described in Section 7.2.1.
8 Video MPC vs. baseline controller in foliage
using forearm tactile sensor, described in
Section 7.2.2.
9 Code Code, instructions and data to repro-
duce results within the software simulation
testbed (Section 6).
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