This paper addresses a challenging single-channel speech enhancement problem in real-world environment where speech signal is corrupted by high level background noise. While most state-of-the-art algorithms tries to estimate noise spectral power and filter it from the observed one to obtain enhanced speech, the paper discloses another approach inspired from audio source separation technique. In the considered method, generic spectral characteristics of speech and noise are first learned from various training signals by non-negative matrix factorization (NMF). They are then used to guide the similar factorization of the observed power spectrogram into speech part and noise part. Additionally, we propose to combine two existing group sparsity-inducing penalties in the optimization process and adapt the corresponding algorithm for parameter estimation based on multiplicative update (MU) rule. Experiment results over different settings confirm the effectiveness of the proposed approach.
INTRODUCTION
In real-world recordings, desired speech signal is usually mixed with environmental noise as well as other unwanted Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. interferences such as background music. Thus speech enhancement is needed to cancel the background noise and make speech signal more intelligible [1, 2] . It offers a wide range of applications in phone communication, sound postproduction, and robotics. As a more insight example, in order to improve the robustness of the automatic speech recognition (ASR) systems in noisy environments, a speech enhancement algorithm is often incorporated before ASR to preprocess noisy signals [3, 4] . In order to enhance such corrupted speech, the background noise spectral power usually needs to be estimated first in order to derive a filtering function (e.g., either in the form of spectral subtraction or Wiener filtering) for the desired noise reduction techniques [5, 6] . This paper considers another denoising approach motivated from audio source separation technique [7] , where speech and noise are considered as two distinct sources that need to be separated from the noisy observation. More precisely, a recent paper by Sun and Mysore [8] proposed to learn an universal speech model by non-negative matrix factorization (NMF) [9] from different speakers and applied it for the single-channel speech separation. The term universal model is also in analogy to the universal background models for speaker verification addressed in [10] . This idea of using a generic spectral model was then exploited in the context of on-the-fly source separation [11, 12] where any kind of audio sources can be separated with the guidance from its examples collected from a search engine. Motivated from those above-mentioned works, we propose in this paper to learn two generic spectral models for speech and background noise independently in advance. Then in the enhancement phase, we exploit these pre-learned models together with a novel sparsity constraint to guide the factorization of the mixture spectrogram into speech part and noise part. Note that our proposed approach differs from the prior works in several aspects as follows. Firstly, compared to [8] where only the universal speech model was pre-learned and noise model was adapted during the separation process, we consider to learn the universal noise model also since noisy examples can be easily collected in advance and it would potentially improve the separation quality. Secondly, compared to [8] and [11, 12] where either block sparsity-inducing penalty or component-sparsity-inducing penalty was used, we propose in this paper a combination of these two penalties which would offer better estimating the parameters in the model fitting.
The rest of the paper is organized as follows. In Section 2 we summarize the background of the supervised audio signal separation approach based on NMF model. We then present the proposed non-supervised speech separation approach in Section 3 where the formulation of the generic spectral model and the sparsity-inducing penalties are both described. Section 4 is devoted to experiment in order to validate the effectiveness of the proposed approach. Finally we conclude in Section 5.
BACKGROUND OF NMF-BASED SIGNAL SEPARATION
We summarize in this section a standard supervised signal separation method based on NMF as one of the most popular model for audio signal [13, 8] . The general pipeline works in the frequency domain after the short-time Fourier transform (STFT) transform and consists in two phases as shown in Fig. 1: (1) learning NMF source spectral models from some training examples, and (2) decomposing the observed mixture with the guide of the pre-learned models.
Let us start by considering a single-channel signal separation problem with 2 sources (speech and noise). Let X ∈ C F ×M , S ∈ C F ×M , and N ∈ C F ×M be the complexvalued matrices of the short-time Fourier transform (STFT) coefficients of the observed mixture signal, the speech signal, and the noise signal, respectively, where F is the number of frequency bins and M the number of time frames. The mixing model is written as
Denoting V = |X| .2 the power spectrogram of the mixture where |X|
.p is the matrix with entries [X] p il . NMF aims at decomposing the F ×M non-negative matrix V into two nonnegative matrices W ∈ R F ×K and H ∈ R K×M , respectively, where K is usually chosen to be smaller than F or M , such that the divergence between V and WH is minimized in some senses. Popularly for audio, this decomposition is done by minimizing the Itakura-Saito divergence, subject to the constraints W, H ≥ 0, which offers scale invariant property, as [14] min
where
, withV = WH, f and m denoting frequency bin index and time frame index, respectively, and
The parameters θ = {W, H} are usually initialized with random non-negative values and are iteratively updated via the well-known multiplicative update (MU) rules [14] . In the supervised setting, spectral model for speech and noise, denoted by W (S) and W (N ) , respectively, is first learned from the corresponding training examples by optimizing similar criterion as (2). Then spectral model for two sources W is obtained by
In the testing phase (speech enhancement process), this spectral model W is fixed, and the time activation matrix H is estimated via the MU rule. Note that H is also partitioned into blocks as
where H (S) and H (N ) denotes a block characterizing the time activations for speech and noise, respectively, and A T the transposition of matrix A.
Once the parameters θ = {W, H} are obtained, the speech and noise STFT coefficients are computed by Wiener filter-
where denotes the element-wise Hadamard product and the division is also element-wise. And finally, the time domain source estimates are obtained via the inverse STFT. All this speech enhancement workflow (STFT + NMF + Wierner filtering + ISTFT) is depicted in Fig. 1 .
PROPOSED SPEECH SEPARATION AP-PROACH
Given the signal processing workflow with the NMF model presented in Section 2, we will first introduce the formulation of the generic spectral model for both speech and noise in Section 3.1. We then describe the model fitting with two state-of-the-art sparsity-inducing penalties considered in [10, 11] in Section 3.2. Finally, we present the proposed mixed sparsity-inducing penalty and the derived parameter estimation in Section 3.3. Note that the considered approach can be actually understood as non-supervised in the paper's context even though it involves some training. This is because the training phase only learns the generic models from different types of example signals.
Generic spectral model formulation
Assuming that some examples of speech signal and noise are available (this is actually feasible since audio recordings of speech and noise exist in many databases). Let the spectrogram of p-th speech examples and q-th noise examples be denoted by V 
where H p (S) and H q (N ) are time activation matrixes. Given W p (S) and W q (N ) for all speech examples p = 1, ..., P and noise examples q = 1, ..., Q, respectively, the generic spectral models for speech and noise are constructed as
In the practical implementation, we may need several speech examples for different male voices and female voices (e.g., P = 4), and examples of different types of noise such as wind sound, cafeteria, waterfall, street noise, etc.,. (e.g., Q = 5).
Model fitting with state-of-the-art sparsityinducing penalties
The generic spectral models WS and WN constructed in (10) and (11), respectively, become large matrices when the number of examples increases, and they are actually redundant matrices since different examples may share similar spectral patterns. Thus in the model fitting for the mixture spectrogram, sparsity constraint is naturally needed so as to fit only a subset of the large matrix W = [WS, WN ] to the targeted source in the mixture [15, 16, 17] . In other words, the mixture spectrogram V = |X| .2 is decomposed by solving the following optimization problem
where Ω(H) denotes a penalty function imposing sparsity on the activation matrix H, and λ is a trade-off parameter determining the contribution of the penalty. When λ = 0, H is not sparse and the entire generic model is used as illustrated in Fig. 2a . Recent work in audio source separation has considered two penalty functions as the following.
(i) Block sparsity-inducing penalty In order to eliminate irrelevant training examples, i.e., the ones do not contain similar spectral characteristics like the targeted source in the mixture, the following sparsity penalty function is proposed [10, 11] 
where H (g) is a subset of H representing the activation coefficients for g-th block, G is the total number of blocks, and is a non-zero constant. In this case, a block represents one training example and G is the total number of used examples (G = P + Q). This penalty enforces the activation for relevant examples only while omitting the poorly fitting examples since their corresponding activation block will likely converge to zero, as visualized in Fig. 2b (similar figure can be seen also in [11] ).
(ii) Component sparsity-inducing penalty
where h k denotes k-th row of H. As explained in [11] , this penalty is motivated by the fact that only a part of the spectral model learned from an example may fit well with the targeted source in the mixture, while the remaining components in the model do not. Thus instead of activating the whole block, the penalty Ω2(H) allows to select only the more likely relevant spectral components from W. An example of H after convergence is shown in Fig. 2c (similar figure can be seen also in [11] ).
Proposed mixed sparsity-inducing penalty and derived algorithm
Inspired by the advantage of the penalty functions (13) and (14), we propose to combine them in another context of speech enhancement considered in this paper as follow:
log( + h k 1), (15) where α weights the contribution of each term. (15) can be seen as the generalization of (13) and (14) in the sense that when α = 1, (15) is equivalent to (13) and when α = 0, (15) is equivalent to (14) . Fig. 2d shows an example of the activation matrix H after convergence when the novel penalty (15) is used. It can be seen that some block converge to zero due to the contribution of the first term in (15) , while in the remaining blocks, some components are zeros due to the second term in (15) .
In order to derive the parameter estimation algorithm optimizing (12) with the proposed penalty function (15) , one can rely on MU rules and the majorization-minimization algorithm. The resulting algorithm is summarized in Algorithm 1, where Y (g) is a uniform matrix of the same size as H (g) and z k a uniform row vector of the same size as h k .
EXPERIMENT
We will first describe the dataset, algorithm settings, and evaluation criteria in Section 4.1, we then discuss on the simulation result in Section 4.2.
Data and evaluation metrics
We created two training sets for speech and noise. Speech training set contains four different speeches 1 from two female voices and two male voices with 10 second duration each. Noise training set includes seven types of environmental noise 2 : kitchen sound, waterfall, square, metro, field sound, cafeteria, bird song with duration varies from 5 to 15 seconds. These sets were used to learn the generic spectral model for speech and noise as described in Section 3.1.
We evaluated the performance of the proposed algorithm via a test set containing four single-channel mixtures of 
V ← WH until convergence speech and noise artificially mixed at 0 dB SNR. Four different noises considered are: traffic + wind sound, oceanwaves, cafeteria + guita, forest birds + car. The mixtures were sampled at 16000 Hz and have duration between 5 and 10 seconds.
Our algorithm settings are as follows. The number of iterations for MU updates in all algoritms was 100 for both training and testing. The number of NMF components was set to 32 for speech and 16 for noise. The trade-off parameter λ determining the contribution of the sparsity-inducing penalty were tested with values ranging from 1 to 1000 for each algorithm in order to choose the best values. The factor α weighting the contribution of each penalty term in (15) were tested with values ranging from 0.001 to 0.9.
The speech enhancement performance was evaluated by the source-to-distortion ratio (SDR), and source-to-interference ratio (SIR) measured in dB where the higher the better. These criteria, known as BSS-EVAL metrics, have been mostly used in the source separation community and the source code is available [18, 2] . Note that we do not use two other metrics (SAR and ISR) in the BSS-EVAL since they are less important than SDR and SIR.
Simulation result
We compare the speech enhancement performance obtained by our approach using mixed sparsity-inducing penalty in (15) (named "NMF-Proposed") with two state-of-the-art algorithms exploiting block sparsity penalty (named "NMFBlock sparsity") and component sparsity penalty only (named "NMF-Component sparsity") [10, 11] . After fine-tuning to choose the parameter which yields the highest SDR for speech 3 , we set λ = 5 for NMF with block sparsity; λ = 70 for NMF with component sparsity; and λ = 110, α = 0.1 for the proposed algorithm.
The result is averaged over all four testing mixtures for three different algorithms and shown in Table 1 . One can see that the proposed algorithm offers a better speech enhancement performance in terms of both SDR and SIR compared to the two existing ones. More precisely, it gained 0.2 dB and 0.4 dB SDR higher than those of the NMF-Block and the NMF-Component, respectively.
CONCLUSION
In this paper, we presented a novel single-channel speech separation approach motivated from the recent source separation technique where generic spectral characteristics of speech signal and noise can be roughly learned in advance. We proposed to combine two existing sparsity-inducing constraints which may help resulting in better parameter estimation. In contrast with other state-of-the-art speech enhancement methods which are mostly efficient for stationary or diffuse noise, the considered approach can potentially deals with non-stationary noise such as background music thanks to the pre-learned generic spectral model. Preliminary experiment with noisy audio signals containing different types of noise confirms the effectiveness of the proposed algorithm. Future work can extend the proposed approach to multi-channel case where spatial model, such as the one considered in [19] , for audio sources is incorporated. Additionally, validating the effectiveness of the proposed denoising approach for ASR would be a particular interest.
