In this paper we address the task of robustly detecting multiple bioacoustic events with repetitive structures in outdoor monitoring recordings. For this, we propose to use the shiftautocorrelation (shift-ACF) that was previously successfully applied to F0 estimation in speech processing and has subsequently led to a robust technique for speech activity detection. As a first contribution, we illustrate the potentials of various shift-ACF-based time-frequency representations adapted to repeated signal components in the context of bioacoustic pattern detection. Secondly, we investigate a method for automatically detecting multiple repeated events and present an application to a concrete bioacoustic monitoring scenario. As a third contribution, we provide a systematic evaluation of the shift-ACF-based feature extraction in representing multiple overlapping repeated events.
Introduction
Methods for automatic pattern recognition have been applied for detecting animal vocalizations in audio recordings for more than a decade now. Only recently, powerful pattern recognition methods have been reported and comprehensively evaluated for large scale acoustic bird detection, segmentation and classification [1, 2, 3] . Despite this enormous progress there is still much room for improvement particularly when analyzing complex field recordings containing mixtures of simultaneous vocalizations and background signals, such as proposed in [4, 5] .
In [6] it has been proposed to use the repetitiveness of bird calls as a method for robust call detection. In this paper, we follow this idea and address the task of detecting multiple overlapping repetitive calls. To this end we propose to use a recent technique [7] based on generalized autocorrelation functions (ACFs) that has been successfully applied to the tasks of robust F0-estimation in noisy speech [8] and the detection of multiple simultaneous speakers [9] .
As a first contribution, this paper illustrates the potentials of various time-frequency representations derived from the generalized ACF in the context of bioacoustical pattern detection. We then investigate a method for automatically detecting multiple repeated events and present an application to a concrete bioacoustic monitoring scenario. Particularly we illustrate that the proposed technique, for the case of repetitive acoustic events, can be used to identify vocalizations of different individuals that are active at the same time, based on a single channel recording only. As a third contribution, we provide a systematic evaluation of the proposed ACF-features capabilities to separate multiple overlapping repeated events in realistic acoustic background environments.
In Section 2 we review the generalized ACF function that is subsequently used for feature extraction. Based on this ACF, several time-frequency transforms for representing repetitive structures are introduced in Section 3 and illustrated in the bioacoustic context. In Section 4 we describe an approach for systematically detecting repeated events in complex audio recordings. Section 5 contains (i) a case-study of applying the algorithm proposed in Section 4 and (ii) a systematic evaluation of the ACF-based features for separating events overlapping in time and frequency.
Generalized Autocorrelation
A classical robust method for detecting repeated components in a discrete time signal x of finite energy is the (sample-based) autocorrelation (ACF) defined as
A local maximum of |ACF[x]| at position s indicates repetitions in x at a distance, or lag, of s samples. The basic principle of the classical ACF is that signal components repeating at a lag of s samples within an analyzed signal x are emphasized by a shift
, where x is multiplied with the conjugate of its s-shifted version x s (k) := x(k − s). ACF (3) has a peak region at around 300 ms, roughly indicating the true IOIs.
In [7] the shift-ACF was proposed to improve the performance of classical ACF for cases of multiple repetitions, i.e., the case that an event is repeated more than two times at the same IOI. The first principle underlying the shift-ACF is to apply the shift-product, or type 0, operator O n specifies which sequence of operator types is applied. The shift-ACF of type t and length n is then defined by
The classical ACF is obtained as special case of a type 0 shift-ACF. Fig. 1 (2) shows the type 0110 shift-ACF of the mixed Chiffchaff calls. This representation reveals both of the true IOIs by rather sharp peaks at 300 and 330 ms. As described in [7] , the improved representation of multiple repeating events is a mathematical property of the shift-ACF and thus an advantage over classical ACF.
Time-Frequency Transforms for Detecting Repetitive Structures

Subband Shift-ACF
In applications it is frequently more suitable to use a frequencyselective version of the shift-ACF that is defined on certain subbands [10] . Based on the length N discrete Fourier transform matrix DN := (e 
Spectral Shift-ACF
Harmonic sounds, which are very frequent in human and animal vocalizations can also be detected by a variant of the shift-ACF. Whereas a temporal repetition of an acoustic event is simply a time shifted version, a harmonic sound can be modeled as the sum of a fundamental frequency (F0-) trajectory sin(f (m)), i.e., a frequency modulated signal and weighted harmonic components w k · sin(kf (m)) for k = 2, 3, . . . . By assuming that f (m) is only slowly varying over time, harmonic components may be locally modeled as repetitions in frequency. Hence, the shift-ACF of the local signal spectrum can be used for analysis as proposed in [8] . More precisely, the spectral shift-ACF of type t is defined by
i.e., by independently computing the shift-ACF for each spectrogram column. For illustration we mixed two field recordings, each containing three call components of the Common crane (Grus Grus). Each of the resulting six call components is characterized by a harmonic spectrum (F0 trajectory plus overtones). Fig. 3 in (1) shows the spectrogram, for illustration restricted to a maximum frequency of 7 kHz. In (2), the column-wise classical ACF computed on the spectrogram is shown, whereas (3) shows the type 010 spectral shift-ACF. The trajectories marked as (a)-(f) indeed correspond to the true six F0-trajectories ((a), (c), (f): first individuum; (b), (d), (e): second individuum). Although component (a) has weaker energy and a somewhat scattered appearance, the true trajectories of both birds are well represented by the shift-ACF. Our experiments show that by using the methods proposed in [8] , those F0-trajectories can be reliably extracted. We conclude this section by only mentioning that timevarying temporal repetitions can be analyzed by using a shorttime shift-ACF inspired by the tempogram that is widely used in music retrieval [11] . In [12] we successfully applied the short time shift-ACF (called repgram) for analyzing time-varying click-sounds produced by marine mammals.
Detection of Mixed Repetitive Sources
In the remainder of this paper, we investigate the application of subband Shift-ACF and spectral shift-ACF, respectively, for detecting temporally repeating and mixed harmonic components, respectively. We adapt a method that was used in [10] for detecting and extracting digital overlapping multi-tone signals. The method is based on first detecting all significant peaks in the subband shift-ACF of a target signal, as illustrated in Fig.2 . In this example, the four most significant components are labeled as (a)-(d). For each of those candidate components centered at lag L and frequency F , the following steps are performed: using the identified shift L, each row j of the original spectrogram is processed by a shift-operation O t L [WFTw[x]j,:] to emphasize the lag-L repetitions. The resulting shift spectrogram is illustrated in Fig.4 (center) . Calculating row-sums (Fig.4, left) , an energy profile is computed. Using a suitable threshold (red line) further analysis is restricted to a subset of dominant frequency bands around the candidate frequency F . Then, column-sums are calculated to compute a temporal profile (Fig.4, top) from which then onset positions are obtained by peak picking. Based on the detected frequency band and onset positions, furthermore 2D patterns of the detected events may be obtained. We refer to [10] for a detailed description.
Evaluation
Experiment: Bird Vocalizations
The algorithm proposed in Sect. 4 was applied to detect vocalizations of Spotted crakes within the field recordings that were already used as examples in the preceeding discussion. The recordings were made using a four channel microphone array in a cross setup. The presence of five spotted crakes was manually verified and all calls within all channels were annotated individually. In order to reduce false alarms due to strong high-frequency sounds (mainly crickets) it was suitable to exploit the prior knowledge on the expected frequency range of the Spotted crakes' calls to restrict the analyzed frequency range accordingly. Fig. 5 (center) shows the shift spectrogram of the first match candidate (having an L = 800 ms repetition lag) obtained from analyzing a 7 second segment of the recording. Red circles (top) show the automatically detected call positions. Below the shift spectrogram, two recording channels (1 and 4) are shown along with manual annotations (blue boxes) of the true call positions. Red boxed are used to compare automatic detections and true call positions. In this case, the automatic detections essentially match the true positions in channel 1. We verified that among the first four candidates output by our algorithm -for a single channel analysis -there were indeed three occurrences of (two different) Spotted crakes. This illustrates a particular advantage of our proposed approach because, while pattern matching methods such as [2] might be able to detect the single calls of a particular species present in a given recording, such methods are not able to distinguish, or separate, calls of different individuals.
Multiple Harmonics Detection
We present an evaluation of how good the spectral shift-ACF performs in representing multiple harmonics. This gives an indication on how good a detection algorithm based those features can be expected to be. For our analysis we generate synthetic harmonic bird calls. Each bird call consists of a temporal sequence of short frequency modulated components, each with a predefined number of harmonics. We generate those by randomly sampling start, duration and frequency modulation of F0-trajectories and adding, in this case 5, harmonics. In our experiments, three of such calls are overlapped and additionally mixed with different types of background audio at a particular signal-to-background ratio (for simplicity called SNR). Fig. 6 (1) shows a Spectrogram of three synthetic calls added at 0 dB SNR to a field recording containing various bioacoustic components. In (4), the true (ground truth) F0-trajectories used to generate the three synthetic calls are shown. Here, the F0-trajectories of the synthetic calls modulate in the frequency bands around 100, 200, and 350 Hz, respectively. In the column-wise classical ACF (2) the trajectries are only hardly visible, while the type 010 spectral shift-ACF (3) much better represents the ground truth data. By thresholding the feature representations (2) and (3) we obtain a binary (detection/non-detection) version for comparison with the (binary) ground truth data, where correct detections and false positives can be computed straightforwardly. By varying the detection threshold, we compute ROC-based performance curves of true positive (i.e., correct) detections (TP) versus false positives (FP). Fig. 7 shows the detection performance of different feature types for the three overlapping synthetic vocalizations mixed with random excerpts of field recording using different SNRs. We use various types of shift-ACF (where type 0 is the classical ACF) as well as the column-wise Fourier transform and the column-wise cepstrum as baseline features. Each value on each curve is obtained from a ROC-evaluation and represents the minimum distance of the respective ROC-curve from D opt = (1, 0) =(TP,FP), i.e., small values are better than larger ones. We chose distance to D opt as an evaluation measure as it provides a measure of the minimum joint error of false positives and missed detections. The shift-ACF features clearly outperform the classical feature types. For the evaluation shown in Fig. 8 , we fixed the optimum performing shift type 100 of the previous experiment and now add seven different types of typical outdoor background sounds to the mix of synthetic calls. The "bioacoustic scenario" is reproduced from the previous experiment to serve as a reference. It can be observed that the shift-ACF features for almost all background types show qualitatively similar results as obtained for the bioacoustic scenario. Concluding we remark that although we have focused on evaluating the spectral shift-ACF, a dual analysis can be performed for the subband shift-ACF.
Conclusions
The shift-ACF previously used in speech processing has been shown to be useful for detecting multiple overlapping, repetitive bioacoustic events. We described time-frequency representations for analyzing (i) temporally repeating events (i.e., subband shift-ACF) and (ii) events with harmonic structure (i.e., spectral shift-ACF) and illustrated their application to bioacoustics. The discussed algorithm for multiple repeating event detection has been applied to detect simultaneous vocalizations of the same species in a single channel of a field recording. The features were systematically evaluated in a controlled scenario of harmonic mixture signals with added realistic background noise. A particular potential of the proposed approach is the separation of mixed vocalization for cases where only monophonic recordings are available. For future work it is very promising to apply the proposed methods to more field recordings and to perform an intensive evaluation to an audio corpus containing annotated repetitive events.
