ABSTRACT In many applications, data organized in tensor form contains noise and missing entries. In this paper, the goal is to complete a tensor from its partial noisy observations. Specifically, we consider low-tubal-rank tensors sampled by element-wise Bernoulli sampling with additive sub-exponential noise. Algorithmically, a soft-impute-like algorithm, namely iterative singular tube thresholding (ISTT), is proposed. Statistically, bound on the estimation error of ISTT is explored. First, the estimation error is upper bounded non-asymptotically. Then, the minimax optimal lower bound of the estimation error for tensors with limited tubal-rank and bounded l ∞ -norm is established, indicating that the proposed upper bound is order optimal up to a logarithm factor. Numerical simulations show that the proposed upper bound can precisely predict the scaling behavior of the estimation error of ISTT. Compared with several state-of-the-art convex algorithms, the effectiveness of ISTT is demonstrated through experiments on real-world data sets.
I. INTRODUCTION
The last decade has seen the rapid development of multi-linear algebra theory and applications in signal processing [1] , machine learning [2] , computer vision [3] , bioinformatics [4] and some other fields [5] - [7] . As a multi-linear extension of vector and matrix, tensor has its intrinsic advantages in modeling multi-linear relationships over vector and matrix [8] .
In various applications of multi-dimensional data processing, the data, like color images, videos, etc., is organized in tensor form. If most variation in the multi-dimensional data is governed by fewer intrinsic factors, the data can be fine modeled by a low-rank tensor [9] , [10] . However, there exist many different definitions of tensor rank, differing from the uniquely defined matrix rank. The most well-known definitions of tensor rank include the CP-rank [11] defined as the smallest number of rank-one tensors that generates the given tensor as their sum [8] and the Tucker-rank [12] which is a vector of ranks of its unfoldings along each mode. The tensor tubal-rank [13] , based on a recently proposed circulant algebra called t-SVD [14] , was adopted as a new tensor rank and has been exploited in color image and video inpainting, video denoising, face recognition and so on [14] - [20] .
In many applications, like recommender systems, video inpainting, etc., one has to complete the data tensor from very limited observations [21] . However, generally speaking, it is an ill-posed problem to recover a tensor from partial entries. To change the ill-posed problem into a well-posed one, many researchers exploit the intrinsic low-dimensional structures (like sparseness or low-rankness) that is often possessed by the data tensor [21] , [22] to reduce the degree of freedom in the underlying tensor. Extending the low-rank matrix completion [23] , low-rank tensor completion has attracted much attention thanks to its widespread applications [9] , [21] , [24] - [27] . For low-rank tensor recovery, it is a common practice to consider a rank minimization problem (RMP) with (linear or non-linear, equation or inequation) constraints. However, since nearly all the definitions of tensor rank are extended from the matrix rank, tensor rank minimization is more complex than matrix rank minimization which is generally NP-hard [23] . Several convex surrogates of tensor rank are proposed to replace the tensor rank in RMP to achieve polynomial-time algorithms. Numerous methods considering different surrogates of CP-rank and Tucker-rank have been studied [22] , [28] - [32] . In this paper, we focus on low-tubal-rank tensor recovery. To recover a low-tubal-rank tensor, Zhang and Aeron [13] proposed a tensor completion algorithm based on the tubal nuclear norm in the noiseless setting and proved that a sample complexity of O(rn 2 log n) is sufficient for exactly completing an incoherent tensor of size n × n × n with tubal-rank r. In [33] , a fast iterative algorithm called Tubal-Alt-Min was developed for low-tubalrank tensor completion and the required sample complexity is O(r 2 n 2 log 3 n). In [17] , the tensor robust principle component analysis (TRPCA) was studied using the tubal nuclear norm and the l 1 -norm as regularizations for the exact recovery of low-tubal-rank tensors corrupted by sparse errors.
Many real datasets, like videos with slowly changing background, face images with different illumination conditions, etc., can be modeled as low-tubal-rank tensors [15] , [25] . In applications like noisy video inpainting, one needs to recover the whole tensor from partial noisy observations. Then a natural question arises: how can we complete a low-tubalrank tensor from partial noisy observations (see Fig. 1 )? Motivated by prior works in noisy matrix completion [34] - [36] , we answer the question by developing an iterative singular tube thresholding (ISTT) algorithm in this paper (see Fig. 2 ) 1 . The main contributions of this paper are highlighted as follows: FIGURE 1. The problem of noisy low-tubal-rank tensor completion in this paper. We aim at recovering a low-tubal-rank tensor L * from its partial noisy observations Y.
FIGURE 2.
The problem of noisy low-tubal-rank tensor completion is studied via an ISTT algorithm in this paper.
(1) A soft-impute-like algorithm [36] , [37] , i.e., the iterative singular tube thresholding algorithm (ISTT), is proposed to solve the noisy low-tubal-rank tensor completion problem with convergence guarantee in ISTT is provided in Theorem 6 when the underlying tensor belongs to a set of tensors with limited tubal-rank and bounded l ∞ -norm. The lower bound implies that the proposed upper bound is order optimal (up to a logarithm factor). The paper proceeds as follows. Some notations and preliminaries are introduced in Section II. The problem is formulated in Section III. In Section IV, the ISTT algorithm is presented and analyzed: first, it is proposed in Section IV-A; then, its convergence behavior is analyzed in Section IV-B; the statistical performance of it is also studied by establishing an upper bound and a minimax lower bound on the estimation error in Section IV-C; finally, the difference between this paper and prior work is shown in Section IV-D. In Section V, first the sharpness of the proposed upper bound is verified through simulation study and then the effectiveness of ISTT is demonstrated on real-world datasets. We conclude this work in Section VI. The appendix contains technical proofs.
II. NOTATIONS AND PRELIMINARIES

A. NOTATIONS
For any positive integer n, let [n] := {1, · · · , n}. For i ∈ [n], e i ∈ R n denotes the standard vector basis whose i th entry is 1 while the others are 0. 3 ], the outer product e i • e j • e k denotes the standard tensor basis of size n 1 × n 2 × n 3 whose (i, j, k) th entry is 1 while the others are 0. For a 3-D tensor, a fiber is a 1-D vector defined by fixing all indices but one and a slice is a 2-D matrix defined by fixing all but two indices. For a 3-D tensor T , T ijk or t ijk denotes the element with index (i, j, k); T (k) denotes the k th frontal slice; and r tubal (·) denotes the tubal rank. Notations dft3(·) and idft3(·) are used to represent the discrete Fourier transformation (DFT) and inverse discrete Fourier transformation (IDFT) along the tube fibers of 3-D tensors. For real numbers a and b, a∨b and a∧b denote the maximum and minimum. Some positive constants are denoted by C, c and their derivatives like c , c 0 , etc. Symbol means that the inequality holds up to a multiplicative constant. For tensors of size n 1 × n 2 × n 3 , let n 1 ≥ n 2 for simplicity without loss of generality.
The matrix spectral norm · sp is defined as the largest singular value. The matrix nuclear norm · * is defined as sum of its singular values. The inner product between two tensors A and B of size n 1 × n 2 × n 3 is defined as
The Frobenius norm and l ∞ -norm of a tensor T ∈ R n 1 ×n 2 ×n 3 are defined as
for any T ∈ R n 1 ×n 2 ×n 3 . The truncation operator of a tensor T with threshold α ≥ 0 is defined as
where denotes the element-wise multiplication. Let L * ∈ R n 1 ×n 2 ×n 3 denote the underlying 3-D tensor. LetL ∈ R n 1 ×n 2 ×n 3 be the estimation tensor output by Algorithm 1 and := L * −L be the error tensor.
B. TENSOR SINGULAR VALUE DECOMPOSITION
Firstly, some concepts will be defined.
Definition 1 (T-Product [13] ): Let T 1 ∈ R n 1 ×n 2 ×n 3 and T 2 ∈ R n 2 ×n 4 ×n 3 . The t-product of T 1 and T 2 is a tensor T of size n 1 × n 4 × n 3 :
whose (i, j) th tube is given by T (i, j, :) =
, where • denotes the circular convolution between two fibers (i.e. vectors) [14] .
Definition 2 (Tensor Transpose [13] ): Let T be a tensor of size n 1 × n 2 × n 3 , then T is the n 2 × n 1 × n 3 tensor obtained by transposing each of the frontal slices and then reversing the order of transposed frontal slices 2 through n 3 .
Definition 3 (Identity Tensor [13] ): The identity tensor I ∈ R n 1 ×n 1 ×n 3 is a tensor whose first frontal slice is the n 1 × n 1 identity matrix and all other frontal slices are zero.
Definition 4 (F-Diagonal Tensor [13]): A tensor is called f-diagonal if each frontal slice of the tensor is a diagonal matrix.
Definition 5 (Orthogonal Tensor [13] ): A tensor Q ∈ R n 1 ×n 1 ×n 3 is orthogonal if Q * Q = Q * Q = I. Based on the t-product defined above, the tensor singular value decomposition (t-SVD) is established in Theorem 1. It is illustrated in Fig. 3 .
Theorem 1 (Tensor Singular Value Decomposition [13] ): Any tensor T ∈ R n 1 ×n 2 ×n 3 can be decomposed as
where U ∈ R n 1 ×n 1 ×n 3 and V ∈ R n 2 ×n 2 ×n 3 are orthogonal tensors, and S is a rectangular f -diagonal tensor of size n 1 × n 2 × n 3 . Definition 6 (Tensor Tubal-Rank [13] ): The tensor tubalrank of a 3-D tensor T ∈ R n 1 ×n 2 ×n 3 is defined as the number of non-zero tubes of S in its t-SVD in Eq. (3). 
. . .
Based on the block diagonal matrix, the tubal nuclear norm and tensor spectral norm are defined as follows.
Definition 8 (Tubal Nuclear Norm [13] ): The tubal nuclear norm T of a 3-D tensor T is defined as the nuclear norm of matrix T , i.e.,
(4) Definition 9 (Tensor Spectral Norm [13] ): The tensor spectral norm T sp of a 3-D tensor T is defined as the spectral norm of matrix T , i.e.,
(5) The tubal nuclear norm has been adopted as a convex relaxation of the tensor tubal-rank for tensor completion [15] , TRPCA [17] and outlier robust tensor principle component analysis (OR-TPCA) [20] .
C. SINGULAR TUBE THRESHOLDING OPERATOR
For 3-D tensors, we formally define the singular tube thresholding operator (STT) which has already been used for tubal nuclear norm minimization [15] without explicit definition.
Definition 10 (Singular Tube Thresholding Operator): For a 3-D tensor T ∈ R n 1 ×n 2 ×n 3 with reduced t-SVD T = U * S * V , where U ∈ R n 1 ×r×n 3 and V ∈ R n 2 ×r×n 3 are orthogonal tensors and S ∈ R r×r×n 3 is the f-diagonal tensor of singular tubes, the singular tube thresholding operator is defined as
Note that for STT, the shrinkage of singular tubes is carried out in the Fourier domain. As pointed in [15] , it is equivalent to performing a tubal shrinkage via convolution in the original domain.
Two properties of STT will be addressed: First, S τ (·) is the proximal operator of tubal nuclear norm as shown in Lemma 1, similar to the fact that the matrix singular value thresholding operator (SVT) is the proximal operator of matrix nuclear norm [38] . Second, S τ (·) is a non-expansive operator, see Lemma 2. Proofs of Lemmas 1 and 2 can be found in Appendix VI-A.
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Lemma 1 (Proximal operator): S τ (T 0 ) is the proximal operator of function τ · /n 3 at point T 0 , i.e.,
Lemma 2 (Non-Expansive operator): For any
T 1 , T 2 ∈ R n 1 ×n 2 ×n 3 , we have S τ (T 1 ) − S τ (T 2 ) F ≤ T 1 − T 2 F .
III. PROBLEM STATEMENT
Suppose the unknown true tensor L * has reduced t-SVD L * = U * S * V , where U ∈ R n 1 ×r * ×n 3 and V ∈ R n 2 ×r * ×n 3 are orthogonal and S ∈ R r * ×r * ×n 3 is f-diagonal. Consistent with our topic, we assume that L * is low-tubal-rank, i.e., r * min{n 1 , n 2 } (see Fig. 4 ). 4. Shown its t-SVD L * = U * S * V with r * min{n 1 , n 2 }, the unknown true tensor L * is assumed to be low-tubal-rank.
Note that, the degree of freedom (DoF) of L * is at most
which is much smaller than the number of tensor entries n 1 n 2 n 3 . To see this, note that the number of entries in U , S and V is at most r * n 1 n 3 + r * n 3 + r * n 2 n 3 and the number of constraint equations for orthogonal tensors U and V is 2(r * (r * − 1)/2 + r * )n 3 . We also assume that an upper bound on the l ∞ -norm of L * is known, i.e., there exists a known parameter α, such that
Such a mild assumption has been used in noisy matrix and tensor completion [36] , [39] as a relaxation of the 'nonspiky' assumption [34] , [40] . It arises naturally in real-world applications like video inpainting where the pixel value is upper bounded by 255.
A. THE OBSERVATION MODEL
Suppose an observation tensor Y ∈ R n 1 ×n 2 ×n 3 is sampled through element-wise Bernoulli sampling strategy with additive sub-exponential noise, i.e.,
where the standard deviation of noise σ > 0 is known, random variables {δ ijk } and {ξ ijk } are assumed to satisfy the following two assumptions. 
and
For the sub-exponential noise, we further let K be the minimum number such that
The goal is to recover a 3-D tensor L * from the incomplete noisy observation Y obeying the observation model (9) . As L * has low tubal-rank and bounded l ∞ -norm, the following optimization problem is considered:
where parameter ε ≥ 0 controls error of the observed entries. Due to the hardness of rank minimization in Problem (12), taking the tubal nuclear norm as a convex relaxation of the tubal-rank, we obtain the following convex optimization problem:
IV. ITERATIVE SINGULAR TUBE THRESHOLDING ALGORITHM FOR TENSOR COMPLETION A. THE ISTT ALGORITHM
Motivated by a modification [36] of the famous matrix completion algorithm soft-impute [37] , we propose the iterative singular tube thresholding algorithm (ISTT) for Problem (13) . It requires a prior upper estimation of the l ∞ -norm of L * denoted by α. ISTT has iterative nature and each iteration involves two steps. Specifically, at the VOLUME 6, 2018 t th iteration, the first step is an impute step solving a relaxed tubal nuclear norm minimization problem (14) which has a closed-form solution as the singular tube thresholding operator,
The second step is a truncation step preventing the current estimation L t+ 1 2 from being over-spiky. By using the truncation operator, it projects L t+ 1 2 into the l ∞ -norm ball of radius α as shown in Eq. (15),
where δ(·) is the indicator function which takes value 1 when the condition is satisfied and 0 otherwise, and T α (·) is the truncation operator defined in Eq. (1). We summarize the algorithm in Algorithm 1 and analyze the computational complexity as follows. 
Break; 7: end if 8: Truncation step: update L t+1 using Eq. (15); 9:
Complexity Analysis. The main computational cost in each iteration rests in the singular tube thresholding operator, requiring the computation of FFT, IFFT and n 3 SVDs of n 1 ×n 2 matrices. Therefore, the time complexity in each iteration is O(n 1 n 2 n 3 log(n 3 ) + n 1 n 2 2 n 3 ). Before proving Theorem 2, we discuss the property of the truncation operator T α (·). The fact that it is both a projector onto the l ∞ -norm ball and a non-expansive operator leads to Lemma 3.
B. CONVERGENCE OF ISTT
Lemma 3: ∀T 1 , T 2 ∈ R n 1 ×n 2 ×n 3 and α > 0, we have the following three inequalities:
Using the non-expansion of truncation operator and singular tube thresholding operator, we have
We are going to show that the sequence {f t } t>1 converges. Using the optimality of
where the last inequality is based on the second inequality of Lemma 3. The convergence of {f t } t>1 is thus shown, which indicates that
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C. STATISTICAL PERFORMANCE OF ISTT
In this subsection, we will analyze the statistical performance of the ISTT algorithm. First, the estimation error will be upper bounded non-asymptotically in Theorem 5. Then, the lower bound on the estimation error will be established in Theorem 6. The upper bound is implied to be order optimal up to a logarithm factor by the minimax lower bound.
1) UPPER BOUND ON THE ESTIMATION ERROR
Ahead of showing the bounds, two random tensors E and R will be defined. Let E := i,j,k ξ ijk δ ijk e i • e j • e k ∈ R n 1 ×n 2 ×n 3 and R := i,j,k ijk δ ijk e i • e j • e k ∈ R n 1 ×n 2 ×n 3 , where ijk 's are i.i.d. Rademacher random variables. We firstly show an upper bound for P ( ) F in Theorem 3.
Theorem 3 (Estimation error of P ( ) F ): By setting τ ≥ 3σ E sp , we have
The proof can be found in Appendix VI-B. Eq. (17) upper bounds P ( ) 2 F , i.e., estimation error of the observed entries. To upper bound 2 F , i.e., the error of all entries, we try to lower bound P ( ) 2 F in terms of
F motivates us to study how well the quantity P ( ) 2 F concentrates around its mean. Lemma 4 can be seen as a bridge between P ( ) 2 F and 2 F by restricting in the set of restricted directions C(r, δ) defined as
Lemma 4 (Restricted Strong Convexity):
For any ∈ C(r, δ), we have with probability at least 1−8(n 1 +n 2 ) −1 n 
with probability at least 1 − 8(n 1 + n 2 ) −1 n 
Combination of Theorem 4, Lemmas 5 and 6 leads to an non-asymptotic upper bound on the estimation error as follows.
Theorem 5: By setting
with probability at least 1−9(n 1 +n 2 ) −1 n Consider the special case where each element of L * is sampled with equal probability p, i.e.,
Little algebra on Eq. (20) indicates that, with high probability, the estimation error satisfies
Substituting the expected observation number N = pn 1 n 2 n 3 into Eq. (21), we get
Thus, whenever the expected number of observed entries N is O r * n 1 n 3 log((n 1 + n 2 )n 3 ) ,
the per-entry estimation error would be small. We can see that the order (23) 
with high probability. To get small estimation error, the expected observation number should be
which is in consistence with the sample complexity in [34] , [35] , and [41] . VOLUME 6, 2018
2) LOWER BOUND ON THE ESTIMATION ERROR
To show the optimality of the upper bound, we prove the minimax lower bound on the estimation error when each entry is sampled with the same probability p. For any fixed α > 0 and integer 1 ≤ r ≤ min{n 1 , n 2 }, the situation where the underlying tensor L * lies in the set
is considered. The infimum over all estimationsL ∈ R n 1 ×n 2 ×n 3 is denoted by infL. Let P L denote the probabilistic distribution of random variables (
, that are observed through the observation model (9) given an underlying tensor L. 
(25) Proof of Theorem 6: Define
where γ ∈ (0, 1] and consider the following set of block tensors
where 0 ∈ R n 1 × n 2 /r is the zero matrix. Note that, the tubal-rank of any tensor in T or the difference between any two tensors in T is no larger than r. Additionally, p > r/n 2 means that the entries of any element in T lies in [0, α]. Thus T ⊂ L{r, α}.
Next, the Varshamov-Gilbert bound (see [42, Lemma 2.9]) can be used to guarantee that there exists a subset T 0 ⊂ T satisfying (1) it contains the zero tensor O ∈ R n 1 ×n 2 ×n 3 , and (2) its cardinality |T 0 | ≥ 2 rn 1 n 3 /8 + 1, and (3) for any two different tensors T 1 and T 2 in T 0 ,
Recall that P L denotes the probabilistic distribution of random variables (Y ijk , δ ijk ) ( 3 ] obeying the observation model (9) given underlying tensor L. Note that, conditionally on each entry, the noise is Gaussian. Thus, for any tensor L ∈ T 0 , the KL divergence
It can be deduced from Eq. (26) that 1
holds for any a > 0 by choosing a sufficiently small γ > 0. A direct use of [42, Th. 2.5] leads to the conclusion that there exist absolute constants β ∈ (0, 1) and
Theorem 6 implies that the minimax lower bound of the per-entry estimation error is r tubal (L * ) pn 2 , which indicates that our upper bound in Eq. (21) is order optimal up to a logarithm factor. From the perspective of sample complexity, the order of the expected observation number should not be lower than
which indicates that the sample complexity O rn 1 n 3 log ((n 1 + n 2 )n 3 ) in Eq. (23) is order optimal up to a logarithm factor. 3 (n 1 + n 2 − r) (see Eq. (7)). So the required sample complexity O(rn 1 n 3 ) in the minimax sense is of the same order as the degree of freedom when the underlying tensor L * is in L(r, α).
Remark 2 (Matching the DoF): Note that the DoF of a tensor with tubal-rank r is rn
D. DIFFERENCE FROM PRIOR WORK
First, the differences between this work and the TNN-based exact low-tubal-rank tensor completion [13] ('TNN' for short) are explained as follows.
(1) The objectives are different: TNN studies the problem of exact low-tubal-rank tensor completion where the observations are noiseless while this work considers approximate low-tubal-rank tensor completion with noisy observation. (2) The assumptions and main theoretical results are quit different: TNN requires the underlying tensor to satisfy the tensor incoherent condition [13] while this work assumes the tensor has an upper bounded l ∞ -norm. The main results of TNN provide sufficient conditions for exact tensor completion while our main results present bounds on the estimation error.
Then, since our method is motivated by the soft-impute-like matrix completion method [36] ('Soft-Impute-Like' for short), we compare them as follows.
(1) The objectives are different: Our method is for tensor completion and Soft-Impute-Like is for matrix completion. Our method is based on the algebraic framework t-SVD and it can be viewed as a non-trivial multi-linear extension of Soft-Impute-Like. ( 2) The assumptions on the noise distribution are different:
we assume sub-exponential noise and Soft-Impute-Like assumes bounded noise which is much narrower than our assumption. Finally, we extend the conference version of this work [39] in the following aspects.
(1) We consider a general sampling strategy in this work while the conference version only deals with Bernoulli sampling with equal probability. Therefore, the corresponding theoretical results, including error bounds and sample complexity, are more general. (2) All proofs of lemmas and theorems in the conference version can be found directly or with degenerative modifications in this paper. Meanwhile, a large number of additional experiments are performed.
V. EXPERIMENTS
In this section, experiments will be conducted to explore the sharpness of the proposed upper bound in Theorem 5 and the effectiveness of the proposed ISTT in Algorithm 1. ISTT is implemented in Matlab language and all experiments are performed in Windows 10 based on Intel Core(TM) 2.60GHz CPU with 12G RAM.
A. SHARPNESS OF THE PROPOSED UPPER BOUND
Constant signal-to-noise ratio setting. In the simulations, we adopt the setting of constant signal-to-noise ratio in [34] for noisy matrix completion to our setup. First, we generate the true tensors L * ∈ R n 1 ×n 2 ×n 3 by L * = P * Q where factor tensor P ∈ R n 1 ×r * ×n 3 and Q ∈ R r * ×n 2 ×n 3 are generated from an element-wise i.i.d. N (0, 1) distribution. Then, we normalize all the generated tensors L * such that they have unit Frobenius norm. Next, we generate the noise tensors E with i.i.d. zero-mean Gaussian distribution with standard deviation σ = 0.1/ √ n 1 n 2 n 3 . In this setting, a constant signalto-noise ratio is kept regardless of tensor size [34] .
Tensors of square frontal slices, i.e., n 1 = n 2 = d, are considered for simplicity. Specifically, tensors of 12 different sizes are considered by choosing d ∈ {40, 60, 80, 100} and n 3 ∈ {20, 30, 40}. Given d, the tensor tubal-rank r * is chosen as r * = log 1/2 d . As suggested by [43, Lemma 4] for Gaussian noise with known σ , the constant c 4 in Theorem 5 takes value 6.5, thus the singular value thresholding parameter τ is chosen by τ = c 4 σ L log((n 1 + n 2 )n 3 ) = 6.5σ pn 1 n 3 log((n 1 + n 2 )n 3 ).
The l ∞ -norm bound α is chosen as the l ∞ -norm of L * . Given tensor size n 1 × n 2 × n 3 , we repeat 30 trials and compute the mean squared Frobenius norm error (MSE) L − L * 2 F averaged over the trials. Expected scaling behavior of the error. We consider the special case where each element of L * is sampled with equal probability p. Before showing the experimental results, we discuss the error bound for the constant signal-to-noise ratio setting. Substituting the expected observation number N = pn 1 n 2 n 3 into Eq. (20), we get
Note that whenever N = O n 2 log((n 1 + n 2 )n 3 ) , the upper bound will be dominated by item I. In the constant signalto-noise ratio setting, we have σ 2 = 0.01/(n 1 n 2 n 3 ), which indicates item I = (0.01 ∨α 2 )r * n 1 n 3 log((n 1 + n 2 )n 3 )/N , whereα 2 = α 2 n 1 n 2 n 3 . To explore how largeα 2 is, we report the mean ofα 2 for 12 different problem sizes in T = 30 trails in Table 1 . As we can see from Table 1 , the item (0.01 ∨α 2 ) is of order O(1) in our experiments, which indicates that our upper bound scales like Thus, we can expect that if our bound is sharp, the MSE will also scale in this order. Next we will check whether this scaling behavior can be observed. Experimental analysis. In Figure 5 , plots of the MSE vs. the expected observation number N is plotted, for eight different tensor sizes with d ∈ {40, 60, 80, 100} and VOLUME 6, 2018 n 3 ∈ {20, 30}. Consistent with the intuition, the MSE decays as N increase for each problem size. It can also observed that tensors with larger size require a larger number of observations.
While discussing the error bound, it is expected that the MSE scales as the order O r * n 1 n 3 log((n 1 + n 2 )n 3 )/ (pn 1 n 2 n 3 ) . In other words, if the result of MSE versus the rescaled observation number N 0 := pn 1 n 2 n 3 r * n 1 n 3 log((n 1 + n 2 )n 3 ) (29) FIGURE 6. Plots of MSE versus the rescaled observation numbers N 0 = pn 1 n 2 n 3 /(r * n 1 n 3 log((n 1 + n 2 )n 3 )) with n 1 = n 2 = d ∈ {40, 60, 80, 100} and n 3 ∈ {20, 30}.
is plotted, then the curves would be aligned relatively well. Fig. 6 illustrates the same results re-plotted versus the rescaled observation number with fixed n 3 ∈ {20, 30} and varying d ∈ {40, 60, 80, 100} and Fig. 7 shows the results with n 1 = n 2 = d ∈ {40, 100} and n 3 ∈ {20, 30, 40}. As expected, all the curves are relatively well-aligned with one another, matching the scaling behavior of the proposed upper bound on the estimation error in Theorem 5. Scaling phenomena similar to Figs. 6 and 7 can also be observed for tensors of the cases d ∈ {60, 80}, hence we omit them.
FIGURE 7.
Plots of MSE versus the rescaled observation numbers N 0 = pn 1 n 2 n 3 /(r * n 1 n 3 log((n 1 + n 2 )n 3 )) with n 1 = n 2 = d ∈ {40, 100} and n 3 ∈ {20, 30, 40}.
Numerical experiments on different n 1 and n 2 are also conducted to explore the scaling behavior of the estimation error. Specifically, we fix n 3 = 30 and choose n 1 in {1.5n 2 , 2n 2 , 2.5n 2 } with n 2 ∈ {80, 100}. Given n 1 and n 2 , the tensor tubal-rank r * is chosen as r * = log 1/2 (n 1 + n 2 ) . The results of MSE versus rescaled observation number N 0 are shown in Fig. 8 . It can also be seen that all the curves are relatively well-aligned with one another, matching the scaling behavior predicted by the proposed upper bound. Since the empirical results accord with our expectation, the sharpness of the proposed error bound is verified. 8 . Plots of MSE versus the rescaled observation numbers N 0 = pn 1 n 2 n 3 /(r * n 1 n 3 log((n 1 + n 2 )n 3 )) with n 3 = 30 and n 1 ∈ {1.5n 2 , 2n 2 , 2.5n 2 } for n 2 ∈ {80, 100}. 
B. EFFECTIVENESS ON REAL DATASETS
In this subsection, the effectiveness of the proposed ISTT algorithm is evaluated on real-world datasets. Specifically, we carry out noisy tensor completion experiments on color images and a dataset from environment perception for unmanned ground vehicle (UGV). The following eight existing models are considered in the evaluation of ISTT:
• Two CP decomposition based non-convex tensor completion models: CP weighted optimization (CP-WOPT) 2 [44] and tensor decomposition based on Cauchy distribution and CP decomposition (CCD) [45] . According to [45] , CCD is implemented by ourselves.
• Two Tucker decomposition based non-convex tensor completion models: Tucker decomposition based imputation algorithm (TDI) [46] and tensor decomposition based on Cauchy distribution and Tucker decomposition (CTD) [45] . We implement TDI and CTD by ourselves according to [46] and [45] , respectively.
• Four nuclear norm based convex tensor completion models, i.e., high accuracy low rank tensor completion (HaLRTC) 3 [21] , tensor completion based on mixture nuclear norm (MixNN) 4 [47] , tensor completion based on square nuclear norm (SqNN) 5 [22] and tensor completion based on tubal nuclear norm (TNN) 6 [13] . For an estimation tensorL ∈ R n 1 ×n 2 ×n 3 , its quality is evaluated by the averaged peak signal-to-noise ratio (PSNR) computed by the definition PSNR = 10 log 10
The higher PSNR value means the better the recovery performance. 
1) EXPERIMENTS ON COLOR IMAGES
Color images are naturally represented by 3-D tensors. The task of noisy color image inpainting aims to recover a color image from its noisy partial observations. We test fourteen color images of size 256 × 256 × 3 in this experiment (see Fig. 9 ). Given a color image M ∈ R n 1 ×n 2 ×3 , it is first VOLUME 6, 2018 corrupted by additive i.i.d. zero-mean Gaussian noise with standard deviation σ = 0.1σ 0 , where σ 0 = M F / √ 3n 1 n 2 is the rescaled magnitude of M. Then we consider the following three sampling settings for a given image:
• Uniform-0.3: the whole image is sampled uniformly with ratio p = 0.3, i.e., 70% of the data is missing.
• Uniform-0.1: the whole image is sampled uniformly with ratio p = 0.1, i.e., 90% of the data is missing.
• Nonuniform-(0.1,0.3): the upper half of a test image is sampled uniformly with ratio p = 0.1 and the lower half is sampled uniformly with ratio p = 0.3. Parameter setting. With R 0 = 5 and c ∈ {1, 2, 3, 4, 5}, the rank parameters of CP-WOPT and CCD are set by R CP = cR 0 , and the Tucker rank parameters of TDI and CTD are set by R Tucker = [cR 0 , cR 0 , 2]. The results with highest PSNR values among different rank settings are reported. As suggested in [45] , all of CP-WOPT, TDI, CCD and CTD are optimized by LBFGS with maximum number of iterations 1000 and the stopping rule is set by the relative change in the function value (1e-10). For the proposed ISTT, the thresholding parameter τ is set to 3e2 and the truncation parameter α is set to 255. For HaLRTC, the weight parameter α is set such that α 1 : α 2 : α 3 = 1 : 1 : 0.01 as suggested in [21] . The structural similarity index measure (SSIM) [48] is also employed to measure the quality of color image inpainting. The higher the SSIM value, the better the recovery performance. Given a color image, we repeat the experiment ten times and report the averaged SSIM and PSNR values.
We first show the visual quality of six inpainted images for qualitative evaluation in Fig. 10 . It is found that the proposed ISTT algorithm mostly has highest SSIM values in nine algorithms and highest PSNR values among nuclear-norm based algorithms. Then, we report the SSIM and PSNR values on the fourteen images of nine algorithms in Figs. 11, 12 and 13 for quantitative comparison. As can be seen from the qualitative and quantitative evaluations, the proposed ISTT algorithm outperforms other convex algorithms in most cases and is competitive with the non-convex algorithms. 
2) EXPERIMENTS ON A DATASET FOR UGV
Motivated by the rapid development of autonomous driving, experiments on a dataset from environment perception for UGV are carried out to evaluate the effectiveness of the proposed ISTT algorithm.
The dataset 7 contains 80 frames of camera images and point cloud data captured with a Velodyne HDL-64E 7 It is a subset (from Frame 165 to Frame 244) of Scenario B and Scenario B-additional sensor data in http://www.mrt.kit.edu/z/publ/ download/velodynetracking/dataset.html. laser scanner. The camera data is resized and formatted as a tensor in R 128×256×80 and the Velodyne HDL-64E point cloud data is transformed, re-sampled and formatted into two tensors in R 64×436×80 which represent the distance data and the intensity data, respectively. Given a data tensor T ∈ R n 1 ×n 2 ×n 3 , we conduct experiments for noisy tensor completion by choosing different observation ratios p from 0.1 to 0.7 and adding i.i.d. Gaussian noise with standard deviation σ = 0.2σ 0 , where σ 0 = T F / √ n 1 n 2 n 3 is the rescaled magnitude of tensor T . With c ∈ {1, 2, · · · , 10}, the CP rank parameters of CP-WOPT and CCD are set by R CP = cR 0 , and the Tucker rank parameters of TDI and CTD are set by R Tucker = cR 0 . For the tensor of camera image data, we choose R 0 = 5 and R 0 = [5, 10, 4] ; and for distance/intensity data, we choose R 0 = 3 and R 0 = [3, 20, 4] . The results with highest PSNR values among different rank settings are reported. For HaLRTC, the weight parameter α is set such that α 1 : α 2 : α 3 = 1 : 1 : 1. For the proposed ISTT, the parameter pair (τ, α) is set to (3.2e3, 255), (2e5, 39999) and (1e3, 255) in experiments on camera image data, distance data and intensity data, respectively. For each sampling ratio p, we repeat the experiment ten times and report the averaged PSNR value.
The quantitative performance comparison in terms of PSNR is shown in Figs. 14, 15 and 16 for camera image data, distance data and intensity data completion, respectively. The highest average PSNR indicating best recovery performance is highlighted in bold. According to Figs. 14, 15 and 16, it can be seen that the proposed ISTT algorithm yields better performances over the other algorithms for noisy tensor completion.
VI. CONCLUSION
This paper studies the problem of noisy low-tubal-rank tensor completion. The underlying tensor is assumed to be sampled by element-wise Bernoulli sampling with additive sub-exponential noise. A soft-impute-like algorithm called iterative singular tube thresholding algorithm (ISTT) is proposed for tensor recovery. A non-asymptotic upper bound on the estimation error of ISTT is established in Theorem 5. For tensors with limited tubal-rank and bounded l ∞ -norm, the minimax optimal lower bound of the estimation error is proved in Theorem 6. The sharpness of the proposed upper bound and the effectiveness of ISTT is demonstrated through experiments. For further research, SVD-free algorithms like [25] will be explored for efficient low-tubal-rank tensor recovery. Besides, more priors such as factor priors [49] and smoothness [50] , [51] will be merged to get better lowtubal-rank tensor reconstruction performance.
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APPENDIX A TECHNICAL PROOFS A. PROOFS OF LEMMAS 1 AND 2
Proof of Lemma 1: Let
then we have
Before proving Lemma 2, we introduce the following lemma.
Lemma 7 (Non-Expansion of Singular Tubal Thresholding Operator [37] ):
(30) Proof of Lemma 2: ∀T 1 , T 1 ∈ R n 1 ×n 2 ×n 3 , we have
B. PROOF OF THEOREM 3
Proof of Theorem 3: Suppose the iteration stops at the t th iteration with conditions
The optimality ofL with respect to Eq. (14) indicates that
where ∂ L denotes the sub-differential atL and O denotes the zero tensor.
G. Some algebra leads to
Note that
Let G * be any sub-gradient of L * , the monotonicity of sub-gradient indicates G, ≤ G * , . Next, we will bound G * , by carefully constructing an appropriate G * . Recall that L * has reduced t-SVD L * = U * S * V . Define projectors P T and P T ⊥ as follows
It is easy to verify that:
1) both of P T and P T ⊥ are orthogonal projection operators, i.e., they are idempotent and adjoint operators; 2) they are complementary and orthogonal to each other, i.e., we have P T (T 1 ) + P T ⊥ (T 1 ) = T 1 and
In fact, it is easy to check that block-diagonal matrix U V + W is a sub-gradient of matrix nuclear norm · * at L * . Then, ∀D ∈ R n 1 ×n 2 ×n 3 ,
Using the definition of subgradient, we have verified that G * is a sub-gradient of · at L * . To bound G * , , note that
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Combining (32), (33) and (34), we have
Let τ ≥ 3 P (E) sp , using triangular inequality, we get
C. PROOF OF LEMMA 4
Before proving Lemma 4, we also define the subset C(r, δ, T ) := : ∈ C(r, δ),
The concentration behavior of Z T in C(r, δ, T ) is shown in Lemma 8.
There exists a constant c 0 such that
Proof of Lemma 8:
The proof follows Klop's proof of [36, Lemma 10] . The only difference is when using the symmetrization arguments, for ∈ C(r, δ, T ), we have ≤ n 3 rp −1 T , which indicates
The proofs of Lemma 4 and Theorem 4 follow the path of [36] and more details are omitted due to space limitation.
Proof of Lemma 4:
With constants ρ = 6/5, δ > 0 and
Consider the event
and its partitions
Form Lemma 8 we have
Thus, we get
.
3 , which indicates that Eq. (18) holds with probability at least 1 − 8(n 1 + n 2 ) −1 n −1
.
D. PROOF OF THEOREM 4
Proof of Theorem 4: Note that Eq. (35) also indicates that
∞ < 3α. We will discuss two cases, depending on whether tensor /(3α) belongs to the set C(72r * , δ). Case 1: If /(3α) / ∈ C(72r * , δ), then directly we have 2 F ≤ δ.
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Case 2: If /(3α) ∈ C(72r * , δ), then we have with probability at least 1 − 8/((n 1 + n 2 )n 3 ), 
E. PROOFS OF LEMMAS 5 AND 6
Lemma 9 (Non-Commutative Bernstein Inequality [35] ): For independent centered random matrix sequence M 1 , · · · , M n of size n 1 × n 2 , suppose ∀i ∈ [n], U i = inf{K > 0 : E exp( M i /K ) ≤ e} and σ 0 ≥ max{
for some constant U . Then there exists an absolute constant c, such that, for all t > 0, with probability 1 − e −t , we have
Proof of Lemma 5: Note that Similarly,
By applying Lemma 9, for fixed l, we have with probability at least 1 − exp(−t),
≤ c max L n 1 n 2 n 3 t + log(n 1 + n 2 ) n 1 n 2 n 3 ,
Then, by taking union bound, we have with probability at least 1 − n 3 exp(−t),
≤ c max L(t + log(n 1 + n 2 )),
K log(K n 1 n 2 n 3 L )(t + log(n 1 + n 2 )) .
If t = log(n 1 + n 3 ) + 2 log(n 3 ), we obtain E sp ≤ c max 2L log((n 1 + n 2 )n 3 ), 2K log(K n 1 n 2 n 3 L ) log((n 1 + n 2 )n 3 ) , (37) with probability at least 1 − (n 1 + n 2 ) −1 n −1
. If
2 , then L ≥ n 1 n 3 p ≥ n 1 n −1 2 n 3 and K log(K n 1 n 2 n 3 L ) ≤ K log(Kn 2 ). Comparing two items in the right hand side of Eq. (37), we obtain that E sp ≤ c 2 L log((n 1 + n 2 )n 3 ), holds with probability at least 1 − (n 1 + n 2 ) −1 n −1
.
Proof of Lemma 6: Similar to the proof of Lemma 5, by letting p > n −1 2 , we have R sp ≤ c max L(t + log(n 1 + n 2 )n 3 ), (t + log(n 1 + n 2 )n 3 ) log n 2 , with probability at least 1 − exp(−t), where c is some positive constant. By changing of variable, we obtain an equivalent inequality of the tail
≤ (n 1 + n 2 )n 3 exp max − Detailed comparison indicates that as long as L ≥ 2 log 2 n 2 log((n 1 + n 2 )n 3 ),
we have 3 L log((n 1 + n 2 )n 3 ).
