Total path length, or search cost, for a rooted tree is defined as the sum of all root-to-node distances. Let T n be the total path length for a random recursive tree of order n. Mahmoud (1991) showed that W n := (T n − E[T n ])/n converges almost surely and in L 2 to a nondegenerate limiting random variable W . Here we give recurrence relations for the moments of W n and of W and show that W n converges to W in L p for each 0 < p < ∞. We confirm the conjecture that the distribution of W is not normal. We also show that the distribution of W is characterized among all distributions having zero mean and finite variance by the distributional identity
Introduction and summary
A recursive (also called increasing or ordered) tree of order n is a rooted tree on n vertices (or nodes) labeled 1 through n, with the property that for each k such that 2 ≤ k ≤ n, the labels of the vertices on the necessarily unique path from the root to the node labeled with k form an increasing sequence. We will refer to the node labeled with k as node k. We use familial terms, such as child, parent, and ancestor, to describe relations between nodes. Thus the children of node k are precisely the nodes incident to k with labels greater than k. We do not order the children of a given node; thus, for example, we consider there to be only two trees of order 3. When we draw a recursive tree in the plane, we place the root at the top and we arrange the children of each node in increasing order from left to right.
The most well-studied probability model on the space of recursive trees of order n is the uniform model, whereby we posit all (n − 1)! recursive trees to be equally likely. We refer the reader to the excellent survey article by Smythe and Mahmoud (1995) for numerous applications and properties of recursive trees.
The distance D k between the root and node k in a random recursive tree has been studied by many authors, including Moon (1974) , Szymański (1990) , and Dobrow and Smythe (1996) . In this paper we treat the total path length of a recursive tree, namely,
defined as the sum of all root-to-node distances. This random variable may serve as a global measure of the cost of constructing the tree. The strong dependence among the random variables D k makes it nontrivial to obtain the exact distribution of T n . Knuth (1973) presents extensive material on total path length for (deterministic) binary trees. Takács (1992 Takács ( , 1994 has obtained the asymptotic distribution of total path length for random rooted trees and random rooted binary trees.
Returning to the case of recursive trees, it is apparent that the smallest and largest possible values of T n are n − 1 and
The expected values of root-to-node distances in recursive trees are well known and easily derived. Let
Linearity of expectation gives
which is asymptotically equivalent to n ln n. Mahmoud (1991) proved that the sequence (W n ) of normalized random variables W n := T n − µ n n is a martingale. He obtained the exact variance of T n and by an application of the martingale convergence theorem showed that there exists a nondegenerate random variable W such that W n → W , almost surely and in L 2 . Mahmoud showed that the normalized distances (D n −ln n)/ √ ln n are asymptotically standard normal. It has been conjectured that the distribution of W , however, is not normal.
In this paper we consider the random variables W n and W . We obtain a recurrence relation for the moments of W [equation (1)] and for the factorial moments of W n (Theorem 2). We show that W n converges to W in L p for each 0 < p < ∞ (Theorem 1). We calculate the skewness and kurtosis of W and confirm the conjecture on the nonnormality of W (Section 3). We also characterize the distribution of W (Corollary 2.1). Specifically, letting U denote a uniform (0, 1) random variable, we show that
where
is the binary entropy function, W and W * have the same distribution, and U , W , and W * are mutually independent. Finally we use the moments of W to obtain approximations for the distribution of W (Section 4). A Pearson curve density estimator appears to give a very good approximation, as indicated by numerical simulations.
Convergence in L p
In working with random recursive trees, it is often useful to consider a dynamic construction of the tree evolving over discrete units of time. Let X n denote a random recursive tree of size n. Then X n can be built from X n−1 by adjoining node n as a child of node j, where j is chosen uniformly at random from {1, . . . , n − 1}. If π(n) denotes the (random) parent of node n, observe that the random variables π(1), π(2), . . . are mutually independent. It thus follows that if one conditions on the size of the subtrees of X n (that is, the induced trees, whose respective roots are the children of the root node of X n ), then each of the subtrees of X n is a random recursive tree (conditioned on its size and with appropriately changed labels). Furthermore, these subtrees are mutually independent.
By conditioning on the size of the subtree rooted at node 2 we obtain our first lemma.
Lemma 2.1 For n ≥ 2,
where K ≡ K n is distributed uniformly on {1, . . . , n − 1} and the random variables K, T 1 , . . . , T n−1 , T Proof Let K be the size of the subtree rooted at node 2. Then K + T K accounts for the contribution to total path length from all the nodes in the subtree rooted at node 2, and T * n−K accounts for the contribution to total path length from all the remaining nodes. The lemma will follow from the fact that in a random recursive tree of order n the size of the subtree rooted at node 2 is distributed uniformly on {1, . . . , n − 1}.
We give a simple combinatorial proof of the latter claim because it allows us to introduce the bijective correspondence between recursive trees and permutations. Stanley (1986) gives the following mapping. Let σ = (σ 1 , . . . , σ n−1 ) be a permutation on {1, . . . , n − 1}. Construct a recursive tree with nodes 0, 1, . . . , n − 1 by making 0 the root and defining the parent of node i to be the rightmost element j of σ which both precedes i and is less than i. If there is no such element j, then define the parent of i to be the root 0. Finally, to convert to a recursive tree on nodes {1, . . . , n}, simply add 1 to each label.
For example, the permutation (1, 2, 3) corresponds to the "linear" tree of size 4 where i is the parent of i + 1 for i = 1, 2, 3; the permutation (3, 2, 1) corresponds to the tree where nodes 2, 3, and 4 are each children of the root 1. This mapping is bijective between permutations of {1, . . . , n − 1} and recursive trees with label set {1, . . . , n}. Note that in this correspondence the size of the subtree rooted at node 2 is one greater than the number of elements in the corresponding permutation of size n − 1 that succeed 1. This number, in turn, is just n minus the position of 1. The position of 1 is, of course, distributed uniformly on {1, . . . , n − 1}.
Remark: In the context of the above correspondence, total path length in trees corresponds to the following statistic on permutations. Let σ be a permutation on {1, . . . , n}. For each 1 ≤ k ≤ n, consider the "greedy" decreasing sequence, starting at σ k and moving right to left, and count the number of elements in that sequence. The sum of these counts corresponds to total path length. Thus, for instance, (1, 2, 3) gives a count of 1+2+3 = 6 while (1, 3, 2) gives a count of 1 + 2 + 2 = 5. This statistic gives a measure of how "close" a permutation is to the identity permutation.
Theorem 1 Let T n denote total path length in a random recursive tree on n nodes, with
and let W be the almost sure limit of W n as n → ∞.
is the binary entropy function and
Proof It follows immedately from Lemma 2.1 and simple algebra that for n ≥ 2,
where K is uniformly distributed on {1, . . . , n − 1} and the random variables K, W 1 , . . . , W n−1 , W * 1 , . . . , W * n−1 are all mutually independent and, with µ n := µ n /n for n ≥ 1,
Observe ν 1 (p) = 0 for all p ≥ 1, and ν n (0) = 1 and ν n (1) = 0 for all n ≥ 1. For integer p ≥ 0 and n ≥ 2 we have
We claim that for each integer p ≥ 1, ν n (p) converges to a finite limit ν(p) as n → ∞. We prove the claim by induction on p. The base case p = 1 is trivial with ν(1) := 0. Now by (3), for n ≥ 2 we have
Letting
and a n (p) :
we transform (5) into the equivalent recurrence relation
This simple and well-studied recurrence is solved explicitly in Lemma 4.3 in Fill (1996) . The unique solution is, for arbitrarily defined a 0 (p),
, n ≥ 0.
We now argue by (strong) induction on p ≥ 0 that each (ν n (p)) n≥0 is a convergent, and hence bounded, sequence. For the basis, ν n (0) ≡ 1 and ν n (1) ≡ 0. For the induction step, for p ≥ 2 we note from elementary arguments together with the induction hypothesis that
where λ(i) := lim n→∞ ν n (i) (for i < p). Now the explicit solution (6) yields the existence of λ(p) := lim n→∞ ν n (p), with value
Rearranging gives (1), but with ν replaced by λ. The above work demonstrates that sup n E|W n | p is finite for any (real) 0 < p < ∞. It follows from Exercise 4.5.8 in Chung (1974) that (|W n | p ) is uniformly integrable for any 0 < p < ∞. The first assertion in part (i) of 
where U is a random variable distributed uniformly on (0, 1), W * has the same distribution as W , and U , W , and W * are mutually independent. Furthermore, the distribution of W is absolutely continuous, possessing a density f that is positive everywhere and satisfies
for Lebesgue almost every t.
Proof Take characteristic functions in (2). Now (7) follows routinely using the convergence and uniqueness theorems [e.g., Theorems 6.3.1 and 6.2.2 in Chung (1974) ] for characteristic functions. The issue now is whether there could be more than one distribution with zero mean and finite variance that satisfies (7). To show that (7) characterizes the distribution of W we refer to analogous work in the analysis of the asymptotic run time distribution of the well-known Quicksort sorting algorithm invented by Hoare (1962) . Let X n be the (random) number of comparisons needed to sort a list of length n by Quicksort. Régnier (1989) and Rösler (1991) showed that a normalized version of X n converges in suitable senses to a limiting random variable X. Rösler also showed that the distribution of this limit satisfies
where G(x) := 2E(x) − 1, U is uniformly distributed on (0, 1), X * and X have the same distribution, and U , X, and X * are mutually independent. Note the similarity between (9) and (7). Rösler's arguments that there is a unique distribution with EX = 0 and EX 2 < ∞ satisfying (9) carry over to our (7). Tan and Hadjicostas (1995) used (9) to prove that X is absolutely continuous with an everywhere positive density; their calculations, too, are easily adapted to our (7). Thus our W has an everywhere positive density f . Now elementary arguments show that f satisfies (8) for Lebesgue almost every t ∈ IR.
Remark 1: Adapting Rösler's techniques, we can also show that E e λWn − e λW → 0 as n → ∞ for every λ ∈ IR, and in particular that Ee λWn → Ee λW < ∞. This enables Chernoff bounds for large deviations; cf. Rösler (1991) . Also, just as Rösler does, we can obtain an infinite series representation of W ; we omit the details.
Remark 2: Since the support of the distribution of W is the entire real line, it follows that (W
Remark 3: It is well known that the analysis of the number of comparisons required by the Quicksort algorithm is equivalent to the analysis of total path length for a binary search tree [cf. Knuth (1973) ].
Computing the moments
Formula (1) appears to be ill-suited for exact (as opposed to numerical) computation of the moments of W due both to the complexity of integrating powers of the entropy function and the rapid growth of the number of summands in (1) as a function of p. In this section we derive a new recurrence relation which we are able to use to compute the exact moments of W .
We use the falling factorial notation
Theorem 2 For integer
denotes the jth derivative of S i and where the sum is over all pairs (i, j) = (0, 0) of nonnegative integers i and j satisfying i + j ≤ p.
Proof Define

H(s, w)
Write ϕ n (s) := E[s Tn ]. Then Lemma 2.1 says precisely
Multiply both sides by w n and sum to get 
From (10) we have
Also,
noting that
Putting this together with (12) and (13) we have, for p ≥ 1,
with R 0 (w) = 1 1 − w and S 0 (w) = ln 1 1 − w .
We reexpress (14) as
which is a first order linear differential equation in the unknown function S p . This admits a direct solution as given in the statement of the theorem.
Remark 1: All formal operations (such as interchange of derivative and sum) performed in the proof of Theorem 2 are easily justified using the finiteness of moment generating functions as discussed in Remark 1 following Corollary 2.1.
Remark 2:
The derivation of the recurrence relation (14) is similar to that in Takács (1992) , who obtains the asymptotic growth rate for the moments of total path length for random rooted trees. By the method of moments he obtains the asymptotic distribution function for total path length for these trees. The recurrence relation in Theorem 2 is easily implemented by a program such as Mathematica. Table 1 gives the solution to the recurrence for small values of p. As suggested by this table, the function S p has the following form for p ≥ 1:
where, for integers α and β,
The proof, which we omit, is via straightforward, but rather laborious, (strong) induction on p. It is a direct consequence of the following two lemmas. Table 2 . Moments of W Then we used standard formulas for the relations between moments and cumulants to compute the cumulants κ p for W ; these are listed in Table 3 , with even powers of π converted to values of ζ(·). The expressions for the cumulants are very much simpler than those for the moments. Since κ 3 and κ 4 do not vanish, we establish the conjecture that the distribution of W is not normal. Indeed, κ 3 > 0 indicates that the distribution of W is skewed to the right, and κ 4 > 0 suggests that the distribution of W/(SD [W ] ) is more peaked about the mode than is the standard normal.
One natural conjecture that arises immediately from Table 3 is that
where the constants c p are all rational. This conjecture is correct, but the proof is by no means trivial; we checked the result using calculations much like those in Hennequin (1991) for Quicksort but omit the details here. We have not investigated any other natural conjectures, such as that for all p ≥ 2 we have c p > 0 and κ p > 0.
.3550659332 3 −((9/4) − 2ζ (3))
.1541138063 4 (119/18) − 6ζ(4)
.1171717088 5 −((2675/108) − 24ζ (5))
.1177476049 6 (1320007/10800) − 120ζ (6) .1417029322 7 −((470330063/648000) − 720ζ (7))
.1934812582 8 (1205187829669/238140000) − 5040ζ (8) .2875719321 9 −((448979194501571/11113200000) − 40320ζ (9)) .4461936608 10 (9419145105819623/25930800000) − 362880ζ(10) .6818111319 Table 3 . Cumulants of W
Approximating the distribution of W
We would like to utilize our knowledge of the moments to obtain an approximation to the distribution of W . In this section we obtain a Pearson curve density estimator for the standardized
based on the first four moments of W , to approximate the underlying distribution. Comparisons with numerical simulations indicate a good degree of accuracy in the estimation. Pearson curves, introduced by Karl Pearson, are probability densities parametrized by the first four moments of the underlying distribution [cf. Kendall and Stuart (1963) ]. We refer the reader to Solomon and Stephens (1980) for a modern treatment of the use of Pearson curves. They consider a variety of problems in geometric probability where the underlying distribution is intractable but the first few moments can be computed theoretically.
In classical notation, let µ k denote the kth (central) moment of W . Then the key "shape" parameters in the Pearson curve construction are
In the language of Pearson curve estimators, this gives a Type VI curve with density estimator
where N = .400366, A 1 = 15.4849, A 2 = 3.41597, q 1 = 70.1506, and q 2 = 14.2547. [See Elderton and Johnson (1969) for an exhaustive treatment on fitting Pearson curves.] One obvious drawback of this estimator is that while the support of W is the entire real line, the support of f is not.
Another classical method for obtaining density estimators from moments is to use orthogonal polynomials. We fitted a Gram-Charlier curve using Hermite polynomials and four moments. One drawback here is that the resulting curve need not be a density function, and in fact using more than four moments resulted in a poor estimate for a density. In Table 3 we include the results for the Gram-Charlier curve with four moments. Note that the Pearson curve estimator appears to give a much better fit. In fact, for most rows in the table, the Pearson curve agrees with the simulation to two significant digits, which is about the best one could expect in a simulation of 10,000. Our simulation was run with n = 10, 000 and 100, 000 trials. Roughly, one would expect no better than agreement to 2 significant digits since 1/ √ 100, 000 > .001. We also include the standard normal distribution function, denoted Φ.
In Figure 1 and 2 we give the Pearson curve plot and a histogram of a simulation of normalized total path length with n = 10, 000. 
