Finding maximum regular induced subgraphs is a family of algorithmic graph problems containing several important representatives such as maximum independent set, maximum clique, and maximum induced matching. These problems are generally NPhard. On the other hand, each of them may become polynomially solvable when restricted to graphs in special classes. However, polynomial-time solutions are available only for very few monogenic classes, i.e. classes defined by a single forbidden induced subgraph. Only three such results are available for the maximum independent set and maximum clique problems and only two for the maximum induced matching problem. In the present paper, we extend this restricted list of results by exploring the complexity of the problems in the class of 2P 3 -free graphs, which recently attracted considerable attention in the literature. By elaborating a polynomial-time solution to the maximum independent set problem in the class of 2K 2 -free graphs proposed by Farber in [16], we show that both maximum independent set (0-regular induced subgraph) and maximum induced matching(1-regular induced subgraph) are solvable in polynomial time for 2P 3 -free graphs. We also conjecture that the same is true for finding maximum k-regular induced subgraphs for each value of k. On the other hand, we conjecture that finding a maximum subset of vertices inducing the complement of a k-regular induced subgraph is NP-hard for 2P 3 -free graphs and verify the conjecture for k = 0 (maximum clique), k = 1 (maximum induced co-matching), and k = 2.
Introduction
In a graph, an independent set (also known as a stable set) is a subset of vertices no two of which are adjacent. The maximum independent set problem is that of finding in a graph an independent set of maximum cardinality. A clique in a graph G is a subset of pairwise adjacent vertices, and the maximum clique problem asks to find in G a clique of maximum cardinality. Thus, finding a maximum clique in G is equivalent to finding a maximum independent set in the complement of G. These problems are important both from a theoretical and a practical point of view. The theoretical importance of the problems is partially due to the fact that both of them are computationally difficult, i.e. NP-hard [22] . Moreover, maximum independent sets and maximum cliques are difficult to approximate [26] and both problems are difficult from the parametrised point of view, namely, both of them are W[1]-hard. Also, both problems remain difficult for graphs in restricted families. The practical importance of the problems comes from the fact that they find numerous applications in various areas, such as computer vision and pattern recognition [3, 39] , bioinformatics [19, 27, 28] , etc. For more information about the maximum clique (maximum independent set) problem, including application, complexity issues, etc., we refer the reader to [4] .
An induced matching in a graph is a subset of vertices of degree 1. The problem of finding a maximum induced matching also finds many applications (secure communication, VLSI design, etc. [23] ). This problem is also NP-hard [9] , W[1]-hard [35] and is difficult to approximate [15] . The complexity of the problem in some restricted graph families has been studied in [6, 10, 11, 13, 29, 30, 44] .
The common point between all three problems mentioned above, i.e. maximum independent set, maximum clique, and maximum induced matching, is that each of them finds in a graph a subset of vertices inducing a regular graph, i.e. a graph in which all vertices have the same degree. We call graphs of a fixed degree sparse regular graphs. Independent sets and induced matchings give examples of sparse regular graphs. In cliques, the degree is not fixed to any constant, but it is fixed in their complements. We call the complements of sparse regular graphs dense regular graphs.
Finding maximum regular induced subgraphs has recently attracted much attention in the algorithmic community. In particular, in [12] it was shown that for each fixed k the problem of finding a maximum k-regular induced subgraph is NPhard. In [36] , it was proved that this problem is also difficult from a parametrised point of view. Fast exponential algorithms for this problem have been developed in [25] .
In the present paper, we study the complexity of finding maximum regular induced subgraphs in the class of 2P 3 -free graphs. This class was studied in the literature both from a combinatorial [14] and an algorithmic [8, 38, 45] point of view. In particular, in [45] it was shown that the problem of finding a maximal (with respect to set inclusion) independent set of minimum cardinality is NP-hard in this class. Moreover, an optimal solution for this problem in the class of 2P 3 -free graphs is even hard to approximate [38] . To some surprise, we show that finding a maximum independent set for graphs in this class can be done in polynomial time. We make a similar conclusion about finding a maximum 1-regular induced subgraph (maximum induced matching) and conjecture that the same is true for finding any sparse regular graph. On the contrary, we conjecture that finding maximum dense regular graphs in the class of 2P 3 -free graphs is an NP-hard problem and verify the conjecture for maximum cliques, the complements of 1-regular induced subgraphs, and the complements of 2-regular induced subgraphs.
Our results for the maximum independent set and maximum induced matching problems are of particular interest, because these problems are known to be polynomial-time solvable only in a very few classes defined by a single forbidden induced subgraph. Currently, only three such results are known for the maximum independent set problem and two for the maximum induced matching problem. We mention these results in Section 2, where we also introduce basic terminology and notation used in the paper.
Preliminaries
All graphs in this paper are finite, undirected, without loops and multiple edges. The vertex set and the edge set of a graph G are denoted by V (G) and E(G), respectively. Given a vertex v ∈ V (G), we denote by N(v) the neighbourhood of v, i.e. the set of vertices adjacent to v. The degree of v is the number of its neighbours, i.e. |N G (v)|. A graph G is k-regular if all vertices of G have the same degree. A graph is regular if it is k-regular for some k. If N(v) contains a subset U ⊂ V (G), we say that v dominates U. Also, given a subset U ⊂ V (G), we denote by A G (U) the antineighbourhood of U in G, i.e. the set of vertices of G outside U, none of which has a neighbour in U. As usual, K n , P n and C n stand for a complete graph, a chordless path and a chordless cycle on n vertices, respectively. Given two graphs G and F , we denote by G + F the disjoint union of G and F . In
. If a graph H is isomorphic to an induced subgraph of G, we say that G contains H as an induced subgraph. Otherwise, we say that G is H-free and call H a forbidden induced subgraph for G. It is well-known (and not difficult to see) that a graph G is P 3 -free if and only if every connected component of G is a clique. Throughout the paper, we use the term maximal with respect to set inclusion and the term maximum with respect to size. As we mentioned in the introduction, the maximum independent set problem is NP-hard in general and in many restricted graph families. In particular, it is NP-hard for triangle-free graphs [40] , and more generally for (C 3 , C 4 , . . . , C k )-free graphs for any fixed k [34] , cubic graphs [21] and more generally for k-regular graphs for any fixed k [18] , planar graphs [20] , etc. On the other hand, polynomial-time solutions have been developed for perfect graphs [24] , asteroidal triple-free graphs [7] , apple-free graphs [5] , claw-free graphs [33, 37, 42] , etc. The latter class is of particular interest for several reasons. First, this class generalises the class of line graphs, where the maximum independent set problem coincides with the maximum matching problem. Second, this class is defined by a single forbidden induced subgraph, while the other mentioned classes with the polynomial-time solvable maximum independent set problem are all defined by infinitely many forbidden induced subgraphs. We call a class of graphs defined by a single forbidden induced subgraph monogenic.
The maximum independent set problem has been shown to be polynomial-time solvable only in a very few monogenic classes. In particular, the solution for claw-free graphs has been recently generalised in two different ways: to fork-free graphs [2, 31] and to (claw+K 2 )-free graphs [32] . One more solvable case deals with mK 2 -free graphs for any fixed m. This is an infinite chain of graph classes, but we refer to it as a single case, because for each class in this chain the solution is based on the same idea which combines two facts: mK 2 -free graphs have polynomially many maximal independent sets [1, 17, 41] and all of them can be found in polynomial time [43] . The case of m = 2, i.e. the case of 2K 2 -free graphs, was separately solved by Farber in [16] . By elaborating this idea, we generalise the solution for 2K 2 -free graphs to 2P 3 -free graphs. To emphasise the importance of this generalisation, let us observe that in the class of 2K 2 -free graphs the complexity of (and the technique to solve) the maximum independent set problem coincides with the related problem of finding a maximal independent set of minimum cardinality, while in the class of 2P 3 -free graphs these problems are computationally different: the first one is polynomially solvable, as we show in this paper, and the second one is NP-hard [45] .
By further elaborating our solution for the maximum independent set problem we also obtain a polynomial-time algorithm for the maximum induced matching problem in the class of 2P 3 -free graphs. Speaking of the complexity of this problem in monogenic classes, let us observe that whenever H is not a linear forest (i.e. not a graph every connected component of which is a path) the maximum induced matching problem is NP-hard for H-free graphs. This is because the problem is NP-hard for (C 3 , C 4 , . . . , C k )-free graphs for any fixed k [30] and for claw-free graphs [29] . If H is a linear forest and every connected component of H has exactly two vertices, i.e. if H = mK 2 for some m, the problem is trivially polynomial-time solvable because the size of a maximum induced matching is bounded by 2m − 2 for mK 2 -free graphs. The problem is also solvable for P 4 -free graphs, since the clique-width of these graphs is at most 2 and the problem can be solved in polynomial-time for graphs of bounded clique-width [29] . Our result for 2P 3 -free graphs provides the third solvable case of this problem in monogenic classes.
Both solutions, for the maximum independent set and maximum induced matching problems, are presented in Section 3. Moreover, in both cases our algorithms can be used to solve the weighted versions of the problems. In Section 4, we turn to finding maximum dense regular graphs, i.e. complements of k-regular graphs, and show that this problem is NP-hard in the class of 2P 3 -free graphs for k = 0, 1, 2.
Sparse regular induced subgraphs in 2P 3 -free graphs
Let us repeat that graphs are sparse regular if they are k-regular for a constant k. The problem of finding a maximum induced k-regular graph for k = 0 is known as the maximum independent set problem and for k = 1 as the maximum induced matching problem. We also repeat that both problems are generally NP-hard. In this section, we show that both of them are solvable in polynomial time for 2P 3 -free graphs.
Maximum independent sets
We solve the maximum independent set problem in 2P 3 -free graphs in two major steps. In the first step, we generate a family S of vertex subsets of the input graph G. The generated family satisfies the following properties:
• each inclusionwise maximal independent set of G is a subset of one of the members of the family S, • the number of generated subsets is bounded by a polynomial in |V (G)| and all of them can be found in polynomial time,
• the structure of each subset in S is simple (each of them is a disjoint union of cliques), which allows us to solve the maximum independent set problem in each subset in polynomial time.
In the second step, an optimal solution in G is found by solving the problem in each subset of the generated family.
The first step of the procedure is described in Algorithm Beta below. In this algorithm, we use the following notation:
given a graph G with vertex set
Initially, the family S contains a unique member which is the empty set. Then at each loop, the algorithm either extends some members of S by adding to them a new vertex (Step 1) or creates a new member H ⊂ V (G) and adds it to S (Step 2).
Algorithm Beta
Input: a 2P 3 -free graph G with vertex set V (G) = {v 1 , v 2 , . . . , v n }. Output: a family S of subsets of V (G). 
S := {∅}
(i) each member of S induces a P 3 -free subgraph of G; (ii) each maximal independent set of G is contained in some member of S.
Proof.
A member of S is created either by the initialisation step as the empty set or in Step 2 of some loop. By the definition of Step 2, since G is 2P 3 -free, each member created in Step 2 induces a P 3 -free subgraph of G. Then, by definition of Step 1, a member of S is extended only if this extension preserves its P 3 -freeness. This proves the first part of the lemma.
To prove the second part, let us denote by S i the content of the family S after i loops of the algorithm. We will show that for any maximal independent set I of G i , there is a member H ∈ S i such that I ⊆ H. The proof is by induction on i = 1, . . . , n.
For i = 1, the family S i consists of the single set {v 1 }, and this is obviously the only maximal independent set in the graph G 1 . Now let us assume that the statement holds for i − 1 and prove that it holds for i. Let I be a maximal independent set in G i . If v i ̸ ∈ I, then by the induction assumption I is contained in some member of S i−1 and thus of S i , since each member of S i−1 is contained (properly or not) in some member of S i .
Assume now that v i ∈ I. Then by the induction assumption I \ {v i } is contained in some member H of S i−1 . We know (by part (i) of the lemma) that H induces a P 3 -free graph in G. We split the rest of the proof into two cases depending whether or not H ∪ {v i } induces a P 3 -free graph. 
Each subset of this family is generated in Step 2.1 of the algorithm at loop i and hence each of them belongs to S i .
2.2: v i dominates at least two components (cliques) K , K ′ of G[H]. Then, since G[H] is P 3 -free, I is contained in one of the subsets of the family {{v
Each subset of this family is generated in Step 2.2 of the algorithm at loop i and hence each of them belongs to S i .
The lemma is proved.
Lemma 2. Let G be a 2P 3 -free graph with n vertices and m edges and let S be the family of subsets of V (G) produced by Algorithm

Beta. Then S contains O(n
3 ) subsets and this family can be computed in time max{O(n 4 ), O(mn 3 )}, which is also the time bound of Algorithm Beta.
Proof. New members of the family S are created in
Step 2 of the algorithm. This step inspects triples of vertices, and each triple can create at most 3 different induced P 3 's. Therefore, S contains O(n 3 ) members.
Each new member of S can be computed in Step 2 in O(n) time. Therefore, the total complexity of Step 2 (i.e. complexity computed over all iterations of the algorithm) is O(n Beta.
We now summarise the above discussion in a polynomial-time algorithm that solves the maximum independent set problem for 2P 3 -free graphs. We also observe that with no extra work this algorithm applies to vertex-weighted graphs and finds an independent set of maximum total weight.
Algorithm WIS
Input: a vertex-weighted 2P 3 -free graph G. Output: a maximum weight independent set in G.
(A) Apply Algorithm Beta to G to obtain a family S of subsets of V (G). let us repeat that a P 3 -free graph is a graph every connected component of which is a clique. Therefore, finding a maximum weight independent set in a P 3 -free graph can be done in O(n) time (by choosing a vertex of maximum weight in each connected component). Since S has O(n Fig. 1 . Graphs used in Step 2 of Algorithm Gamma.
Maximum induced matchings
In this section, we develop a polynomial-time algorithm for finding a maximum 1-regular induced subgraph in a 2P 3 -free graph G. The idea of the solution is similar to that of finding a maximum 0-regular induced subgraph, i.e. a maximum independent set. First, we generate a family of polynomially many subsets of V (G) of simple structure such that each inclusionwise maximal 1-regular induced subgraph of G is contained in one of the subsets of the family. Then by solving the problem in each subset of the family we find a solution for G.
The first step is implemented in Algorithm Gamma below. In this algorithm we use the following notion. As before, by G i
we denote the subgraph of G induced by vertices v 1 , v 2 , . . . , v i . Also, in the description of the algorithm we use four specific graphs represented in Fig. 1 . These graphs are known in graph theory literature as paw, diamond, co-banner and cricket (listed from left to right).
Algorithm Gamma
S := {∅}
H := {a, b} ∪ A G i (V (P 3 )), S := S ∪ {H}.
For each induced paw in G i
containing vertex a as shown in Fig. 1 ,
2.3. For each induced diamond in G i containing vertex a as shown in Fig. 1 ,
2.4. For each induced co-banner in G i containing vertex a as shown in Fig. 1 ,
2.5. For each induced cricket in G i containing vertex a as shown in Fig. 1 , Proof. A member of S is created either by the initialisation step as the empty set or in Step 2 of some loop. By the definition of Step 2, since G is 2P 3 -free, each member created in Step 2 induces a P 3 -free subgraph of G. Then, by definition of Step 1, a member of S is extended only if this extension preserves its P 3 -freeness. This proves the first part of the lemma. To prove the second part, let us denote by S i the content of the family S after i loops of the algorithm. We will show that for any maximal induced matching I of G i (i.e. a maximal subset of vertices inducing in G i a 1-regular graph), there is a member H ∈ S i such that I ⊆ H. The proof is by induction on i = 1, . . . , n. For i = 1, the statement is trivial. Now we assume that the statement holds for i − 1 and prove that it holds for i.
Let I be a maximal induced matching of G i . If v i ̸ ∈ I, then by the induction assumption I is contained in some member of S i−1 and thus of S i , since each member of S i−1 is contained (properly or not) in some member of S i .
From now on, we assume that v i ∈ I. To simplify the notation, we denote vertex v i by a. Let b = v l (l < i) be the unique neighbour of v i in I. By the induction assumption I \ {a, b} is contained in some member H of S i−1 . If both a and b belong to the extension of H produced in Step 1, then clearly I is also contained in this extension and we are done.
From now on, we assume that at least one of a and b does not belong to the extension of H produced in Step 1. Without loss of generality we assume that H denotes the content of this extension obtained after the first l − 1 steps of the j-loop of
Step 1, and that a does not belong to H. We split the rest of the proof into two cases depending whether or not b belongs to H. 
Then I is contained in some member of the family {{a,
This family is contained in S i , since it is generated in Step 2.4 of the algorithm at loop i. a, b, c) , which is a member of S i generated in
Step 2.1 of the algorithm at loop i. 
2.1: |K ∩
Then I is contained in one of the sets of the family {{a,
This family is contained in S i , since it is generated either in Step 2.4 (if a is nonadjacent to c) or in Step 2.5
(if a is adjacent to c) of the algorithm at loop i. is nonadjacent to d) . Both these sets belong to S i , since they are generated respectively in Step 2.3 and in Step 2.1 of the algorithm at iteration i.
2.2: |K ∩
The lemma is proved. We now summarise the above discussion in a polynomial-time algorithm that solves the maximum induced matching problem for 2P 3 -free graphs. We also observe that with no extra work this algorithm applies to totally weighted graphs (i.e. graphs in which both vertices and edges are assigned weights) and finds a induced matching of maximum total weight.
Algorithm WIM
Input: a totally weighted 2P 3 -free graph G. Output: an induced matching of maximum total weight in G.
(A) Apply Algorithm Gamma to G to obtain a family S of subsets of V (G). 
Dense regular induced subgraphs in 2P 3 -free graphs
We repeat that graphs are dense regular if their complements are k-regular for a constant k. In particular, for k = 0 the problem of finding a maximum dense regular graph is known as the maximum clique problem.
For each fixed k, finding a maximum dense regular graph is generally NP-hard. In this section, we show that for k = 0, 1, 2 the NP-hardness of the problem can be strengthened to the class of 2K 2 -free graphs, which is a subclass of 2P 3 -free graphs. Proof. It is more convenient to prove the complementary version of the theorem, i.e. we will prove that for k = 0, 1, 2, the problem of finding a maximum subset of vertices inducing a k-regular graph is NP-hard in the class of C 4 -free graphs.
For k = 0, the NP-hardness of the problem in C 4 -free graphs follows from a stronger result stating that the problem is NP-hard for (C 3 , C 4 , . . . , C k )-free graphs for any fixed k [34] . A similar result was proved in [30] for the maximum induced matching problem, i.e. for k = 1.
For k = 2, we proceed as follows. Given an arbitrary graph G we subdivide each edge of G by a new vertex and denote the resulting graph by G ′ . Clearly, the size of a smallest chordless cycle in G ′ is at least 6, i.e. G
