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Screening mechanisms for a three-form field around a dense source such as the Sun are investigated.
Working with the dual vector, we can obtain a thin-shell where field interactions are short range. The
field outside the source adopts the configuration of a dipole which is a manifestly distinct behaviour
from the one obtained with a scalar field or even a previously proposed vector field model. We
identify the region of parameter space where this model satisfies present solar system tests.
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I. INTRODUCTION
In the last one hundred years, the theory of General
Relativity has given us a framework to explore Grav-
ity from the orbits of planets to the evolution of the
whole Universe. Nonetheless, a number of puzzling issues
still remain, the most disconcerting one being the lack of
explanation for the recent acceleration of the Universe.
When seeking to extend General Relativity, theorists of-
ten invoke the presence of a dynamical scalar field either
in the gravitational part of the action or instead, in the
matter sector. This procedure is naturally dangerous as
the field might couple to the rest of the world leading to
fifth-forces and violating the equivalence principle. In or-
der to avoid such constraints, screening mechanisms that
impose a constant value of the field inside a body such
as the Earth or the Sun, have been proposed. The way
this is achieved consists in choosing a particular form for
the potential and coupling of the field with baryons that
ensures a large mass in the interior of the body, hence
imposing short range interactions. In space, however,
the field’s mass is small and mediates an interaction of
gravitational strength. These models are known by the
name of chameleon mechanism [1–8]. An alternative set
up is the symmetron [9], with a large vacuum expectation
value in environments of low density and a small expec-
tation value in environments of high density. As the cou-
pling is proportional to the vacuum expectation value,
the field decouples from the matter fields in regions of
high density. Derivative couplings [10, 11] have also been
proposed as screening mechanisms. In the Vainshtein
mechanism [12–15], the derivative self-couplings of the
scalar field become large in the neighbourhood of a mas-
sive body. These non-linear contributions increase the
kinetic terms of perturbations and suppress the strength
of the interactions of the scalar field with matter.
Vector fields also exist in nature and one naturally
wonders whether screening mechanisms also exist for
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those. This was investigated in Ref. [16] where it is shown
that the mechanism is very similar to the symmetron
and indeed such features exist with the additional effect
that Lorentz invariance can also be shielded for a vec-
tor field. We can take this investigation one step further
and study how a higher rank tensor behaves inside and
in the neighbourhood of a compact object. In this arti-
cle, we will focus on a vector dual to a three-form field
[17–19]. The equations of motion are distinct from the
ones of the vector field in Ref. [16] and consequently, the
phenomenology obtained also differs considerably. Fur-
thermore, we choose a form of the potential and coupling
that results in a large vacuum expectation value of the
field in high dense regions and conversely a small value
in low dense regions. This allows us to recover homo-
geneity and isotropy on large scales. We first motivate
the vector model from a three-form action and obtain the
equations of motion. With our specific choice of potential
and coupling, the field profile around a spherical source
is computed and compared against previous scalar and
vector field model solutions. Finally we place bounds on
the model parameters from current observational limits.
II. COUPLED THREE-FORM THEORY
We start from the action for a three-form field A mini-
mally coupled to gravity with a conformally coupled mat-
ter Lagrangian density L˜M ,
S =
∫
d4x
√−g
[
1
2κ2
R− 1
48
F 2 − V (A2)
]
+
∫
d4xL˜m,
(1)
where g is the determinant of the metric gµν , R is the
Ricci scalar for the same metric, F 2 = FαβγδFαβγδ where
the four-form F is a generalized Faraday form given by
Fαβγδ = 4∇[αAβγδ] and V is the potential for the three-
form field A with A2 = AαβγAαβγ . Throughout we use
signature (−,+,+,+).
We consider the matter sector to consist of a pressure-
less perfect fluid with energy density ρ˜. Its Lagrangian
density L˜m =
√−g˜Lm depends on the metric g˜µν which
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2is related to the gravity and three-form metric through a
conformal transformation
g˜µν = Ω
2(A2)gµν , (2)
where we assume the conformal factor Ω to be only a
function of A2.
Varying the action with respect to the three-form field
yields the equation of motion
∇αFαβγδ = 12
(
∂V
∂A2
+ ρ
∂Ω
∂A2
)
Aβγδ, (3)
where we have defined the usual matter energy density
in the Einstein frame as ρ = Ω3ρ˜.
We can look at this as having an effective potential
V (A2) + ρΩ(A2) with an explicit dependence on the sur-
rounding fluid energy density.
Since Fαβγδ is antisymmetric, we also have the con-
straint equation
∇β∇αFαβγδ = 0. (4)
III. DUAL VECTOR FIELD
For ease of calculation it is convenient to recast the
theory using a vector field. For this purpose we introduce
the Hodge dual forms of A and F , such that
Bα =
1
3!
αβγδA
βγδ, Φ =
1
4!
αβγδF
αβγδ, (5)
with the inverse relations
Aβγδ = βγδαBα, F
αβγδ = −αβγδΦ, (6)
where  is the fully antisymmetric Leci-Civita tensor1. It
is easy to verify that Φ = ∇αBα, and also that
A2 = −6B2, F 2 = −24Φ2. (7)
The equation of motion (3) can now be written as
∇αΦ = −2
(
∂V
∂B2
+ ρ
∂Ω
∂B2
)
Bα, (8)
and the constraint equation (4) becomes
∇α∇βΦ−∇β∇αΦ = 0. (9)
Defining an effective potential as Veff(B
2) = −V (B2) −
ρΩ(B2), the equation of motion (8) simply yields
∇αΦ = ∂Veff
∂Bα
. (10)
1 αβγδ =
√−g εαβγδ , with ε the Levi-Civita symbol.
Recalling that Φ = ∇µBµ, we can write the equation of
motion Eq. (10) in terms of the vector field only
∇α (∇µBµ) = ∂Veff
∂Bα
. (11)
Note that this is fairly different from Ref. [16] where the
vector field equation is given by 2Bµ =
∂Veff
∂Bµ .
IV. SCREENING MECHANISM
A. Minima
We want to look at the field around massive astro-
physical objects. We can model this using a presureless
spherically symmetric object with a homogeneous energy
density ρc and radius rc surrounded by a low and homo-
geneous energy density background ρb.
We are interested in static solutions in Minkowski
space, therefore all our time derivatives are set to zero.
From Eq. (8) we can see that, provided ∂Veff/∂B
2 6= 0,
the time component of Bµ has to be zero, that is Bµ =
(0, ~B). Also, the dual scalar field Φ is the divergence of
the spatial vector, Φ = ~∇ · ~B. Hence, we will only work
in 3 dimensions in what follows.
The first derivative of the effective potential obtained
from equation Eq. (8) is
∂Veff
∂Bi
= −2
(
∂V
∂B2
+ ρ
∂Ω
∂B2
)
Bi . (12)
and the equation of motion for ~B is
~∇
(
~∇ · ~B
)
=
∂Veff
∂ ~B
. (13)
From Eq. (12) we find that a minimum of the effec-
tive potential can occur for ~B = 0 but also whenever
the combination ∂V∂B2 + ρ
∂Ω
∂B2 vanishes, yielding a bro-
ken O(3) symmetry minimum. In either instance, the
effective masses come from the second derivative of the
effective potential,
∂Veff
∂Bi∂Bj
= −2
(
∂V
∂B2
+ ρ
∂Ω
∂B2
)
δij
− 4
(
∂2V
(∂B2)2
+ ρ
∂2Ω
(∂B2)2
)
BiBj . (14)
At ~B = 0 this yields an effective mass matrix
m20 δij =
∂Veff
∂Bi∂Bj
∣∣∣∣
~B=0
= −2
(
∂V
∂B2
+ ρ
∂Ω
∂B2
)
δij .
(15)
When the symmetry is broken, we get a displaced
minimum at the critical value ~B = ~Bc such that
3|B|
V
eff
(B
2
)
FIG. 1: The effective scalar potential. Darker lines corre-
spond to a larger local energy density. The scalar potential
develops non-zero minima for larger energy densities, with an
effective mass m2s larger than the effective mass at zero m
2
0.
∂V
∂B2 + ρ
∂Ω
∂B2
∣∣
~Bc
= 0. In this minimum the field will get
a mass in the ~Bc direction
m2c = −4
(
∂2V
(∂B2)2
+ ρ
∂2Ω
(∂B2)2
)∣∣∣∣
~Bc
B2c , (16)
whereas in the other two spatial orthogonal directions it
will have an effective mass equal to zero.
From now on we will use a specific form for our scalar
potential
V (B2) = −1
2
m2B2 − 1
4
B4, (17)
and for our conformal coupling
Ω(B2) = 1 +
1
2µ2
B2 , (18)
where m and µ are our only two mass parameters which
we choose to be real and positive.
The broken symmetry minimum is given by
B2c =
ρ
µ2
(
1− µ
2m2
ρ
)
, (19)
and for consistency, symmetry can be broken only when
B2c > 0, hence, for ρ > µ
2m2. Consequently, in this
model we have a broken symmetry inside the massive
body where the energy density ρc is large, whereas sym-
metry is restored outside where the background energy
density ρb is small (see Fig. 1). With this property we
ensure that homogeneity and isotropy is recovered on the
large scales. Note that this is the opposite choice to the
one taken in Ref. [16] where the vector symmetry is re-
stored within the body and broken in the background.
Inside the body we assume ρc  µ2m2, the minimum
is at B2c ≈ ρc/µ2 and the non-zero effective mass in the
~Bc direction is
m2c = 2
ρc
µ2
(
1− µ
2m2
ρc
)
≈ 2 ρc
µ2
. (20)
Outside the body we have a small energy density ρb 
µ2m2 and the minimum is at B = 0 with an effective
mass
m20 = m
2
(
1− ρb
µ2m2
)
≈ m2 . (21)
Again, assuming that we have a massive body where
ρc  µ2m2, we can see from Eqs. (20) and (21), that
m2c  m20.
B. Field profile
1. Core region
We can now look for solutions around the minima of
the potential. Inside the massive body with energy den-
sity ρc symmetry is broken and the minimum of the po-
tential is at ~Bc. The field only acquires a mass in the
~Bc direction which we can identify with the z direction.
In Eq. (13) only the Bz component gets a non-trivial so-
lution and the linear perturbations in this direction is
proportional to e±mcz. As a first approximation we as-
sume mcz  1 and therefore neglect this correction such
that at the body core the field is constant, ~B = ~Bc. It
is convenient to rewrite this solution as the gradient of a
scalar field ~B = ~∇φ, with
φc = Bc r cos θ, (22)
where z = r cos θ, r being the radius and θ the polar
angle in spherical coordinates.
2. Shell region
As the field approaches the boundary, it reaches an
intermediary region where the field becomes dislocated
from its minimum and the approximation used around
the core minimum no longer holds. This takes place at an
inner shell radius rs. In this shell region between rs and
the body radius rc, the effective potential is dominated
by the contribution from the matter coupling −ρΩ(B2).
Thus, neglecting the scalar potential, Eq. (13) becomes
~∇
(
~∇ · ~B
)
= −m2s ~B, (23)
where m2s = 2ρc
∂Ω
∂B2 = ρc/µ
2.
Since m2s is a constant, from Eq. (23) we see that ~B can
be written as the gradient of a scalar field, ~B = ~∇φ (this
could also be seen from the constraint equation (9), in
fact, Φ = −m2sφ). We can now rewrite Eq. (23) in terms
4of φ. Integrating and discarding the arbitrary integration
constants, we get the field equation for φ
∇2φ+m2sφ = 0. (24)
In spherical coordinates with azymuthal symmetry
around the z direction, we can separate the variables and
expand the solution as
φ =
∑
l
fl(r)Pl(cos θ), (25)
where Pl(cos θ) are Legendre polynomials. Since we have
m2s > 0, the fl(r) functions are the spherical Bessel func-
tions, jl(msr) and yl(msr). Recall that P1(cos θ) = cos θ,
consequently, comparing this solution with the core solu-
tion Eq. (22) and imposing boundary conditions, only the
l = 1 solution takes non-zero coefficients2. The solution
in the shell region is therefore given by
φs =
(
aj1(msr) + by1(msr)
)
cos θ, (26)
where a, b are constants and the l = 1 spherical Bessel
functions are
j1(msr) =
sin(msr)
(msr)2
− cos(msr)
msr
, (27)
y1(msr) = −cos(msr)
(msr)2
− sin(msr)
msr
. (28)
3. Outside region
Finally, outside the body we have a small energy den-
sity ρb and the minimum of the potential is at ~B = 0 with
an effective mass m0. To linear order Eq. (13) becomes
~∇
(
~∇ · ~B
)
= m20 ~B. (29)
Again we can write our field as a gradient ~B = ~∇φ, where
φ obeys the equation
∇2φ−m20φ = 0. (30)
The solution is again an expansion φ =
∑
l fl(r)Pl(cos θ),
however, now with a negative mass term meaning that
the fl(r) functions turn out to be the modified spherical
Bessel functions which for l = 1 are
i1(m0r) =
(m0r cosh(m0r)− sinh(m0r))
(m0r)2
, (31)
k1(m0r) =
(m0r + 1)e
−m0r
(m0r)2
. (32)
2 Note that the l = 0 solution corresponds to the usual symmetron
solution for a scalar field [9] or to the vector one in [16].
Since we want our field outside the body to be finite at
large r, the i1(m0r) coefficient has to be zero and the
outside solution is
φout = c k1(m0r) cos θ, (33)
where c is a constant.
4. Global profile
Altogether our global field profile is ~B = ~∇φ with the
φ field given by the l = 1 solutions, φ = f(r) cos θ, and
the piecewise function f(r) given by
f(r) =

Bcr, if r < rs
aj1(msr) + by1(msr), if rs < r < rc
c k1(m0r), if r > rc
(34)
The constants a, b and c are to be determined by impos-
ing suitable boundary conditions.
In the case of a massive body we have msrc > msrs 
1 and the profile f(r) in the shell, rs < r < rc, is approx-
imately
aj1(msr) + by1(msr) ' −acos(msr)
msr
− b sin(msr)
msr
.
At the boundaries we expect the radial component of
~B to be continuous, however because of the discontinu-
ity in the effective masses we recquire a discontinuity in
the angular component of ~B. Therefore we impose as
boundary conditions continuity in the radial component
and its first r derivative. In practice, this corresponds
to imposing that f ′(r) and f ′′(r) are continuous. With
these boundary conditions imposed at r = rs and r = rc
we obtain
a = rcBc cos(msrc), c = −1
2
m20r
3
cBc, (35)
b = −rcBc sin(msrc), rs = rc − 3
m2src
, (36)
where we have assumed m0rc  1, yielding k1(m0r) '
1/(m0r)
2. In Fig. 2 we show the field profile along the z
direction. In Fig. 3 we illustrate the stream lines of the
vector field B in the (z, x) plane.
In the limit when ρc  µ2m2 we recover from Eq. (36)
the usual thin shell scenario, where the field is only dis-
placed from its minimum in a thin shell inside the body.
For this model the relative shell thickness is given by
∆r/rc = 3/m
2
sr
2
c , the effect being stronger for larger val-
ues of msrc.
V. OBSERVATIONAL CONSTRAINTS
In this section we impose bounds on the model pa-
rameters using a set of solar system data. Since we
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FIG. 2: B(r) profile in the θ = 0 direction. In this direction
the Bθ component vanishes and the field profile is continuous.
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FIG. 3: Stream lines for the vector field ~B. In the core,
the solution is the constant vector Bc aligned with the z axis.
The grey inner circle shows the thin shell boundary rs. Note
that the analytical approximation obtained in the text is not
valid for this choice of shell thickness.
want symmetry to be restored in our galaxy, we need
m2µ2 > ρgal ' 10−30MeV4. On the other hand, for
symmetry to be broken inside the sun we require that
m2µ2 < ρsun ' 6× 10−6MeV4.
Measurements of the frequency shift in a radio signal
passing close to the sun give us a constraint on the post-
Newtonian parameter γ. In the Jordan frame we have the
metric g˜ij = (1−2γΦJ)δij with g˜00 = −(1+2ΦJ), where
ΦJ is the gravitational potential in the Jordan frame.
In the Einstein frame this becomes gij = 1 − 2ΦE and
g00 = −(1 + 2ΦE). Using Eq. (2) we then obtain that
γ =
2ΦE − (1− 1/Ω2)
2ΦE + (1− 1/Ω2) ≈ 1−
B2
µ2ΦE
, (37)
assuming a small field, that is, B/µ 1.
Since ~B = ~∇φ we have that
B2 = B2r +B
2
θ = f
′(r)2 cos2 θ +
f(r)2
r2
sin2 θ, (38)
where f is given by fout(r) = ck1(m0r). To first order in
m0r  1 this yields
B2 ' 1
4
(rsun
r
)6
B2c
(
3 cos2 θ + 1
)
. (39)
The value of B reaches its maximum at the poles, cos θ =
1. Given that B2c ≈ ρsun/µ2 from Eq. (19), its value at
r & rsun, is given by
B2max ≈ B2c ≈
ρsun
µ2
. (40)
Obviously the field is expected to acquire a slightly
smaller value at the boundary than its value at the core,
Bc. In order to see this, we need to expand Eq. (38) to
higher order terms in m0r. At the poles where cos θ = 1
and r = rsun, we obtain
Bmax = c
[
− 2
m20r
3
sun
+
1
3
m0 + · · ·
]
' Bc
[
1− m
3
0r
3
sun
6
]
,
(41)
This confirms that, within the thin-shell, the field de-
creases by ∆B/B ∼ m30r3sun/6, which is a third order
effect in m0r. We can neglect this effect for the solar
system observational bounds.
Note that we could have obtained the zero order solu-
tion simply by taking the field to be Bc = constant inside
the body up to the boundary and dropping altogether the
intermediate region. Going to the next order, however,
allows us to estimate the shell thickness and evaluate the
parameter space where it is indeed small, leading to a
screening effect.
The gravitational potential of the Sun at its surface
is Φsun = GMsun/rsun = 10
−6. Using Eq. (37) and the
bounds on γ from the Cassini spacecraft measurements
[20], |γ − 1| . 10−5, we obtain the observational con-
straint on µ
µ &
(
ρsun10
11
)1/4 ≈ 30 MeV, (42)
using ρsun = 6 × 10−6 MeV4. In Fig. 4 we show the
constraints that arise from the energy densities of the
sun and of the solar system medium and the limits from
Cassini on γ.
VI. CONCLUSIONS
In this paper we have studied a three-form model with
a conformal coupling to the matter sector. Working with
the dual vector field, we have shown that we can imple-
ment for this model the usual screening mechanism used
in theories with these types of coupling.
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FIG. 4: Observational bounds on m and µ. We impose that
symmetry is broken inside the sun excluding the top region
and that symmetry is restored in our galaxy excluding the
bottom region. The horizontal lower bound is the Cassini
observational restriction obtained in Eq. (42)
We have concentrated our efforts in a scenario where
the vector field goes to zero at cosmological scales but
where symmetry is broken inside massive bodies. This is
the opposite of the choice studied in [16] and not surpris-
ingly the solutions obtained are noticeably different.
In our scenario we recover the usual thin-shell config-
uration, where the field inside a massive body is effec-
tively shielded from the background, with only a thin
layer where the field is displaced from its minimum solu-
tion. However, in contrast to a scalar field [1, 9], or the
vector field solution investigated in [16] in the scenario
presented here the vector field solution has the config-
uration of a dipole. This means that around a massive
body the field magnitude decays as ∼ 1/r3 and has an
angular dependence. This is a strong signature of this
model that distinguishes it from others that also have a
thin-shell screening mechanism.
Using the current observational constraints on the
post-Newtonian parameter γ we obtained a lower bound
on the value of the conformal coupling mass µ & 30MeV.
This result, together with constraints on the model via-
bility based on the energy densities of the sun and of the
solar system medium, imposes an upper bound on the
scalar potential mass, m of a few MeV.
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