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Re´sume´
Cette the`se rassemble plusieurs travaux, certains re´alise´s sous l’impulsion de
mes directeurs de the`se, d’autres provenant d’une de´marche plus personnelle.
Elle se re´partit en sept articles, dont deux sont publie´s trois sont seulement
soumis et deux attendent quelques perfectionnements. Deux de ces articles ont
e´te´ e´crits en collaboration avec Alain Valette et Yves de Cornulier. Ce me´moire
s’organise en deux parties. La premie`re traite d’actions par isome´tries et de
plongements uniformes dans un espace de Banach ; la seconde d’isope´rime´trie
a` grande e´chelle dans les espaces me´triques mesure´s, avec quelques applica-
tions au cas des groupes localement compacts et notamment un the´ore`me ergo-
dique. Notons que ces deux parties ne sont pas comple`tement e´trange`res l’une a`
l’autre, la notion d’isope´rime´trie a` grande e´chelle apparaissant comme un outil
central dans la de´monstration de plusieurs re´sultats de la premie`re partie. Par
ailleurs, la premie`re partie comporte elle-meˆme un re´sultat nouveau et optimal
d’isope´rime´trie dans les groupes de Lie moyennables.
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Introduction
Cette the`se rassemble plusieurs travaux, certains re´alise´s sous l’impulsion de
mes directeurs de the`se, d’autres provenant d’une de´marche plus personnelle.
Elle se re´partit en sept articles, dont deux sont publie´s1, trois sont seulement
soumis et deux attendent quelques perfectionnements. Deux de ces articles ont
e´te´ e´crits en collaboration avec Alain Valette et Yves de Cornulier. Ce me´moire
s’organise en deux parties. La premie`re traite d’actions par isome´tries et de
plongements uniformes dans un espace de Banach ; la seconde d’isope´rime´trie
a` grande e´chelle dans les espaces me´triques mesure´s, avec quelques applica-
tions au cas des groupes localement compacts et notamment un the´ore`me ergo-
dique. Notons que ces deux parties ne sont pas comple`tement e´trange`res l’une a`
l’autre, la notion d’isope´rime´trie a` grande e´chelle apparaissant comme un outil
central dans la de´monstration de plusieurs re´sultats de la premie`re partie. Par
ailleurs, la premie`re partie comporte elle-meˆme un re´sultat nouveau et optimal
d’isope´rime´trie dans les groupes de Lie moyennables.
Dans cette introduction et sauf exception, dans toute l’exposition qui suit,
on de´signe par comportement asymptotique (en l’inﬁni) d’une fonction crois-
sante positive non nulle f : R+ → R+ la classe de f modulo la relation
d’e´quivalence :
f ≈ g ⇔ ∃C <∞, C−1g(C−1t)− C ≤ f(t) ≤ Cg(Ct) +C.
On e´crit f  g (resp. f ≺ g) s’il existe C <∞ tel que f(t) ≤ g(Ct) + C (resp.
si pour tout c > 0, f(t) = o(g(ct)).
Partie I : actions par isome´tries et plongements uniformes dans
un espace de Banach
L’e´tude dynamique des actions par isome´tries sur un espace de Banach a
fait l’objet d’une attention particulie`re depuis les anne´es 70 avec notamment la
de´couverte de la proprie´te´ (T) par Kazhdan [Kaz] et de la proprie´te´ de Haagerup
[AW]. Les conse´quences spectaculaires de ces deux proprie´te´s, comme le fait
qu’un groupe (T) est de type ﬁni [Kaz], ou bien la validation de la conjecture
de Baum-Connes pour les groupes ayant la proprie´te´ de Haagerup [HiKa], ont
motive´ leurs ge´ne´ralisations au contexte des espaces de Banach superre´ﬂexifs
(voir par exemple [BFGM] et [Yu2]).
Rappelons [Del, Gu1] qu’un groupe localement compact σ-compact a la
proprie´te´ (T) si toute action par isome´tries aﬃnes sur un espace de Hilbert a un
point ﬁxe. A` l’inverse, un tel groupe satisfait la proprie´te´ de Haagerup s’il agit
proprement par isome´tries sur un espace de Hilbert. Il de´coule imme´diatement
1Voir [Tes1] et [CTV’].
des de´ﬁnitions qu’un groupe est simultane´ment (T) et Haagerup si et seulement
si il est compact.
L’objectif principal du pre´sent travail est d’e´tudier la proprie´te´ de Haagerup
ge´ne´ralise´e a` des espaces de Banach uniforme´ment convexes, principalement
les espaces Lp, sous un angle quantitatif. E´tant donne´e une action propre par
isome´tries σ d’un groupe localement compact compactement engendre´ G sur
un espace de Banach E, on peut s’inte´resser a` la “vitesse” a` laquelle les orbites
tendent vers l’inﬁni dans E. Comme G est compactement engendre´, on dispose
d’une me´trique de re´fe´rence invariante a` gauche : la me´trique des mots associe´e
a` une partie ge´ne´ratrice syme´trique compacte S de G, note´e dS . La longueur
d’un e´le´ment g de G est de´ﬁnie par |g|S = dS(1, g). On introduit la compression
de l’action σ qui est une fonction croissante ρ : R+ → R+ de´ﬁnie par :
ρ(t) = inf
|g|S≥t
‖σ(g) · 0‖.
La compression croˆıt au plus line´airement, i.e. ρ(t)  t, et peut croˆıtre plus
lentement, par exemple en ta avec a < 1. Fixons 1 ≤ p < ∞. On peut par
commodite´2 de´ﬁnir un taux de compression associe´ aux actions par isome´tries
sur un espace Lp : ce taux, note´ Bp(G) est la borne supe´rieure des 0 ≤ a ≤ 1 tels
qu’il existe une action par isome´trie de G sur un espace Lp avec compression
ρ(t)  ta.
Il est connu [CCJJV, Proposition 6-1-5] que les groupes moyennables ont la
proprie´te´ de Haagerup. La re´ciproque est fausse puisque par exemple, le groupe
libre a` deux ge´ne´rateurs est Haagerup. Une re´ciproque faible a ne´anmoins e´te´
de´montre´e par Guentner et Kaminker3, fournissant ainsi un nouveau crite`re de
moyennabilite´ : un groupe agissant proprement sur un espace de Hilbert avec
une compression ve´riﬁant ρ(t) ≻ t1/2 est moyennable. L’action par isome´trie
“classique” du groupe libre a` deux ge´ne´rateurs ayant une compression ρ(t) =
t1/2, ce re´sultat est en un certain sens optimal.
Par ailleurs, si l’on se restreint aux groupes moyennables, le nombre B2(G)
est un invariant de quasi-isome´trie. Il devient alors inte´ressant de le comparer a`
certaines quantite´s ge´ome´triques bien connues comme l’asymptotique du proﬁl
isope´rime´trique ou de la probabilite´ de retour d’une marche ale´atoire re´versible
a` support compact sur G.
Compression et isope´rime´trie dans les boules
Dans ce travail, je montre que la connaissance des proﬁls isope´rime´triques-
Lp dans les boules, pour 1 ≤ p < ∞, permettent de construire des actions par
isome´tries sur des espaces Lp avec de bonnes compressions.
2Mais il est important de ne pas se limiter a` l’e´tude de Bp(G), qui ne repre´sente qu’une
approximation des comportements possibles de la compression : en particulier d’e´ventuels
facteurs logarithmiques n’apparaissent pas.
3Ils prouvent le re´sultats pour un groupe de type fini dans [GuKa]. Dans le chapitre 3,
nous e´tendons leur re´sultat a` tout groupe localement compact compactement engendre´ a`
l’aide d’arguments plus directs.
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De´finition. Fixons 1 ≤ p < ∞. Soit G un groupe localement compact, com-
pactement engendre´ et soit S une partie syme´trique ge´ne´ratrice compacte de G.
Le profil isope´rime´trique-Lp dans les boules de G est la fonction qui a` tout re´el
positif r associe
JbG,p(r) = sup
ϕ∈Lp(B(1,r))
‖ϕ‖p
sups∈S ‖λG,p(s)ϕ− ϕ‖p
,
ou` B(1, r) est la boule ferme´e centre´e en l’e´le´ment neutre, de rayon r pour
la me´trique des mots associe´e a` S ; et λG,p de´signe la repre´sentation re´gulie`re
gauche de G dans Lp(G).
Signalons que pour p = 1,
JbG,1(r) ≈ sup
A⊂B(1,r)
µ(A)
µ(SA △ A)
;
et que pour les groupes de Lie unimodulaires, JbG,2 correspond, a` constante mul-
tiplicative pre`s, a` la premie`re valeur propre du laplacien4 dans B(1, r). Notons
enﬁn que JbG,p(r)  r. Le lien entre JbG,p et la compression des actions aﬃnes
sur un espace Lp est re´sume´ par le the´ore`me suivant.
The´ore`me. Fixons 1 ≤ p < ∞. Soit G un groupe localement compact com-
pactement engendre´. Pour toute fonction croissante f : R+ → R+ ve´rifiant la
condition d’inte´grabilite´ suivante
∫ ∞
1
(
f(t)
JbG,p(t)
)p
dt
t
<∞, (0.0.1)
il existe une action par isome´tries affine de G sur Lp(G) dont la partie line´aire
est λG,p, et dont la compression ve´rifie ρ  f .
Alors que le proﬁl isope´rime´trique-L2 habituel (voir §6.1.3) est une quantite´
bien e´tudie´e pour les groupes de type ﬁni du fait de ses liens avec la probabilite´
de retour des marches ale´atoires, le proﬁl isope´rime´trique-L2 dans les boules
lui, semble peu connu.
Un aspect important de mon travail a e´te´ de de´montrer que JbG,p(r) ≈ r
pour une classe de groupes moyennables incluant les groupes de Lie connexes
moyennables, et pour tout 1 ≤ p <∞. On en de´duit avec le the´ore`me pre´ce´dent
que Bp(G) = 1 pour cette classe de groupes.
J’ai e´galement relie´ le proﬁl-L2 dans les boules a` la croissance du volume et
a` la probabilite´ de retour des marches ale´atoires sur G. Pour certains groupes de
type ﬁni obtenu par produit en couronne, j’utilise alors des estimations connues
sur cette probabilite´ de retour pour en de´duire une borne infe´rieure du proﬁl-L2
4C’est aussi vrai pour le laplacien discret dans les groupes de type fini ; et plus ge´ne´ralement,
pour un groupe localement compact unimodulaire, avec la de´finition de laplacien a` grande
e´chelle propose´e pour les espaces me´triques mesure´s en deuxie`me partie.
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dans les boules. Par exemple, dans [AGS], il est montre´ que 1/2 ≤ B2(Z ≀Z) ≤
3/4. Je montre, graˆce aux marches ale´atoires, que B2(Z ≀ Z) ≥ 2/3.
La compression peut se de´ﬁnir plus ge´ne´ralement pour toute application
entre deux espaces me´triques. En particulier, si F : G→ E est un plongement
uniforme d’un groupe localement compact, compactement engendre´ G dans un
espace de Banach E, on de´ﬁnit la compression
ρ(t) = inf
dS(g,h)≥t
‖F (g) − F (h)‖.
En combinant le the´ore`me pre´ce´dent, une ge´ne´ralisation d’un re´sultat de
Bourgain sur les plongements d’arbres dans les espaces de Banach superre´ﬂexifs
et un re´sultat d’existence de semi-groupes plonge´s quasi-isome´triquement dans
les groupes re´solubles a` croissance exponentielle, obtenu avec Yves de Cornulier
[CT], je parviens a` caracte´riser les comportements asymptotiques possibles de la
compression associe´e a` des plongements uniformes d’une large classe de groupes
dans un espace Lp, pour tout 1 ≤ p < ∞. Cette classe inclut en particulier les
groupes de Lie connexes a` croissance exponentielle et les groupes de type ﬁni
hyperboliques non-e´le´mentaires. Les re´sultats obtenus sont nouveaux, y compris
dans le cas hilbertien et pour le groupe libre a` deux ge´ne´rateurs.
Non-existence de plongements quasi-isome´triques dans un espace de
Hilbert
Dans une e´tude plus spe´ciﬁque au cas hilbertien, mene´e en collaboration
avec Alain Valette et Yves de Cornulier, nous avons obtenu des de´monstrations
entie`rement nouvelles et remarquablement peu techniques des deux the´ore`mes
suivants.
The´ore`me. [Bou] Un arbre 3-re´gulier ne se plonge pas quasi-isome´triquement
dans un espace de Hilbert.
The´ore`me. Soit G un groupe de Lie moyennable, ou bien un groupe polycy-
clique, se plongeant quasi-isome´triquement dans un espace de Hilbert. Alors G
agit proprement et co-compactement par isome´tries sur un espace euclidien. En
particulier, si G est polycyclique, alors il est virtuellement abe´lien.
On peut en de´duire le corollaire suivant.
Corollaire. [Pau] Un groupe de Lie nilpotent simplement connexe non abe´lien
ne se plonge pas quasi-isome´triquement dans un espace de Hilbert.
Notons que ces re´sultats subsistent lorsque l’on remplace espace de Hilbert
par espace de Banach superre´ﬂexif mais que nos arguments ne semblent pas
s’adapter a` une telle ge´ne´ralite´.
Ces deux the´ore`mes de´coulent d’une e´tude ge´ne´rale de la croissance des 1-
cocycles a` valeurs dans une repre´sentation unitaire. E´tant donne´e une repre´sen-
tation unitaire continue (π,H) d’un groupe localement compact G, on appelle
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1-cocycle toute application continue de G vers H ve´riﬁant la relation de cocycle
b(gh) = π(g)b(h)+ b(g). Rappelons qu’a` un tel 1-cocycle b est toujours associe´e
une unique action par isome´tries σ de G sur H de partie line´aire π telle que
b(g) = σ(g)0. La de´marche employe´e pour de´montrer les the´ore`mes pre´ce´dents
fait appel a` un re´sultat de Guichardet [Gu1] sur la cohomologie re´duite des
repre´sentations unitaires de certains groupes moyennables incluant les groupes
de Lie moyennables. Ce re´sultat, assez simple dans le cas des groupes de Lie
nilpotents, nous permet de montrer qu’il n’existe pas pour ces groupes, d’action
par isome´tries dont les orbites sont plonge´es quasi-isome´triquement. Pour en
de´duire que ces groupes ne se plongent pas quasi-isome´triquement dans un
espace de Hilbert, nous utilisons un argument de moyenne assez standard (mais
ne´anmoins non trivial si le groupe n’est pas discret) qui nous rame`ne au cas
d’une action par isome´tries aﬃnes.
Non-existence d’orbites denses
Dans un article plus court e´galement e´crit avec Alain Valette et Yves de
Cornulier, nous e´tudions la structure des orbites pour les actions par isome´tries
aﬃnes. Nous introduisons la notion de repre´sentation fortement cohomologique
qui est une repre´sentation unitaire telle que toute sous-repre´sentation posse`de
de la 1-cohomologie. Nous de´duisons des proprie´te´s ge´ne´rales de ces repre´sen-
tations un the´ore`me de structure des orbites pour les groupes nilpotents.
The´ore`me. Soit G un groupe nilpotent agissant isome´triquement sur un espace
de Hilbert H. Soit π la partie line´aire de cette action. Soit O une orbite sous
cette action. Alors il existe
– un sous-espace ferme´ T de H (la “partie translation”), contenu dans le
sous-espace des vecteurs invariants de π, et
– un convexe localement ferme´ U inclus dans orthogonal de T ,
tel que O est contenu dans T × U .
Nous en de´duisons qu’un groupe nilpotent localement compact, compacte-
ment engendre´, agissant par isome´tries sur un espace de Hilbert de dimension
inﬁnie, n’admet pas d’orbite dense. Par contre, nous montrons qu’il existe une
action isome´trique d’un groupe me´tabe´lien a` trois ge´ne´rateurs sur ℓ2(Z), dont
toutes les orbites sont denses.
Annulation de la Lp-cohomologie re´duite.
Dans le cas p = 1, le comportement asymptotique line´aire de JbG,p pour les
groupes de Lie moyennables peut se formuler de la manie`re suivante.
The´ore`me. Soit G un groupe de Lie connexe moyennable et S une partie com-
pacte ge´ne´ratrice de G. Alors G posse`de une suite de Følner (Fn)n∈N ve´rifiant
les conditions suivantes :
(i) il existe une constante c > 0 tel que pour tout n ∈N et tout s ∈ S,
µ(sFn △ Fn) ≤ cµ(Fn)/n;
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(ii) pour tout n ∈N,
Fn ⊂ B(1, n).
Ce the´ore`me ame´liore une construction similaire due a` Pittet [Pit2] au sens
ou`, d’une part, on ne demande pas au groupe d’eˆtre unimodulaire, et d’autre
part, le controˆle du diame`tre des Fn est une proprie´te´ qui n’est pas ve´riﬁe´e en
ge´ne´ral par les suites construites5 dans [Pit2].
Ce re´sultat joue un roˆle cle´ dans la de´monstration du the´ore`me suivant.
Soit (X,m) un espace mesure´. On dira qu’une action mesurable d’un groupe
localement compact G sur (X,m) est me´langeante si elle pre´serve la mesure et
si pour toute partie mesurable de mesure ﬁnie A de X,
m(gA ∩A)→ 0
lorsque g sort de tout compact de G. Pour tout p ≥ 1, G agit alors par isome´tries
vectorielles sur Lp(X,m) et on note πp la repre´sentation correspondante.
The´ore`me. Fixons 1 < p <∞. Soit G un groupe de Lie moyennable agissant
de manie`re me´langeante sur un espace mesure´ X. Alors toute action affine σ de
G sur Lp(X,m), de partie line´aire πp, admet une suite de points presque fixes,
i.e. une suite un ∈ Lp(X,m) telle que pour tout g ∈ G, ‖σ(g)un − un‖ → 0. En
d’autres termes, H1(G,πp) = 0.
Pour obtenir une suite de points presque ﬁxes6, on moyenne l’action sur une
suite de Følner. Il reste alors a` de´montrer, en utilisant le fait que l’action est
me´langeante, que la croissance du 1-cocycle est strictement sous-line´aire, i.e.
que ‖σ(g)0‖ = o(|g|). Ce dernier point, bien que non-trivial, est quant a` lui
valable pour tout groupe localement compact, compactement engendre´.
En particulier, ceci s’applique a` la repre´sentation re´gulie`re λG,p. J’en de´duis
le corollaire suivant, conjecture´ par Pansu dans [Pa2]. Rappelons qu’une varie´te´
de dimension d est dite ferme´e a` l’inﬁni s’il existe une suite exhaustive de parties
compactes a` bord re´gulier (An) telle que µd−1(∂An)/µd(An) → 0, ou` ∂An est
le bord de An et µk de´signe la mesure riemannienne d’une sous-varie´te´ de M
de dimension k.
Corollaire. Une varie´te´ riemannienne homoge`ne ferme´e a` l’infini n’a pas de
cohomologie re´duite dans Lp pour tout 1 < p <∞.
On dit qu’une varie´te´ riemannienne M ve´riﬁe une proprie´te´ de Liouville-Dp
si toute fonction p-harmonique surM dont le gradient est dans Lp est constante.
On peut alors reformuler le corollaire pre´ce´dent.
Corollaire. Une varie´te´ riemannienne homoge`ne ferme´e a` l’infini ve´rifie la
proprie´te´ de Liouville-Dp pour tout 1 < p <∞.
5Ce controˆle est remplace´ dans [Pit2] par un controˆle exponentiel du volume de Fn. Comme
le volume des boules est au plus exponentiel, cette condition est donc plus faible.
6Cette ide´e est de´ja` pre´sente dans notre premier article commun avec Cornulier et Valette ;
voir aussi chapitre 3.
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Partie II : isope´rime´trie dans espaces me´triques mesure´s et les
groupes localement compacts
Dans cette partie, nous abordons un sujet tre`s large aux multiples applica-
tions : l’isope´rime´trie. Le point de vue adopte´ est celui de la ge´ome´trie a` grande
e´chelle sur un espace me´trique mesure´. Une partie de mon travail consiste a`
de´ﬁnir un cadre ge´ne´ral permettant de de´ﬁnir des proprie´te´s isope´rime´triques
d’un espace me´trique mesure´ ne tenant compte que de sa ge´ome´trie a` grande
e´chelle. Une fac¸on de traduire cette exigence est de demander que les “proprie´te´s
isope´rime´triques” de´ﬁnies de cette fac¸on soient invariantes par une classe d’ap-
plications entre espaces me´triques mesure´s qui ge´ne´ralisent les quasi-isome´tries.
Isope´rime´trie a` grande e´chelle, probabilite´ de retour des marches
ale´atoires.
L’e´tude asymptotique du proﬁl isope´rime´trique dans les varie´te´s non com-
pactes a e´te´ tre`s e´tudie´ depuis la ﬁn des anne´es 80 avec comme principale
motivation d’obtenir des estimations sur le comportement en grand temps du
noyau de la chaleur. Une e´tude similaire s’est de´veloppe´e dans les graphes ou` les
processus de diﬀusion a` temps continu font place aux marches ale´atoires, plus
naturellement de´ﬁnies dans ce contexte. Il existe toutefois un contexte dans
lequel on n’est en pre´sence ni d’une varie´te´, ni d’un graphe, et ou` pourtant, les
processus markoviens ne manquent pas : ce sont les groupes localement com-
pacts7. Il devient alors utile de disposer d’une notion de proﬁl isope´rime´trique
dans un contexte d’espace me´trique mesure´ ge´ne´ral. Graˆce aux travaux fonda-
teurs de Varopoulos dans le contexte des groupes de Lie puis de divers auteurs
parmi lesquels Coulhon, Saloﬀ-Coste, Grigor’yan, etc. il est devenu clair que
le comportement diagonal en grand temps, soit du noyau de la chaleur sur les
varie´te´s, soit des marches ale´atoires re´versibles sur les graphes, est essentielle-
ment re´gi par le proﬁl isope´rime´trique-L2.
Parmi les 3 travaux expose´s dans cette partie, le plus re´cent se consacre a`
de´ﬁnir une notion de gradient a` grande e´chelle pour les fonctions de´ﬁnies sur un
espace me´trique mesure´ ge´ne´ral. Ceci fournit alors une notion d’ine´galite´s de
Sobolev et de proﬁl isope´rime´trique-Lp a` grande e´chelle pour tout 1 ≤ p ≤ ∞
dont le comportement asymptotique est invariant par une classe d’applications
tre`s ge´ne´rales que j’appelle e´quivalences a` grande e´chelle. Les re´sultats que j’ob-
tiens dans ce contexte permettent de ge´ne´raliser ceux connus pour les graphes
et les varie´te´s [CouSa1].
L’ide´e principale est de construire le gradient a` partir d’un ope´rateur mar-
kovien de largeur borne´e. J’ai donc e´te´ amene´ a` de´ﬁnir la notion de point de
vue a` e´chelle h > 0 :
De´finition. Soit (X, d, µ) un espace me´trique mesure´. Un point de vue (ou une
marche ale´atoire) a` e´chelle h sur X est une famille de probabilite´s (Px)x∈X telle
7Comme par exemple, les groupes alge´briques sur un corps local.
14
que
– Px ≪ µ;
– px = dPx/dµ est supporte´ par la boule B(x,Ah), ou` A ≥ 1 est une
constante ;
– px est plus grand qu’une constante c > 0 dans B(x, h).
En pratique, il n’est pas ne´cessaire de de´ﬁnir le gradient d’une fonction8,
mais seulement une norme locale du gradient. E´tant donne´ P , un point de vue
a` e´chelle h et f , une fonction mesurable de´ﬁnie sur X, on de´ﬁnit la norme-Lp
locale en x ∈ X du gradient de f relativement a` P par
|∇f |P,p(x) = ‖f − f(x)‖Px,p =
(∫
|f(y)− f(x)|pdPx(y)
)1/p
,
si p <∞ ; et pour p =∞, on pose
|∇f |P,∞(x) = ‖f − f(x)‖Px,∞ = sup{|f(y)− f(x)|, y ∈ Supp(Px)}.
Un choix de (norme locale de) gradient a` e´chelle h est donc la donne´e d’un
point de vue a` e´chelle h et d’un nombre 1 ≤ p ≤ ∞. On peut alors de´ﬁnir un
proﬁl isope´rime´trique-Lp et des ine´galite´s isope´rime´triques-Lp, lesquelles cor-
respondent a` une certaine formulation des ine´galite´s de Sobolev. Donnons-nous
une fonction croissante ϕ : R+ → R+ et un nombre p ∈ [1,∞]. Les ine´galite´s
de Sobolev sont introduites sous la forme suivante dans [Cou2].
De´finition. On dit que X ve´rifie une ine´galite´ de Sobolev (Spϕ) pour un gradient
|∇|P,q a` e´chelle h s’il existe une constante positive C ne de´pendant que de h et
q telles que
‖f‖p ≤ Cϕ(Cµ(Ω))‖|∇f |P,q‖p
ou` Ω parcourt les parties de mesure finie de X, et f , les fonctions lipschitziennes
a` support dans Ω.
De´finition. On dit que X satisfait une ine´galite´ de Sobolev (Spϕ) a` grande
e´chelle s’il existe h > 0 et un gradient a` e´chelle h, |∇|P,q pour lequel l’ine´galite´
(Spϕ) est ve´rifie´e.
On peut e´galement de´ﬁnir un ope´rateur laplacien associe´ a` un point de vue
P = (Px)x∈X a` e´chelle h en posant simplement ∆P = id − P . Lorsque P est
auto-adjoint par rapport a` µ, on obtient les formules habituelles permettant de
relier la forme de Dirichlet au laplacien (voir la remarque 6.1.6). Notons que le
laplacien ainsi de´ﬁni apparaˆıt naturellement comme ge´ne´rateur “inﬁnite´simal”
de la marche ale´atoire re´versible associe´e a` P . On peut alors appliquer for-
mellement les the´ore`mes connus reliant ine´galite´s de Sobolev (S2ϕ) et bornes
supe´rieures du comportement diagonal en grand temps de la marche ale´atoire.
Mon re´sultat principal consiste a` de´montrer que si deux espaces me´triques
mesure´s X et Y sont e´quivalents a` grande e´chelle (voir de´ﬁnition 6.1.21), alors
si l’un ve´riﬁe une ine´galite´ de Sobolev (Spϕ) a` grande e´chelle, l’autre aussi.
8C’est ne´anmoins possible, voir la remarque 6.1.5.
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Ceci permet de de´ﬁnir une notion naturelle d’ine´galite´s de Sobolev a` grande
e´chelle pour les groupes localement compacts σ-compacts9, autrement dit qui ne
de´pend pas de la me´trique propre invariante a` gauche choisie sur le groupe. En
guise d’applications de ces nouvelles notions je de´montre le fait ge´ne´ral suivant
(voir [Kest, Bro, Salv, SoW, Pit2, SW] pour des re´sultats10 semblables dans
des cas particuliers). Soit (X, d, µ) un espace me´trique mesure´ et G un groupe
localement compact. On dit que X est quasi-G-transitif si G agit proprement
et co-compactement sur X, par isome´tries pre´servant la mesure.
The´ore`me. Soit G un groupe localement compact et (X, d, µ) un espace me´trique
mesure´ quasi-G-transitif. Le groupe G est unimodulaire et moyennable si et
seulement toute marche ale´atoire reversible a` e´chelle suffisamment grande sur
(X, d, µ) a un rayon spectral ρ(P ) = 1, ou en d’autres termes, si le laplacien
∆ = I − P n’a pas de trou spectral.
Je montre aussi graˆce a` ces outils le re´sultat suivant, qui ge´ne´ralise le cas
des groupes de type ﬁni [Er, Lemme 4].
The´ore`me. Soit H un sous-groupe ferme´ d’un groupe localement compact, σ-
compact G. On suppose que le quotient G/H admet une mesure bore´lienne
G-invariante. Si H ve´rifie une ine´galite´ de Sobolev a` grande e´chelle (Spϕ), alors
G aussi.
Enﬁn, je discute des relations entre ine´galite´s de Sobolev a` grande e´chelle,
ine´galite´ de Sobolev a` e´chelle donne´e, et sur une varie´te´ riemannienne, ine´galite´
de Sobolev pour le gradient habituel. Je compare e´galement mon approche avec
la notion classique de discre´tisation d’une varie´te´ riemannienne.
Isope´rime´trie asymptotique des boules dans les espaces mesure´s dou-
blants
Dans ce travail, on e´tudie l’isope´rime´trie a` grande e´chelle sous un angle pu-
rement ge´ome´trique. Deux proble`mes se posent naturellement dans ce contexte :
d’une part, de´terminer le comportement asymptotique du proﬁl isope´rime´tri-
que ; d’autre part, trouver des familles de parties, de volume tendant vers
l’inﬁni, qui optimisent, en ge´ne´ral a` constante pre`s, le proﬁl isope´rime´trique.
Une variante consiste e´galement a` se donner une famille particulie`re de par-
ties, par exemple les boules, et a` e´tudier leurs proprie´te´s isope´rime´triques. Je
tente ici de re´pondre a` la question suivante, que m’a pose´ Thierry Coulhon :
dans un graphe a` croissance polynomiale, le proﬁl isope´rime´trique est-il opti-
mise´ a` constante pre`s par des boules ? Cette question m’a amene´ a` e´tudier de
manie`re assez syste´matique les proprie´te´s isope´rime´triques a` grande e´chelle des
espaces me´triques mesure´s doublants, et plus particulie`rement du roˆle joue´ par
9On ne demande pas au groupe d’eˆtre compactement engendre´.
10Bien que ma me´thode ait le me´rite de donner une interpre´tation ge´ome´trique simple de
ce phe´nome`ne, ces auteurs obtiennent parfois des informations plus pre´cises, notamment en
reliant les marches ale´atoires G-e´quivariantes sur X a` des marches ale´atoires sur G.
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les boules. Rappelons qu’un espace me´trique mesure´ (X, d, µ) est dit doublant
s’il existe une constante C < ∞ telle que pour tout r > 0 et tout x ∈ X,
V (x, 2r) ≤ CV (x, r) ou` V (x, r) de´signe la mesure de la boule ferme´e de centre
x et de rayon r. On dit que l’espace est a` croissance strictement polynomiale
de degre´ d > 0 s’il existe une constante C <∞ telle que
C−1rd ≤ V (x, r) ≤ Crd.
Clairement, un espace a` croissance strictement polynomiale est doublant. Rap-
pelons que le 0-squelette d’un graphe simplicial connexe est muni d’une struc-
ture e´vidente d’espace me´trique mesure´. On appelle simplement “graphe” un
tel espace. De´ﬁnissons le bord ∂A d’une partie A comme e´tant l’ensemble des
sommets de A voisins d’un sommet situe´ a` l’exte´rieur de A. Il existe plusieurs
de´ﬁnitions non e´quivalentes du proﬁl isope´rime´trique. Pour cette e´tude, j’ai
choisi la suivante qui me semblait bien adapte´e a` la question.
De´finition. Le profil isope´rime´trique d’un graphe X est la fonction croissante
de´finie sur R+ par :
I(t) = inf
µ(A)≥t
µ(∂A),
ou` A parcourt les parties de mesure finie de X.
On de´ﬁnit de meˆme deux notions de proﬁls restreints a` une famille de par-
ties :
De´finition. Soit A une famille de parties finies de volume non borne´. On
de´finit un profil restreint a` A
I↓A(t) = inf
µ(A)≥t,A∈A
µ(∂A),
et un profil supe´rieur restreint a` A :
I↑A(t) = sup
µ(A)≤t,A∈A
µ(∂A)
Si l’ensemble des volumes de parties de A n’est pas trop lacunaire11, on a
I↓A  I↑A. D’autre part, on a trivialement I↓A ≤ I.
De´finition. On dit que la famille A est asymptotiquement isope´rime´trique si
I↓A  I et qu’elle est fortement asymptotiquement isope´rime´trique si I↑A  I.
Eˆtre asymptotiquement isope´rime´trique signiﬁe que pour tout t > 0, on peut
trouver une partie dans A qui optimise a` constante pre`s le proﬁl ; alors qu’eˆtre
fortement asymptotiquement isope´rime´trique signiﬁe que tout e´le´ment de A est
presque optimal. Cette dernie`re proprie´te´ est donc plus forte (a` condition encore
une fois que A ne soit pas trop lacunaire).
11Il suffit qu’il existe α > 1 tel que pour tout n ∈ N, on puisse trouver une partie A dans
A ve´rifiant αn ≤ µ(A) ≤ αn+1.
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De´finition. Soit un graphe X a` croissance strictement polynomiale de degre´
d. On dit que X ve´rifie une ine´galite´ isope´rime´trique forte si pour toute partie
A de X,
µ(∂A) ≥ cµ(A)(d−1)/d .
Notons que cette ine´galite´ isope´rime´trique est celle qui est ve´riﬁe´e sur Zd. On
montre facilement que dans un graphe satisfaisant une ine´galite´ isope´rime´trique
forte, les boules sont asymptotiquement isope´rime´triques. Ceci est en particulier
vrai dans un groupe a` croissance polynomiale. Rappelons que l’on sait graˆce a`
Gromov qu’un groupe de type ﬁni a` croissance polynomiale est virtuellement
nilpotent, ce qui entraˆıne notamment qu’il est en fait a` croissance strictement
polynomiale de degre´ entier. A part dans le cas abe´lien, on ne sait pas si dans
un groupe a` croissance polynomiale, les boules sont fortement isope´rime´triques.
Autrement dit, il pourrait exister une suite (rn) tendant vers l’inﬁni telle que
les sphe`res de rayon rn ont un volume grand devant r
d−1
n , ou` d est l’exposant de
croissance. C’est ce qui arrive dans l’exemple suivant qui n’est pas un graphe
homoge`ne.
The´ore`me. Il existe un graphe quasi-isome´trique a` Z2 tel que la mesure des
sphe`res de rayon r centre´es en 0 n’est pas domine´ par rlog 3/ log 2.
Ce re´sultat est a` comparer au the´ore`me 8.2.4.
Lorsque X ne satisfait pas d’ine´galite´ isope´rime´trique forte, on voit ap-
paraˆıtre de nombreuses pathologies mais aussi quelques rares faits ge´ne´raux.
Par exemple, je construis deux graphes quasi-isome´triques, a` croissance poly-
nomiale de degre´ entier quelconque, tel que les boules sont asymptotiquement
isope´rime´triques dans l’un mais pas dans l’autre. J’en construit un autre tel
que dans tout graphe qui lui est quasi-isome´trique, les boules ne sont jamais
asymptotiquement isope´rime´triques. Par contre, si un graphe a un proﬁl isope´ri-
me´trique borne´, autrement dit s’il posse`de une suite (An) de parties de volume
non-borne´ dont le bord est de volume borne´, alors il existe12 une constante
C <∞ et des suites rn de rayons et xn de sommets de X tels que
B(xn, rn) ⊂ An ⊂ B(xn, Crn).
Mais les boules elles-meˆme peuvent ne pas eˆtre asymptotiquement isope´rime´-
triques.
Pour terminer je prouve un re´sultat ge´ne´ral concernant l’isope´rime´trie des
parties connexes. Rappelons qu’une partie A d’un graphe X est dite connexe
si l’on ne peut pas la partitioner en deux parties non vides A1 et A2 telles que
d(A1, A2) ≥ 2. On note I↓C le proﬁl restreint aux parties connexes de X. La
seconde assertion du re´sultat suivant dit que meˆme dans un graphe a` crois-
sance strictement polynomiale, il faut parfois des parties13 non connexes pour
optimiser le proﬁl a` constante pre`s !
12Ici le graphe n’est pas suppose´ a` croissance polynomiale.
13En particulier, le nombre de composantes connexes de ces parties n’est pas borne´.
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The´ore`me. Soit X un graphe.
– Supposons que X soit ferme´ a` l’infini, i.e. que le profil ve´rifie I(t)/t→ 0.
Alors il existe une suite (tn) tendant vers l’infini tel que I
↓
C(tn) = I(tn).
– Cependant, pour tout entier d ≥ 2, il existe un graphe a` croissance stric-
tement polynomiale de degre´ d et une suite sn tendant vers l’infini tel que
I↓C(sn)/I(sn)→∞.
Mesure des sphe`res dans un espace doublant et application a` la
the´orie ergodique
Soit G un groupe localement compact muni d’une mesure de Haar a` gauche
µ. Rappelons qu’une suite (An) de parties compactes de G est dite de Følner si
pour tout compact K de G, on a :
µ(KAn △ An)
µ(An)
→ 0.
Une motivation importante pour chercher des suites de Følner provient de
la the´orie ergodique. Conside´rons un espace probabilise´ (X,m) sur lequel un
groupe localement compact G agit mesurablement en pre´servant la mesure.
Cette action induit une repre´sentation fortement continue π deG comme groupe
d’isome´tries de l’espace de Banach Lp(X), pour tout 1 ≤ p <∞ :
π(g)f(x) = f(g−1x).
Pour toute mesure de probabilite´ β sur G et tout 1 ≤ p < ∞, on conside`re
l’ope´rateur de moyenne de´ﬁni par
π(β)f(x) =
∫
G
f(g−1x)dβ(g), ∀f ∈ Lp(X).
Soit (βn) une suite de probabilite´s sur G. On dit que (βn) ve´riﬁe un the´ore`me
ergodique point par point dans Lp(X) si
lim
n→∞π(β)f(x) =
∫
X
fdm
pour presque tout x ∈ X, et en norme Lp, pour tout f ∈ Lp(X). Des eﬀorts im-
portant ont e´te´ de´ploye´s depuis les anne´es 50 pour de´montrer de tels the´ore`mes
ergodiques, en particulier dans le cas ou` βn est la moyenne sur une partie de
mesure ﬁnie. Notons qu’e´tant donne´e une suite (βn) (par exemple, de moyennes
sur les boules de rayon n), il est en ge´ne´ral plus facile et moins inte´ressant
d’obtenir un the´ore`me ergodique pour une sous-suite (βin) que pour la suite
elle-meˆme. En particulier, lorsque le groupe est moyennable, on peut obtenir
des the´ore`mes ergodiques pour des moyennes sur certaines suites de Følner
dont la mesure croˆıt ge´ne´ralement tre`s vite [Li]14. Il est beaucoup plus exigeant
d’avoir un the´ore`me ergodique pour une suite de Følner dont la croissance du
14Voir aussi dans l’excellent survey d’Amos Nevo : [N, Theorem 6-10].
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volume est par exemple, au plus exponentielle. Pour traiter ce cas, on dispose
du re´sultat ge´ne´ral suivant. Une suite croissante de parties de mesure ﬁnie Nk
est dite re´gulie`re s’il existe une constante C <∞ telle que
µ(N−1k Nk) ≤ Cµ(Nk).
The´ore`me. [Bew][Chat][Em][Tem] Supposons que le groupe G posse`de une
suite re´gulie`re de Følner (Nn)n∈N, avec ∪n∈NNn = G. Alors la suite (βn)n∈N
des moyennes sur (Nk) satisfait le the´ore`me ergodique point par point dans
Lp(X) pour tout 1 ≤ p <∞.
Notons qu’on ne connaˆıt de suites re´gulie`res de Følner que dans les groupes
a` croissance polynomiale. Dans ce cas, des candidats naturels sont les puissances
d’un compact ge´ne´rateur de G. On sait en eﬀet qu’un groupe a` croissance poly-
nomiale est quasi-isome´trique a` un groupe de Lie connexe a` croissance polyno-
miale (voir l’annexe C). On connaˆıt alors exactement son exposant de croissance
et en particulier, G est un espace doublant. Autrement dit, si K est un compact
ge´ne´rateur, alors les puissances de K forment une suite re´gulie`re. Pour obtenir
un the´ore`me ergodique pour les moyennes sur (Kn), il reste a` montrer que (Kn)
est une suite de Følner. Ce proble`me d’apparence simple a e´te´ conjecture´ par
Greenleaf en 1969, puis de´montre´ par Pansu [Pa1] en 1983 dans le cas d’un
groupe de type ﬁni nilpotent. Sa preuve, qui utilise pleinement la structure des
groupes nilpotents a e´te´ ge´ne´ralise´e tre`s re´cemment a` tout groupe a` croissance
polynomiale par Breuillard [Bre]. Pre´cise´ment, ils prouvent que µ(Kn) ∼ Cnd
pour une constante C de´pendant de K, ce qui implique directement que (Kn)
est de Følner. En utilisant seulement la proprie´te´ de doublement des groupes a`
croissance polynomiale, je de´montre le re´sultat suivant :
The´ore`me. Soit G un groupe a` croissance polynomiale, K ⊂ K ′ des compacts
ge´ne´rateurs et (Kn) une suite de parties compactes telles que pour tout n ∈ N,
K ⊂ Kn ⊂ K ′. Alors, il existe des constantes δ > 0 et C < ∞ ne de´pendant
que de K et K ′, telles que la suite Nn = Kn ·Kn−1 . . . K0 ve´rifie :
µ(Nn+1 rNn)
µ(Nn)
≤ Cn−δ.
Ce the´ore`me implique donc la conjecture de Greenleaf pour les groupes a`
croissance polynomiale. En outre, la suite des moyennes βn sur Nn ve´riﬁe le
the´ore`me ergodique.
On peut en fait obtenir un e´nonce´ semblable dans le cadre bien plus ge´ne´ral
des espaces me´triques mesure´s doublants (voir the´ore`me 8.2.4).
Plan
Comme son introduction, cette the`se comporte deux parties. La premie`re
partie comporte quatre articles. Le premier contient mon travail le plus im-
portant, ou` je relie la compression dans Lp au proﬁl isope´rime´trique-Lp dans
les boules ainsi qu’a` d’autres quantite´s ge´ome´triques comme la croissance du
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volume ou la probabilite´ de retour des marches ale´atoires. Il contient e´galement
le calcule de ce proﬁl isope´rime´trique pour une classe de groupes moyennables
incluant les groupes de Lie connexes moyennables.
Viennent ensuite deux articles co-e´crits avec Alain Valette et Yves de Cornu-
lier ou` nous e´tudions diﬀe´rentes proprie´te´s dynamiques des actions par isome´tries
sur un espace de Hilbert. Le premier article met l’accent sur la croissance des co-
cycles. Dans le second article, nous e´tudions la structure des orbites d’un point
de vue dynamique. Nous y de´montrons un re´sultat de non-existence d’orbites
denses pour les actions de groupes nilpotents.
Enﬁn, nous terminons par un article ou` nous montrons un re´sultat d’annu-
lation de la cohomologie re´duite a` valeur dans une repre´sentation me´langeante
dans un espace Lp pour une classe de groupes moyennables incluant les groupes
de Lie connexes moyennables.
La deuxie`me partie se compose de trois articles. Dans le premier, nous
pre´sentons un cadre ge´ne´ral pour de´ﬁnir les ine´galite´s de Sobolev a` grande
e´chelle. Le second contient une e´tude des proprie´te´s isope´rime´triques asympto-
tiques des boules dans les graphes a` croissance polynomiale. Enﬁn, nous termi-
nons par un article ou` nous de´montrons que les boules dans un espace doublant
forment une famille de Følner, ce qui nous permet de prouver un the´ore`me
ergodique pour les groupes a` croissance polynomiale.
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Premie`re partie
Actions par isome´tries et
plongements uniformes dans
les espaces de Banach
28
Chapitre 1
Une bre`ve introduction a`
l’e´tude quantitative des
plongements uniformes
d’espaces me´triques dans les
espaces de Banach
Ce chapitre est destine´ a` comple´ter les introductions des deux chapitres
suivants. On y trouvera des notions, de´ﬁnitions de base ainsi que des re´sultats
ge´ne´raux connus concernant l’e´tude quantitative des plongements uniformes
d’espaces me´triques. En revanche, nos re´sultats ne sont expose´s qu’a` partir du
chapitre suivant.
1.1 Compression des plongements uniformes
L’objectif est ici de comparer la ge´ome´trie a` grande e´chelle de deux espaces
me´triques. De ce point de vue, les notions que nous introduisons ne sont perti-
nentes que pour des espaces me´triques non borne´s.
Comme dans l’introduction, on de´signe par comportement asymptotique
d’une fonction croissante non nulle f : R+ → R+ la classe de f modulo la
relation d’e´quivalence :
f ≈ g ⇔ ∃C <∞, C−1g(C−1t)− C ≤ f(t) ≤ Cg(Ct) +C.
On e´crit f  g (resp. f ≺ g) s’il existe C > 0 tel que f(t) ≤ g(Ct) +C (resp. si
pour tout c > 0, f(t) = o(g(ct)).
Definition 1.1.1. Une application F : (X, d) → (X ′, d′) entre deux espaces
me´triques est un plongement uniforme si pour toute suite (xn, yn) ∈ (X×X)N,
d(xn, yn)→∞ ⇐⇒ d′(F (xn), F (yn))→∞;
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ou de manie`re e´quivalente s’il existe deux fonctions croissantes propres ρ1, ρ2 :
[0,∞)→ R+ ve´riﬁant
ρ1(d(x, y)) ≤ d′(F (x), F (y)) ≤ ρ2(d(x, y)),
pour tout x et y dans X. En prenant la borne supe´rieure des fonctions ρ1, on
obtient la compression de F , note´e ρF , aussi de´ﬁnie par
ρF (t) = inf
d(x,y)≥t
d′(F (x), F (y));
De meˆme, en prenant la borne infe´rieure des fonctions ρ2, on obtient la
dilatation de F , note´e δF , aussi donne´e par
δF (t) = sup
d(x,y)≤t
d′(F (x), F (y)).
Example 1.1.2. L’application identite´ F : (R, | · |) 7→ (R, | · |1/2), ainsi que son
inverse F−1 sont des plongements uniformes : leurs compressions/dilatations
valent respectivement : ρF (t) = δF (t) = t
1/2 et ρF−1(t) = δF−1(t) = t
2.
Rappelons qu’un espace me´trique (X, d) est dit quasi-ge´ode´sique s’il existe
des constantes C <∞ et δ > 0 telles que tout couple (x, y) ∈ X2 est joignable
par une chaine x = x0, . . . , xn = y de pas infe´rieur a` δ et ve´riﬁant
n∑
i=1
d(xi−1, xi) ≤ Cd(x, y).
Si l’espace X est quasi-ge´ode´sique, il est facile de voir que tout plongement
uniforme F : X 7→ Y est lipschitzien pour les grandes distances. En d’autres
termes, la pseudo-me´trique dF = d(F (·), F (·)) induite par F sur X est do-
mine´e par d. Dans ce cas, on a δF (t) ≈ t. Par la suite, les espaces X conside´re´s :
graphes, varie´te´s riemanniennes et groupes localement compacts compactement
engendre´s sont quasi-ge´ode´siques, de sorte que seul le comportement asympto-
tique de la compression pre´sente un inte´reˆt.
Notons enﬁn que ρ(t) ≈ t si et seulement si F est un plongement quasi-
isome´trique, c’est a` dire une application bilipschitzienne pour les grandes dis-
tances.
1.2 Exemples d’espaces me´triques
Il y a de nombreuses motivations pour e´tudier les plongements uniformes
d’espaces me´triques dans les espaces de Banach. Citons par exemple le lien avec
les conjectures de Novikov et de Baum-Connes pour les groupes de type ﬁni.
Une telle e´tude peut aussi se re´ve´ler fructueuse dans l’analyse des proprie´te´s
ge´ome´triques des espaces de Banach. On a par exemple le re´sultat suivant duˆ a`
Bourgain [Bou] : un espace de Banach admet un arbre 3-re´gulier plonge´ quasi-
isome´triquement si et seulement s’il n’est pas superreﬂexif. D’autre motivations
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proviennent de l’e´tude algorithmique des espaces me´triques : dans ce cadre, on
s’inte´resse a` plonger un espace me´trique dans un espace Lp, particulie`rement
lorsque p = 1 ou 2.
Les exemples d’espaces sources auxquels on s’inte´ressera au cours des cha-
pitres suivants sont les graphes, les varie´te´s riemanniennes et surtout les groupes
localement compact, compactement engendre´s. Rappelons brie`vement ce que
l’on entend par “graphe”. E´tant donne´ un graphe simplicial connexe X, on ap-
pelle simplement “graphe”, l’espace me´trique (X0, d), ou`X0 est le 0-squelette de
X, d est la distance induite par la distance ge´ode´sique usuelle sur le 1-squelette1.
Il est clair qu’un tel espace me´trique est quasi-ge´ode´sique. Une famille parti-
culie`rement inte´ressante de graphes est la famille des arbres de valence ≥ 3.
Notons qu’il existe, pour tout p, un plongement standard d’un tel arbre2 dans
un espace ℓp, a` savoir l’espace ℓp(areˆtes) : on ﬁxe un sommet x0 de l’arbre et
on applique tout sommet x sur la somme des Diracs des areˆtes se´parant x0 de
x. Pour cette fonction F ,
ρF (t) = δF (t) = t
1/p;
de sorte que ce plongement est quasi-isome´trique (seulement) pour p = 1.
Lorsque p est diﬀe´rent de 1, Guentner et Kaminker [GuKa] on montre´ que
l’on peut “de´former” ces plongements de manie`re a` obtenir des compressions
plus grandes que ta pour tout a < 1. Le re´sultat de Bourgain mentionne´ plus
haut implique que dans le cas ou` la valence est au moins 3, un tel arbre ne
se plonge pas quasi-isome´triquement dans un espace Lp pour 1 < p < ∞. On
peut de`s lors en de´duire que tout espace me´trique posse´dant une partie quasi-
isome´trique a` un arbre 3-re´gulier ne se plonge pas quasi-isome´triquement dans
un espace Lp pour 1 < p < ∞. L’un des re´sultats du chapitre suivant consiste
a` donner une version quantitative optimale de cette impossibilite´ en terme de
compression.
Soit G un groupe localement compact, compactement engendre´. Soit S une
partie ge´ne´ratrice compacte syme´trique (S = S−1) de G. La longueur des mots
d’un e´le´ment g ∈ G par rapport a` S est l’entier |g|S = inf{n ∈ N, g ∈ Sn}.
On en de´duit une distance invariante a` gauche dS(g, h) = |g−1h|S , appele´e la
distance des mots par rapport a` S. Les groupes qui nous inte´resseront princi-
palement sont les groupes de Lie connexes et les groupes de type ﬁni.
Notons que lorsque G est de type ﬁni, alors l’espace me´trique ainsi obtenu
est en fait un graphe3, appele´ graphe de Cayley associe´ a` la partie ge´ne´ratrice
S et note´ (G,S). Par exemple, si 〈x1, . . . , xk〉 est le groupe libre a` k ge´ne´rateurs
et si S = {x±1 , . . . , x±k }, alors (G,S) est l’arbre 2k-re´gulier.
1Une areˆte a pour longueur 1.
2Ici aucune condition n’est requise sur la valence.
3G est l’ensemble des sommets, et deux sommets g et g′ sont relie´s par une areˆte s’il existe
s ∈ S tel que g′ = gs.
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1.3 Plongements uniformes d’un groupe associe´s a`
une action par isome´tries
Soit G un groupe localement compact, compactement engendre´ et soit S
une partie compacte, syme´trique, ge´ne´ratrice de G. Soit σ une action continue,
isome´trique de G sur un espace me´trique Y . Chaque orbite Fx(g) = σ(g)x
de´ﬁnie une application Lipschitzienne de (G, dS) vers Y . De plus comme l’action
est par isome´tries,
d(Fx(g), d(Fy(g)) = d(x, y) ∀x, y ∈ Y,∀g ∈ G,
de sorte que
ρFx ≈ ρFy ∀x, y ∈ Y.
Une action par isome´tries σ est dite me´triquement propre (par abus de
langage, on dit propre) si pour tout x ∈ Y , l’image re´ciproque de toute par-
tie borne´e de Y par Fx est compacte dans G. Notons que σ est propre si et
seulement si pour tout x ∈ Y , Fx est un plongement uniforme.
Dans le cas ou` Y = E est un espace de Banach, on appelle compression de
l’action σ la compression de ρF0 .
Une particularite´ des plongements de´ﬁnis de cette manie`re est que la dis-
tance induite sur G : dFx(g, g
′) = d(Fx(g), Fx(g′)) est invariante a` gauche.
Lorsque Y = H est un espace de Hilbert, ce fait a une re´ciproque remarquable.
On appelle distance hilbertienne sur G une pseudo-me´trique induite par une
application vers un espace de Hilbert. On montre graˆce a` la construction GNS
[HV, 5.b] que pour toute distance hilbertienne d, invariante a` gauche sur G, il
existe une action par isome´tries σ de G sur un espace de Hilbert H telle que
d(g, g′) = d(σ(g).0, σ(g′)0).
Ce fait a un corollaire important remarque´ par Gromov. Supposons que
le groupe G est moyennable et que G admet un plongement uniforme dans
un espace de Hilbert de compression ρ. Soit d la distance hilbertienne induite
par ce plongement uniforme. Les carre´s de distances hilbertiennes4 formant
un coˆne convexe, on peut par un proce´de´ de moyenne obtenir une distance
hilbertienne d˜ invariante a` gauche et ayant la meˆme compression que d. Les
obstructions a` plonger quasi-isome´triquement un groupe moyennable dans un
Hilbert se rame`ne alors a` une obstruction a` agir isome´triquement sur un espace
de Hilbert avec une compression line´aire. L’inte´reˆt est qu’on est alors ramene´ a`
e´tudier la 1-cohomologie des repre´sentations unitaires de G (voir le chapitre 3
pour plus de de´tails).
Enﬁn, on dit qu’un groupe localement compact agissant proprement par
isome´tries sur un espace de Hilbert posse`de la proprie´te´ de Haagerup.
4Aussi appele´es fonctions conditionnellement de type ne´gatif.
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1.4 Quelques questions qualitatives
Question 1.4.1. Quels sont les groupes qui se plongent uniforme´ment dans un
espace de Banach ? Un espace Lp ? Un espace de Hilbert ?
Re´ponse : Il est connu et standard que tout espace me´trique X se plonge
isome´triquement dans L∞(X). Pour les groupes, on a aussi le re´sultat mentionne´
a` la question suivante. En revanche, on sait construire des graphes a` degre´
borne´ appele´s expanseurs qui ne se plongent uniforme´ment dans aucun espace
superreﬂexif, a` fortiori dans aucun Lp, pour 1 < p <∞, ni dans L1 qui se plonge
uniforme´ment [BrDaKr] dans L2. Gromov [Gro6] a re´cemment propose´ une
me´thode de construction ale´atoire de groupes G de type ﬁni tel qu’un expanseur
se plonge uniforme´ment dans G. Ce re´sultat, qui attend encore a` l’heure qu’il
est une preuve comple`te fournirait le premier exemple connu de groupe de
type ﬁni non plongeable uniforme´ment dans un espace de Hilbert (ni aucun
espace superreﬂexif). On sait par ailleurs plonger uniforme´ment la plupart des
groupes connus dans un Hilbert : par exemple, les groupes hyperboliques au
sens de Gromov, les groupes de Lie et bien suˆr les groupes ayant la proprie´te´
de Haagerup (voir la question suivante), ce qui constitue une tre`s large classe
de groupes. Notons que l’ensemble des p ≥ 1 tels qu’un espace me´trique X se
plonge uniforme´ment dans un espace Lp forme un intervalle du type5 (p0,∞)
ou [p0,∞) : ceci de´coule du fait [BrDaKr] que pour p ≤ q, Lp e´quipe´ de la
distance ‖x−y‖p/qp est isome´trique a` une partie de Lq. De plus si 2 appartient a`
l’intervalle, alors celui-ci vaut [1,∞) car L2 est isomorphe [Wo] a` un sous-espace
de Lp, pour tout p ≤ 2.
Question 1.4.2. Quels sont les groupes qui agissent proprement sur un espace
de Banach ? Un espace Lp ? Un espace de Hilbert ?
Re´ponse : Tout groupe localement compact se´parable admet une action propre
isome´trique [BrGu, HaPr] sur l’espace de Banach strictement convexe
⊕ℓ2n∈NL2n(G),
ou` ⊕ℓ2 est une somme directe ℓ2.
Les groupes ayant la proprie´te´ de Haagerup forment une importante classe
contenant les groupes moyennables, les groupes de Coxeter, les groupes agis-
sant proprement sur un complexe cubique CAT(0), les groupes de Lie simples
SO(n, 1), SU(n, 1) etc. Toutefois, une classe de groupes largement e´tudie´e,
contenant les groupes de Lie simples de rang supe´rieur, posse`de une proprie´te´
en un certain sens oppose´e a` la proprie´te´ de Haagerup : la proprie´te´ (T) de
Kazhdan. Cette proprie´te´ se caracte´rise par le fait que toute me´trique hilber-
tienne invariante a` gauche est borne´e. Il existe des groupes de type ﬁni Gromov-
hyperboliques ayant proprie´te´ (T). Pourtant, G. Yu a re´cemment montre´ que de
tels groupes admettent toujours des actions propres isome´triques sur un espace
5On ne connait que des exemples ou` cet intervalle est soit vide, soit tout [1,∞).
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ℓp pour p assez grand. Signalons enﬁn qu’il est fort probable que l’ensemble des
p pour lesquels un groupe admet une action propre par isome´tries sur un espace
Lp est de la forme (p0,∞) ou [p0,∞) mais aucune preuve de ce fait n’existe pour
l’instant a` notre connaissance, meˆme dans le cas des groupes hyperboliques.
Question 1.4.3. Quels groupes se plongent quasi-isome´triquement dans un
espace de Banach ? Un espace Lp ? Un Hilbert ?
Re´ponse : Le plus ancien re´sultat concernant cette question est le the´ore`me de
Bourgain de´ja` cite´. Cette question fait en fait l’objet d’une e´tude approfondie
dans les deux chapitres suivants. Disons en re´sume´ que parmi une tre`s large
classe de groupes, seuls les groupes virtuellement abe´liens admettent de tels
plongements.
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Chapitre 2
Isope´rime´trie asymptotique
dans les groupes et
plongements uniformes dans
des espaces de Banach
Re´sume´
We characterize the possible asymptotic behaviors of the compression as-
sociated to a uniform embedding into some Lp-space, with 1 < p < ∞, for a
large class of groups including connected Lie groups with exponential growth
and word-hyperbolic ﬁnitely generated groups. In particular, the Hilbert com-
pression rate of these groups is equal to 1. This also provides new and optimal
estimates for the compression of a uniform embedding of the inﬁnite 3-regular
tree into some Lp-space. The main part of the paper is devoted to the explicit
construction of aﬃne isometric actions of amenable connected Lie groups on Lp-
spaces whose compressions are asymptotically optimal. These constructions are
based on an asymptotic lower bound of the Lp-isoperimetric proﬁle inside balls.
We compute the asymptotic of this proﬁle for all amenable connected Lie groups
and for all 1 ≤ p <∞, providing new geometric invariants of these groups. We
also relate the Hilbert compression rate with other asymptotic quantities such
as volume growth and probability of return of random walks. For instance, we
use estimates on random walks to prove that B(Z ≀ Z) ≥ 2/3, which improves
the previously known lower bound 1/2.
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2.1 Introduction
The study of uniform embeddings of locally compact groups into Banach
spaces and especially of those associated to proper aﬃne isometric actions plays
a crucial role in various ﬁelds of mathematics ranging from K-theory to geo-
metric group theory. Recall that a locally compact group is called a-T-menable
if it admits a proper aﬃne action by isometries on a Hilbert space (for short :
a proper isometric Hilbert action). An amenable σ-compact locally compact
group is always a-T-menable [CCJJV] ; but the converse is false since for ins-
tance non-amenable free groups are a-T-menable. However, if a locally compact,
compactly generated group G admits a proper isometric Hilbert action whose
compression ρ satisﬁes
ρ(t) ≻ t1/2,
then G is amenable1. On the other hand, in [CTV], we prove that non-virtually
abelian polycyclic groups cannot have proper isometric Hilbert actions with
linear compression. These results motivate a systematic study of the possible
asymptotic behaviors of compression functions, especially for amenable groups.
In this paper, we “characterize” the asymptotic behavior of the Lp-compression,
with 1 < p <∞, for a large class of groups including all connected Lie groups
with exponential growth. Some partial results in this direction for p = 2 had
been obtained in [GuKa] and [BrSo] by completely diﬀerent methods.
2.1.1 Lp-compression : optimal estimates
Let us recall some basic deﬁnitions. Let G be some locally compact com-
pactly generated group. Equip G with the word length function | · |S associated
to a compact symmetric generating subset S and consider a uniform embedding
F of G into some Banach space. The compression ρ of F is the nondecreasing
function deﬁned by
ρ(t) = inf
|g−1h|S≥t
‖F (g) − F (h)‖.
Let f, g : R+ → R+ be nondecreasing, nonzero functions. We write respec-
tively f  g, f ≺ g if there exists C <∞ such that f(t) = O(g(Ct)), resp. for
all c > 0, f(t) = o(g(ct)) when t→∞. We write f ≈ g if both f  g and g  f .
The asymptotic behavior of f is its class modulo the equivalence relation ≈.
Note that the asymptotic behavior of the compression of a uniform embed-
ding does not depend on the choice of S.
In the sequel, a Lp-space denotes a Banach space of the form Lp(X,m)
where (X,m) is a measure space. A Lp-representation of G is a continuous
linear G-action on some Lp-space. Let π be a isometric Lp-representation of G
and consider a 1-cocycle b ∈ Z1(G,π), or equivalently an aﬃne isometric action
of G with linear part π : see the preliminaries for more details. The compression
1This was proved for finitely generated groups in [GuKa]. In [CTV], we give a shorter
argument that applies to all locally compact compactly generated groups.
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of b is deﬁned by
ρ(t) = inf
|g|S≥t
‖b(g)‖p.
In this paper, we mainly focus our attention on groups in the two following
classes.
Denote (L) the class of groups including
1. polycyclic groups and connected amenable Lie groups ;
2. semidirect productsZ[ 1mn ]⋊mn Z, withm,n co-prime integers with
2 |mn| ≥
2 (if n = 1 this is the Baumslag-Solitar group BS(1,m)) ; semidirect
products
(
R⊕⊕p∈P Qp)⋊mn Z withm,n coprime integers and P a ﬁnite
set of primes (possibly inﬁnite, Q∞ = R) dividing mn ;
3. wreath products F ≀ Z for F a ﬁnite group.
Denote (L′) the class of groups including groups in the class (L) and
1. connected Lie groups and their cocompact lattices ;
2. irreducible lattices in semisimple groups of rank ≥ 2 ;
3. hyperbolic ﬁnitely generated groups.
Let µ be a left Haar measure on the locally compact group G and write
Lp(G) = Lp(G,µ). The group G acts by isometry on Lp(G) via the left regular
representation λG,p deﬁned by
λG,p(g)ϕ = ϕ(g
−1·).
Theorem 1. Fix some 1 ≤ p < ∞. Let G be a group of the class (L) and let
f be an increasing function f : R+ → R+ satisfying∫ ∞
1
(
f(t)
t
)p dt
t
<∞. (Cp)
Then there exists a 1-cocycle b ∈ Z1(G,λG,p) whose compression ρ satisﬁes
ρ  f.
Corollary 2. Fix some 1 ≤ p < ∞. Let G be a group of the class (L′) and
let f be an increasing function f : R+ → R+ satisfying Property (Cq), with
q = max{p, 2}. Then there exists a uniform embedding of G into some Lp-space
whose compression ρ satisﬁes
ρ  f.
Let us sketch the proof of the corollary. First, recall [Wo, III.A.6] that for
1 ≤ p ≤ 2, L2([0, 1]) is isomorphic to a subspace of Lp([0, 1]). It is thus enough
to prove the theorem for 2 ≤ p <∞. This is an easy consequence of Theorem 1
since every group of class (L′) quasi-isometrically embeds into a group of (L).
Indeed, any connected Lie group admits a closed cocompact connected solvable
2This condition garanties that the group is compactly generated.
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subgroup. On the other hand, irreducible lattices in semisimple groups of rank
≥ 2 are quasi-isometrically embedded [LMR]. Finally, any hyperbolic ﬁnitely
generated group quasi-isometrically embeds into the real hyperbolic space Hn
for n large enough [BoS] which is itself quasi-isometric to SO(n, 1).
The particular case of nonabelian free groups, which are quasi-isometric to
3-regular trees, can also be treated by a more direct method. More generally
that method applies to any simplicial3 tree with possibly inﬁnite degree.
Theorem 3. (see Theorem 2.7.3) Let T be a simplicial tree. For every increa-
sing function f : R+ → R+ satisfying∫ ∞
1
(
f(t)
t
)p dt
t
<∞, (Cp)
there exists a uniform embedding F of T into ℓp(T ) with compression ρ  f.
Remark 2.1.1. In [BuSc, BuSc’], it is shown that real hyperbolic spaces and word
hyperbolic groups quasi-isometrically embed into ﬁnite products of (simplicial)
trees. Thus the restriction of Corollary 2 to word hyperbolic groups and to
simple Lie groups of rank 1 can be deduced from Proposition 2.7.3. Nevertheless,
not every connected Lie group quasi-isometrically embeds into a ﬁnite product
of trees. Namely, a ﬁnite product of trees is a CAT(0) space, and in [Pau]
it is proved that a non-abelian simply connected nilpotent Lie group cannot
quasi-isometrically embed into any CAT(0) space.
Theorem 4. Let TN be the binary rooted tree of depth N . Let ρ be the
compression of some 1-Lipschitz map from TN to some L
p-space for 1 < p <∞.
Then there exists C <∞, depending only on p, such that∫ 2N
1
(
ρ(t)
t
)q dt
t
≤ C,
where q = max{p, 2}.
This result is a strengthening of [Bou, Theorem 1] ; see also Corollary 2.6.3.
As a consequence, we have
Corollary 5. Assume that the 3-regular tree quasi-isometrically embeds into
some metric space X. Then, the compression ρ of any uniform embedding of X
into any Lp-space for 1 < p <∞ satisﬁes (Cq) for q = max{p, 2}.
In [BeSc, Theorem 1.5], it is proved that the 3-regular tree quasi-isometrically
embeds into any graph with bounded degree and positive Cheeger constant (e.g.
any non-amenable ﬁnitely generated group). On the other hand, in a work
in preparation with Cornulier [CT], we prove that ﬁnitely generated linear
groups with exponential growth, and ﬁnitely generated solvable groups with
exponential growth admit quasi-isometrically embedded free non-abelian sub-
semigroups. Together with the above corollary, they lead to the optimality of
Theorem 1 (resp. Corollary 2) when the group has exponential growth and when
2 ≤ p <∞ (resp. 1 < p <∞).
3By simplicial, we mean that every edge has length 1.
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Corollary 6. Let G be a ﬁnitely generated group with exponential growth
which is either virtually solvable or non-amenable. Let ϕ be a uniform embed-
ding of G into some Lp-space for 1 < p < ∞. Then its compression ρ satisﬁes
Condition (Cq) for q = max{p, 2}.
Corollary 7. Let G be a group of class (L′) with exponential growth. Consider
an increasing map f and some 1 < p <∞ ; then f satisﬁes Condition (Cq) with
q = max{p, 2} if and only if there exists a uniform embedding of G into some
Lp-space whose compression ρ satisﬁes ρ  f .
Note that the 3-regular tree cannot uniformly embed into a group with
subexponential growth. So the question of the optimality of Theorem 1 for
non-abelian nilpotent connected Lie groups remains open.
About Condition (Cp). First, note that if p ≤ q, then (Cp) implies (Cq) : this
immediately follows from the fact that a nondecreasing function f satisfying
(Cp) also satisﬁes f(t)/t = O(1).
Let us give examples of functions f satisfying Condition (Cp). Clearly, if f
and h are two increasing functions such that f  h and h satisﬁes (Cp), then f
satisﬁes (Cp). The function f(t) = t
a satisﬁes (Cp) for every a < 1 but not for
a = 1. More precisely, the function
f(t) =
t
(log t)1/p
does not satisfy (Cp) but
f(t) =
t
((log t)(log log t)a)1/p
satisﬁes (Cp) for every a > 1. In comparison, in [BrSo], the authors construct
a uniform embedding of the free group of rank 2 into a Hilbert space with
compression larger than
t
((log t)(log log t)2)1/2
.
As t/(log t)1/p does not satisfy (Cp), one may wonder if (Cp) implies
ρ(t)  t
(log t)1/p
.
The following proposition answers negatively to this question. We say that a
function f is sublinear if f(t)/t→ 0 when t→∞.
Proposition 8. (See Proposition 2.7.5) For any increasing sublinear function
h : R+ → R+ and every 1 ≤ p < ∞, there exists a nondecreasing function f
satisfying (Cp), a constant c > 0 and a increasing sequence of integers (ni) such
that
f(ni) ≥ ch(ni), ∀i ∈ N.
In particular, it follows from Theorem 1 that the compression ρ of a uniform
embedding of a 3-regular tree in a Hilbert space does not satisfy any a priori
majoration by any sublinear function.
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2.1.2 Isoperimetry and compression
To prove Theorem 1, we observe a general relation between the Lp-isoperimetry
inside balls and the Lp-compression. Let G be a locally compact compactly ge-
nerated group and consider some compact symmetric generating subset S. For
every g ∈ G, write4
|∇˜ϕ|(g) = sup
s∈S
|ϕ(sg)− ϕ(g)|.
Let 2 ≤ p < ∞ and let us call the Lp-isoperimetric proﬁle inside balls the
nondecreasing function J˜bG,p deﬁned by
J˜bG,p(t) = sup
ϕ
‖ϕ‖p
‖∇˜ϕ‖p
,
where the supremum is taken over all measurable functions in Lp(G) with sup-
port in the ball B(1, t). Note that the group G is amenable if and only if
limt→∞ J˜bG,p(t) =∞. Theorem 1 results from the two following theorems.
Theorem 9. (see Theorem 2.5.1) LetG be a group of class (L). Then J˜bG,p(t) ≈
t.
Theorem 10. (see Corollary 2.4.2) Let G be a locally compact compactly
generated group and let f be a nondecreasing function satisfying
∫ ∞
1
(
f(t)
J˜bG,p(t)
)p
dt
t
<∞ (CJp)
for some 1 < p < ∞. Then there exists a 1-cocycle b ∈ Z1(G,λG,p) whose
compression ρ satisﬁes ρ  f .
Theorem 9 may sound as a “functional” property of groups of class (L).
Nevertheless, our proof of this result is based on a purely geometric construction.
Namely, we prove that these groups admit controlled Følner pairs (see Deﬁnition
2.4.4). In particular, when p = 1 we obtain the following corollary of Theorem 9,
which has its own interest.
Theorem 11. (See Remark 2.4.6 and Theorem 2.5.1) Let G be a group of
class (L) and let S be some compact generating subset of G. Then G admits a
sequence of compact subsets (Fn)n∈N satisfying the two following conditions
(i) there is a constant c > 0 such that
µ(sFn △ Fn) ≤ cµ(Fn)/n ∀s ∈ S,∀n ∈ N;
(ii) for every n ∈N, Fn is contained 5 in Sn.
In particular, G admits a controlled Følner sequence in the sense of [CTV].
4We write ∇˜ instead of ∇ because this is not a“metric” gradient. The gradient associated
to the metric structure would be the right gradient : |∇ϕ|(g) = sups∈S |ϕ(gs) − ϕ(g)|. This
distinction is only important when the group is non-unimodular.
5Actually, they also satisfy S[cn] ⊂ Fn for a constant c > 0.
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This theorem is a strengthening of the well-known construction by Pittet
[Pit2]. It is stronger ﬁrst because it does not require the group to be unimodular,
second because the control (ii) of the diameter is really a new property that
was not satisﬁed in general by the sequences constructed in [Pit2].
2.1.3 Further results
Let π be a isometric Lp-representation of G. Denote by Bπ(G) the supremum
of all α such that there exists a 1-cocycle b ∈ Z1(G,π) whose compression ρ
satisﬁes ρ(t)  tα. Denote by Bp(G) the supremum of Bπ(G) over all isometric
Lp-representations π. For p = 2, B2(G) = B(G) has been introduced in [GuKa]
where it was called the equivariant Hilbert compression rate. On the other hand,
deﬁne
αG,p = lim inf
t→∞
log J˜bG,p(t)
log t
.
As a corollary of Theorem 1, we have
Corollary 12. For every 1 ≤ p < ∞, and every group G of the class (L), we
have Bp(G) = 1.
The following result is a corollary of Theorem 10.
Corollary 13. (see Corollary 2.4.2) Let G be a locally compact compactly
generated group. For every 0 < p <∞, we have
BλG,p(G) ≥ αG,p.
The interest of this corollary is illustrated by the two following propositions.
Recall the volume growth of G is the ≈ equivalence class VG of the function
r 7→ µ(B(1, r)).
Proposition 14. (see Proposition 2.7.1) Assume that there exists β < 1 such
that VG(r)  erβ . Then
αG,p ≥ 1− β.
As an example we obtain that B(G) ≥ 0, 19 for the ﬁrst Grigorchuk’s group
(see [Ba] for the best known upper bound of the growth function of this group).
Let G be a ﬁnitely generated group and let ν be a symmetric ﬁnitely sup-
ported probability measure on G. Write ν(n) = ν ∗ . . . ∗ ν (n times). Recall
that ν(n)(1) is the probability of return of the random walk starting at 1 whose
probability transition is given by ν.
Proposition 15. (see Proposition 2.7.2) Assume that there exists γ < 1 such
that ν(n)(1)  e−nγ . Then
αG,2 ≥ 1− γ.
In [AGS], it is also proved that B(Z ≀Z) ∈ [1/2, 3/4]. Proposition 15 and Co-
rollary 13 together with the lower bounds for ν(n)(1) obtained in [PS, Theorem
3.15] and in [CGP] provide new lower bounds for B(G).
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Corollary 16. We have B(H ≀ Z) ≥ 2/3 if H has polynomial growth and
B(H ≀Z) ≥ 1/2 ifH is a discrete group of class (L). In particular, B(Z≀Z) ≥ 2/3.
In [PS], it is proved that if G is a ﬁnitely generated extension
1→ K → G→ N → 1
where K is abelian and N is abelian with Q-rank d. Then
lim sup
n
log(− log(ν(n)(1))) ≤ 1− 2/(d + 2)
for any symmetric ﬁnitely supported probability on G.
Corollary 17. Assume that G is a ﬁnitely generated extension 1→ K → G→
N → 1 where K is abelian and N is abelian with Q-rank d. Then
B(G) ≥ 2/(d + 2).
In particular, B(G) > 0 for any ﬁnitely generated metabelian group G.
2.1.4 Questions
Question 2.1.2. (Condition (Cp) for nilpotent connected Lie groups.)
Let N be a simply connected non-abelian nilpotent Lie group and let ρ be the
compression of a 1-cocycle with values in some Lp-space (resp. of a uniform em-
bedding into some Lp-space) for 2 ≤ p <∞. Does ρ always satisﬁes Condition
(Cp) ?
A positive answer would lead to the optimality of Theorem 1. On the
contrary, one should wonder if it is possible, for any increasing sublinear func-
tion f , to ﬁnd a 1-cocycle (resp. a uniform embedding) in Lp with compression
ρ  f . This would also be optimal since we know [Pau] that N cannot quasi-
isometrically embed into any uniformly convex Banach space. Namely, the main
theorem in [Pau] states that such a group cannot quasi-isometrically embed into
any CAT(0)-space. So this only directly applies to Hilbert spaces, but the key
argument, consisting in a comparison between the large scale behavior of geode-
sics (not exactly in the original spaces but in tangent cones of ultra-products of
them) is still valid if the target space is a Banach space with unique geodesics,
a property satisﬁed by uniformly convex Banach spaces.
Question 2.1.3. (Quasi-isometric embeddings into L1-spaces.) Which
connected Lie groups quasi-isometrically embed into some L1-space ?
It is easy to quasi-isometrically embed a simplicial tree T into ℓ1 (see for
instance [GuKa]). In [BuSc, BuSc’], it is proved that every semisimple Lie group
of rank 1 quasi-isometrically embeds into a ﬁnite product of simplicial trees,
hence into a ℓ1-space. The above question is of particular interest for simply-
connected non-abelian nilpotent Lie groups since they do not quasi-isometrically
embed into any ﬁnite product of trees. Kleiner and Cheeger recently announced
a proof that the Heisenberg group cannot quasi-isometrically embed into any
L1-space.
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Question 2.1.4. If G is an amenable group, is it true that
Bp(G) = αG,p?
We conjecture that this is true for Z ≀ Z, i.e. that B(Z ≀ Z) = 2/3. A ﬁrst
step to prove this is done by Proposition 2.3.9 which, applied to G = Z ≀Z says
that
B(Z ≀ Z) = BλG,2(Z ≀ Z).
As a variant of the above question, we may wonder if the weaker equality
BλG,p(G) = αG,p holds, in other words if Corollary 13 is optimal for all amenable
groups. Possible counterexamples would be wreath products of the form G =
Z ≀H where H has non-linear growth (e.g. H = Z2).
Question 2.1.5. Does there exist an amenable group G with B(G) = 0 ?
A candidate would be the wreath product Z ≀ (Z ≀ Z) since the probability
of return of any non-degenerate random walk in this group satisﬁes
ν(n)(1) ≺ e−nγ
for every γ < 1 [Er’, Theorem 2]. It is proved in [AGS] that B(Z ≀(Z ≀Z)) ≤ 1/2.
Question 2.1.6. Let G be a compactly generated locally compact group. If G
admits an isometric action on some Lp-space, p ≥ 2, with compression ρ(t) ≻
t1/p, does it imply that G is amenable ?
Recall that this was proved in [GuKa, CTV] for p = 2. The generalization
to every p ≥ 2 would be of great interest. For instance, this would prove the
optimality of a recent result of Yu [Yu2] saying that every ﬁnitely generated
hyperbolic group admits a proper isometric action on some ℓp-space for large p
enough, with6 compression ρ(t) ≈ t1/p.
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2.2 Preliminaries
2.2.1 Compression
Let us recall some deﬁnitions. Let (X, dX ) and (Y, dY ) be metric spaces. A
map F : X → Y is called a uniform embedding of X into Y if
dX(x, y)→∞ ⇐⇒ dY (F (x), F (y)) →∞.
6This is clear in the proof.
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Note that this property only concerns the large-scale geometry. A metric
space (X, d) is called quasi-geodesic if there exist δ > 0 and γ ≥ 1 such that for
all x, y ∈ X, there exists a chain x = x0, x1, . . . , xn = y satisfying :
n∑
k=1
d(xk−1, xk) ≤ γd(x, y),
∀k = 1, . . . , n, d(xk−1, xk) ≤ δ.
If X is quasi-geodesic and if F : X → Y is a uniform embedding, then it is easy
to see that F is large-scale Lipschitz, i.e. there exists C ≥ 1 such that
∀x, y ∈ X, dY (F (x), F (y)) ≤ CdX(x, y) + C.
Nevertheless, such a map is not necessarily large scale bi-Lipschitz (in other
words, quasi-isometric).
Definition 2.2.1. We deﬁne the compression ρ : R+ → [0,∞] of a map F :
X → Y by
∀t > 0, ρ(t) = inf
dX(x,y)≥t
dY (F (x), F (y)).
Clearly, if F is large-scale Lipschitz, then ρ(t)  t.
2.2.2 Length functions on a group
Now, let G be a group. A length function on G is a function L : G → R+
satisfying L(1) = 0, L(gh) ≤ L(g) + L(h), and L(g) = L(g−1). If L is a length
function, then d(g, h) = L(g−1h) deﬁnes a left-invariant pseudo-metric on G.
Conversely, if d is a left-invariant pseudo-metric on G, then L(g) = d(1, g)
deﬁnes a length function on G.
Let G be a locally compact compactly generated group and let S be some
compact symmetric generating subset of G. Equip G with a proper, quasi-
geodesic length function by
|g|S = inf{n ∈N : g ∈ Sn}.
Denote dS the associated left-invariant distance. Note that any proper, quasi-
geodesic left-invariant metric is quasi-isometric to dS , and so belongs to the
same “asymptotic class”.
2.2.3 Affine isometric actions and first cohomology
Let G be a locally compact group, and π a isometric representation (always
assumed continuous) on a Banach space E = Eπ. The space Z
1(G,π) is deﬁned
as the set of continuous functions b : G → E satisfying, for all g, h in G, the
1-cocycle condition b(gh) = π(g)b(h) + b(g). Observe that, given a continuous
function b : G → H, the condition b ∈ Z1(G,π) is equivalent to saying that G
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acts by aﬃne isometries on H by α(g)v = π(g)v + b(g). The space Z1(G,π) is
endowed with the topology of uniform convergence on compact subsets.
The subspace of coboundaries B1(G,π) is the subspace (not necessarily
closed) of Z1(G,π) consisting of functions of the form g 7→ v − π(g)v for some
v ∈ E. In terms of aﬃne actions, B1(G,π) is the subspace of aﬃne actions
ﬁxing a point.
The ﬁrst cohomology space of π is deﬁned as the quotient space
H1(G,π) = Z1(G,π)/B1(G,π).
Note that if b ∈ Z1(G,π), the map (g, h) → ‖b(g) − b(h)‖ deﬁnes a left-
invariant pseudo-distance on G. Therefore the compression of a 1-cocycle b :
(G, dS)→ E is simply given by
ρ(t) = inf
|g|S≥t
‖b(g)‖.
The compression of an aﬃne isometric action is deﬁned as the compression of
the corresponding 1-cocycle.
Remark 2.2.2. When the space E is a Hilbert space7, it is well-known [HV,
§4.a] that b ∈ B1(G,π) if and only if b is bounded on G.
2.3 The maximal Lp-compression functionsMρG,p and
MρλG,p
2.3.1 Definitions and general results
Let (G, dS , µ) be a locally compact compactly generated group, generated
by some compact symmetric subset S and equipped with a left Haar measure
µ. Denote by Z1(G, p) the collection of all 1-cocycles with values in any Lp-
representation of G. Denote by ρb the compression function of a 1-cocycle b ∈
Z1(G, p).
Definition 2.3.1. We call maximal Lp-compression function of G the nonde-
creasing function MρG,p deﬁned by
MρG,p(t) = sup
{
ρb(t) : b ∈ Z1(G, p), sup
s∈S
‖b(s)‖ ≤ 1
}
.
We call maximal regular Lp-compression function of G the nondecreasing func-
tion MρλG,p deﬁned by
MρλG,p = sup
{
ρb(t) : b ∈ Z1(G,λG,p), sup
s∈S
‖b(s)‖ ≤ 1
}
.
7The same proof holds for uniformly convex Banach spaces.
47
Note that the asymptotic behaviors of both MρG,p and MρλG,p do not
depend on the choice of the compact generating set S. Moreover, we have
MρλG,p(t) ≤MρG,p(t)  t.
Let ϕ be a measurable function on G such that ϕ−λ(s)ϕ ∈ Lp(G) for every
s ∈ S. For every t > 0, deﬁne
Varp(ϕ, t) = inf|g|S≥t
‖ϕ− λ(g)ϕ‖p
The function ϕ and p being ﬁxed, the map t 7→ Varp(ϕ, t) is nondecreasing.
Proposition 2.3.2. We have
MρλG,p(t) = sup
‖∇˜ϕ‖p≤1
Varp(ϕ, t).
Proof : We trivially have
MρλG,p(t) ≥ sup
‖∇˜ϕ‖p≤1
Varp(ϕ, t).
Let b be an element of Z1(G,λG,p). By a standard argument of convolution
8,
one can approximate b by a cocycle b′ such that x→ b′(g)(x) is continuous for
every g in G. Hence, we can assume that b(g) is continuous for every g in G.
Now, setting ϕ(g) = b(g)(g), we deﬁne a measurable function satisfying
b(g) = ϕ− λ(g)ϕ.
So we have
ρ(t) = Varp(ϕ, t) ≤MρλG,p(t)
where ρ is the compression of b. 
Remark 2.3.3. It is not diﬃcult to prove that the asymptotic behavior ofMρλG,p
is invariant under quasi-isometry between ﬁnitely generated groups.
Proposition 2.3.4. The group G admits a proper9 1-cocycle with values in
some Lp-representation if and only if MρG,p(t) goes to inﬁnity when t→∞.
Proof : The “only if” part is trivial. Assume that MρG,p(t) goes to inﬁnity.
Let (tk) be an increasing sequence growing fast enough so that
∑
k∈N
1
tpk
<∞.
8One can convolute b(g), for every g, on the right by a Dirac approximation.
9For p = 2, this means that G is a-T-menable if and only if MρG,2 goes to infinity. It
should be compared to the role played by the H-metric (see [Co, § 2.6] and § 7.4) for Property
(T).
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For every k ∈ N, choose some bk ∈ Z1(G, p) whose compression ρk satisﬁes
ρk(tk) ≥ MρG,p(tk)
2
and such that
sup
s∈S
‖bk(s)‖ ≤ 1.
Clearly, we can deﬁne a 1-cocycle b ∈ Z1(G, p) by
b = ⊕ℓpk
1
tk
bk.
That is, if for every k, bk takes values in the representation πk, then b takes
values in the direct sum ⊕ℓpk πk. Now, observe that for |g| ≥ tk and j ≤ k, we
have ‖bj(g)‖ ≥ 1/2, so that
‖b(g)‖p ≥ k/2p.
Thus the cocycle b is proper. 
The following proposition, which is a quantitative version of the previous
one, plays a crucial role in the sequel.
Proposition 2.3.5. Let f : R+ → R+ be a nondecreasing map satisfying∫ ∞
1
(
f(t)
MρG,p(t)
)p dt
t
<∞, (CMp)
Then,
(1) there exists a 1-cocycle b ∈ Z1(G, p) such that
ρ  f ;
(2) if one replace MρG,p by MρλG,p in Condition (CMp), then b can be chosen
in Z1(G,λG,p).
Proof of (1) : For every k ∈ N, choose some bk ∈ Z1(G, p) (for (2), we take
bk ∈ Z1(G,λG,p)) whose compression ρk satisﬁes
ρk(2
k+1) ≥ MρG,p(2
k+1)
2
and such that
sup
s∈S
‖bk(s)‖ ≤ 1.
Then deﬁne another sequence of cocycles b˜k ∈ Z1(G, p) by
b˜k =
f(2k)
MρG,p(2k+1)
bk.
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Since MρG,p and f are nondecreasing, for any 2
k ≤ t ≤ 2k+1, we have
f(2k)
MρG,p(2k+1)
≤ f(t)
MρG,p(t)
.
Hence, for s ∈ S,
∑
k
‖b˜k(s)‖pp ≤
∑
k
(
f(2k)
MρG,p(2k+1)
)p
≤ 2
∫ ∞
1
(
f(t)
MρG,p(t)
)p dt
t
<∞
So we can deﬁne a 1-cocycle on b ∈ Z1(G, p) by
b = ⊕kb˜k. (2.3.1)
On the other hand, if |g|S ≥ 2k+1, then
‖b(g)‖p ≥ ‖b˜k(g)‖p
≥ f(2
k)
MρλG,p(2
k+1)
ρk(2
k+1)
≥ f(2k)
So if ρ is the compression of the 1-cocycle b, we have ρ  f .
Proof of (2) : We keep the previous notation. Assume that f satisﬁes∫ ∞
1
(
f(t)
MρλG,p(t)
)p dt
t
<∞.
The cocycle b provided by the proof of (1) has the expected compression but
it takes values in an inﬁnite direct sum of regular representation λG,p. Now, we
would like to replace the direct sum b = ⊕kbk by a mere sum, in order to obtain a
cocycle in Z1(G,λG,p). Since G is not assumed unimodular, the measure µ is not
necessarily right-invariant. However, one can deﬁne a isometric representation
rG,p on L
p(G), called the right regular representation by
rG,p(g)ϕ = ∆(g)
−1ϕ(·g) ∀ϕ ∈ Lp(G),
where ∆ is the modular function of G. We will use the following well-known
property of the representation rG,p, for p > 1. To simplify, let us write r(g)
instead of rG,p(g). For every (ϕ,ψ) ∈ Lp(G) × Lp(G), we have
lim
|g|→∞
‖r(g)ϕ + ψ‖pp = ‖ϕ‖pp + ‖ψ‖pp. (2.3.2)
Moreover, this limit is uniform on compact subsets of (Lp(G))2. As rG,p and
λG,p commute, rG,p acts by isometries on Z
1(G,λG,p).
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Lemma 2.3.6. There exists a sequence (gk) of elements of G such that b
′ =∑
r(gk)bk deﬁnes a cocycle in Z
1(G,λG,p) and such that∣∣∣∣∣∣‖b′(g)‖pp −
∥∥∥∥∥∥
k−1∑
j=0
r(gj)bj(g)
∥∥∥∥∥∥
p
p
−
∑
j≥k
‖bj(g)‖pp
∣∣∣∣∣∣ ≤ 1 (2.3.3)
for any k large enough and every g ∈ B(1, 2k+2).
Proof of Lemma 2.3.6. By an immediate induction, using (2.3.2), we construct
a sequence (gk) ∈ GN satisfying, for every K ≥ 0, s ∈ S,
‖
K∑
k=0
r(gk)bk(s)‖pp ≤
K∑
k=0
‖bk(s)‖pp +
K∑
k=0
2−k−1 ≤ 1,
which implies that b′ is a well-deﬁned 1-cocycle in Z1(G,λG,p). Similarly, one can
choose (gk) satisfying the additional property that, for every k ∈ N, |g| ≤ 2k+2,∣∣∣∣∣∣‖
k∑
j=0
r(gj)bj(g)‖pp − ‖
k−1∑
j=0
r(gj)bj(g)‖pp − ‖bk(g)‖pp
∣∣∣∣∣∣ ≤ 2−k−1.
Fixing k ∈ N, an immediate induction over K shows that for every |g| ≤ 2k+2
and every K ≥ k,∣∣∣∣∣∣‖
K∑
j=0
r(gj)bj(g)‖pp − ‖
k−1∑
j=0
r(gj)bj(g)‖pp −
K∑
j=k
‖bj(g)‖pp
∣∣∣∣∣∣ ≤
K∑
j=k
2−j−1.
This proves (8.3.3). 
By the lemma, for |g| ≤ 2k+2,
‖b′(g)‖pp ≥ ‖bk(g)‖pp − 1.
Then, for 2k+1 ≤ |g| ≤ 2k+2, we have
‖b′(g)‖pp ≥ f(2k)− 1
Therefore, the compression ρ′ of b′ satisﬁes
ρ′  f
and we are done. 
We have the following immediate consequence.
Corollary 2.3.7. For every 1 ≤ p <∞,
B(G, p) = lim inf
t→∞
logMρG,p(t)
log t
.
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Example 2.3.8. Let Fr be the free group of rank r ≥ 2 and let A(Fr) be the set
of edges of the Cayley graph of Fr associated to the standard set of generators.
The standard isometric aﬃne action of Fr on ℓ
p(A(Fr)), whose linear part is
isomorphic to a direct sum λG,p⊕ℓp . . .⊕ℓpλG,p of r copies of λG,p has compression
≈ t. This shows that MρλFr,p(t)  t1/p.
2.3.2 Reduction to the regular representation for p = 2
In the Hilbert case, we prove that if a group admits a 1-cocycle with large
enough compression, then MρG,2 =MρλG,2 . This result is mainly motivated by
Question 2.1.4 since it implies that
B(Z ≀ Z) = BλG,2(Z ≀ Z).
Proposition 2.3.9. Let π be a unitary representation of the group G on a
Hilbert space H and let b ∈ Z1(G,π) be a cocycle whose compression ρ satisﬁes
ρ(t) ≻ t1/2.
Then10,
ρ MρλG,2 .
In particular,
Mρ2 =MρλG,2 .
combining with Proposition 2.3.5, we obtain
Corollary 2.3.10. With the same hypotheses, we have
B(G) = B(G,λG,2) = lim inf
t→∞
logMρλG,2(t)
log t
.
Proof of Proposition 2.3.9. For every t > 0, deﬁne
ϕt(g) = e
−‖b(g)‖2/t2 .
By Schoenberg’s Theorem [BHV, Appendix C], ϕt is positive deﬁnite. It is
easy to prove that ϕt is square-summable (see [CTV, Theorem 4.1]). By [Dix,
The´ore`me 13.8.6], it follows that there exists a positive deﬁnite, square-summable
function ψt on G such that ϕt = ψt ∗ ψt, where ∗ denotes the convolution pro-
duct. In other words, ϕt = 〈λ(g)ψt, ψt〉. In particular,
ϕt(1) = 1 = ‖ψt‖22
and for every s ∈ S,
‖ψt − λ(s)ψt‖22 = 2(‖ψt‖22 − 〈λ(s)ψt, ψt〉)
= 2(1− ϕt(s))
= 2(1− e−‖b(s)‖2/t2)
 1/t2
10Note that the hypotheses of the proposition also imply that G is amenable [CTV, GuKa,
Theorem 4.1].
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On the other hand, for g such that ρ(|g|S) ≥ t, we have
‖ψt − λ(g)ψt‖22 = 2(1− e−‖b(g)‖
2/t2)
≥ 2(1− e−ρ(|g|S)2/t2)
≥ 2(1− 1/e)
So, we have
‖ψt − λ(g)ψt‖2
‖∇˜ψt‖2
≥ ct
where c is a constant. In other words,
Var2(ψt, ρ
−1(t)) ≥ ct.
It follows from the deﬁnitions that MρλG,2  ρ. 
2.4 Lp-isoperimetry inside balls
2.4.1 Comparing J˜ bG,p and MρλG,p
Let us compare J˜bp,G and MρλG,p introduced in § 2.3.
Proposition 2.4.1. For every 2 ≤ p <∞, we have
MρλG,p  J˜bG,p.
Proof : Fix some t > 0 and choose some ϕ ∈ Lp(X) whose support lies in
B(1, t) such that
‖ϕ‖p
‖∇˜ϕ‖p
≥ J˜bG,p(t)/2.
Take g ∈ G satisfying |g|S ≥ 3t. Note that B(1, t) ∩ λ(g)B(1, t) = ∅. So ϕ and
λ(g)ϕ have disjoint supports. In particular,
‖ϕ− λ(g)ϕ‖p ≥ ‖ϕ‖p
and
‖∇˜(ϕ− λ(g)ϕ)‖p = 21/p‖∇˜ϕ‖p
This clearly implies the proposition. 
Combining with Proposition 2.3.5, we obtain
Corollary 2.4.2. Let f : R+ → R+ a nondecreasing map be satisfying∫ ∞
1
(
f(t)
J˜bG,p(t)
)p
dt
t
<∞ (CJp)
for some 1 ≤ p <∞. Then there exists a 1-cocycle b in Z1(G,λG,p) such that
ρ  f.
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Question 2.4.3. For which groups G do we have MρλG,p ≈ J˜bG,p ?
We show that the question has positive answer for groups of class (L). On
the contrary, note that the group G is nonamenable if and only if J˜bG,p is
bounded. But we have seen in the previous section that for a free group of
rank ≥ 2, MρλG,p(t)  t1/p. More generally, the answer to Question 2.4.3 is no
for every nonamenable group admitting a proper 1-cocycle with values in the
regular representation. This question is therefore only interesting for amenable
groups.
2.4.2 Sequences of controlled Følner pairs
In this section, we give a method, adapted11 from [CGP] to estimate J˜bp.
Definition 2.4.4. Let G be a compactly generated, locally compact group
equipped with a left invariant Haar measure µ. Let α = (αn) be a nondecreasing
sequence of integers. A sequence of α-controlled Følner pairs of G is a family
(Hn,H
′
n) where Hn and H
′
n are nonempty compact subsets of G satisfying for
some constant C > 0 the following conditions :
(1) SαnHn ⊂ H ′n
(2) µ(H ′n) ≤ Cµ(Hn) ;
(3) H ′n ∈ B(1, Cn)
If αn ≈ n, we call (Hn,H ′n) a controlled sequence of Følner pairs.
Proposition 2.4.5. Assume that G admits a sequence of α-controlled Følner
pairs. Then
J˜bG,p  α.
Proof : For every n ∈ N, consider the function ϕn : G→ R+ deﬁned by
ϕn(g) = min{k ∈N : g ∈ Sk(H ′n)c}
where Ac = GrA. Clearly, ϕn is supported in H
′
n. It is easy to check that
‖∇˜ϕn‖p ≤ (µ(H ′n))1/p
and that
‖ϕn‖p ≥ αn(µ(Hn))1/p.
Hence by (2),
‖ϕn‖p ≥ C−1/pαn‖∇˜ϕn‖p,
so we are done. 
Remark 2.4.6. Note that if H and H ′ are subsets of G such that SkH ⊂ H ′
and µ(H ′) ≤ Cµ(H), then there exists by pigeonhole principle an integer 0 ≤
j ≤ k − 1 such that
µ(∂SjH) = µ(Sj+1H r SjH) ≤ C
k
µ(SjH).
11In [CGP], the authors are interested in estimating the L2-isoperimetric profile of a group.
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So in particular if (Hn,H
′
n) is a α-controlled sequence of Følner pairs, then
there exists a Følner sequence (Kn) such that Hn ⊂ Kn ⊂ H ′n and
µ(∂Kn)
µ(Kn)
≤ C/αn.
Moreover, if αn ≈ n, then one obtains a controlled Følner sequence in the sense
of [CTV, Deﬁnition 4.8].
2.5 Isoperimetry in balls for groups of class (L)
The purpose of this section is to prove the following theorem.
Theorem 2.5.1. Let G be a group belonging to the class (L). Then, G admits
a controlled sequence of Følner pairs. In particular, J˜bG,p(t) ≈ t.
Note that Theorem 1 follows from Theorem 2.5.1 and Corollary 2.4.2.
2.5.1 Wreath products F ≀ Z
Let F be a ﬁnite group. Consider the wreath product G = F ≀Z = Z⋉F (Z),
the group law being deﬁned as (n, f)(m, g) = (n+m, τmf + g) where τmf(x) =
f(m+ x). As a set, G is a Cartesian product Z× U where U is the direct sum
F (Z) =
⊕
n∈Z Fn of copies Fn of F . The set S = SF ∪ SZFn, where SF = F0
and SZ = {−1, 0, 1} is clearly a symmetric generating set for G. Deﬁne
Hn = In × Un
and
H ′n = I2n × Un
where Un = F
[−2n,2n] and In = [−n, n].
Let us prove that (Hn,H
′
n)n is a sequence of controlled Følner pairs. We there-
fore have to show that
(1) SnHn ⊂ H ′n
(2) |H ′n| ≤ 2|Hn| ;
(3) there exists C > 0 such that H ′n ⊂ B(1, Cn)
Property (2) is trivial. To prove (1) and (3), recall that the length of an
element of g = (k, u) of G equals L(γ)+
∑
h∈Z |u(h)|F where L(γ) is the length
of a shortest path γ from 0 to k in Z passing through every element of the
support of u (see [Par, Theorem 1.2]). In particular,
|(u, k)|S ≤ 2L(γ)
Thus, if g ∈ Hn, then L(γ) ≤ 30n. So (3) follows. On the other hand, if
g = (k, u) ∈ Sn, then
|k|Z ≤ L(γ) ≤ n
and
Supp(u) ⊂ In.
So Hng ⊂ H ′n. 
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Remark 2.5.2. Note that the proof still works replacing Z by any group with
linear growth. On the other hand, replacing it by a group of polynomial growth
of degree d yields to a sequence of n1/d-controlled Følner pairs. For instance,
as a corollary, we obtain that B(F ≀ Zd) ≥ 1/d ; but these estimates are not as
good as the one that we obtain in Corollary 17.
2.5.2 Semidirect products
(
R⊕⊕p∈P Qp)⋊mn Z.
Note that discrete groups of type (2) of the class (L) are cocompact lattices
of a group of the form
G = Z⋉m
n

R⊕⊕
p∈P
Qp


with m,n coprime integers and P a ﬁnite set of primes (possibly inﬁnite) di-
viding mn. To simplify notation, we will only consider the case when P = {p}
is reduced to one single prime, the generalization presenting no diﬃculty. The
case where p = ∞ will result from the case of connected Lie groups (see next
section) since Z⋉m
n
R embeds as a closed cocompact subgroup of the group of
positive aﬃne transformations R⋉R.
So consider the group G = Z⋉1/pQp. Deﬁne a compact symmetric genera-
ting set by S = SQp ∪SZ where SQp = Zp and SZ = {−1, 0, 1}. Deﬁne (Hk,H ′k)
by
Hk = Ik × p−2kZp
and
H ′k = I2k × p−2kZp,
where Ik = [−k, k]. Using the same kind of arguments as previously for F ≀ Z,
one can prove easily that (Hk,H
′
k) is a controlled sequence of Følner pairs. 
2.5.3 Amenable connected Lie groups
Let G be a solvable simply connected Lie group. Let S be a compact sym-
metric generating subset. In [O], it is proved that G admits a maximal normal
connected subgroup such that the quotient of G by this subgroup has poly-
nomial growth. This subgroup is called the exponential radical and is denoted
Exp(G). We have Exp(G) ⊂ N, where N is the maximal nilpotent normal sub-
group of G. Let T be a compact symmetric generating subset of Exp(G). An
element g ∈ G is called strictly exponentially distorted if the S-length of gn
grows as log |n|. The subset of strictly exponentially distorted elements of G
coincides with Exp(G). That is,
Exp(G) = {g ∈ G : |gn|S ≈ log n}.
Moreover, Exp(G) is strictly exponentially distorted in G in the sense that there
exists β ≥ 1 such that for every h ∈ Exp(G),
β−1 log(|h|T + 1)− β ≤ |h|S ≤ β log(|h|T + 1) + β (2.5.1)
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where T is a compact symmetric generating subset of Exp(G).
We will need the following two lemmas.
Lemma 2.5.3. Let G be a locally compact group. Let H be a closed normal
subgroup. Let λ and ν be respectively left Haar measures of H and G/H.
Let i be a measurable left-section of the projection π : G → G/H, i.e. G =
⊔x∈G/Hi(x)H. Identify G with the cartesian product G/H × H via the map
(x, h) 7→ i(x)h. Then the product measure ν ⊗ λ is a left Haar measure on G.
Proof : We have to prove that ν ⊗ λ is left-invariant on G. Fix g in G. Deﬁne
a measurable map σg from G/H to H by
σg(x) = (i(π(g)x)
−1gi(x).
In other words, σg(x) is the unique element of H such that
gi(x) = i(π(g)x)σg(x).
Let ϕ : G→ R be a continuous, compactly supported function. We have∫
G/H×H
ϕ[gi(x)h]dν(x)dλ(h) =
∫
G/H×H
ϕ[i(π(g)x)σg(x)h]dν(x)dλ(h)
As ν and λ are respectively left Haar measures on G/H and H, the Jacobian
of the transformation (x, h) 7→ (π(g)x, σg(x)h) is equal to 1. Hence,∫
G/H×H
ϕ[i(π(g)x)σg(x)h]dν(x)dλ(h) =
∫
G/H×H
ϕ[i(x)h]dν(x)dλ(h).
Thus ν ⊗ λ is left-invariant. 
Lemma 2.5.4. Let G be a connected Lie group and H be a normal subgroup.
Consider the projection π : G → G/H. There exists a compact generating set
S of G and a σ-compact cross-section σ of G/H inside G such that σ(π(S)n) ⊂
Sn+1.
Proof : Since π is a submersion, there exists a compact neighborhood S of 1
in G such that π(S) admits a continuous cross-section σ1 in S. Now, let X be
a minimal (discrete) subset of G/H satisfying G/H = ∪x∈Xxπ(S). Since this
covering is locally ﬁnite and π(S) is compact, one can construct by induction a
partition (Ax)x∈X of G/H such that every Ax is a constructible, and therefore
σ-compact subset of xπ(S). Let σ2 : X → G be a cross-section of X satisfying
σ2(X ∩ π(S)n) ⊂ Sn. Now, for every z ∈ Ax, deﬁne
σ(z) = σ2(x)σ1(x
−1z).
Clearly, σ satisﬁes to the hypotheses of the lemma. 
Equip the group P = G/Exp(G) with a Haar measure ν and with the
symmetric generating subset π(S), where π is the projection on P . Assume
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that S satisﬁes to the hypotheses of Lemma 2.5.4 and let σ be a σ-compact
cross-section of P inside G such that σ(π(S)n) ⊂ Sn+1. For every n ∈ N,
write Fn = σ(π(S)
n). Let α be some large enough positive number that we will
determine later. Denote by ⌊x⌋ the integer part of a real number x. Deﬁne, for
every n ∈ N,
Hn = S
nT ⌊exp(αn)⌋
and
H ′n = S
2nT ⌊exp(αn)⌋.
Note that H ′n = SnHn. On the other hand, since Exp(G) is strictly exponen-
tially distorted, there exists a ≥ 1 only depending on α and β such that, for
every n ∈ N,
SnT ⌊exp(αn)⌋ ⊂ San.
Hence, to prove that (Hn,H
′
n) is a sequence of controlled Følner pairs, it suﬃces
to show that µ(H ′n) ≤ Cµ(Hn). Consider another sequence (An, A′n) deﬁned by,
for every n ∈ N∗,
An = Fn−1T ⌊exp(αn)⌋
and
A′n = F2nT
2⌊exp(αn)⌋.
As Fn is σ-compact, An and A
′
n are measurable. To compute the measures of
An and A
′
n, we choose a normalization of the Haar measure λ on Exp(G) such
that the measure µ disintegrates over λ and the pull-back measure of ν on σ(P )
as in Lemma 2.5.3. We therefore obtain
µ(An) = ν(π(S)
n−1)λ(T ⌊exp(αn)⌋)
and
µ(A′n) = ν(π(S)
2n)λ(T 2⌊exp(αn)⌋).
Since P and Exp(G) have both polynomial growth, there is a constant C such
that, for every n ∈ N∗,
µ(A′n) ≤ Cµ(An).
So now, it suﬃces to prove that
An ⊂ Hn ⊂ H ′n ⊂ A′n,
where the only nontrivial inclusion is H ′n ⊂ A′n. Let g ∈ S2n ; let f ∈ F2n be
such that π(g) = π(f). Since F2n ⊂ S2n+2 ⊂ S3n,
gf−1 ∈ S6n ∩ Exp(G).
On the other hand, by (2.5.1),
S6n ∩ Exp(G) ⊂ T 2⌊exp(6βn)⌋.
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Therefore, for every n ∈ N∗,
H ′n ⊂ F2nT 2⌊exp(6βn)⌋T ⌊exp(αn)⌋ = F2nT 2⌊exp(6βn)⌋+⌊exp(αn)⌋.
Hence, choosing α ≥ 6β + log 2, we have
H ′n ⊂ F2nT 2⌊exp(αn)⌋ = A′n,
and we are done. 
2.6 On embedding of finite trees into uniformly convex
Banach spaces
Definition 2.6.1. A Banach space X is called q-uniformly convex (q > 0) if
there is a constant a > 0 such that for any two points x, y in the unit sphere
satisfying ‖x− y‖ ≥ ε, we have∥∥∥∥x+ y2
∥∥∥∥ ≤ 1− aεq.
Note that by a theorem of Pisier [Pis], every uniformly convex Banach space
is isomorphic to some q-uniformly convex Banach space.
In this section, we prove that the compression of a Lipschitz embedding of
a ﬁnite binary rooted tree into a q-uniformly convex space X always satisﬁes
condition (Cq). Theorem 4 follows from the fact that a L
p-space is max{p, 2}-
uniformly convex.
Theorem 2.6.2. Let TJ be the binary rooted tree of depth J and let 1 < q <
∞. Let F be a 1-Lipschitz map from TJ to some q-uniformly convex Banach
space X and let ρ be the compression of F . Then there exists C = C(q) < ∞
such that ∫ 2J
1
(
ρ(t)
t
)q dt
t
≤ C. (2.6.1)
Corollary 2.6.3. Let F be any uniform embedding of the 3-regular tree T into
some q-uniformly convex Banach space. Then the compression ρ of F satisﬁes
Condition (Cq). 
As a corollary, we also reobtain the theorem of Bourgain.
Corollary 2.6.4. [Bou, Theorem 1] With the notation of Theorem 2.6.2, there
exists at least two vertices x and y in TJ such that
‖F (x) − F (y)‖
d(x, y)
≤
(
C
log J
)1/q
.
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Proof : For every 1 ≤ t ≤ 2J , there exist z, z′ ∈ TJ , d(z, z′) ≥ t such that :
ρ(t)
t
=
‖F (z) − F (z′)‖
t
≥ ‖F (z) − F (z
′)‖
d(z, z′)
.
Therefore
min
z 6=z′∈TJ
‖F (z) − F (z′)‖
d(z, z′)
≤ min
1≤u≤2J
ρ(u)
u
.
But by (2.6.1)(
min
1≤u≤2J
ρ(u)
u
)q ∫ 2J
1
1
t
dt ≤
∫ 2J
1
(
ρ(t)
t
)q dt
t
≤ C.
We then have
min
z 6=z′∈TJ
‖F (z) − F (z′)‖
d(z, z′)
≤
(
C
log J
)1/q
.
Proof of Theorem 2.6.2. Since the proof follows closely the proof of [Bou,
Theorem 1], we keep the same notation to allow the reader to compare them.
For j = 1, 2 . . . , denote Ωj = {−1, 1}j and Tj =
⋃
j′≤j Ωj′ . Thus Tj is the ﬁnite
tree with depth j. Denote d the tree-distance on Tj .
Lemma 2.6.5. [Pis, Proposition 2.4] There exists C = C(q) <∞ such that if
(ξs)s∈N is an X-valued martingale on some probability space Ω, then∑
s
‖ξs+1 − ξs‖qq ≤ C sup
s
‖ξs‖qq (2.6.2)
where ‖ ‖q stands for the norm in LqX(Ω).
Lemma 2.6 is used to prove
Lemma 2.6.6. If x1, . . . , xJ , with J = 2
r, is a ﬁnite system of vectors in X,
then
r∑
s=1
2−qs min
2s≤j≤J−2s
‖2xj − xj−2s − xj+2s‖q ≤ C sup
1≤j≤J−1
‖xj+1 − xj‖q. (2.6.3)
Denote D0 ⊂ D1 ⊂ . . . ⊂ Dr the algebras of intervals on [0, 1] obtained by
successive dyadic reﬁnements. Deﬁne the X-valued function
ξ =
∑
1≤j≤J−1
1[ j
J
, j+1
J
[ (xj+1 − xj)
and consider expectations ξs = E [ξ|Ds] for s = 1, . . . , r. Since ξs form a mar-
tingale ranging in X, it satisﬁes inequality (2.6.2). On the other hand
‖ξs+1 − ξs‖qq = 2−r+s2qs
r∑
1≤t≤2r−s
2−qs‖2xt2s − x(t−1)2s − x(t+1)2s‖q
≤ 2−qs min
2s≤j≤J−2s
‖2xj − x(j−2s − xj+2s‖q.
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So (2.6.3) follows from the fact that
‖ξs‖qq ≤ ‖ξs+1 − ξs‖q∞ = sup
j
‖xj+1 − xj‖q. 
Lemma 2.6.7. If f1, . . . , fJ , with J = 2
r, is a ﬁnite system of functions in
L∞X (Ω). Then
r∑
s=1
2−qs min
2s≤j≤J−2s
‖2fj − fj−2s − fj+2s‖q ≤ C sup
1≤j≤J−1
‖fj+1 − fj‖q∞. (2.6.4)
Proof : ReplaceX by LqX(Ω), for which (2.6.2) remains valid, and use (2.6.3). 
Lemma 2.6.8. Let f1, . . . , fJ , with J = 2
r, be a sequence of functions on
{1,−1}J where fj only depends on ε1, . . . , εj . Then
r∑
s=1
2−qs min
2s≤j≤J−2s
(∫
Ωj×Ω2s×Ω2s
‖fj+2s(ε, δ) − fj+2s(ε, δ′)‖qdεdδdδ′
)
≤ 2qC sup
1≤j≤J−1
‖fj+1 − fj‖q∞.
Proof : For every d ≤ j ≤ J − d, using the triangle inequality, we obtain
‖2fj − fj−d − fj+d‖qq =
∫
Ωj×Ωd
‖2fj − fj−d − fj+d‖qdεdδ
≥ 2−q
∫
Ωj×Ωd×Ωd
‖fj+2s(ε, δ) − fj+2s(ε, δ′)‖qdεdδdδ′.
The lemma then follows from (2.6.4). 
Now, let us prove Theorem 2.6.2. Fix J and consider a 1-Lipschitz map
F : TJ → X. Apply Lemma 2.6.8 to the functions f1, . . . , fJ deﬁned by
∀α ∈ Ωj, fj(α) = F (α).
By deﬁnition of the compression, we have
ρ (d ((ε, δ), (ε, δ))) ≤ ‖fj+2s(ε, δ) − fj+2s(ε, δ′)‖ (2.6.5)
where ε ∈ Ωj and δ, δ′ ∈ Ω2s .
But, on the other hand, with probability 1/2, we have
d ((ε, δ), (ε, δ))) = 2.2s.
So combining this with Lemma 2.6.8, (2.6.5) and with the fact that F is 1-
Lipschitz, we obtain
r∑
s=1
2−qsρ(2s)q ≤ 2q+1C
But since ρ is decreasing, we have
2−qsρ(2s)q ≥ 2−q−1
∫ 2s
2s−1+1
1
t
(
ρ(t)
t
)q
dt.
So (2.6.1) follows. 
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2.7 Applications and further results
2.7.1 Hilbert compression, volume growth and random walks
Let G be a locally compact group generated by a symmetric compact subset
S containing 1. Let us denote V (n) = µ(Sn) and S(n) = V (n + 1) − V (n) =
µ(Sn+1rSn). Extend V as a piecewise linear function on R+ such that V
′(t) =
S(n) for t ∈]n, n+ 1[.
Proposition 2.7.1. Let G be a compactly generated locally compact group.
For any 2 ≤ p <∞,
JG,p(t)  t
log V (t)
.
Proof : For every n ∈ N, deﬁne
k(n) = sup{k, V (n− k) ≥ V (n)/2}
and
j(n) = sup
1≤j≤n
k(j).
For every positive integer l ≤ n/j(n),
V (n) ≥ 2lV (n− lj(n))
Hence, as V (0) = 1,
V (n) ≥ 2n/(j(n)+1).
Thus, there is a constant c > 0 such that
j(n) ≥ cn
log V (n)
.
Let qn ≤ n be such that j(n) = k(qn). Now deﬁne
ϕn =
qn−1∑
k=1
1B(1,k).
Note that the subsets SB(1, k) △ B(1, k) = B(1, k + 1) r B(1, k), for k ∈ N,
are piecewise disjoint. Thus, an easy computation shows that
‖∇˜ϕn‖p ≤ V (qn)1/p.
On the other hand
‖ϕn‖p ≥ j(n)V (qn − j(n))1/p ≥ cn
log V (n)
(V (qn)/2)
1/p.
Since J˜bG,p(n) ≥ ‖ϕn‖p/‖∇˜ϕn‖p, we conclude that J˜bG,p(n)  n/ log V (n). 
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Now, consider a symmetric probability measure ν on a ﬁnitely generated
group G, supported by a ﬁnite generating subset S. Given an element ϕ of
ℓ2(G), a simple calculation shows that
1
2
∫ ∫
|ϕ(sx)− ϕ(x)|2dν(2)(s)dµ(x) =
∫
(ϕ− ν(2) ∗ ϕ)ϕdµ = ‖ϕ‖22 − ‖ν ∗ ϕ‖22
where µ denotes the counting measure on G. Let us introduce a (left) gradient
on G associated to ν. Let ϕ be a function on G ; deﬁne
|∇˜ϕ|22(g) =
∫
|ϕ(sg) − ϕ(g)|2dν(2)(s).
This gradient satisﬁes
‖|∇˜ϕ|2‖22 = 2(‖ϕ‖22 − ‖ν ∗ ϕ‖22).
We have
µ(S)−1/2|∇˜ϕ|2 ≤ |∇˜ϕ| ≤ |∇˜ϕ|2.
Proposition 2.7.2. Assume that ν(n)(1)  e−Cnb for some b < 1. Then
J˜bG,2(t)  Ct1−b.
Proof : Let us prove that there exists a constant C ′ <∞ such that for every
n ∈ N, there exists n ≤ k ≤ 2n such that
‖ |∇˜ν(2k)|2 ‖22
‖ ν(2k) ‖22
≤ C ′nb−1.
Since ν(2k) is supported in S2k ⊂ S4n, this will prove the proposition. Let Cn
be such that for every n ≤ q ≤ 2n
‖ |∇˜ν(2q)|2 ‖22
‖ ν(2q) ‖22
≥ Cnnb−1.
Since the function deﬁned by ψ(q) =‖ ν(2q) ‖22 satisﬁes
ψ(q + 1)− ψ(q) = −1
2
‖ |∇˜ν(2q)|2 ‖22,
we can extend ψ as a piecewise linear function on R+ such that
ψ′(t) =
1
2
‖ |∇˜ν(2q)|2 ‖22
for every t ∈ [q, q + 1[. Then, for every n ≤ t ≤ 2n we have
−ψ
′(t)
ψ(t)
≥ Cnnb−1
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which integrates in
− log
(
ψ(2n)
ψ(n)
)
≥ Cnnb
Since ψ(n) < 1, this implies
ψ(2n) ≤ e−Cnnb .
But on the other hand,
ψ(2n) ≥‖ ν(4n) ‖22≥ ν(8n)(1) ≥ e−8Cn
b
.
So Cn ≤ 8C. 
2.7.2 A direct construction to embed trees
Here, we propose to show that the method used in [Bou, GuKa, BrSo] to
embed trees in Lp-spaces can also be exploited to obtain optimal estimates
(i.e. a converse to Theorem 2.6.2). Moreover, no hypothesis of local ﬁnitude is
required for this construction.
Theorem 2.7.3. Let T be a simplicial tree. For every increasing function f :
R+ → R+ satisfying, for 1 ≤ p <∞∫ ∞
1
(
f(t)
t
)p dt
t
<∞, (Cp)
there exists a uniform embedding F of T into ℓp(T ) with compression ρ  f.
Proof : Let us start with a lemma.
Lemma 2.7.4. For every nonnegative sequence (ξn) such that∑
n
|ξn+1 − ξn|p <∞,
there exists a Lipschitz map F : T → ℓp(T ) whose compression ρ satisﬁes
∀n ∈ N, ρ(n) ≥

 n∑
j=0
ξpj


1/p
.
Proof : The following construction is a generalization of those carried out in
[GuKa] and [BrSo]. Fix a vertex o. For every y ∈ T , denote δy the element of
ℓp(T ) that takes value 1 on y and 0 elsewhere. Let x be a vertex of T and let
x0 = x, x1 . . . , xl = o be the minimal path joining x to o. Deﬁne
F (x) =
l∑
i=1
ξiδxi .
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To prove that F is Lipschitz, it suﬃces to prove that ‖F (x)−F (y)‖p is bounded
for neighbor vertices in T. So let x and y be neighbor vertices in T such that
d(o, y) = d(x, o) + 1 = l + 1. We have
‖F (y)− F (x)‖pp ≤ ξp0 +
l∑
j=0
|ξn+1 − ξn|p.
On the other hand, let x and y be two vertices in T . Let z be the last common
vertex of the two geodesic paths joining o to x and y. We have
d(x, y) = d(x, z) + d(z, y)
and
‖F (x)− F (y)‖pp = ‖F (x) − F (z)‖pp + ‖F (z) − F (y)‖pp
≥ max{‖F (x)− F (z)‖pp , ‖F (z) − F (y)‖pp}.
Let k = d(z, x) ; we have
‖F (x) − F (z)‖pp ≥
k∑
j=0
ξpj ,
which proves the lemma. 
Now, let us prove the proposition. Deﬁne (ξj) by
ξ0 = ξ1 = 0;
∀j ≥ 1, ξj+1 − ξj = 1
jp
f(j)
j
and consider the associated Lipschitz map F from T to ℓp(T ). Clearly, we have∑
|ξn+1 − ξn|p <∞
and
n∑
j=0
ξpj ≥
n∑
j=[n/2]
(
j−1∑
k=0
|ξk+1 − ξk|
)p
≥ n/2

[n/2]−1∑
k=0
|ξk+1 − ξk|


p
≥ cf([n/2])
using the fact that f is nondecreasing. So the proposition now follows from the
lemma. 
65
2.7.3 Cocycles with lacunar compression
Proposition 2.7.5. For any increasing sublinear function h : R+ → R+ and
every 2 ≤ p < ∞, there exists a function f satisfying (Cp), a constant c > 0
and a increasing sequence of integers (ni) such that
∀i ∈ N, f(ni) ≥ ch(ni).
Proof : Choose a sequence (ni) such that
∑
i∈N
(
h(ni)
ni
)p
<∞
Deﬁne
∀i ∈ N, ni ≤ t < ni+1, f(t) = h(ni)
We have ∫ ∞
1
1
t
(
f(t)
t
)p
dt ≤
∑
i
(h(ni))
p
∫ ni+1
ni
dt
tp+1
≤ (p + 1)
∑
i
(
h(ni)
ni
)p
< ∞
So we are done. 
2.7.4 H-metric
Let G be a locally compact, compactly generated group and let S be a com-
pact symmetric generating set. A Hilbert length function is a length function
associated to some Hilbert 1-cocycle b, i.e. L(g) = ‖b(g)‖. Consider the supre-
mum of all Hilbert length functions on G, bounded by 1 on S : it deﬁnes a
length function on G which in general is no longer a Hilbert length function.
This length function has been introduced by Cornulier [Co, § 2.6] who cal-
led the corresponding metric “H-metric”. Observe that if the group G satisﬁes
MρG,2(t) ≈ t, then the H-metric of G is quasi-isometric to the word length. As
a consequence of Theorem 2.5.1 and Proposition 2.4.1, we get
Proposition 2.7.6. For every group in the class ( L), the H-metric is quasi-
isometric to the word length.
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Chapitre 3
Etude dynamique des actions
par isome´tries sur un espace
de Hilbert I : croissance des
cocycles
Re´sume´
We study growth of 1-cocycles of locally compact groups, with values in uni-
tary representations. Discussing the existence of 1-cocycles with linear growth,
we obtain the following alternative for a class of amenable groups G containing
polycyclic groups and connected amenable Lie groups : either G has no quasi-
isometric embedding into Hilbert space, or G admits a proper cocompact action
on some Euclidean space.
On the other hand, noting that almost coboundaries (i.e. 1-cocycles approxi-
mable by bounded 1-cocycles) have sublinear growth, we discuss the converse,
which turns out to hold for amenable groups with “controlled” Følner se-
quences ; for general amenable groups we prove the weaker result that 1-cocycles
with suﬃciently small growth are almost coboundaries. Besides, we show that
there exist, on a-T-menable groups, proper cocycles with arbitrary small growth.
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Notation. Let G be a locally compact group, and f, g : G → R+. We write
f  g if there exists M > 0 and a compact subset K ⊂ G such that f ≤ Mg
outside K. We write f ∼ g if f  g  f . We write f ≺ g if, for every ε > 0,
there exists a compact subset K ⊂ G such that f ≤ εg outside K.
3.1 Introduction
The study of aﬃne isometric actions on Hilbert spaces has proven to be a
fundamental tool in geometric group theory. Let G be a locally compact group,
and α an aﬃne isometric action on an aﬃne Hilbert space H (real or complex).
In this paper, we focus on the function b : G → H deﬁned by b(g) = α(g)(0) ;
we call such a function a 1-cocycle (see Section 3.2 for details), and we call the
function g 7→ ‖b(g)‖ a Hilbert length function on G.
We focus on the asymptotic behaviour of Hilbert length functions on a given
group G. A general question is the following : how is it related to the structure
of G ?
For instance, if G is σ-compact, G has the celebrated Kazhdan’s Property
(T) if and only if every Hilbert length function is bounded (see [HV]). This
is known to have strong group-theoretic consequences on G : for instance, this
implies that G is compactly generated and as compact abelianization (see [BHV,
Chap. 2] for a direct proof).
In this paper, we rather deal with groups which are far from having Kazh-
dan’s Property (T) : a locally compact group G is called a-T-menable if it has a
proper Hilbert length function. The class of a-T-menable locally compact groups
contains (see [CCJJV]) amenable groups, Coxeter groups, isometry groups of
locally ﬁnite trees, isometry groups of real and complex hyperbolic spaces and
all their closed subgroups, such as free and surface groups.
We show in §3.3.4 that, for a-T-menable locally compact groups (for ins-
tance, Z), there exist proper Hilbert length functions of arbitrary slow growth.
The study of Hilbert length functions with non-slow growth is more delicate.
An easy but useful observation is that, for a given compactly generated, locally
compact group, any Hilbert length function L is linearly bounded, i.e. L(g) 
|g|S , where | · |S denotes the word length with respect to some bounded open
generating subset.
We discuss, in Section 3.3, Hilbert length functions with sublinear growth.
These include those Hilbert length functions whose corresponding 1-cocycle (see
Section 3.2) is an almost coboundary, i.e. can be approximated, uniformly on
compact subsets, by bounded 1-cocycles. We discuss the converse.
Denote by (L) the class of groups including :
– polycyclic groups and connected amenable Lie groups,
– semidirect products Z[ 1mn ]⋊mn Z, withm,n co-prime integers with |mn| ≥
2 (if n = 1 this is the Baumslag-Solitar group BS(1,m)) ; semidirect
products
(
R⊕⊕p∈SQp)⋊mn Z or
(⊕
p∈SQp
)
⋊m
n
Z, with m,n co-prime
integers, and S a ﬁnite set of prime numbers dividing mn.
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– wreath products F ≀ Z for F a ﬁnite group.
Proposition 3.1.1 (see Propositions 3.3.6, 3.3.4 and 3.3.8).
(1) If G is a compactly generated, locally compact amenable group, then
every 1-cocycle with sufficiently slow growth is an almost boundary.
(2) For groups in the class (L), every sublinear 1-cocycle is an almost co-
boundary.
(3) If Γ is a cocompact lattice in SO(n, 1) or SU(n, 1) for some n ≥ 2, then
Γ admits a 1-cocycle with sublinear growth (actually  |g|1/2) which is
not an almost coboundary.
In §3.3.5, we show that there exist, on Rn or Zn, Hilbert length functions
with arbitrary large sublinear growth, showing that, in a certain sense, there is
no gap between Hilbert length functions of linear and of sublinear growth.
In Section 3.4, we discuss the existence of a Hilbert length function on G
with linear growth. Such a function exists when G = Zn. We conjecture that
the converse is essentially true.
Conjecture 1. Let G be a locally compact, compactly generated group having
a Hilbert length function with linear growth. Then G has a proper, cocompact
action on a Euclidean space. In particular, if G is discrete, then it must be
virtually abelian.
Our ﬁrst result towards Conjecture 1 is a generalization of a result by Guent-
ner and Kaminker [GuKa, §5] to the non-discrete case.
Theorem 3.1.2 (see Theorem 3.4.1). Let G be a locally compact, compactly
generated group. If G admits a Hilbert length function with growth ≻ |g|1/2 (in
particular, if it admits a Hilbert length function with linear growth), then G is
amenable.
We actually provide a new, simpler proof, while it is not clear how to gene-
ralize the proof in [GuKa] to the non-discrete case.
To prove that locally compact groups in the class (L) satisfy Conjecture 1,
we use Shalom’s Property HFD : a locally compact group has Property HFD
if any unitary representation with nontrivial reduced cohomology has a ﬁnite-
dimensional nonzero subrepresentation. All groups in the class (L) are known
to satisfy Property HFD. We prove
Theorem 3.1.3 (see Theorem 3.4.3). Locally compact, compactly generated
groups with Property HFD satisfy Conjecture 1.
We next consider uniform embeddings into Hilbert spaces. There is a nice
trick, for which we are indebted to Gromov, allowing to construct, if the group is
amenable, a 1-cocycle with the same growth behaviour as the initial embedding.
See Proposition 3.4.4 for a precise statement. In particular, the existence of a
quasi-isometric embedding into Hilbert space implies, for an amenable group,
the existence of a Hilbert length function with linear growth. Thus we get :
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Theorem 3.1.4. If G is any locally compact, compactly generated group with
Property HFD (e.g. in the class (L)), then
– either G does not admit any quasi-isometric embedding into Hilbert space,
– or G acts properly cocompactly on some Euclidean space (i.e. a finite-
dimensional real Hilbert space).
Let us observe that the proof of Theorem 3.1.4 does not appeal to asymp-
totic cones. It contains, as a particular case, the fact that a simply connected
nilpotent non-abelian Lie group has no quasi-isometric embedding into Hilbert
space, a result due to S. Pauls [Pau]. Morover, Theorem 3.1.4 provides a new
proof of the two following results (see §3.4.3 for proofs) :
Corollary 3.1.5 (Quasi-isometric rigidity of Zn). If a finitely generated group
is quasi-isometric to Zn, then it has a finite index subgroup isomorphic to Zn.
Corollary 3.1.6 (Bourgain [Bou]). For r ≥ 3, the regular tree of degree r does
not embed quasi-isometrically into a Hilbert space.
Acknowledgments. We are indebted to Misha Gromov for a decisive remark.
We also thank Urs Lang for pointing out [Pau] to us, and Pierre de la Harpe
for useful corrections.
3.2 Preliminaries
3.2.1 Growth of 1-cocycles
Let G be a locally compact group, and π a unitary or orthogonal repre-
sentation (always assumed continuous) on a Hilbert space H = Hπ. The space
Z1(G,π) is deﬁned as the set of continuous functions b : G → H satisfying,
for all g, h ∈ G, the 1-cocycle condition b(gh) = π(g)b(h) + b(g). Observe that,
given a continuous function b : G→H, the condition b ∈ Z1(G,π) is equivalent
to saying that G acts by aﬃne transformations on H by α(g)v = π(g)v + b(g).
The space Z1(G,π) is endowed with the topology of uniform convergence on
compact subsets.
The subspace of coboundaries B1(G,π) is the subspace (not necessarily
closed) of Z1(G,π) consisting of functions of the form g 7→ v − π(g)v for some
v ∈ H. It is well-known [HV, §4.a] that b ∈ B1(G,π) if and only if b is bounded
on G.
The subspace of almost coboundaries B1(G,π) is the closure of B1(G,π).
A 1-cocycle b is an almost coboundary if and only if the corresponding aﬃne
action almost has fixed points, i.e. for every compact subset K ⊂ G and ε > 0,
there exists v such that supg∈K ‖α(g)v − v‖ ≤ ε (see [BHV, §3.1]). When G is
generated by a symmetric compact subset S, it suﬃces to check this condition
for K = S, and a sequence of almost fixed points is deﬁned as a sequence (vn)
such that supg∈S ‖α(g)vn − vn‖ → 0.
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The ﬁrst cohomology space of π is deﬁned as the quotient space H1(G,π) =
Z1(G,π)/B1(G,π), and the ﬁrst reduced cohomology space of π is deﬁned as
H1(G,π) = Z1(G,π)/B1(G,π).
Now suppose that G is a locally compact, compactly generated group. For
g ∈ G, denote by |g|S the word length of g with respect to an open, relatively
compact generating set S ⊂ G.
Let b ∈ Z1(G,π) be a 1-cocycle with respect to a unitary representation π
of G. We study the growth of ‖b(g)‖ as a function of g.
Definition 3.2.1. The compression of the 1-cocycle b is the function
ρ : R+ → R+ ∪ {∞} : x 7→ ρ(x) = inf{‖b(g)‖ : g ∈ G, |g|S ≥ x}.
Remark 3.2.2. A related notion is the distortion function, deﬁned in [Far] in
the context of an embedding between ﬁnitely generated groups. The distortion
function of the 1-cocycle b is deﬁned as the function R+ → R+ ∪ {∞} by
f(x) = sup{|g|S : ‖b(g)‖ ≤ x}. The reader can check that, except in trivial
cases1, the compression ρ and the distortion f are essentially reciprocal to each
other.
Recall that a length function on a group Γ is a function L : Γ → R+
satisfying L(1) = 0 and, for all g, h ∈ Γ, L(g−1) = L(g) and L(gh) ≤ L(g) +
L(h), so that d(g, h) = L(g−1h) is a left-invariant pseudo-distance (“e´cart”) on
Γ.
It is immediate from the 1-cocycle relation that the function g 7→ ‖b(g)‖
is a length function on the group G. In particular, if G is locally compact,
compactly generated, then it is dominated by the word length. We thus obtain
the following obvious bound :
Proposition 3.2.3. For b ∈ Z1(G,π), we have ‖b(g)‖  |g|S . 
Deﬁne
lin(G,π) = {b ∈ Z1(G,π), ‖b(g)‖  |g|S}
sublin(G,π) = {b ∈ Z1(G,π), ‖b(g)‖ ≺ |g|S},
namely, the set of cocycles with linear (resp. sublinear) growth. Here are im-
mediate observations :
– sublin(G,π) is a linear subspace of Z1(G,π).
– B1(G,π) ⊂ sublin(G,π) ⊂ Z1(G,π) r lin(G,π).
– If G = Z or R, then it is easy to check that Z1(G,π) = lin(G,π) ∪
sublin(G,π) (this follows either from Proposition 3.3.6 below, or from a
direct computation involving von Neumann’s ergodic theorem). On the
other hand, this does not generalize to arbitrary G. Indeed, take any
nontrivial action of Z2 by translations on R : then the associated cocycle
is neither linear nor sublinear.
1Trivial cases are : when G is compact, so that ρ is eventually equal to∞ and f is eventually
equal to a finite constant, and when b is not proper, so that ρ is bounded, and f is eventually
equal to ∞.
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3.2.2 Conditionally negative definite functions and Bernstein
functions
A conditionally negative deﬁnite function on a group G is a function ψ :
G → R+ such that ψ1/2 is a Hilbert length function. Equivalently [HV, 5.b],
ψ(1) = 0, ψ(g) = ψ(g−1) for all g, and, for all λ1, . . . , λn ∈ R such that∑n
i=1 λi = 0 and for all g1, . . . , gn ∈ G, we have
∑n
i,j=1 λiλjψ(g
−1
i gj) ≤ 0.
Continuous conditionally negative deﬁnite functions on a locally compact group
G form a convex cone, closed under the topology of uniform convergence on
compact subsets.
A continuous function F : R+ → R+ is a Bernstein function if there exists
a positive measure µ on Borel subsets of R∗+ such that µ([ε,∞[) < ∞ for all
ε > 0,
∫ 1
0 x dµ(x) <∞, and such that, for some a ≥ 0,
∀t > 0, F (t) = at +
∫ +∞
0
(1− e−tx) dµ(x).
Note that such a function is real analytic on R∗+. We note for reference the
following well-known result due to of Bochner and Schoenberg [Sch, Theorem
8] :
Lemma 3.2.4. Let ψ be a conditionally negative definite function on G, and
let F be a Bernstein function. Then F ◦ ψ is conditionally negative definite on
G. 
Examples of Bernstein functions are x 7→ xa for 0 < a ≤ 1, and x 7→
log(x+ 1). For more on Bernstein functions, see for instance [BF].
3.3 Cocycles with sublinear growth
3.3.1 Almost coboundaries are sublinear
Proposition 3.3.1. Let G be a locally compact, compactly generated group. In
Z1(G,π), endowed with topology of uniform convergence on compact subsets,
1) sublin(G,π) is a closed subspace ;
2) lin(G,π) is an open subset.
Proof : Fix a symmetric open, relatively compact generating subset S ⊂ G.
Let b be the limit of a net (bi)i∈I in Z1(G,π). Write b′i = b− bi, and ﬁx ε > 0.
For i large enough (say, i ≥ i0), sups∈S ‖b′i(s)‖ ≤ ε/2. Since g 7→ ‖b′i(g)‖ is a
length function, this implies that for every g ∈ G and i ≥ i0, ‖b′i(g)‖ ≤ ε|g|S/2,
i.e. ‖b′i(g)‖/|g|S ≤ ε/2.
1) Suppose that all bi’s belong to sublin(G,π). Fix i ≥ i0. Then ‖bi(g)‖/|g|S ≤
ε/2 for g large enough (say, g /∈ K compact). So ‖b(g)‖/|g|S ≤ ε for g /∈ K.
This shows that b ∈ sublin(Γ, π), so we are done.
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2) Suppose that b ∈ lin(G,π). Then, if ε has been chosen suﬃciently small,
‖b(g)‖/‖g‖ ≥ ε for large g (say, g /∈ K compact). Hence, ‖bi(g)‖/|g|S ≥
(‖b(g)‖−‖b′i(g)‖)/|g|S ≥ ε/2 for i ≥ i0, g /∈ K, showing that bi ∈ lin(G,π)
for i ≥ i0. 
Corollary 3.3.2. If b ∈ B1(G,π), then ‖b(g)‖ ≺ |g|S .
Proof : B1(G,π) ⊂ sublin(G,π), so thatB1(G,π) ⊂ sublin(G,π) = sublin(G,π)
by Proposition 3.3.1. 
3.3.2 Groups with controlled Følner sequences
In this section, we prove that the converse to Corollary 3.3.2 is true for
unimodular groups in the class (L) : that is, a cocycle has sublinear growth if
and only if it is an almost coboundary.
Let G be a compactly generated, locally compact group with Haar mea-
sure µ, and let S be a compact generating subset. Let (Fn) be a sequence of
measurable, bounded subsets of nonzero measure. Set
εn =
sups∈S µ(sFn△Fn)
µ(Fn)
.
Consider an isometric aﬃne action α of G on a Hilbert space, and let b be
the corresponding 1-cocycle. Set
vn =
1
µ(Fn)
∫
Fn
b(g)dµ(g).
This is well-deﬁned.
Lemma 3.3.3. Suppose that supg∈Fn ‖b(g)‖ ≺ 1/εn. Then (vn) is a sequence
of almost fixed points for the affine action α associated with b.
Proof : For s ∈ S, we have
α(s)vn − vn = 1
µ(Fn)
∫
Fn
(b(sg) − b(g))dµ(g).
Thus
‖α(s)vn − vn‖ ≤ 2
µ(Fn)
∫
sFn△Fn
‖b(g)‖dµ(g) ≤ 2εn sup
g∈Fn
‖b(g‖. 
Recall (see [BHV, Appendix G]) that “G amenable” exactly means that we
can choose (Fn) so that εn → 0, and (Fn) is then called a Følner sequence.
In this case, we obtain, as a consequence of Lemma 3.3.3, that a 1-cocycle of
suﬃciently slow growth (depending on the behaviour of the Følner sequence,
i.e. on the asymptotic behaviour of εn and the diameter of (Fn)) must be an
almost coboundary. We record this as :
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Proposition 3.3.4. Let G be a compactly generated, locally compact amenable
group. Then there exists a proper function u : G → R+ such that, for every
1-cocycle b of G, ‖b(g)‖ ≺ u(g) implies that b is an almost coboundary. 
To obtain more quantitative statements we introduce a more restrictive
notion of Følner sets.
Definition 3.3.5. We say that the Følner sequence (Fn) of the amenable,
compactly generated locally compact group G is controlled if there exists a
constant c > 0 such that, for all n,
Fn ⊂ B(1, c/εn).
In [Tes2], it is proved that a unimodular group in the class (L) admits a
controlled Følner sequence.
Proposition 3.3.6. Let G be a compactly generated, locally compact amenable
group admitting a controlled Følner sequence (Fn), and keep the notation as
above. Then the following statements are equivalent :
(1) b ∈ B1(Γ, π)
(2) b ∈ sublin(Γ, π)
(3)The sequence (vn) is a sequence of almost fixed points for α.
Proof : (3)⇒(1) is immediate , while (1)⇒(2) follows from Corollary 3.3.2.
The remaining implication is (2)⇒(3) : suppose that b is sublinear. Write
sup|g|≤r ‖b(g)‖ = f(r) where f(r) ≺ r. Then
sup
g∈Fn
‖b(g)‖ ≤ sup
|g|≤c/εn
‖b(g)‖ = f(c/εn) ≺ 1/εn,
so that we can apply Lemma 3.3.3 to obtain that (vn) is a sequence of almost
invariant vectors. 
We use this to prove a conjecture of Shalom [Sh3, Section 6]. Recall that
a representation of a group Γ is said to be finite if it factors through a ﬁnite
group.
Proposition 3.3.7. Let π be a unitary representation of a finitely generated,
virtually nilpotent group Γ and let S be a finite generating subset of Γ. Suppose
that π has no finite subrepresentation2. For every cocycle b ∈ Z1(Γ, π), define :
vn =
1
|Sn|
∑
g∈Sn
b(g).
Then, there exists a subsequence (vni) which is a sequence of almost fixed points
for the affine action α associated with b :
‖α(s)vni − vni‖ → 0, ∀s ∈ S.
2In the conjecture of [Sh3] the assumptions are slightly stronger : S is assumed symmetric,
and pi is supposed to have no finite-dimensional subrepresentation.
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Proof : First recall that there exists d > 0 such that |Sn|  nd for all n.
By an elementary argument, there exists an inﬁnite sequence (ni) such that :
|Sni+1 \ Sni |
|Sni | 
1
|ni| . (3.3.1)
It follows that the balls (B(ni))i constitute a controlled Følner sequence of Γ.
Since Γ is virtually nilpotent, by Corollary 5.1.3 and Lemma 4.2.2 in [Sh3],
it has property HF , i.e. every representation with non-zero ﬁrst reduced coho-
mology has a ﬁnite subrepresentation. Here, by our assumption : H1(Γ, π) = 0.
So the conclusion follows from Proposition 3.3.6. 
Remark : Shalom proved in the ﬁnal section of [Sh3] that, if the result of
Proposition 3.3.7 was proved under the bare assumption that Γ has polynomial
growth, this would give rise to a new, simpler3 proof of Gromov’s celebrated
theorem [Gro1] : a ﬁnitely generated group of polynomial growth is virtually
nilpotent.
3.3.3 A sublinear cocycle with nontrivial reduced 1-cohomology
We show that the converse of Corollary 3.3.2 is not true in general, for
ﬁnitely generated groups.
Proposition 3.3.8. Let Γ be a cocompact lattice either in G = SO(n, 1) (n ≥ 2)
or G = SU(m, 1) (m ≥ 1). There exists a unitary representation σ of Γ, and
b ∈ Z1(Γ, σ)−B1(Γ, σ), such that
‖b(g)‖  |g|1/2S .
If n ≥ 3 or m ≥ 2, the representation σ may be taken to be irreducible.
Proof : A result of Delorme [Del] says that there exists a unitary irreducible
representation π with H1(G,π) 6= 0 : so we choose b ∈ Z1(G,π) − B1(G,π).
Let K be a maximal compact subgroup of G ; replacing b by a cohomologous 1-
cocycle, we may assume that b|K ≡ 0. Then b : G→Hπ factors through a map
F : G/K → Hπ, which is equivariant with respect to the corresponding aﬃne
action on Hπ. By an unpublished result of Shalom (for a proof, see Corollary
3.3.10 in [BHV]), the map F is harmonic. We may now appeal to Gromov’s
results ([Gro6], section 3.7.D’ ; see also Proposition 3.3.21 in [BHV]) on the
growth of harmonic, equivariant maps from a rank 1, Riemannian, symmetric
space to a Hilbert space. If d(x, x0) denotes the Riemannian distance between
x and the point x0 with stabilizer K in G/K, then for some constant C > 0 :
‖F (x)‖2 = C d(x, x0) + o(d(x, xo)).
Set σ = π|Γ ; since Γ is quasi-isometric to G/K, we get :
‖b|Γ(g)‖2 = O(|g|S).
3The proof would be simpler in that it would not appeal to the solution of Hilbert’s 5th
problem about the structure of locally compact groups.
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Finally, if n ≥ 3 or m ≥ 2, then Delorme also showed that π is not in the
discrete series of G, so that σ = π|Γ is irreducible, by a result of Cowling and
Steger [CowSte].
It remains to show that b|Γ is not an almost coboundary. But σ, as the
restriction to Γ of a non-trivial unitary irreducible representation of G, does
not weakly contain the trivial representation of Γ (this follows e.g. from Theo-
rem C in [Bek]). By Guichardet’s well-known criterion (see [Gu2], Cor. 2.3 in
Chap. III), this implies that B1(Γ, σ) = B1(Γ, σ), in particular every almost
coboundary is bounded. Since b|Γ is unbounded, this concludes the proof. 
3.3.4 Cocycles with slow growth
We observe here that, on an a-T-menable group (e.g. Z), there exist cocycles
with arbitrarily slow growth.
Proposition 3.3.9. Assume that G is locally compact, a-T-menable. For every
proper function f : G → R+ such that f ≥ 1, there exists a continuous condi-
tionally negative definite, proper function ψ on G such that ψ ≤ f .
We need a lemma.
Lemma 3.3.10. Let u be a proper function on R+, with u(t) ≥ 1 for t ∈ R+.
There exists a proper Bernstein function F such that F (t) ≤ u(t) for t ∈ R+.
Proof : We are going to deﬁne inductively a sequence (xn)n≥1 of positive
real numbers such that 0 < xn < 2
−n, and deﬁne
F (t) =
∞∑
n=1
(1− e−txn).
Since 1− e−txn ≤ txn, the series deﬁning F will converge uniformly on compact
subsets of R+, so F will be a Bernstein function (in fact associated with µ =∑∞
n=1 δxn and a = 0). Let Fm(t) =
∑m
n=1(1 − e−txn) be the m-th partial sum.
For ﬁxed m, we will have F ≥ Fm, hence
lim inf
t→∞ F (t) ≥ limt→∞Fm(t) = m;
since this holds for every m, we have limt→∞ F (t) =∞, i.e. F is proper.
It remains to manage to construct the xn’s so that F ≤ u on R+. We
will construct xn inductively so that u > Fn + 2
−n on R+. Setting F0 ≡ 0,
the construction will also apply to n = 1. So assume 0 < xn−1 < 2−n+1 has
been constructed so that u > Fn−1 + 2−n+1 on R+. Since u is proper and
Fn−1 is bounded, we ﬁnd Kn > 0 large enough so that u(t) > Fn−1(t) + 2 for
t > Kn, t ∈ R+. By taking xn > 0 very small (with xn < 2−n anyway), we may
arrange to have 1− e−txn < 2−n for t < Kn. Then, for t < Kn, t ∈ R+ :
u(t)− Fn(t) = u(t)− Fn−1(t)− (1− e−txn) > 2−n+1 − 2−n = 2−n;
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while for t ≥ Kn, t ∈ R+ :
u(t)− Fn(t) = u(t)− Fn−1(t)− (1− e−txn) > 2− 1 = 1 > 2−n.
This concludes the induction step. 
Proof of Proposition 3.3.9 : If G is compact, we can take ψ = 0 ; thus
suppose G noncompact. As G is a-T-menable, we may choose a proper condi-
tionally negative deﬁnite function ψ0 on G.
Deﬁne a proper function u ≥ 1 on R+ by
u(t) = inf{f(g) : g ∈ ψ−10 ( [t,∞[ )}.
By lemma 3.3.10, we can ﬁnd a proper Bernstein function F such that F ≤ u
on R+. Then, by construction, F (ψ0(g)) ≤ f(g), and by Lemma 3.2.4, F ◦ ψ0
is conditionally negative deﬁnite. 
3.3.5 Cocycles with arbitrary large sublinear growth
As we observed earlier, a cocycle on Zn (orRn) has either linear or sublinear
growth. This raises the question whether there is a gap between the two. We
show here that it is not the case.
Lemma 3.3.11. Let w : R+ → R+ be any function with sublinear growth.
Then there exists a sublinear Bernstein function F such that F (x) ≥ w(x) for
x large enough.
Proof : The function x 7→ w(x)/x tends to zero. It is easy to construct a
decreasing function x 7→ u(x) of class C1, such that u(x) ≥ w(x)/x for x large
enough, and such that u(x)→ 0 when x→∞.
Now deﬁne the measure
dµ(s) =
−u′(1/s)
s3
1[0,1](s)ds.
An immediate calculation gives, for 0 < ε ≤ 1, ∫ 1ε sdµ(s) = u(1)−u(1/ε), which
is bounded, so that
∫ 1
0 sdµ(s) < ∞. So we can deﬁne the Bernstein function
associated to µ : F (t) =
∫∞
0 (1 − e−ts)dµ(s). Then, for all t ≥ 1, using the
inequality 1− e−ts ≥ (1− e−1)ts on [0, 1/t] :
F (t) ≥
∫ 1/t
0
(1− e−ts)dµ(s)
≥ (1− e−1)t
∫ 1/t
0
sdµ(s)
= (1− e−1)t
∫ 1/t
0
−u′(1/s)ds
s2
= (1− e−1)t u(t)
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≥ (1− e−1)w(t) for large t.
The Bernstein function x 7→ (1− e−1)−1F (x) satisﬁes our purposes, as it is
easy to see that it is sublinear. 
An example of application of Lemma 3.3.11 is the following result.
Proposition 3.3.12. Let G be a locally compact, compactly generated group
having a 1-cocycle of linear growth (e.g. G = Zn or Rn for n ≥ 1). Then, for
every function f : G→ R+ with sublinear growth, there exists on G a sublinear
1-cocycle b such that ‖b(g)‖  f(g).
Proof : Let b′ denote a 1-cocycle with linear growth, and write |g| = ‖b′(g)‖,
so that g 7→ |g| is equivalent to the word length, and its square is conditionally
negative deﬁnite on G.
By hypothesis, f(g) ≺ |g|. Deﬁne w : R+ → R+ by
w(x) = sup{f(h) : |h| ≤ x}.
Then w is sublinear on R+, and so is the function x 7→ w(x1/2)2. By Lemma
3.3.11, we ﬁnd a sublinear Bernstein function F such that F (x) ≥ w(x1/2)2 for
large x. Using Lemma 3.2.4, the function g 7→ F (|g|2) is conditionally negative
deﬁnite on G ; moreover F (|g|2)1/2 ≺ |g|, and F (|g|2)1/2 ≥ f(g) for g ∈ G with
|g| large enough. 
3.4 Cocycles with non-slow growth
3.4.1 Amenability
Here is a generalization of a result by Guentner and Kaminker [GuKa, §5]
who proved it in the case of discrete groups.
Theorem 3.4.1. Let G be a locally compact group, and S a symmetric, compact
generating subset. Suppose that G admits a 1-cocycle b with compression ρ(g) ≻
|g|1/2. Then G is amenable.
Corollary 3.4.2. If a locally compact, compactly generated group admits a
linear 1-cocycle, then it is amenable. 
Proof of Theorem 3.4.1 For t > 0, deﬁne ft(g) = e
−t‖b(g‖2 . By Schoen-
berg’s Theorem [BHV, Appendix C], ft is deﬁnite positive. We claim that ft is
square summable. Denote Sn = {g ∈ G : |g|S = n}, and ﬁx a left Haar measure
µ on G. There exists a <∞ such that µ(Sn) ≤ ean for all n. Since ρ(g) ≻ |g|1/2,
there exists n0 such that, for all n ≥ n0, and all g ∈ Sn, 2t‖b(g)‖2 ≥ (a+ 1)n.
Then, for all n ≥ n0,∫
Sn
ft(g)
2dµ(g) =
∫
Sn
e−2t‖b(g)‖
2
dµ(g)
≤
∫
Sn
e−(a+1)ndµ(g) ≤ µ(Sn)e−(a+1)n ≤ e−n.
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Therefore, the sequence (
∫
Sn
ft(g)
2dµ(g)) is summable, so that ft is square-
summable.
By [Dix, The´ore`me 13.8.6], it follows that there exists a positive deﬁnite,
square-summable function ϕt on G such that ft = ϕt ∗ ϕt, where ∗ denotes
convolution. In other words, ft = 〈λ(g)ϕt, ϕt〉, where λ denotes the left regular
representation of G on L2(G). Note that ft converges to 1, uniformly on compact
subsets, when t → 0. For t = 0, this means that ‖ϕt‖ → 1. We conclude
that (ϕt/‖ϕt‖) provides a sequence of almost invariant vectors for the regular
representation of G in L2(G), so that G is amenable. 
3.4.2 Cocycles with linear growth
Let us recall a property introduced by Shalom in [Sh3] : a group has Pro-
perty HFD if every unitary representation such that H1(Γ, π) 6= 0 has a ﬁnite-
dimensional subrepresentation.
Here are a few useful results about Property HFD.
1) Property HFD is a quasi-isometry invariant among discrete amenable
groups (Shalom, [Sh3, Theorem 4.3.3]).
2) A ﬁnitely generated amenable group with PropertyHFD has a ﬁnite index
subgroup with inﬁnite abelianization [Sh3, Theorem 4.3.1].
3) A connected amenable Lie group has Property HFD (F. Martin, [Ma,
Theorem 3.3]). A polycyclic group has Property HFD [Sh3, Theorem
5.1.4]. Both results rely on a deep result by Delorme [Del] : connected
solvable Lie groups have Property HFD.
4) The semidirect product Z[1/mn]⋊m/n Z, and the wreath product F ≀ Z,
where F is any ﬁnite group, have Property HFD [Sh3, Theorems 5.2.1 and
5.3.1]. Semidirect products
(
R⊕⊕p∈SQp)⋊mn Z or
(⊕
p∈SQp
)
⋊m
n
Z,
with m,n co-prime integers, and S a ﬁnite set of prime numbers dividing
mn also have Property HFD [Sh3, Proof of Theorem 5.3.1].
5) The wreath product Z ≀ Z does not have Property HFD [Sh3, Theorem
5.4.1].
We prove :
Theorem 3.4.3. Let G be a locally compact, compactly generated group with
property HFD. Suppose that G admits a unitary representation π such that
lin(G,π) is nonempty. Then, G has a compact normal subgroup K such that
G/K is isomorphic to some closed subgroup of Isom(Rn). In particular,
– G is quasi-isometric to Rm for some unique m,
– If G is discrete, then G is virtually abelian.
Proof : Let (H, π) be a unitary representation of G and suppose that there
exists b ∈ lin(G,π). Replacing G by G/K for some compact normal subgroup
if necessary, we can suppose by [Com, Theorem 3.7] that G is separable, and
thus we can also assume that H is separable.
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As G has Property HFD, H splits into a direct sum H = H′ ⊕ (
⊕
n∈NHn)
where Hn are ﬁnite dimensional subrepresentations and where H′ is a subre-
presentation with trivial reduced cohomology. By Proposition 3.3.1, and since b
has linear growth, its orthogonal projection on ⊕n∈NHn still has linear growth,
so we can assume that H = ⊕n∈NHn. Now, let bn be the projection of b on
⊕k≤nHk. Then bn → b uniformly on compact subsets. So, as lin(G,π) is open
and b ∈ lin(G,π), there exists n such that bn ∈ lin(G,π). Hence bn deﬁnes a
proper morphism G→ Isom(Hn) ; denote by H its image.
If G is discrete, by Bieberbach’s Theorem (see for instance [Bus]), this im-
plies that G has a morphism with ﬁnite kernel onto a virtually abelian group,
hence is itself virtually abelian.
In general, by Corollary B.0.3, G acts properly and cocompactly on some
Euclidean space Rn, hence is quasi-isometric to Rn. 
3.4.3 Uniform embeddings into Hilbert spaces
Let G be a locally compact group, and | · |S the length function with respect
to a compact symmetric generating subset S. For an arbitrary map f of G to
a Hilbert space H, deﬁne its dilatation as :
δ(x) = sup{‖f(g) − f(h)‖ : |g−1h|S ≤ x} ∈ R+ ∪ {∞},
and its compression as :
ρ(x) = inf{‖f(g) − f(h)‖ : |g−1h|S ≥ x} ∈ R+ ∪ {∞},
We call f a uniform map if δ(x) <∞ for all x ∈ R+ (by an easy standard
argument, this implies that δ has at most linear growth). The map f is called a
uniform embedding if, in addition, ρ(x)→∞ when x→∞. It is called a quasi-
isometric embedding if, in addition, it has compression with linear growth, i.e.
ρ(g)  |g|.
The following result, which was pointed out to us by M. Gromov (who
provided a proof in the discrete case), is very useful.
Proposition 3.4.4. Let G be an locally compact, compactly generated, ame-
nable group. Let f be a uniform map of G into a Hilbert space, and ρ its com-
pression, δ its dilatation. Then G admits a 1-cocycle with compression ≥ ρ− a
and dilatation ≤ δ + a, for some constant a ≥ 0. If G is discrete, we can take
a = 0.
Proof : Let m be a mean on G, that is, a continuous, linear map on L∞(G)
such that m(1) = 1, m(f) ≥ 0 whenever f ≥ 0 locally almost everywhere. Since
G is amenable, we can choose m invariant, i.e. m(g · f) = m(f) for all g ∈ G
and f ∈ L∞(G), where (g · f)(h) is by deﬁnition equal to f(g−1h), but we ﬁrst
do not assume m invariant.
For g, h ∈ G, set Ψ(g, h) = ‖f(g)− f(h)‖2. By assumption,
ρ(g−1h) ≤ Ψ(g, h)1/2 ≤ δ(g−1h), ∀g, h ∈ G.
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The upper bound by δ implies that f is a uniform map. By Lemma A.0.1
in the appendix, there exists a uniformly continuous function f ′ at bounded
distance from f (if G is discrete we do not need Lemma A.0.1 since it suﬃces
to take f ′ = f). Write Ψ′(g, h) = ‖f ′(g) − f ′(h)‖2. Then Ψ1/2 − (Ψ′)1/2 is
bounded.
Now set ug1,g2(h) = Ψ
′(hg1, hg2) for g1, g2, h ∈ G. The upper bound by δ
and the uniform continuity of f ′ imply that the mapping (g1, g2) 7→ ug1,g2 is a
continuous function from G × G to L∞(G), so that the function Ψm(g1, g2) =
m(ug1,g2) is continuous on G×G.
If m is given by a non-negative function in L1(G), it is immediate that
Ψm is conditionally negative deﬁnite on G. By continuity of the mapping m 7→
Ψm(g1, g2) (when L
∞(G)∗ is endowed with the weak-* topology), it follows that
Ψm is conditionally negative deﬁnite on G for all m. Now assume that m is G-
invariant. It follows that Ψm is G-invariant, so that we can write Ψm(g1, g2) =
ψ(g−11 g2) for some continuous, conditionally negative deﬁnite function ψ on G.
Let b be the corresponding 1-cocycle. The estimates on ψ, and thus on ‖b‖
immediately follow from the positivity of m. 
Corollary 3.4.5. If a locally compact, compactly generated amenable group G
quasi-isometrically embeds into Hilbert space, then it admits a 1-cocycle with
linear growth. 
From Corollary 3.4.5 and Theorem 3.4.3, we deduce immediately :
Corollary 3.4.6. Let G be a locally compact, compactly generated amenable
group with property HFD. The group G admits a quasi-isometric embedding
into a Hilbert space if and only if G acts properly on a Euclidean space. In
particular, if G is discrete, this means that it is virtually abelian.
Combining this corollary with Shalom’s results mentioned in §3.4.2, we im-
mediately obtain Theorem 3.1.4 in the introduction.
Proof of Corollary 3.1.5. We must prove that if a ﬁnitely generated group
Γ is quasi-isometric to Zn, then it has a ﬁnite index subgroup isomorphic to
Zn. We recall that this result, which was known as a consequence of Gromov’s
polynomial growth Theorem, has been given a new proof in [Sh3]. As in [Sh3],
the ﬁrst step is the fact that, since Property HFD is a quasi-isometric invariant
of amenable groups, Γ has Property HFD. Now, being quasi-isometric to Z
n, Γ
quasi-isometrically embeds in a Hilbert space, hence is virtually isomorphic to
Zm for some m, by Theorem 3.1.4.
Finally, it is well-known that Zm and Zn being quasi-isometric implies m =
n. For instance, it suﬃces to observe that the degree of growth of Zn is n. 
Proof of Corollary 3.1.6. It is enough to show that the regular tree of
degree 3 does not embed quasi-isometrically into Hilbert space. But such a tree
is quasi-isometric to Q2 ⋊2 Z, since this group acts cocompactly and properly
on the Bass-Serre tree of SL2(Q2). On the other hand, Q2 ⋊2 Z has no com-
pact normal subgroup, so it does not act properly cocompactly on a Euclidean
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space.Since it hasHFD, by Theorem 3.1.4, it does not quasi-isometrically embed
into Hilbert space. 
Remark 3.4.7. Proposition 3.4.4 is speciﬁc to amenable groups. For instance,
if Γ is a free group on n ≥ 2 generators, then it has uniform embeddings with
compression ≥ |g|a for arbitrary a < 1 [GuKa, §6], while it has no 1-cocycle
with compression ≻ |g|1/2 since it is non-amenable ([GuKa, §5] or Theorem
3.4.1).
3.4.4 Equivariant Hilbert space compression
The following deﬁnition is due to E. Guentner and J. Kaminker [GuKa]. Let
G be a compactly generated group, endowed with its word length |.|S .
Definition 3.4.8. The equivariant Hilbert space compression of G is deﬁned
as :
B(G) = sup{α ≥ 0, ∃π unitary representation, ∃b ∈ Z1(G,π), ‖b(g)‖  |g|αS}.
It is clear that 0 ≤ B(G) ≤ 1, and if G admits a linear 1-cocycle, then
B(G) = 1. The converse in not true : it is shown in [Tes2] that B(G) = 1 for
groups of the class (L) whereas we have shown above (Theorem 3.1.4) that these
groups do not admit linear cocycles unless they act properly on a Euclidean
space.
Another immediate observation is that if B(G) > 0, then G is a-T-menable.
We know nothing about the converse : actually we know no example of a-T-
menable group with B < 1/2 ; at the other extreme, we do not know if solvable
groups always satisfy B > 0.
There is a large class of groups for which a 1-cocycle b(g) ∼ |g|1/2 can be
constructed, so that B(G) ≥ 1/2 (this must be an equality for non-amenable G
by Proposition 3.4.1), including :
– Coxeter groups [BoJS] ;
– groups acting cocompactly on a ﬁnite dimensional CAT (0) cubical com-
plex [NR] ;
– groups acting cocompactly on a real or complex hyperbolic space [FH], i.e.
SO(n, 1), SU(n, 1) and their cocompact subgroups (e.g. Fuchsian groups) ;
– a large class of “diagram groups”, including Thompson’s group F of the
interval and Z ≀ Z [AGS].
Also note that by [AGS], 1/2 ≤ B(Z ≀Z) ≤ 3/4, and B(Z ≀Γ) ≤ 1/2 for every
ﬁnitely generated group Γ of non-polynomial growth. It follows that there are
solvable (hence amenable) groups with B ≤ 1/2, as we see by taking Γ solvable
of exponential growth such as Z ≀ Z.
It follows from Proposition 3.4.4 that, for amenable groups G, the number
B(G) is a quasi-isometry invariant.
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Chapitre 4
Etude dynamique des actions
par isome´tries sur un espace
de Hilbert II : structure des
orbites
Re´sume´
Our main result is that a ﬁnitely generated nilpotent group has no isometric
action on an inﬁnite-dimensional Hilbert space with dense orbits. In contrast,
we construct such an action with a ﬁnitely generated metabelian group.
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4.1 Introduction
The study of isometric actions of groups on aﬃne Hilbert spaces has, in
recent years, found applications ranging from the K-theory of C∗-algebras
[HiKa], to rigidity theory [Sh2] and geometric group theory [Sh3, CTV]. This
renewed interest motivates the following general problem : How can a given
group act by isometries on an affine Hilbert space ?
This paper is a sequel to [CTV], but can be read independently. In [CTV],
given an isometric action of a ﬁnitely generated group G on a Hilbert space
α : G→ Isom(H), we focused on the growth of the function g 7→ α(g)(0). Here
the emphasis is on the structure of orbits.
We will mainly focus on actions of nilpotent groups. Let us begin by a simple
example : every isometric action of Z on a Euclidean space is the direct sum of
an action with a ﬁxed point and an action by translations. This actually remains
true for general locally compact nilpotent groups. The situation becomes more
subtle when we study actions on inﬁnite-dimensional Hilbert spaces. However,
something remains from the ﬁnite-dimensional case.
We say that a convex subset of a Hilbert space is locally bounded if its
intersection with any ﬁnite-dimensional subspace is bounded. The main result
of the paper is the following theorem, proved in §4.4.
Theorem 1. Let G be a nilpotent group. Let G act isometrically on a Hilbert
space H, with linear part π. Let O be an orbit under this action. Then there
exist
– a closed subspace T of H (the “translation part”), contained in the sub-
space of invariant vectors of π, and
– a closed, locally bounded convex subset U of the orthogonal subspace T⊥,
such that O is contained in T × U .
We owe the following general question to A. Navas : which locally compact
groups have an isometric action on an inﬁnite-dimensional separable Hilbert
space with dense orbits (i.e. a minimal action) ? Theorem 1 allows us to provide
a negative answer in the case of ﬁnitely generated nilpotent groups.
Corollary 2. (see Corollary 4.4.6) A compactly generated, nilpotent-by-compact
locally compact group does not admit any affine isometric action with dense
orbits on an infinite-dimensional Hilbert space.
Actually, for compactly generated nilpotent groups, one can describe all
aﬃne isometric actions on Euclidean spaces with dense orbits ; see Corollary
4.4.5.
In the course of our proof, we introduce the following new deﬁnition : a
unitary or orthogonal representation π of a group is strongly cohomological if
H1(G, ρ) 6= 0 for every nonzero subrepresentation ρ ≤ π. It is easy to observe
that the linear part of an aﬃne isometric action with dense orbits is strongly
cohomological. The main non-trivial step in the proof of Theorem 1 is the
following result.
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Proposition 3. (see Proposition 4.3.9) Let π be an orthogonal or unitary re-
presentation of a second countable, nilpotent locally compact group G. Suppose
that π is strongly cohomological. Then π is a trivial representation.
Another case for which we answer negatively Navas’ question is the follo-
wing.
Theorem 4. (see Theorem 4.4.7) Let G be a connected semisimple Lie group.
Then G has no isometric action on a nonzero Hilbert space with dense orbits.
It is not clear how Theorem 1 and Corollary 2 can be generalized, in view
of the following example.
Proposition 5. (see Proposition 4.2.1) There exists a finitely generated me-
tabelian group admitting an affine isometric action with dense orbits on an
infinite-dimensional separable Hilbert space.
Another construction provides
Proposition 6. (see Proposition 4.2.3) There exists a countable group admit-
ting an affine isometric action with dense orbits on an infinite-dimensional
Hilbert space, in such a way that every finitely generated subgroup has a fixed
point.
Acknowledgements. We thank A. Navas for useful discussions and encoura-
gement.
4.2 Existence results
Here is a ﬁrst positive result regarding Navas’ question.
Proposition 4.2.1. There exists an isometric action of a metabelian 3-generator
group on ℓ2R(Z), all of whose orbits are dense.
Proof : Observe that Z[
√
2] acts onR by translations, with dense orbits. So the
free abelian group of countable rank Z[
√
2](Z) acts by translations, with dense
orbits, on ℓ2R(Z). Observe now that the latter action extends to the wreath
product Z[
√
2] ≀ Z = Z[√2](Z) ⋊ Z, where Z acts on ℓ2R(Z) by the shift. That
wreath product is metabelian, with 3 generators. 
Corollary 4.2.2. There exists an isometric action of a free group of finite rank
on a Hilbert space, with dense orbits.
Recall that an isometric action α : G→ Isom(H) almost has fixed points if
for every ε > 0 and every compact subset K ⊂ G there exists v ∈ H such that
supg∈K ‖v − α(g)v‖ ≤ ε.
In the example given by Proposition 4.2.1, the given isometric action clearly
does not almost have ﬁxed points, i.e. it deﬁnes a nonzero element in reduced
1-cohomology. The next result shows that this is not always the case.
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Proposition 4.2.3. There exists a countable group Γ with an affine isometric
action α on an infinite-dimensional Hilbert space, such that α has dense orbits,
and every finitely generated subgroup of Γ has a fixed point. In particular, the
action almost has fixed points.
Proof : We ﬁrst construct an uncountable group G and an aﬃne isometric
action of G having dense orbits and almost having ﬁxed points.
In H = ℓ2R(N), let An be the aﬃne subspace deﬁned by the equations
x0 = 1, x1 = 1, ..., xn = 1,
and let Gn be the pointwise stabilizer of An in the isometry group of H. Let G
be the union of the Gn’s. View G as a discrete group.
It is clear that G almost has ﬁxed points in H, since any ﬁnite subset of G
has a ﬁxed point. Let us prove that G has dense orbits.
Claim 1. For all x, y ∈ H, we have limn→∞ |d(x,An)− d(y,An)| = 0.
By density, it is enough to prove Claim 1 when x, y are ﬁnitely supported
in ℓ2R(N). Take x = (x0, x1, ..., xk , 0, 0, ...) and choose n > k. Then
d(x,An)
2 =
k∑
j=0
(xj − 1)2 +
n∑
j=k+1
12 = n+ 1− 2
k∑
j=0
xj +
k∑
j=0
x2j ,
so that d(x,An) =
√
n+O( 1√
n
), which proves Claim 1.
Denote by pn the projection on the closed convex set An, namely pn(x0, x1, . . . ) =
(1, 1, . . . , 1, xn+1, xn+2, . . . ).
Claim 2. For all x, y ∈ H, we have limn→∞ ‖pn(x)− pn(y)‖ = 0.
This is a straightforward computation.
Claim 3. G has dense orbits in H.
Observe that two points x, y ∈ H are in the same Gn-orbit if and only
if d(x,An) = d(y,An) and pn(x) = pn(y). Fix x0, z ∈ H. We want to show
that limn→∞ d(Gnx0, z) = 0. So ﬁx ε > 0. By the second claim, for some n0,
‖pn(x0)− pn(z)‖ ≤ ε/2 whenever n ≥ n0. Set
W = {x ∈ H| pn(x) = pn(z)};
this is the orthogonal aﬃne subspace of An passing through z. Then y0 =
x0 + (pn(z) − pn(x0)) ∈ W . By the ﬁrst claim, there exists n1 ≥ n0 such that
|d(y0, An) − d(z,An)| ≤ ε/2 for every n ≥ n1. Therefore there exists y ∈ W
such that ‖y − z‖ ≤ ε/2 and d(y,An) = d(y0, An) = d(x0, An). By the previous
observation, there exists g ∈ Gn such that y = gy0. Then
d(gx0, z) ≤ d(gx0, gy0) + d(gy0, z) ≤ ε,
so that d(Gnx0, z) ≤ ε for every n ≥ n1, proving the last claim.
Using separability of H, it is now easy to construct a countable subgroup Γ
of G also having dense orbits on H. 
Question 1. Does there exist an aﬃne isometric action of a finitely generated
group on a Hilbert space, having dense orbits and almost having ﬁxed points ?
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4.3 Cohomology of unitary representations of nil-
potent groups
Our non-existence results concerning nilpotent locally compact groups will
be based on the following study of their unitary representations.
Definition 4.3.1. If G is a topological group and π a unitary representation,
we say that π is strongly cohomological if every nonzero subrepresentation of π
has nonzero ﬁrst cohomology.
The following lemma is Proposition 3.1 in Chapitre III of [Gu2].
Lemma 4.3.2. Let π be a unitary representation of G that does not contain
the trivial representation. Let z be a central element of G. Suppose that 1−π(z)
has a bounded inverse (equivalently, 1 does not belong to the spectrum of π(z)).
Then H1(G,π) = 0.
Proof : If g ∈ G, expanding the equality b(gz) = b(zg), we obtain that (1 −
π(z))b(g) is bounded by 2‖b(z)‖, so that b is bounded by 2‖(1−π(z))−1‖‖b(z)‖.

Lemma 4.3.3. Let G be a locally compact, second countable group, and π a
strongly cohomological representation. Then π is trivial on the centre Z(G).
Proof : Fix z ∈ Z(G). As G is second countable, we may write π = ∫ ⊕
Gˆ
ρ dµ(ρ),
a disintegration of π as a direct integral of irreducible representations. Let
χ : Gˆ → S1 : ρ 7→ ρ(z) be the continuous map given by the value of the
central character of ρ on z. For ε > 0, set Xε = {ρ ∈ Gˆ : |χ(ρ) − 1| > ε} and
πε =
∫ ⊕
Xε
ρ dµ(ρ), so that πε is a subrepresentation of π. Since |ρ(z)−1|−1 < ε−1
for ρ ∈ Xε, the operator
(πε(z) − 1)−1 =
∫ ⊕
Xε
(ρ(z) − 1)−1 dµ(ρ)
is bounded. We can now apply Lemma 4.3.2 to conclude that H1(G,πε) = 0.
By deﬁnition, this means that πε is the zero subrepresentation, meaning that
the spectral measure µ is supported in Gˆ −Xε. As this holds for every ε > 0,
we see that µ is supported in {ρ ∈ Gˆ|ρ(z) = 1}, to the eﬀect that π(z) = 1. 
Proposition 4.3.4. Let G be a topological group, and π a unitary representa-
tion of G. Suppose that H1(G,π) 6= 0. Then π has a nonzero subrepresentation
that is strongly cohomological.
Proof : Suppose the contrary. Then, by a standard application of Zorn’s
Lemma, π decomposes as a direct sum π =
⊕
i∈I πi, where H
1(G,πi) = 0 for
every i ∈ I, so that H1(G,π) = 0 by Proposition 2.6 in Chapitre III of [Gu2]. 
Remark 4.3.5. The converse is false, even for ﬁnitely generated groups : in-
deed, it is easy to check (see [Gu1]) that every nonzero representation of the
free group F2 has non-vanishing H
1, so that every unitary representation of F2
is strongly cohomological. But it turns out that F2 has an irreducible represen-
tation π such that H1(F2, π) = 0 (see Proposition 2.4 in [MaVa]).
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Corollary 4.3.6. Let G be a locally compact, second countable group, and let π
be a unitary representation of G without invariant vectors. Write π = π0 ⊕ π1,
where π1 consists of the Z(G)-invariant vectors. Then
(1) π0 does not contain any nonzero strongly cohomological subrepresentation
(in particular, H1(G,π0) = 0) ;
(2) every 1-cocycle of π1 vanishes on Z(G), so that H
1(G,π1) ≃ H1(G/Z(G), π1).
Proof : (1) follows by combining Lemma 4.3.3 and Proposition 4.3.4. For (2),
we use the idea of proof of Theorem 3.1 in [Sh2] : if b ∈ Z1(G,π1), then for
every g ∈ G, z ∈ Z(G),
π1(g)b(z) + b(g) = b(gz) = b(zg) = b(g) + b(z)
as π1(z) = 1. So π1(g)b(z) = b(z) ; this forces b(z) = 0 as π has no G-invariant
vector. So b factors through G/Z(G). 
Observe that Corollary 4.3.6 provides a new proof of Shalom’s Corollary
3.7 in [Sh2] : under the same assumptions, every cocycle in Z1(G,π) is almost
cohomologous to a cocycle factoring through G/Z(G) and taking values in a
subrepresentation factoring through G/Z(G). From Corollary 4.3.6 we also im-
mediately deduce
Corollary 4.3.7. Let G be a locally compact, second countable, nilpotent group,
and let π be a representation of G without invariant vectors. Let (Zi) be the
ascending central series of G (Z0 = {1}, and Zi is the centre modulo Zi−1). Let
σi denote the subrepresentation of G on the space of Zi-invariant vectors, and
finally let πi be the orthogonal of σi+1 in σi, so that π =
⊕
πi.
Then H1(G,πi) ≃ H1(G/Zi, πi) for all i, and π is not a strongly cohomolo-
gical subrepresentation. In particular, H1(G,π) = 0. 
Note that the latter statement is a result of Guichardet [Gu1, The´ore`me 7],
which can be stated as : G has Property HT (i.e. every unitary representation
with non-vanishing reduced 1-cohomology contains the trivial representation).
Definition 4.3.8. We say that a locally compact group G has Property HCT
if every strongly cohomological unitary representation of G is trivial.
It is a straightforward veriﬁcation that this is equivalent to : every strongly
cohomological orthogonal representation of G is trivial. This will be useful in
the next paragraph since we will deal with orthogonal rather than unitary
representations. In this section we have proved :
Proposition 4.3.9. If G is a locally compact, second countable nilpotent group,
then G has Property HCT .
As a corollary of Proposition 4.3.4, Property HCT implies Property HT .
However the converse is not true, as shown by the following example.
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Example 1. Let G be the full aﬃne group of the real line. The dual Gˆ (i.e.
the space of unitary irreducible representations of G with the Fell-Jacobson
topology) was described in [Fe62] : it consists of two copies of the real line (cor-
responding to one-dimensional representations, i.e. characters) plus one point
{σ} which is both open and dense. The only irreducible representation with
non-vanishing reduced 1-cohomology is the trivial representation 1G, so that
G has Property HT ; on the other hand, since σ weakly contains 1G, one has
H1(G,σ) 6= 0 by [Gu1, The´ore`me 1]. So σ is strongly cohomological, meaning
that G does not have Property HCT .
4.4 Non-existence results
Definition 4.4.1. 1) We say that a subset Y of a metric space (X, d) is coarsely
dense if there exists C ≥ 0 such that, for every x ∈ X,
d(x, Y ) ≤ C.
2) We say that a subset Y of a Hilbert space H is enveloping if its closed
convex hull is all of H.
Observe that every dense subset of a metric space is coarsely dense. Besides,
in a Hilbert space H, every coarsely dense subset Y is enveloping. Indeed,
suppose that Y is contained in a closed, convex proper subset X of H. Consider
v /∈ X and let y denote its projection on X (excluding the trivial case Y = ∅).
Then, for every λ ≥ 0, we have d(y + λ(v − y), Y ) ≥ d(y + λ(v − y),X) = λ,
which is unbounded, so that Y is not coarsely dense.
Example 2. In ℓ2R(Z), let X denote the subset of elements with integer co-
eﬃcients. Then X is enveloping : indeed, its intersection with the subspace
Fn = ℓ
2
R({−n, . . . , n}) is coarsely dense, hence enveloping in Fn, and the in-
creasing union
⋃
Fn is dense in ℓ
2
R(Z). But X is not coarsely dense : indeed,
for every n ≥ 0, the element 121{1,...,4n} is at distance
√
n to X.
Note that X is the orbit of 0 for the natural action of the wreath product
Z ≀ Z = Z(Z) ⋊ Z on ℓ2R(Z), where Z(Z) acts by translations and the factor Z
acts by shifting (compare to the example in the proof of Proposition 4.2.1).
Lemma 4.4.2. Let G be a topological group and π an orthogonal representation,
admitting a 1-cocycle b with enveloping orbits. Then π is strongly cohomological.
Proof : If σ is a nonzero subrepresentation of π, let bσ be the orthogonal
projection of b on Hσ, so that bσ ∈ Z1(G,σ). Then bσ(G) is enveloping in Hσ,
in particular bσ is unbounded. So bσ deﬁnes a nonzero class in H
1(G,σ). 
Theorem 4.4.3. Let G be a locally compact group with Property HCT . Let G
act isometrically on a Hilbert space H, with linear part π. Let O be an orbit
under this action. Then there exist
– a subspace T of H, contained in Hπ(G), and
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– a closed, locally bounded convex subset U of T⊥,
such that O is contained in T × U .
Proof : We immediately reduce to the case when π has no invariant vectors,
so that we must prove that the closed convex hull U of O is locally bounded.
Observe that a convex subset of a Hilbert space is locally bounded if and
only if it contains no aﬃne half-line. Thus denote by D the set of aﬃne half-lines
contained in U , and suppose by contradiction that D 6= ∅. Denote by D0 the
corresponding set of linear half-lines (where the linear half-line corresponding
to a half-line x +R+v is simply R+v). Then D0 is invariant under the linear
action π of G. LetW be the closed subspace of H generated by all the half-lines
in D0, and denote by σ the corresponding subrepresentation. By assumption, σ
is nonzero.
We claim that σ is strongly cohomological, contradicting that π has no
invariant vectors along with the HCT assumption. Let ρ be a nonzero subre-
presentation of σ. Then by the deﬁnition of W , there exists an half-line of U
which projects injectively into the subspace of ρ. Thus H1(G, ρ) 6= 0, proving
the claim, and ending the proof. 
Proof of Theorem 1.We can suppose that π has no invariant vector. Suppose
that the convex hull of α(G)(0) is not locally bounded. Then it contains a half-
line D = x + R+v. Let (xn) be an unbounded sequence in D. Every xn is
a convex combination of elements of the form α(g)(0), where g ranges over a
ﬁnite subset Fn of G. Besides, since π(G) has no invariant vector, there exists
g ∈ G such that π(g)v 6= v. Let H be the subgroup of G generated by the
countable subset {g} ∪ ⋃n Fn. Then the convex hull of α(H)(0) contains D.
By Proposition 4.3.9, H has Property HCT ; it follows by Theorem 4.4.3 that
D is parallel to the invariant vectors of π(H), so that v is contained in the
π(H)-invariant vectors, a contradiction. 
Corollary 4.4.4. Let G be a locally compact group with Property HCT . Let H
be a Hilbert space on which G acts with enveloping (respectively coarsely dense,
resp. dense) image. Then the action is by translations, defined by a continuous
morphism : u : G→ (H,+) with enveloping (resp. coarsely dense, resp. dense)
image. 
Corollary 4.4.5. Let G be a locally compact, compactly generated group with
Property HCT , and let H be a (real) Hilbert space. Then
– G has an isometric action on H with coarsely dense (respectively envelo-
ping) orbits if and only H has finite dimension k, and G has a quotient
isomorphic to Rn × Zm, with n+m ≥ k.
– G has an isometric action on H with dense orbits if and only H has
finite dimension k, and G has a quotient isomorphic to Rn × Zm, with
max(n+m− 1, n) ≥ k.
Proof : Let α be an aﬃne isometric action of G with enveloping orbits (this
encompasses all possible assumptions). By Corollary 4.4.4, the action is by
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translations ; let u be the morphism G → (H,+) ; its image generates H as a
topological vector space. Let W denote the kernel of u.
Then A = G/W is a locally compact, compactly generated abelian group,
which embeds continuously into a Hilbert space. By standard structural results,
A has a compact subgroupK such that A/K is a Lie group. SinceK embeds into
a Hilbert space, it is necessarily trivial, so that A is an abelian Lie group without
compact subgroup. Accordingly, A is isomorphic to Rn ×Zm for some integers
n,m ; the embedding of A into H extends canonically to a linear mapping of
Rn+m into H. In particular H is ﬁnite-dimensional, of dimension k ≤ n+m.
If the action has dense orbits, then either m = 0 and n ≥ k, or m ≥ 1
and m ≥ k − n + 1 ; this means that k ≤ max(n + m − 1, n). Conversely, if
k ≤ n + m − 1, then, since Z has a dense embedding into the torus Rk/Zk,
Zk+1 has a dense embedding into Rk, and this embedding can be extended to
Rn × Zm. 
From Proposition 4.3.9 and Corollary 4.4.5, we deduce
Corollary 4.4.6. A compactly generated, nilpotent-by-compact group does not
admit any isometric action with enveloping (e.g. dense) orbits on an infinite-
dimensional Hilbert space.
Proposition 4.2.1 on the one hand, and Corollary 4.4.6 on the other, isolate
the ﬁrst test-case for Navas’ question :
Question 2. Does there exist a polycyclic group admitting an aﬃne isometric
action with dense orbits on an inﬁnite-dimensional Hilbert space ?
Let us prove a related result for semisimple groups.
Theorem 4.4.7. Let G be a connected, semisimple Lie group. Then G cannot
act on a Hilbert space H 6= 0 with coarsely dense (e.g. dense) orbits.
Proof : Suppose by contradiction the existence of such an action α, and let
π denote its linear part. Then π is strongly cohomological. By Lemma 4.3.3, π
is trivial on the centre of G. Thus the centre acts by translations, generating
a ﬁnite-dimensional subspace V of H. The action induces a map p : G →
V ⋊ O(V ). Since G is semisimple, the kernel of p contains the sum Gnc of all
noncompact factors of G, and thus factors though the compact group G/Gnc.
Thus H1(G,V ) = 0, and since π is strongly cohomological, this implies that
V = 0.
It follows that α is trivial on the centre of G, so that we can suppose that G
has trivial centre. Then G is a direct product of simple Lie groups with trivial
centre. We can write G = H×K where K denotes the sum of all simple factors
S of G such that α(S)(0) is bounded (in other words, H1(S, π|S) = 0). Then
the restriction of α to H also has coarsely dense orbits. Moreover, every simple
factor of H acts in an unbounded way, so that, by a result of Shalom [Sh1,
Theorem 3.4]1, the action of H is proper. That is, the map i : H →H given by
1Shalom only states the result for a simple group, but the proof generalizes immediately.
See for instance [CLTV] for another proof, based on the Howe-Moore Property.
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i(h) = α(h)(0) is metrically proper and its image is coarsely dense. By metric
properness, the subset X = i(H) ⊂ H satisﬁes : X is coarsely dense, and every
ball in X (for the metric induced by H) is compact.
Suppose thatH is inﬁnite-dimensional and let us deduce a contradiction. For
some d > 0, we have d(x,X) ≤ d for every x ∈ H. If H is inﬁnite-dimensional,
there exists, in a ﬁxed ball of radius 7d, inﬁnitely many pairwise disjoint balls
B(xn, 3d) of radius 3d. Taking a point in X ∩B(xn, 2d) for every n, we obtain
a closed, inﬁnite and bounded discrete subset of X, a contradiction.
Thus H is ﬁnite-dimensional ; since every simple factor of H is non-compact,
it has no non-trivial ﬁnite-dimensional orthogonal representation, so that the
action is by translations, and hence is trivial, so that ﬁnally H = {0}. 
Remark 4.4.8. 1) The same argument shows that a semisimple, linear alge-
braic group over any local ﬁeld, cannot act with coarsely dense orbits on a
Hilbert space.
2) The argument fails to work with enveloping orbits : indeed, in ℓ2R(N), let
X denote the set sequences (xn) such that xn ∈ 2nZ for every n ∈ N. Then X
is coarsely dense in ℓ2R(N), but, for the metric induced by H, every ball in X is
ﬁnite, hence compact. We do not know if a semisimple Lie group (e.g. SL2(R))
can act isometrically on a nonzero Hilbert space with enveloping orbits.
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Chapitre 5
Annulation de la cohomologie
re´duite en degre´ 1 a` valeur
dans une repre´sentation sur
un espace Lp
Re´sume´
We prove that the ﬁrst reduced cohomology with values in a mixing Lp-
representation vanishes for a class of amenable groups including amenable Lie
groups. In particular this solves for a large class of amenable groups a conjecture
of Gromov saying that every ﬁnitely generated amenable group has no ﬁrst
reduced ℓp-cohomology. Another consequence is to prove a Pansu’s conjecture
about vanishing of the ﬁrst reduced Lp-cohomology on a homogeneous, closed
at inﬁnity, Riemannian manifold.
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5.1 Introduction
5.1.1 Main results
Let G be a locally compact group acting by measure-preserving bijections on
a measure space (X,m). We say that the action is mixing if for every measurable
subset of ﬁnite measure A ⊂ X, m(gA ∩ A) → 0 when g leaves every compact
in G. Let π be the corresponding continuous representation of G in Lp(X,m),
where 1 < p < ∞. We say that π is C0 (or mixing) if its coeﬃcients vanish at
inﬁnity, or equivalently, if the G-action on (X,m) is mixing. In this paper, we
will call such a representation a mixing Lp-representation of G.
We consider a class of amenable groups, called class (L) (see also [CTV, ?]
where this class is introduced), including
(1) polycyclic groups and connected amenable Lie groups,
(2) semidirect products Z[ 1mn ] ⋊mn Z, with m,n co-prime integers with|mn| ≥ 2 (if n = 1 this is the Baumslag-Solitar group BS(1,m)) ; se-
midirect products
(⊕
i∈I Qpi
)
⋊m
n
Z with m,n co-prime integers, and
(pi)i∈I a ﬁnite family of primes (including ∞ : Q∞ = R)) dividing mn.
(3) wreath products F ≀ Z for F a ﬁnite group.
Our main result is the following theorem.
Theorem 18. Let G be a group of class (L) and let π be a mixing Lp-
representation of G. Then the ﬁrst reduced cohomology of G with values in
π vanishes, i.e. H1(G,π) = 0.
It is well known [Pu] that for ﬁnitely generated groups G, the ﬁrst reduced
lp-cohomology with values in the left regular representation is isomorphic to
the space HDp(G) of p-harmonic functions with gradient in ℓ
p modulo the
constants. We therefore obtain the following corollary.
Corollary 19. Let G be a discrete group of class (L). Then every p-harmonic
function on G with gradient in lp is constant.
Using Von Neumann algebra techniques, Cheeger and Gromov [CG] proved
that every ﬁnitely generated amenable group G has no nonconstant harmonic
function with gradient in ℓ2, the generalization to every 1 < p < ∞ being
conjectured by Gromov.
With some work, we can also deduce the following result, conjectured by
Pansu in [Pa2]. Recall that a manifold M of dimension d is called closed at
inﬁnity if there exists an exhausting sequence of compact subsets of M with
smooth boundaries (An) satisfying µd−1(∂An)/µd(An) → 0, where ∂An is the
boundary of An and where µk denotes the Riemannian measure on submanifolds
of dimension k.
Corollary 20. Let M be a homogeneous Riemannian manifold. If it is closed
at inﬁnity, then for every p > 1, every p-harmonic function on M with gradient
in Lp(TM) is constant. In other words, HDp(M) = 0.
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This is proved in § 5.3. Together with Pansu’s results [Pa2, The´ore`me H],
we obtain the following dichotomy.
Theorem 21. Let M be a homogeneous Riemannian manifold. Then :
– either M is quasi-isometric to a homogeneous Riemannian manifold with
strictly negative curvature, and then there exists p0 ≥ 1 such thatHDp(M) 6=
0 if and only if p > p0 ;
– or HDp(M) = 0 for every p > 1.
5.1.2 Ideas of the proof
The proof of Theorem 18 splits into two steps. First (see Theorem 5.2.1),
we prove that for any locally compact compactly generated group G and any
mixing Lp-representation π of G, every 1-cocycle b ∈ Z1(G,π) is sublinear,
which means that for every compact symmetric generating subset S of G, we
have
‖b(g)‖ = o(|g|S)
when |g|S → ∞, |g|S being the word length of g with respect to S. Then, we
adapt to this context a result of [CTV] saying that for a group of class (L), a
1-cocycle belongs to B
1
(G,π) if and only if it is sublinear. The part “only if” is
an easy exercise. To prove the other implication, we consider the aﬃne action σ
of G associated to the 1-cocycle b and we use isoperimetric properties of groups
of class (L) that we established in [Tes2, Theorem 11] to construct a sequence
of almost ﬁxed points 1 for σ.
5.2 Sublinearity of cocycles
Theorem 5.2.1. LetG be a locally compact compactly generated group and let
S be a compact symmetric generating subset. Let π be a mixing Lp-representation
of G. Then, every 1-cocycle b ∈ Z1(G,π) is sublinear, i.e.
‖b(g)‖ = o(|g|S)
when |g|S →∞, |g|S being the word length of g with respect to S.
We will need the following lemma.
Lemma 5.2.2. Let us keep the assumptions of the theorem. For any ﬁxed
j ∈ N,
‖π(g1)v1 + . . . π(gj)vj‖pp → ‖v1‖pp + . . .+ ‖vj‖pp
when dS(gk, gl)→∞ whenever k 6= l, uniformly with respect to (v1, . . . , vj) on
compact subsets of (Lp(X))j .
1Note that this is an analogue of [CTV, Proposition 3.6].
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Proof of Lemma 6.3.6. Clearly, it suﬃces to prove the lemma for v1, . . . , vj
belonging to a subset D of Lp(X,m) such that the vector space generated by
D is dense in Lp(X,m). Thus, assume that for every 1 ≤ k ≤ j, vk is an
indicator function of a subset of ﬁnite measure Ak. For u, v ∈ L2(G,m), write
〈u, v〉 = ∫X u(x)v(x)dm(x). For every 1 ≤ i ≤ j,
m ((∪l 6=igl ·Al) ∩ gk · Ak) = 〈
∑
l 6=i
π(gl)vl, π(gk)vk〉
=
∑
l 6=i
〈π(gl)vl, π(gk)vk〉
=
∑
l 6=i
〈π(g−1k gl)vl, vk〉 → 0
when dS(gk, gl)→∞. This clearly implies the lemma. 
Proof of Theorem 5.2.1. Fix some ε > 0. Let g = s1 . . . sn be a minimal
decomposition of g into a product of elements of S. Let m ≤ n, q and r < m be
positive integers such that n = qm+ r. To simplify notations, we assume r = 1.
For 1 ≤ i < j ≤ n, denote by gj the preﬁx s1 . . . sj of g and by gi,j the subword
si+1 . . . sj of g. Developing b(g) with respect to the cocycle relation, we obtain
b(g) = b(s1) + π(g1)b(s2) + . . .+ π(gn−1)b(sn).
Let us group the terms in the following way
b(g) =
[
b(s1) + π(gm)b(sm+1) + . . . + π(g(q−1)m)b(s(q−1)m+1)
]
+
[
π(g1)b(s2) + π(gm+1)b(sm+2) + . . .+ π(g(q−1)m+1)b(s(q−1)m+2)
]
+ . . . + [π(gm−1)b(sm) + π(g2m−1)b(s2m) + . . .+ π(gqm)b(sqm+1)]
In the above decomposition of b(g), consider each term between [·], e.g. of the
form
π(gk)b(sk+1) + . . .+ π(g(q−1)m+k)b(s(q−1)m+k+1) (5.2.1)
for 0 ≤ k ≤ m − 1 (we decide that s0 = 1). Note that since S is compact and
π is continuous, there exists a compact subset K of E containing b(s) for every
s ∈ S. Clearly since g = s1 . . . sn is a minimal decomposition of g, the length of
gi,j with respect to S is equal to j − i− 1. For 0 ≤ i < j ≤ q − 1 we have
dS(gim+k, gjm+k) = |gim+k,jm+k|S = (j − i)m ≥ m.
So by Lemma 6.3.6, for m = m(q) large enough, the p-power of the norm of
(8.3.3) is less than
‖b(sk+1)‖pp + ‖b(sm+k+1)‖pp + . . . ‖b(s(q−1)m+k+1)‖pp + 1.
Up to change the constant C, the above term is therefore less than Cq. So again
up to change C, we obtain
‖b(g)‖p ≤ Cmq1/p.
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So for q ≥ q0 = (Cε)p/(p−1), we have
‖b(g)‖p/n ≤ Cq1−1/p ≤ ε.
Now, let n be larger than m(q0)q0. We have ‖b(g)‖p/|g| ≤ ε. 
Proof of Theorem 18. Theorem 18 results from Theorem 5.2.1 and the fol-
lowing result, which is an adaptation of [CTV, Proposition 3.6].
Proposition 5.2.3. Keeping the notations of Theorem 18, a 1-cocycle b belongs
to B(G,π) if and only if b is sublinear.
Proof : Assume that b is sublinear. We will need the following result.
Theorem 5.2.4. [Tes2] Let G be a group of class (L) and let S be some
compact generating subset of G. Then G admits a sequence of compact subsets
(Fn)n∈N satisfying the two following conditions
(i) there is a constant c > 0 such that
µ(sFn △ Fn) ≤ cµ(Fn)/n ∀s ∈ S,∀n ∈ N;
(ii) for every n ∈N, Fn is contained 2 in Sn. 
Let (Fn) be such a Følner sequence in G. Deﬁne a sequence (vn) ∈ EN by
vn =
1
µ(Fn)
∑
g∈Fn
b(g).
We claim that (vn) deﬁnes a sequence of almost ﬁxed points for the aﬃne action
σ deﬁned by σ(g)v = π(g)v + b(g). Indeed, we have
‖σ(s)vn − vn‖ =
∥∥∥∥∥∥
1
µ(Fn)
∑
g∈Fn
σ(s)b(g) − 1
µ(Fn)
∑
g∈Fn
b(g)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
1
µ(Fn)
∑
g∈Fn
b(sg)− 1
µ(Fn)
∑
g∈Fn
b(g)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
1
µ(Fn)
∑
g∈s−1Fn
b(g) − 1
µ(Fn)
∑
g∈Fn
b(g)
∥∥∥∥∥∥
≤ 1
µ(Fn)
∑
g∈s−1Fn△Fn
‖b(g)‖.
Since Fn ⊂ Sn, we obtain that
‖σ(s)vn − vn‖ ≤ C
n
sup
|g|S≤n+1
‖b(g)‖
which converges to 0 by Theorem 5.2.1. This proves the non-trivial implication
of Proposition 5.2.3. 
2Actually, they also satisfy S[cn] ⊂ Fn for a constant c > 0.
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5.3 Liouville Dp-Properties.
5.3.1 Generalities
Let M be a homogenous Riemannian manifold, equipped with its Rieman-
nian measure m. Fix p > 1. Denote by Dp the vector space of diﬀerentiable
functions whose gradient is in Lp(TM). A function f ∈ Dp(M) is called p-
harmonic if it is a weak solution of
div(|∇f |p−2∇f) = 0,
that is, ∫
M
〈|∇f |p−2∇f,∇ϕ〉dm = 0,
for every ϕ ∈ C∞0 (M). Equivalently, p-harmonic functions are the minimizers
of the variational integral ∫
M
|∇f |pdm.
We say that M satisﬁes a Liouville Dp-Property if every p-harmonic with gra-
dient in Lp function on M is constant. Equip Dp(M) with a pseudo-norm
‖f‖Dp = ‖∇f‖p, which induces a norm on Dp(M) modulo the constants.
Denote by Dp(M) the completion of this normed vector space. Denote by
W 1,p(M) = Lp(M)∩Dp(M). W 1,p(M) canonically embeds in Dp(M) as a sub-
space. The ﬁrst reduced Lp-cohomology of M is the quotient space Hp
1
(M) =
Dp(M)/W 1,p(M) where W 1,p(M) is the closure of W
1,p(M) in the Banach
space Dp(M). As Dp(M) is a strictly convex, reﬂexive Banach space, every
f ∈ Dp(M) admits a unique projection f˜ on the closed subspace W 1,p(M)
such that d(f, f˜) = d(f,W 1,p(M)). One can easily check that f˜ is p-harmonic.
In conclusion, the reduced cohomology class of f ∈ Dp admits a unique p-
harmonic element, modulo the constants. Hence, M has Liouville Dp-Property
if and only if Hp
1
(M) = 0.
5.3.2 Proof of Corollary 20
Let M be an closed at inﬁnity homogeneous manifold. Let G be its group of
isometries. As the stabilizer of a point of M is compact, M is quasi-isometric
to G, which is a Lie group with a ﬁnite number of connected components. Since
M is closed at inﬁnity, it is well known that G is amenable and unimodular. In
[Ho], it is proved that Liouville Dp-Property is invariant under quasi-isometries
between manifolds with bounded geometry, a condition that is automatically
satisﬁed on a homogeneous manifold. Hence, it suﬃces to prove Liouville Dp-
Property for G, equipped with a left-invariant Riemannian metric. It is not
diﬃcult to prove in the context of Lie groups that if G is unimodular, then the
ﬁrst reduced cohomology with values in the regular Lp-representation λG,p is
isomorphic to the ﬁrst reduced Lp-cohomology Hp
1
(G). Then one can deduce
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directly Corollary 20 from Theorem 18. However, we propose a diﬀerent ap-
proach here. Instead of using Theorem 18, we reformulate the proof, only using
Theorem 5.2.1. The interest is to provide an explicit approximation of an ele-
ment of Dp(G) by a sequence of functions in W
1,p(G) using a convolution-type
argument. Since Liouville Dp-Property is equivalent to the vanishing of Hp
1
(G),
we have to show that for every p-Dirichlet function on G, there exists a sequence
of functions (fn) in W
1,p(G) such that the sequence (‖∇(f − fn)‖p) converges
to zero. Let (Fn) be a Følner sequence as in Theorem 5.2.4. By a standard
regularization argument, we can construct for every n, a smooth 1-Lipschitz
function ϕn such that
– 0 ≤ ϕn ≤ 1 ;
– for every x ∈ Fn, ϕn(x) = 1 ;
– for every y at distance larger than 2 from Fn, ϕn(y) = 0.
Denote by F ′n = {x ∈ G : d(x, Fn) ≤ 2}. By Theorem 5.2.4, there exists a
constant C <∞ such that
µ(F ′n r Fn) ≤ Cµ(F ′n)/n
and
F ′n ⊂ B(1, Cn).
Deﬁne
pn =
ϕn∫
G ϕndµ
.
Note that pn is a probability density satisfying for every x ∈ X,
|∇pn(x)| ≤ 1
µ(Fn)
.
For every f ∈ Dp(G), write Pnf(x) =
∫
X f(y)pn(y
−1x)dµ(y). As G is unimo-
dular,
Pnf(x) =
∫
X
f(yx−1)pn(y−1)dµ(y).
We claim that Pnf − f is in W 1,p. Note that by triangular inequality, for every
g ∈ G and every f ∈ Dp, we have
‖f − ρ(g)f‖p ≤ |g|‖∇f‖p
where |g| = d(1, g) and where ρ is deﬁned by ρ(g)f(x) = f(xg). Recall that
the support of pn is included in F
′
n which itself is included in B(1, Cn). Thus,
integrating the above inequality, we get
‖f − Pnf‖p ≤ Cn‖∇f‖p,
so f − Pnf ∈ Lp(G).
It remains to show that the sequence (‖∇Pnf‖p) converges to zero. We have
∇Pnf(x) =
∫
G
f(y)∇pn(y−1x)dµ(y)
102
Since
∫
G∇pdµ = 0, we get
∇Pnf(x) =
∫
G
(f(y)− f(x−1))∇pn(y−1x)dµ(y)
=
∫
G
(f(yx−1)− f(x−1))∇pn(y−1)dµ(y).
Hence,
‖∇Pnf‖p ≤
∫
G
‖λ(y)f − f‖p|∇pn(y−1)|dµ(y)
≤ 1
µ(Fn)
∫
F ′nrFn
‖λ(y)f − f‖pdµ(y)
≤ µ(F
′
n r Fn)
Fn
sup
|g|≤Cn
‖b(g)‖p
≤ C
n
sup
|g|≤Cn
‖b(g)‖p
where b(g) = λ(g)f − f . Note that b ∈ Z1(G,λG,p). Thus, by Theorem 5.2.1,
‖∇Pnf‖p → 0.
This completes the proof of Corollary 20. 
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Deuxie`me partie
Isope´rime´trie dans espaces
me´triques mesure´s et les
groupes localement compacts
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Chapitre 6
Inegalite´s de Sobolev a` grande
e´chelle sur les espaces
me´triques mesure´s
Re´sume´
We introduce diﬀerent notions of “large-scale” gradient of a Lipschitz func-
tion deﬁned on a metric measure space. We then prove the invariance under
large-scale equivalence (maps that generalize the quasi-isometries) of Sobolev
inequalities. Moreover, we provide a criterion on the space allowing to obtain
such an inequality at a given scale when it holds at large scale. We extend to
this very general setting the well-known relation between the large time on-
diagonal behavior of random walks and Sobolev inequalities. Our main appli-
cation of this new approach is a very general characterization of the existence
of a spectral gap on a quasi-transitive metric measure space X, providing a
natural point of view to understand this phenomenon. As another application
concerning locally compact groups, we prove that the Lp-isoperimetric proﬁle
is asymptotically smaller on a closed unimodular subgroup than on the group
itself.
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6.1 Introduction
We introduce a notion of “gradient at a certain scale” of a function deﬁ-
ned on a general metric measure space. We then give a meaning to the notion
of “large-scale” Sobolev inequalities for metric measure spaces and we show
their invariance under large-scale equivalence. Moreover, we show that under
some controlled connectivity assumption, the large scale Sobolev inequalities
are equivalent to Sobolev and inequalities at positive any scale. We also study
the relations between our notion of gradient at given scale and the well-known
inﬁnitesimal notion of generalized upper-gradient. We generalize some stability
results [CouSa1] for Sobolev inequalities from the contexts of Riemannian ma-
nifolds and of weighted graphs to our general context. The improvement of our
point of view is to get rid of any condition at small scale since it is rubbed
out by the deﬁnition of the large-scale gradient, and to work in possibly non-
geodesic spaces. This latter generality may be really useful, for instance when
one has to deal with subspaces, which are not quasi-geodesic in general. This
level of generality is also necessary for the study of non-compactly generated lo-
cally compact groups. This functional analysis approach generalizes the purely
geometric notion of large-scale isoperimetry that we introduced in [Tes1].
As an application, we extend to this setting the well-known relation between
the large time on-diagonal behavior of random walks and Sobolev inequalities.
This enables us to prove that a reversible random walk on a quasi-transitive
metric measure space has spectral radius equal to 1 if and only if the group
acting is amenable and unimodular. This provides a general explanation for
particular cases1 treated in [Kest, Bro, Salv, SoW, Pit2, SW].
We prove a general statement that generalizes the monotonicity [Er] of the
isoperimetric proﬁle on ﬁnitely generated groups when passing to a subgroup.
In particular, our statement applies to unimodular closed subgroups of locally
compact groups.
6.1.1 Functional analysis at a given scale
Modulus of gradient at scale h.
Let (X, d) be a metric space. The purpose of this section is to deﬁne a notion
of (modulus of) gradient at a scale h, where h is some positive number. The
ﬁrst naive idea to do so is to deﬁne
|∇f |h(x) = sup
y∈B(x,h)
|f(y)− f(x)|
for any Lipschitz function f : X → R, B(x, h) denoting the closed ball of center
x and radius h. Note that this can be written in the following form :
|∇f |h(x) = ‖f − f(x)‖∞,B(x,h)
1Note that some of the results of these articles are more precise than ours and in a sense,
more general when they manage to deal with non-reversible random walk.
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which emphasizes the fact that we actually consider a “local” L∞-norm. So
we naturally generalize this and deﬁne a local Lp-norm for every 1 ≤ p ≤ ∞.
For this, we obviously need some measure. What we could do is start from a
measure on X and deﬁne a local Lp-norm as the Lp norm restricted to balls
with respect to this measure. However, when we consider a random process on
X, the notion of local L2-norm that naturally emerges is the L2-norm with
respect to the probability transition. This motivates the following deﬁnition.
Let (X, d, µ) be a metric measure space. Consider a family P = (Px)x∈X of
probability measures on X. Then for every p ∈ [1,∞], we deﬁne an operator
|∇|P,p on Lip(X) by
∀f ∈ Lip(X), |∇f |P,p(x) = ‖f − f(x)‖Px,p =
(∫
|f(y)− f(x)|pdPx(y)
)1/p
,
if p <∞ ; and for p =∞, we decide that
|∇f |P,∞(x) = ‖f − f(x)‖Px,∞ = sup{|f(y)− f(x)|, y ∈ Supp(Px)}.
Definition 6.1.1. A family of probabilities P = (Px)x∈X on X is called a
viewpoint at scale h > 0 on X if there exist a large constant 1 ≤ A <∞ and a
small constant c > 0 such that for (µ-almost) every x ∈ X :
– Px ≪ µ;
– px = dPx/dµ is supported in B(x,Ah);
– px is larger than c/V (x, h) on B(x, h).
Remark 6.1.2. Note that if X is doubling at any scale, then a viewpoint at scale
h is also a viewpoint at scale h′ for any h′ < h.
Example 6.1.3. A basic example of viewpoint at scale h is given by
Px =
1
V (x, h)
1B(x,h), ∀x ∈ X.
We denote the associated Lp-gradient by |∇|h,p. Note that with the notation of
the beginning of the §,
|∇|h = |∇|h,∞.
Remark 6.1.4. A viewpoint at scale h has at least two interesting interpreta-
tions : one as an operator transition of a random walk on X ; the other as a
Markov operator acting on Lp(X) for every p ≥ 1. This operator is deﬁned by
Pf(x) =
∫
X
f(y)dPx(y).
Consequently, there is a natural semi-group structure on the set of viewpoints
at scale h on space X. Indeed, it is straightforward to check2 that if P is a
viewpoint at scale h and Q is a viewpoint at scale h′, then P ◦Q is a viewpoint
at any scale h” < h+ h′.
2One has to suppose that the space is doubling at any scale : see Definition 6.1.18.
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Remark 6.1.5. Let us indicate another way of describing the objects that we
introduced. Instead of directly deﬁning a local norm of the gradient at scale
h, we could ﬁrst deﬁne a true gradient at scale h on a ﬁber space over X
and then take a local norm of the gradient on the ﬁbers. Here the ﬁber space
would be Yh = {(x, y) ∈ X2, d(x, y) ≤ h} with projection π : Y → X on the
ﬁrst factor, so that π−1(x) = B(x, h). The gradient at scale h of f is then
∇hf(x, y) = f(x)−f(y), where (x, y) ∈ Yh. A viewpoint at scale h on X is now
a probability measure on every ﬁber of some YAh for A large enough ; and the
Lp-gradient of f associated to such a viewpoint corresponds to the Lp-norm of
f in every ﬁber with respect to this measure3.
Remark 6.1.6. We can also deﬁne a Laplacian w.r.t. a viewpoint P = (Px)x∈X
by
∆Pf(x) = (P − id)f(x),
and more generally a p-Laplacian for any p > 1 by
∆P,pf(x) =
∫
|f − f(x)|p−2(f − f(x))dPx.
If P is self-adjoint with respect to the scalar product associated to µ, then we
have the usual relations
〈∆P,pf, g〉 =
∫ (∫
|f(y)− f(x)|p−2(f(y)− f(x))(g − g(x))dPx(y)
)
dµ(x),
〈∆P,pf, g〉 =
∫
|∇f |pP,pdµ =
∫ ∫
|f(y)− f(x)|ppx(y)dµ(y)dµ(x),
and in particular, for p = 2,
〈∆P f, g〉 =
∫ ∫
(f(y)− f(x))(g(y) − g(x))px(y)dµ(x)dµ(y).
Sobolev inequalities at scale h.
Let ϕ : R+ → R+ be an increasing function and let p ∈ [1,∞]. The following
formulation of Sobolev inequality was ﬁrst introduced in [Cou2].
Definition 6.1.7. One says that X satisﬁes a Sobolev inequality (Spϕ) at scale
(at least) h > 0 if there exists some ﬁnite positive constants C, C ′ depending
only on h, p and ϕ such that
‖f‖p ≤ Cϕ(C ′|Ω|)‖|∇f |h‖p
where Ω ranges over all compact subsets of X, |Ω| denotes the measure µ(Ω),
and f ∈ Lip(Ω), Lip(Ω) being the set of Lipschitz functions in X with support
in Ω.
3Note that we can also define the gradient of f without referring to the scale :∇f : X×X →
R, ∇f(x, y) = f(x)− f(y), looking at X ×X as a fiber space over the first factor. Then the
scale appears when choosing a norm on every fiber
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Definition 6.1.8. We say that X satisﬁes a large-scale Sobolev inequality (Spϕ)
if it satisﬁes (Spϕ) at some scale h (equivalently, for h large enough).
Crucial remark 6.1.9. Note that we deﬁned those inequalities with |∇|h whereas
we could have deﬁned them with |∇|P,q for any viewpoint (Px)x∈X at scale h
and any q ≥ 1. A crucial fact that we prove in §6.2 is that satisfying a large-
scale Sobolev inequality does not depend on this choice. Trivial implications
are given by Proposition 6.2.1 and the other ones by Proposition 6.2.2.
Remark 6.1.10. Note that for large scale Sobolev inequalities, only Ω with large
volume are involved. In fact, we will only be interested in the asymptotic be-
havior of ϕ. This motivates the following notations. Let ϕ,ψ : R+ → R∗+ be
nondecreasing strictly positive functions. We write respectively ϕ  ψ, ϕ ≺ ψ
if there exists C > 0 such that ϕ(t) = O(ψ(Ct)), resp. ϕ(t) = o(ψ(Ct)) when
t→∞. We write ϕ ≈ ψ if both ϕ  ψ and ψ  ϕ. The asymptotic behavior of
ϕ is its class modulo the equivalence relation ≈.
Remark 6.1.11. It is easy to prove that (Spϕ) implies (S
q
ϕ) whenever p ≤ q <∞
for any choice of gradient (see [Cou4] for a proof in the Riemannian setting). It
is proved in [CL] that the converse is false for general Riemannian manifolds.
This is still an open question for groups, although it is likely to be true in this
case.
Link with Sobolev inequalities for infinitesimal gradients
Other notions of “modulus of gradient” have been introduced and studied for
general metric spaces. In particular the notion of upper gradient plays a crucial
role in the study of doubling metric spaces equipped with the Hausdorﬀ measure
(see for instance [Hei]). Such spaces naturally occur as boundaries of Gromov-
hyperbolic spaces and are often studied up to quasi-conformal maps. Such a
point of view is quite diﬀerent from ours since it focuses on the local properties
of the space, which is often supposed compact. However, it is natural to ask when
a Sobolev inequality at large scale is equivalent to the same Sobolev inequality
w.r.t. some upper gradient. In particular, given a Riemannian manifold, is it true
that it satisﬁes a Sobolev inequality at large scale if and only if it satisﬁes it for
its usual gradient ? The answer is no if for instance the Riemannian manifold
contains a sequence of open submanifolds isometric to open half-spheres of
radius going to zero. A suﬃcient condition for obtaining a positive answer is to
ask for a local Poincare´ inequality (see Proposition 6.6.5).
Note that diﬀerent strategies have been used to ignore the local geometric
properties of a manifold. In [ChFel] for instance, they avoid the local behavior of
the isoperimetric proﬁle on a manifold by restricting it to subsets containing a
geodesic ball of ﬁxed radius. In [Cou1], they consider Nash inequalities restricted
to functions convoluted by the heat kernel at time 1 and obtain in this way the
invariance under quasi-isometries of certain upper bounds of the on-diagonal
behaviour of the heat kernel : this idea is quite closed to ours (see Remark 6.6.9).
This issues are discussed in Sections 6.6.3 and 6.6.2. Among other things, we
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prove under a very weak property of bounded geometry that a manifold satisﬁes
a Sobolev inequality at large scale if and only if it satisﬁes it for the usual
gradient in restriction to functions of the form g = Pf , where P is the Markov
operator associated to any viewpoint at some scale h > 0.
6.1.2 Sobolev inequalities (Spϕ) at scale h for p = 1, 2,∞
Now let us give characterizations of (Spϕ) at given scales for some important
values of p = 1, 2,∞ (see [Cou4] for the classical setting of manifolds).
Geometric interpretations of (Spϕ) at scale h for p = 1,∞
In [Cou1] (see also [Cou4, proposition 22]), it is proved that (S∞ϕ ) can only
hold if ϕ is unbounded and then is equivalent to the volume lower bound
V (x, r) ≥ ϕ−1(r)
where ϕ−1(r) = {v, ϕ(v) ≥ r}, for every x ∈ X and every r > 0. The original
proof works formally in our setting.
Proposition 6.1.12. Let (X, dµ) be a metric measure space. The Sobolev
inequality (S∞ϕ ) at scale h can only hold if ϕ is unbounded and then is equivalent
to the volume lower bound
V (x, r) ≥ ϕ−1(r)
for r ≥ h. 
The inequality (S1ϕ) at scale h is equivalent to the isoperimetric inequality
(at scale h)
|∂hΩ|
|Ω| ≥
1
Cϕ(C ′|Ω|)
where the boundary of A is deﬁned by
∂hA = [A]h ∩ [Ac]h
with the usual notation [A]h = {x ∈ X, d(x,A) ≤ h}. The usual proof of
this equivalence (see [Cou4]) works formally in our context, using the following
version of the co-area formula :
1
2
∫
R+
µ (∂h{f ≥ t}) dt ≤
∫
X
|∇f |h(x)dµ(x) ≤
∫
R+
µ (∂h{f ≥ t}) dt (6.1.1)
where f is a non-negative measurable function deﬁned on X. Indeed, for every
measurable subset A ⊂ X, we have
µ(∂hA) =
∫
X
|∇1A|h(x)dµ(x).
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Thus, (6.1.1) follows by integrating over X the following local inequalities
1
2
∫
R+
|∇1{f≥t}|h(x)dt ≤ |∇f |h(x) ≤
∫
R+
|∇1{f≥t}|h(x)dt, (6.1.2)
for every x ∈ X. The right-hand inequality results from the fact that f =∫
R+
1{f≥t}dt and from the sub-additivity of |∇|h. To prove the left-hand, note
that |∇1{f≥t}(x)|h = 1 if and only if
inf
B(x,h)
f < t ≤ sup
B(x,h)
f
or
inf
B(x,h)
f ≤ t < sup
B(x,h)
f ;
Hence, ∫
R+
|∇1{f≥t}|h(x)dt ≤ sup
B(x,h)
f − inf
B(x,h)
f ≤ 2|∇f |h(x),
which proves (6.1.2).
Probabilistic interpretation of (S2ϕ) at scale h
The case p = 2 is of particular interest since it contains some probabilistic
information on the space X. It is proved in [CG] that for manifolds with boun-
ded geometry, upper bounds of the large-time on-diagonal behavior of the heat
kernel are equivalent to some Sobolev inequality (S2ϕ). In [Cou3], a similar sta-
tement is proved for the standard random walk on a weighted graph. In § 6.5,
we give a discrete-time version of this theorem in our general setting. The point
is that the original proof of [Cou3, Theorem 7.2] is formal enough to be adapted
to our setting. The proof of Theorem 6.1.16 below emphasizes the fact that the
notion of symmetric viewpoint at scale h that we introduce below is likely to be
the most natural way of capturing the link between large-scale geometry and
the long-time behavior of random walks on X.
Definition 6.1.13. Let (X, d, µ) be a metric measure space and consider some
h > 0. A view-point P = (Px)x∈X at scale h on X is called symmetric if one of
the following equivalent statement holds.
– The random walk whose probability of transition is P is reversible with
respect to the measure µ.
– The associated operator on L2(X,µ) deﬁned by
Pf(x) =
∫
X
f(y)dPx(y)
is self-adjoint.
– For every a.e. x, y ∈ X, px(y) = py(x).
Definition 6.1.14. We call a reversible random walk at scale h a random walk
whose probability transition is a symmetric view-point at scale h.
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Example 6.1.15. Let (X, d, µ) be a metric measure space. Consider the standard
viewpoint at scale h of density px = 1B(x,h)/V (x, h) with respect to µ. In
general, this is not a symmetric viewpoint, i.e. the random walk of probability
transition dPx(y) = px(y)dµ(y) is not reversible with respect to µ. However, it
is reversible with respect to the measure µ′ deﬁned by
dµ′(x) = V (x, h)dµ(x).
It is easy to check that if (X, d, µ) is doubling at any scale, then so is (X, d, µ′).
Moreover, if x 7→ V (x, h) is bounded from above and from below, then P deﬁnes
a symmetric viewpoint on (X, d, µ′).
Theorem 6.1.16. Let X = (X, d, µ) be a metric measure space and let P =
(Px)x∈X be a symmetric view-point at scale h on X. Let ϕ be some increasing
positive function. Deﬁne γ by
t =
∫ 1/γ(t)
0
(ϕ(v))2
dv
v
.
(i) Assume that X satisﬁes a Sobolev inequality (S2ϕ) w.r.t. |∇|P 2,2. Then
p2nx (x) ≤ γ(cn) ∀n ∈ N, a.e∀x ∈ X,
for some constant c > 0.
(ii) If γ satisﬁes a numerical condition (δ) (see [Cou3, p 18]) and if
p2nx (x) ≤ γ(n) ∀n ∈ N, a.e∀x ∈ X,
then X satisﬁes (S2ϕ) w.r.t. |∇|P,2.
6.1.3 Sobolev and isoperimetry at scale h
Isoperimetric profile at scale h
Generalizing the case p = 1, Sobolev inequalities (Spϕ) can be also unders-
tood as Lp-isoperimetric inequalities. Let A be a measurable subset of X. For
every p > 0, deﬁne
Jp(A) = sup
f
‖f‖p
‖|∇f |h‖p
where the supremum is taken over functions f ∈ Lip(A). Now, taking the su-
premum over subsets A with measure less than m > 0, we get an increasing
function jX,p sometimes called the L
p-isoperimetric proﬁle. Note that the termi-
nology “isoperimetric proﬁle” is somewhat ambiguous since there exist various
nonequivalent deﬁnitions (see in particular [CouSa1, Chapter 1]). One of them
is
jX(m) = sup
|A|≤m
|A|
|∂hA|
114
which satisﬁes
jX ≈ jX,1,
taking the same h in the deﬁnition of the gradient and in the deﬁnition of the
boundary. Clearly, the spaceX always satisﬁes the Sobolev inequality (Spϕ) with
ϕ = jX,p. Conversely, if X satisﬁes (S
p
ϕ) for a function ϕ, then
jX,p  ϕ.
Consequently, we have
jX,p  jX,q
whenever p ≤ q <∞ (see Remark 6.1.11 about Sobolev inequalities).
Isoperimetric profile inside balls
Definition 6.1.17. Let us ﬁx a gradient at scale h on X. Lp-isoperimetric
proﬁle inside balls is the nondecreasing function JbG,p deﬁned by
JbX,p(t) = sup
x∈X
Jp(B(x, t)).
Note that JbX,p(t) is the supremum of Jp(A) over subsets A of diameter
4 less
than t. The Lp-isoperimetric proﬁle inside balls plays a crucial role in the study
of uniform embeddings of amenable groups into Lp-spaces (see [Tes2]). It is also
central in the proof [Tes3] that a closed at inﬁnity, homogenous manifold does
not carry any non-constant p-harmonic function with gradient in Lp.
Connection with the large-scale isoperimetry introduced in [Tes1]
One can also deﬁne another kind of isoperimetric proﬁle at scale h :
I(t) = inf
µ(A)≥t
µ(∂hA)
which can be specialized on a family of (measurable) subsets of ﬁnite volume A :
we call lower (resp. upper) proﬁle at scale h restricted to A the nondecreasing
function I↓A deﬁned by
I↓A(t) = inf
µ(A)≥t,A∈A
µ(∂hA)
(resp. I↑A(t) = supµ(A)≤t,A∈A µ(∂hA)). We can then study the large scale isope-
rimetric properties of a family A considering the asymptotic behavior of these
two increasing functions [Tes1]. In [Tes1], we used this variant to investigate
the question : are balls always asymptotically isoperimetric in a metric measure
space with doubling property ? For that purpose, we introduced a general setting
adapted to the study of asymptotic isoperimetry on metric measure spaces. An
4This profile is associated to another kind of Sobolev inequalities, where the function ϕ of
the volume is replaced by a function Φ of the diameter.
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important consequence of the geometric interpretation of Sobolev inequalities
in L1 (see § 6.1.2) is that every geometric notion that we introduced in [Tes1,
§3] appears as a particular case of the functional point of view adopted in the
present paper. In particular, [Tes1, Theorem 3.10] that implied the invariance
under large-scale equivalence of isoperimetric properties is now covered by the
lemmas of § 6.3.3. Moreover, we choose here to treat separately the large-scale
setting, where no connectivity hypotheses are required on the spaces, and the
control on the scale that really depends on a connectivity assumption (see § 6.6).
6.1.4 Large-scale equivalence between metric measure spaces
In this section, we deﬁne the objects and the isomorphisms of the category
of metric measure spaces at large scale that we will consider in this paper.
The objects are metric measure spaces with a very weak property of bounded
geometry.
Definition 6.1.18. We say5 that a space X is doubling at scale r > 0 if there
exists a constant Cr such that
∀x ∈ X, V (x, 2r) ≤ CrV (x, r)
where V (x, r) = µ(B(x, r)).
Crucial remark 6.1.19. Since the constant Cr depends on r, the doubling pro-
perty at any scale has absolutely no inﬂuence on the volume growth. In par-
ticular, one should be careful to distinguish it from the well-known doubling
property stating that there exists a constant C < ∞ (not depending on the
radius) such that V (x, 2r) ≤ CV (x, r) for all x ∈ X and r > 0. Contrary to
the doubling property at any scale, the doubling property implies polynomial
growth, i.e. that there exists a constant D <∞ such that V (x, r) ≤ rDV (x, 1)
for every x ∈ X and r ≥ 1.
For most of the results proved in this paper6, we only use the doubling
property at scale r ≥ h/2, if the gradient considered is at scale h. However, to
simplify the exposition, we will always assume that the space is doubling at any
positive scale.
Clearly, doubling at scale r for every r > 0 is a very weak property of control-
led geometry : for instance, every graph with bounded degree, equipped with
the counting measure is doubling at any scale. Other examples are Riemannian
manifolds with Ricci curvature bounded from below. Assume that the volume
of balls of ﬁxed radius is bounded from above and from below by constants
depending on r. Then one can check easily that X is doubling at any scale. It
is important to note that the doubling property at any scale is strictly weaker
than this property. One can easily construct weighted graphs or Riemannian
5In [CouSa1] and in [Tes1], the doubling property at any scale r is denoted (DV )loc pro-
perty.
6In fact all the results except the few ones where the infinitesimal structure of the space is
clearly involved.
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manifolds which are doubling at any scale but with unbounded volume for balls
of radius 1.
Example 6.1.20. Let X be a connected graph with degree bounded by d, equip-
ped with the counting measure. The volume of balls of radius r satisﬁes
∀x ∈ X, 1 ≤ V (x, r) ≤ dr.
In particular, X is doubling at any scale.
The isomorphisms are maps that we call large-scale equivalences.
Definition 6.1.21. Let (X, d, µ) and (X ′, d′, µ) two spaces satisfying the dou-
bling property at any scale. Let us say that X and X ′ are large-scale equivalent
if there is a function F from X to X ′ with the following properties
(a) for every sequence of pairs (xn, yn) ∈ (X2)N
(d(F (xn), F (yn))→∞)⇔ (d(xn, yn)→∞) .
(b) F is almost onto, i.e. there exists a constant C such that [F (X)]C = X
′.
(c) For r > 0 large enough, there is a constant Cr > 0 such that for all
x ∈ X
C−1r V (x, r) ≤ V (F (x), r) ≤ CrV (x, r).
Crucial remark 6.1.22. Note that being large-scale equivalent is an equivalence
relation between metric measure spaces with doubling property at any scale.
Remark 6.1.23. If X and X ′ are quasi-geodesic, then (a) and (b) imply that F
is roughly bi-Lipschitz : there exists C ≥ 1 such that
C−1d(x, y) −C ≤ d(F (x), F (y)) ≤ Cd(x, y) + C.
This is very easy and left to the reader. In this case, (a) and (b) correspond to
the classical deﬁnition of a quasi-isometry.
Example 6.1.24. Consider the subclass of metric measure spaces including graphs
with bounded degree, equipped with the countable measure ; Riemannian ma-
nifolds with Ricci curvature bounded from below and sectional curvature boun-
ded from above, equipped with the Riemannian measure. In this class, quasi-
isometries are always large-scale equivalences.
6.1.5 Examples
Discretization
Recall that a weighted graph is a connected graph X equipped with a struc-
ture of metric measure space on the set of its vertices, the distance being the
usual geodesic one. Similarly, a weighted manifold is a Riemannian manifold
equipped with a measure dµ absolutely continuous with respect to the Rieman-
nian measure. A discretization [Gro2, Kan] of a weighted Riemannian manifold
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X can be deﬁned as a weighted graph large-scale equivalent to X. More gene-
rally, a discretization of a metric measure space is a weighted graph large-scale
equivalent to X.
Consider some b > 0 and deﬁne a roughly geodesic distance on X by setting
db(x, y) = inf
γ
l(γ)
where γ runs over every chains x = x0 . . . xm = y and where l(γ) =
∑m
i=1 d(xi, xi−1)
is the length of γ.
Definition 6.1.25. We say that X is metrically proper (resp. quasi-geodesic)
if there exists b > 0 such that the identity map (X, db) → (X, d) is a uniform
embedding (resp. a quasi-isometry onto its image).
Definition 6.1.26. [Tes1] Let X = (X, d) be a metric space and ﬁx some
b > 0. We call a b-chain between two points x, y ∈ X a chain x = x1 . . . xm = y
such that for every 1 ≤ i < m, d(xi, xi+1) ≤ b. Let us say that X is uniformly
b-connected if every x, y ∈ X can be connected by a b-chain whose length m
only depends on d(x, y). We say that it is large-scale uniformly connected if it
there exists b > 0 such that it is uniformly b-connected.
Clearly, being metrically proper or large-scale uniformly connected are pre-
served by large-scale equivalence. Note that a quasi-geodesic metric space is
both metrically proper and large-scale uniformly connected ; so are graphs and
Riemannian manifolds.
Proposition 6.1.27. A metric measure space with Doubling Property at any
scale admits a discretization if and only if it is metrically proper and large-scale
uniformly connected. Moreover X is quasi-isometric to a graph if and only if it
is quasi-geodesic.
Proof. Assume that X = (X, d, µ) is metrically proper, large-scale uniformly
connected and doubling at any scale. Consider a minimal covering of X with
balls of radius h. We construct a weighted graph G(X) as follows ; the vertices
of G(X) are the centers of the balls ; we put an edge between two vertices if the
balls intersect. By large-scale uniform connectedness, G(X) is connected as soon
as h is large enough. Moreover, large-scale uniform properness and doubling
Property at any scale clearly imply that the injection map G(X) →֒ X is a
large-scale equivalence. The converse is obvious. 
Locally compact groups
Let G be a group. Recall that a length function on G is function L : G→ R+
such that L(1) = 0 and
∀g, h ∈ G, L(gh) ≤ L(g) + L(h).
If L is a length function, then d(g, h) = L(g−1h) deﬁnes a left-invariant pseudo-
metric on G. Conversely, if d is a left-invariant pseudo-metric on G, then L(g) =
d(1, g) deﬁnes a length function on G.
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Definition 6.1.28. Let G be a locally compact group. A metric d on G is
called uniform if for any of sequence (gn, hn) ∈ (G×G)N, d(gn, hn)→∞ if and
only if g−1n hn leaves every compact eventually.
It is well-known that G admits uniform left-invariant metrics if and only if
G is second countable. The following proposition is straightforward and left to
the reader.
Proposition 6.1.29. Let d and d′ be two uniform metrics on G. The spaces
(G, d) and (G, d′) are doubling at any (large enough) scale and the identity map
(G, d)→ (G, d′) is a large scale equivalence. 
Definition 6.1.30. Let G be a second countable locally compact group. The
asymptotic class of a metric d is the set of metrics d′ on G such that the identity
map (G, d)→ (G, d′) is a quasi-isometry.
Remark 6.1.31. Note that the set of uniform quasi-geodesic metrics on a locally
compact group forms a (possibly empty) asymptotic class.
Proposition 6.1.32. Let G be a locally compact group. The following state-
ments are equivalent.
(i) G admits a uniform, large-scale uniformly connected metric ;
(ii) G admits a uniform quasi-geodesic metric ;
(iii) G admits a left-invariant quasi-geodesic metric ;
(iv) G is quasi-isometric to a graph with bounded degree ;
(v) G is compactly generated.
Proof : Clearly, (iii) ⇒ (ii) ⇒ (i) are obvious, (iii) ⇔ (iv) results from
Proposition 6.1.27. Let us prove that (v) ⇒ (iv). Assume that G is compactly
generated and let S be a compact symmetric subset S. One can equip G with
a uniform quasi-geodesic length function setting
∀g ∈ G, |g|S = inf{n ∈ N, g ∈ Sn}.
Now, let us prove that (i) ⇒ (v). Suppose that G has a uniform, large-scale
uniformly connected metric d with constant C. Since d is uniform, there exists
R <∞ such that for all g ∈ G, the closed ball B(g,C) is compact and contained
in g ·B(1, R).
We claim that G is generated by B(1, R). Fix g ∈ G. Indeed, let g1 =
1, . . . , gn = g be a chain such that d(gi, gi+1) ≤ C for every 1 ≤ i ≤ n− 1. We
have gi+1 ∈ B(gi, C) ⊂ gi ·B(1, R). Hence, an immediate induction shows that
g ∈ B(1, R)n and we are done. 
6.2 Equivalence of Sobolev inequalities with respect
to different gradients
Here, we show that large-scale Sobolev inequalities do not really depend on
the kind of gradient that we use to write them. In spite of its easy and short
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proof, this result is crucial for our purpose since it shows that our deﬁnitions
are natural.
The following proposition results immediately from the deﬁnitions.
Proposition 6.2.1. If h′ ≥ h > 0, then
‖|∇f |h′‖p ≥ ‖|∇f |h‖p.
Moreover, if P is a viewpoint at scale h with constants c andA (see the deﬁnition
below) and if q ≤ q′ ≤ ∞, then
c|∇f |h,q ≤ |∇f |P,q ≤ C|∇f |P,q′ ≤ Ch|∇f |Ah ∀f ∈ Lip(X)
where C is a constant7 depending on h′ and h. 
The non-trivial comparisons between diﬀerent gradient are summarized in
the following proposition.
Proposition 6.2.2. Let X be some metric measure space satisfying a Sobolev
inequality (Spϕ) at scale h. Then, for any viewpoint P = (Px)x∈X at scale 2h,
X satisﬁes (Spϕ) w.r.t. |∇|P,q for any q ≥ 1.
Proof : By Proposition 6.2.1, it suﬃces to prove that X satisﬁes (Spϕ) w.r.t.
|∇|2h,1. Write
Px =
1
V (x, h)
1B(x,h) ∀x ∈ X.
For every f ∈ Lip(X) we write
Pf(x) =
∫
fdPx, ∀x ∈ X.
Lemma 6.2.3. There exists C <∞ such that
|∇Pf |h(x) ≤ C|∇f |h,1(x) ∀f ∈ Lip(X),∀x ∈ X.
Proof : Consider some y ∈ B(x, h).
|Pf(x)− Pf(y)| ≤ |Pf(x)− f(x)|+ |Pf(y)− f(x)| ≤ C|∇|2h,1f(x).
with C <∞ depending only on the doubling constant at scale h. 
Now apply the Sobolev inequality (Spϕ) at scale h to Pf ,
‖|∇Pf |h‖p ≥ ϕ−1(Ω)‖Pf‖p ≥ ϕ−1(Ω)‖f‖p − ϕ−1(Ω)|‖f‖p − ‖Pf‖p|.
Now, if ‖|∇f |h,1‖p ≥ ‖f‖p/2, there is nothing to prove. Hence, assuming the
contrary, and since |‖f‖p − ‖Pf‖p| ≤ ‖|∇f |h,1‖p, we obtain
‖|∇Pf |h‖p ≥ ϕ−1(Ω)‖f‖p/2,
which yields
‖|∇f |h,1‖p ≤ C−1ϕ−1(Ω)‖f‖p/2
thanks to the lemma. 
7It comes from the doubling property at any scale.
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6.3 Invariance of Sobolev inequalities under large-
scale equivalence
The aim of this section is to prove the following theorem.
Theorem 6.3.1. Let F : X → X ′ be a large-scale equivalence between two
spaces X and X ′ satisfying the doubling property at any scale. Assume that
for h > 0 ﬁxed, the space X satisﬁes a Sobolev inequality (Spϕ) at scale h,
then there exists h′, only depending on h and on the constants of F such that
X ′ satisﬁes (Spϕ) at scale h′. In particular, large-scale Sobolev inequalities are
invariant under large scale equivalence.
For that purpose, we will ﬁrst prove some preliminary results.
6.3.1 Thick subsets
Definition 6.3.2. A subset A of a metric space is called h-thick if it is a reunion
of closed balls of radius h.
Denote Lip0(X) the set of Lipschitz functions in X with compact support.
Roughly speaking, the following proposition says that we can focus on functions
with thick support.
Proposition 6.3.3. Let X = (X, d, µ) be a metric measure space. Fix some
h > 0 and some p ∈ [1,∞]. There exists a constant C > 0 such that for any
f ∈ Lip0(X), there is a function f˜ ∈ Lip0(X) whose support is included in a
h/2-thick subset Ω such that
µ(Ω) ≤ µ(Supp(f)) +C
and for every p ∈ [1,∞],
‖|∇f˜ |h/2‖p
‖f˜‖p
≤ C ‖|∇f |h‖p‖f‖p .
Proof : Let us prove the proposition for p <∞. Let f ∈ Lip0(X) be such that
‖f‖p = 1. Assume that f satisﬁes
‖|∇|hf‖p ≥ 1
2
.
Then, for f˜ , consider for instance the indicator function of a ball B(x, a) of
volume 1 (so that ‖f˜‖p = 1). We have
‖|∇f˜ |h/2‖pp ≤ µ(B(1 + h/2)) ≤ Cµ(B(x, a)) = C.
Thus, let us assume that
‖|∇f |h‖p ≤ 1
2
.
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Let Ω be the subset of Supp(f) deﬁned by
Ω = {x ∈ X, d(x, Supp(f)c) ≥ h/2}
and set
f˜ = f · 1Ω.
Note that for every x ∈ Supp(f) r Ω, there exists some y ∈ B(x, h) such that
f(y) = 0. Therefore, we have |f(x)| ≤ |∇f |h(x). Hence,∫
X
|f˜ |pdµ ≥
∫
X
|f |pdµ−
∫
X
(|∇f |h)pdµ ≥ 1
2
.
On the other hand, let x ∈ Ω. If d(x, Supp(f)) ≥ h, then
|∇f˜ |h/2 = |∇|h/2f ≤ |∇|hf.
Otherwise,
|∇f˜ |h/2 ≤ max
{
|f(x)|, sup
y∈B(x,h/2)
|f(x)− f(y)|
}
and
|∇f |h = sup
y∈B(x,h)
|f(x)− f(y)| = max
{
|f(x)|, sup
y∈B(x,h)
|f(x)− f(y)|
}
.
Thus
|∇f˜ |h/2 ≤ |∇f |h;
so we are done. 
On the other hand, the doubling property at any scale “extends” to thick
subsets in the following sense.
Proposition 6.3.4. Let X be a metric measure space satisfying the doubling
property at any scale. Fix two positive numbers u and v. There exists a constant
C = C(u, v) <∞ such that for any u-thick subset A ⊂ X, we have
µ([A]v) ≤ Cµ(A).
Proof : The proof follows from standard covering arguments. 
6.3.2 Rough volume preserving property
Let us prove a useful rough volume preserving property of large scale equi-
valences.
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Proposition 6.3.5. Let X = (X, d, µ) and X ′ = (X ′, d′, µ′) be two spaces
satisfying the doubling property at any scale and let F : X → X ′ be a large-
scale equivalence. Let u > 0, then there exists a constant C = C(u, F ) such
that
(1) If A ⊂ X and A′ ⊂ X ′ are such that [F−1(A′)]u ⊂ A, then µ′(A′) ≤ Cµ(A).
(2) If A ⊂ X and A′ ⊂ X ′ are such that [F (A)]u ⊂ A′, then µ(A) ≤ Cµ′(A′).
Proof : Let us prove (1). Let Z be a maximal set of 2u-separated points
of F−1(A′). Clearly, the balls (B(z, u))z∈Z are disjoint and included in A. On
the other hand, maximality of Z implies that the family (B(z, 2u))z∈Z forms a
covering of A. So we have∑
z∈Z
µ(B(z, u)) ≤ µ(A) ≤
∑
z∈Z
µ(B(z, 2u)) (6.3.1)
By property (a) of a large-scale equivalence, there exists v such that for every
x ∈ X, F (B(x, 2u)) ⊂ B(F (x), v). In particular, the family ((B(F (z), v))z∈Z
forms a covering of F (A). Using Property (c) of a large-scale equivalence and
Doubling Property at any scale of X together with (8.3.3), we get
µ(A′) ≤ µ′(F (A)) ≤
∑
z∈Z
µ′(B(F (z), v)) ≤ C ′
∑
z∈Z
µ(B(z, v))
≤ C
∑
z∈Z
µ(B(z, u)) ≤ Cµ(A)
which proves the proposition. 
6.3.3 Proof of the invariance under large-scale equivalence
Let F : X → X ′ be a large-scale equivalence between two spaces X and X ′
satisfying the doubling property at any scale. Assume that f ∈ Lip(X ′). For
every h > 0, deﬁne a function on X
∀x ∈ X, ψh(x) = sup
y∈B(x,h)
|f ◦ F (y)|.
Lemma 6.3.6. For h large enough, there exists a constant c = c(h, f) > 0 such
that
µ({ψph ≥ t}) ≥ cµ′({|f |p ≥ t}).
In particular, for every p > 0,
‖ψh‖p ≥ c‖f‖p.
Proof : We can obviously assume that p = 1 and that f ≥ 0. Thanks to
Proposition 6.3.5, we only have to check that
[F−1({f ≥ t})]h ⊂ {ψh ≥ t}.
Indeed, let x ∈ F−1({f ≥ t}). Then f ◦ F (x) ≥ t. So for all y ∈ B(x, h), we
have ψh(y) ≥ t. 
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Lemma 6.3.7. For h′ large enough, there exists a constant C <∞ such that
µ({(|∇ψh|h)q > t}) ≤ Cµ′({|(∇f |h′)q > t/2}).
In particular, for every q > 0,
‖|∇ψh|h‖q ≤ C‖|∇f |h′‖q.
Proof : We can of course assume that q = 1. Thanks to Proposition 6.3.5, it
suﬃces to prove that for h′ large enough,
[F ({|∇ψh|h > t})]h′/2 ⊂ {|∇f |h′ > t/2}.
Indeed, let x ∈ X be such that |∇ψh|h(x) > t. This means that there exists
y ∈ B(x, h) such that |f◦F (x)−f◦F (y)| > t. On the other hand, by property (a)
of a large-scale equivalence, one can choose h′ such that d(F (x), F (y)) ≤ h′/2.
Hence,
∀z ∈ B(F (x), h′/2), |∇f |h′(z) ≥ max{|f(x)− z|, |f(y)− z|} ≥ t/2.
So z ∈ {|∇f |h′ > t/2}. 
Lemma 6.3.8. For u large enough, there exists a constant C <∞ such that
µ′ (Supp(ψh)) ≤ Cµ ([Supp(f)]u) .
Proof : This follows trivially from Proposition 6.3.5.
Proof of Theorem 6.3.1 Let Ω be a compact subset of X ′ of measure m. We
want to prove that every f ∈ Lip(Ω) satisﬁes
‖f‖p ≤ Cϕ(Cm)‖|∇f |h‖p
with h′ and C depending only on F , h and X. Thanks to Proposition 6.3.3 and
up to choose a larger h′, we can assume that Ω is v-thick for any v > 0. Then,
thanks to Lemma 6.3.8 and to Proposition 6.3.4, we have
Supp(ψh) ≤ C ′m
for some constant C ′. So apply (Spϕ) to ψh and then conclude thanks to Lemmas
6.3.6 and 8.3.2. 
6.4 Large-scale foliation of a metric measure space
6.4.1 Monotonicity of the isoperimetric profile
Definition 6.4.1. Let X = (X, dX , µ) and Y = (Y, dY , λ) be two metric mea-
sure spaces satisfying the doubling property at any scale. We say that X is
large-scale foliated by Y if it admits a measurable partition X = ⊔z∈ZYz satis-
fying the following conditions.
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(i) There exists a measure ν on Z and a measure λz on ν-almost every Yz
such that for every continuous compactly supported function f on X,∫
X
f(x)dµ(x) =
∫
Z
(∫
Yz
f(t)dλz(t)
)
dν(z).
(ii) For ν-almost every z in Z, Yz = (Yz, dX , µ) is large-scale equivalent to
(Y, dY , λ) uniformly with respect to z ∈ Z.
(iii) We ﬁnally impose a normalization condition on the measures λz : for
every (equivalently for one) radius r > 0, there exists a constant 1 ≤ C <
∞ such that for every z ∈ Z and every x ∈ Yz,
C−1VX(x, 1) ≤ VYz(x, 1) ≤ CVX(x, 1).
Recall that the compression of a map F between two metric space X and
Y is the function ρ deﬁned by
∀t > 0, ρ(t) = inf
dX(x,x′)≥t
dY (F (x), F (x
′)).
Definition 6.4.2. We call the compression of a large-scale foliation of X by Y
the function
ρ(t) = inf
z∈Z
ρz(t)
where ρz is the compression function of the large-scale equivalence Y → Yz.
Since these large-scale equivalences are uniform with respect to z, we actually
have ρ ≈ ρz uniformly with respect to z.
A crucial example that we will consider in some details in the next § is the
case when Y = H is a closed subgroup of a locally compact group G = X such
that G/H carries a G-invariant measure. In [Er, Lemma 4], it is proved that if
H is ﬁnitely generated subgroup of a ﬁnitely generated group G, then jH  jG.
Here is a generalization of this easy result.
Proposition 6.4.3. Let X = (X, d, µ) and Y = (Y, δ, λ) be two metric measure
spaces satisfying the doubling property at any scale. Assume that X is large-
scale foliated by Y . Then if Y satisﬁes a Sobolev inequality (Spϕ) at scale h,
then X satisﬁes (Spϕ) at scale h′ for h′ large enough. In other words, if jX,p and
jY,p denote respectively the L
p-isoperimetric proﬁles of X and Y at scale h and
h′, then
jY,p  jX,p.
Moreover, if ρ is the compression of the large-scale equivalence, then
JbY,p  JbX,p ◦ ρ.
Let us start with a lemma.
Lemma 6.4.4. For every z ∈ Z, let [Yz]1 be the 1-neighborhood of Yz in X.
The inclusion map Yz → [Yz]1 is a large-scale equivalence, uniformly w.r.t. z.
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Proof of the lemma. The two metric conditions (a) and (b) for being a
large-scale equivalence (see Deﬁnition 6.1.21) are trivially satisﬁed here, the
uniformity w.r.t. z resulting from the one of Y → Yz. It remains to compare
the volume of balls of ﬁxed radius. But this is done by Condition (iii) of Deﬁ-
nition 6.4.1. 
Proof of Proposition 6.4.3. All along the proof, C will denote a positive
constant.
Assume that Y satisﬁes the Sobolev inequality (Spϕ). Let Ω be a compact
subset of X and f ∈ Lip(Ω). We want to prove that f satisﬁes (Spϕ) at some
scale h′. By Proposition 6.3.3, we can assume that Ω is 1-thick. For every z ∈ Z,
denote by fz the restriction of f to Yz and Ωz = Ω ∩ Yz.
Claim 6.4.5. There exists a constant C < ∞ such that for every z ∈ Z
λz(Ωz) ≤ Cµ(Ω).
Proof : As Ω is 1-thick, the claim follows from the previous lemma and Pro-
position 6.3.5. 
By Theorem 6.3.1, there exists h′ > 0 such that Yz satisﬁes (S
p
ϕ) at scale h′,
uniformly with respect to z ∈ Z. So for every z ∈ Z,
‖fz‖p ≤ Cϕ(Cλz(Ωz))‖|∇fz|h′‖p.
Since λz(Ωz) ≤ Cµ(Ω) and ϕ is nondecreasing, we have
‖fz‖p ≤ Cϕ(Cµ(Ω))‖|∇fz|h′‖p.
Moreover, we have
‖f‖pp =
∫
Z
‖fz‖ppdν(z)
and
‖|∇f |h′‖pp =
∫
Z
‖|∇fz|h′‖ppdν(z).
Clearly, since Yz is equipped with the induced distance, for every z ∈ Z and
every x ∈ Yz,
|∇f |h′(x) ≥ |∇fz|h′(x).
Therefore,
‖|∇f |h′‖pp ≥
∫
Z
‖|∇fz|h′‖pp.
We then have
‖f‖p ≤ Cϕ(Cµ(Ω))‖|∇f |h′‖p,
and we are done. 
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6.5 Sobolev inequality (S2ϕ) and on-diagonal upper
bounds for random walks
In this section, we revisit the relations [Cou4] between Sobolev inequalities
(S2ϕ) and on-diagonal upper bounds for random walks in our general context.
The main purpose is to prove the following result which is a generalization of
[Cou4, Theorem 7.2] to our context.
Theorem 6.5.1. Let X = (X, d, µ) be a metric measure space and let P =
(Px)x∈X be a symmetric view-point at scale h on X. Let ϕ be some increasing
positive function. Deﬁne γ by
t =
∫ 1/γ(t)
0
(ϕ(v))2
dv
v
.
(i) Assume that X satisﬁes a Sobolev inequality (S2ϕ) w.r.t. |∇f |P 2,2. Then
p2nx (x) ≤ γ(cn) ∀n ∈ N,
for some constant c > 0.
(ii) If γ satisﬁes a numerical condition (δ) (see [Cou3, p 18]) and if
p2nx (x) ≤ γ(n) ∀n ∈ N,
then X satisﬁes (S2ϕ) w.r.t. |∇|P,2.
Proof : In [Cou3, Theorem 7.2], the same result is proved for a weighted graph
(X,µ) using the usual notion of gradient on graphs and where P is the standard
random walk on (X,µ). Nevertheless, their proof only relies on the following
formal link between P and the gradient.
c(‖f‖22 − ‖Pf‖22) ≤ ‖∇f‖22 ≤ C(‖f‖22 − ‖Pf‖22).
Here, this relation is satisﬁed when considering the gradient |∇|P 2,2 and we
even have
Lemma 6.5.2. For every f ∈ L2(X), we have
‖|∇f |P 2,2‖22 = 2(‖f‖22 − ‖Pf‖22).
Proof : Write
‖|∇f |P 2,2‖22 =
∫ ∫
X2
|f(x)− f(y)|dPx(y)dµ(y)
=
∫
X
f2(x)dµ(x) +
∫
X
f2(y)dPx(y)dµ(y)− 2
∫
X
f(x)Px(f)dµ(x)
= ‖f‖22 + 〈Pf2, 1〉 − 2〈f, Pf〉
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As P is self-adjoint, 〈Pf2, 1〉 = 〈f2, P1〉 = ‖f‖22 and we are done. 
So, the proof of [Cou3, Theorem 7.2] can be used formally in our context.
However, for the sake of completeness, we give a sketch of this proof. First,
using that Pn is symmetric, one checks easily that
sup
x,y∈X
p2nx (x) = ‖P 2n‖1→∞
where ‖ · ‖p→q denotes the operator norm form Lp(X,µ) to Lq(X,µ).
Proof of (i). Assume that (S2ϕ) holds. Let us start with an important lemma.
Lemma 6.5.3. The Sobolev inequality (S2ϕ) for the L
2-gradient w.r.t. the view-
point P is equivalent to the so-called Nash inequality
‖f‖22 ≤ Cφ
(
C
‖f‖21
‖f‖22
)
‖|∇|P,2‖22.
Proof : Assume that a function f satisﬁes Nash inequality. Using Schwarz
inequality and the fact that ϕ is nondecreasing, we obtain
‖f‖2 ≤ ϕ2
(‖f‖22
‖f‖21
)
‖|∇f |P 2,2‖22 ≤ ϕ2(|Ω|)‖|∇f |P 2,2‖22.
The proof of the other implication relies on an argument of Grigor’yan in [Gri].
Assume that (S2ϕ) holds. Let f ∈ Lip0(X). For every λ > 0, since f < 2(f − λ)
on {f > 2λ}, we may write∫
f2 =
∫
f>2λ
f2 +
∫
f≤2λ
f2
≤ 4
∫
f>2λ
(f − λ)2 + 2λ
∫
f≤2λ
f
≤ 4
∫
f>2λ
(f − λ)2 + 2λ‖f‖1
Now applying (S2ϕ) to (f − λ)+ gives∫
(f − λ)2+ ≤ ϕ(µ({f > 2λ}))‖|∇f |P 2,2‖22,
that is, since
µ({f > λ}) ≤ ‖f‖1
λ
and ϕ is non-decreasing,∫
(f − λ)2+ ≤ ϕ
(‖f‖1
λ
)
‖|∇f |P 2,2‖22.
Therefore ∫
f2 ≤ 4ϕ
(‖f‖1
λ
)
‖|∇f |P 2,2‖22 + 2λ‖f‖1.
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Letting ε > 0 and taking λ = ε‖f‖22/‖f‖1 in this equation yields
‖f‖22 ≤ 4φ
( ‖f‖22
ε‖f‖21
)
‖|∇f |P 2,2‖22 + 2ε‖f‖22
or equivalently,
‖f‖22 ≤
4
1− 2εφ
( ‖f‖22
ε‖f‖21
)
‖|∇f |P 2,2‖22
Taking ε = 1/4, for example yields
‖f‖22 ≤ 8φ
(
4
‖f‖22
‖f‖21
)
‖|∇f |P 2,2‖22
which is the expected Nash inequality. 
Now, consider f ∈ L1(X,µ), non-negative, with ‖f‖ = 1 and deﬁne a se-
quence un = ‖Pnf‖22. The above inequality applied to the function Pnf thus
reads as
un ≤ ϕ2(1/un)(un − un+1)
since ‖Pnf‖1 = ‖f‖1 = 1 by Markov property of P . Let t → ut be the increa-
sing, piecewise linear function extending un on R+. If we put vt = 1/ut, then
the above inequality becomes
dt ≤ ϕ2(vt)dvt
vt
,
hence, by integrating between 0 and t, we obtain
t ≤
∫ 1/vt
v0
ϕ2(s)
ds
s
;
and since by deﬁnition
t =
∫ 1/γ(t)
0
(ϕ(v))2
dv
v
,
this means that γ(t) ≤ vt, i.e.
‖Pnf‖22 ≤ γ(n)
from which we deduce
‖Pn‖1→2 ≤
√
γ(n).
Now, using the fact that Pn is symmetric,
‖Pn‖2→∞ = ‖Pn‖1→2 ≤
√
γ(n).
Hence
‖P 2n‖1→∞ ≤ ‖Pn‖2→∞‖Pn‖1→2 ≤ γ(n).
So (i) follows.
129
Proof of (ii). Assume that the decay ‖P 2n‖1→∞ ≤ γ(n) holds. Observe that
‖P 2n‖1→∞ = ‖Pn‖1→2, then take f with ‖f‖1 = 1 and deﬁne as above un =
‖Pnf‖22. Since P is self-adjoint,
‖Pnf‖22 = 〈Pnf, Pnf〉 = 〈Pn−1f, Pn+1f〉 ≤ ‖Pn−1f‖2‖Pn+1f‖2.
In other words, u2n ≤ un−1un+1 and un+1/un is nondecreasing in n. It follows
that (
u1
u0
)n
≤ u1
u0
u2
u1
. . .
un
un−1
=
un
u0
.
Now, since by assumption un ≤ γ(n),
log
‖f‖22
γ(n)
≤ log u0
un
≤ n log u0
un
≤ n
(
u0
u1
− 1
)
,
hence
‖Pf‖22 ≤

 n
log
‖f‖22
γ(n)

 (‖f‖22 − ‖Pf‖22), ∀n ∈N.
Finally, for all f such that ‖f‖1 = 1,
‖f‖22 ≤

 n
log
‖f‖22
γ(n)
+ 1

 (‖f‖22 − ‖Pf‖22), ∀n ∈ N.
An optimization8 in n yields the Nash inequality that is equivalent to (S2ϕ) by
Lemma 6.5.3. 
6.6 Controlling the scale
6.6.1 Going down the scale
In this section, we address the following question. Let X = (X, d, µ) be a
metric measure space X satisfying a Sobolev inequality at scale h ; we know
that it automatically satisﬁes the same Sobolev inequalities at any larger scale ;
but under what assumptions does it satisfy this inequality at some smaller scale
h′ ? This can be compared to a similar discussion in [Tes1] where we considered
the isoperimetric properties of a metric measure space9.
For example, consider X = Zd (d ≥ 2) equipped with the distance d(x, y) =∑d
i=1 |yi−xi| and with the countable measure. It is well known that X satisﬁes
a Sobolev inequality S(d/(d−1), 1) at any scale ≥ 1. But no Sobolev inequality
is available at a scale s < 1 since for every f ∈ Lip(X), |∇f |s = 0. Clearly, the
problem comes from the lack of connectivity at scale < 1.
The following proposition shows that Property of uniform b-connectedness
(see Deﬁnition 6.1.26) together with Property of doubling at any scale are suf-
ﬁcient to control the minimal scale at which Sobolev inequalities may be valid.
8This is where condition (δ) is needed.
9This is a particular case of the present discussion corresponding to p = 1.
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Proposition 6.6.1. Assume that X is a b-uniformly connected space satisfying
the doubling property at any scale r ≥ b. Then X satisﬁes a large-scale Sobolev
inequality if and only if it satisﬁes the same Sobolev inequality at scale 2b (but
with diﬀerent constants).
Proof : Let f : X → R be some Lipschitz function. Let us prove that for all
h ≥ 2b, there is a constant C = C(h) <∞ such that for every t > 0
µ({|∇f |h > t}) ≤ Cµ({|∇f |2b > t/C}). (6.6.1)
Consider a point x ∈ {|∇f |h > t} : there is y ∈ B(x, h) such that |f(x)−ϕ(y)| >
t. Now, let x = x1 . . . xm = y be a b-connecting chain between x and y (with
m only depending on h). Clearly, there exists 1 ≤ i < m such that |ϕ(xi) −
ϕ(xi+1)| > t/m. So in particular, for all z ∈ B(xi, b), |∇f |2b(z) > t/(2m). Let
Z be a maximal 2E-separated subset of {|∇f |h > t}. The balls (B(z, 2E))z∈Z
form a covering of {|∇f |h > t}. On the other hand, by the previous discussion,
in each ball B(z,E), one can ﬁnd a ball B(xz, b) included in {|∇f |2b > t/(2m)}.
Since the balls (B(xz, b))z∈Z are disjoint, (8.3.4) follows from doubling property
at any scale r ≥ b. 
6.6.2 From finite scale to infinitesimal scale
Definition 6.6.2. (see for instance [Sem, Deﬁnition 1.18]) Let (X, d) be a
metric space, and let u and g be two Borel measurable functions deﬁned on X,
with u real-valued and g taking values in [0,∞]. We say that g is an generalized
gradient of u if
|u(γ(a)) − u(γ(b))| ≤
∫ b
a
g(γ(t))dt
whenever a, b ∈ R and γ : [a, b]→ X is 1-Lipschitz (so that d(γ(s), γ(t)) ≤ |s−t|
for all s, t ∈ [a, b]).
Example 6.6.3. [Sem, Lemma 1.20] The function g deﬁned by
g(x) = lim inf
r→0
r−1 sup
y∈B(x,r)
|u(y)− u(x)|
is a generalized gradient of u. Let us call g the standard upper gradient of u
and we denote it by |∇u|.
The following proposition is obvious by passing to the limit.
Proposition 6.6.4. Fix p ∈ [1,∞]. Assume that for every h > 0, (X, d, µ)
satisﬁes a Sobolev inequality (Spϕ) w.r.t. the gradient |∇|h. Suppose that the
constants appearing in these inequalities are uniform with respect to h, then X
satisﬁes (Spϕ) w.r.t. the standard upper gradient.
The following fact had already been noticed in the case of a discretization
of a manifold [CouSa1]. Its proof, here, is straightforward from the deﬁnition
of |∇|P,p.
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Proposition 6.6.5. Fix some h > 0 and p ∈ [1,∞]. Let (X, d, µ) be a metric
measure space with doubling property at radius ≥ h, and let P be a viewpoint
at scale h on X. Suppose that a function u ∈ Lip(X) satisﬁes (Spϕ) w.r.t. |∇|P,p.
Let g be an generalized gradient of u. We assume that u satisﬁes the following
local Poincare´ inequality (P (1, p))loc∫
B(x,h)
|h(y) − h(x)|pdPx(y) ≤ C
∫
B(x,h′)
gp(y)dµ(y)
for some constants C, h <∞. Then u satisﬁes (Spϕ) w.r.t. g.
Example 6.6.6. Let M be a Riemannian manifold. Then the local norm of its
usual gradient trivially coincides with the standard upper gradient on M . Now,
assume that M satisfying a local Poincare´ inequality (as in the Proposition)
and let X be a discretization of M . According to Theorem 6.3.1, if X satisﬁes
(Spϕ), then M also satisﬁes (S
p
ϕ) w.r.t. its usual gradient.
6.6.3 From infinitesimal scale to finite scale
In this last section, we will prove that if a metric measure space satisﬁes a
Sobolev inequality w.r.t. the standard upper gradient (see Exemple 6.6.3), then
it satisﬁes this Sobolev inequality at any scale.
Theorem 6.6.7. Fix p ∈ [1,∞]. Let (X, d, µ) be a metric measure space sa-
tisfying the doubling property at any scale. Assume that (X, d, µ) satisﬁes a
Sobolev inequality (Spϕ) w.r.t. the standard upper gradient |∇|. Then X satis-
ﬁes (Spϕ) w.r.t. |∇|h for every h > 0.
Proof : Assume that X satisﬁes (Spϕ) w.r.t. the standard upper gradient. Using
the same tools as in the proof of Proposition 6.2.2, one can see that it suﬃces
to show that for every h > 0 and every function f , there exists a viewpoint P
at scale h/2 such that
‖Pf‖p ≤ Cϕ(µ(Ω))‖|∇Pf |h‖p (6.6.2)
where Ω is a measurable subset containing the support of f . According to
Proposition 6.3.3, we can assume that Supp(f) is thick. Thus, thanks to Pro-
position 6.3.4, we can replace Ω by [Ω]Ah that
10 contains Supp(Pf). Finally, it
suﬃces to prove that (Spϕ) w.r.t. |∇|h is satisﬁed for functions of the form Pf ,
with f ∈ Lip(X).
Deﬁne a 1-Lipschitz map θ : X×X → R+ by θ(x, y) = d(y,B(x, h)c). Write
px(y) =
θ(x, y)
K(x)
,
where K(x) =
∫
B(x,h) θ(x, z)dµ(z). Since X is doubling at any scale, one can
easily check that px(y) is the density of a viewpoint P at scale h. Moreover,
10A is the large constant appearing in the definition of a viewpoint at scale h.
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D−1V (x, h) ≤ K(x′) ≤ DV (x, h) where D ≥ 1 only depends on the doubling
constant at scale h.
Let x′ be a point distinct from x. We have
Pf(x′)− Pf(x) =
∫
X
(px′(y)− px(y))f(y)dµ(y)
=
∫
X
(px′(y)− px(y))(f(y)− f(x))dµ(y)
=
∫
X
θ(x′, y)K(x)− θ(x, y)K(x′)
K(x)K(x′)
(f(y)− f(x))dµ(y)
=
∫
X
(θ(x′, y)− θ(x, y))K(x)− θ(x, y) (K(x′)−K(x))
K(x)K(x′)
(f(y)− f(x))dµ(y)
Since X is doubling at any scale, it is not diﬃcult to see that for x′ closed to
x, C−1K(x) ≤ K(x′) ≤ CK(x) where C ≥ 1 only depends on the doubling
constant at scale h. Hence,
|∇Pf |(x) ≤ C
∫
X
|∇xθ|(x, y)K(x) + θ(x, y)|∇K|(x)
K(x)2
|f(y)− f(x)|dµ(y)
On the other hand, note that
|∇K|(x) ≤
∫
X
|∇xθ|(x, z)dµ(z) ≤ V (x, h).
Up to change the constant C, we conclude that
|∇Pf |(x) ≤ C 1
V (x, h)
∫
B(x,h)
|f(y)− f(x)|dµ(y)
≤ C|∇f |h(x).
Now, to conclude, it remains to apply (Spϕ) w.r.t. the standard upper gra-
dient to Pf . Together with the above inequality, we obtain (6.6.2). 
Corollary 6.6.8. If a Riemannian manifold M with doubling property at any
scale satisﬁes (Spϕ) for the usual gradient, then it satisﬁes it at any scale. If X
is a discretization of M , then it also satisﬁes (Spϕ).
Remark 6.6.9. Assume that X is uniformly connected (e.g. X is a Riemannian
manifold), so that Proposition 6.6.1 applies. Note that in the proof of Theo-
rem 6.6.7, we actually show that a Sobolev inequality at large scale is equivalent
to the Sobolev inequality for the standard upper gradient restricted to functions
of the form g = Pf , where P is a viewpoint at some positive scale.
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6.7 Applications to quasi-transitive spaces
6.7.1 Existence of a spectral gap on a quasi-transitive space
The main result
The following theorem generalizes results from [Kest, Bro, Salv, SoW, Pit2,
SW]. We say that a locally compact metric measure space (X, d, µ) is quasi-
transitive if there exists a locally compact group G acting properly and co-
compactly by measure-preserving isometries on X. The quasi-transitivity of
the action easily implies that X is doubling at any scale. Note that this implies
that G is second countable.
Theorem 6.7.1. Let (X, d, µ) be a quasi-G-transitive metric measure space.
Then G is unimodular and amenable if and only if for h large enough and every
reversible viewpoint P at scale h on (X, d, µ), the spectral radius ρ(P ) = 1, or
in other words, if the discrete Laplacian ∆ = I −P has no spectral gap around
zero.
Proof : The proof splits in three parts. First, by Theorem 6.1.16, one checks
easily that ρ(P ) = 1 if and only if the large scale proﬁle jX,2(t)→∞ when t→
∞. Indeed, jX,2(t) ≤ C means that X satisﬁes a large-scale Sobolev inequality
(S2ϕ) with ϕ(t) = C. Thus by Theorem 6.1.16, this happens if and only if p
2n
x (x)
has exponential decay, i.e. if and only if ρ(P ) < 1.
Second, take a uniform left-invariant metric on G. The co-compactness and
properness of the G-action on X imply that G and X are large-scale equiva-
lent (this is straightforward). Hence, by Theorem 6.3.1, it is enough to prove
Theorem 6.7.1 for X = G. This third step will be achieved by Corollary 6.7.10.
Remark 6.7.2. Note that if we assumeG compactly generated, then it is classical
and not diﬃcult to see that a quasi-G-transitive metric measure space is quasi-
isometric to G, equipped with the word metric dS corresponding to a compact
generating subset S of G.
Corollary 6.7.3. Assume that M is a Riemannian manifold, then G is unimo-
dular and amenable if and only if the spectral radius of the heat kernel equals
1, or in other words, if the usual Laplacian on M has no spectral gap around
zero.
Proof : The Laplacian has a spectral gap if and only if M satisﬁes a Sobolev
inequality ‖∇f‖2 ≥ c‖f‖2 for the usual gradient. As M is quasi-transitive, it is
easy to check that it satisﬁes a local Poincare´ inequality as in Proposition 6.6.5.
Indeed, one has to prove that such a local Poincare´ inequality (P (1, 1))loc holds,
for any q ≥ 1 on a compact subset K such that X = ∪g∈GgK. But this results
from the fact that such inequality holds in Rd. Now, applying Proposition 6.6.5
and Theorem 6.6.7, we see that the spectral gap is equivalent to a large-scale
Sobolev inequality. We conclude thanks to Theorem 6.7.1. 
134
Second countable locally compact groups.
All the locally compact groups considered here are second countable.
Recall that a locally compact group can be endowed with a “large-scale”
structure of metric measure space. Let us consider the following natural ques-
tion : is amenability a geometric property among compactly generated locally
compact groups ? Recall that a locally compact group is called amenable if it
admits a left invariant mean [Pi]. By geometric property, we mean a property
characterized in terms of metric measure space. Moreover, we expect such a
property to be invariant under large-scale equivalence. Følner’s characteriza-
tion of amenability implies that the answer is positive when the group is fi-
nitely generated. On the opposite, note that any connected Lie group admits
a co-compact amenable subgroup (take for instance a maximal solvable sub-
group) and therefore is always quasi-isometric to a compactly generated locally
compact amenable group. So the answer is negative in general. Actually, we will
see that the answer is yes if and only if the group is unimodular.
Let G be a locally compact group equipped with some proper left-invariant
metric d and with its Haar measure µ. Fix some h > 0. We deﬁne the boundary
of a subset A of G by
∂hA = AB(e, h) ∩AcB(e, h).
It is important to note that the multiplication by elements of B(e, h) is on
the right, so that AB(e, h) has the following metric interpretation :
AB(e, h) = ∪x∈AB(x, h) = [A]h
where [A]h = {x ∈ G, d(x,A) ≤ h}. In particular, this deﬁnition of boundary
coincides with the one we gave in introduction for a general metric space.
For any sequence of compact subsets with positive measure (Fn) of G and
for every g ∈ G, we deﬁne φn(g) = µ(gFn △ Fn)/µ(Fn). Note that here, the
multiplication by g is on the left.
Recall [Pi] that the group G is amenable if and only one of the following
equivalent statements holds :
(1) There exists a sequence (Fn) such that φn(g) is pointwise converging to
zero.
(2) There exists a sequence (Fn) such that φn(g) converges to zero uniformly
on compact sets.
(3) There exists a sequence (Fn) such that µ(QFn ∩QF cn)/µ(Fn)→ 0 for every
compact subset Q.
If a sequence (Fn) satisﬁes (1), or equivalently, (2), then it is called a Følner
sequence.
Remark 6.7.4. Generally, in the deﬁnition of Følner sequence, (Fn) is also asked
to be an increasing exhaustion of G (this also characterizes amenability).
Here, the multiplication by Q is on the left, so that amenability is not
a priori characterized in terms of isoperimetry, or in other words, in terms of
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metric measured space properties. This is not surprising since amenability is not
invariant under quasi-isometry (for instance, every connected Lie group admits
a cocompact solvable closed subgroup). Let us deﬁne a geometric version of
amenability.
Definition 6.7.5. The group G is called geometrically amenable if it admits
a sequence of compact subsets (Fn) such that one of the following equivalent
statements holds :
(1) µ(Fn △ Fng)/µ(Fn)→ 0 for every g ∈ G.
(2) For every compact subset Q of G,
µ(FnQ ∩ F cnQ)/µ(Fn)→ 0.
The following proposition justiﬁes the term “geometric”.
Proposition 6.7.6. A locally compact group G is geometrically amenable if
and only if for h large enough, the isoperimetric proﬁle jG,1 (resp. jG,p for any
p ≥ 1) at scale h is unbounded.
Proof : Clearly, (2) of the deﬁnition of geometrically amenable implies that
jG,1 is unbounded at any scale. Conversely, the negation of (2) together with
the σ-compacity of G yields the existence of a compact subset K of G such that
for every measurable subset A with ﬁnite measure,
µ(A) ≤ Cµ(AK △ A)
for some constant C <∞. Let h be such that K ⊂ B(e, h). It follows that
µ(A) ≤ Cµ(∂hA),
which means that the proﬁle jX,1 at scale h is bounded. 
If G is unimodular, up to replacing Fn with F
−1
n , it is equivalent for G to
have left or right Følner sequences. In particular, if a group is unimodular, then
it is geometrically amenable if and only if it is amenable. Actually, we have
better : geometric amenability is equivalent to amenability plus unimodularity.
Lemma 6.7.7. If the group G is non-unimodular, then it satisﬁes the following
isoperimetric inequality for h large enough
µ(∂hA) ≥ cµ(A) ∀A ⊂ G
where c is some positive constant.
Proof : Let δ be the modular function of G. Since G is non-unimodular, there
exists g ∈ G such that δ(g) > 1. So, choosing h large enough, we can assume
that g ∈ B(e, h). Then for any compact subset A ⊂ G, we have
µ(∂hA) ≥ µ(Ag △ A) ≥ µ(Ag) − µ(A) = (δ(g) − 1)µ(A). 
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Proposition 6.7.8. Let G be a locally compact group equipped with a left
Haar measure. Then G is amenable and unimodular if and only if it admits a
geometric Følner sequence. In particular if G is compactly generated, then G is
amenable and unimodular if and only if it is geometrically amenable.
Proof : This is a direct consequence of Lemma 6.7.7 and of the above discus-
sion. 
Recall that quasi-isometries between homogeneous metric measure spaces
are large-scale equivalences. We have the following corollaries to Theorem 6.3.1.
Corollary 6.7.9. Geometric amenability is invariant under large-scale equiva-
lence between second countable locally compact groups.
Corollary 6.7.10. Geometric amenability is invariant under quasi-isometry
between compactly generated locally compact groups.
Corollary 6.7.11. Being amenable and unimodular is invariant under large-
scale equivalence between second countable locally compact groups. 
6.7.2 Isoperimetric profile of subgroups
Proposition 6.7.12. Let H be a closed subgroup of a locally compact, coun-
table at inﬁnity group G. Assume that the quotient G/H carries a G-invariant
Borel measure. Then, G is large-scale foliated by H.
Proof : Equip G andH with left Haar measures µ and λ and with left invariant
uniform metrics dG and dH . Let ν be a G-invariant σ-ﬁnite measure on the
quotient Z = G/H. Since ν is G-invariant, up to normalize it, one can assume
that for every continuous compactly supported function f on G,∫
G
f(g)dµ(x) =
∫
Z
(∫
H
f(gh)dλ(h)
)
dν(gH).
We claim that the partition G = ⊔gH∈ZgH satisﬁes Conditions (i) to (iii) of
Deﬁnition 6.1.21. Clearly, (i) follows from the above decomposition of µ. For
every g ∈ G, the left-translation by g is an isometry on G. On the other hand,
sinceH is a closed subgroup, the inclusion mapH → G is a uniform embedding,
i.e. satisﬁes condition (i) of Deﬁnition 6.1.21. This proves (ii). Finally, (iii)
follows immediately from the left-invariance of µ. 
Corollary 6.7.13. Let H be a closed subgroup of a locally compact group G
such that G/H carries a G-invariant measure. Then,
(1) jH,p  jG,p ;
(2) If ρ is the compression of the inclusion map H →֒ G, then JbH,p  JbG,p ◦ρ. 
Remark 6.7.14. Corollary 6.7.13 holds for exemple if G and H are both uni-
modular. Actually this is the only interesting situation since, by Lemma 6.7.7,
a non-unimodular group always satisﬁes the “best” Sobolev inequality at large
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scale : ‖|∇f |h‖p ≥ cp‖f‖p for every p ≥ 1. On the other hand, if H is non-
unimodular and if G is unimodular and amenable, then, by Proposition 6.7.8
the conclusion of Corollary 6.7.13 is never true11.
11For exemple, consider the non-unimodular group H of positive affine transformations
of R : this group, equipped with its left-invariant Riemannian metric is isometric to the
Hyperbolic plane. In particular, it has a bounded isoperimetric profile. On the other hand, it
is a closed subgroup of the solvable unimodular Lie group Sol, whose isoperimetric profile jG,p
is asymptotically equivalent to log t.
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Chapitre 7
Isope´rime´trie asymptotique
des boules dans un espace a`
croissance polynomiale
Re´sume´
In this paper, we study the asymptotic behavior of the volume of spheres
in metric measure spaces. We ﬁrst introduce a general setting adapted to the
study of asymptotic isoperimetry in a general class of metric measure spaces.
Let A be a family of subsets of a metric measure space (X, d, µ), with ﬁnite,
unbounded volume. For t > 0, we deﬁne
I↓A(t) = inf
A∈A,µ(A)≥t
µ(∂A).
We say that A is asymptotically isoperimetric if ∀t > 0
I↓A(t) ≤ CI(Ct),
where I is the proﬁle of X. We show that there exist graphs with uniform poly-
nomial growth whose balls are not asymptotically isoperimetric and we discuss
the stability of related properties under quasi-isometries. Finally, we study the
asymptotically isoperimetric properties of connected subsets in a metric mea-
sure space. In particular, we construct graphs with uniform polynomial growth
whose connected subsets are not asymptotically isoperimetric.
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7.1 Introduction
The study of large scale isoperimetry on metric measure spaces has proven
to be a fundamental tool in various ﬁelds ranging from geometric group theory
[Gro3, PS] to analysis and probabilities on graphs and manifolds [CouSa1,
CouSa2]. One of the targets of this paper is to ﬁnd a simple setting adapted
to the large scale study of isoperimetric properties. This includes some gene-
ral assumptions on metric measure spaces, a convenient notion of “large scale”
boundary of a subset, and a family of maps preserving the large scale isope-
rimetric properties. There are two kinds of questions concerning isoperimetry
[Ros] : what is the isoperimetric proﬁle ? What are the subsets that optimize
the isoperimetric proﬁle ? Here, we will formulate similar questions in a large
scale setting : we will not be interested in the exact values of the isoperimetric
proﬁle but in its asymptotic behavior and we will consider sequences of subsets
that optimize “asymptotically” the isoperimetric proﬁle. Dealing with general
metric measure spaces, the family of balls seems to be a natural candidate for
optimizing asymptotically the isoperimetric proﬁle. Nevertheless, we will see
that even under apparently strong assumptions on the space X, this is not
always the case. Let us be more precise.
7.1.1 Boundary of a subset and isoperimetric profile
Let (X, d, µ) be a metric measure space. Let us denote B(x, r) the closed
ball of center x and radius r. We suppose that the measure µ is Borel, supported
on X and σ-ﬁnite. For any measurable subset A of X, any h > 0, write
Ah = {x ∈ X, d(x,A) ≤ h},
and
∂hA = Ah ∩ (Ac)h.
Let us call ∂hA the h-boundary of A, and ∂hB(x, r) the h-sphere of center
x and radius r.
Definition 7.1.1. Let us call the h-proﬁle the nondecreasing function deﬁned
on R+ by
Ih(t) = inf
µ(A)≥t
µ(∂hA),
where A ranges over all µ-measurable subsets of X with ﬁnite measure.
This deﬁnition of large-scale boundary has the following advantage : under
some weak properties on the metric measure spaceX, we will see in Section 7.3.1
that in some sense, the boundary of a subset A ⊂ X has a thickness “uniformly
comparable to h”. This will be play a crucial role in the proof of the invariance
of “asymptotic isoperimetric properties” under large-scale equivalence (see §
7.1.3).
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7.1.2 Lower/upper profile restricted to a family of subsets
Let (X, d, µ) be a metric measure space. In order to study isoperimetric
properties of a family of (measurable) subsets of X with ﬁnite, unbounded
volumes, it is useful to introduce the following notions
Definition 7.1.2. Let A be a family of subsets of X with ﬁnite, unbounded
volumes. We call lower (resp. upper) h-proﬁle restricted to A the nondecreasing
function I↓h,A deﬁned by
I↓h,A(t) = inf
µ(A)≥t,A∈A
µ(∂hA)
(resp. I↑h,A(t) = supµ(A)≤t,A∈A µ(∂hA)).
Definition 7.1.3. Consider two monotone functions f and g : R+ → R+.
Say that f ≈ g if there exist some constants Ci such that C1f(C2t) ≤ g(t) ≤
C3f(C4t) for all t ∈ R+.
The asymptotic behavior of a monotone function R+ → R+ may be deﬁned
as its equivalence class modulo ≈.
We get a natural order relation on the set of equivalence classes modulo ≈
of monotone functions deﬁned on R+ by setting
(f  g)⇔ (∃C1, C2 > 0,∀t > 0, f(t) ≤ C1g(C2t)).
We say that the family A is asymptotically isoperimetric (resp. stron-
gly asymptotically isoperimetric) if for all A ∈ A
I↓h,A  Ih
(resp. I↑h,A  Ih).
Remark 7.1.4. Note that asymptotically isoperimetric means that for any t we
can always choose an optimal set among those of A whose measure is larger
than t whereas strongly asymptotically isoperimetric means that every set of A
is optimal (but the family (µ(A))A∈A may be lacunar). In almost all cases we
will consider, the family (µ(A))A∈A will not be lacunar, and strong asymptotic
isoperimetry will imply asymptotic isoperimetry.
7.1.3 Large scale study
Let us recall the deﬁnition of a quasi-isometry (which is also sometimes
called rough isometry).
Definition 7.1.5. Let (X, d) and (X ′, d′) two metric spaces. One says that
X and X ′ are quasi-isometric if there is a function f from X to X ′ with the
following properties.
(a) there exists C1 > 0 such that [f(X)]C1 = X
′.
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(b) there exists C2 ≥ 1 such that, for all x, y ∈ X,
C−12 d(x, y) − C2 ≤ d′(f(x), f(y)) ≤ C2d(x, y) + C2.
Example 7.1.6. Let G be a ﬁnitely generated group and let S1 and S2 two ﬁnite
symmetric generating sets of G. Then it is very simple to see that the identity
map G → G induces a quasi-isometry between the Cayley graphs (G,S1) and
(G,S2). At the beginning of the 80’s, M. Gromov (see [Gro3]) initiated the
study of ﬁnitely generated groups up to quasi-isometry.
Example 7.1.7. The universal cover of a compact Riemannian manifold is quasi-
isometric to every Cayley graph of the covering group (see [Gro3] and [S]).
Note that the notion of quasi-isometry is purely metric. So, when we look for
quasi-isometry invariant properties of a metric measure space like, for instance,
volume growth, we are led to assume some uniformity properties on the volume
of balls. This is the reason why, for instance, this notion is well adapted to
geometric group theory. But since we want to deal with more general spaces, we
will deﬁne a more restrictive class of maps. Those maps will be asked to preserve
locally the volume of balls. On the other hand, we want local properties to be
stable under bilipschitz ﬂuctuations of the metric. Precisely, let (X, d, µ) be a
metric measure space and let d′ be another metric on X such that d/d′ and d′/d
are bounded. The following deﬁnition (see [CouSa1]) prevents wild changes of
the volume of balls with bounded radii under the identity map between (X, d, µ)
and (X, d′, µ).
Definition 7.1.8. Let us say that (X, d, µ) is doubling at fixed radius, or
has property (DV )loc if for all r > 0, there exists Cr > 0 such that, for all
x ∈ X
µ(B(x, 2r)) ≤ Crµ(B(x, r)).
Remark 7.1.9. Note that Property (DV )loc is local in r but uniform in x.
Example 7.1.10. Bounded degree graphs or Riemanniann manifolds with Ricci
curvature bounded from below satisfy (DV )loc.
The following notion was introduced by Kanai [Kan] (see also [CouSa1]).
Definition 7.1.11. Let (X, d, µ) and (X ′, d′, µ′) two metric measure spaces
with property (DV )loc. Let us say that X and X
′ are large scale equivalent
(we can easily check that it is an equivalence relation) if there is a function f
from X to X ′ with the following properties : there exist some constants C1 > 0,
C2 ≥ 1, C3 ≥ 1 such that
(a) f is a quasi-isometry of constants C1 and C2 ;
(b) for all x ∈ X
C−13 µ(B(x, 1)) ≤ µ′(B(f(x), 1)) ≤ C3µ(B(x, 1)).
Focusing our attention on balls of radius 1 may not seem very natural.
Nevertheless, this is not a serious issue since property (DV )loc allows to make
no distinction between balls of radius 1 and balls of radius C for any constant
C > 0.
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Remark 7.1.12. Note that for graphs with bounded degree (equipped with the
counting measure), or Riemannian manifolds with bounded Ricci curvature
(equipped with the Riemannian measure), quasi-isometries are automatically
large-scale equivalences.
7.1.4 Volume of balls and growth function
Let (X, d, µ) be a metric measure space. The equivalence class modulo ≈ of
µ(B(x, r)) is independent from x. We call it the volume growth of X and we
write it V (r). We have the following easy fact (see [CouSa1]).
Proposition 7.1.13. The volume growth is invariant under large-scale equi-
valence (among (DV )loc spaces).
Definition 7.1.14. Let X be a metric measure space. We say that X is dou-
bling if there exists a constant C > 0 such that, ∀x ∈ X and ∀r ≥ 0
µ(B(x, 2r)) ≤ Cµ(B(x, r)). (7.1.1)
We will call this property (DV ).
Remark 7.1.15. It is easy to see that (DV ) is invariant under large scale equiva-
lence between (DV )loc spaces. To be more general, we could deﬁne an asympto-
tic doubling condition (DV )∞, restricting (7.1.1) to balls of radius more than a
constant (depending on the space). Property (DV )∞ is also stable under large-
scale equivalence between (DV )loc spaces and has the advantage to focus on
large scale properties only. Actually, in every situation met in this paper, the
assumption (DV ) can be replaced by (DV )∞ + (DV )loc (note that they are
equivalent for graphs). Nevertheless, for the sake of simplicity, we will leave
this generalization aside.
Example 7.1.16. A crucial class of doubling spaces is the class of spaces with
polynomial growth : we say that a metric measure space has (strict) polynomial
growth of degree d if there exists a constant C ≥ 1 such that, ∀x ∈ X and ∀r ≥ 1
C−1rd ≤ µ(B(x, r)) ≤ Crd.
Gromov proved [Gro1] that if a ﬁnitely generated group G satisﬁes
µ(B(1, r)) ≤ Crd
for some constant C > 0, then it has polynomial growth with integer degree.
Another very interesting class of examples are fractals as for instance, the (un-
bounded) Sierpinski gasket or more generally, polygaskets (see [Fal, Str]).
7.2 Organization of the paper
In the next section, we present a setting adapted to the study of asymptotic
isoperimetry in general metric measure spaces. The main interest of this setting
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is that the “asymptotic isoperimetric properties” are invariant under large-scale
equivalence. In particular, it will imply that if X is a (DV )loc and uniformly
connected space (see next section), then the class modulo ≈ of Ih will not
depend any more on h provided h is large enough. For that reason, we will
simply denote I instead of Ih. Then, we introduce a notion of weak geodesicity
which is invariant under Hausdorﬀ equivalence (see § 7.3.2) but not under quasi-
isometry. We call it property (M) since it can be formulated in terms of existence
of some “monotone” geodesic chains between any pair of points. This property
plays a crucial role when we want to obtain upper bounds for the volume of
spheres (see [Tes0]). It will also appear as a natural condition for some properties
discussed in this paper.
Here are the two main problems concerning isoperimetry in metric measure
spaces : ﬁrst, determining the asymptotic behavior of the proﬁle ; second, ﬁnding
families of subsets that optimize the proﬁle. The asymptotic behavior of I is
more or less related to volume growth (see [CouSa2] and [Pit2] for the case
of ﬁnitely generated groups). In the setting of groups, the two problems have
been solved for Lie groups (and for polycyclic groups) in [PS] and [CouSa2]
and for a wide class of groups constructed by wreath products in [Er]. It seems
very diﬃcult (and probably desperate) to get general statements for graphs
with bounded degree without any regularity assumption (like doubling property
or homogeneity). On the other hand, let us emphasize the fact that doubling
condition appears as a crucial assumption in many ﬁelds of analysis. So in this
article, we will deal essentially with doubling metric measure spaces. Without
any speciﬁc assumption on the space, balls seem to be natural candidates for
being isoperimetric subsets, especially when the space is doubling (see Corollary
7.4.4).
One could naively think that thanks to Theorem 8.2.4, properties like asymp-
totic isoperimetry of balls are stable under large-scale equivalence. Unfortuna-
tely, it is not the case. Indeed, Theorem 8.2.4 roughly says that if f : X → X ′
is a large scale equivalence between two metric measure spaces, then for a > 0
large enough and for every measurable subset A of X, the measure of the
boundary of [f(A)]a is smaller than the measure of the boundary of A up to
a multiplicative constant. So, in order to apply Theorem 8.2.4 to asymptotic
isoperimetry of balls, we need the existence of some C > 0 such that
B(f(x), r − C) ⊂ [f(B(x, r))]C ⊂ B(f(x), r + C) ∀x ∈ X,∀r > 0. (7.2.1)
This condition is satisﬁed if f is a Hausdorﬀ equivalence (see § 7.3.2 for the
deﬁnition). But if f is a quasi-isometry, we only have
B(f(x), C−1r − C) ⊂ [f(B(x, r))]C ⊂ B(f(x), Cr + C) ∀x ∈ X,∀r > 0.
(7.2.2)
(Note that (7.2.1) and (7.2.2) are purely metric conditions).
Let us introduce some terminology. First, let us write B for the family of all
closed balls of X.
Definition 7.2.1. Let X be a metric measure space.
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– We say that X is (IB) if balls are asymptotically isoperimetric, i.e. if
I↓B  I.
Otherwise, we will say that X is (NIB).
– We say that X is strongly-(IB) if balls are strongly asymptotically iso-
perimetric, i.e. if
I↑B  I.
– Finally, we say that a metric measure space is stably-(IB) (resp. stably-
(NIB)) if every (M)-space (see Deﬁnition 8.2.1) large scale equivalent to
X is (IB) (resp. (NIB)). If necessary, we will restrict our study to a certain
class of metric measure spaces.
Definition 7.2.2. We say that a space (X, d, µ) satisﬁes a strong (isoperime-
tric) inequality —or that X has a strong proﬁle— if I  id/φ where φ is the
equivalence class modulo ≈ of the function
t→ inf{r, µ(B(x, r)) ≥ t}.
We will show that every doubling space satisfying a strong isoperimetric
inequality satisﬁes (IB). This actually implies that such a space satisﬁes stably-
(IB). In particular, any compactly generated, locally compact group of polyno-
mial growth satisﬁes (IB). In contrast, apart from the Abelian case [Tes0], it is
still unknown whether such a group G satisﬁes strongly-(IB) or not, or, in other
words, if we have µ(Kn+1 rKn) ≈ nd−1 where K is a compact generating set
of G and µ is a Haar measure on G.
Conversely, we will show that every strongly-(IB) doubling space satisﬁes a
strong isoperimetric inequality. On the other hand, we will see that the strong
isoperimetric inequality does not imply strongly-(IB), even if the volume growth
is linear (V (r) ≈ r).
To see that strongly-(IB) is not stable under large scale equivalence, even
among graphs with polynomial growth, we shall construct a graph quasi-isometric
to Z2 whose volume of spheres is not dominated by rlog 3/ log 2 (where r is the
radius). Note that this can be compared with the following result (see [Tes0],
theorem 1)
Theorem 7.2.3. [Tes0] Let X be a metric measure space with properties (M)
and (DV ) (for instance, a graph or a complete Riemannian manifold with the
doubling property). There exists δ > 0 and a constant C > 0 such that, ∀x ∈ X
and ∀r > 0
µ (B(x, r + 1)rB(x, r)) ≤ Cr−δµ(B(x, r)).
In particular, the ratio µ(∂Bx,r(x))/µ(B(x, r)) tends to 0 uniformly in x when
r goes to inﬁnity.
When the proﬁle is not strong, we will see that many situations can happen.
All the counterexamples built in the corresponding section will be graphs of
polynomial growth.
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The case of a bounded proﬁle is quite speciﬁc.1 Indeed, in that case, and
under some hypothesis on X (including graphs and manifolds with bounded
geometry), we will prove that if (Pn)n∈N is an asymptotically isoperimetric
sequence of connected subsets of X, one can ﬁnd a constant C ≥ 1 and ∀n ∈ N,
some xn ∈ X, rn > 0 such that
B(xn, rn) ⊂ Pn ⊂ B(xn, Crn).
Note that here, we don’t ask X to be doubling.
Nevertheless, we will see that there exist graphs with polynomial growth
(with unbounded proﬁle) such that no asymptotically isoperimetric family has
this property. In particular, those graphs are stably-(NIB).
To be complete, we also build graphs with polynomial growth, bounded
proﬁle and satisfying stably-(NIB).
Concerning the stability under large-scale equivalence, we will see that even
among graphs with polynomial growth, with bounded or unbounded proﬁle,
property (IB) is not stable under large-scale equivalence (in the case of graphs
equipped with the counting measure, a large-scale equivalence is simply a quasi-
isometry).
Finally, we shall examine isoperimetric properties of connected subsets.
Definition 7.2.4. Let us say that a subset A is (metrically) connected if for
any partition A = A1 ⊔A2 such that ∂A1 ∩ ∂A2 = ∅, either A1 or A2 is empty.
Clearly, since balls of a (M)-space are connected, the strong isoperimetric
inequality implies that connected sets are asymptotically isoperimetric (see also
Theorem 7.6.1).
On the other hand, we will show that there exist graphs with polyno-
mial growth whose connected subsets are not asymptotically isoperimetric :
namely there exists an increasing sequence of integers (Nn) such that to opti-
mize (asymptotically) the isoperimetric proﬁle at these values, one has to take
a sequence of subsets with an number of connected components that tends to
inﬁnity and such that the distance between these connected components also
tends to inﬁnity.
Remark 7.2.5. Note that all our conterexamples are far from being homoge-
neous. So many of the properties discussed in this paper should also be discussed
in a more restrictive class of spaces such as spaces with fractal properties.
7.3 Isoperimetry at infinity : a general setting
7.3.1 Isoperimetry at a given scale
The purpose of this section is to ﬁnd some minimal conditions under which
“isoperimetric properties at inﬁnity” are invariant under large-scale equivalence.
1Note that there exist unbounded fractals like the unbounded Serpinsky gasket [Str], with
polynomial growth and with bounded asymptotic isoperimetric profile (this is a trivial fact).
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In the introduction, namely in Section 7.1.1, we justiﬁed our deﬁnition of the
boundary by the fact that we want it to have a uniform thickness. Nevertheless,
it is not suﬃsant to our purpose : it is also important for the space X to look
connected at scale h. Indeed, let X be a graph ; if h = 1/2, then every subset
of X has a trivial boundary, so that all the isoperimetric properties of X are
trivial.
Definition 7.3.1. Let X be a metric space and ﬁx b > 0. Let us call a b-
chain of length n from x to y, a ﬁnite sequence x0 = x, . . . , xn = y such that
d(xi, xi+1) ≤ b.
The following deﬁnition can be used to study the isoperimetry at a given
scale, although we will only use it “large-scale version” in this paper.
Definition 7.3.2.
Scaled version : Let b > 0 and E1 ≫ b. Let us say that X is uniformly b-
connected at scale ≤ E1 if there exists a constant E2 ≥ E1 such that for every
couple x, y ∈ X such that d(x, y) ≤ E1, there exists a b-chain from x to y totally
included in B(x,E2).
Large-scale version : If, for all E1 ≫ b, X is uniformly b-connected at scale
≤ E1, then we say thatX is uniformly b-connected (or merely uniformly connec-
ted).
Remark 7.3.3. Note that in the scaled version, the space X is allowed to have
a proper nonempty subset A such that d(A,Ac) > E1 : in this case X is not
b-connected at all.
Invariance under quasi-isometry :Note that ifX is uniformly b-connected
at scale ≤ E1 and if f : X → X ′ is a quasi-isometry of constants C1 and C2,
then X ′ is uniformly C2b+C1-connected at scale ≤ E1/C2 −C1. In particular,
if X is uniformly b-connected, then X ′ is uniformly (C2b+ C1)-connected.
Remark 7.3.4. Let us write db(x, y) for the b-distance from x to y, that is, the
minimal length of a b-chain between x and y (note that if every couple of points
of X can be joined by a b-chain, then db is a pseudo-metric on X).
If there exists C > 0 such that, for all x, y ∈ X, one has db(x, y) ≤ Cd(x, y)+
C, then in particular, X is uniformly b-connected (we can call this property
quasi-geodesic property).
Example 7.3.5. A graph and a Riemannian manifold are respectively uniformly
1-connected and uniformly b-connected for all b > 0.
Proposition 7.3.6. Let X be a uniformly b-connected space at scale ≤ E1.
Let h be such that h ≥ 2b.
(i) For every subset A of X and every x ∈ Ac such that d(x,A) < E1 (resp.
x ∈ A such that d(x,Ac) < E1), there exists a point z ∈ ∂hA at distance
≤ E2 of x such that
B(z, b) ⊂ ∂hA.
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(ii) If, moreover, X is (DV )loc and h ≪ E1, then there exists a constant
C ′ ≥ 1 such that, for every subset A, there exists a family (B(yi, b))i
included in ∂hA, such that, for all i 6= j, d(yi, yj) ≥ E2 and such that∑
i
µ(B(yi, b)) ≤ µ(∂hA) ≤ C ′
∑
i
µ(B(yi, b)).
(iii) The h-boundary measure of a subset of a (DV )loc, uniformly b-connected
space does not depend on h up to a multiplicative constant, provided
E1 ≫ h ≥ 2b.
Proof : Let x ∈ Ac such that d(x,A) < E1 and let y ∈ A be such that
d(x, y) ≤ E1. We know from the hypothesis that there exists a ﬁnite chain
x0 = x, x1, . . . , xn = y satisfying
– xn ∈ A,
– d(x, xi) ≤ E2 for all i,
– for all 1 ≤ i ≤ n, d(xi−1, xi) ≤ b.
Since x ∈ Ac and y ∈ A, there exists j ≤ n such that xj−1 ∈ Ac and xj ∈ A.
Clearly, xj ∈ Ab∩ [Ac]b = ∂bA. But since [∂bA]b ⊂ ∂2bA ⊂ ∂hA, the ball B(xj, b)
is included in ∂hA, which proves the ﬁrst assertion.
Let us show the second assertion. Consider a maximal family of disjoint balls
(B(xi, 2E2))i∈I with centers xi ∈ ∂hA. Then (B(xi, 5E2))i∈I forms a covering
of ∂hA.
Using the ﬁrst assertion and the fact that h ≪ E1, one sees that each
B(xi, 2E2) contains a ball B(yi, b) included in ∂hA. It is clear that the balls
B(yi, 10E2) form a covering of ∂hA and that the balls (B(yi, b) are disjoint.
But, by property (DV )loc, there exists C
′ ≥ 1, depending on b and E2, such
that, for all i ∈ I
µ(B(yi, 10E2)) ≤ C ′µ(B(yi, b)).
We deduce ∑
i
µ(B(yi, b)) ≤ µ(∂hA) ≤ C ′
∑
i
µ(B(yi, b))
which proves (ii). The assertion (iii) now follows from (ii). 
Remark 7.3.7. This proposition gives conditions to study isoperimetry at scale
between b and E1, i.e. choosing h far from those two bounds. Thus, we will
always assume that this condition holds and we will simply write ∂A instead
of ∂hA. Otherwise, problems may happen. We talked about what can occur
if h < b at the beginning of this section. Now, let us give an idea of what
can happen if h > E1. Consider a metric measure space X such that X =
∪i∈IXi where the Xi are subsets such that d(Xi,Xj) ≥ E1 whenever i 6= j
and such that µ(Xi) is ﬁnite for every i ∈ I but not bounded. Note that
for h < E1 the boundary of every Xi is empty so that the family (Xi)i∈I
is trivially asymptotically isoperimetric. But this can change dramatically if
h > E1 because the boundary of Xi can meet many Xj ’s for j 6= i.
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Remark 7.3.8. If we replace uniformly b-connected at scale ≤ E1 by uniformly
b-connected, then the proposition gives a setting adapted to the study of large
scale isoperimetry. Namely, it says that for a uniformly b-connected, (DV )loc
space, the choice of h does not matter, provided h ≥ 2b.
Corollary 7.3.9. Let X be a (DV )loc, uniformly b-connected space. If h, h
′ ≥
2b, we have
Ih ≈ Ih′ .
So, from now on, we will simply call “proﬁle” (instead of h-proﬁle) the
equivalence class modulo≈ of Ih. Note that the same holds for restricted proﬁles
I↓h,A, and I
↑
h,A that we will simply denote I
↓
A and I
↑
A (where A is a family of
subsets of X).
The following theorem shows that a large-scale equivalence f with controlled
constants essentially preserves all isoperimetric properties.
Theorem 7.3.10. Let f (X, d, µ) → (X ′, d′, µ′) be a large-scale equivalence
(with constants C1, C2 and C3) where X (resp. X
′) is (DV )loc and uniformly
b-connected at scale ≤ E1 (resp. uniformly b′-connected at scale ≤ E′1). We
suppose also that E1 and E
′
1 are far larger than C1, C2, C2b and C2(b
′ + C1).
Then, there exists a constantK ≥ 1 such that, for any subset A of ﬁnite measure
µ′(∂[f(A)]C1) ≤ Kµ(∂A).
Proof : Let us start with a lemma.
Lemma 7.3.11. Let X be a (DV )loc space and ﬁx some α > 0. Then there
exists a constant c > 0 such that, for all family (B(xi, α))i∈I of disjoint balls
of X, there is a subset J of I such that ∀j ∈ J , the balls B(xj, 2α) are still
disjoint, and such that∑
j∈J
µ(B(xj, 2α)) ≥ c
∑
i∈I
µ(B(xi, α)).
Proof : Let us consider a maximal subset J of I such that (B(xj , 2α))j∈J
forms a family of disjoint balls. Then, by maximality, we get⋃
i∈I
B(xi, α) ⊂
⋃
j∈J
B(xj, 4α).
We conclude thanks to property (DV )loc. 
To ﬁx ideas, take h = 2b and h′ = 2b′. Assertion (ii) of Proposition 7.3.6
implies that there exists a family of balls (B(yi, b
′))i included in ∂[f(A)]C1 such
that, for all i 6= j, d(yi, yj) ≥ E′2 and such that∑
i
µ(B(yi, b
′)) ≤ µ(∂h[f(A)]C1) ≤ C ′
∑
i
µ(B(yi, b
′)).
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By the lemma, and up to changing the constant C ′, one can even suppose
that d(yi, yj)≫ C2E2 for i 6= j.
For all i, let xi be a element of X such that d(f(xi), yi) ≤ C1. The points
xi are then at distance ≫ E2 to one another. Moreover, since yi is both at
distance ≤ 2b + C1 of f(A) and of f(Ac), xi is both at distance ≪ E1 of A
and of Ac. So, by the assertion (i) of the proposition, there exists a ball B(zi, b)
included in ∂A∩B(xi, E2). Since balls B(xi, E2) are disjoint, so are the B(zi, b).
The theorem then follows from property (DV )loc and from property of “almost-
conservation” of the volume (property (b)) of large-scale equivalence. 
Remark 7.3.12. Note that in the case of graphs, the condition h ≥ 2 can be
relaxed to h ≥ 1 (the proposition and the theorem stay true and their proofs
are unchanged).
Corollary 7.3.13. Under the hypotheses of the theorem, we have
(i) if the family (Ai)i∈I is asymptotically isoperimetric, then so is (f(Ai)b)i∈I ;
(ii) if I and I ′ are the proﬁles of X and X ′ respectively, we get I ≈ I ′.
The corollary results immediately from the theorem and the following pro-
position. 
Proposition 7.3.14. Let f be a large-scale equivalence between two (DV )loc
spaces X and X ′. Then for every subset A of X, there exists C ≥ 1 such that
µ(A) ≤ Cµ′([f(A)]C1).
Proof : Consider a maximal family of disjoint balls (B(yi, C1))i∈I whose cen-
ters belong to f(A). These balls are clearly included in [f(A)]C1 . By property
(DV )loc, the total volume of these balls, and therefore µ
′([f(A)]C1), are com-
parable to the sum of the volumes of balls B(xi, 3C1)i∈I that form a cove-
ring of [f(A)]C1 . The preimages of these balls thus cover A. But, for each i,
f−1(B(yi, 3C1)) is contained in a ball of radius 3C1C2 + C2 and of center xi
where xi ∈ f−1({yi}). By property (DV )loc and property of almost-conservation
of the measure of small balls (property (b)) of f , the measure of this ball is com-
parable to that of B(yi, 3C1). So we are done. 
Finally, let us mention that if we suppose that X and X ′ are uniformly
connected and satisfy the (DV )loc condition, then Theorem 8.2.4 and its corol-
lary hold for any large-scale equivalence f .
7.3.2 Property (M) : monotone geodesicity
Let us introduce a natural (but quite strong) property of geodesicity.
Definition 7.3.15. Let us say that (X, d) has property (M) if there exists C ≥ 1
such that, ∀x ∈ X, ∀r > 0 and ∀y ∈ B(x, r + 1), we have d(y,B(x, r)) ≤ C.
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Remark 7.3.16. Let (X, d) be a (M) metric space. Then X has “monotone
geodesics” (this is why we call this property (M)) : i.e. there exists C ≥ 1 such
that, for all x, y ∈ X, there exists a ﬁnite chain x0 = x, x1, . . . , xn = y such
that ∀0 ≤ i < n,
d(xi, xi+1) ≤ C;
and
d(xi, x) ≤ d(xi+1, x)− 1.
Consequently, ∀r, k > 0, ∀y ∈ B(x, r + k), we have
d(y,B(x, r)) ≤ Ck.
These two properties are actually trivially equivalent to property (M).
Recall (see [Gro4], p 2) that two metric spaces X and Y are said Hausdorﬀ
equivalent
X ∼Hau Y
if there exists a (larger) metric space Z such that X and Y are contained in Z
and such that
sup
x∈X
d(x, Y ) <∞
and
sup
y∈Y
d(y,X) <∞.
Remark 7.3.17. It is easy to see that property (M) is invariant under Hausdorﬀ
equivalence. But on the other hand, property (M) is unstable under quasi-
isometry. To construct a counterexample, one can quasi-isometrically embedR+
into R2 such that the image, equipped with the induced metric does not have
property (M) : consider a curve starting from 0 and containing for every k ∈ N
a half-circle of radius 2k. So it is strictly stronger than quasi-geodesic property
([Gro4], p 7), which is invariant under quasi-isometry : X is quasi-geodesic if
there exist two constants d > 0 and λ > 0 such that for all (x, y) ∈ X2 there
exists a ﬁnite chain of points of X
x = x0, . . . , xn = y,
such that
d(xi−1, xi) ≤ d, i = 1 . . . n,
and
n∑
i=1
d(xi−1, xi) ≤ λd(x, y).
Example 7.3.18. A geodesic space has property (M), in particular graphs and
complete Riemannian manifolds have property (M). A discretisation (i.e. a dis-
crete net) of a Riemannian manifold X has property (M) for the induced dis-
tance.
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Remark 7.3.19. Note that in general, if X is a metric measure space, we have
∂1/2B(x, r + 1/2) ⊂ B(r + 1) \B(x, r).
Moreover, if X has property (M), then, we have
B(x, r + 1) \B(x, r) ⊂ ∂CB(x, r + 1).
Note that this is not true in general, even for quasi-geodesic spaces.
7.4 Link between isoperimetry of balls and strong
isoperimetric inequality
7.4.1 Strong isoperimetric inequality implies (IB)
The spaces we will consider from now on will be (DV )loc and uniformly
1-connected. Let us write ∂A = ∂2A for any subset A of a metric space X (note
that these conventions are motivated by Proposition 7.3.6).
Let X be a metric measure space. Let V be a nondecreasing function belon-
ging to the volume growth class (for instance V (r) = µ(B(x, r)) for a x ∈ X).
Write φ(t) = inf{r, V (r) ≥ t} for the “right inverse” function of V . Remark
that if f and g are nondecreasing functions R+ → R+, then f ≈ g if and only
if their right inverses are equivalent. In particular, the equivalence class of φ is
invariant under large-scale equivalence.
Definition 7.4.1. Let us call a strong isoperimetric inequality the following
kind of isoperimetric inequality
∀A ⊂ X, |∂A| ≥ C−1|A|/φ(C|A|).
Remark that this is equivalent to
I  id/φ,
Therefore, if X satisﬁes a strong isoperimetric inequality, we will say that it has
a strong proﬁle.
Example 7.4.2. If X has polynomial growth of degree d, we have φ(t) ≈ t1/d.
So X has a strong proﬁle if and only if
I  (id) d−1d .
Write, for all x ∈ X and for all 0 < r < r′
Cr,r′(x) = B(x, r
′) \B(x, r).
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Proposition 7.4.3. Let X be a doubling space (here, no other hypothesis is
required). There exists a constant C ≥ 1 such that
∀x ∈ X,∀r ≥ 1, inf
r≤r′≤2r
µ(Cr′−1,r′) ≤ Cµ(B(x, r))/r.
Proof : Clearly, it suﬃces to prove the proposition when r = n is a positive
integer. First, note that
∪2nk=n(B(x, k)rB(x, k − 1)) ⊂ B(x, 2n).
So, we have
µ(B(x, 2n)) ≥ n inf
n≤k≤2n
µ(B(x, k) \B(x, k − 1)).
We conclude by Doubling property. 
Corollary 7.4.4. Let X be a uniformly connected doubling space. Then we
have
I↓B  id/φ.
Namely, there exists a constant C ≥ 1 such that
∀x ∈ X,∀r > 0, inf
r′≥r
µ
(
∂B(x, r′)
) ≤ Cµ(B(x, r))/r.
Proof. This follows from Remark 7.3.19. 
Corollary 7.4.5. Let X be a uniformly connected doubling space satisfying a
strong isoperimetric inequality. Then, X is stably-(IB).
Proof : It follows from Corollary 7.4.4 and from Corollary 7.3.13. 
Remark 7.4.6. Varopoulos [V] showed that the strong isoperimetric inequality is
satisﬁed by any group of polynomial growth. Coulhon and Saloﬀ-Coste [CouSa2]
then proved it for any unimodular compactly generated locally compact group
with a simple and elegant demonstration. We have the following corollary.
Corollary 7.4.7. A Cayley graph of a group of polynomial growth is stably-
(IB).
7.4.2 The strong isoperimetric inequality does not imply strongly-
(IB)
Note that this will result from the example shown in section 7.4.3. Let us
present here a counterexample with linear growth.
For every integer n, we consider the following ﬁnite rooted tree Gn : ﬁrst
take the standard binary tree of depth n. Then stretch it as follows : replace
each edge connecting a k − 1’th generation vertex to a k’th generation vertex
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by a (graph) interval of length 22
n−k
. Then consider the graph G′n obtained by
taking two copies of Gn and identifying the vertices of last generation of the
ﬁrst copy with those of the second copy. Write rn and r
′
n for the two vertices
of G′n corresponding to the respective roots of the two copies of Gn. Finally,
glue “linearly” the G′n together identifying r′n with rn+1, for all n : it deﬁnes a
graph X.
Let us show that X has linear growth (i.e. polynomial growth of degree 1).
Thus I ≈ 1, and since the boundary volume of balls is clearly not bounded, we
do not have I↑B  I. In particular, X is not strongly-(IB).
Since X is inﬁnite, it is enough to show that there exists a constant C > 0
such that
|B(x, r)| ≤ Cr (7.4.1)
for every vertex x of X. But it is clear that among the balls of radius r, those
which are centered in points of n’th generation of a Gn for n large enough are
of maximal volume. Let us take such an x. Remark that for
∑k
j=0 2
2j ≤ r ≤∑k+1
j=0 2
2j , we have
|B(x, r)| ≤ 2 | B(x,
k∑
j=0
22
j
) | +2

r − k∑
j=0
22
j


So it is enough to show (7.4.1) for r =
∑k
j=0 2
2j . We have
µ(B(x,
k∑
j=0
22
j
)) =
k∑
j=0
2.2j .22
k−j ≤ 4.22k .
Which proves (7.4.1) with C = 8. 
Remark 7.4.8. This example and that of section 7.4.3 show in particular that
the strong isoperimetric inequality does not imply (even in linear growth case)
strongly-(IB).
7.4.3 Instability of strongly-(IB) under quasi-isometry
Theorem 7.4.9. We can ﬁnd a graph, quasi-isometric to Z2 (resp. a Rieman-
nian manifold M bi-Lipschitz equivalent to R2) whose volume of spheres is not
dominated by rlog 3/ log 2 (where r is the radius).
Remark 7.4.10. The restriction to dimension 2 is not essential, but was made
to simplify the exposition (actually, we merely need the dimension to be greater
or equal to 2).
Proof : The general idea of the construction is to get a sequence of spheres
which look like ﬁnitely iterated Von Koch curves. First, we will build a graph
with weighted edges. Actually, this graph will be simply the standard Cayley
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graph of Z2, and the edges will have lengths equal to 1 except for some selected
edges which will have length equal to a small, but ﬁxed positive number.
First step of the construction : Let us deﬁne a sequence (Ak) of disjoint subtrees
of Z2 (which is identiﬁed to its usual Cayley graph). Let (e1, e2) be the canonical
basis of Z2 and denote S = {±e1,±e2}. For every k ≥ 1, let ak = (22k, 0) be
the root of the tree Ak and deﬁne Ak by
x ∈ Ak ⇔ x = ak + 2kε0(x) + 2k−1ε1(x) + . . .+ 2k−i(x)εi(x)(x) + r(x)εi(x)+1(x)
(7.4.2)
where
— 0 ≤ i(x) ≤ k − 1,
— εj(x) belongs to S for every 0 ≤ j ≤ i(x) + 1 and is such that εj+1(x) 6=
−εj(x) (for j ≤ i(x)),
— r(x) ≤ 2k−i(x)−1 − 1.
It is easy to see that Ak is a subtree of Z
2 and that the above decomposition
of x is unique. In particular, we can consider its intrinsic graph metric dAk : let
Sk be the sphere of center ak and of radius 2
k+1 − 1 for this metric. Clearly,
|Sk| ≥ 3k−1.
Second step of the construction : We deﬁne a graph Y with weighted edges as
follows : Y is the usual Cayley graph of Z2 ; all edges of Y have length 1 but
those belonging to A = ∪kAk which have length equal to 1/100. The measure
on Y is the countable measure and the distance between two vertices v and
w is the minimal length of a chain joining v to w, the length of a chain being
the sum of the weights of its edges. Clearly, as a metric measure space, Y is
large-scale equivalent to Z2.
For every k ≥ 2, consider the sphere S(ak, rk) = B(ak, rk + 1) r B(ak, rk)
of Y , where rk = (2
k+1 − 1)/100.
Claim 7.4.11. We have Sk ⊂ S(ak, rk), so that
µ(S(ak, rk)) ≥ 3k−1 ≥ rlog 3/ log 2k .
Proof : Note that the claim looks almost obvious on a drawing. Nevertheless,
for the sake of completeness, we give a combinatorial proof. Let us show that a
geodesic chain in the tree Ak is also a minimizing geodesic chain in Y . Applying
this to a geodesic chain between ak and any element of Sk (which is of length
rk in Y ), we have that Sk ⊂ S(ak, rk), so we are done.
So let x be a vertex of Ak. By (7.4.2), we have
x = ak + 2
kε0(x) + 2
k−1ε1(x) + . . . + 2k−i(x)εi(x)(x) + r(x)εi(x)+1(x)
Let us show by recurrence on dY (ak, x) (which takes discrete values) that
dY (ak, x) = dAk(ak, x)/100 = (2
k+. . .+2k−i(x)+r(x))/100 =
2k+1(1− 2−i(x)−1 + r(x))
100
If x = ak, there is nothing to prove. Consider c = (c(0) = x, c(2), . . . , c(m) = ak)
a minimal geodesic chain in Y between ak and x. Clearly, it suﬃces to prove
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that c ⊂ Ak. Suppose the contrary. Let t be the largest positive integer such
that c(t) belongs to Ak and c(t + 1) does not. Let l be the smallest positive
integer such that c(t + l) ∈ Ak, so that (c(t + 1), . . . , c(t + l − 1)) is entirely
outside of Ak. By recurrence, the chain (c(t + l), . . . , c(m)) is in Ak. Thus we
have
dY (x, ak) = dAk(x, c(t))/10 + |c(t)− c(t+ l)|Z2 + dAk(c(t+ l), ak)/100.
Since c is a minimal chain, we also have
dY (c(t), ak) = |c(t) − c(t+ l)|Z2 + dAk(c(t+ l), ak)/100.
The following lemma applied to u = c(t) and v = c(t+ l) implies that t = t+ l
which is absurd since it means that c is included in Ak. 
Lemma 7.4.12. let u and v be in Ak. We have
|u− v|Z2 ≥ (dAk(u, ak)− dAk(v, ak))/50.
Proof : We can of course assume that dAk(u, ak) ≥ dAk(v, ak). Let u = u1+u2
and v = v1 + v2 with
u1 = 2
kε0(u) + . . . 2
k−i(v)εi(v)(u)
and
v1 = 2
kε0(v) + . . . 2
k−i(v)εi(v)(v).
Note that by construction,
dAk(u1, ak) = dAk(v1, ak)
and since Ak is a tree,
dAk(u, ak)− dAk(v, ak) = dAk(u2, ak)− dAk(v2, ak) ≤ 2k−i(v)+2. (7.4.3)
On the other hand, we have
|u− v|Z2 ≥ ||u1 − v|Z2 − |u2 − v|Z2 |
First, assume that u1 6= v1. Then, by (7.4.2), the projection of u1 − v1 along
e1 or e2 is not zero and belongs to 2
k−i(v)N. Moreover, using the fact that
εj+1(u) 6= −εj(u)) for every j, the same projection of u2 − v2 is (in Z2-norm)
less than
2.(2k−i(v)−2 + 2k−i(v)−4 + . . . = 2k−i(v)−1(1 + 1/4 + 1/42 + . . .) ≤ 2/3.2k−i(v)
Thus,
|u− v|Z2 ≥ 2k−i(v)/3.
So we are done.
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Now, assume that u1 = v1. If i(u) = i(v) or if i(u) ≤ i(v)+1 and εi(v)+1(u) =
±εi(v)+1(v), then we have trivially
|u− v|Z2 = (dAk(u, ak)− dAk(v, ak)).
Otherwise, we have
u−v = u2−v2 = (2k−i(v)−1−r(v))εi(v)+1(u)+2k−i(v)−2εi(v)+2(u)+. . .+r(u)εi(u)+1.
So, projecting this in the direction of εi(v)+2(u), and since εi(v)+3(u) 6= −εi(v)+2(u),
we obtain
|u−v|Z2 = |u2−v2|Z2 ≥ 2k−i(v)−2−(2k−i(v)−4+. . .+2k−i(u)+r(u)) ≥ 2k−i(v)−2−2k−i(v)−3 = 2k−i(v)−3.
Together with 7.4.3, we get
|u− v|Z2 ≥ 32(dAk (u, ak)− dAk(v, ak))
which proves the lemma. 
Clearly, Y is quasi-isometric to Z2. It is not diﬃcult (and left to the reader)
to see that we can adapt the construction to obtain a graph.
Now, let us explain brieﬂy how we can adapt the construction to obtain a
Riemannian manifold bi-Lipschitz equivalent to R2. First, we embed Z2 into
R2 in the standard way, so that Ak is now a subtree of R
2. Let A˜ be the 1/100-
neighborhood of A in R2. Let f be a nonnegative function deﬁned on R2 such
that 1− f is supported by A˜, f ≥ a and f(x) = a for all x ∈ A. Finally, deﬁne
a new metric on R2 multiplying the Euclidean one by f . 
7.4.4 Strongly-(IB) implies the strong isoperimetric inequality
The converse to Proposition 7.4.5 is clearly false (see the examples of the
next section). However, one has
Proposition 7.4.13. Let X be a doubling (M)-space. Suppose moreover that
there exists x ∈ X such that the family of balls of center x is strongly asymp-
totically isoperimetric. Then we have
I↓B  id/φ.
In particular, X satisﬁes a strong isoperimetric inequality.
Proof. Since (B(x, r))r forms an asymptotically isoperimetric family, it is
enough to show that there exists c > 0 such that
µ(∂B(x, r)) ≥ cµ(B(x, r))
r
.
But, let us recall that property (M) implies that there exists C > 0 such
that, for all r > 0
µ(Cr,r+1(x)) ≤ Cµ(∂1B(x, r)).
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Since (B(x, r))r forms an asymptotically isoperimetric family, there exists C
′ ≥
1, such that, for all r′ < r
µ(∂B(x, r′)) ≤ C ′µ(∂B(x, r)).
Using these two remarks, we get
µ(B(x, r)) ≤ CC ′rµ(∂B(x, r)).
So we are done. 
7.5 What can happen if the profile is not strong
All the metric measure spaces built in this section will be graphs with po-
lynomial growth. For simplicity, we write |A| for the cardinal of a ﬁnite subset
A of a graph.
7.5.1 Bounded profile : connected isoperimetric sets are “control-
led” by balls
We will say that a subset A of a metric space is metrically connected (we
will merely say “connected” from now on) if there does not exist any nontrivial
partition of A = A1 ⊔A2 with d(A1, A2) ≥ 10.
Let X be a uniformly 1/2-connected space, with bounded proﬁle, and such
that the measures of balls of radius 1/2 is more than a constant a > 0. Actually,
we can ignore nonconnected sets. Indeed if (An) is an isoperimetric family,
then the An have a bounded number of connected components : otherwise, by
Proposition 7.1.13, the boundary of An would not be bounded (because the
distinct connected components have disjoint 1-boundaries each one containing
a ball of radius 1/2). It suﬃces to replace An by its connected component of
maximal volume.
Claim 7.5.1. Let (X, d, µ) be a (DV )loc, uniformly 1/2-connected space such
that the measures of balls of radius 1/2 is more than a > 0 and whose proﬁle I
is bounded. Then, if (An) is an isoperimetric sequence of connected subsets of
X, there exist a constant C > 0, some xn ∈ X and some rn > 0 such that
∀n, B(xn, rn) ⊂ An ⊂ B(xn, Crn).
Proof : To ﬁx ideas, let us assume that ∂A = ∂1A (for all A ⊂ X). Let yn be a
point of An and write dn = supy∈∂An d(yn, y). Let r ≤ dn be such that Cr,r+1(yn)
intersects nontrivially ∂An (recall that Cr,r′(x) = B(x, r
′) \B(x, r)). Then, by
Proposition 7.3.6, there exists a constant C ≥ 1 such that Cr−C,r+C(yn) ∩ ∂An
contains a ball of radius 1/2 and therefore has measure ≥ a. Consequently, if
δn = sup{r′ − r;Cr,r′(yn) ∩ ∂An = ∅}, then
µ(∂An) ≥ dn
2Cδn
a. (7.5.1)
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Since the boundary of An has bounded measure, there exists a constant
c > 0 and, for all n, two positive reals r′n and r”n such that r”n− r′n ≥ cdn and
Cr′n,r”n ∩ ∂A = ∅.
Write sn = (r
′
n + r”n)/2. Since An is connected, Csn−10,sn+10(x) ∩ An is
nonempty. But then, if xn ∈ Csn−10,sn+10(x) ∩An, we get
B
(
xn,
r”n − r′n
2
− 10
)
⊂ An.
On the other hand
An ⊂ B(xn, 2dn). (7.5.2)
Write rn = cdn/2 − 10. The proposition follows from (7.5.1) and from (7.5.2).

7.5.2 Stably-(NIB) graphs with unbounded profile and where
isoperimetric families can never be “controlled” by fami-
lies of balls
Theorem 7.5.2. For every integer d ≥ 2, there exists a graph X of polynomial
growth of degree d, with unbounded proﬁle, satisfying stably-(NIB) and such
that, for all isoperimetric sequences (An), it is impossible to ﬁnd sequences of
balls Bn = B(xn, rn) and B
′
n = B(x
′
n, r
′
n) of comparable radii (i.e. such that
r′n/rn is bounded) such that
Bn ⊂ An ⊂ B′n, ∀n.
Consider the graph X obtained from Zd deleting some edges. Consider,
in the axis Z.e1, the intervals (Sn) of length [
√
n] and at distance 2n from
one another. Consider the sequence (An) of full parallelepiped deﬁned by the
equations x1 ∈ In and |xi| ≤ n/2 for i ≥ 2.
Then consider a partition of the boundary (in Zd) ofAn in (d−1)-dimensional
cubes akn whose edges have length approximatively
√
n. Remove all the edges
that connect An to its complement but those connected to the “center” of a
k
n
(here, the center of akn is a point of Z
d we choose at distance ≤ 2 from the “true
center” in Rn of the convex hull of akn). We thus obtain a connected graph X.
Note that the An are such that
|An| ≈ nd−1
√
n
and
|∂XAn| ≈ |∂ZdAn||a0n|
≈ nd−1/(√n)d−1 = (√n)d−1.
Write A for the union of Ai and A
c for its complement in X.
Claim 7.5.3. The growth in X is polynomial of degree d.
Proof : It will follow from the strong proﬁle of balls. 
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Claim 7.5.4. The proﬁle of X is not strong.
Proof : Let us consider the An. If the proﬁle was strong, the sequence un =|An|
|∂An|
d
d−1
would be bounded. But there exists a constant c > 0 such that
un ≥ cnd−1
√
n/(
√
n)d = cn
d−1
2 →∞.

Claim 7.5.5. Let R be a unbounded subset of R+ and let (Pr)r∈R be a family
of subsets such that there exist two constants C ≥ 1 and a > 0 such that
∀r > 0,∃xr ∈ X, B(xr, r/C) ⊂ [Pr]a ⊂ B(xr, Cr).
Then there exists a constant c′ such that
∀r > 0, µ(∂Pr) ≥ c′µ(Pr)
d−1
d .
The following lemma and its proof will be useful in all examples that we
will expose in the following sections. Write Ac for the complement of A (in X
or, which is actually the same in Zd).
Lemma 7.5.6. The proﬁle of Ac (or of A′c) is strong. That means I(t) ≈ t d−1d .
Proof of the lemma.
First of all, it is enough to consider only connected subsets P of Ac. Indeed,
if P has many connected components P1 . . . Pk, then, by subadditivity of the
function φ : t→ t d−1d , if the Pi verify |∂Pi| ≥ cφ(|Pi|), then so do P .
Note that Ac embeds into X and into Zd. The idea consists in comparing
the proﬁle of Ac to that of Zd. First of all, let us assume that a connected
subset P of Ac—seen in X—intersects the boundary of many An. Then, as |An|
is negligible compared to the distance between the An when n goes to inﬁnity,
the set of points of ∂ZdP at distance 1 of A has negligible volume compared to
|∂P |. Thus, if |P | et n are large enough, we get
|∂AcP | ≥ 1
2
|∂ZdP |.
So it is enough to consider subsets meeting only one An. But the complement
of a convex polyhedron of Zd has trivially the same proﬁle (up to a constant)
as Zd. So we are done. 
Proof of the claim 7.5.5. Let (Pr) be a family of subsets of X satisfying
the condition of the proposition. We have to show that ∀r, |∂Pr| ≥ c′|Pr| d−1d . If
P ⊂ Ac, the claim is a direct consequence of the lemma.
Suppose that P meets some An and that r ≥ 100C
√
n. Then we have already
seen (in the proof of Lemma 7.5.2) that if many An intersect Pr, the cardinal
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of the intersection of this Pr with A are negligible compared to its boundary
provided n and |Pr| are large enough. We can thus suppose that Pr meets only
one An. Furthermore, since r ≥ 100
√
(n), there is some x′ in B(xr, r/C) such
that
B(x′, r/10C) ∈ B(xr, r/C) ∩Ac.
Then, observe that since B(x′, r/10C) ⊂ [Pr]a, there is a B(x′, r/10C) ⊂ [Pr]a,
there is a constant c > 0 such that
|Pr ∩B(x′, r/C)| ≥ c|B(x′, r/C)|. (7.5.3)
It follows that the intersection of Pr with A
c has volume ≥ c′|Pr| where c¯ is a
constant depending only on C and a. So by Lemma 7.5.2, we have
|∂XPr| ≥ |∂Ac(Pr ∩Ac)| ≥ c|Pr|
d−1
d .
We then have to study the case r ≤ 100C√n. We can assume that xr ∈ An
(otherwise, we conclude with Lemma 7.5.2). Let π be the orthogonal projec-
tion on the hyperplane x2 = 0. Then for n large enough, Cr is smaller than
n/2. Consequently, since Pr ∈ B(xr, Cr), every point of π(Pr) has at least one
antecedent in the boundary of Pr. So, we have
|∂XPr| ≥ |π(Pr)|.
Moreover, note that π(B(xr, r/C)) = B(π(xr), r/C) (note that this ball lies in
Zd−1). On the other hand, since the projection is 1-Lipschitz, we get
π([Pr]a) ⊂ [π(Pr)]a,
so
B(π(xr), r/C) ⊂ [π(Pr)]a.
Similarly to (7.5.3), we have
|π(Pr) ∩B(π(xr), r/C| ≥ c|B(π(xr), r/C)|
So, ﬁnally, we have
|∂XPr| ≥ c′rd−1
so we are done. 
Corollary 7.5.7. In every space isometric at inﬁnity to X, the volume of
spheres ≈ rd−1. In particular, they are not asymptotically isoperimetric.
Proof of the corollary. Let f : X ′ → X a large-scale equivalence between
two metric measure spaces X ′ and X and take y ∈ X ′. It comes
B
(
f(y),
r
C2
− C1
)
⊂ B([f(B(y, r))]C1) ⊂ B(f(y), C2r +C1).
The corollary follows from Claim 7.5.5 and from Theorem 8.2.4. 
162
7.5.3 Graphs stably-(NIB) with bounded profile
Theorem 7.5.8. For any integer d ≥ 2, one can ﬁnd a graph of polynomial
growth of degree d, with bounded proﬁle, and which is stably-(NIB).
The construction follows the same lines as in the previous section. Consider
in Zd, a sequence (Cn) of subsets deﬁned by
Cn = B(xn, n) ∪B(x′n, n)
where xn = (2
n+1, n− log n, 0, . . . , 0) and x′n = (2n+1, log n− n, 0, . . . , 0).
We disconnect Cn from the rest everywhere but in the axis Z.e1. Let Y
be the corresponding graph. Cn looks like a ball (of Z
d) “constricted” at the
equator. Indeed, every point of Cn belonging to the hyperplane {x2 = 0} is at
distance at most log n from the boundary (in Y ) of Cn. This is the property
that will prevent Cn from being “deformed” into a ball. Write C = ∪nCn.
Lemma 7.5.9. The graph Cc has a strong proﬁle.
Proof : The demonstration is essentially the same as for Lemma 7.5.2. 
Claim 7.5.10. The growth in the graph X is polynomial of degree d.
Proof : We have to show that there exists a constant c > 0 such that, ∀x, r,
|B(x, r)| ≥ crd (the converse inequality following from the fact that X embeds
in Zd). Thanks to Lemma 7.5.9, we can suppose that B is included in a Cn0 so
that its radius is ≤ n0.
The conclusion follows then from the next trivial fact : in Zd, if r ≤ n0, the
volume of the intersection of a ball of radius n0 with a ball of radius r ≤ n0
and of center belonging to the ﬁrst ball is ≥ 2−d|B(x, r)| ≥ 2−10drd. Indeed, the
worst case is when x is in a “corner” of the ball. So we are done. 
Claim 7.5.11. If Y ′ is a (M)-space which is isometric at the inﬁnity to Y , then
its balls are not asymptotically isoperimetric.
Proof : The demonstration results from the following lemma and Proposi-
tion 7.1.13.
Lemma 7.5.12. Let P be an asymptotically isoperimetric family of connected
subsets of X. Then there exists a constant C ≥ 1 such that, for all P ∈ P of
measure > C, there exists n such that |P △ Cn| ≤ C.
Proof : Since the proﬁle of Cc is strong, it is clear that for |P | large enough,
P ∩ Cc must be bounded. We then have to show that if (Pn) is a sequence
of subsets such that for all n, Pn ⊂ Cn and such that |Pn| and |Cn \ Pn|
tends to inﬁnity, then |∂Pn| also tends to inﬁnity. Suppose, for instance that
|Pn| ≤ |Cn \ Pn|. But Theorem 8.2.4 makes clear that this problem in Zd is
equivalent to the similar problem in Rd : that is, replacing Cn with its convex
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hull C˜n in R
d. Since the C˜n are homothetic copies of C˜1, by homogeneity, we
only have to show that the proﬁle I(t) of C˜1 is ≥ ct d−1d for 0 < t < |C˜1|/2,
which is a known fact (see [Ros]). 
Let us ﬁnish the demonstration of Claim 7.5.11. We now have to show that
the sets Cn cannot be—up to a set of bounded measure—inverse images of
balls by some large-scale equivalence. So let (X ′, d, µ) be a (M)-space and let
f : X → X ′ be a large-scale equivalence.
Let us consider two points of Cn of respectively maximum and minimum
x2. The distance of each of these points to C
c is ≥ n/2 and yet, every 1-chain
joining them must pass through Cn ∩ {x2 = 0} whose points are at distance
≤ 2 log n from Cc. But this is impossible for a ball in a (M)-space. Indeed,
in a ball B = B(o,R) with R ≥ N , if a point x is at distance cN from the
boundary, then the points belonging to a ball centered in x and of radius cN/2
are at distance at least cN/2 from the boundary of B. But this ball intersects
the ball centered in o and of radius R−cN/2. Moreover, by property (M), there
exists a 1-chain joining x to o and staying in B(o,R − cN/2), so at a distance
of the order of N from boundary of B. 
7.5.4 The instability of (IB) under quasi-isometry between graphs
of polynomial growth
Theorem 7.5.13. Let d be an integer ≥ 2. There exists two graphs X and
X ′ quasi-isometric, of polynomial growth of degree d and with bounded or
unbounded proﬁle, such that X satisﬁes (IB) but not X ′.
Like in the examples of the two previous sections, we will build a graph X
removing some edges from Zd : for n ∈ N, let An be the ball of radius n whose
center belongs to the axis Z.e1 in such a chain that An+1 is at distance 2
n from
An. We then remove all the edges of the boundary of An but those belonging to
the line Z.e1. We write A for the union of An. The graph X
′ is obtained from
X by taking its image by the linear map ﬁxing the ﬁrst coordinate and acting
on the orthogonal as an homothetic transformation of ratio 4 (it is clear that it
is a quasi-isometry). More precisely, we replace each edge of X parallel to the
ﬁrst axis, by a chain of length 2 also parallel to the ﬁrst axis. Write A′ for the
image of A.
Remark 7.5.14. In the previous example, the proﬁle is bounded. Nevertheless,
one can slightly modify the construction in order to get an unbounded proﬁle :
for instance, removing only edges of the boundary of An at distance ≥ log n
from the axis Z.e1 (instead of those which are outside of this axis).
Claim 7.5.15. The graphs X and X ′ have polynomial growth of degree d.
As these graphs are subgraphs of Zd, their volume growths are less than
the one of Zd. The converse inequality will follow from the fact that in X ′,
the proﬁle restricted to balls is strong and from the fact that X and X ′ are
quasi-isometric. 
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Claim 7.5.16. In X, the balls are asymptotically isoperimetric.
Proof : It is clear by construction that the An are balls and that their boun-
daries have bounded volume. 
Claim 7.5.17. In X ′, the proﬁle restricted to balls is strong I↓B(t) ≈ t
d−1
d . In
particular, X ′ is not (IB).
Proof : Remark that Lemma 7.5.2 stays true in this context. Let B = B(x, r)
be a ball of the graph X ′. We have to show that there exists a constant c > 0
such that
|∂B| ≥ c|B| d−1d .
According to Lemma 7.5.2, we can assume that B ⊂ A. Thus, there exists
n0 such that B ⊂ An0 .
Let us embed Zd into Rd. Let us replace the discrete polyhedron An and B
by their convex hulls A˜n and B˜ in R
d. Let X˜ be the space obtained removing
from Rd (Euclidean) the points of the Euclidean boundary of A˜n (for all n) but
the two ones belonging to the axis R.e1 (resp. those at distance ≤ log n of the
axe) for the case of bounded proﬁle (resp. for the case of unbounded proﬁle).
Let us equip X˜ –seen as a subset of Rd– with Lebesgue measure and with the
geodesic metric d(x, y) = infγ l(γ) with γ taking values in the set of arcs joining
x to y in X˜, l(γ) being the Euclidean length of γ.
The embedding j of X into X˜ we obtain like this is clearly a large-scale
equivalence.
For simplicity, we will write |A| for the (Lebesgue) measure of a subset A of
X˜. On the other hand, note that ∂10B˜ contains [j(B(x, r))]1 \ [j(B(x, r− 2))]1,
which by Proposition 7.3.6 has same measure (up to multiplicative constant)
as ∂B. The same holds for B˜ and B. Moreover, since B˜ and An0 are convex
polyhedra, it is clear that the 10-boundary of B˜ has same measure (up to
multiplicative constants) as its Euclidean boundary (whose measure is the limit
when h→ 0 of |∂hB˜|/h). Write
|∂euclB˜| = lim
h→0
|∂hB˜|/h
Consequently, it is enough to show that there exists c > 0 such that
|∂euclB˜| ≥ c|B˜|
d−1
d
Note that by homogeneity, the quantity
Q =
1
rd−1
|∂euclB˜|
only depends on the ratio n/r. Fix n = n0. For r small enough (let us say≤ rc for
some rc > 0), B˜ never meets two parallel faces : Q stays larger than a constant
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> 0 (i.e. proﬁle of a 1/2d−1’th of space of Rd). By compactness, it follows that
Q reaches its minimum when x and r vary under the conditions rc ≤ r ≤ n0/2.
On the other hand, as B˜ is strictly included in A˜n0 , this minimum has to be
> 0. The ratio Q is therefore larger than a constant c′ > 0. ﬁnally, there is a
constant c > 0 such that
|∂euclB˜| ≥ c′rd−1 ≥ c|B|
d−1
d .
So we are done. 
7.6 Asymptotic isoperimetry of connected subsets
Let X be a metric measure space. Set ∂A = ∂1A and assume that X is
uniformly 1/2-connected (see section 7.3.1). Recall that we say that a subset
A of X is connected if there does not exist a nontrivial partition A = A1 ⊔A2
with
∂A1 ∩ ∂A2 = ∅.
Write C for the set of connected subsets of ﬁnite measure of X.
Theorem 7.6.1.
(i) Let X be such that the measures of balls of radius 1/2 are bounded below
by a > 0. Suppose that I(t) = o(t). Then there exists a positive and increasing
sequence (ti) tending to inﬁnity such that I
↓
C(ti) = I(ti).
(ii) Assume that X is a doubling (M)-space and has a strong proﬁle. Then
I↓C ≈ I.
(iii) Let d be an integer ≥ 2. There exists a graph X of polynomial growth
of degree d and a increasing sequence of integers (Nn) such that I(Nn) =
o(I↓C(Nn)).
Proof :
Note that (ii) follows from Corollary 7.4.5 and from the fact that property
(M) implies that balls are connected.
Let us show the ﬁrst assertion of the theorem. Suppose that there exists
T > 0 such that ∀t ≥ T , I(t) < I↓C(t). We will show that it implies that
I(t) ≥ a t
T
. (7.6.1)
Write tm for the upper bound of the set of t such that ∀s ≤ t, one has
I(s) ≥ a sT . Since I is nondecreasing, if tm is ﬁnite, then it is a maximum.
Remark that tm ≥ T since the boundary of every nonempty subset of X
contains a ball of radius 1/2 (see Proposition 7.3.6) and therefore has measure
≥ a.
Suppose by contradiction that tm is ﬁnite. By deﬁnition of tm, for all s > tm
there exists a subset A such that
µ(A) ≥ s
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and
µ(∂A) < as/T.
Moreover, since tm ≥ T , we can suppose that
µ(∂A) < I↓C(s)
(in particular, A is not connected).
It follows that there exists a smallest positive integer k such that there exist
tm ≤ s ≤ tm+T/2 and a subset A of measure ≥ s, with k connected components
and whose boundary has measure < min{I↓C(s), sa/T}. Let A be such a subset.
Note that k ≥ 2. Thus, we have
A = A1 ⊔A2
with d(A1, A2) ≥ 10.
Since k is minimal, one has, for i = 1, 2
µ(Ai) < tm.
Indeed, if for instance, one had µ(A1) ≥ tm, then since the boundary of A2 has
measure ≥ a, one would have
µ(∂A1) ≤ (tm + T/2) a
T
− a = tma
T
− a/2 < tma
T
.
Therefore, as I↓C(tm) ≥ I(tm) ≥ tma/T , one would also have
µ(∂A1) < I
↓
C(tm).
But then, by minimality of k, A1 should have at least k connected components,
which is absurd since it has strictly less components than A.
But, by deﬁnition of tm, this implies that
µ(∂A) = µ(∂A1) + µ(∂A2)
≥ µ(A1)a
T
+
µ(A2)a
T
=
µ(A)a
T
which is absurd. 
In order to show the second assertion of the theorem, we proceed as in the
previous sections : we start from the graph Zd, and then we remove some edges.
Let us consider the following family of cubes (Cmn )0≤m≤n−1,n∈N∗ of Zd : the Cmn
are Euclidean cubes of edges’ length 22
n
whose centers are disposed along the
axis Z.e1 as follows : C
m+1
n is the image of C
m
n by the translation of vector
n22
n
.e1 and C
n−1
n and C
1
n+1 are at distance (n + 1)2
2(n+1) to one another. To
build the graph X, we remove all the edges joining Cmn to the rest of the graph
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but those which have a vertex belonging to the Euclidean cube cmn of dimension
d − 1 of the boundary of Cmn , of volume 2n
2
and centered in one of the two
intersection points of Cmn with the axis Z.e1. Write C for the union of cubes
Cmn .
Claim 7.6.2. The growth in X is polynomial of degree d.
Proof : Let B = B(x, r) be a ball. Let us prove that |B| ≥ 2−100drd. If
the center of B doesn’t belong to any Cmn , it is clear. Suppose therefore that
x ∈ Cm0n0 for integers n0 and m0 < n0. Write Dn0 for the diameter of Cm0n0 . If
r ≥ 3Dn0 , then B contains B(y, r/2) with y belonging to no Cmn . So we are
brought back to the previous case. In the other case, the conclusion follows from
the following trivial fact : in Zd, if r ≤ n, the volume of the intersection of a
cube C of edges’ length equal to n with a ball of radius r ≤ n and of center
x ∈ C is ≥ 2−d|B(x, r)| ≥ 2−10drd. Indeed, the worst case is when x is a corner
of the cube. 
Claim 7.6.3. Take Nn = n2
2n . Then I(Nn) = o(I
↓
C(Nn)).
Proof : Let us consider the set Cn = ∪mCmn . Its volume is equal to Nn and
its boundary has volume equal n2n
2
. On the other hand, let n1 be an integer
and let P be a connected subset of volume ≥ Nn1 . We want to show that
|∂P | ≥ c2(n1+1)2 , for a constant c > 0, which is clearly enough to conclude.
Thanks to the following lemma, the only remaining case to consider is when
P meets a cube Cmn . But, because of the large distance between two such cubes,
we can assume that P meets only one of these cubes, say Cm0n0 .
Lemma 7.6.4. The proﬁle of the graph Cc is strong (i.e. ≈ t d−1d ).
(same demonstration as for Lemma 7.5.2)
If |P ∩ Cc| ≥ |P |/2, then the lemma applied to P ∩ Cc allows to conclude.
Suppose therefore that |P ∩ C| ≥ |P |/2. This implies in particular that n0 ≥
n1+1. We then remark that |∂(P∩Cm0n0 )| ≤ |∂P |. Indeed, let π be the orthogonal
projection onto the hyperplane containing cm0n0 , then every point of c
m0
n0 ∩ P
admits un antecedent by π belonging to the boundary of P . So we can assume
that P ⊂ Cm0n0 . If |P | ≤ 3/2|Cm0n0 |, then there exists c > 0 such that
|∂P | ≥ c|P | d−1d (7.6.2)
(isoperimetry in the full Euclidean cube : see [Ros]). Otherwise, assume that
|P | ≥ 3/2|Cm0n0 | and write Q = Cm0n0 \ P .
– If the volume of Q is ≥ Dn0/2 where Dn0 is the diameter of Cm0n0 , then
7.6.2 applied to Q implies that
|∂Q| ≥ c2(d−1)2n0/d ≥ c22n0−1 ≥ c2n20 = c2(n1+1)2 .
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But, the boundary of Q is—up to points belonging to cm0n0 (whose cardinal
is negligible compared to c22
n0−1)—equal to the boundary volume of P .
So we are done.
– If |Q| ≤ Dn0/2, then every point of cm0n0 has preimages in ∂P by the
projector π. But |cm0n0 | = 2n
2
0 = 2(n1+1)
2
, which ends the demonstration.

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Chapitre 8
Mesure des sphe`res dans un
espace doublant et application
a` la the´orie ergodique
Re´sume´
Let G be a compactly generated locally compact group and let U be a com-
pact generating set. We prove that if G has polynomial growth, then (Un)n∈N
is a Følner sequence and we give a polynomial estimate of the rate of decay of
µ(Un+1 r Un)
µ(Un)
.
Our proof is based on doubling property. As a matter of fact, the result remains
true in a wide class of doubling metric measured spaces including manifolds
and graphs. As an application, we obtain a balls averages Lp-pointwise ergodic
theorem for probability G-spaces, with G of polynomial growth and for all
1 ≤ p <∞.
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8.1 Introduction
Let G be a compactly generated, locally compact (cglc) group endowed with
a left Haar measure µ. Recall that a sequence (An)n∈N of subsets of a locally
compact group G is said to be Følner if for any compact set K,
µ(K.An △ An) = o(µ(An)).
Let U be a compact generating set of G (we mean by this that ∪n∈NUn = G),
non necessarily symmetric. If µ(Un) grows exponentially, it is easy to see that
the sequence (Un)n∈N cannot be Følner. On the other hand, if µ(Un) grows
subexponentially, then there exists trivially a sequence (ni)i∈N of integers such
that (Uni)i∈N is Følner. But it is not clear whether the whole sequence (Un)n∈N
is Følner. This was ﬁrst conjectured for amenable groups by Greenleaf in 1969
([Gre], p 69), who also proved it with Emerson [EmGr] in the Abelian case,
correcting a former proof of Kawada [Kaw] (see also Proposition 8.5.2). The
conjecture is actually not true for all ﬁnitely generated amenable groups since
there exist amenable groups with exponential growth (for instance, all solvable
groups which are not virtually nilpotent). Nevertheless, the conjecture is still
open for groups with subexponential growth. In 1983, Pansu [Pa1] proved it
for nilpotent ﬁnitely generated groups1. In fact, he proved that µ(Un) ∼ Cnd,
for a constant C = C(U) > 0, which clearly implies that (Un)n∈N is Følner.
In this article, we prove the conjecture for all compactly generated groups with
polynomial growth. More precisely, we prove the following theorem : there exist
δ > 0 and a constant C > 0, such that
µ
(
Un+1 r Un
) ≤ Cn−δµ(Un).
Interestingly, our proof works in a much more general setting. Recall that a
metric measure space (X, d, µ) satisﬁes the doubling condition (or “is doubling”)
if there exists a constant C ≥ 1 such that
∀r > 0,∀x ∈ X, µ(B(x, 2r)) ≤ Cµ(B(x, r))
where B(x, r) = {y ∈ X, d(x, y) < r}. Let S(x, r) denote the “1-sphere” of
center x and radius r, i.e. S(x, r) = B(x, r + 1) r B(x, r). Actually, we prove
a similar result for doubling metric measured spaces satisfying a weak geodesic
property we will call property (M) (see § 8.3.2). In this setting, the result
becomes : there exist δ > 0 and a constant C > 0, such that
∀x ∈ X,∀r > 0, µ(S(x, r)) ≤ Cr−δµ(B(x, r)).
In particular, the conclusion of this theorem holds for metric graphs and Rie-
mannian manifolds satisfying the doubling condition.
1In [Bre], Breuillard recently generalized the theorem of Pansu, which now holds for general
cglc groups of polynomial growth.
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In the case of metric measured spaces, our result is somewhat optimal,
since in [Tes0], we build a graph X, quasi-isometric to Z2, such that there exist
0 < a < 1, an increasing sequence of integers (ni)i∈N and x ∈ X such that
|B(x, ni + 1)rB(x, ni)| ≥ c|B(x, ni)|/nai ∀i ∈ N.
Moreover, we will see that our assumptions on X, that is, doubling condition
and property (M) (see Deﬁnition 8.2.1 below) are also optimal in some sense.
An interesting and historical motivation (see for instance [Gre]) for ﬁnding
Følner sequences in groups comes from ergodic theory. As a consequence of our
result, we obtain a Lp-pointwise ergodic theorem (1 ≤ p < ∞) for the balls
averages, which holds for any cglc group G of polynomial growth (see theorem
8.4.3). We refer to a recent survey of A. Nevo [N] for more details and complete
proofs.
8.2 Følner sets in metric measured spaces : state-
ment of the results
8.2.1 Metric measured spaces
Let X = (X, d, µ) be a metric measured space, with µ a σ-compact Borel
measure on (X, d). Recall that X is said to be doubling if there exists C ≥ 1
such that
µ(B(x, 2r)) ≤ Cµ(B(x, r)) ∀x ∈ X,∀r > 0.
We will ask X to have a slightly weaker property than being a length space :
Definition 8.2.1. Let us say that (X, d) has property (M) if there exists C ≥ 1
such that, ∀x ∈ X, ∀r > 0 and ∀y ∈ B(x, r + 1), we have d(y,B(x, r)) ≤ C.
Remark 8.2.2. Let (X, d) be a (M) metric space. Then X has got “monotone
geodesics” (that is why we call this property (M)) : i.e. there exists C ≥ 1 such
that, for all x, y ∈ X, there exists a ﬁnite chain x0 = x, x1, . . . , xm = y such
that for 0 ≤ i < m,
d(xi, xi+1) ≤ C;
and
d(xi, x) ≤ d(xi+1, x)− 1.
Consequently, ∀r, s ≥ 1, ∀y ∈ B(x, r + s), we have
d(y,B(x, r)) ≤ Cs.
These two properties are actually trivially equivalent to property (M).
Recall (see [Gro4], p. 2) that two metric spaces X and Y are said Hausdorﬀ
equivalent
X ∼Hau Y
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if there exists a (larger) metric space Z such that X and Y that X and Y are
contained in Z and such that
sup
x∈X
d(x, Y ) <∞
and
sup
y∈Y
d(y,X) <∞.
It is easy to see that property (M) is invariant under Hausdorﬀ equivalence.
But on the other hand, property (M) is unstable under quasi-isometry : one
can easily ﬁnd a quasi-isometric embedding of R into R2 such that the image,
equipped with the induced metric does not have property (M). So (M) is strictly
stronger than the quasi-geodesic property ([Gro4], p. 7), which is invariant under
quasi-isometry : X is quasi-geodesic if there exist two constants d > 0 and λ > 0
such that for all (x, y) ∈ X2 there exists a ﬁnite chain of points of X
x = x0, . . . , xm = y,
such that
d(xi−1, xi) ≤ d, i = 1 . . . m,
and
n∑
i=1
d(xi−1, xi) ≤ λd(x, y).
Example 8.2.3. A length space has property (M), so do graphs and Riemannian
manifolds. A discretisation (i.e. a discrete net) of a Riemannian manifold M
has property (M) for the induced distance.
Our main result says that in a doubling (M) space, balls are Følner sets.
Theorem 8.2.4. Let X = (X,µ, d) be a doubling, (M) metric measured space.
Then, there exists δ > 0 and a constant C > 0 such that, ∀x ∈ X and ∀n ∈ N
µ (B(x, n+ 1)rB(x, n)) ≤ Cn−δµ(B(x, n)).
In particular, the ratio µ(B(x, n+1)rB(x, n))/µ(B(x, n)) tends to 0 uniformly
in x when n goes to inﬁnity.
Let us conclude this section by some remarks about the optimality of the
assumptions.
Remark 8.2.5. First, note that the doubling assumption cannot be replaced by
polynomial growth. Indeed, for every integer n, consider the following ﬁnite
rooted tree Gn of root on : ﬁrst, take the standard trivalent tree of depth n.
Then stretch it as follows : replace each edge connecting a k − 1’th generation
vertex to a k’th generation vertex by a (graph) interval of length 2n−k. Now, to
make just one connected inﬁnite graph G, glue Gn and Gn+1 together for every
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n ∈ N, identifying on+1 with some vertex of the sphere S(on, 2n+1) of Gn. It is
very easy to embed G into Z2. Thus, the growth of G is bounded by the one of
Z
2, so is polynomial. On the other hand,
|S(on, 2n+1 − 1)| = 3n−1
and
|B(on, 2n+1)| =
n∑
j=0
2k3n−k ≤ 2.3n+1.
So balls are not Følner in G.
Remark 8.2.6. Another interesting point is the fact that property (M) cannot
be replaced by any quasi-isometry invariant property like quasi-geodesic pro-
perty. Indeed, one can very easily build a counterexample, embedding quasi-
isometrically R × [0, 1] into R2. In particular, balls being Følner sets is not
invariant under quasi-isometry.
8.2.2 An interesting particular case : locally compact groups
with polynomial growth
Let (G,µ) be a cglc group endowed with a Haar measure µ. Let U be a
compact generating set of G. Deﬁne a left invariant distance d on G by :
∀x, y ∈ G, d(x, y) = inf{n ∈ N, yx−1 ∈ Un}.
Note that unless U is symmetric (i.e. U−1 = U), d is not really a distance since
we do not have : d(x, y) = d(y, x). Nevertheless, d is “weakly” symmetric, i.e.
there exists a constant C > 0 such that
∀x, y ∈ X, d(x, y) ≤ Cd(y, x)
In fact, we could prove Theorem 8.2.4 only supposing that d is weakly symme-
tric. But for simplicity, we only wrote the proof in the true metric setting.
Let us start with some generalities. First, note that up to replacing U by
Um, for some ﬁxed m > 0, we can assume that 1 ∈ U , so that the sequence
(Un)n∈N is nondecreasing. More generally, we have the following simple fact.
Proposition 8.2.7. Let G be a cglc group and let U and V be two compact
sets such that U generates G. Then there exists m ∈ N∗ such that, for all
n ≥ m, V ⊂ Un.
Proof : First, note that by a simple Baire argument, Un contains a nonempty
open set for n big enough. Let Ω be a nonempty open subset of Un. Then, for
n big enough, Un contains the inverse of a given element of Ω. Thus, Un+1
contains an open neighborhood of 1. Let Ω.xi be a ﬁnite covering of V . For n
big enough, we can suppose that xi ∈ Un, so actually, V ⊂ U2n+2. 
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Let us say that G has polynomial growth if there exist a generating set U ,
D > 0 and a constant C ≥ 1 such that
µ(Un) ≤ CnD.
Theorem 8.2.8. Let G be a cglc group of polynomial growth, then it has
strictly polynomial growth. Precisely, there exist a nonnegative integer d, inde-
pendent of the generating compact set U , and a constant C = C(U) ≥ 1 such
that
C−1nd ≤ µ(Un) ≤ Cnd. (8.2.1)
For the sake of completeness (and also because we have not been able to
ﬁnd it in the litterature), we give a proof of this diﬃcult theorem in appendix.
This result is due to Guivarc’h [Gui], Jenkins [Jen], Gromov [Gro1], Losert [Lo]
and makes a crucial use of a structure theorem due to Wang [Wa] and Mostow
[M].
In the group setting, we obtain a slightly improved version of Theorem 8.2.4.
Theorem 8.2.9. Let G be a cglc group of polynomial growth. Consider a
sequence (Un)n∈N of measurable subsets such that there exists two generating
compact sets K,K ′ such that, for all n ∈ N,
K ⊂ Un ⊂ K ′.
Write
Nn = Un.Un−1 . . . U0 ∀n ∈ N
Then, there exist δ > 0 and a constant C ≥ 1 such that
µ (Nn+1 rNn) ≤ Cn−δµ(Nn) ∀n ∈ N∗.
In particular, the sequence (Nn)n∈N is Følner.
The following corollary is a also a corollary of Theorem 8.2.4.
Corollary 8.2.10. Let G be a cglc group of polynomial growth, and U be a
compact generating set of G. Then, there exist δ > 0 and a constant C ≥ 1
such that
µ
(
Un+1 r Un
) ≤ Cn−δµ(Un) ∀n ∈ N∗.
In particular, the sequence (Un)n∈N is Følner.
In fact, we will not use the full contents of Theorem 8.2.8. All we really need
is Doubling Property : the existence of a constant C = C(U) ≥ 1 such that
µ(U2n) ≤ Cµ(Un) ∀n ∈N.
It clearly results from Strict Polynomial Growth. On the other hand, Doubling
Property implies trivially Polynomial Growth. Unfortunately, the converses
have to this day found no elementary proofs and require to prove Theorem
8.2.8.
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8.3 Proofs
We will start proving Theorem 8.2.4 which is our “more general result”.
Nevertheless, Theorem 8.2.9 is not an immediate consequence of the group
version of Theorem 8.2.4, that is, Corollary 8.2.10. So for the convenience of
the reader, we will give a proof of Corollary 8.2.10 using notations adapted to
the group setting, and then give the additional argument which is needed to
obtain Theorem 8.2.9.
8.3.1 A preliminary observation
The following observation is one of the main ingredients of the proofs.
Lemma 8.3.1. Let X = (X,µ) be a measured space. Let us consider an increa-
sing sequence (An)n∈N of measurable subsets of X. Deﬁne Cn,n+k = An+krAn.
We suppose that µ(An) is ﬁnite and unbounded with respect to n ∈ N. Let us
suppose that there exists a constant α > 0 such that, for all integers k ≤ n,
µ(Cn−k,n) ≥ α.µ(Cn,n+k). (8.3.1)
Then, there exist δ > 0 and a constant C ≥ 1 such that ∀n ≥ 1
µ(Cn−1,n)
µ(An)
≤ Cn−δ.
Proof : Write in = [log2 n]. For i ≤ in, deﬁne bi = µ(Cn−2i,n). Note that
Cn−2i,n = Cn−2i,n−2i−1 ∪ . . . ∪ Cn−1,n ∀i ≤ in
and that the reunion is piecewise disjoint. So we have
bi = µ(Cn−2i,n−2i−1) + . . .+ µ(Cn−1,n).
On the other hand, by 8.3.1
µ(Cn−2i,n−2i−1) = µ(Cn−2i−1−2i−1,n−2i−1)
≥ α.µ(Cn−2i−1,n−2i−1+2i−1)
= α.bi−1.
But note that
bi = bi−1 + µ(Cn−2i,n−2i−1)
So
bi ≥ (1 + α)bi−1.
Therefore
bi ≥ (1 + α)iµ(Cn−1,n).
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Thus, it comes
µ(An) ≥ bin
≥ (1 + α)inµ(Cn−1,n)
≥ 1
2
(1 + α)log2 nµ(Cn−1,n)
≥ 1
2
nlog2(1+α)µ(Cn−1,n).
So we are done. 
8.3.2 The case of metric measured spaces : proof of Theo-
rem 8.2.4
For all x ∈ X and r′ > r > 0, write
Cr,r′(x) = B(x, r
′)rB(x, r),
and
cr,r′(x) = µ(Cr,r′(x)).
Thanks to lemma 8.3.1, we only need to prove that shells are doubling, i.e.
that there exists a constant α > 0 such that, for all x ∈ X, and for any integers
n > k > 10C (where C is the constant that appears in the deﬁnition of property
(M))
cn−k,n(x) ≥ αcn,n+k(x).
So it is enough to prove the following lemma :
Lemma 8.3.2. Let (X, d, µ) a doubling, (M) space. Then, ∀x ∈ X and for all
couples of integers 10C < k ≤ r
cn−k,n(x) ≥ α.cn,n+k(x).
Proof : Let y be in Cn,n+k(x). Consider a ﬁnite chain x0 = y, x1, . . . , xm = x
such that for 0 ≤ i < m
d(xi, xi+1) ≤ C;
and
d(xi+1, x) ≤ d(xi, x)− 1.
Clearly, x2k ∈ B(x, n− k/2), so that
d(y,B(x, r − k/2)) ≤ d(y, x2k) ≤ 2Ck.
Let k0 be the smallest integer such that xk0 ∈ B(x, r−k/2). Since y ∈ Cr,r+k(x),
k0 exists and is less than 2k. Moreover, minimality of k0 implies that xk0 ∈
Cn−k/2−C,n−k/2(x). So we have
d(y,Cn−k/2−C,n−k/2(x)) ≤ 2Ck. (8.3.2)
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Let (zi)i be a maximal family of k-separated points in Cn−k/2−C,n−k/2(x).
Clearly, Cn−k/2−C,n−k/2(x) is covered by the balls B(zi, 2k). Consequently, (8.3.2)
implies that the balls B(zi, (2 + 2C)k) cover Cn,n+k(x). On the other hand, for
k large enough, the balls B(zi, k/2) are included in Cn−k,n(x). Moreover, they
are disjoint. So we conclude by doubling property. 
8.3.3 The case of groups : proof of Theorem 8.2.9
First, let us reformulate the proof of Corollary 8.2.10 using some notations
adapted to the group setting (it may look slightly more complicated than the
proof of Theorem 8.2.4, but this is merely due to the fact that U is not assumed
to be symmetric : see the beginning of Section 8.2.2).
Let (G,µ) be a cglc group of polynomial growth endowed with a Haar mea-
sure µ. Let U be a compact generating set (containing 1). Here, we will denote
Cn,n+k = U
n+k
r Un, ∀n, k ∈ N
and
cn,n+k = µ(Cn,n+k).
Recall that we want to ﬁnd a constant α such that cn−k,n ≥ α.cn,n+k. To
simplify notations, let us assume that k is a multiple of 4.
First, note that
Cn,n+k ⊂ U2kCn−k/2,n−k/2+1. (8.3.3)
Indeed, let y be in Cn,n+k, and let (y1, . . . , yn+j) be a minimal sequence of ele-
ments of U such that y = yn+j . . . y1. By deﬁnition of Cn,n+k and by minimality,
we have 1 ≤ j ≤ k. Moreover, it is easy to see that minimality also implies
yn−k/2+1 . . . y1 ∈ Cn−k/2,n−k/2+1.
So
y ∈ yn+j . . . yn−k/2+2Cn−k/2,n−k/2+1 ⊂ U2kCn−k/2,n−k/2+1
and we are done.
On the other hand, we have
Uk/4Cn−k/2,n−k/2+1 ⊂ Cn−k,n.
So, let (xi) be a maximal family of points of Cn−k/2,n−k/2+1 such that Uk/4xi∩
Uk/4xj = ∅ for i 6= j. By maximality of (xi), we have
Cn−k/2,n−k/2+1 ⊂ ∪iU−k/4Uk/4xi.
So by (8.3.3), we get
Cn,n+k ⊂ ∪iU2kU−k/4Uk/4xi (8.3.4)
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Let S be a symmetric compact set containing U3. Then, since U2kU−k/4Uk/4 is
included in Sk, proposition 8.2.7 and (8.2.1) imply that there exists a constant
C > 0 such that
µ
(
U2kU−k/4Uk/4xi
)
≤ Cµ
(
Uk/4xi
)
(8.3.5)
for a constant C > 0. Thus, since the Uk/4xi are disjoint and included in Cn−k,n,
we get
cn−k,n ≥
∑
i
µ
(
Uk/4xi
)
. (8.3.6)
Finally, using (8.3.4), (8.3.5) and (8.3.6), we deduce
cn−k,n ≥ C−1cn,n+k. 
Proof of Theorem 8.2.9
The only signiﬁcant modiﬁcation we have to do in order to prove Theorem
8.2.10 concerns the inclusion (8.3.3). Actually, we have to show a kind of pro-
perty (M) adapted to this context. For simplicity, assume that 1 ∈ K, so that
the sequence (UnUn−1 . . . U0)n∈N is increasing.
Lemma 8.3.3. There exists j0 ∈ N, such that for every n ∈ N and every
x ∈ Un+k . . . U0 r Un . . . U0, we have
x ∈ K ′k (Un . . . U0 r Un−kj0 . . . U0) .
Proof : Since K ′ contains Ui for every i ∈ N, we have
x ∈ K ′kUn . . . U0.
On the other hand, let q be an integer such that
x ∈ K ′kUn−q . . . U0.
Then, let j0 be such that K
′ ⊂ Kj0 (see proposition 8.2.7). Since K ⊂ Ui for
every i, it comes
x ∈ Un−q+kj0 . . . U0.
But this implies q < kj0, so we are done. 
Write Cn,n+k = Un+k . . . U0 r Un . . . U0. According to the lemma, we have
Cn,n+k ⊂ K ′Cn−kj0,n
for every k < n/j0.
Using the same arguments as in the proof of Theorem 8.2.10, we get cn,n−j0k ≥
α.cn,n+k and we conclude thanks to Theorem 8.3.1. 
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8.4 Consequences in ergodic theory
Let G be a locally compact second countable (lcsc) group, X a standard
Borel space on which G acts measurably by Borel automorphisms. Let m be
a G-invariant probability measure on X ((X,m) is called a Borel probability
G-space). The G-action on X gives rise to a strongly continuous representation
π of G as a group of isometries of the Banach space Lp(X) for 1 ≤ p < ∞,
given by π(g)f(x) = f(g−1x). For any Borel probability measure β on G, and
given some p ≥ 1, we can consider the averaging operator given by
π(β)f(x) =
∫
G
f(g−1x)dβ(g), ∀f ∈ Lp(X).
Let (βn) be a sequence of probability measures on G. We say that (βn) satisﬁes
a pointwise ergodic theorem in Lp(X) if
lim
n→∞π(βn)f(x) =
∫
X
fdm
for almost every x ∈ X, and in the Lp-norm, for all f ∈ Lp(X), where 1 ≤ p <
∞. Let µ be a Haar measure on G. We will be interested in the case when β is
the normalized average on a set of ﬁnite measure N of G.
Definition 8.4.1 (Regular sequences). A sequence of sets of ﬁnite measure Nk
in G is called regular if
µ(N−1k .Nk) ≤ Cµ(Nk).
Let us recall the following general result (also proved in the recent survey
of Amos Nevo [N])
Theorem 8.4.2. [Tem][Chat][Bew][Em] Assume G is an amenable lcsc group,
and (Nn)n∈N is an increasing left Følner regular sequence, with ∪n∈NNn = G.
Then, the sequence (βn)n∈N (associated to (Nk)) satisﬁes the pointwise ergodic
theorem in Lp(X), for every Borel probability G-space (X,m) and every 1 ≤
p <∞.
Now, let us focus on the case when G is a locally compact, compactly ge-
nerated group of polynomial growth. Consider a sequence (Un)n∈N satisfying
the hypothesis of Theorem 8.2.9. According to Theorem 8.2.9 and Proposition
8.2.7, the sequence Nn = U0.U1 . . . Un clearly satisﬁes the hypothesis of Theo-
rem 8.4.2. So we get the following corollary.
Theorem 8.4.3. Let G be a cglc group of polynomial growth. Consider a
sequence (Un)n∈N of measurable subsets such that there exist two generating
compact subsets K,K ′ such that, for all n ∈ N
K ⊂ Un ⊂ K ′.
Write Nn = U0.U1 . . . Un. Then, the sequence (βn)n∈N (associated to (Nn)n∈N)
satisﬁes the pointwise ergodic theorem in Lp(X), for every Borel probability
G-space (X,m) and every 1 ≤ p <∞.
181
8.5 Remarks and questions
In this section, we address a (non-extensive) list of remarks and problems
related to the subject of this paper.
The general Greenleaf localisation conjecture. The following question is still
open : is the Greenleaf conjecture true for all subexponential groups ?
Groups with exponential growth. Let G be a ﬁnitely generated group with ex-
ponential growth and let U be a ﬁnite generating subset. Does there exist a
constant c > 0 such that2
µ(Un+1 r Un) ≥ cµ(Un)?
Asymptotic isoperimetry. Let G be a locally compact, compactly generated
group and let U be a compact generating neighborhood of 1. If A is a subset
of G, we call boundary of A and denote by ∂A the subset UArA. Let µ be a
Haar measure on G. Recall the deﬁnition of the monotone isoperimetric proﬁle
of G (see [PS])
I↑(t) = inf
µ(A)≥t
µ(∂A)/µ(A)
where A runs over measurable subsets of ﬁnite measure of G. We can also deﬁne
a (monotone) proﬁle relatively to a family A of subsets of G
I↑A(t) = inf
µ(A)≥t,A∈A
µ(∂A)/µ(A).
By a theorem of Varopoulos ([V] [CouSa2]), G has polynomial growth of degree
d if and only if I↑(t) ≈ t(d−1)/d. An interesting question is for which groups do
we have I↑(Un)n∈N  I↑ ? It is an easy fact for groups of polynomial growth, and
more generally in doubling metric measure spaces.
Proposition 8.5.1. Let X be a doubling metric measure space. There exists
a sequence (ri)i∈N such that 2i ≤ ri ≤ 2i+1 and such that
∀i ∈ N,∀x ∈ X, µ(S(x, ri)) ≤ Cµ(B(x, ri)/ri.
In particular, if G has polynomial growth of degree d, and if U is a compact
generating set of G, then there exists a subsequence ni such that 2
i ≤ ni+1 ≤
2i+1 and such that
µ(Uni+1 r Uni) ≤ Cn(d−1)/di . (8.5.1)
To prove Proposition 8.5.1, one just has to remark that
∀n < m ∈ N, S(x, n) ∩ S(x,m) = ∅
2An erroneous proof of this fact is written in [Pit2].
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and that
∪2ik=1S(x, 2i + k) ⊂ B(x, 2i+1),
so that
2i inf
1≤k≤2i
µ(S(x, 2i + k)) ≤ µ(B(x, 2i+1))
and ﬁnally, one can conclude thanks to doubling property.
Conversely, does I↑
(Uk)
 I↑ imply that G has polynomial growth ? Subex-
ponential growth ?
One can also wonder if (8.5.1) holds for any integer n (when G has poly-
nomial growth of degree d), or equivalently, if there is a constant C > 0 such
that :
∀n ∈ N, µ(Un+1 r Un) ≤ Cµ(U
n)
n
. (8.5.2)
Proposition 8.5.2. Let G be a cglc Abelian group and let U be a compact
generating set of G. Then, (8.5.2) holds.
Sketch of the proof. First, note that it is an easy fact when G = Rd (the
adaptation to Zd is left to the reader) : if K is convex, it is trivial (since
K +K = 2.K) ; then show that Kˆn ⊂ Kn+k where Kˆ denotes the convex hull
of K, and where k is a positive integer smaller than d+1 times the diameter of
K. On the other hand, a cglc Abelian group G is isomorphic to a direct product
K × Ra × Zb, with a, b ∈N, and K being a compact group. 
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Annexe A
Maps into Hilbert space
Let G be a locally compact group and H a Hilbert space. Let f be a map :
G → H (not necessarily continuous). We call f a uniform map if, for every
compact subset K ⊂ G, we have supg∈G,k∈K ‖f(kg) − f(g)‖} < ∞. If G is
compactly generated, this coincides with the deﬁnition given in §3.4.3.
Lemma A.0.1. Let f : G→ H be a uniform map. Then there exists f˜ : G→H
such that :
– f˜ is at bounded distance from f , and
– f˜ is uniformly continuous on G.
Proof : Fix an open, relatively compact, symmetric neighbourhood V of 1 in
G. Consider a closed, discrete subset X ⊂ G such that
(1)
⋃
x∈X xV = G, and
(2) for all x, y ∈ X, if x−1y ∈ V , then x = y.
The existence of such a subset X is immediate from Zorn’s Lemma.
Fix a function φ : G → R+, continuous with compact support, such that
φ ≤ 1, and (3) : φ ≡ 1 on V . Fix a symmetric, compact subset W containing
the support of φ.
Set Φ(g) =
∑
x∈X φ(x
−1g) and observe that Φ(g) ≥ 1 as a consequence of
(1) and (3). Deﬁne
f˜(g) =
1
Φ(g)
∑
x∈X
φ(x−1g)f(x).
Let us ﬁrst check that f˜ is at bounded distance from f . For all g ∈ G,
f˜(g) − f(g) =
∑
x∈X
φ(x−1g)
Φ(g)
(f(x)− f(g)).
Since f is a uniform map, there exists M < ∞ such that for all g, h ∈ G,
h−1g ∈ W implies ‖f(h) − f(g)‖ ≤ M . It follows that, for all g ∈ G, we have
‖f˜(g)− f(g)‖ ≤M .
Now let us show that f is uniformly continuous. Consider a neighbourhood
V0 of 1 such that V
2
0 ⊂ V . It immediately follows that, for every g ∈ G, the
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set X ∩ gV0 contains at most one element. On the other hand, by compactness,
there exist g1, . . . , gn such that W ⊂
⋃n
i=1 giV0. It follows that, for all g ∈ G,
the set gW ∩X has cardinality at most n.
Write uφ(g) = suph∈G |φ(h) − φ(hg)|. Since φ is uniformly continuous,
uφ(g)→ 0 when g → 1.
Then |φ(x−1g)− φ(x−1h)| ≤ uφ(g−1h) and, for all g, h ∈ G, Φ(g)− Φ(h) =∑
x∈X(φ(x
−1g) − φ(x−1h)) ≤ 2nuφ(g−1h), since the only nonzero terms are
those for x ∈ (gW ∩X) ∪ (hW ∩X). Accordingly, Φ is uniformly continuous.
Since Φ ≥ 1, it follows that 1/Φ is also uniformly continuous ; let us deﬁne u1/Φ
as we have deﬁned uφ.
For g, h ∈ G,
∣∣∣∣φ(x−1g)Φ(g) − φ(x
−1h)
Φ(h)
∣∣∣∣ ≤
∣∣∣∣φ(x−1g)Φ(g) − φ(x
−1h)
Φ(g)
∣∣∣∣+
∣∣∣∣φ(x−1h)Φ(g) − φ(x
−1h)
Φ(h)
∣∣∣∣
≤ |φ(x
−1g)− φ(x−1h)|
Φ(g)
+ |φ(x−1h)|
∣∣∣∣ 1Φ(g) − 1Φ(h)
∣∣∣∣
≤ uφ(g−1h) + u1/Φ(g−1h).
Therefore, ﬁxing some x0 ∈ X,
‖f˜(g)− f˜(h)‖ =
∑
x∈X
(
φ(x−1g)
Φ(g)
− φ(x
−1h)
Φ(h)
)
(f(x)− f(x0))
≤
∑
x∈X
∣∣∣∣φ(x−1g)Φ(g) − φ(x
−1h)
Φ(h)
∣∣∣∣ ‖f(x)− f(x0)‖
≤
∑
x∈(gW∩X)∪(hW∩X)
∣∣∣∣φ(x−1g)Φ(g) − φ(x
−1h)
Φ(h)
∣∣∣∣ ‖f(x)− f(x0)‖
≤ (uφ(g−1h) + u1/Φ(g−1h))
∑
x∈(gW∩X)∪(hW∩X)
‖f(x)− f(x0)‖.
Since f is a uniform map, there exists M ′ < ∞ such that h−1g ∈ V 2W
implies ‖f(h) − f(g)‖ ≤ M ′ for all g, h ∈ G. Now ﬁx x0 so that g ∈ x0V , and
suppose g−1h ∈ V . If x ∈ gW ∪ hW , then it follows that ‖f(x)− f(x0)‖ ≤M ′.
Accordingly, whenever g−1h ∈ V ,
‖f˜(g) − f˜(h)‖ ≤ 2n(uφ(g−1h) + u1/Φ(g−1h))M ′,
so that f˜ is uniformly continuous. 
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Annexe B
Actions on Euclidean spaces
Proposition B.0.2. Let G be a closed subgroup of En(R) = Isom(R
n). The
following are equivalent :
(i) G is cocompact in En.
(ii) G acts cocompactly on Rn.
(iii) G does not preserve any proper affine subspace of Rn.
Proof : (i)⇔(ii)⇒(iii) are trivial.
Let us show (iii)⇒(ii). We use some results of Guivarc’h on the structure of
closed (not necessarily connected) subgroups of amenable connected Lie groups.
By [Gui, The´ore`me IV.3 and Lemma IV.1], G has a characteristic closed cocom-
pact solvable subgroup R. Then R has a characteristic subgroup of ﬁnite index
N which maps to a torus of On(R) through the natural projection En → On(R).
First case : G does not contain any nontrivial translation. ThenN is abelian.
If g ∈ N , let dg denote its displacement length : dg = inf{‖g.v − v‖ : v ∈
Rn}. The subset Ag = {v ∈ Rn : ‖gv − v‖ = dg} is a (nonempty) aﬃne
subspace of Rn, and is N -stable since N is abelian. Also note that if W is
any g-stable aﬃne subspace, then1 W ∩ Ag 6= ∅. It easily follows that ﬁnite
intersections of subspaces of the form Ag, for g ∈ N , are nonempty, and a
dimension argument immediately yields that A =
⋂
g∈N Ag 6= ∅. This is a G-
invariant aﬃne subspace, hence is, by assumption, all of Rn. Therefore, every
element in N is a translation, so that N = {1} and thus G is compact. This
implies that G has a ﬁxed point, so that the assumption implies n = 0 (i.e.
leads to a contradiction if n ≥ 1).
General case. Argue by induction on the dimension n. Suppose that n ≥ 1.
Let TG be the subgroup of translations in G. Let W be the linear subspace
generated by TG. Since TG is closed, it acts cocompactly on W . Moreover, by
the ﬁrst case,W has positive dimension. Note that the linear action of G clearly
preserves W .
1Let v ∈ Ag such that d(v,W ) = d(Ag,W ). Let p denote the projection onW ; sinceW is g-
stable, p commutes with g. Since d(v, pv) = d(gv, gpv) ≤ d(x, y) for all x ∈ [v, gv], y ∈ [pv, gpv],
we easily obtain that v, gv, pv, gpv form a rectangle, so that d(pv, gpv) = d(v, gv) and thus
pv ∈ Ag by definition of Ag.
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Now look at the action of G on the aﬃne space Rn/W . It does not preserve
any proper aﬃne subspace, hence is cocompact by the induction hypothesis.
Since the action of TG on W is also cocompact, it follows that the action of G
on Rn is also cocompact.
Corollary B.0.3. Let G be a locally compact group. Suppose that G has a
proper isometric action on a Euclidean space. Then it has a proper cocompact
isometric action on a Euclidean space.
Proof : Let G act on a Euclidean space by isometries. Let V be a G-invariant
aﬃne subspace of minimal dimension. Then the action of G on V is clearly
proper, and is cocompact by Proposition B.0.2. 
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Annexe C
Groups of polynomial growth
The aim of this section is to sketch a complete proof of Theorem 8.2.8 (due
to Guivarc’h/Jenkins, Gromov, Lozert, Mostow and Wang) whose arguments
are scattered in the literature.
Theorem C.0.3. Let G be a cglc group of polynomial growth, then it has
strictly polynomial growth. Precisely, there exist a nonnegative integer d, inde-
pendent of the generating compact set U , and a constant C = C(U) ≥ 1 such
that
C−1nd ≤ µ(Un) ≤ Cnd. (C.0.1)
The main step of the proof is the following theorem.
Theorem C.0.4. Let G be a cglc group of polynomial growth. Then G has a
normal compact subgroup K such that F/K has a faithful ﬁnite dimensional
representation π such that π(G) is a closed uniform subgroup of a closed linear
group with ﬁnitely many components.
Then, one can conclude thanks to the following theorem of Guivarc’h.
Theorem C.0.5 (Guivarc’h, Jenkins). Inequalities (C.0.1) hold for a connected
solvable Lie group of polynomial growth.
To obtain Theorem C.0.3 from the two previous theorems, one needs the
following basic facts proved by Guivarc’h in [Gui].
Proposition C.0.6. Let G be a cglc group and let H be a closed compactly
generated subgroup.
(i) If G has polynomial growth, then H does.
(ii) If G has polynomial growth and H is normal, then G/H has polynomial
growth.
(iii) If H is compact and normal, then G has polynomial growth if and only if
G/H does and if one of both has strict polynomial growth then the other does
with the same degree.
(iv) If H is cocompact, then the same holds for G and H.
So now, let us prove Theorem C.0.4. We will need the following results.
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Theorem C.0.7 (Gromov). A ﬁnitely generated group of polynomial growth
is virtually nilpotent.
Theorem C.0.8 (Losert). Let G be a cglc group of polynomial growth. Then G
has a normal compact subgroup K such that G/K is a Lie group. Moreover, G
has a closed cocompact subgroup F , containing K such that F/K is a solvable
Lie group.
Using Losert and Gromov theorems, we can assume that G is an extension
of a connected Lie group by a nilpotent ﬁnitely generated group.
We say that a locally compact group G is Noetherian if every closed sub-
group of G is compactly generated. One can prove easily [Gui] that a solvable
group G is Noetherian if and only if each i ∈ N, DiG/Di+1G is compactly
generated. So Noetherian solvable groups are the smallest class of cglc groups
stable under extension and containing all compactly generated Abelian groups.
Clearly, an extension of a connected Lie group by a nilpotent ﬁnitely generated
group is a Noetherian solvable group. Now, we are able to conclude thanks to
the following beautiful result of Mostow (and Wang).
Theorem C.0.9. Let G be a Noetherian solvable group. Then G has a normal
compact subgroup K such that F/K has a faithful ﬁnite dimensional represen-
tation π such that π(G) is a closed uniform subgroup of a closed linear group
with ﬁnitely many components.
Remark C.0.10. About 15 years before Mostow’s proof [M], Wang showed [Wa]
this result for a group G such that there is an exact sequence
1→ N → G→ Zk
with N being a torsion free nilpotent Lie group such that N˚ is simply connected
and N/N˚ is ﬁnitely generated. Note that it is not so diﬃcult (see [M]) to deduce
Theorem C.0.9 from this case (which concentrates the main diﬃculties).
Remark C.0.11. As we said in the introduction, Breuillard has recently proved
[Bre] the following improvement of Theorem 8.2.8, generalizing a former result
of Pansu [Pa1] for ﬁnitely generated nilpotent groups :
Theorem C.0.12. Let G be a cglc group of polynomial growth of degree d
and let U be a compact generating set. Then there exists a constant C = C(U)
such that :
µ(Un) ∼ Cnd.
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