Exploiting subclass information in one-class support vector machine for video summarization by Mygdalis, Vasileios et al.
                          Mygdalis, V., Iosifidis, A., Tefas, A., & Pitas, I. (2015). Exploiting subclass
information in one-class support vector machine for video summarization. In
2015 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP 2015) : Proceedings of a meeting held 19-24 April
2015, South Brisbane, Queensland, Australia. (pp. 2259-2263). (Proceedings
of the IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP)). Institute of Electrical and Electronics Engineers
(IEEE). DOI: 10.1109/ICASSP.2015.7178373
Peer reviewed version
Link to published version (if available):
10.1109/ICASSP.2015.7178373
Link to publication record in Explore Bristol Research
PDF-document
This is the author accepted manuscript (AAM). The final published version (version of record) is available online
via IEEE at http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=7178373. Please refer to any applicable terms
of use of the publisher.
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
EXPLOITING SUBCLASS INFORMATION IN ONE-CLASS SUPPORT VECTORMACHINE
FOR VIDEO SUMMARIZATION
Vasileios Mygdalis, Alexandros Iosifidis, Anastasios Tefas and Ioannis Pitas
Department of Informatics, Aristotle University of Thessaloniki, Thessaloniki, Greece
Email: fvmigdal,aiosif,tefas,pitasg@aiia.csd.auth.gr
ABSTRACT
In this paper, we propose a method for video summariza-
tion based on human activity description. We formulate this
problem as the one of automatic video segment selection
based on a learning process that employs salient video seg-
ment paradigms. For this one-class classification problem,
we introduce a novel variant of the One-Class Support Vector
Machine (OC-SVM) classifier that exploits subclass informa-
tion in the OC-SVM optimization problem, in order to jointly
minimize the data dispersion within each subclass and deter-
mine the optimal decision function. We evaluate the proposed
approach in three Hollywood movies, where the performance
of the proposed SOC-SVM algorithm is compared with that
of the OC-SVM. Experimental results denote that the pro-
posed approach is able to outperform OC-SVM-based video
segment selection.
Index Terms—One class classification, Subclass One-
Class SVM, Supervised Video Summarization
1. INTRODUCTION
Video summarization techniques develop condensed versions
of a video stream through the identification of the most impor-
tant and pertinent content within the stream [1]. The derived
video summaries can be subsequently exploited in various ap-
plications, like interactive browsing and searching systems,
thereby offering the user the ability to efficiently manage and
effectively assess video content [2, 3]. Different techniques
vary in the type of content used, the performed analysis and
the type of video summary representation. Regarding the type
the exploited information, it may belong in either generic or
domain specific type (e.g., sports, news, movies etc.) as well
as information besides the video stream (external information,
provided by a user). Objects, events, perceptions and fea-
tures are extracted by analysing the available modalities (im-
age, sound or text) for abstracting intuitive semantics from the
video stream. The abstracted semantic content that needs to
be included in the target summary, can be represented as a cue
of still images (key frames), a video skim, or by employing
graphical and textual descriptions [1].
Key frames are images extracted from the video stream,
which represent a video segment. Key frame cues are se-
quences of key frames presented in temporal order [4]. Video
skims are cues of extracted video segments concatenated in
temporal order, i.e., a video of shorter version of the orig-
inal stream, containing the informative content. This can
be performed e.g., by detecting the silent regions in audio
stream [5]. Graphical cues present an additional level of
detail as supplement to other cues. For example, a two di-
mensional color coded block map of the video stream which
distinguishes video segments corresponding to dialogs, ex-
plosions and on-screen text, is proposed in [6]. A textual
cue representation detecting text presence within the video
frames and extracting the corresponding video segments is
proposed in [7]. The above described approaches can be
applied for generic video types, while methods exploiting
domain-specific information have also been proposed. In
surveilance videos, motion detection techniques are used, in
order to create summaries that contain sets of object actions,
like pedestrian walking. Detected actions taking place in
different direction and speed, are fused in a single scene to
form a short length video or graphical cue containing as many
actions as possible [8, 9].
In video summarization techniques with applications to
movie postproduction, the state-of-the-art approach exploits
content selection techniques and video skimming. Usually,
long videos containing multiple shots are temporally seg-
mented, either manually or automatically by applying shot
detection algorithms. A user attention model is proposed in
[10], where visual, audio and textual features are extracted
by applying multimodal analysis. A saliency score for each
frame is computed and the most salient frames are selected
to be the key frames. Video segments around each key frame
are concatenated using a fade-in fade-out technique in order
to form the summarized video skim. A different approach is
proposed in [11]. The video stream is segmented into shots,
then face detection and tracking are performed on the seg-
mented video clips. Clustering is performed on the extracted
facial images, in order to determine which images belong to
the same character. The extracted characters are selected to
form a character community network, which forms a graph
of interactions between the movie characters. Redundant
interactions are excluded from the video skim.
In this paper, we describe a method for video summariza-
tion that operates on a video segment (shot or take) level. Re-
sulting video summaries can be described using the MPEG-
7 AVDP descriptions [12, 13]. Since most of the available
video content has been recorded in order to capture human
activity, we employ a video segment description that has been
shown to achieve state-of-the-art performance in a relating
task, i.e., in human action recognition [14]. After obtain-
ing a vectorial video segment representation, we formulate
the video summarization problem as the one of automatic
video segment selection based on a learning process that em-
ploys salient video segment paradigms. To the best of our
knowledge, it is the first time that such an approach is ex-
ploited for content-based video summarization, since all the
previously described methods exploit unsupervised, or rule-
based, approaches. Since non-salient video segment descrip-
tion (negative class) is extremely difficult, we follow an one-
class learning approach. We employ the One-Class Support
Vector Machine (OC-SVM) classifier to this end. Movie trail-
ers have been specially edited in order to catch user attention
and, at the same time, to describe the movie plot. Thus, it
can be considered that shots forming movie trailers are good
examples of salient video segments. Therefore, in order to
automatically learn what video segment properties are con-
sidered to be important for the summarization of movies, we
train the OC-SVM classifier by using vectorial shot repre-
sentations describing human activity information of multiple
movies belonging to several categories, i.e., action, comedy,
thriller, drama, etc. For the evaluation of the proposed ap-
proach, we have employed three Hollywood movies. Since
video shots belonging to different movie types are expected to
be quite different, in order to enhance performance we intro-
duce a novel extension of the OC-SVM classifier that exploits
subclass information in its optimization process.
The remainder of the paper is structured as follows. In
Section 2 we describe the proposed video summarization
method. The proposed SOC-SVM classifier is described in
Section 3. Experimental results evaluating its performance
on video summarization are described in Section 4. Finally,
conclusions are drawn in Section 5.
2. VIDEO SUMMARIZATION
Let us denote by U = fV1; : : : ;VMg a video database con-
sisting ofM video segments Vi. Vi may be various takes ob-
tained during movie production, or different video shots ap-
pearing in a larger video (e.g., a movie). In the latter case, we
automatically segment long videos containing multiple shots
in shorter ones, each corresponding to a video shot. We em-
ploy the method in [15] to this end. We would like to employ
Vi; i = 1; : : : ; N in order to create a summary S of U , where
S  V , i.e., a video formed by the most salient video seg-
ments Vi. This process is usually noted as video skimming
[1].
Let us denote by X = fX1; : : : ;XNg another video
database that contains N salient video segments Xi. We
would like to employ the video segments in X in order
to train a classifier that can determine whether the video
segments Vi are salient or not. Since we focus on human
activity-based video summarization, we would like to employ
a video description that highlights video segment properties
relating to human activities. To this end, we employ the
Dense Trajectory-based video description [14] in order to de-
scribe the video segments in X and U . This video description
has been shown to provide state-of-the-art performance on a
relating task, i.e., human action recognition in unconstrained
videos.
Dense Trajectory-based video description calculates five
descriptor types on the trajectory of densely-sampled video
frame interest points that are tracked for a number of con-
secutive video frames. The five descriptor types are: His-
togram of Oriented Gradients (HOG), Histogram of Optical
Flow (HOF), Motion Boundary Histogram along direction
x (MBHx), Motion Boundary Histogram along direction y
(MBHy) and the normalized trajectory coordinates (Traj). We
employ these video segment descriptions in order to obtain
five video segment representations by using the Bag-of-Words
model. That is, the descriptors calculated for the training
video segments Xi; i = 1; : : : ; N are clustered in order to
determine five sets of descriptor prototypes (each for a de-
scriptor type). Subsequently, each of the video segments Xi
and Vi are represented by five vectors xvi , v
v
i ; v = 1; : : : ; 5,
respectively. In order to fuse the information appearing in dif-
ferent video representations, we combine the video segment
representations with kernel methods, as in [14]. That is, we
employ the RBF-2 kernel function, where different descrip-
tor types are combined following a multi-channel approach
[16]:
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is the 2 distance between the BoW-based video
representation of xi and xj with respect to the k-th channel.
Ak is the mean value of the 2 distances between the training
samples for the k-th channel.
After calculating the kernel matrices for the training and
test video segments, we would like to calculate a vectorial
representation for each of the video segments in X and U .
To this end, we apply a multi-level data grouping process
that is inspired by relative work in deep learning [17]. At
each level l of this process, we determine l groups of train-
ing video segments Xi by applying the kernel K-Means al-
gorithm [18]. Subsequently, we calculate the distances be-
tween the training and test video segments representation in
the kernel space from the l cluster centers. Let us denote by
pli 2 Rl; i = 1; : : : ; N and qli 2 Rl; i = 1; : : : ;M the
distance vectors obtained for the training and test video seg-
ments, respectively. The distance-based representations of the
training and test video segments are obtained by concatenat-
ing the distance vector obtained for all the L processing steps,
i.e.:
pi = [p
1T
i ; : : : ;p
LT
i ]
T (2)
and
qi = [q
1T
i ; : : : ;q
LT
i ]
T : (3)
Finally, pi, qi are mapped to similarity-based representations
zi, gi having elements equal to zik = pikP
n pin
and gik =
qikP
n qin
.
After obtaining xi 2 RD; i = 1; :::; N , we employ them
in order to train the proposed Subclass One-Class SVM clas-
sifier, as will be described in the following subsection.
3. SUBCLASS ONE-CLASS SUPPORT VECTOR
MACHINES
In this Section, we describe in detail the proposed SOC-SVM
classifier that incorporates subclass information in the OC-
SVM optimization process. Subclasses have been success-
fully used in dimensionality reduction techniques [19, 20],
Single-hidden Feedforward Neural (SLFN) network training
[21] and multi-class SVM training [22]. In all these cases,
subclasses are determined by applying a clustering technique,
e.g., the K-Means algorithm [23], on the samples belonging
to each of the classes independently. In our case, since the
entire training set belongs to one class only, we cluster all
the training vectors zi in order to determine K subclasses,
each represented by the corresponding mean cluster vector by
mk; k = 1; : : : ;K.
We employ the mean cluster vectorsmk in order to calcu-
late the within-subclass dispersion of the training vectors zi
by:
S =
KX
k=1
X
zi2Mk
Nk
N
(zi  mk) (zi  mk)T ; (4)
whereMk denotes the k-th subclass formed by Nk training
vectors. Let us denote byw a vector that can be used in order
to project the training data zi to a one-dimensional feature
space where the the within-subclass dispersion is minimized.
It is straightforward to show that the training data dispersions
in the resulted (one-dimensional) feature space is given by
~s = wTSw. By observing this, we propose to minimize ~s
subject to separability constraints given in OC-SVM [24], i.e.:
min
w;i;
1
2
wTSw +
1
N
NX
i=1
i    (5)
s.t.: wT zi    i; i = 1; :::; N; (6)
i  0; (7)
where i are the slack variables and  denotes the trade-off
between minimizing the two terms. An additional constraint
wTSw > 0 is also imposed in the above optimization prob-
lem denoting the positive-definiteness of S.
Based on the Karush-Kuhn-Tucker (KKT) theorem [25],
the above described optimization problem can be solved by
finding the saddle point of the Lagranzian:
L (w; i; ;;) = 1
2
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leading to the following optimality conditions:
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Thus, given that S is non-singular, the optimal vector w
is given by:
w = S 1
NX
i=1
izi: (11)
Replacing (8)(9)(10) in L (w; i; ;;) and using the
KKT conditions, the optimization problem in (5) can be re-
formulated to its dual form:
max

  1
2
NX
i=1
NX
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ijz
T
i S
 1zj ; (12)
subject to 0  i  1N and
P
i i = 1. After solving (12), a
test vector vi can be introduced to the classifier. Its response
is given by:
f(gi) =
 
wTS 1gi   

: (13)
By observing (12) we can see that the solution of the pro-
posed SOC-SVM classifier is similar to that of OC-SVM. In
order to exploit standard OC-SVM implementations [26], we
can use an approach similar to the one proposed in [27]. We
can apply eigenanalysis on the matrix S in order to decom-
pose it to S = VLVT , where V is an orthonormal matrix
that contains the eigenvectors of S and L is a diagonal ma-
trix containing the eigenvalues of S. Then, we can employ
the matrix P = VL 
1
2 in order to map the original training
vectors zi; i = 1; : : : ; N to vectors yi by:
yi = P
T zi: (14)
It can be shown that:
yTi yj = z
T
i PP
T zj = ziS
 1zj : (15)
Thus, by applying OC-SVM on the vectors yi corresponds
to applying the proposed SOC-SVM with the optimization
problem given in (5). In the case where S is singular, one
can choose to keep fewer eigenvectors of S (the ones corre-
sponding to the non-zero eigenvalues) for yi calculation.
4. EXPERIMENTAL RESULTS
In this Section, we present experiments conducted in order to
evaluate the proposed video summarization method and the
performance of the proposed SOC-SVM classifier. We have
employed three Hollywood movies belonging to action, ad-
venture and drama categories, respectively. In order to train
the proposed SOC-SVM classifier we have employed eigh-
teen Hollywood movie trailers belonging to action, comedy,
thriller and drama categories. It should be noted that the trail-
ers of the three (test) movies are not included in the training
set.
Here we should note that usually, video summarization
techniques are evaluated based on qualitative criteria [10, 11],
e.g., by calculating criteria like the ‘informativeness’, or the
‘enjoyability’ based on the ratings provided by users for the
entire video summary. However, such criteria are too subjec-
tive. In order to perform quantitative evaluation of the per-
formance of each classifier in video summarization, we em-
ploy the trailers of the three (test) movies and manually create
ground truth labels denoting whether a video segment (shot)
of each movie has been employed in order to form the trailer,
or not. We introduce the test vectors vi; i = 1; : : : ;M to the
SOC-SVM classifier trained on the video shots of the train-
ing movie trailers and obtain their responses. Subsequently,
we keep the video segments corresponding to the L = pN
maximal function values, where 0 < p < 1, and calculate the
percentage of the movie trailer belonging to the created video
summary.
We set the dimensionality of the BoW-based video seg-
ment representations xvi equal to 4000, which is a value that
has been shown to provide satisfactory performance in a wide
range of activity classification problems [14]. In order to ob-
tain distance-based video segment representations we test the
values L = 2; 5; 10; 20. We employ zi in order to train the
proposed SOC-SVM classifier. For comparison reasons, we
also train the standard OC-SVM classifier [24] and a vari-
ant of OC-SVM exploiting the variance of the training data
[28], which is noted as Minimum Variance One-Class SVM
(MVOC-SVM) classifier hereafter.
The mean performance obtained by applying the three al-
gorithms for different values of p are illustrated in Table 1.
As can be seen in this Table, the incorporation of the train-
ing data variance in the optimization process of the OC-SVM
enhances performance since MVOC-SVM outperforms OC-
SVM in most cases. The proposed SOC-SVM classifier, by
exploiting subclass information (the results reported in the Ta-
bles correspond to a value of K = 2), further enhances per-
formance, as the proposed SOC-SVM classifier clearly out-
performs the remaining two algorithms in all the cases.
Table 1. Mean performance of the three algorithms.
p OC-SVM MVOC-SVM SOC-SVM
0:1 11.68% 11.68% 21.19%
0:2 22.39% 22.69% 29.11%
0:3 33.53% 34.07% 38.87%
0:4 41.36% 45.09% 54.62%
0:5 53.96% 59.64% 62.68%
In an attempt to explain the results obtained in the above
described experiments, we have created the summaries of the
three movies by exploiting the order of the video segments
in U . We have observed that video segments forming the
obtained video summaries are quite similar to each other in
terms of video saliency. This means that the proposed ap-
proach can be employed in order to assign saliency scores to
the various video segments in terms of saliency and produce
video segment suggestions that can be used in order to accel-
erate video post-processing, or to provide a good summariza-
tion of a video in terms of saliency.
5. CONCLUSION
In this paper, we described a method for video summarization
exploiting an activity-based video segment description. We
have formulated the problem as the one of automatic video
segment selection based on an one-class learning process ex-
ploiting salient video segment paradigms. For this one-class
classification problem, we have proposed a novel extension of
the OC-SVM classifier that incorporates subclass information
in the OC-SVM optimization problem. Experimental results
denote that the proposed SOC-SVM classifier is able to out-
perform the standard OC-SVM approach, as well as another
variant of the OC-SVM classifier exploiting the variance of
the training data in the OC-SVM optimization problem.
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