Unlike traditional methods of seismic imaging which use deterministic sources such as earthquakes and explosions, ambient noise tomography exploits low amplitude background noise generated by oceanic microseisms and atmospheric disturbances. Long term cross-correlation of this energy simultaneously recorded by station pairs produces what is known as the Empirical Green's Function (EGF), which is equivalent to one station detecting an impulse response emitted by the other (Lobkis and Weaver, 2001; Snieder, 2004; Shapiro et al., 2005; Wapenaar et al., 2005) . In most cases, the EGF corresponds to surface wave energy, and standard methods of dispersion analysis can be used to exploit information contained in these waveforms.
We follow the procedure presented by Bensen et al. (2007) to estimate the vertical component of the EGFs between all simultaneously recording station pairs of WOMBAT array deployments. Note however that we do not apply any pre-processing normalization so as not to alter the data amplitude spectrum (e.g. Lin et al. (2011) ). For each station pair, we cross-correlate the vertical component of 4000 second-long ambient noise segments that include 400 seconds of overlap from one segment to another; cross-correlograms are subsequently stacked and the causal and acausal components of the resulting signal are averaged to obtain the noise correlation function symmetric component defined by Bensen et al. (2007) , the negative time-derivative of which is calculated and considered to represent the EGF of the medium between the two stations (e.g. Roux et al. (2005) ; Sabra et al. (2005) ). As can bee seen in Figure 2a , there is significant asymmetry between the causal (positive time lag) and acausal (negative time lag) signals, which implies an heterogeneous distribution of noise sources around the SEAL3 array. In this case, the dominant signal is from the Pacific Ocean immediately east of SEAL3. For the purposes of dispersion analysis we only require symmetry in phase, so the large differences in amplitude between the causal and acausal waveforms are not important.
DISPERSION ANALYSIS
Path-averaged phase velocities are determined using a semi-automated, modified version of the image analysis technique of Yao et al. (2005) , later adapted by Yao et al. (2006) to retrieve surface wave dispersion information from EGFs. The technique relies on the interstation method of Bloch and Hales (1968) and on the multiple filter analysis technique of Dziewonski et al. (1969) . First, a series of narrow bandpass filters is applied to the EGF for periods ranging from 0.5 to 20 s to produce a time-period (t − T ) image of the cross-correlogram under consideration. Then, a velocity-period (c − T ) image is obtained by transforming each filtered time-series v (T, t[i] ) to a new signal v (T, c[i] ) −where t [i] and c [i] respectively represent the time and corresponding velocity of the i th sample− so amplitude becomes a function of velocity using a far-field representation of the surface wave Green's function (Yao et al., 2006) :
with ∆ being the interstation distance. Then, phase velocity is picked on the phase velocity image as the one corresponding to the amplitude maximum within a pre-defined velocity window.
Defining the minimum and maximum allowed velocities is a critical stage that may affect results significantly because of data noise that can result in cycle skipping. Here, phase velocities are picked separately for each WOMBAT sub-array using a two-stage approach. In a first stage, for each EGF and each period, points of the c − T image whose amplitude is greater than 0.9 times the maximum amplitude at that period are picked. Note that measurements are discarded if the interstation distance is lower than three wavelengths to satisfy the far-field assumption. All picks are plotted on the same figure for the whole sub-array ( Figure DR2b ). The region of maximum point density ( Figure DR2a ,b) allows a visual estimate of a preliminary velocity window for each period, represented by the red dashed lines in Figure DR2b . An average dispersion curve and associated standard deviation (blue circles and associated error bars in Figure DR2b ) is then calculated from the points that lie within that window. In a second stage, the amplitude maximum for each EGF and each period is picked within one standard deviation around the calculated average velocity value, with gradient constraints imposed to avoid discontinuous dispersion curves. Finally, uncertainties are estimated as (C up (T ) − C down (T ))/2, C down (T ) and C up (T ) corresponding to the velocities at the first zero amplitude crossing preceding and following the picked amplitude maximum, respectively. Figure DR3 shows an example of phase velocity picking and uncertainty determination.
The results of the dispersion analysis indicate that reliable interstation phase velocities can be identified between periods of 1 s and 20 s. Period dependent phase velocities are largely a function of shear wave velocities across a range of depths; in general, as the period of the signal increases, then the phase velocities become more sensitive to structures at increasingly greater depths. Although the relationship is dependent on the 3-D velocity structure and is non-linear (see Saygin and Kennett, 2010) , a simple approximation, based on 3 km/s shear velocities, is that the sensitivity of the phase velocity measurements is a maximum at a depth equal to the period×1 km/s . Thus, at 20 s, we are most sensitive to shear wave velocities at 20 km depth. In reality, there is sensitivity above and below this depth, but for a simple intuitive understanding, it is a reasonable proxy. The relatively smooth and long wavelength nature of surface wave sensitivity kernels (Saygin and Kennett, 2010 ) means that there is a limit to the vertical resolving power of the dispersion data. In the case of the WOMBAT transportable array, Young (2013) demonstrate that this limit is approximately 5 km in the mid-upper crust.
AZIMUTHAL ANISOTROPY TOMOGRAPHY
In order to account for the apparent azimuthal dependence of the measured path-averaged Rayleigh wave phase velocities (Figures DR4 and DR5), we invert them and map the lateral speed variations of both the isotropic and anisotropic wavefield components for periods ranging from 2.5 to 20 s. Figure DR10 shows the resulting anisotropic velocity maps for periods ranging from 12.5 to 20.0 s. We use the code developed by Debayle and Sambridge (2004) , which is based on the continuous regularization algorithm of Montagner (1986) . That code has successfully been applied in previous studies to determine surface wave velocity variations at different periods (Yeh et al., 2013) as well as SV velocity variations with depth (Maggi et al. (2006) ; Priestley et al. (2008) ).
The azimuthal dependence of surface wave phase velocity C(T ) in a weakly anisotropic medium can be expressed as (Smith and Dahlen, 1973) :
Where ψ is the ray propagation azimuth, while C 0 (T ) is the isotropic term and
, and A 4 (T ) are the anisotropic coefficients. In the case of Rayleigh waves, the 4ψ contribution has been shown to be negligible compared to the 2ψ one (Montagner and Nataf, 1986) , so A 3 and A 4 are often neglected in Rayleigh wave anisotropic tomography studies (e.g. Silveira et al. (1998) ; Deschamps et al. (2008) ; Fry et al. (2010) ). In this work, only the isotropic and 2ψ anisotropic terms are considered. Thus, for a given period T , the inverse problem consists in determining, at each grid node of a regular grid, the value of
where θ and φ represent the colatitude and longitude of the node, respectively. Under the assumption of ray propagation along the great circle path between the source and the receiver (i.e. between station pairs in the case of ambient noise), the problem is linear and it is solved according to the formalism of Tarantola and Valette (1982) . Regularization is achieved by means of a priori spatial correlation length L corr and a priori model standard deviation σ, which respectively act as smoothing and damping constraints on the solution. Note that the code allows to set different L corr and σ values for the isotropic and anisotropic components.
The study area spans from 134 • E to 152
• E in longitude and from 40 • S to 28 • S in latitude and is parameterized using a grid node spacing of 0.2
• in both directions, for all periods. Correlation length L corr is fixed to 50 km and is the same for both the isotropic term and anisotropic coefficients. The a priori data standard deviation is set to the phase velocity uncertainty value determined for each individual measurement (as shown in Figure DR3 ) and noise is assumed to be uncorrelated, so the off-diagonal elements of the a priori data covariance matrix are zero and its diagonal elements are not all equal. An isotropic, constant velocity model is assumed a priori for the whole model space so each grid node is assigned the average value calculated for that particular period, while the anisotropic coefficients are set to zero. Model standard deviation is set to the calculated one for the isotropic part, and to half that value for the anisotropic part.
SYNTHETIC RESOLUTION TESTS
We perform a series of synthetic resolution tests (see Rawlinson et al., 2010 , for additional details on resolution tests) in order to asses the ability of the WOMBAT data to resolve the trade-off between isotropic and anisotropic variations in phase velocity. These tests are based on using identical source-receiver path combinations as the observed dataset to predict phase traveltimes through a synthetic model -in this case with a checkerboard pattern -and then attempting to reconstruct the synthetic model by inverting the traveltimes for both anisotropic and isotropic variations in velocity. We choose to use two end-member synthetic models; the first model only has isotropic variations in velocity, while the second only has anisotropic variations in velocity. By inverting both sets of synthetic traveltimes for isotropic and anisotropic variations in velocity, it will be possible to see whether anisotropy or isotropy is introduced, respectively, when we know that they are not required by the data.
Figures DR6, DR7, DR8 and DR9 show the results of these tests for phase velocity maps at 2.5 s, 5.0 s, 7.5 s and 10.0 s periods respectively, which correspond to the results shown in Figure  3 . For the case of the isotropic checkerboard, the reconstruction of the pattern in all three cases is very clear, with only a small amount of incoherent anisotropy introduced. Similarly, for the case of the anisotropic checkerboard, the recovered pattern is clear, and the isotropic variations that are introduced are not significant.
One effect that is worth noting in the case of the anisotropy recovery is that the 3 × 3 input anomaly (a discrete representation of the anisotropy for visualisation purposes) which comprises each checkerboard block (either vertical or horizontal fast directions of anisotropy) always appears to be recovered as a 2 × 2 anomaly. This occurs because the data cannot constrain sharp changes in the orientation of anisotropy very well. This is exactly analogous to the isotropic checkerboard results where a sharp jump in velocity is instead represented by a smooth transition (due to the regularization). In the case of perpendicular orientations of fast anisotropy, the smooth variation results in a transition through near zero anisotropy at the edge of each cell. The fact that the 2 × 2 output anomalies are not centred on the 3 × 3 input anomalies is due to the discrete sampling used for visualization purposes.
TILT-FILTERED MAGNETIC IMAGE
Variable thicknesses of post-Palaeozoic cover, which exceeds 5 km in parts of the Murray Basin, make recognition of upper crustal structure difficult to recognize in conventional presentations of aeromagnetic data. The tilt filter is a phase filter in which the first vertical derivative is normalised by the first horizontal derivative (Miller, 1994) . When applied to total magnetic intensity (TMI), it yields imagery that traces geological structure over a wide range in dynamic signal and depth of source (Cooper and Cowan, 2006) . The background image of Figure 4 shows tiltfiltered TMI as a grey scale over the range −π/2 -π/2, using data from the 2010 compilation of Australian aeromagnetic data provided by Geoscience Australia, decimated to a 250 m grid. Figure DR4 . Interstation phase velocities as a function of backazimuth for six of the subarrays (LF98, MB99, AF00, EVA, EAL1 and EAL2) shown in Figure DR1 . Clear evidence of π-periodic anisotropy is present for most of the arrays. Figure  DR1 . Evidence of significant anisotropy diminishes in the western region of WOMBAT (namely within the GAWLER and CUR sub-arrays). Phase velocity (km/s) 2% peak to peak anisotropy 2% peak to peak anisotropy 2% peak to peak anisotropy 2% peak to peak anisotropy Figure DR10 . Azimuthal anisotropy phase velocity maps for periods between 12.5 s and 20.0 s, which reflect mid-lower crustal depths. The apparent weakening of anisotropy with increasing period may be due to a decrease in signal to noise ratio as a result of reduced sensitivity of the seismometer and a less energetic ambient noise field.
