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LONG TIME BEHAVIOR OF THE VOLUME OF THE
WIENER SAUSAGE ON DIRICHLET SPACES
KAZUKI OKAMURA
Abstract. In the present paper, we consider long time behaviors of
the volume of the Wiener sausage on Dirichlet spaces. We focus on the
volume of the Wiener sausage for diffusion processes on metric mea-
sure spaces other than the Euclid space equipped with the Lebesgue
measure. We obtain the growth rate of the expectations and almost
sure behaviors of the volumes of the Wiener sausages on metric measure
Dirichlet spaces satisfying Ahlfors regularity and sub-Gaussian heat ker-
nel estimates. We show that the growth rate of the expectations on a
bounded modification of the Euclidian space is identical with the one
on the Euclidian space equipped with the Lebesgue measure. We give
an example of a metric measure Dirichlet space on which a scaled of the
means fluctuates.
1. Introduction and Main results
The Wiener sausage is the range of a ball whose center moves along the
trajectory of a Markov process. This is a simple example of a non-Markov
functional of the Markov process. It is also related with analysis and math-
ematical physics, specifically, the study of heat conduction, spectral proper-
ties of random Schro¨dinger operators, and Bose-Einstein condensation. The
first result concerning the volume of the Wiener sausage is by Spitzer [Sp64].
He considered the long time behavior of the volume of the Wiener sausage
on Euclid spaces and his results are strongly related to heat conduction. The
Laplace transform of the volume of the Wiener sausage is related to spec-
tral properties of random Schro¨dinger operators. Donsker-Varadhan [DV75]
considered the Laplace transform of the volume of the Wiener sausage and
answered a question by Kac-Luttinger [KL74] concerning the Bose-Einstein
condensation.
In the present paper, we consider the long time behavior of the volume
of the Wiener sausage on metric measure Dirichlet spaces satisfying (sub-
)Gausian heat kernel estimates. There have been many results for the stan-
dard Brownian motion on the Euclid spaces. Here we focus on the volume
of the Wiener sausage for diffusion processes on metric measure spaces other
than the Euclid space equipped with the Lebesgue measure.
We review several known results for diffusion processes on metric measure
spaces other than the Euclid space equipped with the Lebesgue measure.
Chavel-Feldman [CF86-1, CF86-2, CF86-3] considered the volume of the
Wiener sausage for Brownian motion on Riemannian manifolds. [CF86-1]
shows radial asymptotic results (i.e. radius  → 0) on hyperbolic 3-spaces,
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and a time asymptotic result (i.e. time t → ∞) on Riemannian symmet-
ric spaces of non-positive curvature. [CF86-2] shows radial asymptotic re-
sults on complete Riemannian manifolds for the dimension d ≥ 3. [CF86-3]
shows radial asymptotic results for the Wiener sausage of reflected Brow-
nian motion on a domain in Rd, d ≥ 2. Sznitman [Sz89] obtained a time
asymptotic result of negative exponentials of Brownian bridge on hyper-
bolic space which is similar to the result by [DV75]. Furthermore, in [Sz90]
he obtains a Donsker-Varadhan type result for Brownian motion on nilpo-
tent Lie groups. Chavel-Feldman-Rosen [CFR91] obtained a second order
radial asymptotic result for 2-dimensional Riemannian manifold, extending
Le Gall’s expansion [Le88, Theorem 2.1] in R2. Gibson-Pivarski [GP15]
obtained a time asymptotic result similar to [DV75] for diffusions on lo-
cal Dirichlet spaces satisfying a sub-Gaussian heat kernel estimate. Bass-
Kumagai [BK00] showed the law of the iterated logarithms (LILs) of the
ranges of a class of symmetric diffusion processes on metric measure spaces.
Recently, Kim-Kumagai-Wang [KKW17] showed the LILs of the ranges of
a class of symmetric jump processes on metric measure spaces. Here the
range is the volume of the trace of a sample path up to a fixed time. The
results of [BK00, KKW17, GP15] are based on heat kernel estimates.
Our results are time asymptotics for the volume of the Wiener sausage
on metric measure Dirichlet spaces. First, we obtain growth rate of the
means and almost sure behaviors on certain classes of metric measure Dirich-
let spaces. Our classes contain metric measure Dirichlet spaces satisfying
Ahlfors regularity and sub-Gaussian heat kernel estimates. Second, we show
that the growth rate of the expectations on a modification of the Euclidian
space equipped with the Lebesgue measure is identical with those of the
Euclidian space equipped with the Lebesgue measure. Third, we give an
example of a metric measure Dirichlet space on which a scaled sequence of
the expectations fluctuates.
For the Brownian motion on the Euclid spaces, by using the Brownian
scaling, time asymptotic results can be derived from radial asymptotic re-
sults. However, in this case, we cannot use the spatial homogeneity and
the scaling of the Euclid space and the Brownian motion, which are used
to show the time asymptotic results in [Sp64] and [CF86-1]. Our proofs are
based on two estimates for the probability for the hitting time to an open
ball appearing in [CF86-2, (10) and (11)], which are stated in Lemma 2.1
below.
The range of random walk is the discrete object corresponding to the
volume of the Wiener sausage. There are differences between the ranges of
random walks on graphs and the volumes of the Wiener sausages of diffu-
sions on metric measure Dirichlet spaces. The results in the present paper
correspond to those for the range of a simple random walk on an infinite con-
nected simple graph, which were obtained by the author [O14, O]. However,
our proofs are different from those of [O14, O]. The last exit decomposition
in [O14, O], whose papers deal with the discrete case, is not applicable to
this framework at least in direct manners. For each n, the range of random
walk up to time n is always smaller than or equal to n + 1, however, V(t)
is unbounded for each t > 0.
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1.1. Framework and main results. Let (M,d) be a non-compact con-
nected complete separable metric space such that every open ball is relatively
compact. Let µ be a Borel measure on M such that for every relatively com-
pact open subset U of M , 0 < µ(U) ≤ µ(U) < +∞. Here U is the closure of
U . Let B(x, r) := {y ∈ M : d(x, y) < r}, B(x, r) := {y ∈ M : d(x, y) ≤ r}
and ∂B(x, r) := {y ∈M : d(x, y) = r}. We assume that
∂B(x, r) 6= ∅, for every x ∈M and every r ≥ 0. (1.1)
and furthermore
µ(∂B(x, r)) = 0, for every x ∈M and every r ≥ 0. (1.2)
We follow Fukushima-Oshima-Takeda’s book [FOT11] for terminologies
of Dirichlet forms. Let (E ,F) be a strongly-local regular symmetric con-
servative Dirichlet form on L2(M,µ) and (Xt, P
x) be the associated Hunt
process. Assume that there exists the heat kernel of the semigroup associ-
ated with (E ,F). We furthermore assume that p(t, x, y) is jointly-continuous
with respect to (t, x, y) and
Ex[f(Xt)] =
∫
M
p(t, x, y)µ(dy), ∀x ∈M, ∀f ∈ L2(M,µ).
We call a quintuple (M,d, µ, E ,F) a metric measure Dirichlet space.
For a Borel measurable subset B of M , let
TB := inf{t > 0 : Xt ∈ B}.
Let τD be the first exit time from a Borel measurable subset D ⊂ M , that
is, τD := TM\D. Let the volume of the Wiener sausage:
V(t) := µ
 ⋃
s∈[0,t]
B(Xs, )
 .
We write f  g if there are two constants c and C such that cg(x) ≤
f(x) ≤ Cg(x) for every x.
Theorem 1.1 (Growth rates for means). Let  > 0 and a ∈ (0, 1). Assume
that the following two conditions hold:
(i) There is a constant c0 > 0 such that
sup
x∈M
µ(B(x, a)) ≤ c0 inf
x∈M
µ(B(x, a)). (1.3)
(ii) There are an increasing function f(t) and constants c1, c2 > 0 such that
lim
t→∞
f(t)
t
= 0.
c1 ≤ lim inf
t→∞
1
f(t)
∫ t
0
p(s, x, y)ds ≤ lim sup
t→∞
1
f(t)
∫ t
0
p(s, x, y)ds ≤ c2 (1.4)
holds for every x, y ∈M satisfying that (1− a) ≤ d(x, y) ≤ (1 + a). Then,
we have that for every x ∈M ,
c0
c2
≤ lim inf
t→∞
Ex[V(t)]
t/f(t)
≤ lim sup
t→∞
Ex[V(t)]
t/f(t)
≤ c0
c1
.
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The constants ci, i = 0, 1, 2, and the function f depend on  > 0 and
a ∈ (0, 1) both. However in several cases we can choose f as a function
independent from  > 0 and a ∈ (0, 1) both and lima→0 c1(a) = lima→0 c2(a).
Assume that M = Rd and (Xt)t is the standard Brownian motion. If d ≥ 3,
then, we can let f(t) = 1, c0(a) = 1 and lima→0 c1(a) = lima→0 c2(a) =
G(x, y), where x and y are points such that d(x, y) = . Therefore,
lim
t→∞
Ex[V(t)]
t
=
1
G(x, y)
= Cap(B(0, )). (1.5)
If d = 2, then, we can let f(t) = log t, c0(a) = 1 and lima→0 c1(a) =
lima→0 c2(a) = 1/(2pi). Therefore,
lim
t→∞
Ex[V(t)]
t/ log t
= 2pi. (1.6)
If d = 1, then, we can let f(t) = t1/2, c0(a) = 1 and lima→0 c1(a) =
lima→0 c2(a) = (2pi)−1/2. Therefore,
lim
t→∞
Ex[V(t)]
t1/2
=
√
2pi.
(1.5) and (1.6) reproduce the first-order expansions of Spitzer’s results
[Sp64, Theorems 1 and 2] respectively.
If we know the asymptotic of mean of V(t), then, it is very natural to
investigate almost sure behaviors of V(t). We say that Vol(V ;α1, α2) holds
if there exist four positive constants α1 < α2 and C1 ≤ C2, and a strictly
increasing function V such that
C1
(
R
r
)α1
≤ V (R)
V (r)
≤ C2
(
R
r
)α2
, 0 < r < R, (1.7)
and furthermore there exists a constant c > 1 such that
c−1V (r) ≤ µ(B(x, r)) ≤ cV (r), x ∈M, r > 0. (1.8)
If Vol(V ;α1, α2) holds for a certain V satisfying (1.7) and α1 = α2, then,
we say that Vol(α) holds for α = α1 = α2.
Now we state assumptions for the heat kernel by following the terminolo-
gies in Grigor’yan-Telcs [GT12]. We say that HK(φ;β1, β2) holds if there
exist four positive constants c5, c6, c7 and c8 and a function φ such that
c5
µ(B(x, φ−1(t)))
≤ p(t, x, y), d(x, y) ≤ c6φ−1(t), (1.9)
and,
p(t, x, y) ≤ c7 exp (−c8Ψ(d(x, y), t))
µ(B(x, φ−1(t)))
, x, y ∈M, t > 0. (1.10)
where we let
Ψ(r, t) := sup
s>0
(
r
s
− t
φ(s)
)
,
and where φ(·) is a strictly increasing continuous function on (0,+∞) such
that there exist four constants 1 < β1 ≤ β2 and 0 < C3 ≤ C4 such that
C3
(
R
r
)β1
≤ φ(R)
φ(r)
≤ C4
(
R
r
)β2
, 0 < r < R. (1.11)
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We say that FHK(φ;β1, β2) holds if there exist four positive constants
c5, c6, c7 and c8 and a function φ on (0,+∞) such that
c5 exp (−c6Ψ(d(x, y), t))
µ(B(x, φ−1(t)))
≤ p(t, x, y) ≤ c7 exp (−c8Ψ(d(x, y), t))
µ(B(x, φ−1(t)))
, t > 0, x, y ∈M,
where Ψ and φ are defined and characterized as above.
By the definition of Ψ, it is easy to see that there exists a positive
constant C(β1, β2) such that supt>0 Ψ(φ
−1(t), t) ≤ C(β1, β2), and hence,
FHK(φ;β1, β2) implies HK(φ;β1, β2).
If HK(φ;β1, β2) (resp. FHK(φ;β1, β2)) holds for a certain φ satisfying
(1.11), and furthermore β1 = β2, then, we say that HK(β) (resp. FHK(β))
holds for β = β1 = β2. By Barlow-Grigor’yan-Kumagai [BGK12, Proposi-
tion 5.2 (i) and (iii)], we have that if the metric d is geodesic, then HK(β)
and the volume doubling are equivalent to FHK(β).
For almost sure behaviors of V(t), we have the following.
Theorem 1.2 (Almost sure behaviors). Assume that Vol(V ;α1, α2) and
HK(φ;β1, β2) hold. Let
f(t) :=
∫ t
1
ds
V (φ−1(s))
, t > 1. (1.12)
Then,
(i) There exist two (non-random) constants c1, c2 ∈ [0,∞) such that for
every x ∈M ,
lim inf
t→∞
V(t)
min{V (φ−1(t/ log log t)), t/f(t/ log log t)} = c1, P
x-a.s. (1.13)
lim sup
t→∞
V(t)
t/f(t/ log log t)
= c2, P
x-a.s. (1.14)
(ii) If
lim sup
t→∞
f(t/ log log t)
f(t)
> 0, (1.15)
then, c2 > 0.
(iii) If FHK(φ;β1, β2) hold and furthermore α2 < β1, then, c1 > 0 and
c2 > 0.
We remark that the function f(t) in (1.12) comes from the on-diagonal
estimate of the heat kernel in (1.9) and (1.10).We also remark that the con-
stants c1 and c2 in the above theorem are independent from the choice of
x ∈M . We do not have an example satisfying that c1 = 0, and we conjecture
that c1 > 0 holds under the assumptions Vol(V ;α1, α2) and HK(φ;β1, β2).
Theorems 1.1 and 1.2 are applicable to several classes of diffusions on frac-
tal graphs and Riemannian manifolds including fractal-like manifolds. See
Subsection 2.1 for details.
Now we define a notion of a bounded modification of an Euclid space
equipped with the Lebesgue measure. We do not modify the metric structure
of an Euclid space.
Definition 1.3 (Bounded modification). We say that (Rd, d, µ˜, X˜t, P˜ x) is a
bounded modification of a metric measure Dirichlet space (Rd, d, µ,Xt, P x)
if there exists a bounded domain D of Rd such that
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(M1) For every Borel subset A of Rd \D, µ˜(A) = µ(A).
(M2) For every x ∈ Rd \D, the law of X˜·∧T˜D under P˜ x is identical with the
law of X·∧TD under P
x, where T˜D and TD are the first hitting times of X˜
and X to D, respectively.
Theorem 1.4 (Behaviors on bounded modifications). (i) Let d ≥ 3. As-
sume that (Rd, d, µ,Xt, P x) is a bounded modification of the quintuple of
Rd, the Euclid distance d, the Lebesgue measure µ, and the standard Brown-
ian motion (Xt, P
x) on Rd. We furthermore assume that FHK(2) holds for
(Rd, d, µ,Xt, P x). Then, for every x ∈M ,
lim
t→∞
Ex[V(t)]
t
= CapRd
(
B(0, )
)
.
Here CapRd is Newtonian capacity.
(ii) If (R2, d, µ,Xt, P x) is a bounded modification of the quintuple of R2, the
Euclid distance d, the Lebesgue measure and the standard Brownian motion.
We furthermore assume FHK(2) holds for (R2, d, µ,Xt, P x). then, for every
x ∈ R2,
lim
t→∞
Ex[V(t)]
t/ log t
= 2pi.
We give a definition of rough isometries by following Barlow-Bass-Kumagai
[BBK06, Definition 2.20]. In the context of Riemannian manifolds, the no-
tion of rough isometry is introduced by Kanai [Ka85].
We say that two metric measure space (M1, d1, µ1) and (M2, d2, µ2) are
roughly isometric if there exist a map ϕ : M1 → M2 and three positive
constants c1, c2 and c3 satisfying the following three conditions:
(i)
M2 =
⋃
x∈M1
Bd2(ϕ(x), c1).
(ii)
c−12 (d1(x, y)− c1) ≤ d2(ϕ(x), ϕ(y)) ≤ c2(d1(x, y) + c1), x, y ∈M1.
(iii)
c−13 µ1(Bd1(x, c1)) ≤ µ2(Bd2(ϕ(x), c1)) ≤ c3µ1(Bd1(x, c1)), x ∈M1.
By [BBK06], it is known that the estimate FHK(2) is stable under rough
isometries between metric measure Dirichlet spaces, given suitable local reg-
ularity of the two spaces. The assumption FHK(2) prevents “singular” be-
haviors of (Xt)t when it enters D.
Theorem 1.5 (Fluctuations). Let d ≥ 3. Fix  > 0. Then, there is a met-
ric measure Dirichlet space (Rd, d, µ, E ,F) such that the following conditions
(a) and (b) hold:
(a) (Rd, d, µ) is roughly isometric to the Euclid space equipped with the
Lebesgue measure.
(b)
lim inf
t→∞
E0[V(t)]
t
≤ CapRd
(
B(0, )
)
< 2(d−2)/2CapRd
(
B(0, )
) ≤ lim sup
t→∞
E0[V(t)]
t
.
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In particular, the limit lim
t→∞
E0[V(t)]
t
does not exist.
We will show this by using Theorem 1.4. The following is a more detailed
result for (V(t))t of bounded modifications of Rd in high dimensions.
Theorem 1.6 (Behaviors on bounded modifications). Let d ≥ 6. Assume
thatM = (Rd, d, µ,Xt, P x) is a bounded modification of the quintuple of Rd,
the Euclid distance d, the Lebesgue measure µ and the standard Brownian
motion (Xt, P
x) on Rd. Let ExM be the expectation with respect to P x. We
furthermore assume that FHK(2) holds and there exists a constant C such
that for every R > 0,
sup
x∈Rd
µ(B(x,R)) ≤ CRd.
Then, for every x ∈ Rd,
lim
t→∞
(
ExM[V(t)]− tCapRd
(
B(0, )
))
exists and is finite.
The assumption that d ≥ 6 in the above theorem is due to [Sp64].
We do not know the value of the following limit
lim
t→∞ (E
x
M[V(t)]− ExBM[V(t)]) .
The organization of the rest of the present paper is as follows. In Section
2, we deal with growth rates of means and almost sure behaviors and show
Theorems 1.1 and 1.2. In Section 3, we consider the behavior of process on
bounded modifications and show Theorem 1.4. In Section 4, we deal with
the case that a scaled sequence of the means fluctuates and show Theorem
1.5. In Section 5, we consider more detailed behavior of process on bounded
modifications and show Theorem 1.6.
2. Growth rates of means and almost sure behaviors
We first remark that by Fubini’s theorem,
Ex[V(t)] =
∫
M
P x(TB(y,) ≤ t)dµ(y). (2.1)
Contrary to the Brownian motion on Euclid spaces, we cannot expect in
general that
P x(TB(y,) ≤ t) = P y(TB(x,) ≤ t).
We give upper and lower bounds for P x(TB(y,) ≤ t).
Lemma 2.1 ([CF86-2, (10) and (11)]). Let t, T,  > 0. Let d(x, y) > .
Then,
(i) (upper bound) For every η > 0,∫ t+T
0
P x(Xs ∈ B(y, η))ds ≥ P x(TB(y,) ≤ t) inf
w∈∂B(y,)
∫ T
0
Pw(Xs ∈ B(y, η))ds.
(ii) (lower bound) For every a ∈ (0, 1),∫ t
0
P x(Xs ∈ B(y, a))ds ≤ P x(TB(y,) ≤ t) sup
w∈∂B(y,)
∫ t
0
Pw(Xs ∈ B(y, a))ds.
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These inequalities are easily seen by using the strong Markov property.
Lemma 2.1 and (2.1) enable us to give upper and lower bounds for E[V(t)].
Now we show Theorem 1.1. By (1.3), it suffices to show the following:
Lemma 2.2. Let c1 and c2 be constants in (1.4). Then, for every  > 0,
a ∈ (0, 1) and every o ∈M ,
(i)
lim sup
t→∞
Eo[V(t)]
t/f(t)
≤ 1
c1
supx∈M µ(B(x, a))
infx∈M µ(B(x, a))
.
(ii)
lim inf
t→∞
Eo[V(t)]
t/f(t)
≥ 1
c2
infx∈M µ(B(x, a))
supx∈M µ(B(x, a))
.
Proof. (i) Let δ ∈ (0, 1). Recall (1.1). Applying Lemma 2.1 (i) to the case
that η = a and T = δt, we have that
EoM [V(t)] =
∫
M
P o(TB(y,) ≤ t)dµ(y)
≤
∫
M
∫ (1+δ)t
0 P
o(Xs ∈ B(y, a))ds
infw∈∂B(y,)
∫ t
0 P
w(Xs ∈ B(y, a))ds
dµ(y)
≤
∫
M
∫ (1+δ)t
0 P
o(Xs ∈ B(y, a))dsdµ(y)
infy,w∈M ;d(y,w)=
∫ t
0 P
w(Xs ∈ B(y, a))ds
≤
∫ (1+δ)t
0 E
o [µ (B(Xs, a))] ds
infy,w∈M ;d(y,w)=
∫ t
0 P
w(Xs ∈ B(y, a))ds
.
≤ (1 + δ)t supz∈M µ(B(z, a))
infy,w∈M ;d(y,w)=
∫ t
0 P
w(Xs ∈ B(y, a))ds
.
≤ (1 + δ)supz∈M µ(B(z, a))
infz∈M µ(B(z, a))
sup
w,z∈M ;(1−a)≤d(w,z)≤(1+a)
t∫ t
0 p(s, w, z)ds
.
≤ 1 + δ
c0
sup
w,z∈M ;(1−a)≤d(w,z)≤(1+a)
t∫ t
0 p(s, w, z)ds
,
where c0 is the constant in (1.3).
Recall (2.1). Since δ is taken arbitrarily, it holds that
EoM [V(t)] ≤
1
c0
sup
w,z∈M ;(1−a)≤d(w,z)≤(1+a)
t∫ t
0 p(s, w, z)ds
. (2.2)
On the other hand, by (1.4),
lim sup
t→∞
sup
w,z∈M ;(1−a)≤d(w,z)≤(1+a)
f(t)∫ t
0 p(s, w, z)ds
≤ 1
c1
.
By this and (2.2), we have assertion (i).
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(ii) By (1.1), (2.1) and Lemma 2.1,
Eo[V(t)] =
∫
M
P o(TB(y,) ≤ t)dµ(y)
≥
∫
M
∫ t
0 P
x(Xs ∈ B(y, a))ds
supw∈∂B(y,)
∫ t
0 P
w(Xs ∈ B(y, a))ds
dµ(y)
≥
∫ t
0
∫
M µ (B(z, a)) p(s, x, z)dµ(z)ds
supw,y∈M ;d(w,y)=
∫ t
0 P
w(Xs ∈ B(y, a))ds
≥ t infz∈M µ(B(z, a))
supw,y∈M ;d(w,y)=
∫ t
0 P
w(Xs ∈ B(y, a))ds
≥ infz∈M µ(B(z, a))
supz∈M µ(B(z, a))
inf
w,z∈M ;(1−a)≤d(w,z)≤(1+a)
t∫ t
0 p(s, w, z)ds
,
(2.3)
where in the fourth inequality we have used the assumption that (E ,F) is
conservative.
By (1.4),
lim inf
t→∞ infw,z∈M ;(1−a)≤d(w,z)≤(1+a)
f(t)∫ t
0 p(s, w, z)ds
≥ 1
c2
.
By this and (2.3), we have assertion (ii). 
Proof of Theorem 1.2. We first show that (V(t))t is a diffusion.
Lemma 2.3. For every x ∈M , V(t) is continuous with respect to t, P x-a.s.
Proof. We have that for every η, t > 0,
V(t+ η)− V(t) = µ
 ⋃
s≤t+η
B(Xs, ) \
⋃
s≤t
B(Xs, )

≤ µ
(
B
(
Xt, + sup
s∈[t,t+η]
d(Xt, Xs)
)
\B (Xt, )
)
,
and,
V(t)− V(t− η) = µ
⋃
s≤t
B(Xs, ) \
⋃
s≤t−η
B(Xs, )

≤ µ
(
B
(
Xt, + sup
s∈[t−η,t]
d(Xt, Xs)
)
\B
(
Xt, − sup
s∈[t−3η,t−2η]
d(Xt, Xs)
))
,
where we adopt the notation that B(x, r) := ∅ for r ≤ 0.
Therefore,
V(t+ η)− V(t− η)
≤ 2µ
(
B
(
Xt, + sup
s∈[t−η,t+η]
d(Xt, Xs)
)
\B
(
Xt, − sup
s∈[t−3η,t]
d(Xt, Xs)
))
.
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Since (Xt)t is a diffusion, we have that P
x-a.s., for each t > 0,
lim
η→0
sup
s∈[t−3η,t+η]
d(Xt, Xs) = 0.
Hence, we have that P x-a.s., for every t > 0,
lim sup
η→0
µ
(
B
(
Xt, + sup
s∈[t−η,t+η]
d(Xt, Xs)
)
\B
(
Xt, − sup
s∈[t−3η,t]
d(Xt, Xs)
))
≤ µ (∂B (Xt, )) .
By recalling (1.2),
µ
(
∂B (Xt, )
)
= 0.
Hence, we have that P x-a.s., for each t > 0,
lim sup
η→0
V(t+ η)− V(t− η) ≤ 0.
By noting that V(t) is non-decreasing with respect to t, we have the asser-
tion. 
Remark 2.4. We are not sure whether Lemma 2.3 holds without (1.2).
Proposition 2.5 ([BK00, Theorem 3.1], [KKW17, Proposition A.2]). Let X
be a strong Markov process on (M,d, µ). Assume that (Ht)t is a continuous
adapted non-decreasing functional of X satisfying the following conditions.
(1) There exists an increasing function ϕ on (0,∞) and a constant c > 1
such that
lim
b→∞
sup
x∈M,t>0
P x (Ht ≥ bϕ(t)) = 0,
and,
ϕ(2r) ≤ cϕ(r), ∀r > 0.
(2)
Ht ≤ Hs +Ht−s ◦ θs, t ≥ s > 0.
Then, there exists a constant C ∈ (0,∞) such that for every x ∈M ,
lim sup
t→∞
Ht
ϕ(t/ log log t) log log t
≤ C,P x-a.s.
Proof. The proof is same as in the proof of [BK00, Theorem 3.1], however,
since we use a formula in the proof of [BK00, Theorem 3.1] below, we write
down the details.
We denote the largest integer of a real number z which is less than or
equal to z by [z]. For t > 0 and s ∈ [0, 1], we let
Bt,s :=
Hst/[log log t]
ϕ(t/ log log t)
.
By assumption (1), there exists a constant b > 0 such that
sup
t>0,x∈M
P x(Bt,1 > b) ≤ 1
2
.
For n ≥ 1, we let
Tn := inf {s ≥ 0 : Bt,s ≥ bn} .
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Then by the continuity of Ht, we have that BTn = bn if Tn < +∞,
P x(Bt,1 > b(n+ 1)) = P
x (Bt,1 −Bt,Tn > b, Tn < 1) .
By the strong Markov property of X and the assumption that Ht is adapted
and non-decreasing,
P x(Bt,1 −Bt,Tn > b, Tn < 1) ≤ Ex
[
PXTn (Bt,1 > b), Tn < 1
]
≤ 1
2
sup
y∈M
P y(Bt,1 > bn).
Hence, for each n ≥ 1,
sup
t>0,x∈M
P x(Bt,1 > bn) ≤ 1
2n
.
Hence there exists a constant a > 0 such that
sup
x∈M,t>0
Ex [exp(aBt,1)] < +∞.
We have that for every x ∈M ,
P x
(
Ht
ϕ(t/ log log t)[log log t]
≥ λ
)
= P x
[log log t]∑
i=1
(Bt,i −Bt,i−1) ≥ [log log t]λ

≤ exp (−aλ[log log t])Ex
[log log t]∏
i=1
exp (a(Bt,i −Bt,i−1))

≤
(
exp(−aλ) sup
y∈M,u>0
Ey [exp(aBu,1)]
)[log log t]
, (2.4)
where we have used the exponential Chebyshev’s inequality in the first in-
equality and the Markov property of (Xt)t and assumption (2) in the second
inequality.
If we take a sufficiently large λ0 > 0, then, there exists a constant p > 1
such that for every x and every t,
P x
(
Ht
ϕ(t/ log log t)[log log t]
≥ λ0
)
≤ exp(−p[log log t]).
By this and the Borel-Cantelli lemma, we have that for every x ∈M ,
lim sup
k→∞
Hexp(k)
ϕ(exp(k)/ log k)[log k]
≤ λ0, P x-a.s.
By this, the doubling property for ϕ in assumption (1), and the assumption
that Ht is non-decreasing, we have the assertion. 
Now we return to the proof of Theorem 1.2. By Lemma 2.3, {V(t)}t≥0 is
a diffusion. In the rest of this proof, we let f be the function given by (1.12).
By applying Proposition 2.5 to the case that Ht = V(t) and ϕ(t) = t/f(t),
it holds that there exists a positive non-random constant C0 such that for
every x ∈M ,
lim sup
t→∞
V(t)
t/f(t/ log log t)
≤ C0, P x-a.s. (2.5)
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By Theorem A.1 in Appendix, we have (1.14) for some non-negative constant
c2.
We now show (1.13). Thanks to Vol(V ;α1, α2), we can apply Theorem
A.3 in Appendix and we have that there exist two positive non-random
constants C1 and C2 such that for every x ∈M ,
lim inf
t→∞
V(t)
V (φ−1(t/ log log t))
≤ lim inf
t→∞
V
(
+ sups≤t d(x,Xs)
)
V (φ−1(t/ log log t))
≤ lim inf
t→∞ 1 +
C1
(
α2 +
(
sups≤t d(x,Xs)
)α2)
φ−1(t/ log log t)α2
≤ C2 < +∞, P x-a.s.
By this, (2.5) and Theorem A.1 in Appendix, we have (1.13). Thus the
proof of (i) is completed.
We show (ii). Let ϕ(t) := t/f(t). Assume that c2 = 0. Then,
lim
t→∞
V(t)
ϕ(t/ log log t) log log t
= 0, P x-a.s. (2.6)
By Fubini’s theorem and (2.4), we have that for λ1 > 0,
Ex
[
V(t)
ϕ(t/ log log t) log log t
,
V(t)
ϕ(t/ log log t)[log log t]
≥ λ1
]
=
∫ ∞
λ1
P x
(
V(t)
ϕ(t/ log log t)[log log t]
≥ λ
)
dλ+λ1P
x
(
V(t)
ϕ(t/ log log t)[log log t]
≥ λ1
)
≤
∫ ∞
λ1
(
exp(−aλ) sup
y∈M,u>0
Ey [exp(aBu,1)]
)[log log t]
dλ
+λ1
(
exp(−aλ1) sup
y∈M,u>0
Ey [exp(aBu,1)]
)[log log t]
= (
1
a[log log t]
+ λ1)
(
exp(−aλ1) sup
y∈M,u>0
Ey [exp(aBu,1)]
)[log log t]
.
Hence we have that for sufficiently large λ1 > 0,
lim
t→∞E
x
[
V(t)
ϕ(t/ log log t) log log t
,
V(t)
ϕ(t/ log log t)[log log t]
≥ λ1
]
= 0. (2.7)
For every δ ∈ (0, λ1),
Ex
[
V(t)
ϕ(t/ log log t) log log t
,
V(t)
ϕ(t/ log log t)[log log t]
< λ1
]
≤ δ + λ1P x
(
V(t)
ϕ(t/ log log t)[log log t]
≥ δ
)
.
By this and (2.6),
lim sup
t→∞
Ex
[
V(t)
ϕ(t/ log log t) log log t
,
V(t)
ϕ(t/ log log t)[log log t]
< λ1
]
≤ δ.
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Since δ can be taken arbitrarily close to 0,
lim sup
t→∞
Ex
[
V(t)
ϕ(t/ log log t) log log t
,
V(t)
ϕ(t/ log log t)[log log t]
< λ1
]
= 0.
By this and (2.7),
lim
t→∞
Ex [V(t)]
t/f(t/ log log t)
= lim
t→∞
Ex [V(t)]
ϕ(t/ log log t) log log t
= 0.
If (1.15) holds, then this convergence contradicts Theorem 1.1. Hence c2 >
0. Thus the proof of (ii) is completed.
We show (iii). Let
X[0, t] := {Xs : s ∈ [0, t]}, t > 0.
Let
V0+(t) := µ (X[0, t]) = lim
→0
V(t).
This is the volume of the range of X.
By Theorem A.7 in Appendix, there exists a positive constant c′1 such
that for every x ∈M ,
lim inf
t→∞
µ(X[0, t])
V (φ−1(t/ log log t))
= c′1, P
x-a.s.
Hence c1 ≥ c′1 > 0.
Finally we show that c2 > 0.
c2 = lim sup
t→∞
V(t)
V (φ−1(t/ log log t)) log log t
≥ lim sup
t→∞
µ(X[0, t])
V (φ−1(t/ log log t)) log log t
, P x-a.s.
By Theorem A.7 in Appendix, there exists a positive constant c′2 such that
for every x ∈M ,
lim sup
t→∞
µ(X[0, t])
V (φ−1(t/ log log t)) log log t
= c′2, P
x-a.s.
Hence c2 > 0. Thus the proof of Theorem 1.2 is completed. 
2.1. Examples. In this subsection we give examples to which Theorems 1.1
and 1.2 are applicable.
We first consider that case that Vol(α) and FHK(β) hold for some α, β >
1. By Theorem 1.2, we have the following:
Corollary 2.6. Assume that Ahlfors regularity Vol(α) and full heat kernel
estimate FHK(β) hold. Let f be the function defined as follows:
f(t) =

1 α > β,
log t α = β,
t1−α/β α < β.
Then,
(i) (transient or weakly recurrent cases) If α ≥ β, then, there exist two
constants c1 ∈ [0,∞) and c2 ∈ (0,∞) depending on  such that for every
x ∈M ,
c1 = lim inf
t→∞
V(t)
t/f(t)
≤ lim sup
t→∞
V(t)
t/f(t)
= c2, P
x-a.s.
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(ii) (strongly recurrent case) If α < β, then, there exist two constants c3, c4 ∈
(0,∞) depending on  such that for every x ∈M ,
lim inf
t→∞
V(t)
(t/ log log t)α/β
= c3, P
x-a.s.,
and,
lim sup
t→∞
V(t)
tα/β(log log t)1−α/β
= c4, P
x-a.s.
For example, by Barlow-Bass [BB92], assertion (i) is applicable to Brow-
nian motion on the d-dimensional standard Sierpinski carpets for d ≥ 3. By
Barlow-Bass [BB99], it is also applicable to the standard Menger sponges for
d ≥ 3. By Barlow-Perkins [BP88], assertion (ii) is applicable to Brownian
motion on the d-dimensional standard Sierpinski gaskets for d ≥ 2.
Theorems 1.1 and 1.2 are also applicable to several models under assump-
tions weaker than Vol(α) and FHK(β). Barlow-Bass [BB00] deals with the
pre-carpet, which is a fractal-like manifold. This case corresponds to the
case that V (r) ' rd and φ(r) ' rdw as r → 0, and V (r) ' rdf and φ(r) ' r2
as r →∞, where the constants df and dw are called fractal dimension and
walk dimension respectively. It holds that df < d and 2 < dw. By [BB00,
Theorem 5.3], FHK(φ; 2, dw) holds for a function φ satisfying (1.11). There-
fore, Theorem 1.2 (i) is applicable to this case. We have that f(t)  tdf/2 if
df < 2 and f(t)  1 if df > 2.
If df > 2, then,
t
f(t/ log log t)
 t, V (φ−1(t/ log log t)) 
(
t
log log t
)df/2
, t→∞,
and hence, there exist two (non-random) constants c1 and c2 such that for
every x ∈M ,
0 ≤ c1 = lim inf
t→∞
V(t)
t
≤ lim sup
t→∞
V(t)
t
= c2 < +∞, P x-a.s.
If df = 2, then,
t
f(t/ log log t)
 t
log t
, V (φ−1(t/ log log t))  t
log log t
, t→∞,
and hence, there exist two (non-random) constants c1 and c2 such that for
every x ∈M ,
0 ≤ c1 = lim inf
t→∞
V(t)
t/ log t
≤ lim sup
t→∞
V(t)
t/ log t
= c2 < +∞, P x-a.s.
If df < 2, then,
t
f(t/ log log t)
 tdf/2(log log t)1−df/2, V (φ−1(t/ log log t)) 
(
t
log log t
)df/2
, t→∞.
and hence, there exist two (non-random) constants c1 and c2 such that for
every x ∈M ,
lim inf
t→∞
V(t)
tdf/2(log log t)−df/2
= c1, P
x-a.s.
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lim sup
t→∞
V(t)
tdf/2(log log t)1−df/2
= c2, P
x-a.s.
However, in each of the above cases, we are not sure whether c1 or c2 is
positive or not.
Grigor’yan and Saloff-Coste [GSC05, Subsection 4.3] deals with the case
that it fails that there exists a constant c > 1 such that c−1V (r) ≤ µ(B(x, r)) ≤
cV (r) holds for every x ∈M and r > 0. In [GSC05, Subsection 4.3], a class
of radially symmetric weighted manifolds are considered. It is interesting to
investigate their case, however, our method is not applicable to their case
in direct manners. We also consider radially symmetric Riemannian mani-
folds in Section 4 below, however, our manifolds are different from those in
[GSC05, Subsection 4.3].
2.2. Remark about radial asymptotic. We give a remark about radial
asymptotic of V(t) as → +0.
Proposition 2.7 (Radial asymptotic). (i) If∫ 1
0
ds
V (φ−1(s))
= +∞, (2.8)
then, for every t > 0 and every x ∈M , V0+(t) = 0, P x-a.s.
(ii) If ∫ 1
0
ds
V (φ−1(s))
< +∞, (2.9)
then, for every t > 0 and every x ∈M , V0+(t) > 0, P x-a.s.
In particular, if Vol(α) and FHK(β) hold and α ≥ β, then, V0+(t) = 0,
P x-a.s., and if Vol(α) and FHK(β) hold and α < β, then, V0+(t) > 0, P
x-a.s.
Proof. (i) Let  > 0. By HK(φ;β1, β2),∫ t
0
p(s, w, z)ds ≥
∫ t
min{t,c−16 φ(d(w,z))}
ds
V (φ−1(s))
.
Hence,
inf
w,z∈M ;d(w,z)≤3/2
∫ t
0
p(s, w, z)ds ≥
∫ t
min{t,c−16 φ(3/2)}
ds
V (φ−1(s))
. (2.10)
By (1.11), lims→0+ φ(0) = 0. We recall that φ is an increasing function.
By these properties and the monotone convergence theorem,
lim
→0
∫ t
min{t,c−16 φ(3/2)}
ds
V (φ−1(s))
=
∫ t
0
ds
V (φ−1(s))
.
By this, (2.10) and (2.8),
lim
→0
inf
w,z∈M ;d(w,z)≤3/2
∫ t
0
p(s, w, z)ds = lim
→0
∫ t
min{t,c−16 φ(3/2)}
ds
V (φ−1(s))
= +∞.
By using this and applying (2.2) to the case that a = 1/2, it follows from
the Lebesgue convergence theorem that for every x ∈M ,
lim
→0+
Ex[V(t)] = 0.
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By this and the monotone convergence theorem,
Ex[V0+(t)] = 0.
(ii) In the same manner as in the proof of [KKW17, Proposition 4.3],
we see that by (2.9), the local time of X exists, specifically, there exists a
random field `(x, t)(ω) such that `(x, t)(ω) is jointly measurable with respect
to (t, x, ω), and ∫ t
0
h(Xs)ds =
∫
M
h(x)`(x, t)µ(dx)
holds for every T > 0 and every Borel measurable function h on M . Hence,
0 < t =
∫ t
0
1X[0,t](Xs)ds =
∫
X[0,t]
`(x, t)µ(dx).
Hence, µ(X[0, t]) > 0. 
3. Processes on bounded modifications
LetM = (Rd, d, µ,Xt, P x) be a bounded modification of the quintuple of
Rd, d, the Lebesgue measure and the standard Brownian motion. Through-
out this section, CM and cM denote positive constants depending only on
M. IfM is the quintuple of Rd, d, the Lebesgue measure and the standard
Brownian motion, then, we denote CM and cM by CBM and cBM respec-
tively. We denote by pM(t, x, y) the heat kernel of M = (Rd, d, µ,Xt, P x).
For y ∈ Rd and 2 > 1 > 0, let
A (y, 1, 2) :=
{
z ∈ Rd : 1 ≤ d(z, y) ≤ 2
}
.
We remark that we do not change the metric structure, in particular the
metric is the Euclid metric and hence geodesic. Therefore we can apply
[BGK12, Theorem 3.2] and we have that FHK(2) is equivalent to the para-
bolic Harnack inequality (The precise definition of this inequality is long in
the framework of metric measure spaces, so we omit it here. See Barlow-
Bass-Kumagai [BBK06, Remark 2.2] and [BGK12] for details.), arguing as
in the proof of [BGK12, Lemma 4.6], for every z1, z2 ∈ A (y, 1, 2),
|pM(s, y, z1)− pM(s, y, z2)| ≤ 1 ∧ CM
(
d(z1, z2)
s
)2
. (3.1)
First we consider the case that d ≥ 3. Let the Green function
GM(x, y) :=
∫ ∞
0
pM(t, x, y)dt.
Proof of Theorem 1.4 (i). By FHK(2), it holds that for every T > 2∣∣∣∣∣
(∫ T
0
pM(t, x, y)dt
)−1
− 1
GM(x, y)
∣∣∣∣∣ =
∣∣∣∣∣
∫ T
0 pM(t, x, y)dt−
∫∞
0 pM(t, x, y)dt∫ T
0 pM(t, x, y)dt
∫∞
0 pM(t, x, y)dt
∣∣∣∣∣
≤
∫∞
T pM(t, x, y)dt(∫ T
0 pM(t, x, y)dt
)2
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≤
∫∞
T cM,1t
−d/2 exp(−cM,1d(x, y)2/t)dt(∫ 2
1 pM(t, x, y)dt
)2
≤ cM,1T
1−d/2(
cM,22−d/2 exp(−cM,2d(x, y)2)
)2 ,
where cM,1 and cM,2 are positive constants independent from x, y, t, T .
Hence it holds that for every x, y ∈ Rd satisfying that (1−a) ≤ d(x, y) ≤
(1 + a),∣∣∣∣∣
(∫ T
0
pM(t, x, y)dt
)−1
− 1
GM(x, y)
∣∣∣∣∣ ≤ c1T 1−d/2c222−d exp(−2c2(1 + )2a2) .
Hence it holds that for every a ∈ (0, 1),
lim
T→∞
sup
x,y∈Rd;(1−a)≤d(x,y)≤(1+a)
∣∣∣∣∣
(∫ T
0
pM(t, x, y)dt
)−1
− 1
GM(x, y)
∣∣∣∣∣ = 0.
Therefore, we can show the following by modifying the proof of Lemma 2.2
a little.
Lemma 3.1. For every  > 0, a ∈ (0, 1), x ∈ Rd , and for each integer
n ≥ 1,
(i)
lim sup
t→∞
Ex[V(t)]
t
≤ supw∈Rd\B(x,n) µ(B(w, a))
infw∈Rd\B(x,n) µ(B(x, a))
sup
y,z∈Rd\B(x,n),(1−a)≤d(y,z)≤(1+a)
1
GM(y, z)
.
(ii)
lim inf
t→∞
Ex[V(t)]
t
≥ infw∈Rd\B(x,n) µ(B(w, a))
supw∈Rd\B(x,n) µ(B(x, a))
inf
y,z∈Rd\B(x,n),(1−a)≤d(y,z)≤(1+a)
1
GM(y, z)
.
Let x ∈ Rd. By Lemma 3.1 above, we have that for every a ∈ (0, 1) and
large n,
inf
y,z∈Rd\B(0,n),(1−a)≤d(y,z)≤(1+a)
1
GM(y, z)
≤ lim inf
t→∞
ExM[V(t)]
t
≤ lim sup
t→∞
ExM[V(t)]
t
≤ sup
y,z∈Rd\B(0,n),(1−a)≤d(y,z)≤(1+a)
1
GM(y, z)
. (3.2)
Since (3.2) holds for every a ∈ (0, 1), it suffices to show that for every
x ∈ Rd,
lim
y;d(x,y)→∞
sup
z∈A(y,1,2)
∣∣GM(y, z)−GBM(y, z)∣∣ = 0. (3.3)
Indeed, if this holds, then,
inf
y,z∈Rd;(1−a)≤d(y,z)≤(1+a)
1
GBM(y, z)
≤ lim inf
t→∞
ExM[V(t)]
t
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≤ lim sup
t→∞
ExM[V(t)]
t
≤ sup
y,z∈Rd;(1−a)≤d(y,z)≤(1+a)
1
GBM(y, z)
,
and the assertion follows if a→ 0.
Let µBM be the Lebesgue measure on Rd. Fix y ∈ Rd. Let u be a non-
negative bounded continuous function supported on A (y, 1, 2).
Since D is bounded and the point x is fixed as a starting point of the pro-
cess (Xt)t, we have that if d(x, y) is sufficiently large, then, B(y, d(x, y)/2)∩
D = ∅. Indeed, if B(y, d(x, y)/2) ∩ D 6= ∅, then, there exists a point
w ∈ D such that d(w, y) ≤ d(x, y)/2. Since D is a bounded subset of Rd,
supz∈D d(x, z) < +∞. If d(x, y) is sufficiently large, then, supz∈D d(x, z) <
d(x, y)/3, and hence, if B(y, d(x, y)/2) ∩D 6= ∅, then,
d(x, y) ≤ d(x,w) + d(w, y) ≤ sup
z∈D
d(x, z) +
d(x, y)
2
≤ 5d(x, y)
6
,
which is a contradiction. Hence B(y, d(x, y)/2) ∩D = ∅.
By this and Definition 1.3, we have that if d(x, y) is sufficiently large,
then,
EyM
[
u
(
XMt∧τB(y,d(x,y)/2)
)]
= EyBM
[
u
(
XR
d
t∧τB(y,d(x,y)/2)
)]
.
Hence, if d(x, y) is sufficiently large, then,∫
Rd
u(z)GM(y, z)µM(dz)−
∫
Rd
u(z)GBM(y, z)µBM(dz)
=
∫ ∞
0
EyM
[
u(XMt )
]− EyBM [u(XRdt )] dt
=
∫ ∞
0
EyM
[
u(XMt )− u
(
XMt∧τB(y,d(x,y)/2)
)]
−EyBM
[
u(XR
d
t )− u
(
XR
d
t∧τB(y,d(x,y)/2)
)]
dt.
We have that for every t0 > 0,∣∣∣∣∫ ∞
0
EyM
[
u
(
XMt
)− u(XMt∧τB(y,d(x,y)/2))] dt∣∣∣∣
=
∣∣∣∣∫ ∞
0
EyM
[
u
(
XMt
)
, t ≥ τB(y,d(x,y)/2)
]
dt
∣∣∣∣
≤ ‖u‖∞
∫ ∞
0
P yM
(
XMt ∈ A (y, 1, 2) , t ≥ τB(y,d(x,y)/2)
)
dt
≤ ‖u‖∞
∫ t0
0
+
∫ ∞
t0
P yM
(
XMt ∈ A (y, 1, 2) , t ≥ τB(y,d(x,y)/2)
)
dt
≤ ‖u‖∞
(
t0P
y
M
(
t0 ≥ τB(y,d(x,y)/2)
)
+ CMt
1−d/2
0
)
= ‖u‖∞
(
t0P
0
Rd
(
t0 ≥ τB(0,d(x,y)/2)
)
+ CMt
1−d/2
0
)
,
where in the second inequality we have used supp(u) ⊂ A (y, 1, 2), in the
fourth inequality we have used FHK(2), and in the fifth equality we have
used Definition 1.3. In the same manner we have the almost same estimate
also for Rd.
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Let U (A (y, 1, 2)) be the space of non-negative bounded continuous func-
tions supported on A (y, 1, 2) whose supremum norm is smaller than or
equal to one. We have that for every t0 > 0,
sup
u∈U(A(y,1,2))
∣∣∣∣∫
Rd
u(z)GM(y, z)µM(dz)−
∫
Rd
u(z)GBM(y, z)µBM(dz)
∣∣∣∣
≤ ‖u‖∞
(
2t0P
0
Rd
(
t0 ≥ τB(0,d(x,y)/2)
)
+ (CM + CRd)t
1−d/2
0
)
,
where CRd is the constant corresponding to CM.
Since d ≥ 3 and t0 can be taken arbitrarily large, we have that
lim
y;d(x,y)→∞
sup
u∈U(A(y,1,2))
∣∣∣∣∫
Rd
u(z)GM(y, z)µM(dz)−
∫
Rd
u(z)GBM(y, z)µBM(dz)
∣∣∣∣ = 0.
By (3.1), it holds that for z1, z2 ∈ A (y, 1, 2),∣∣GM(y, z1)−GM(y, z2)∣∣ ≤ ∫ d(z1,z2)
0
1dt+
∫ ∞
d(z1,z2)
CM
(
d(z1, z2)
t
)2
dt
≤ (CM + 1)d(z1, z2). (3.4)
We have the almost same estimate also for Rd.
Recall that if B(x, r) ∩D = ∅, then, by Definition 1.3, µ(B(x, r)) equals
the volume of a ball of radius r in Rd, in particular, µ(B(x, r))  rd. If (3.3)
fails, then, by (3.4), we can construct an L∞-bounded function u which is
supported on A (y, 1, 2) and satisfies that
lim sup
y;d(x,y)→∞
∣∣∣∣∫
Rd
u(z)GM(y, z)µM(dz)−
∫
Rd
u(z)GBM(y, z)µBM(dz)
∣∣∣∣ > 0.
Now (3.3) follows. 
Second we consider the case that d = 2. For x ∈ R2 and A ⊂ R2, let
d(x,A) := inf
y∈A
d(x, y).
For E ⊂ R2 and  > 0, let
E :=
{
x ∈ Rd : d(x,Rd \ E) ≥ 
}
.
It is obvious that E ⊂ E holds for every  > 0.
Proof of Theorem 1.4 (ii). Recall the argument in the proof of Lemma 2.2.
It follows from Lemma 2.1 that for every Borel measurable E ⊂ R2, η = a,
a ∈ (0, 1) and T, t > 0,∫
E
P x(TB(y,) ≤ t)µ(dy) ≤
∫
E
∫ t+T
0 P
x (Xs ∈ B(y, a)) ds
infw∈∂B(y,)
∫ T
0 P
w(Xs ∈ B(y, a))ds
µ(dy)
≤
∫
E
∫ t+T
0 P
x (Xs ∈ B(y, a)) dsµ(dy)
infy∈E µ(B(y, a)) infz,w∈R2;(1−a)≤d(z,w)≤(1+a)
∫ T
0 p(s, w, z)ds
≤ supy∈R2 µ (B(y, a) ∩ E) (t+ T )
infy∈E µ(B(y, a)) infz,w∈R2;d(w,E)≤,(1−a)≤d(z,w)≤(1+a)
∫ T
0 p(s, w, z)ds
,
(3.5)
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and we also have that∫
E
P x(TB(y,) ≤ t)µ(dy) ≥
∫
E
∫ t
0 P
x (Xs ∈ B(y, a)) ds
supw∈∂B(y,)
∫ t
0 P
w(Xs ∈ B(y, a))ds
µ(dy)
added
=
∫
E
∫ t
0
∫
B(y,a) p(s, x, z)µ(dz)ds
supw∈∂B(y,)
∫ t
0
∫
B(y,a) p(s, w, z)µ(dz)ds
µ(dy)
≥
∫
E
∫ t
0
∫
B(y,a) p(s, x, z)µ(dz)dsµ(dy)
supy∈E
{
µ(B(y, a)) supw∈∂B(y,) supz∈B(y,a)
∫ t
0 p(s, w, z)ds
}
=
∫
E
∫ t
0 µ(B(z, a))p(s, x, z)µ(dz)ds
supy∈E
{
µ(B(y, a)) supw∈∂B(y,) supz∈B(y,a)
∫ t
0 p(s, w, z)ds
}
≥ infz∈E µ(B(z, a))
∫ t
0
∫
E
p(s, x, z)µ(dz)ds
supy∈E µ(B(y, a)) supd(w,E)≤,(1−a)≤d(z,w)≤(1+a)
∫ t
0 p(s, w, z)ds
. (3.6)
Let x ∈ R2. Let m be a large integer. Let
Fm(t) :=
tm/(m+1)
(log t)3
. (3.7)
Let
Sx (t, 1, 2) :=
{
(y, z) ∈ (Rd)2 : d(x, y) + 2 ≥ t1/2/ log t, z ∈ A (y, 1, 2)
}
.
We now show that
Lemma 3.2. For every 2 > 1 > 0,
lim
t→∞ sup(y,z)∈Sx(t,1,2)
∣∣∣∣∣∣
(∫ Fm(t)
0
pM(s, y, z)ds
)−1
−
(∫ Fm(t)
0
pBM(s, y, z)ds
)−1∣∣∣∣∣∣ log t = 0.
Proof. Thanks to FHK(2), it suffices to show that
lim
t→∞ sup(y,z)∈Sx(t,1,2)
∣∣∣∣∣
∫ Fm(t)
0
pM(s, y, z)− pBM(s, y, z)ds
∣∣∣∣∣ 1log t = 0. (3.8)
Fix y ∈ R2. Let u be a non-negative bounded continuous function sup-
ported on A (y, 1, 2). Since A (y, 1, 2) ∩D = ∅, u is well-defined also on
R2. In the same manner as in the case that d ≥ 3, by using the Burkholder-
Davis-Gundy inequality for degree m ≥ 1,∣∣∣∣∣
∫ Fm(t)
0
(∫
R2
u(z)pM(s, y, z)µM(dz)−
∫
R2
u(z)pBM(s, y, z)µBM(dz)
)
ds
∣∣∣∣∣
≤ ‖u‖∞
∫ Fm(t)
0
P 0BM
(
s ≥ TR2\B(0,t1/2/ log t)
)
ds
≤ 2‖u‖∞
∫ Fm(t)
0
P 0BM
(
max
0≤s′≤s
|Xs′ | ≥ t1/2/2 log t
)
ds
≤ Cm
∫ Fm(t)
0
smds
1
tm/(log t)2m
≤ Cm‖u‖∞
(log t)m+3
.
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In the third display above, (Xt)t denotes the one-dimensional standard
Brownian motion and P 0BM denotes the law of the one-dimensional stan-
dard Brownian motion starting at the origin.
By (3.1), in the same manner as in the derivation of (3.4), we see that
sup
z1,z2∈A(y,1,2)
∫ Fm(t)
0
|pM(s, y, z1)− pM(s, y, z2)| ds
≤ sup
z1,z2∈A(y,1,2)
∫ ∞
0
|pM(s, y, z1)− pM(s, y, z2)| ds
≤ sup
z1,z2∈A(y,1,2)
(1 + CM)d(z1, z2) ≤ 2(1 + CM)2, (3.9)
where CM is the same constant appearing in (3.1). Furthermore, by FHK(2),∫ t
Fm(t)
pM(s, y, z)ds ≤ cM
∫ t
Fm(t)
s−1ds
= cM log
t
Fm(t)
= cM
(
log t
m+ 1
+ 3 log log t
)
. (3.10)
The same estimate holds also for the standard Brownian motion, that is,∫ t
Fm(t)
pBM(s, y, z)ds ≤ cBM
(
log t
m+ 1
+ 3 log log t
)
.
By using this, (3.9) and (3.10), it holds that there exists a constant C
such that
lim sup
t→∞
sup
(y,z)∈Sx(t,1,2)
∣∣∣∣∫ t
0
pM(s, y, z)− pBM(s, y, z)ds
∣∣∣∣ 1log t ≤ Cm+ 1
holds for every m, and hence, (3.8) follows. 
Now we show the upper bound. We first remark that
lim
t→∞
log t
t
µM
(
B(x, t1/2/ log t)
)
= 0.
By this and (2.1),
lim sup
t→∞
log t
t
ExM [V(t)] = lim sup
t→∞
log t
t
∫
E(t)
P xM(TB(y,) ≤ t)µM(dy),
(3.11)
where we let E(t) := R2 \B(x, t1/2/ log t) for t > 0.
By applying (3.5) to the case that E = E(t), a = 1/2 and T = Fm(t),∫
E(t)
P xM(TB(y,) ≤ t)µM(dy)
≤ supy∈R2 µM
(
E(t) ∩B(y, /2)
)
(t+ Fm(t))
infy∈E(t) µM(B(y, /2)) infz,w;d(w,E(t))≤,/2≤d(z,w)≤3/2
∫ Fm(t)
0 p(s, w, z)ds
Since E(t) ∩D = ∅ for any large t, it holds that for every large t,
sup
y∈R2
µM
(
E(t) ∩B(y, /2)
)
= inf
y∈E(t)
µM(B(y, /2)).
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Hence, it holds that for every large t,∫
E(t)
P xM(TB(y,) ≤ t)µM(dy) ≤
t+ Fm(t)
inf(y,z)∈Sx(t,/2,3/2)
∫ Fm(t)
0 pM(s, y, z)ds
.
By applying this, (3.11) and Lemma 3.2, it holds that for every m ≥ 1,
lim sup
t→∞
log t
t
ExM [V(t)] = lim sup
t→∞
log t
t
∫
Rd\B(x,t1/2/ log t)
P xM(TB(y,) ≤ t)µM(dy)
≤ lim sup
t→∞
t+ Fm(t)
t
log t
inf(y,z)∈Sx(t,/2,3/2)
∫ Fm(t)
0 pM(s, y, z)ds
≤ lim sup
t→∞
(
1 +
Fm(t)
t
)
log t
inf/2≤d(y,z)≤3/2
∫ Fm(t)
0 pBM(s, y, z)ds
.
By FHK(2), we have that for each fixed  > 0,
lim
t→∞
1
logFm(t)
∫ Fm(t)
0
pBM(s, y, z)ds =
1
2pi
.
This convergence is uniform with respect to y and z satisfying that /2 ≤
d(y, z) ≤ 3/2. By this and the definition of Fm(t) in (3.7), we have that
lim
t→∞
(
1 +
Fm(t)
t
)
log t
inf/2≤d(y,z)≤3/2
∫ Fm(t)
0 pBM(s, y, z)ds
=
m+ 1
m
2pi.
Since m can be taken arbitrarily largely, we have that
lim sup
t→∞
log t
t
ExM [V(t)] ≤ 2pi.
Now we show the lower bound. By FHK(2) and conservativeness, it is
easy to see that
lim
t→∞
1
t
∫ t
0
∫
E(t)
pM(s, x, z)µ(dz)ds = 1.
By applying this, Lemma 3.2 and (3.6) to the case that E = E(t) and
a = 1/2,
lim inf
t→∞
log t
t
ExM [V(t)]
≥ lim inf
t→∞
1
t
∫ t
0
∫
E(t)
pM(s, x, z)µ(dz)ds
log t
sup(w,z)∈Sx(t,/2,3/2)
∫ t
0 pM(s, w, z)ds
= lim inf
t→∞
log t
sup(w,z)∈Sx(t,/2,3/2)
∫ t
0 pBM(s, w, z)ds
= 2pi.
Thus we have the assertion. 
Remark 3.3. If d ≥ 3, G(x, y) depends on the value of d(x, y). If d = 2,
then, for every x, y ∈ R2,
p(t, x, y) ∼ 2pi log t, t→∞.
In this sense, in the case that d = 2, it is not important how to take 1 and
2.
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4. Fluctuation results
Before we state the proof, we prepare notation.
Definition 4.1 (Diffusion on Riemannian manifolds). Let M = (M, g) be
a connected Riemannian manifold and µM be the Riemannian volume. Let
∇Mf be the weak gradient of f . Let
W 1 :=
{
f ∈ L2(M,µM) : ∇Mf ∈ L2(M,µM)
}
.
For f, g ∈W 1, let
EM(f, g) :=
∫
M
(∇Mf,∇Mg) dµM.
Here (, ) is the canonical inner product on Rd. Let FM be the closure of
C∞(M) under W 1. Then, (EM,FM) is a strongly-local regular Dirichlet
form in L2(M,µM). Let
(
(XMt )t≥0, (P xM)x∈M
)
be an associated diffusion.
If we consider a Riemannian manifold M , then we may simply write
M = (M, g, EM,FM). Let pM(t, x, y) be the minimal positive fundamental
solution of the heat equation on M . Then, for every h ∈ L2(M,µM), every
t ≥ 0 and every x ∈M ,∫
M
h(y)pM(t, x, y)µM(dy) = ExM
[
h(XMt )
]
.
In the following, we deal with the case that M = Rd but g is not the
Euclid metric. However we consider a class of metric measure spaces which
consist of the Euclid space Rd, the Euclid distance d, the Riemannian volume
µM, and (EM,FM) for a Riemannian manifold M. We emphasize that
we consider the Euclid distance instead of the Riemannian distance dM
defined by the Riemannian metric of M = (Rd, g). Informally speaking
we do not consider “singular” M in this section. We consider only the
case that the Riemannian distance dM of M is equivalent to the Euclid
distance, and hence the topologies of Rd induced by these two distances are
identical with each other. In this case (EM,FM) and an associated diffusion(
(XMt )t≥0, (P xM)x∈M
)
are well-defined. We can consider a metric measure
Dirichlet space
(
Rd, d, µM, EM,FM
)
and an associated diffusion of it.
Before we proceed to the proof, we give a rough sketch of the proof. The
arguments below are somewhat informal.
Outline of Proof of Theorem 1.5. We first construct a specific sequence of
metric measure Dirichlet spaces (Mk = (Rd, d, µMk , EMk ,FMk))k≥1 satis-
fying the following conditions:
(i) (Definitions 4.1, 4.2, and 4.3) Roughly speaking, the local structure
of Mk and Mk+1 are identical with each other. There exists an increasing
sequence (Rk)k such that µMk+1 = µMk on B(0, Rk) and the restriction
of (EMk+1 ,FMk+1)) to B(0, Rk) is identical with that of (EMk ,FMk)) to
B(0, Rk).
(ii) (Lemma 4.4) If k is odd, then, a metric measure Dirichlet space
(Rd, d, µMk , EMk ,FMk) is a bounded modification of a metric measure Dirich-
let space (Rd, d, µA, EA,FA).
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If k is even, then, a metric measure Dirichlet space (Rd, d, µMk , EMk ,FMk) is
a bounded modification of a metric measure Dirichlet space (Rd, d, µB, EB,FB).
(iii) (Lemma 4.6) There exist two constants 0 < c(A, ) < c(B, ) < +∞
such that
lim
t→∞
E0M2k−1 [V(t)]
t
= c(A, ), and
lim
t→∞
E0M2k [V(t)]
t
= c(B, ).
Conditions (ii) and (iii) above are independent from how to choose (Rk)k.
Then we consider a specific metric measure Dirichlet spaceM∞ = (Rd, d, µM∞ , EM∞ ,FM∞)
as a limit of (Mk)k≥1. By choosing Rk+1 is much larger than Rk for each k,
we have a rapidly increasing sequence (Rk)k. This is done between Lemma
4.11 and Proposition 4.12. Then we have that
lim inf
t→∞
E0M∞ [V(t)]
t
≤ c(A, ) < c(B, ) ≤ lim sup
t→∞
E0M∞ [V(t)]
t
Each Mk arises from the Brownian motion on a Riemannian manifold.
In the definition of Mk, we do not use the Riemannian distance and use
the Euclid distance instead. However in the proof we use the Riemannian
distance associated with µMk and it makes the arguments clearer.
Our proof is somewhat analogous to the proof of [O14, Theorem 1.3],
which deal with the corresponding fluctuation result for the range of ran-
dom walk on infinite graphs. However, the continuous framework which we
consider here is more technically involved. The technical difficulty arises
from the fact that the diffusion process which we consider can be arbitrarily
far from its starting point in arbitrarily small time. 
Now we proceed to the proof.
Proof of Theorem 1.5.
Definition 4.2. (i) For an infinite sequence 0 = R0 < R1 < R2 < R3 < · · ·
and for k ≥ 0, we let Ak := [R2k, R2k+1 − 1), Ck,1 := [R2k+1 − 1, R2k+1),
Bk := [R2k+1, R2k+2 − 1), and Ck,2 := [R2k+2 − 1, R2k+2).
(ii) Let k ≥ 0. Let G2k be a smooth non-negative function on [0,+∞) such
that
(a) G2k = 1 on [R2k,∞)
(b) for every j < k, G2k = 1 on Aj , G2k = 4 on Bj , and 1 ≤ G2k ≤ 4 on
Cj,1 ∪ Cj,2.
Let G2k+1 be a smooth non-negative function on [0,+∞) such that
(a) G2k+1 = 4 on [R2k+1,∞)
(b) for every j < k, G2k+1 = 1 on Aj , G2k+1 = 4 on Bj , and 1 ≤ G2k+1 ≤ 4
on Cj,1 ∪ Cj,2. Moreover, G2k+1 = 1 on Ak, and 1 ≤ G2k+1 ≤ 4 on Ck,1.
Then we have
G∞ := lim
k→∞
Gk
exists, and is a smooth non-negative function on [0,+∞) such that for every
j ≥ 0, G∞ = 1 on Aj , G∞ = 4 on Bj , and 1 ≤ G∞ ≤ 4 on Cj,1 ∪ Cj,2.
We now define a sequence of radially symmetric Riemannian manifolds.
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Definition 4.3. (i) Let a family of Riemannian manifolds Mk := (Rd, gk),
0 ≤ k ≤ ∞, as follows:
gk(x) := Gk(d(0, x))Id.
Here Id is the d× d identity matrix.
(ii) Let A = (Rd, gA) and B = (Rd, gB) be Riemannian manifolds such that
their Riemannian metrics are given by gA ≡ Id and gB ≡ 4Id on each point
of Rd.
We remark thatM0 is the Euclid space. Mk depends only on the choice
of the sequence R1 < · · · < Rk.
Figure 1. Rough figure ofMk. Riemannian metrics are the d×d
identity matrix Id on the blue parts and are 2 × Id on the yellow
part, The green parts are “connecting” parts in order to assure
smoothness and local regularity of Mk.
For x ∈ Rd, t,  > 0, let BMjRiem(x, ) be open balls with center x and radius
 with respect to the Riemannian distance of Mj . Since 1 ≤ Gk ≤ 4 for
every k, we can show that for every 0 ≤ j ≤ +∞,
d(x, y) ≤ dMjRiem(x, y) ≤ 2d(x, y). (4.1)
This does not depend on the choices of {Rk}k.
By (4.1), eachMj is complete with respect to dRiem. By the Hopf-Rinow
theorem, each Mj is geodesically complete.
By (4.1), there exists a positive constant Cd such that for every r > 0,
x ∈ Rd and every j ≥ 0,
µMj
(
B
Mj
Riem(x, r)
)
≤ µMj (B(x, r)) ≤ Cd(2r)d.
By this and Grigor’yan [G99, Theorem 9.1], we have the stochastic com-
pleteness, that is, for each t > 0, every x ∈ Rd and every j ≥ 0,∫
Rd
pMj (t, x, y)µMj (dy) = 1.
Recall Definition 1.3.
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Lemma 4.4. If k is odd, then, a metric measure space (Rd, d, µMk , EMk ,FMk)
is a bounded modification of a metric measure space (Rd, d, µA, EA,FA). If k
is even, then, a metric measure space (Rd, d, µMk , EMk ,FMk) is a bounded
modification of a metric measure space (Rd, d, µB, EB,FB).
Proof. We give a proof in the case that k is odd. (M1) is obvious. (M2)
follows from the definitions of the Dirichlet forms of M2k+1 and A, and
Shigekawa-Taniguchi [ST92, Lemma 6.3]. In the case that k is even, we can
show the assertion in the same manner. 
Lemma 4.5. For each k, (Rd, d, µMk , EMk ,FMk) satisfies FHK(2).
Proof. By the definition of Riemannian metric g onMj , |g|, |∂ig| and |∂2ikg|,
1 ≤ i, k ≤ d, are uniformly bounded on Mj . Therefore, the Ricci curvature
is bounded below. Therefore, by the Li-Yau estimates ([LY86]),Mk satisfies
a local version of the Parabolic Harnack inequality with parameter 2. (See
Barlow [B04] for the definition of the Parabolic Harnack inequality with
parameter 2.) By the definition, as a Riemannian manifold, Mk is rough-
isometric to Rd with the Euclid metric d. By using Hebisch and Saloff-
Coste [HSC01, Theorem 2.7] and [B04, Theorem 5.4], (Mk, E) also satisfies
the Parabolic Harnack inequality with parameter 2, which is equivalent to
FHK(2). Now we replace the Riemannian metric with the Euclid metric d
and use (4.1). 
Lemma 4.6 (convergence results). For M = A or B, let
c(M, ) := inf
x,y∈Rd,d(x,y)≤
1
GM(x, y)
= inf
x,y∈Rd,d(x,y)≤
1∫∞
0 pM(t, x, y)dt
.
Then we have
(i)
lim
t→∞
E0M2k−1 [V(t)]
t
= c(A, ).
(ii)
lim
t→∞
E0M2k [V(t)]
t
= c(B, ).
These convergences do not depend on choices of {Rk}k.
Proof. (i) follows from Lemmas 4.4, 4.5, and Theorem 1.4. Now we show (ii).
Let B˜ = (Rd, dBRiem, µB, EB,FB) and let (Xt, P x) be a diffusion associated
with B˜. Then the law is identical with the standard Brownian motion.
Hence,
lim
t→∞
E0B˜[V(t)]
t
= c(A, ).
Let M˜2k = (Rd, dBRiem, µM2k , EM2k ,FM2k). Then, M˜2k is a bounded
modification of B˜. By Theorem 1.4,
lim
t→∞
E0M˜2k
[V(t)]
t
= c(A, ).
Since
E0M˜2k
[V2(t)] = E
0
M2k [V(t)],
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it holds that
lim
t→∞
E0M2k [V(t)]
t
= c(A, 2) = 2(d−2)/2c(A, ). (4.2)
Since the two Riemannian manifolds A and B are obtained by multiplying
positive constants to the Euclid metrics, and XA and XB are Brownian
motion on A and B respectively,
pM(t, x, y) =
(
1
2pit
)d/2
exp
(
−d
M
Riem(x, y)
2
2t
)
,
for t > 0 and x, y ∈ Rd, M = A or B. Since
dARiem(x, y) = d(x, y) =
dBRiem(x, y)
2
,
we have that
pA(t, x, y) =
(
1
2pit
)d/2
exp
(
−d(x, y)
2
2t
)
and
pB(t, x, y) =
(
1
2pit
)d/2
exp
(
−2d(x, y)
2
t
)
By integrating these quantities with respect to t, we have that
GA(x, y) = 2(d−2)/2GB(x, y).
Thus we have
2(d−2)/2c(A, ) = c(B, ).
This and (4.2) complete the proof of assertion (ii). 
We also have that
Lemma 4.7 (Uniform upper Gaussian heat kernel estimates). There exist
two constants c1 and c2 such that for every 0 ≤ j ≤ +∞ and x, y ∈ Rd,
pMj (t, x, y) ≤
c1
td/2
exp
(
−c2d
Mj
Riem(x, y)
2
t
)
.
Proof. We first remark that by the Nash inequality [N58], there is a constant
c such that for every f ∈ L1(Rd, µA) ∩W 1,2(Rd),(∫
Rd
|f |2dµA
)1+2/d
≤ c
∫
Rd
|∇f |2dµA
(∫
Rd
|f |dµA
)4/d
.
where we let W 1,2(Rd) be the Sobolev space consisting of all real-valued
functions on Rd whose weak derivatives are in L2(Rd, µA).
By the definition of Mj , we have that for every Borel measurable subset
B of Rd and every 0 ≤ j ≤ +∞,
µMj (B) ≤ µA(B) ≤ 2dµMj (B).
Therefore, there is a general constant c such that for every 0 ≤ j ≤ +∞ and
every f ∈ L1(Rd, µMj ) ∩W (Rd),(∫
Rd
|f |2dµMj
)1+2/d
≤ c
∫
Rd
|∇f |2dµMj
(∫
Rd
|f |dµMj
)4/d
.
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Therefore, by the Carlen-Kusuoka-Stroock [CKS87], we have that there
is a general constant c such that for every j and x ∈ Rd,
sup
t>0
td/2pMj (t, x, x) ≤ c.
The assertion now follows from this on-diagonal heat kernel upper bound
and Grigor’yan [G97, Theorems 3.1 and 3.2]. 
Lemma 4.8. For every t > 0,
lim
R→∞
sup
0≤j≤+∞
∫
Rd\B(0,R)
P 0Mj
(
TB(x,) ≤ t
)
dµMj (x) = 0.
Proof. By the definition of µMj and Lemma 4.7 above, there exists a con-
stant C0 such that for every j and every x ∈ Rd and every r, t > 0,
µMj (B(x, 2r)) ≤ C0µMj (B(x, r)).
and
pMj (t, x, x) ≤
C0
µMj (B(x, t1/2))
.
We recall thatMj has a structure of Riemannian manifold and is complete
with respect to the structure. Hence we can apply Grigor’yan and Saloff-
Coste [GSC02, Proposition 4.4] to this setting and we obtain that there exist
constants C1 and C2 such that for every j and every x ∈ Rd \B(0, 2),
P 0Mj
(
TB(x,) ≤ t
) ≤ C1 exp(−dMjRiem(0, B(x, ))2
2t
)
≤ C2 exp
(
−d(0, B(x, ))
2
2C2t
)
.
Hence, for each fixed t > 0,
sup
0≤j≤+∞
∫
Rd\B(0,R)
P 0Mj
(
TB(x,) ≤ t
)
dµMj (x)
≤ 2dC2
∫
Rd\B(0,R)
exp
(
−d(0, B(x, ))
2
2C2t
)
µA(dx),→ 0, R→ +∞.

Lemma 4.9. We have that for each t > 0,
lim
R→∞
Rd sup
0≤j≤+∞
P 0Mj
(
τB(0,R) ≤ t
)
= 0.
Proof. In this proof, we regard each Mj as a Riemannian manifold. Let us
define two annuli
KR := B(0, R+ 1) \B(0, R)
⊂ OR := B(0, R+ d) \B(0, R− d).
We follow [GSC02, (1.9)] for the definition of CapMj (KR, OR), specifi-
cally,
CapMj (KR, OR)
:= inf
{∫
OR
∣∣∇Mjφ∣∣ dµMj : φ = 1 on KR, φ has a compact support in OR} ,
where the gradient ∇Mjφ is taken with respect to the Riemannian metric on
Mj , but it differs from the corresponding gradient taken with respect to the
Euclid metric on Rd only by positive constants which are independent from
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j. Therefore, there exists a constant Cd such that for every j and every φ
such that φ = 1 on KR and φ has a compact support in OR,∫
OR
∣∣∇Mjφ∣∣ dµMj ≤ Cd ∫
OR
|∇Aφ| dµA.
Therefore we have that
CapMj (KR, OR) ≤ CdCapA(KR, OR) ≤ CdµA(OR)dARiem
(
KR,Rd \OR
)2
≤ Cd,1µMj (OR)dMjRiem
(
KR,Rd \OR
)2
,
and hence,
sup
0≤j≤+∞
CapMj (KR, OR) ≤ Cd,2Rd.
In the above two displays, Cd,i, i = 1, 2, are constants depending only on d,
and each of the constants does not depend on 0 ≤ j ≤ +∞ or R > 0.
Since KR and OR are annuli defined with respect to the Euclid distance,
we can show that
CapMj (KR, OR) > 0
in the same manner as in the proof of
Cap(KR, OR) > 0,
where the capacity is defined on the Euclid space equipped with the Eu-
clid distance and the Lebesgue measure. Therefore we can apply [GSC02,
Theorem 3.7] to this case and it holds that
P 0Mj
(
τB(0,R) ≤ t
) ≤ CapMj (KR, OR) ∫ t
0
sup
y∈OR\KR
pMj ,B(0,R)(s, 0, y)ds.
Now it suffices to give a uniform upper bound for pMj ,B(0,R)(s, 0, y), y ∈
OR \KR. By Lemma 4.7 (see also [GSC02, Remark 3.8]), we have that
pMj ,B(0,R)(s, 0, y) ≤ pMj (s, 0, y) ≤
Cd
sd/2
exp
(
−(R− 1)
2
2s
)
.
This leads to the assertion. 
Lemma 4.10. For each fixed k ≥ 1 and each t > 0, there is a constant
RMk(t) such that the following two inequalities hold:
(i)
E0Mk
[
V
(
t ∧ τB(0,RMk (t))
)]
≥ (1− exp(−t))E0Mk [V(t)] .
(ii)
sup
j
E0Mj
[
V(t), t > τB(0,RMk (t))
]
≤ 2−k.
Proof. Fix k ≥ 1 and t > 0. Since
lim
R→∞
P 0Mk
(
τB(0,R) < t
)
= 0,
we have that for each fixed t > 0 and k ≥ 1,
lim
R→∞
E0Mk
[
V(t), τB(0,R) < t
]
= 0.
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Hence it holds that if we take R = RMk(t) sufficiently large for each fixed
t > 0 and k ≥ 1, then,
E0Mk
[
V(t ∧ τB(0,RMk (t)))
]
≥ E0Mk
[
V(t), τB(0,RMk (t))
≥ t
]
≥ (1− exp(−t))E0Mk [V(t)] .
Thus (i) holds if we take RMk(t) sufficiently large.
Furthermore, it holds that for every R > 0,
E0Mj
[
V(t), t ≥ τB(0,R)
]
=
∫
Rd
P 0Mj
(
TB(x,) ∨ τB(0,R) ≤ t
)
dµMj (x)
=
∫
B(0,+R)
+
∫
Rd\B(0,+R)
P 0Mj
(
TB(x,) ∨ τB(0,R) ≤ t
)
dµMj (x)
≤ µMj (B(0, +R))P 0Mj
(
τB(0,R) ≤ t
)
+
∫
Rd\B(0,+R)
P 0Mj
(
TB(x,) ≤ t
)
dµMj (x).
By Lemmas 4.8 and 4.9, we have that if RMk(t) is sufficiently large, then,
sup
j
µMj (B(0, +R))P
0
Mj
(
τB(0,R) ≤ t
) ≤ 2−k−1,
and
sup
j
∫
Rd\B(0,+R)
P 0Mj
(
TB(x,) ≤ t
)
dµMj (x) ≤ 2−k−1
Hence, if RMk(t) is sufficiently large, then,
sup
j
E0Mj
[
V(t), t ≥ τB(0,RMk (t))
]
≤ 2−k.
Thus (ii) holds if we take RMk(t) sufficiently large. 
Lemma 4.11 (Specifying tk). Let RMk(t) be as in the above lemma. Then,
(i) If k is even, then, we can take tk such that
E0Mk
[
V
(
tk ∧ τB(0,RMk (tk))
)]
tk
≥ (1− exp(−k))
(
c(B, )− 2−k
)
.
(ii) If k is odd, then, we can take tk such that
E0Mk [V(tk)]
tk
≤ c(A, ) + 2−k.
Proof. (i) Let k be an even integer. By Lemma 4.10, we have that for every
t > 0,
E0Mk
[
V
(
t ∧ τB(0,RMk (t))
)]
t
≥ (1− exp(−k))E
0
Mk [V(t)]
t
.
By Lemma 4.6, we have that for every sufficiently large t > 0,
E0Mk [V(t)]
t
≥ c(B, )− 2−k.
Assertion (i) follows from these two results.
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(ii) By Lemma 4.6, we have that for every sufficiently large t > 0,
E0Mk [V(t)]
t
≤ c(A, ) + 2−k.

For each non-negative integer k, we now let Rk := RMk(tk) where tk is
the constant appearing in Lemma 4.11. Thus {Mj}j are explicitly defined
for every 0 ≤ j ≤ +∞.
Proposition 4.12 (stability). We have that for every non-negative integer
k,
E0Mj [V(t2k−1)]
t2k−1
≤ c(A, ) + 2−(2k−1), ∀j ≥ 2k − 1.
E0Mj [V(t2k)]
t2k
≥ c(B, )− 2−2k, ∀j ≥ 2k.
We remark that j can take +∞.
Proof. Due to the definition of Mj , if we let X(k)s := Xs∧τB(0,Rk) , then the
law of the process X(k) under P 0Mj is identical with each other for every
j ≥ k. Hence we have that for every j ≥ k,
E0Mj
[
V(tk ∧ τB(0,Rk))
]
= E0Mj
µ
 ⋃
0≤s≤tk
B(X(k)s , )
 = E0Mk [V(tk ∧ τB(0,Rk))] .
(4.3)
Assume that k is odd. By Lemma 4.10, (4.3) and Lemma 4.11,
E0Mj [V(tk)] = E
0
Mj
[
V(tk), tk > τB(0,Rk)
]
+ E0Mj
[
V(tk), tk ≤ τB(0,Rk)
]
.
≤ 2−k + E0Mj
[
V
(
tk ∧ τB(0,Rk)
)]
= 2−k + E0Mk
[
V
(
tk ∧ τB(0,Rk)
)]
≤ 2−k + E0Mk [V(tk)]
≤ 2−k(1 + tk) + tkc(A, ).
Assume that k is even. By (4.3) and Lemmas 4.11 and 4.10,
E0Mj [V(tk)] ≥ E0Mj
[
V(tk), tk ≤ τB(0,Rk)
]
= E0Mk
[
V
(
tk ∧ τB(0,Rk)
)
, tk ≤ τB(0,Rk)
]
= E0Mk
[
V (tk) , tk ≤ τB(0,Rk)
]
= E0Mk
[
V(tk ∧ τB(0,Rk))
]− E0Mk [V(tk), tk > τB(0,Rk)]
≥ tk(1− exp(−k))(c(B, )− 2−k)− 2−k.

Hence,
lim inf
t→∞
E0M∞ [V(t)]
t
≤ c(A, ) < c(B, ) ≤ lim sup
t→∞
E0M∞ [V(t)]
t
.
Thus the proof of Theorem 1.5 is completed. 
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Remark 4.13. We are not sure whether the above proof is applicable to
the two-dimensional case with small modifications.
5. Further results for processes on bounded modifications
Before we proceed to the proof of Theorem 1.6, we prepare a lemma for
the standard Brownian motion on the Euclid space.
Lemma 5.1. Let ˜, R0 > 0. Then,
lim sup
t→∞
t1+˜ sup
x∈Rd\B(0,t(1+˜)/(d−2))
P xBM
(
TB(0,R0) ≤ t
)
< +∞. (5.1)
Proof. By applying Lemma 2.1 (i) to the case that η = /2 and T = 1, we
have that
P xBM(TB(0,R0) ≤ t) ≤
∫ t+1
0 P
x(Xs ∈ B(0, R0/2))ds
infw∈∂B(0,R0)
∫ 1
0 P
w(Xs ∈ B(0, R0/2))ds
≤ C
∫ t
0
s−d/2 exp
(
−(|x| −R0/2)
2
s
)
ds,
where in the last inequality we have used FHK(2) for Rd.
By changing of variable u = (|x| −R0/2)/s1/2, then, we have that
ds = −2(|x| −R0/2)2u−3du
and
s−d/2 = ud(|x| −R0/2)−d.
It holds that∫ t
0
s−d/2 exp
(
−(|x| −R0/2)
2
s
)
ds ≤ 2
∫ ∞
0
ud−3 exp(−u2)du (|x| −R0/2)2−d .
By recalling |x| ≥ t(1+˜)/(d−2), we have the assertion. 
Proof of Theorem 1.6. Let d ≥ 6. Hereafter, for ease of notation, |W | de-
notes the volume of a random Borel subset W of Rd under µ or the Lebesgue
measure. If W is a random subset under M, then we choose µ, and, if W
is a random subset with respect to the standard Brownian motion, then we
choose the Lebesgue measure, Assume that D ⊂ B(0, R0). Let
Ws,t :=
⋃
u∈[s,t]
B(Xu, ), 0 ≤ s ≤ t.
We remark that by (2.2) and FHK(2),
sup
y∈Rd
EyM [|W0,1|] = sup
y∈Rd
EyM [V(1)]
≤ C 1
inf/2≤d(z,w)≤3/2
∫ 1
0 p(s, z, w)ds
< +∞. (5.2)
Let
g(t) := t(1+˜)/(d−2)
and
D˜(t) := B(0, g(t)), t > 0.
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By the assumption, there exists a constant C such that µM(B(0, r)) ≤
Crd holds for every r > 0. Using this, d ≥ 6, FHK(2), and (5.1), it holds
that if we choose sufficiently small ˜ > 0 in Lemma 5.1, then, for some a > 0,
P 0M
(
τ
D˜(t)
> t/2
)
≤ P 0M
(
Xt/2 ∈ B(0, g(t))
) ≤ O(t−1−a), (5.3)
and,
sup
y∈Rd\D˜(t)
P yM (TD < +∞) = sup
y∈Rd\D˜(t)
P yBM (TD < +∞)
≤ O(g(t)2−d) = O(t−1−a). (5.4)
Henceforth we fix h ∈ (0, 1). For y ∈ Rd \D, let
FM (y, s) := E
y
M [|Ws,s+h \W0,s| , TD > s] .
We also define this quantity by replacing the case that we deal withM with
the case that we deal with the standard Brownian motion.
FBM (y, s) := E
y
BM [|Ws,s+h \W0,s| , TD > s] .
Furthermore we let
FBM(s) := E
0
BM [|Ws,s+h \W0,s|] .
We will show that
Lemma 5.2.∣∣∣∣∣
∞∑
n=0
E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣]− FBM(nh)
∣∣∣∣∣ < +∞. (5.5)
Proof. It holds that
E0M [|Wt,t+h \W0,t|]
= E0M
[
|Wt,t+h \W0,t| , τD˜(t) > t
]
+ E0M
[
|Wt,t+h \W0,t| , τD˜(t) ≤ t
]
By the Markov property, (5.2) and (5.3), we have that
E0M
[
|Wt,t+h \W0,t| , τD˜(t) > t
]
≤ sup
y∈Rd
EyM [|W0,h|] = O(t−1−a). (5.6)
Let
T
D,D˜(t)
:= inf
{
s > τ
D˜(t)
: Xs ∈ D
}
.
Then it holds that
E0M
[
|Wt,t+h \W0,t| , τD˜(t) ≤ t
]
= E0M
[
|Wt,t+h \W0,t| , τD˜(t) ≤ t < τD˜(t) + TD,D˜(t)
]
+ E0M
[
|Wt,t+h \W0,t| , τD˜(t) + TD,D˜(t) ≤ t
]
. (5.7)
By the Markov property and (5.4),
E0M
[
|Wt,t+h \W0,t| , τD˜(t) + TD,D˜(t) ≤ t
]
≤ sup
y∈Rd
EyM [|W0,h|]P 0M
(
τ
D˜(t)
+ T
D,D˜(t)
≤ t
)
≤ sup
y∈Rd
EyM [|W0,h|] sup
y∈∂D˜(t)
P yM(TD ≤ t) = O(t−1−a). (5.8)
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By the strong Markov property, we have that
E0M
[
|Wt,t+h \W0,t| , τD˜(t) ≤ t < τD˜(t) + TD,D˜(t)
]
= E0M
[∣∣∣Wt,t+h \WτD˜(t),t∣∣∣ , τD˜(t) ≤ t < τD˜(t) + TD,D˜(t)]
= E0M
[
FM
(
Xτ
D˜(t)
, t− τ
D˜(t)
)
, τ
D˜(t)
≤ t
]
.
By Definition 1.3,
E0M
[
FM
(
Xτ
D˜(t)
, t− τ
D˜(t)
)
, τ
D˜(t)
≤ t
]
= E0M
[
FBM
(
Xτ
D˜(t)
, t− τ
D˜(t)
)
, τ
D˜(t)
≤ t
]
.
(5.9)
By using the Markov property, the translation invariance of the law of
the Brownian motion, h < 1, and (5.1),
sup
s∈(0,t],y∈Rd\D˜(t)
|FBM(y, s)− FBM(s)| = sup
s∈(0,t],y∈Rd\D˜(t)
EyBM [|Ws,s+h \W0,s| , TD ≤ s]
≤ sup
s∈(0,t],y∈Rd\D˜(t)
EyBM [|Ws,s+h| , TD ≤ s]
≤ E0BM [|W0,1|] sup
y∈Rd\D˜(t)
P y (TD ≤ t) = O(t−1−a).
Therefore,
E0M
[∣∣∣FBM (Xτ
D˜(t)
, t− τ
D˜(t)
)
− FBM
(
t− τ
D˜(t)
)∣∣∣ , τD˜(t) ≤ t] = O(t−1−a).
By this, (5.6), (5.7), (5.8) and (5.9),∣∣∣E0M [|Wt,t+h \W0,t|]− E0M [FBM (t− τD˜(t)) , τD˜(t) < t]∣∣∣ = O(t−1−a).
(5.10)
By [Sp64], FBM(s) is non-negative and non-increasing with respect to s.
In particular
sup
s≥0
FBM(s) ≤ FBM(0) ≤ E0M[|W0,h|] < +∞.
Using this and (5.3),
FBM(t)−O(t−1−a) ≤ E0M
[
FBM(t), τD˜(t) ≤
t
2
]
≤ E0M
[
FBM(t), τD˜(t) < t
]
≤ E0M
[
FBM
(
t− τ
D˜(t)
)
, τ
D˜(t)
< t
]
≤ E0M
[
FBM
(
t− τ
D˜(t)
)
, τ
D˜(t)
≤ t
2
]
+ E0M
[
FBM
(
t− τ
D˜(t)
)
,
t
2
< τ
D˜(t)
< t
]
≤ E0M
[
FBM(t/2), τD˜(t) < t
]
+O(t−1−a)
≤ FBM(t/2) +O(t−1−a). (5.11)
By (5.10) and (5.11), there exists a large positive constant C such that
for every n ≥ 1,
FBM(nh)−C(nh)−1−a ≤ E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣] ≤ FBM(nh/2)+C(nh)−1−a
(5.12)
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By [Sp64] and the assumption that d ≥ 6, it holds that∣∣∣∣∣
∞∑
n=0
hCap
(
B(0, )
)− FBM(nh)
∣∣∣∣∣ < +∞. (5.13)
This implies that
lim
t→∞FBM(t) = hCap
(
B(0, )
)
.
In particular FBM(t) ≥ hCap
(
B(0, )
)
for every t > 0. By this and (5.13),
we have that∫ ∞
0
FBM(t/2)−hCap
(
B(0, )
)
dt ≤
∫ ∞
0
FBM(t/2)−hCap
(
B(0, )
)
dt < +∞.
Now (5.5) follows from this, (5.10), and (5.12). 
By (5.5) and (5.13),
lim
n→∞E
0
M [|W0,nh|]− nhCap
(
B(0, )
)
exists and is finite. (5.14)
Since |W0,t| is non-decreasing with respect to t, we have that for every
n ≥ 0 and t ∈ [nh, (n+ 1)h],∣∣(E0M [|W0,t|]− tCap (B(0, )))− (E0M [|W0,nh|]− nhCap (B(0, )))∣∣
≤ E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣]+ hCap(B(0, )).
By this and (5.14), we have that
lim sup
t→∞
{
E0M [|W0,t|]− tCap
(
B(0, )
)}−lim inf
t→∞
{
E0M [|W0,t|]− tCap
(
B(0, )
)}
≤ hCap (B(0, ))+ lim sup
n→∞
E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣] .
Therefore it suffices to show that
lim
h→0+
lim sup
n→∞
E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣] = 0.
In order to show this, it suffices to show that
lim sup
n→∞
E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣] ≤ E0BM [|W0,h \W0,0|] . (5.15)
Here we remark that W0,0 = B(0, ).
Let δ > 0. Then, there exists R(δ, h) > 0 such that
P 0BM
(
τB(0,R(δ,h)) ≤ h
) ≤ δ. (5.16)
By FHK(2), if n is sufficiently large, then,
P 0M (Xnh ∈ B(0, 2R(δ, h) +R0)) ≤ δ.
By this and the Markov property,
E0M
[∣∣Wnh,(n+1)h∣∣ , Xnh ∈ B(0, 2R(δ, h) +R0)] ≤ δ sup
y∈Rd
EyM [|W0,h|] .
(5.17)
Let
τn := inf{s > nh : Xs /∈ B(Xnh, R(δ, h))}.
Then,∣∣Wnh,(n+1)h \W0,nh∣∣ ≤ ∣∣Wnh,τn∧(n+1)h \W0,nh∣∣+∣∣Wτn∧(n+1)h,(n+1)h \W0,τn∧(n+1)h∣∣
≤ ∣∣Wnh,τn∧(n+1)h \Wnh,nh∣∣+ ∣∣Wτn∧(n+1)h,(n+1)h \Wτn∧(n+1)h,τn∧(n+1)h∣∣ .
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By the Markov property, the definition of R0 and Definition 1.3, we have
that
E0M
[∣∣Wnh,τn∧(n+1)h \Wnh,nh∣∣ , Xnh /∈ B(0, 2R(δ, h) +R0)]
= E0M
[
EXnhM [|W0,τ∧h \W0,0|] , Xnh /∈ B(0, 2R(δ, h) +R0)
]
= E0M
[
E0BM [|W0,τ∧h \W0,0|] , Xnh /∈ B(0, 2R(δ, h) +R0)
]
≤ E0BM [|W0,h \W0,0|] , (5.18)
where in the first equality we let
τ := inf{s > 0 : Xs /∈ B(X0, R(δ, h))}.
By the strong Markov property,
E0M
[∣∣Wτn∧(n+1)h,(n+1)h \Wτn∧(n+1)h,τn∧(n+1)h∣∣ , Xnh /∈ B(0, 2R(δ, h) +R0)]
≤ E0M
[∣∣Wτn,(n+1)h∣∣ , τn < (n+ 1)h, Xnh /∈ B(0, 2R(δ, h) +R0)]
= E0M
[
EXnhM [|Wτ,h| , τ < h] , Xnh /∈ B(0, 2R(δ, h) +R0)
]
≤ E0M
[
EXnhM
[
E
Xnh+τ
M [|W0,h|] , τ < h
]
, Xnh /∈ B(0, 2R(δ, h) +R0)
]
≤ sup
y∈Rd
EyM [|W0,h|]E0M
[
PXnhM (τ < h) , Xnh /∈ B(0, 2R(δ, h) +R0)
]
.
If Xnh /∈ B(0, 2R(δ, h) +R0), then by the definition of R0, Definition 1.3,
and (5.16),
PXnhM (τ < h) = P
0
BM (τ < h) ≤ δ.
Hence,
E0M
[∣∣Wτn∧(n+1)h,(n+1)h \Wτn∧(n+1)h,τn∧(n+1)h∣∣ , Xnh /∈ B(0, 2R(δ, h) +R0)]
≤ δ sup
y∈Rd
EyM [|W0,h|] . (5.19)
By (5.17), (5.18) and (5.19), we have that
E0M
[∣∣Wnh,(n+1)h \W0,nh∣∣] ≤ 2δ sup
y∈Rd
EyM [|W0,h|] + E0BM [|W0,h \W0,0|] .
Since δ > 0 is taken arbitrarily, we have (5.15). Thus we have the assertion.

Appendix A. Several claims used in the proof of Theorem 1.2
In this section we state several claims used in the proof of Theorem 1.2.
Most proofs depend on [KKW17]. We remark that [KKW17] deals with
jump processes, however it holds also for diffusions satisfying Vol(V ;α1, α2)
and HK(φ;β1, β2).
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A.1. 0-1 law. Throughout this subsection, we assume that Vol(V ;α1, α2)
and HK(φ;β1, β2) hold for certain V and φ satisfying (1.7) and (1.11) re-
spectively.
Theorem A.1 (The Barlow-Bass zero-one law [BB99, Theorem 8.4]). Let
A be a tail event, that is, A ∈ ∩t>0σ({Xu, u ≥ t}). Then, either P x(A) = 0
holds for every x ∈M , or, P x(A) = 1 holds for every x ∈M .
By [GT12, Corollary 5.12 and Theorem 2.12], we have that
Proposition A.2 (Ho¨lder continuity for the heat kernel). There exist two
positive constants C and θ such that
|p(t, x, x)− p(t, x, y)| ≤ C
V (φ−1(t))
(
d(x, y)
φ−1(t)
)θ
, d(x, y) ≤ φ−1(t).
Since we assume HK(φ;β1, β2), our framework is a little more general than
[BB99]. However, we can show Theorem A.1 as in [BB99, Theorem 8.4] once
we have Proposition A.2 above, so we do not give the proof. We remark that
we need the uniform volume growth condition (1.8) for the proof, and hence
Theorem A.1 is not applicable to the framework of [GSC05, Subsection 4.3].
Informally this occurs due to the lack of homogeneity of the framework of
[GSC05, Subsection 4.3]. See also Subsection 2.1.
A.2. Chung-type liminf laws of the iterated logarithm. Throughout
this subsection, we assume that Vol(V ;α1, α2) and HK(φ;β1, β2) hold for
certain V and φ satisfying (1.7) and (1.11) respectively.
Theorem A.3 (cf. [KKW17, Theorem 3.18]). There exists a constant C
such that for every x ∈M ,
lim inf
t→∞
sups≤t d(X0, Xs)
φ−1(t/ log log t)
≤ C, P x-a.s.
We remark that we do not need to assume FHK(φ;β1, β2) above. The
proof of Theorem A.3 goes in the same manner as in the proof of [KKW17,
Theorem 3.18] if we have the following two assertions.
Lemma A.4 (Estimate for exit time; cf. [KKW17, (3.4)]). There exists a
positive constant c such that for any x ∈M and any t, r > 0,
P x
(
sup
s≤t
d(x,Xs) ≥ r
)
≤ c t
φ(r)
.
The assumption for the upper bound of the heat kernel (1.10) is sufficient
to show this. The proof goes in the same manner as in the proof of [KKW17,
(3.4)].
Proposition A.5 (cf. [KKW17, Proposition 2.12]). Assume that Vol(V ;α1, α2)
and HK(φ;β1, β2). Then, there exist a positive constant c and a
∗
1, a
∗
2 ∈ (0, 1)
such that
(a∗1)
n ≤ P x
(
sup
s∈[0,cφ(r)n]
d(x,Xs) ≤ r
)
≤ (a∗2)n.
holds for every n ≥ 1, r > 0 and x ∈M .
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The proof goes in a manner similar to the proof of [KKW17, Proposition
2.12].
Remark A.6. The proof of [KKW17, Proposition 2.12] depend on [KKW17,
Proposition 2.11]. The proof of [KKW17, Proposition 2.11] uses a chaining
argument of [BBK09, Lemma 2.3]. The chaining argument is done under
the assumption that the metric is geodesic. However, [KKW17, Proposi-
tion 2.12] does not assume that the metric is geodesic. This does not imply
any major problems, because it is easy to show [KKW17, Proposition 2.12]
without using the full statement of [KKW17, Proposition 2.11] but using a
partial version of [KKW17, Proposition 2.11], which is obtained by replacing
B(x, r/2) in [KKW17, Proposition 2.11] with B(x, δ0r/2) where δ0 denotes
the same constant as in [KKW17, Proposition 2.11].
A.3. Laws of iterated logarithms for local time. Throughout this sub-
section, we assume that Vol(V ;α1α2) and FHK(φ;β1, β2) hold for certain
V and φ satisfying (1.7) and (1.11) respectively, and furthermore α2 < β1.
Under these assumptions we have (2.9), and in the same manner as in the
proof of [KKW17, Proposition 4.3], we can show that a version of the local
time of X exists, specifically, there exists a random field `(t, x)(ω) satisfying
the following conditions: (1) `(t, x)(ω) is jointly measurable with respect to
(t, x, ω), and ∫ t
0
h(Xs)ds =
∫
M
h(x)`(t, x)µ(dx)
holds for every t > 0 and every Borel measurable function h on M .
(2) We have that for every λ > 0 and every x, y ∈M ,
Ex
[∫ +∞
0
exp(−λt)d`(t, y)
]
=
∫ +∞
0
exp(−λt)p(t, x, y)dt,
where for every fixed yinM , d`(t, y) denotes the measure with respect to t.
These conditions correspond to [KKW17, property (1) and (2) of Proposition
4.3] respectively.
Theorem A.7 (cf. [KKW17, Upper bounds for Theorems 4.11 and 4.15]).
There exist two constants csup and cinf such that for every x ∈M ,
(i)
lim sup
t→∞
supz∈M `(t, z)
t/V (φ−1(t/ log log t))
≤ csup, P x-a.s.
(ii)
lim inf
t→∞
supz∈M `(t, z)
(t/ log log t)/V (φ−1(t/ log log t))
≤ cinf , P x-a.s.
The most important step of the proof is establishing the following asser-
tion.
Proposition A.8 (Modified statement of [KKW17, Proposition 4.8]). There
exist two positive constants c1, c2 such that for every A,L, u > 0,
P z
(
sup
d(x,y)≤L
sup
t∈[0,u]
|`(t, x)− `(t, y)| > A
)
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≤ c1V (max{L, φ
−1(u)})2
V (L)2
exp
(
−c2A
(
V (L)V (max{L, φ−1(u)})
φ(L)φ(max{L, φ−1(u)})
)1/2)
.
Given this assertion, Theorem A.7 can be proved similarly to [KKW17,
Proof of Theorems 4.11 and 4.15]. The statement is changed from [KKW17,
Proposition 4.8], accompanying a modification (A.1) in the proof below.
Outline of Proof of Proposition A.8. The proof goes in the same manner as
in the proof of [KKW17, Proposition 4.8] with minor modifications.
For δ > 0, we define the following: d(δ)(x, y) := d(x, y)/δ. µ(δ)(A) :=
µ(A)/V (δ). Let X
(δ)
t := Xφ(δ)t. Then,
p(δ)(t, x, y) = V (δ)p(φ(δ)t, x, y).
Let
V(δ)(r) := V (δr)/V (δ), φ(δ)(r) := φ(δr)/φ(δ).
Then,
V (δ)
V (φ−1(φ(δ)t))
=
V (δ)
V
(
δ
φ−1(φ(δ)t)
δ
) = 1
V(δ)
(
φ−1(φ(δ)t)
δ
) = 1
V(δ)(φ
−1
(δ)(t))
.
By (1.7) and (1.11), we also have that(
R
r
)α1
≤ V(δ)(R)
V(δ)(r)
≤
(
R
r
)α2
, 0 < r < R,
and, (
R
r
)β1
≤ φ(δ)(R)
φ(δ)(r)
≤
(
R
r
)β2
, 0 < r < R.
Let
Ψ(δ)(r, t) = sup
s>0
r
s
− t
φδ(s)
.
Then
Ψ(d(x, y), φ(δ)t) = Ψ(δ)(d(δ)(x,y), t).
By these results and (1.9) and (1.10), we have that for every δ > 0,
c5
µ(δ)(B(δ)(x, φ−1(t)))
≤ p(δ)(t, x, y), d(δ)(x, y) ≤ c6φ−1(δ)(t),
and,
p(δ)(t, x, y) ≤
c7 exp
(−c8Ψ(δ)(d(δ)(x, y), t))
µ(δ)(B(δ)(x, φ
−1
(δ)(t)))
, x, y ∈M, t > 0,
where c5, c6, c7 and c8 are the same constants as in (1.9) and (1.10).
Let `(δ)(t, x) be a local time for the scaled processX(δ) with respect to µ(δ).
We assume that it satisfies [KKW17, property (1) and (2) of Proposition
4.3] for the scaled setting and furthermore it is jointly continuous almost
surely. Let P x(δ) be the probability law of X
(δ) starting at x ∈M .
Henceforth, we let δ′ := 1/δ. Then for δ = min{1/φ−1(u), 1/L},
P z
(
sup
d(x,y)≤L
sup
t∈[0,u]
|`(t, x)− `(t, y)| > A
)
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≤ P z(δ′)
(
sup
d(δ′)(x,y)≤δL
sup
t∈[0,1]
∣∣∣`(δ′)(t, x)− `(δ′)(t, y)∣∣∣ > AV (δ′)
φ(δ′)
)
.
See [KKW17, (4.20)] for details.
Let
U(δ′)(r) :=
√
φ(δ′)(r)
V(δ′)(r)
. (A.1)
(This part is different from the proof of [KKW17, Proposition 4.8].) Let
Fδ′ :=
∫ ∫
d(δ′)(x,y)≤1
exp
c∗ supt∈[0,1]
∣∣∣`(δ′)(t, x)− `(δ′)(t, y)∣∣∣
U(δ′)(d(δ′)(x, y))
− 1
µ(δ′)(dx)µ(δ′)(dy)
for a sufficiently small constant c∗ > 0.
We assume that
sup
δ>0
E(δ′) [Fδ′ ] < +∞. (A.2)
By Garsia’s lemma stated in [KKW17, Lemma A.1], there exists two positive
constants c3 and c4 independent from δ such that∣∣∣`(δ′)(t, x)− `(δ′)(t, y)∣∣∣ ≤ c3U(δ′)(δL) log(1 + c4 Fδ′V(δ′)(δL)2
)
holds for µ(δ′)-a.e. x, y ∈M satisfying that d(δ′)(x, y) ≤ L and t ∈ [0, 1].
By using this and the joint continuity of local time, we can derive that
P z(δ′)
(
sup
d(δ′)(x,y)≤δL
sup
t∈[0,1]
∣∣∣`(δ′)(t, x)− `(δ′)(t, y)∣∣∣ > AV (δ′)
φ(δ′)
)
≤ c5
V(δ′)(δL)2
exp
(
− AV (δ
′)
c3U(δ′)(δL)φ(δ′)
)(
1 + c4
E(δ′)[Fδ′ ]
V(δ′)(δL)2
)
Hence the assertion follows once we show (A.2).
We can show (A.2) in the same manner as in the proof of [KKW17,
Proposition 4.8]. In the proof, [KKW17, Proposition 2.11] is used. However,
the issue raised in Remark A.6 does not affect any estimates in our proof. 
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