Abstract. Cochlear implants (CIs) are surgically implantable neuroprosthetic devices used to treat profound hearing loss. Recent literature indicates that there is a correlation between the final intracochlear positioning of the CI electrode arrays and the ultimate hearing outcome of the patient, indicating that further studies to better understand the relationship between electrode position and outcomes could have significant implications for future surgical techniques, array design, and processor programming methods. Postimplantation high-resolution computed tomography (CT) imaging is the best modality for localizing electrodes and provides the resolution necessary to visually identify electrode position, although with an unknown degree of accuracy depending on image acquisition parameters, like the hounsfield unit (HU) range of reconstruction, orientation, radiation dose, and image resolution. We report on the development of a phantom and on its use to study how four acquisition parameters, including image resolution and HU range of reconstruction, affect how accurately the true position of the electrodes can be found in a dataset of CT scans acquired from multiple helical and cone beam scanners. We also show how the phantom can be used to evaluate the effect of acquisition parameters on automatic electrode localization techniques.
Cochlear implants (CIs) are neuroprostheses designed to restore hearing to patients with profound sensorineural hearing loss. They induce the sensation of sound by directly stimulating the surviving spiral ganglion nerve cells of the inner ear. An electrode array that is surgically implanted into the inner ear ( Fig. 1 ) is connected by a wire leading to an internal receiver coil embedded under the skin at the surface of the skull. A CI processor worn behind the ear transforms sound detected by a microphone into electrical signals to be sent through a transmitter coil to the internal receiver and implanted electrodes. Outcomes are remarkable for most recipients, with average speech recognition approximately at 60% and 70% correct for consonant-nucleusconsonant word (CNC) and AzBio sentence recognition tests, respectively. [1] [2] [3] [4] [5] Despite this success, outcomes are highly variable, and a significant number of recipients still experience poor speech recognition outcomes.
The position of the electrode array within the cochlea is not generally known intraoperatively because the surgeon must thread the array through a very small opening into the cochlea [usually the "round window (RW) membrane"], and it is not possible to visualize or estimate the final position of the array in the cochlea. However, recent studies have relied on postimplantation imaging studies to detect final electrode position and have indicated that there is a correlation between the position of the electrodes relative to intracochlear anatomy and the ultimate hearing outcome of the patient. [6] [7] [8] [9] [10] [11] [12] [13] For example, it is now wellknown that arrays that cross the basilar membrane separating the scala tympani and scala vestibuli (see Fig. 2 ) cavities of the cochlea are associated with poorer outcomes. [10] [11] [12] [13] However, further study of the relationship between position and outcomes is warranted because: (a) there are still conflicting conclusions among studies about which other specific factors of positioning affect hearing outcomes. For example, Holden et al. 11 show that a deeper insertion negatively affects outcome. This, however, contradicts previous studies 8, 12 that have reported a positive correlation between speech recognition and depth of insertion. And (b) most studies have not had access to a set of accurate automatic analysis tools to localize the anatomy and electrodes and thus have only analyzed small datasets, focusing only on the coarse measures of electrode position that can be manually quantified, such as whether or not an obvious scalar translocation occurs. Our long-term goal is to perform a large-scale crossinstitutional study to more comprehensively and precisely analyze the relationship between electrode position and outcomes than has ever been done before. We will collect precise measures of electrode position, such as the distance from each electrode to the modiolus, the distance from each electrode to the basilar membrane, and the angular insertion depth of each electrode relative to the RW membrane (see Fig. 2 ). This project is enabled by algorithmic techniques we have developed that permit accurately identifying the anatomical structures that are not directly visible in Fig. 2 and methods to identify each of the electrodes, 14, 15 which would otherwise require substantial effort to manually identify . Because we aim to perform these analyses with thousands of images of subjects that have been acquired from a large number of institutions, it will involve processing images acquired from different scanners and with different imaging protocols that we do not control. Since the accuracy of our algorithmic techniques will be highly dependent on the imaging protocol, we are currently interested in learning the relationship between common acquisition parameters and the accuracy of our algorithms. In this study, we have developed a phantom that will permit evaluating the relationship between acquisition parameters and the accuracy of our electrode localization techniques. Results from this phantom will permit controlling for expected electrode localization accuracy as a function of acquisition parameters in our dataset and to determine if images with certain acquisition parameters should be withheld from our analyses. In a future study, we plan to develop a phantom for our anatomy localization algorithms, which are also sensitive to acquisition parameters.
While the focus of our study is evaluating how algorithms perform on images that are acquired at many sites where we do not control acquisition parameters, it is important to note that many studies have been aimed at developing CI-specific image acquisition protocols. For example, it has been shown that CI electrodes can be localized even in simple two-dimensional radiographs of the skull, provided an appropriate projection is chosen. This is the principle of cochlear view, 16 which allows localization of the individual electrodes to a good degree of accuracy, although it is limited in describing the positions of the electrodes in terms of the surrounding anatomy, which is critical for the analyses we would like to accomplish. Using multiple radiographs can improve the accuracy of electrode localization somewhat by adding a third dimension. For example, x-ray stereophotogrammetry 17 can fuse information from a stereo In order, the yellow structure is the inner ear, the blue and red surfaces are the scala vestibuli and scala tympani intracochlear cavities, respectively, and the green structure is the modiolus. CI electrodes are shown in black, and the plastic carrier is shown in gray. Fig. 2 Measurements of electrode position demonstrated on a specimen implanted with an Advanced Bionics Mid-Scala array. The red structure is the scala tympani, the blue structure is the scala vestibuli, and the green structure is the modiolus (following the color scheme of Fig. 1 ). The measures of interest to us are (1) angular insertion depth relative to the RW membrane, (2) distance of each electrode to the modiolus, and (3) distance of each electrode to the basilar membrane. Scalar translocation of the electrode array can also be observed as the array is initially in the scala tympani (red) but then crosses the basilar membrane into the scala vestibuli (blue) at greater insertion depths.
Journal of Medical Imaging 045002-2 Oct-Dec 2017 • Vol. 4 (4) pair of radiographs to locate the positions of the electrodes in three-dimensions (3-D). Computed tomography (CT) imaging offers the best view of electrode position by providing a 3-D view of the temporal bone area on which the electrode positions can be estimated. Techniques for electrode localization have been explored on cone beam CTs 18 as well as spiral CTs. [6] [7] [8] 19 Currently, postimplantation high-resolution CT imaging is the modality accepted as the standard for this application and provides the resolution necessary to visually identify electrode arrays. Standard CT protocols can be prone to beam hardening artifacts when radiodense materials like CI electrodes are present in the field-of-view. However, digital image processing methods exist to improve the image quality available from commercial scanners. For example, iterative reconstruction methods can reduce beam hardening effects and image deblurring 20, 21 can optimize the resolution of spiral CT slices retrospectively, thereby allowing more accurate electrode localization.
As discussed above, using high-quality CT images available today, it is possible for experienced surgeons to make rough estimations of angular depth, modiolar proximity, and scalar translocation or lack thereof. However, this manual approach is impractical for analyzing large datasets of CT images, and we aim to achieve more precise localization than is feasible manually and more than what would be possible by visual examination. Thus, our goal in this study is to develop and use a phantom to evaluate the relationship between CT acquisition parameters and the accuracy of our electrode localization algorithms because, while we have shown our methods work well with high-quality CT scans, the accuracy of our techniques with the range of CTs that have been acquired at many outside institutions is unknown.
The primary imaging parameters of interest are the CT image hounsfield unit (HU) reconstruction range, resolution (parameterized by the voxel diagonal length), CT dose (parameterized by the exposure per rotation), and orientation of the subject in the scanner. Reconstructions with extended HU have a greater intensity encoding range and are expected to provide greater contrast to the metallic electrodes against the surrounding high-intensity bony tissue or noise. Resolution is an important parameter given that the CI contacts typically occupy less than a voxel's volume, and the spacing between contacts is often close to a voxel length even in high resolution scans. A lower dose CT image might have significant beam hardening artifacts that increase noise and make it difficult to distinguish electrodes from each other and from dense bone. Beam hardening is also influenced by the orientation of the head in the scanner because some orientations may lead to beams that pass through dense structures, such as the teeth or receiver coils in addition to the CI electrodes, which would worsen the artifact. By varying these four CT parameters and estimating the resulting localization errors on the phantom, we can obtain bounds on the expected error as a function of these CT parameters. While it is obvious that the highest quality parameters should permit the best possible localization, our aim is not to find an optimized protocol but rather to develop a system for calculating expected localization error bounds on any CT acquisition protocol for any given localization method. A secondary benefit of this phantom is that it could significantly aid the development and implementation of highly accurate automatic electrode localization methods, which would permit large-scale analysis of the relationship between electrode position and outcomes. A better understanding of this relationship could have implications for future hardware design and improvements in surgical techniques. This may also have important implications for clinical applications, such as techniques proposed for selecting personalized CI processor settings for patients based on electrode position to improve hearing outcomes. 22 
Methods
A phantom was created using a skull implanted with CIs in its left and right ears. Several scans of this phantom were acquired from different scanners and using different acquisition parameters. Each image provides an estimate of the location of each electrode. Every electrode was localized in each image by averaging multiple manual localizations of the centroid of the electrode by experts. The different images were then coregistered to a chosen reference image, in which a ground truth was defined by experts, also through repeated electrode localization measurements. Localization errors were calculated with reference to this ground truth. These procedures, summarized in Fig. 3 , are described in the following subsections. 
Construction of the Phantom
The phantom was created using a cadaveric skull implanted with CIs in both ears. The left ear of the skull was implanted with an Advanced Bionics (AB) (Valencia, California) 1J device (A1), whereas the right ear was implanted with an AB Mid-Scala device (A2). The skull was then enclosed in a plexiglass box (Fig. 4) . The box and cranial cavity were subsequently filled with silicone (Ecoex 00-10 supersoft silicone rubber, Reynolds Advanced Materials) after removing air bubbles using a vacuum chamber, and the silicone was allowed to cure. Silicone rubber is used to mimic the properties of soft tissue in a CT image. Both A1 and A2 are arrays with 16 active contacts and 1 nonstimulating contact at the proximal end of the array that serves as a marker, which indicates that the full insertion depth of the array has been reached when the marker reaches the cochlea entry site. A1 has a larger electrode spacing between active contacts (1.1-mm pitch) than A2 (0.95-mm pitch), and this leads to different degrees of image contrast between the contacts in the phantom's images. For registration purposes, eight fiducial marker spheres from Brainlab (Munich, Germany), each of diameter 8 mm, were embedded and glued into the skull and were spaced so that the centroid of the fiducial distribution approximately corresponds to the centroid of the skull. These markers can be seen in blue in Fig. 4 and have high intensity in CT images sufficiently contrasted against surrounding tissues to be reliably used for point-based registration.
Dataset
A dataset of 14 full head CT images of the phantom was created using different acquisition parameters in different scanners (Table 1) , providing us with 28 images of CI arrays. Philips scanners are abbreviated as "PhCT," Siemens scanners as "SiCT," and Xoran scanners as "XCT." All images marked with a superscript of (E) had extended HU reconstructions, and all other images have limited HU ranges. In every case, a filtered backprojection algorithm was used for the CT reconstruction. Since the layer of silicone rubber surrounding the skull is thicker than skin would be in a live patient, radioabsortion is greater than it would be for a patient, and the images contain more noise than standard clinical images. This ensures that the phantom represents the worst case scenario and obtains the upper bounds of localization error a particular localization algorithm can generate.
For the next sections, we group the images having resolution between 0.35 and 0.45 mm as "high res," those in the range 0.45 to 0.55 mm as "mid res," those at 0.5 to 0.65 mm as "low res," and finally, the ones more than 0.65 mm as "very low res." In a similar way, "low dose" refers to less than 250 mAs exposure value, "mid dose" refers to an exposure range of 250 to 375 mAs, and "high dose" refers to an exposure of 375 to 500 mAs.
Localization of Cochlear Implant Arrays
The centroid of each electrode in the CI arrays was localized multiple times by three expert raters on all the images in the dataset based on their intensity difference from surrounding bone and tissue. Each electrode roughly has the appearance of a high intensity blob in the image. The centroid of this blob can be visualized in three orthogonal views-axial, sagittal and coronal-to localize the electrode. This process is then repeated one to four times by each of the experts for each electrode for a total of 6 to 10 localizations of each electrode by all experts. It takes an expert about 2 to 3 min to complete a single localization of the electrode array. Thus, performing multiple localizations is a very time consuming process. The averages of the multiple sessions were used to represent the best estimation of electrode position for the respective images. Based on the image quality of V ðEÞ 2 and the fact that the raters had the best repeatability in determining the electrode position in this image, it was chosen to serve as the ground truth of the dataset. V ðEÞ 2 will thus be the reference for registration (see Table 1 ) and will henceforth be referred to as V ref . The ground truth of the CI arrays is defined as the average of 10 manual localizations by experts on this reference image.
Registration and Registration Accuracy

Point-based rigid body registration
Our first approach to coregister all the images was point registration using the fiducial markers embedded in the skull phantom. The eight markers were manually localized by an expert rater. Using their positions in the images, 10 out of the 14 CT scans are registered to the reference image V ref by a point-based rigid body registration technique. 23 The other three images [X ] cannot be registered with this method because some of the markers are not visible in the field of view. This registration step ensures that the automatically localized CI arrays are effectively in the same image space as the ground truth arrays, allowing a direct comparison of the automatic localization procedure against the ground truth.
Because this registration is a crucial step for the performance evaluation, the errors in this step must also be taken into consideration. For unbiased results, the registration errors should be much smaller than the localization errors on average. The fiducial markers are 8 mm in diameter, which is 16 times larger in dimension than the slice width in the coarsest image, which is important because larger fiducials lead to lower fiducial localization error (FLE), leading to lower target registration errors (TRE). With fiducials of this size, it can be reasonably assumed that the localization of the marker centroids is robust against the image quality variations that affect the CI electrodes, which occupy less than a voxel in size. We, therefore, assume that the errors associated with locating the centroids of the fiducials, the FLE, in all the scans are isotropic, independent, and normally distributed. We use a standard registration error analysis approach 24 to calculate the overall fiducial registration error (FRE): E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 3 3 0 hFLE 2 
where M is the number of pairwise registrations and N is the number of fiducial markers, which remains constant for all registrations m. With this estimate of hFLE 2 i, the TRE at the positions of the CI contacts, marked by the ground truth arrays, can be calculated: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 2 2 6 hTRE 2 ðrÞi ≈
where r is the position of the target in image space, d k is the distance of the target calculated from the principal axis k, and f k is the root mean square (rms) distance of all N fiducials from the same k'th principal axis. The square root of hTRE 2 ðrÞi, or the rmsðTREÞ, serves as our estimate of registration accuracy at the position r. For all 34 possible locations of the contacts on the two sides of the skull, rmsðTREÞ is approximately 0.15 mm in every case.
Mutual information based rigid body local image registration
The point-based rigid body registration is guaranteed to provide a globally well registered image. However, our specific aim is to have good registration around each inner ear, which might be better obtained by local registration algorithms. Thus, we have tested an intensity-based local registration method in this work. All the images are first rigidly registered to V ref using a mutual information (MI) 25 based image transformation, followed by localized rigid MI registration centered in a region of interest (RoI) of approximately 35 × 35 × 35 mm 3 around the inner ear. Once registered, the respective arrays are referred to with a subscript of ði; refÞ, indicating registration of image i to V ref . Fig. 5(f) , the locally registered array agrees more closely with the ground truth than the array obtained from point registration. It is visually evident that the local image registration yields better results than the global registration, and therefore, this is our choice of registration method. A disadvantage of using intensity-based methods is that there is no way to calculate TRE, which we must estimate to determine the effects of registration in our subsequent error analyses. Therefore, we will use the TRE estimates of Sec. 2.4.1 as an error bound to judge the quality of our intensity-based registration. Because our local image registration is more accurate than the point-based registration, the estimate of rmsðTREÞ ¼ 0.15 mm obtained from Sec. 2.4.1 serves as an upper bound on our current registration error.
Electrode Localization Errors
The distance between an electrode localized in an image and its corresponding ground truth localization in the registered reference image V ref defines what we call the "image-based" localization error for the electrode. Even though we calculate this distance on the basis of manual localizations, we use multiple averages from the manual results of different experts to virtually negate the procedural errors, so that the "image-based" localization error only reflects the error intrinsically due to image quality. The overall image-based localization errors are defined as the array of distances between each of the electrodes registered to the space of 
The subscript m in the equation is used to differentiate this measure of image-based localization error from the automatic algorithm localization errors that will be discussed below in Sec. 3.7. For each scan, the errors can be considered to be drawn from a population that follows a continuous normal distribution with zero mean. Informal analysis of the correlations between the x; y, and z components of the errors of each electrode with other electrodes in the array confirmed the errors at each electrode are independent and statistical analysis can be carried out assuming independence accordingly. This also suggests that registration errors are negligible at the scale of the localization errors, since we expect that significant registration errors would have led to correlated directional errors. We conclude that bias due to the registration errors in measurement of localization errors is thereby not an issue here.
Results
Image-based localization errors averaged across all electrodes for both A1 and A2 for each CT image are shown in Fig. 6 . The errors for V ðEÞ 2
are zero since it is the chosen reference image. In order to estimate the statistical significance of the effects of specific acquisition parameters on the image-based localization accuracy of the CI arrays, we carried out a series of statistical tests on these errors. Nine of the tests were families of two sample Welch's t-tests, 26 and one was a one way analysis of variance. 27 Welch's unequal variances t-tests were preferred to student's t-tests because we used unequal sample sizes in many of the tests, and it is reasonable to assume that the variances of errors from different images are different.
Along with the statistical significance of the effects, the effect sizes for each test are also reported in terms of the Cohen's d values 28 of the tests, which are just the ratio of the difference of group means to the pooled standard deviation, to be better able to compare how much each parameter affects the localization accuracy.
The errors are grouped by the values of the three major acquisition parameters of the original scans-exposure, voxel diagonal lengths, and whether the reconstruction was carried out using an extended or a limited HU range-using the ranges of values in Sec. 2.2. Each of the test groups is designed in such a way that the only variable that changes between the chosen scans is the acquisition parameter whose effect we are testing for. Sections 3.1-3.5 exclusively deal with the outcomes of the tests on the image-based localization errors, with the results listed in the "image-based" sections of Tables 2-7 . Later, in Sec. 3.7, we will look at the effects of the same acquisition parameters on the arrays localized by two automatic electrode localization algorithms, and the results are discussed in the "Auto I" and "Auto II" sections of Tables 2-7. Any "-" in Tables 2-7 signifies that sufficient data are not present to carry out the comparison. The null hypothesis is that the means of the different groups do not vary to within the significance level of 0.05. All the calculations are carried out in MATLAB (Mathworks, Natick, Massachusetts). Calculation of confidence intervals for measures of effect size was carried out using the measures of effect size 29 MATLAB toolbox.
Effect of Spacing Between Electrodes
In order to estimate the effect of electrode spacing, Bonferroni corrected t-tests were performed on the image-based localization errors, which showed that there is a significant effect of the array model on the accuracy of image-based localization ("image-based" column of Table 2 ). We can conclude from a one-tailed corrected t-test that the errors for array A2 are significantly worse than the errors for array A1. As shown in parentheses in the "image-based" column of Table 2 , the mean of the errors for array A2 is around twice that of A1. This result is intuitive because the closer electrode spacing for A2 provides less image contrast between electrodes than A1.
HU Range of Reconstruction
Out of the 14 scans, 9 [V Table 3 , and changing the HU range was found to affect determination of the correct CI electrode locations for both A1 and A2. The group mean of errors for a limited HU image is nearly twice that of extended HU for A1 and more than twice for A2 at the same high dose and mid resolution.
Orientation
Images V ðEÞ 1 , V ðEÞ 2 , and V ðEÞ 3 were acquired with identical parameters but with different orientations of the phantom skull in the scanner. Orientation controls the severity of the beam hardening artifacts around the electrodes depending on whether dense structures like teeth or receiver coils lie in the path of the CT beams before striking the electrodes-severe beam hardening artifacts might form that could make it harder to localize the electrodes.
Welch's t-test carried out on the Δ s mði;jÞ showed a significant error change only for A2, shown in Table 4 , but this is a relatively small change in terms of actual group means.
Resolution
The length of a voxel diagonal in a CT acquisition is a direct measure of the resolution of an image. In most of the images 
Dose
We use exposure values as indicative of the radiation dose since all images were acquired at similar tube voltages. Several different exposure levels were used for the acquisitions in our dataset (Table 1) . A lower CT dose can lead to higher image noise, which in turn could introduce spurious noisy voxels that appear like electrodes and reduce the accuracy of localization. Three Welch's t-tests for comparing the effects of dose on Δ s mði;jÞ show that the effect of dose on the image-based localization accuracy of A1 and A2 is found to be significant in only one case out of six, and even then, it does not change the mean errors as much as resolution. It is likely that the dose is not measured as having a significant effect in the first case because the poorer accuracy in that test can also be driven by the effects of limited HU. In the third case, the t values show that the effect of dose was sizeable but not enough to be significant at our sample sizes. Tables 3-6 . It can be concluded that while all factors affect localization errors to some degree, resolution and HU range have more impact in general than the other two factors. Table 7 lists the estimated values of the intercept and coefficients for the significant factors when fitting a linear regression model to our average error data of the form error
Modeling Acquisition Parameters versus ImageBased Localization Errors
In this model, "resolution" and "dose" are numerical variables, "HU" is a Boolean indicator, α is the estimated intercept, and β; γ, and δ are the estimated model coefficients. According to our fit, if we aim to only admit images where the image-based localization error of array A1 is 0.1 mm or less, and the image is a limited HU image with a midrange dose of 350 mAs, the resolution must not exceed 0.42 mm in voxel diagonal length, whereas the resolution limit for an array A2 in a similar image would be 0.35 mm. Such a model can define a range of image parameters that are good enough for the purpose of limiting the error arising out of image quality.
Evaluation of Automatic Cochlear Implant Array Localization Using the Phantom
As an example of the phantom's use as a validation tool, we compare the performance of two automatic electrode localization techniques on the same image set. The first method (Auto I) is a graph-based technique, 15 whereas the second (Auto II) is a preliminary extension to this approach that we are currently developing. It fine-tunes the processing steps and optimization cost functions and is currently under evaluation. More detailed discussion of these two techniques would be out of scope for this paper since our aim is to develop the phantom as a generalized validation tool irrespective of how a particular image analysis technique actually works. In every CT scan, the electrode arrays were automatically localized using these two techniques. On average, it takes only about 10 s to automatically localize an array with either method. Also, automatic techniques can be executed without human intervention on large-scale datasets. Thus, the automatic methods are substantially faster and require much less effort than a manual segmentation approach. The designs of Auto I and II are such that they expect the electrodes to be brighter than bone and thus, they work best with extended HU images. Of the 28 images of the CI arrays, Auto I failed to produce any result only in one limited HU case (A2 of V 2 ). There were four other cases where the results were considered as "failures" by expert raters (A1 of V 1 and V 2 ; A2 of V 1 and V 4 ). Auto II failed on all limited HU images (V 1 -V 4 , M 1 ), though this is unsurprising since this algorithm was fine-tuned for extended HU images and needs modification to handle limited HU images. Examples of results considered "good" and "failed" are demonstrated in Fig. 8 . The failed results are not used in subsequent analyses. Overall, we obtain 23 automatic localization results from Auto I and 18 from Auto II. The error of automatic localization method "a" for every electrode j in each array s in scan i was defined similarly as for image-based localization errors: E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 7 ; 6 3 ; 7 1 9 Δ s aði;jÞ ¼ kAutomatic s ðjÞ ði;refÞ − Truth s ðjÞ ðref;refÞ k:
Since image-based localization errors measure the error in the average of multiple expert localizations, they define the electrode localization error due to the imaging technique alone, whereas the automatic localization error also includes errors made by the algorithmic electrode localization process.
Automatic localization errors
Figures 9(a) and 9(b) show the rms errors over all electrodes for A1 and A2, respectively, in each image. Unsurprisingly, Bonferroni corrected one-tailed t-tests statistically confirm that the automatic localization techniques add error to the imagebased localization error. This error, contributed by the localization procedure, increases the net error in almost every case. The exceptions are the A2 array in the images V ðEÞ 5 and M 1 , where the random errors in the automatic localization tended to cancel out some of the image-based localization errors. However, the automatic methods provide very good results on the extended HU images, as rated by experts.
Effect of acquisition parameters
The effects of electrode spacing on automatic localization errors (using Bonferroni corrected t-tests) are shown in Table 2 . It is not possible to test the effects of the HU range of reconstruction show the errors of localization on the two types of arrays using the two methods, respectively. A Bonferroni corrected t-test shows no significant effect of the array model used for either method on the errors. In case of orientation, one way ANOVA carried out on the automatic localization errors Δ s aði;jÞ showed no significant effects. The results are shown in Table 4 . The sizes of the effects were not large enough to be considered significant.
T-tests on Δ s aði;jÞ for Auto I show statistically significant effects of change of resolution on only two out of five of the conditions tested for, and three out of four test groups exhibited significant effects of resolution change for Auto II, with the lower resolution images producing the worse results in every case (Table 5) . Two t-tests on Δ s aði;jÞ from both Auto I and Auto II show a significant effect of change of dose only for array A1 localized by Auto II. In every other case, the automatic localization results were unaffected by the dose changes tested (Table 6) . Tables 5 and 6 . The effect size of the first test on resolution in Fig. 11 is a clear outlier, which is obtained from the test of errors from Auto I on limited HU, mid dose images (Table 5) . This was possibly due to quite a poor result on the limited HU low res image V 4 , which was nevertheless included because it was not a complete failure. Although this was to be expected since Auto I was not designed to work for limited HU images, this effect of poor localization increases the apparent effect of resolution in this one test group. Even without counting this particular outlier, resolution has a large and significant effect in at least one set of images for Auto I, whereas dose has no significant effect at all. In case of Auto II, the effect of resolution is much more pronounced, with three out of four test groups exhibiting large and significant effects. By comparison, only in one case, dose does have a large effect. We can thereby conclude that Auto I is, in general, robust to changes of dose and resolution, and the localization accuracy of Auto II is significantly affected by image resolution.
Standard linear regression models can be fitted to the observed errors for both Auto I and Auto II as previously done for image-based errors in Sec. 3.6. Unlike in the case of imagebased errors, the automatic localization errors from arrays A1 and A2 can be pooled together because there is no significant effect of the array model on the errors. Auto I has the same model specifications as the image-based errors, whereas Auto II is fitted without the HU indicator. The coefficients are listed in Table 7 , and we can determine acceptable ranges of parameters to limit the expected localization errors from either of these localization methods. For example, if we want to select images, which would have no more than 0.2-mm localization error from method Auto I, we would only accept extended HU images of resolution 0.54 mm or better and limited HU images of resolution 0.35 mm or better.
Conclusion
In this paper, we have described the development of and initial results from what is to the best of our knowledge the first CI phantom for evaluating the sensitivity of image analysis techniques to acquisition parameters. Using a dataset obtained by imaging the phantom in different scanners, we have determined the limit to how accurately electrodes can be localized in images with various acquisition parameters. The summary of our tests shown in Table 8 shows that changes of the HU range and resolution of reconstruction always affect the determination of the correct CI array locations. Dose and orientation affects localization accuracy as well, but their effects are not as strong Table 8 Summary of effects of CT parameters on localization accuracy. The error subgroups being compared are mentioned in parentheses under the column "factor." Incomplete data have been marked as -, implying that no test can be performed. If a statistically significant effect (p < 0.05) is present, the group means are specified in mm, while "no" indicates the absence of a statistical effect.
Factor
Test conditions A1 A2 (Fig. 7) . On our tested images, image-based localization of A1 is insensitive to changes of orientation (for high dose, mid resolution, and extended HU reconstructions), but this factor significantly affects the localization of A2. Dose has only minimal effect, with only the errors for array A2 being affected in one out of three test groups. Our work identifies how the variation of four major CT acquisition parameters across different scanners affects the accuracy of localization of implanted arrays using the images. This provides a baseline of expected errors that can be used while evaluating the sensitivity of any automatic image analysis method on CI arrays on the images of this phantom. We need highly accurate electrode localization to investigate how electrode positions affect hearing outcome, and our phantom would allow us to estimate the bounds on localization error given a CT protocol and a localization method. We have demonstrated the use of the phantom for evaluating segmentation methods by also evaluating two automatic localization techniques. For these two methods, we confirmed that the major factor affecting their accuracy is resolution. Furthermore, our results can be used to determine minimum resolution, dose, and other protocol requirements for images that will be used in our study to evaluate electrode position, as demonstrated by fitting a general linear model.
One limitation of the current work is that the accuracy of the chosen ground truth is determined by the precision of the reference CT volume. Without a better option for a ground truth, we used the best electrode position that we could define by repeated measurements on our best CT image. A potentially better approach would be to use a micro-CT to define the ground truth. 30 Size limitations of scanners that are currently available do not allow us to micro-CT something as large as our phantom. Once micro-CT technology that allows for imaging of larger samples becomes more widely available, such images could provide a better gold standard for electrode position in the phantom.
Even with high-resolution CT, critical small-scale intracochlear structures are still invisible, and thus, measuring electrode position in the context of the cochlea remains difficult. The most accurate approach has been to use statistical shape models of the cochlea, which rely on the visible external walls of the cochlea as a landmark to estimate the location of invisible intracochlear structures. 31, 32 Thus, in future work, we will also use the phantom to evaluate how accurately intracochlear anatomy structures can be localized when using different image acquisition parameters.
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