The main result of this paper is the following: if both A = (a ij ) and B = (b ij ) are Mmatrices or positive definite real symmetric matrices of order n, the Hadamard product of A and B is denoted by A • B, and A k and B k (k = 1, 2, . . . , n) are the k × k leading principal submatrices of A and B, respectively, then
Introduction
Let N = {1, 2, . . . , n}, and C m×n (R m×n ) denote the set of all m × n complex (real) matrices. Let Z n×n = {A = (a ij ) ∈ R n×n : a ij 0, i / = j, i, j ∈ N}. For any A = (a ij ) ∈ C n×n , its k × k leading principal submatrix is denoted by A k (k ∈ N), and its comparison matrix is defined by u(A) = (u ij ), where u ii = |a ii |, u ij = −|a ij | (i / = j, i, j ∈ N). Let S + n denote the set of n × n positive definite real symmetric It is well known that the class of H -matrices is closed under positive diagonal multiplication, and every principal submatrix of an H -matrix is also an H -matrix. The class of M-matrices has the same properties.
On the estimations of bounds for determinant of Hadamard product of matrices, we have the following results.
2. Lynn [2] and Ando [3] have given the following result:
3. Liu and Zhu [4] have improved Oppenheim's inequality as follows:
4. Li and Li [5] have obtained the following result: if both A = (a ij ) and B = (b ij ) belong to H n ∩ R n×n , then det(A • B)
In this paper, we shall obtain some inequalities for the determinants of Hadamard products which are better than all the above inequalities. belong to C n×n , we define
Main results

In this section, for both
A = A nA(x) = A n−1 A 12 A 21 x and B(x) = B n−1 B 12 B 21 x , then (A • B)(xy) = A(x) • B(y). Lemma 2.1 (a) Let A = (a ij ) ∈ R n×n , if det A n−1 > 0,
and x is a real number, then det A(x) > 0 if and only if x > a nn
Proof. It is well known that if A ∈ H n , then there exists a positive diagonal matrix D such that AD is strictly diagonally dominant, that is
Lemma 2.5. If both A and B belong to
Proof. We distinguish the following two cases: Now we state the main result of this paper as follows.
Proof
Theorem 2.7 (a) If both A = (a ij ) and B = (b ij ) belong to
. By Lemma 2.6, ∀ε > 0 we have
.
Letting ε → 0, we obtain
From this, we can get that
Finally, we have
by Lemma 2.6, we have
. Now (6) can be proved in a similar manner as in the proof of (5).
Corollary 2.8. If both A = (a ij ) and B
Proof. Consider the n × n diagonal matrix
, where sgn(x) = 1 if x > 0, and 
Relationship to previous results
To see that our results have improved and generalized the corresponding results in [2] [3] [4] [5] , we need some preliminaries. 
Proof. We proceed by induction on n. It is easy to see that (8) is true even with the equality sign for n = 2. Now assume that n > 2 and (8) is true for the case n − 1, then it follows from the induction hypothesis that
This completes the induction.
Proposition 3.2. If
Proof. Set α = (a k1 · · · a kk−1 ), and 
a ik a ki a ii a kk .
From a kk det A k−1 > 0, we claim that (9) is valid.
Remark. The right-hand side of (3) From this, we can easily deduce that the right-hand side of (5) the right-hand side of (3) . Similarly, the right-hand side of (7) the right-hand side of (4). Moreover, the Proposition 3.1 shows that the right-hand side of (5) the right-hand side of (2). These complete our work.
