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Abstract
In this thesis we explore a variety of topics in analytic number theory and
automorphic forms. In the classical context, we look at the value distribution
of two Dirichlet L-functions in the critical strip and prove that for a positive
proportion these values are linearly independent over the real numbers. The
main ingredient is the application of Landau’s formula with Gonek’s error term.
The remainder of the thesis focuses on automorphic forms and their spectral
theory. In this setting we explore three directions. First, we prove a Landau-
type formula for an exponential sum over the eigenvalues of the Laplacian in
PSL2(Z)\H2 by using the Selberg Trace Formula. Next, we look at lattice point
problems in three dimensions, namely, the number of points within a given
distance from a totally geodesic hyperplane. We prove that the error term
in this problem is O(X 3/2), where arccoshX is the hyperbolic distance to the
hyperplane. An application of large sieve inequalities provides averages for the
error term in the radial and spatial aspect. In particular, the spatial average
is consistent with the conjecture that the pointwise error term is O(X 1+ε).
The radial average is an improvement on the pointwise bound by 1/6. Finally,
we identify the quantum limit of scattering states for Bianchi groups of class
number one. This follows as a consequence of studying the Quantum Unique
Ergodicity of Eisenstein series at complex energies.
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Life, with its rules, its obligations, and its freedoms, is like a sonnet: You’re
given the form, but you have to write the sonnet yourself.
— Madeleine L’Engle, A Wrinkle In Time
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Notation
Throughout this thesis we let N, Z, Q, R and C denote the set of natural numbers,
integers, rational numbers, real numbers and complex numbers, respectively. We write
R+ and R≥0 for the set of positive and non-negative real numbers, respectively, and
similarly for Z andQ. We adopt the convention that 0 6∈N. For any ring R we write
R× for the multiplicative group of units of R. For the most part s ∈ C is written as
s = σ + i t , so Re s = σ and Im s = t . Similarly for z ∈C we usually have z = x + i y.
For n, m ∈ N their greatest common divisor is denoted by (n, m). We denote by
Γ (z) the Gamma function, whose definition and a list of useful properties are given
in Appendix A. The non-trivial zeros of the Riemann zeta function are denoted by
ρ=β+ iγ . We use the standard Big O notation. Let f and g be real-valued functions.
We say that
f (x) = O(g (x)),
as x→∞, if there are constants M ∈R+ and x0 ∈R such that
| f (x)| ≤M |g (x)|, ∀ x > x0.
We also use the equivalent notation f (x)  g (x). Sometimes we indicate that the
constant M depends on a parameter, say ε, with a subscript Oε(·) orε. We also define
f (x) = o(g (x)) ⇐⇒ lim
x→∞
f (x)
g (x)
= 0.
Two functions f and g are asymptotically equal, f (x)∼ g (x), if
lim
x→∞
f (x)
g (x)
= 1.
It is also useful to define the more general notion of f (x) g (x) if
∃x0 ∈R, ∃m, M ∈R+ such that m g (x)≤ f (x)≤M g (x), ∀ x > x0.
Let SL2(R) denote the special linear group of 2× 2 matrices of determinant one over
a ring R. We define PSL2(R) = SL2(R)/{±I } where I is the identity matrix. This is
called the projective special linear group.
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Chapter 1
Introduction
Analytic number theory is the study of arithmetic objects through the techniques of
mathematical analysis. For prime numbers the powerful tools of complex analysis can
be used to give beautiful and elementary proofs, such as Newman’s short proof of the
Prime Number Theorem (PNT) [105]. The PNT says that if pi(x) is the number of
primes less than x, then
pi(x)∼ li(x), as x→∞,
where li(x) is the logarithmic integral,
li(x) =
∫ x
2
d t
log t
.
A fundamental question is that of understanding the distribution of primes, or other
arithmetic objects, in the encompassing space. The underlying connection between
this idea and the work presented in this thesis is provided by the Riemann zeta function.
The Riemann zeta function is given for Re s > 1 by
ζ (s) =
∞∑
n=1
1
n s
.
In the first part of this thesis we investigate questions of value distribution for Dirichlet
L-functions. These are given for Re s > 1 by
L(s ,χ ) =
∞∑
n=1
χ (n)
n s
,
10
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where χ :(Z/qZ)× −→C× is a group homomorphism extended to Z with χ (n) = 0
if n and q are not coprime. The Riemann zeta function (and L(s ,χ ) by analogy) is
inherently connected to the study of prime numbers through the Euler product, which
is given for Re s > 1 by a product defined over all primes p,
ζ (s) =
∏
p
1
1− p−s . (1.1)
The Euler product immediately implies that ζ (s ) is non-zero for Re s > 1. In fact, the
most famous conjecture in analytic number theory concerns the zeros of the Riemann
zeta function. This is the Riemann Hypothesis (RH). Apart from the trivial zeros of
ζ (s) in Re s < 0, it turns out that there are infinitely many zeros in the critical strip,
0≤Re s ≤ 1. Hence, let us define
Z = {s ∈C : ζ (s) = 0, 0≤Re s ≤ 1}
as the set of non-trivial zeros of ζ .
Riemann Hypothesis. All non-trivial zeros of ζ (s) lie on the critical line Re s = 1/2,
that is,
Z ⊂ ¦s ∈C : Re s = 12©.
It is a highly surprising fact that the Riemann Hypothesis is actually equivalent to
having the best possible error term O(x1/2+ε) in the Prime Number Theorem (after
a slight reformulation [76, Theorem 5.8]). It is therefore of great importance to
understand the value distribution of ζ (s) and L(s ,χ ) in the critical strip. This is the
topic of Part I.
In Part II we study automorphic forms and their spectral theory. Automorphic
forms are generalisations of periodic functions and modular forms in particular. They
live on a negatively curved Riemannian manifold M of dimension n, which we call
the hyperbolic n-space. Our automorphic forms (Maaß forms and Eisenstein series)
are also eigenfunctions of the Laplace–Beltrami operator ∆ on M . The spectrum of ∆
reveals a lot of information about the geometry of M . For example, Weyl’s law [71]
for compact M relates the eigenvalues λ j of ∆ to the volume of M by
#
¦
j ≥ 0 : Æλ j ≤ λ©∼ vol(M )(4pi)n/2Γ ( n2 + 1)λn, (1.2)
as λ→∞. In two dimensions it is possible to use the complex upper half-plane as a
11
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model for M . Define
H2 = {z ∈C : Im z > 0}.
Then M can be identified with Γ\H2, where Γ is a discrete subgroup of the group of
orientation preserving isometries of H2. The lengths of primitive closed geodesics,
prime geodesics, on M (for any dimension) share many properties with the usual prime
numbers. The prime geodesics are in one-to-one correspondence with primitive hyper-
bolic conjugacy classes (dilations) of Γ , [53, §10.5]. Let piΓ (x) denote the number of
primitive hyperbolic conjugacy classes of norm less than x in Γ . The Prime Geodesic
Theorem for Γ\H2 states that
piΓ (x)∼ li(x).
The conjecture for the error term is the same as that for the PNT. Of particular interest
to us are groups Γ of arithmetic nature, because in this case many computations can be
carried out explicitly. A natural example is Γ = PSL2(Z) which acts onH2 by Möbius
transformations. The current best result for the error term in the Prime Geodesic
Theorem in this case is piΓ (x)− li(x) = O(x25/36+ε), due to Soundararajan and Young
[94].
The crux of Chapter 5 is an asymptotic formula that relates an exponential sum,
denoted S(T ,X ), over the eigenvalues of ∆ to the lengths of prime geodesics and,
surprisingly, to the usual prime numbers. The exponential sum S(T ,X ) is intricately
related to the error term in the Prime Geodesic Theorem. It turns out that S(T ,X ) also
influences the error term in the hyperbolic lattice point problem over local averages.
This is the hyperbolic analogue of the classical Gauß Circle Problem, which asks to
estimate the number of lattice points Z2 in a circle of radius X . It is straightforward to
see that the leading term approximates the area of the circle, so the focus of the problem
is in estimating the error term.
We investigate a certain variant of the hyperbolic lattice point problem in three
dimensions on compact Γ\H3, where
H3 = {p = z + j y : z ∈C, y > 0}.
We also apply a hyperbolic analogue of the large sieve to get improvements on the error
term on average. In Chapter 7 we study the equidistribution of masses of scattering
states for three dimensional hyperbolic manifolds Γ\H3, where Γ is now a Bianchi group
of class number one. This is done by studying the quantum limits (large eigenvalue
limits) of Eisenstein series, the generalised eigenfunctions of ∆, off the critical line. We
also identify the correct limit when the measures become equidistributed.
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1.1 Summary of Results
We now give a detailed description of the main results of this thesis. For the sake of
brevity, we defer full definitions to the pertinent chapters where appropriate.
In Chapter 3 we look at the value distribution of Dirichlet L-functions L(s ,χ ) for
primitive Dirichlet characters χ . We consider the values of a pair of such functions,
with characters of distinct prime moduli, on sample points, which we choose to be the
non-trivial zeros of ζ or a horizontal shift of them. Away from the critical line we
prove linear independence.
Theorem 1.1. Assume the Riemann Hypothesis. Let χ1, χ2 be two primitive Dirichlet
characters modulo distinct primes q and `, respectively. Let σ ∈ ( 12 , 1). Then, for a positive
proportion of the non-trivial zeros of ζ (s ) with γ > 0, the values of the Dirichlet L-functions
L(σ + iγ ,χ1) and L(σ + iγ ,χ2) are linearly independent over R.
The main ingredient of the proof is a uniform version of Landau’s formula (3.3).
The classical Landau’s formula (3.2) says that for a fixed x > 1,
∑
0<γ≤T
xρ =− T
2pi
Λ(x)+O(logT ), as T →∞, (1.3)
where Λ :R−→R is the von Mangoldt function extended to R by
Λ(x) =
log p, if x = p m for some prime p and m ∈N,0, otherwise.
On the critical line we use a different technique, by identifying the sample points as the
residues of ζ ′/ζ and using contour integration. The result we obtain is unconditional,
but we fail to prove a positive proportion.
Theorem 1.2. Two Dirichlet L-functions with primitive characters modulo distinct primes
attain different values at cT non-trivial zeros of ζ (s) up to height T , for some positive
constant c.
In Remark 3.2 we discuss why a positive proportion on the critical line is difficult
to prove. Even for sample points with more structure — arithmetic progressions — a
positive proportion was not achieved until recently by Li and Radziwiłł [64].
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In Chapter 5 we work on M = Γ\H2 with Γ = PSL2(Z). Let λ j = 14 + t 2j be the
eigenvalues of ∆. Our theorem in Chapter 5 concerns an exponential sum defined in
terms of the spectral parameters t j . For X > 1, let
S(T ,X ) =
∑
|t j |≤T
X i t j .
This is the cut-off kernel of the wave equation on M . It is also analogous to the left-hand
side of Landau’s formula (1.3). Information about the growth of S(T ,X ) is crucial in
proving good estimates on the error term in the Prime Geodesic Theorem as well as
the local average in the hyperbolic lattice point problem [77]. Trivially from Weyl’s
law (1.2) we know that
S(T ,X ) T 2.
The conjecture, presented in [77], is square root cancellation in T with only arbitrarily
small contribution in terms of X :
S(T ,X )ε T 1+εX ε.
To find evidence of the conjecture, we first engaged in a numerical investigation of
S(T ,X ) and found many interesting phenomena regarding its peak points and vanishing.
These tests were also carried out for the corresponding sine kernel. Based on these
observations we conjectured and later proved an asymptotic expansion for S(T ,X )
in terms of T for a fixed X > 1. This takes a form which is very similar to Landau’s
formula (1.3) with a hyperbolic von Mangoldt function ΛΓ . The role of prime numbers
is replaced by the lengths of primitive closed geodesics (see (5.1)). The result is the
following theorem.
Theorem 1.3. For a fixed X > 1, we have
S(T ,X ) =
vol(PSL2(Z)\H2)
pi
sin(T logX )
logX
T +
T
pi
 
X 1/2−X−1/2−1ΛΓ (X )
+
2T
pi
X−1/2Λ(X 1/2)+O (T / logT ) ,
as T →∞.
Notice that the prime numbers also appear in this formula through Λ(X 1/2). This
factor is due to the non-compactness of M , and in particular the existence of a continu-
ous spectrum of ∆ and the explicit form of the scattering matrix for PSL2(Z) given in
terms of the Riemann zeta function. The proof of Theorem 1.3 is an application of the
Selberg Trace Formula, which relates the spectral trace of ∆ to geometric properties
14
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of M .
Chapter 6 deals with hyperbolic lattice point problems in three dimensions. These
problems ask us to estimate the number of points in an orbit Γ p, p ∈H3, which are
contained in some domain D ⊂ H3. We expect that this number approximates the
volume of D in any dimension. In the two dimensional standard lattice point problem
one wants to estimate
N (z, w,X ) = #{γ ∈ Γ : d (γ z, w)≤ arccosh(X /2)},
where d is the hyperbolic distance onH2. If we assume that there are no small eigen-
values of ∆ (see Section 4.2), the counting function satisfies
N (z, w,X ) =
pi
vol(Γ\H2)X +O(X
2/3). (1.4)
This was proved by Selberg for cofinite Γ , [53, Theorem 12.1]. The error term has
never been improved for any cofinite Γ or any points z, w ∈H2, [53, pg.175], though
it is conjectured that the optimal bound is O(X 1/2+ε).
We concentrate on three dimensional hyperbolic lattice point problems. The upper
half-spaceH3 can be understood as a subset of the quaternions with the last coordinate
set to zero. Denote points p ∈ H3 by p = (x1, x2, y). Let Γ ⊂ PSL2(C) be discrete
and suppose that Γ\H3 is compact, i.e. Γ is cocompact. Instead of a hyperbolic sphere,
we consider lattice points in a sector of the hyperbolic space of angle 2Θ emanating
from the line x2 = y = 0. This sector is bisected by a totally geodesic hyperplane
P = {p ∈H3 : x2(p) = 0}. The angle betweenP and a ray from the origin to a point
p ∈ H3 is denoted by v(p). Also, let {u j } j≥0 be a complete orthonormal system in
L2(Γ\H3) of eigenfunctions of ∆. First we identify the main term in the counting and
prove a pointwise bound on the error term.
Theorem 1.4. Let Γ be a cocompact discrete subgroup of PSL2(C). Set H = Γ∩StabPSL2(C)(P )
and let uˆ j be the period integral of u j over the fundamental domain of H restricted toP .
Define
N (p,X ) = #{γ ∈H\Γ : (cos v(γ p))−1 ≤X }.
Then we have
N (p,X ) = M (p,X )+ E(p,X ),
where
M (p,X ) =
vol(H\P )
vol(Γ\H3) X
2 +
∑
1<s j<2
2s j−1
s j
uˆ j u j (p)X
s j ,
15
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and
E(p,X ) = O(X 3/2).
The conjecture is, as in two dimensions, that the error term exhibits square root
cancellation so that E(p,X ) = O(X 1+ε). The strength of the error term in Theorem 1.4
is the same as in the standard hyperbolic lattice point problem in three dimensions,
see Lax and Phillips [63]. We then apply large sieve inequalities inH3. The first is due
to Chamizo [11] and the second we prove in Theorem 6.16. These are used to obtain
mean square results for the spatial and radial averages of the error term.
Theorem 1.5. Let Γ be a cocompact discrete subgroup of PSL2(C). Then, for X > 2,∫
Γ\H3
|E(p,X )|2 dµ(p)X 2 log2 X . (1.5)
Theorem 1.6. Let Γ be a cocompact discrete subgroup of PSL2(C). Then, for X > 2,
1
X
∫ 2X
X
|E(p, x)|2 d xX 2+2/3 logX . (1.6)
Notice that, while in the spatial aspect (1.5) we obtain the conjecture on average,
this is not the case for the radial average (1.6). In Section 6.3.4 we explain why this is
the case and why we do not expect any improvements from this method. Moreover,
in Appendix B we prove that the same limitation in the radial average applies to the
standard hyperbolic lattice point problem in three dimensions.
The final result of this thesis is about a famous conjecture of Rudnick and Sarnak
[89] known as the Quantum Unique Ergodicity conjecture, which is a statement about
the equidistribution of measures dµ j = |u j |2dµ, where u j are L2(M ) eigenfunctions
of ∆ on a hyperbolic manifold M and µ is the standard volume measure on M . The
conjecture states that for any such M the measures dµ j converge to dµ in the weak-∗
topology as j →∞. For some class of hyperbolic manifolds this conjecture has already
been solved by Lindenstrauss [65] and Soundararajan [95].
For non-compact M = Γ\H2, where Γ ⊂ PSL2(R) is a general cofinite group, very
little is known about the discrete spectrum of ∆. It is not even understood whether
it is infinite [84]. Luo [67] shows that, under some multiplicity assumptions on the
eigenvalues, Weyl’s law fails for deformed congruence groups. Hence the limit of dµ j
might not be relevant for the discrete spectrum. It is possible to consider instead the
scattering states, which are residues of Eisenstein series E(z, s) at the non-physical
16
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poles of the scattering matrix. It is known that under small deformations of Γ in the
Teichmüller space, cusp forms dissolve into scattering states as characterised by Fermi’s
Golden Rule [83, 81].
Our last theorem generalises a result of Petridis, Raulf, and Risager [80] from
PSL2(Z)\H2 to Γ\H3 for Γ = PSL2(OK), where OK is the ring of integers of an imag-
inary quadratic field K of class number one. They consider modified measures dµ j
with u j replaced by the scattering states. Their strategy is to evaluate limits of dµs(t ) =
|E(z, s(t ))|2dµ, as t →∞, where s(t ) = σt + i t is a sequence with σt → σ∞. We
prove two results on M = Γ\H3 depending on whether we are on the critical line
(σ∞ = 1 in three dimensions) or not. Let ζK be the Dedekind zeta function of K with
discriminant dK , and define dµs(t ) = |E(p, s(t ))|2dµ.
Theorem 1.7. Assume σ∞ = 1 and (σt − 1) log t → 0. Let A and B be compact Jordan
measurable subsets of M . Then
µs(t )(A)
µs(t )(B)
→ µ(A)
µ(B)
,
as t →∞. In fact, we have
µs(t )(A)∼µ(A) 2(2pi)
2
|O ×K ||dK |ζK(2)
log t .
On the other hand, off the critical line the measures do not become equidistributed.
Theorem 1.8. Assume σ∞ > 1. Let A be a compact Jordan measurable subset of M . Then
µs(t )(A)→
∫
A
E(p, 2σ∞)dµ(p),
as t →∞.
In Section 7.1 we show how to apply this to quantum limits of the scattering
states vρn of Γ\H3, where ρn is a sequence of the non-trivial zeros of ζK .
Theorem 1.9. Let A be a compact Jordan measurable subset of M . Then∫
A
|vρn (p)|2dµ(p)→
∫
A
E(p, 4− 2γ∞)dµ(p),
as n→∞.
17
1 — Introduction
In the above γ∞ is the limit of the real parts of the non-trivial zeros of the Dedekind
zeta function corresponding to the number field K . Under the Generalised Riemann
Hypothesis we would have γ∞ = 1/2 so that the limit would be E(p, 3)dµ.
18
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Chapter 2
Analytic Theory of the Riemann Zeta
Function and Dirichlet L-functions
2.1 The History
The discussion in this introduction is heavily based on the book An introduction to the
theory of the Riemann Zeta-Function by Patterson [76].
Definition 2.1. For Re s > 1, the Riemann zeta function ζ (s ) is given by the absolutely
convergent infinite series
ζ (s) =
∞∑
n=1
1
n s
.
It is not difficult to show that this series also has an expression as an infinite product
over primes.
Lemma 2.1 ([76, §1.1]). For Re s > 1, ζ (s) satisfies the infinite product
ζ (s) =
∏
p
1
1− p−s , (2.1)
where the product is taken over all prime numbers p.
This was first observed by Euler already in 1749 and as such (2.1) is called the Euler
product. He also computed values for ζ (2n), n ∈N, such as ζ (2) =pi2/6. No explicit
values for ζ (2n + 1) are known.
20
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Definition 2.2. The von Mangoldt function Λ(n) on N is given by
Λ(n) =
log p, if n = p m for p a prime and m ∈N,0, otherwise.
A short computation reveals a simple form for the logarithmic derivative of ζ :
ζ ′
ζ
(s) =−
∞∑
n=1
Λ(n)
n s
, (2.2)
which is valid for Re s > 1. The Prime Number Theorem is often formulated in terms
of the von Mangoldt function. The following form of the error term was proved by de
la Vallée Poussin in 1899.
Theorem 2.2 (Prime Number Theorem [54, (2.37)]). There exists a constant c > 0, such
that, as X →∞, ∑
n≤X
Λ(n) = X +O(X e−c(logX )1/2).
It is not difficult to pass between the above and the traditional asymptotic form of
the PNT with pi(x) (see [76, §4.5]).
Riemann’s major contribution to number theory was to realise that there is a
strong connection between the zeros of ζ (s ) and the prime numbers. This was done by
showing that ζ (s) has an analytic continuation to all of C with a simple pole at s = 1.
He also proved that the Riemann zeta function satisfies a functional equation, which
we will need later on. We will outline one of Riemann’s original proofs of these facts
as it will serve as a useful point of comparison in Part II.
Lemma 2.3. The Riemann zeta function ζ (s ) has an analytic continuation as a meromor-
phic function to all of C with a simple pole of residue 1 at s = 1. Moreover, let
γ (s) =pi1/2−s
Γ ( s2)
Γ ( 1−s2 )
.
Then ζ (s) satisfies the functional equation
ζ (1− s) = γ (s)ζ (s), (2.3)
for any s ∈C.
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Proof. This proof appears in Titchmarsh [100, §2.6] and Gelbart [31, pg. 187]. Let
θ(z) =
∞∑
n=−∞
e2pii n
2 z = 1+
∞∑
n=1
2e2pii n
2 z .
By the definition of the Gamma function as a Mellin transform of e−s (A.1) we have
pi−sΓ (s)ζ (2s) =
∞∑
n=1
∫ ∞
0
e−n2pix x s−1 d x =
∫ ∞
0
θ(i x)− 1
2
x s−1 d x,
for Re s > 1/2. The theta function satisfies the functional equation
θ

i
x

=
p
xθ(i x).
With this we can split the integration and write
pi−sΓ (s)ζ (2s) =
∫ 1
0
θ(i x)
2
x s−1 d x − 1
2s
+
∫ ∞
1
θ(i x)− 1
2
x s−1 d x
=
∫ ∞
1
(x s−1 + x1/2−(s+1))
θ(i x)− 1
2
d x − 1
2s
− 1
1− 2s . (2.4)
The integral in (2.4) is absolutely convergent for any s ∈C, so the analytic continuation
follows. The right-hand side is invariant under s 7→ 1/2− s , which proves the functional
equation.
Definition 2.3. The completed Riemann zeta function ξ (s) is defined as
ξ (s) =pi−s/2Γ ( s2)ζ (s).
From the functional equation it follows that ξ (s) = ξ (1− s) for any s ∈C. The
Euler product (2.1) immediately implies that ζ (s ) cannot have any zeros in the region of
absolute convergence. On the other hand, from the functional equation with s = 2n+1,
n ∈N, we can see that ζ has zeros at negative even integers coming from the poles of
the Gamma function. These are called the trivial zeros of the Riemann zeta function.
In his memoir [87], Riemann conjectured that ζ (s) has infinitely many zeros in the
region 0≤Re s ≤ 1, and in particular, that it has a Hadamard-type product in terms of
these zeros. First, let
Z = {ρ ∈C : ζ (ρ) = 0, 0≤Reρ≤ 1}
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be the set of non-trivial zeros of ζ (s) with multiplicities. Also, define
Z+ = {ρ ∈Z : Imρ> 0}.
Lemma 2.4 ([76, §3.1]). For all s ∈C we have the absolutely convergent product
−s(1− s)pi−s/2Γ ( s2)ζ (s) =
∏
ρ∈Z+

1− s
ρ

1− s
1−ρ

. (2.5)
A comparison of the products (2.1) and (2.5) revealed to Riemann a deep connection
between the primes and the non-trivial zeros Z .
Lemma 2.5 (The Explicit Formula of ζ , [76, §3.9]). For X > 1, we have∑
n≤X
Λ(n) = X −∑
ρ∈Z
X ρ
ρ
− log2pi− 12 log(1−X−2),
where the last term in the summation over n is taken with weight 1/2 if n = X .
It is therefore crucial to understand the set Z . From the simple observation that
ζ (s) = ζ (s) and the functional equation (2.3) it follows that
ρ ∈Z =⇒ ρ, 1−ρ, 1−ρ ∈Z .
Riemann was led to suspect that this symmetry becomes in fact the “strongest possible”,
that is, all the non-trivial zeros would lie on the line Re s = 1/2. This conjecture became
known as the Riemann Hypothesis, which remains open to this day.
Riemann Hypothesis. The non-trivial zeros of ζ (s) satisfy
Z ⊂ ¦s ∈C : Re s = 12©.
Remark 2.1. Even proving that ζ (σ + i t ) 6= 0 for σ = 1 and t 6= 0 takes some effort.
The PNT is in fact equivalent to this fact [76, §4.3]. Any improvements on σ define
what are called zero-free regions for ζ and they correspond exactly to better error terms
in the Prime Number Theorem [76, §5.8]. While we will not use them in the case of ζ ,
the corresponding zero-free regions for Dirichlet L-functions will be vital for our mean
value estimates.
In order to study the distribution of the zeta zeros it is convenient to define the
following counting function.
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Definition 2.4. The counting function N (T ) of the non-trivial zeros of ζ is defined
for T > 0 by
N (T ) = #{ρ ∈Z : 0< Imρ< T }. (2.6)
Riemann found (without proof) the asymptotic expansion of this function. It was
later proved by von Mangoldt.
Lemma 2.6 ([76, §4.9]). As T →∞, we have
N (T ) =
T
2pi
log
T
2pi
− T
2pi
+O(logT ). (2.7)
While the series representation of ζ (s) is not valid in the critical strip, it is still
possible to approximate the zeta function by truncated Dirichlet series. These are called
approximate functional equations. Even though we do not need an approximate func-
tional equation for ζ , we prefer to include one for comparison with the corresponding
formula for Dirichlet L-functions.
Theorem 2.7 (Approximate functional equation for ζ , [76, §6.1]). Let X ,Y ≥ 1 and
α < 1. Suppose σ + i t = s ∈C satisfies 1−α < σ < α and |t |= 2piX Y . Then
ζ (s) =
∑
n≤X
n−s +pis−1/2
Γ ( 1−s2 )
Γ ( s2)
∑
m≤Y
m s−1 +O(X 1/2−σ (X−1/2 +Y−1/2) logX Y ),
where the implied constant depends only on α.
2.2 Arithmetic Functions
As a brief interlude, we provide some basic definitions of multiplicative number theory.
Definition 2.5. A function f :N −→ C is called an arithmetic function. We use the
notations f (n) and fn interchangeably. We say that f is additive if
f (mn) = f (m)+ f (n) for all m, n ∈N with (m, n) = 1.
On the other hand, f is multiplicative if
f (mn) = f (m) f (n) for all m, n ∈N with (m, n) = 1. (2.8)
Moreover, if (2.8) is true for any m, n ∈N, then f is called completely multiplicative.
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Suppose that an and bn are two arithmetic functions. Then the function cn defined
by
∑
n an n
−s ∑
n bn n
−s =
∑
n cnn
−s is also arithmetic.
Definition 2.6. The Dirichlet convolution of two arithmetic functions f and g is given
by
( f ∗ g )(n) =∑
d |n
f (d )g ( nd ).
In particular, if f and g are multiplicative, then so is f ∗ g , see [54, pg. 13]. We list
some common arithmetic functions that we will need in this thesis.
Definition 2.7. The Möbius function µ(n) is defined by
µ(n) =
(−1)r , if n is a product of r distinct primes,0, otherwise.
Definition 2.8. The divisor function d (n) is given by
d (n) =
∑
d |n
1.
Definition 2.9. We define the Euler totient function ϕ(n) by
ϕ(n) = #{residue classes (a mod n) : (a, n) = 1}.
All of µ(n), d (n) and ϕ(n) are multiplicative [54, pp. 12–15]. The von Mangoldt
function is also an arithmetic function, but it is not multiplicative. Finally, we look at
arithmetic functions defined in terms of characters of finite abelian groups G. These
are group homomorphisms χ :G −→C×. In particular, we are interested in the case
G = (Z/qZ)×.
Definition 2.10. Let χ :(Z/qZ)× −→C× be a character defined on the residue classes
coprime to q . We extend χ to a function on all of Z by setting χ (n) = 0 if (n, q)> 1.
The resulting function is called a Dirichlet character modulo q .
Dirichlet characters are completely multiplicative and periodic modulo q . The
principal character modulo q , χ0, is the Dirichlet character corresponding to the trivial
group character. To each Dirichlet character we associate its conductor, that is, the
smallest divisor eq ≥ 1 of q such that χ = χ0 eχ , where eχ is a Dirichlet character
modulo eq . In this case, we say that χ is induced by eχ . If eq = q , χ is called primitive.
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Notice that if q is a prime, then all Dirichlet characters modulo q are primitive. If χ
only assumes values ±1, then χ is a real Dirichlet character, otherwise it is complex.
Furthermore, if χ (−1) = 1 then χ is even and if χ (−1) = −1 then χ is odd. The
character orthogonality relations for Dirichlet characters take the following form.
Lemma 2.8 ([54, pg. 45]). Let χ be a Dirichlet character modulo q. Then
∑
a mod q
χ (a) =
ϕ(q), if χ = χ0,0, otherwise, (2.9)
and ∑
χ mod q
χ (a) =
ϕ(q), if a ≡ 1 mod q,0, otherwise. (2.10)
We will make extensive use of equation (2.10) to decompose sums defined over
residue classes. We finish this section with a discussion on sums of Dirichlet characters
χ (n) over n.
Definition 2.11. The Gauß sum, G(k ,χ ), for a Dirichlet character χ modulo q is
given by
G(k ,χ ) =
q∑
a=1
χ (a)e2piiak/q . (2.11)
We sometimes write G(1,χ ) = G(χ ).
Of course trivially we have that |G(k ,χ )| ≤ q . We can write down the Gauß sum
of an induced character χ in terms of the Gauß sum of its factorisation.
Lemma 2.9 ([54, Lemma 3.1]). Let χ be a Dirichlet character modulo q induced by the
primitive character eχ modulo eq. Then
G(χ ) =µ

qeq
 eχ qeq

G( eχ ).
If χ is primitive, then
|G(χ )|2 = q . (2.12)
The last equation (2.12) can also be written as
G(1,χ )G(−1,χ ) = q .
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Moreover, we also have [54, (3.15)]
G(χ )G(χ ) = χ (−1)q . (2.13)
Usually we can express the more general Gauß sums G(k ,χ ) in terms of G(χ ).
Lemma 2.10 ([54, Lemma 3.2]). Let χ be a Dirichlet character modulo q. Then, if
(k , q) = 1, we have
G(k ,χ ) = χ (k)G(χ ). (2.14)
If q is a prime then (2.14) is valid for all k ∈Z as χ (k) = 0 for (k , q)> 1.
2.3 Dirichlet L-functions
We now use Dirichlet characters to define a generalisation of the Riemann zeta function.
In Part II we need a generalisation of ζ to number fields, the Dedekind zeta function,
but we delay the discussion to Chapter 7. Dirichlet L-functions were introduced by
Dirichlet already in 1837 — 22 years before Riemann’s memoir — as functions of a real
variable, mind you, to prove his theorem on primes in arithmetic progressions [22, §1].
Definition 2.12. Let χ be a Dirichlet character modulo q . The Dirichlet L-function
associated with χ is defined for Re s > 1 by
L(s ,χ ) =
∞∑
n=1
χ (n)
n s
.
It is not surprising that many properties of L(s ,χ ) can be deduced from those of ζ
either from the simple observation that |χ (n)| ≤ 1 or by summation by parts and
properties of Gauß sums. Clearly L(s ,χ ) has an Euler product
L(s ,χ ) =
∏
p
(1−χ (p)p−s )−1.
We first observe from the Euler product that if χ is induced by eχ , that is χ = eχχ0,
then [22, pg. 37]
L(s ,χ ) = L(s , eχ )∏
p|q
(1− eχ (p)p−s ). (2.15)
Hence it is sufficient to concentrate on primitive χ . The Dirichlet L-function L(s ,χ )
has an analytic continuation to all of C as an entire function unless χ = χ0 is principal
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modulo q for some q in which case it has a simple pole at s = 1 with residue
res
s=1
L(s ,χ0) =
ϕ(q)
q
. (2.16)
The functional equation varies depending on whether χ (−1) =±1.
Lemma 2.11. Let χ be a primitive Dirichlet character modulo q. Define
∆(s ,χ ) =

2pi
q
−s G(χ )
q
Γ (s)
 
e−pii s/2 +χ (−1)epii s/2 .
Then,
L(1− s ,χ ) =∆(s ,χ )L(s ,χ ). (2.17)
Proof. This follows from [22, §9] after separating the cases χ (−1) = 1 and χ (−1) =−1
and applying the reflection formulae (A.4) and (A.3), respectively, followed by the
duplication formula (A.5) and equation (2.13).
From the functional equation we can see that the zero set of L(s ,χ ) is more com-
plicated than that of ζ (s). First of all, the location of the trivial zeros (zeros s with
Re s < 0) depends on whether χ is even or odd. Suppose now that χ is primitive. Then,
if χ (−1) = 1 then L(−2n,χ ) = 0 for n ∈N. Notice that also L(0,χ ) = 0. On the other
hand, if χ (−1) =−1 then L(1− 2n,χ ) = 0. Naturally L(s ,χ ) 6= 0 for Re s > 1.
In the critical strip there are again infinitely many complex zeros, which we call
the non-trivial zeros of L(s ,χ ). The Generalised Riemann Hypothesis (GRH) states
that all of the non-trivial zeros lie on the line Re s = 1/2. A priori, it is possible for
L(s ,χ ) to have an “exceptional” zero on the real line close to 1. This is called a Siegel
zero (although mathematicians were aware of it even before his work [22, §21]). The
point is that for any modulus q there is at most one character, which is real, and can
potentially admit a Siegel zero. Moreover, the distance of the zero from s = 1 depends
on q . Since we are working with characters of fixed modulus, this will not be an issue
for us.
Approximate functional equations for L(s ,χ ) are more intricate than those of ζ .
This is because it is possible to take advantage of the cancellation in the coefficients of
the Dirichlet series, while for ζ such savings are not available. Hence for L(s ,χ ) it is
often beneficial to work with a smooth cut-off in the approximate functional equation.
We decide to use a sharp cut-off, although it is plausible that our results in this part could
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be improved slightly by using a smoothed out version of the approximate functional
equation. An example of a smoothed out approximate functional equation can be
found in [69, pp. 443–446]. We use the following sharp version.
Theorem 2.12 (Lavrik [62]). Let χ be a primitive character mod q. For s = σ + i t with
0<σ < 1, t > 0, and x =∆
Æ
q t
2pi , y =∆
−1Æ q t
2pi , and ∆≥ 1, ∆ ∈N, we have
L(s ,χ ) =
∑
n≤x
χ (n)
n s
+ "(χ )
 q
pi
 1
2−s Γ
  1−s+a
2

Γ
  s+a
2
 ∑
n≤y
χ (n)
n1−s
+ Rxy , (2.18)
with
Rxy pq
 
y−σ + xσ−1(q t )1/2−σ

log2t ,
and in particular, for x = y,
R x−σpq log2t .
Here "(χ ) = q−1/2iaG(1,χ ) and a= (1−χ (−1))/2.
It is not hard to see that this formula is, in fact, valid for all real ∆≥ 1. Moreover,
(approximate) functional equations for imprimitive characters do also exist, but they
are more complicated (see [54, (9.69) and Lemma 10.3]). Therefore we restrict our
attention to primitive characters.
2.4 Convexity and Subconvexity
One of the important questions about the value distribution of ζ in the critical strip is
the order of growth of |ζ (s)|, for s = σ + i t , as |t | →∞. The natural first estimate is
the convexity bound, which follows from trivial estimates on ζ .
Proposition 2.13. Define
µ0(σ) =

0, if σ > 1,
1−σ
2 , if 0<σ < 1,
1
2 −σ , if σ < 0.
(2.19)
Then for |t |> 1 and σ ∈ [a, b ] we have
ζ (s)a,b ,ε |t |µ0(σ)+ε. (2.20)
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Proof. Due to absolute (and uniform) convergence |ζ (s)| is bounded for any σ > σ0
with a fixed σ0 > 1 and any t ∈ R. On the left half-plane, σ < 0, we have by the
functional equation (2.3) and Stirling asymptotics (A.6) that ζ (s) = O(t 1/2−σ+ε). We
can now apply the Phragmén–Lindelöf Theorem (see [76, A5.8]) to conclude that µ0
has to be a convex function. The result follows. See [76, §2.12] for details.
The bound off the critical strip is of course sharp. Hence, any improvements
on µ0(σ) for σ ∈ (0,1) are called subconvex estimates. To this end, let us define
µ(σ) = inf{a ∈R : ζ (σ + i t ) = O(|t |a) as t →∞}.
Notice that by the functional equation we have
µ(σ)−µ(1−σ) = 1
2
−σ . (2.21)
In light of (2.21), the conjecture is that the convexity is the sharpest possible.
Lindelöf Hypothesis. For any ε > 0, we have as t →∞
ζ ( 12 + i t ) = O(|t |ε). (2.22)
In other words,
µ( 12 ) = 0.
It should be noted that Ernst Lindelöf (1870–1946) was a fellow Finn, who worked
on topology and complex analysis. His doctoral supervisor, Hjalmar Mellin (1854–
1933), also appears in this thesis in the form of the Mellin transform. It turns out that
Riemann Hypothesis actually implies the Lindelöf Hypothesis, but not the other way
around (as far as we know) [76, §5.5]. It is fairly painless to obtain µ( 12)≤ 1/4. The
first improvement on this was made by Weyl who showed that
ζ ( 12 + i t ) t 1/6 log3/2 t
through a method which requires estimates on exponential sums. This can be extended
to include σ other than 1/2, [100, Theorem 5.8]. The current best known result on
the critical line is due to Bourgain [8]. He shows that
ζ ( 12 + i t )ε t 53/342+ε.
For L-functions subconvexity is a more subtle matter. Apart from bounds in t we
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also have to consider the q -aspect. In our work the modulus is always fixed so we
will not deal with the q -aspect further. In the t -aspect subconvexity of degree two
L-functions is a crucial component of the QUE conjecture. This will be discussed
further in Chapter 7.
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Chapter 3
Discrete Mean Values of Dirichlet
L-functions
Mean values play an important role in analytic number theory. This is because often
enough knowledge about mean values allows one to deduce concrete pointwise results
about the value distribution of the corresponding function. For example, the Lindelöf
Hypothesis is equivalent to estimating the integral moments of ζ on the critical line.
Lemma 3.1 ([100, (13.2.1)]). Lindelöf Hypothesis is equivalent to having the estimates
1
T
∫ T
1
|ζ ( 12 + i t )|2k d t = O(T ε),
for all k ∈N and ε > 0.
This is a difficult problem and the required bound is currently established only for
k = 1 and k = 2 by Hardy and Littlewood [38] and Ingham [51], respectively. Gonek
[32, Theorem 2] proved the following mean value for α ∈R, |α| ≤ (logT )/2pi,
∑
0<γ≤T
|ζ ( 12 + i(γ +2piα/ logT )|2 =

1−

sinpiα
piα
2 T
2pi
log2 T +O(T log7/4 T ), (3.1)
from which we can get an estimate on large gaps between non-trivial zeros of ζ [70],
limsup
γ
(γ ′− γ ) logγ
2pi
> 1.9,
where γ ′ and γ > 0 denote consecutive ordinates of non-trivial zeros.
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The value distribution of ζ (s) and L(s ,χ ) has a long history and has recently
attracted attention in for example [29], [33], [97]. A typical focus for investigation
for these functions is the distribution of their zeros. In 1976 Fujii [27] showed that
a positive proportion of zeros of L(s ,ψ)L(s ,χ ) are distinct, where the characters are
primitive and not necessarily of distinct moduli. A zero of the product is said to be
distinct if it is a zero of only one of the two, or if it is a zero of both then it occurs with
different multiplicities for each function.
It is, in fact, believed that all zeros of Dirichlet L-functions to primitive characters
are simple, and that two L-functions with distinct primitive characters do not share
any non-trivial zeros at all. This comes from the Grand Simplicity Hypothesis (GSH),
see [88]. The hypothesis is that the set
{γ ≥ 0 : L( 12 + iγ ,χ ) = 0 and χ is primitive}
is linearly independent overQ. Since we are counting with multiplicities, it is implicit
in the statement of the GSH that all zeros of Dirichlet L-functions are simple, and that
γ 6= 0, i.e. L( 12 ,χ ) 6= 0. We know unconditionally that a positive proportion (35%) of
the zeros of L(s ,χ ) are simple [2]. Conrey, Iwaniec, and Soundararajan [20] prove that
56% of all zeros of L(s ,χ ) are simple when averaged over the family of all Dirichlet
characters χ in a suitable way. Under the GRH it was shown by Chandee et al. [13]
that the proportion of simple zeros for one L(s ,χ ) can be strengthened to 91% if χ is
primitive.
A similar result is expected for an even bigger class of functions. Murty and Murty
[72] proved that two functions of the Selberg class S cannot share too many zeros
(counted with multiplicity). They show that if F , G ∈S then F = G provided that
|ZF (T )∆ZG(T )|= o(T ),
where ZF (T ) denotes the set of zeros of F (s) in the region Re s ≥ 1/2 and |Im s | ≤ T ,
and ∆ is the symmetric difference. Booker [5] proves unconditionally that degree two
L-functions associated to classical holomorphic newforms have infinitely many simple
zeros.
Apart from looking at the zeros, there has also been investigation into the a-values
of ζ and L(s ,χ ), that is, the distribution of s such that ζ (s) = a (or L(s ,χ ) = a) for
some fixed a ∈C. Garunkštis and Steuding [30] prove a discrete average for ζ ′ over
the a-values of ζ , which implies that there are infinitely many simple a-points in the
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critical strip. On the critical line, however, we do not even know whether there are
infinitely many a-points. For further results on the distribution of simple a-points
see [34]. On the other hand, we can also look at points where ζ (s) (or L(s ,χ )) has a
specific fixed argument ϕ ∈ (−pi,pi]. In [56] the authors prove that ζ takes arbitrarily
large values with argument ϕ, i.e.
max
0<t≤T
Arg(ζ (1/2+i t ))=ϕ
|ζ ( 12 + i t )|  (logT )5/4.
In this work we compare the values or the arguments of two Dirichlet L-functions
at a specific set of sample points. We choose these points to be either the Riemann
zeros, β+ iγ , or a horizontal shift of them. We will prove two results in this direction
depending on whether we are on the critical line or not.
Theorem 3.2. Assume the Riemann Hypothesis, i.e. β= 12 . Let χ1, χ2 be two primitive
Dirichlet characters modulo distinct primes q and `, respectively. Let σ ∈ ( 12 , 1). Then, for
a positive proportion of the non-trivial zeros of ζ (s ) with γ > 0, the values of the Dirichlet
L-functions L(σ + iγ ,χ1) and L(σ + iγ ,χ2) are linearly independent over R.
Remark 3.1. If the values L(σ + iγ ,χ1) and L(σ + iγ ,χ2) are linearly independent
over R, then in particular their arguments are different.
Theorem 3.3. Two Dirichlet L-functions with primitive characters modulo distinct primes
attain different values at cT non-trivial zeros of ζ (s) up to height T , for some positive
constant c.
Remark 3.2. In Theorem 3.3 we fail to obtain a positive proportion and we expect
this to be a limitation of the method used. Garunkštis and Kalpokas [28] look at the
mean square of a single Dirichlet L-function at the zeros of another, and show that it
is non-zero for at least cT of the zeros for some explicit c > 0. On the other hand,
attempting to introduce a mollifier to overcome this limitation does not seem hopeful
either. Martin and Ng [68] evaluate the mollified first and second moments of L(s ,χ )
in arithmetic progressions on the critical line and prove that at least T (logT )−1 of
the values are non-zero, which misses a positive proportion by a logarithm. This was
extended to a positive proportion by Li and Radziwiłł [64]. However, their method
relies on the strong rigidity of the arithmetic progression and fails when the sequence
is slightly perturbed.
Remark 3.3. We assume that the conductors of χ1 and χ2 are primes in order to make
the notation simpler. It should be possible to generalise our results to the case when
the conductors are coprime or have distinct prime factors.
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A main ingredient in the proofs is the Gonek–Landau formula and results derived
from it. In 1911 Landau [60] proved that for a fixed x > 1,
∑
0<γ≤T
xρ =− T
2pi
Λ(x)+O(logT ), (3.2)
as T →∞. Here the sum runs over the positive imaginary parts of the Riemann zeros.
What is striking in this formula is that the right-hand side grows by a factor of T only
if x is a prime power. This version of Landau’s formula is of limited practical use since
the estimate is not uniform in x. Gonek [32] proved a version of Landau’s formula
which is uniform in both x and T :
Lemma 3.4 (Gonek–Landau Formula). Let x, T > 1. Then∑
0<γ≤T
xρ =− T
2pi
Λ(x)+O (x log2xT log log3x)
+O

log x min

T ,
x
〈x〉

+O

log2T min

T ,
1
log x

,
(3.3)
where 〈x〉 denotes the distance from x to the nearest prime power other than x itself.
If one fixes x then this reduces to the original result of Landau as T →∞. As an
application of Lemma 3.4 Gonek proves (under the RH) the mean value (3.1).
For Theorem 3.3 we need a modified version of the Gonek–Landau formula for
integrals, see [29].
Lemma 3.5 (Modified Gonek Lemma). Suppose that
∑∞
n=1 a(n)n
−s converges for σ > 1
and a(n) = O(nε). Let a = 1+ log−1 T . Then
1
2pii
∫ a+iT
a+i
 m
2pi
s
Γ (s)exp

δ
pii s
2
 ∞∑
n=1
a(n)
n s
d s
=

∑
n≤T m2pi
a(n)exp

−2pii n
m

+O(maT 1/2+ε), if δ =−1,
O(ma), if δ =+1.
3.1 Proof of Theorem 3.2
The proof will follow the steps of [32, Theorem 2] and [78, Theorem 1.9] for the
Riemann zeta function and GL2 L-functions.
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Two non-zero complex numbers z and w are linearly independent over the reals is
equivalent to the quotient z/w being non-real, or that |zw − zw|> 0. For us z and w
are values of Dirichlet L-functions. Instead of looking at these functions at a single
point, we will average over multiple points with a fixed real part σ ∈ ( 12 , 1) and the
imaginary part at the height of the Riemann zeros.
We are assuming the RH purely because it makes the proof simpler as expressions
of the form xρ become easier to deal with if we know the real part explicitly. On the
other hand, the distribution of these specific points does not seem to have any impact
on the rest of the proof. We suspect that the RH is not an essential requirement. In fact,
following [33], it might be possible to obtain the result without the RH by integrating
ζ ′
ζ
(s −σ)B(s , P )L(s ,χ1)L(s ,χ2)
over a suitable contour. This picks the desired points as residues of the integrand
yielding the required sum. This idea is also used in the proof of Theorem 3.3.
The proof will be divided into three propositions after which the main result follows
easily. In the first proposition we want to calculate discrete mean values of sums of
terms of the type L(σ + iγ ,χ1)L(σ + iγ ,χ2) and its complex conjugate. If we subtract
one of these mean values from the other then each term is non-zero precisely when the
two numbers are linearly independent over the reals. Hence we need to prove that the
two mean values are not equal, which is the content of Proposition 3.8. Finally, we get
the main result by applying the Cauchy–Schwarz inequality to the difference of the
mean values. Because of this we also need to estimate a sum of squares of the absolute
values of the above quantities, that is,
|L(σ + iγ ,χ1)L(σ + iγ ,χ2)− L(σ + iγ ,χ1)L(σ + iγ ,χ2)|2.
This is done in Proposition 3.7.
The first obstacle in our proof is that the mean values are complex conjugates. To
show that the difference is non-zero leads to determining whether Im L(2σ ,χ1χ 2) 6= 0,
which does not always hold. Thus we need to introduce some kind of weighting in
order to shove these sums off balance. We do this by multiplying by a finite Dirich-
let polynomial, B(s , P ), which cancels some terms from either of the L-functions,
depending on which mean value we are considering. We define
B(s , P ) =
∏
p≤P
(1−χ1(p)p−s )(1−χ2(p)p−s ) (3.4)
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for some fixed prime P , depending only on q and `, to be determined in Proposition 3.8.
Let us also assume that this Dirichlet polynomial has the expansion
B(s , P ) =
∑
n≤R
cnn
−s ,
for some R depending on P . Since |cp | ≤ 2 for any prime p, we have for all n that
|cn| ≤ 2P . (3.5)
Remark 3.4. It should be possible to simplify the proof by replacing B(s , P ) with
(1−χ1(`)`−s )(1−χ2(q)q−s ).
Let N (T ) be the counting function defined in (2.6). We prove the following propo-
sitions.
Proposition 3.6. Assume the Riemann Hypothesis. Fix σ ∈ ( 12 , 1). Then, with s = σ+ iγ ,
we have ∑
0<γ≤T
B(s , P )L(s ,χ1)L(s ,χ2)∼N (T )
∞∑
n=1
dnχ 2(n)
n2σ
, (3.6)
and ∑
0<γ≤T
B(s , P )L(s ,χ1)L(s ,χ2)∼N (T )
∞∑
n=1
enχ 1(n)
n2σ
, (3.7)
where
B(s , P )L(s ,χ1) =
∞∑
n=1
dn
n s
, B(s , P )L(s ,χ2) =
∞∑
n=1
en
n s
,
and γ runs through the ordinates of the non-trivial zeros of ζ .
Proposition 3.7. Fix σ ∈ ( 12 , 1). Suppose s = σ + iγ and let
A(γ ) = B(s , P )
 
L(s ,χ1)L(s ,χ2)− L(s ,χ1)L(s ,χ2)

.
Then, under the Riemann Hypothesis,∑
0<γ≤T
|A(γ )|2N (T ), (3.8)
where γ runs through the ordinates of the non-trivial zeros of ζ .
Proposition 3.8. Fix σ ∈ ( 12 , 1). Under the Riemann Hypothesis we can find a prime P
such that ∑
0<γ≤T
A(γ )∼C ·N (T ), (3.9)
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for some non-zero constant C . Here γ runs through the ordinates of the non-trivial zeros
of ζ .
Proof of Theorem 3.2. By the Cauchy–Schwarz inequality and Propositions 3.7 and 3.8
we have ∑
0<γ≤T
A(γ )6=0
1≥ |
∑
0<γ≤T A(γ )|2∑
0<γ≤T |A(γ )|2
 |C |
2N (T )2
N (T )
= |C |2N (T ). (3.10)
This proves that a positive proportion of the A(γ )’s are non-zero; in particular, for the
same γ ’s, L(s ,χ1) and L(s ,χ2) are linearly independent over the reals.
3.1.1 Proof of Proposition 3.6
As the dn’s contain only products of characters, we have dn = O(1) (see proof of
Proposition 3.8 for the calculation). In particular they define a multiplicative arithmetic
function. We define, for a fixed t ,
B(s , P )
∑
n≤
Ç
q`t
2pi
χ1(n)n
−s =
∑
n≤R
Ç
q`t
2pi
d ′nn
−s .
We have
dn =
∑
n=k m
ckχ1(m), (3.11)
and hence for n ≤ R
q
q`t
2pi
d ′n =
∑
n=k m
k≤R
ckχ1(m). (3.12)
From this it follows that dn = d
′
n for n ≤
q
q`t
2pi . We also need to show that d
′
n  1.
Let p1, . . . , ph , for some h > 1, denote all the primes below P in an increasing order.
Define eP = p1 · · · ph P . From the product representation of B(s , P ), equation (3.4), we
see that cn = 0 for n > 1, if n contains any prime factors greater than P . Thus, write
n = pα11 · · · pαhh Pα0ν = n′ν for some αi ≥ 0. Then
d ′n =
∑
k|n′
k<R
ckχ1
n′
k
ν

= χ1(ν)d
′
n′ .
Thus it suffices to consider n with prime factors only up to P . Since B(s , P ) has a
finite Euler product of degree two we have cp j = 0 for any prime p and j ≥ 3. So
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we can suppose that n = pα11 · · · pαhh Pα0 , where 0 ≤ αi ≤ 2 for all i ≤ h. The number
of summands in (3.12) is then at most 3h+1. By (3.5), we find that |d ′n| ≤ 2P 3h+1. In
particular, d ′n 1 as required.
The approximate functional equation (2.18) for χ1 with ∆=
p
` gives
L(s ,χ1) =
∑
n≤
Ç
q`t
2pi
χ1(n)n
−s +X (s ,χ1)
∑
n≤p q t2pi`
χ 1(n)n
s−1 +O(t−σ/2 log t + t−1/4),
where
X (s ,χ ) = "(χ )
 q
pi
1/2−s Γ   1−s+a2 
Γ
  s+a
2
 .
Similarly for χ2 with ∆=
pqR we get
L(s ,χ2) =
∑
n≤R
Ç
q`t
2pi
χ2(n)n
−s +X (s ,χ2)
∑
n≤1R
Ç
`t
2piq
χ 2(n)n
s−1 +O(t−σ/2 log t + t−1/4).
We can now expand the left-hand side in (3.6) to∑
0<γ≤T
B(s , P )
×
 ∑
n≤
Ç
q`γ
2pi
χ1(n)n
−s +X (s ,χ1)
∑
n≤p qγ2pi`
χ 1(n)n
s−1 +O(γ−σ/2 logγ + γ−1/4)

×
 ∑
n≤R
Ç
q`γ
2pi
χ 2(n)n
−s +X (s ,χ2)
∑
n≤1R
Ç
`γ
2piq
χ2(n)n
s−1 +O(γ−σ/2 logγ + γ−1/4)

.
(3.13)
Denote the sum with χ1 and χ 2 by M (T ). We will take care of the other sums at the
end of the proof. The main term comes from the diagonal entries of M (T ). First, write
M (T ) =
∑
0<γ≤T
B(s , P )
∑
n≤
Ç
q`γ
2pi
χ1(n)n
−s ∑
m≤R
Ç
q`γ
2pi
χ 2(m)m
−s
=
∑
0<γ≤T
∑
n≤R
Ç
q`γ
2pi
d ′nn
−σ−iγ ∑
m≤R
Ç
q`γ
2pi
χ 2(m)m
−σ+iγ .
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Then we separate the diagonal terms
M (T ) =
∑
0<γ≤T
 ∑
n≤R
Ç
q`γ
2pi
d ′nχ 2(n)
n2σ
+
R
Ç
q`γ
2pi∑
n 6=m
d ′mχ 2(n)
(nm)σ
 n
m
iγ
= Z1 +Z2. (3.14)
The asymptotics in (3.6) come from Z1. We have
Z1 =
∑
0<γ≤T
 ∞∑
n=1
dnχ 2(n)
n2σ
−∑
n>R
Ç
q`γ
2pi
dnχ 2(n)
n2σ
+
∑
n≤R
Ç
q`γ
2pi
(d ′n − dn)χ 2(n)
n2σ

= N (T )
∞∑
n=1
dnχ 2(n)
n2σ
+C1 +C2.
We need to estimate C1 and C2. For C1 we have
C1
∑
0<γ≤T
∑
n>pγ
n−2σ ∑
0<γ≤T
γ 1/2−σ = o(N (T )).
Similarly,
C2
∑
0<γ≤T
∑
n>
Ç
q`γ
2pi
n−2σ = o(N (T )).
To estimate Z2 we wish to exchange the order of summation and apply the Gonek–
Landau formula (3.3). Splitting and rewriting Z2 in terms of the zeros of ζ we get
Z2 =
∑
0<γ≤T
∑
n≤R
Ç
q`γ
2pi
∑
m<n

d ′mχ 2(n)
nσ+1/2mσ−1/2
 n
m
1/2+iγ
+
d ′nχ 2(m)
nσ+1/2mσ−1/2
 n
m
1/2+iγ
=
∑
n≤R
Ç
q`T
2pi
∑
m<n
∑
2pin2
q`R2
≤γ≤T

d ′mχ2(n)
nσ+1/2mσ−1/2
 n
m
ρ
+
d ′nχ 2(m)
nσ+1/2mσ−1/2
 n
m
ρ
.
To apply the Gonek–Landau formula we split the innermost sum to 0< γ ≤ T and
0< γ ≤ 2pin2/q`R2. Hence, we can write
Z2 = Z21 +Z22 +Z23 +Z24 +Z25,
with
Z21 =− T2pi
∑
n≤R
Ç
q`T
2pi
∑
m<n
d ′mχ 2(n)+ d ′nχ 2(m)
nσ+1/2mσ−1/2
Λ
 n
m

,
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Z22
∑
n≤R
Ç
q`T
2pi
∑
m<n
n2Λ(n/m)
nσ+1/2mσ−1/2
,
Z23
∑
n≤R
Ç
q`T
2pi
∑
m<n
1
nσ+1/2mσ−1/2
n
m
log
2nT
m
log log
3n
m
,
Z24
∑
n≤R
Ç
q`T
2pi
∑
m<n
1
nσ+1/2mσ−1/2
log
n
m
min

T ,
n/m
〈n/m〉

,
and
Z25 logT
∑
n≤R
Ç
q`T
2pi
∑
m<n
1
nσ+1/2mσ−1/2
min

T ,
1
log(n/m)

.
We begin by estimating Z21. The only non-vanishing terms are with m|n. Thus we
write n = k m and obtain
Z21 T2pi
∑
k≤R
Ç
q`T
2pi
∑
m< Rk
Ç
q`T
2pi
Λ(k)
kσ+1/2m2σ
 T
2pi
∑
k≤R
Ç
q`T
2pi
kε−σ−1/2
∑
m<Rk
Ç
q`T
2pi
m−2σ ,
since Λ(k) kε for any ε > 0. Since both sums are partial sums of convergent series
we get Z21 = O(T ). Working similarly with Z22 gives
Z22
∑
k≤R
Ç
q`T
2pi
∑
m< Rk
Ç
q`T
2pi
Λ(k)
kσ−3/2m2σ−2
∑
k≤R
Ç
q`T
2pi
k3/2−σ+ε
∑
m<Rk
Ç
q`T
2pi
m2−2σ
∑
k≤R
Ç
q`T
2pi
k3/2−σ+ε
T 1/2
k
3−2σ
+ 1

 T 3−2σ2 ∑
kT 1/2
kσ−3/2+ε = O(T ).
For Z23 we get
Z23 logT log logT
∑
n≤R
Ç
q`T
2pi
1
nσ−1/2
∑
m<n
1
mσ+1/2
 logT log logT ∑
n≤R
Ç
q`T
2pi
1
nσ−1/2
= o(N (T )).
In order to estimate Z24 we write n = u m + r , where −m/2< r ≤ m/2. Hence
D
u +
r
m
E
=
 |r |m , if u is a prime power and r 6= 0,≥ 12 , otherwise. (3.15)
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Let c = R
p
q`/2pi then n/m ≤ n ≤ cpT , and so
Z24 logT
∑
n≤cT 1/2
∑
m<n
1
nσ+1/2mσ−1/2
n
m
1
〈n/m〉
 logT ∑
m≤cT 1/2
∑
u≤bcT 1/2/mc+1
∑
− m2 <r≤ m2
1
mσ+1/2(u m + r )σ−1/2
1
〈u + rm 〉
,
and then evaluate the sum over r depending on whether u is a prime power or not to
get
 logT ∑
m≤cT 1/2
∑
u≤bcT 1/2/mc+1

Λ(u)
m log m
mσ+1/2(u m)σ−1/2
+
m
mσ+1/2(u m)σ−1/2

 logT ∑
m≤cT 1/2
log m
m2σ−1
∑
ucT 1/2/m
uε
uσ−1/2
= O(T ).
Finally, for Z25 set m = n− r , 1≤ r ≤ n− 1. So in particular
log
n
m
>− log

1− r
n

>
r
n
.
Hence,
Z25 logT
∑
n≤cT 1/2
∑
1≤r<n
1
nσ+1/2(n− r )σ−1/2
n
r
 logT ∑
n≤cT 1/2
1
nσ−1/2
∑
r≤n−1
1
r
= O(T ).
It remains to estimate all the other terms in (3.13). By repeating the analysis done for Z1
and Z2 we obtain the following estimates∑
0<γ≤T
 ∑
n≤R
Ç
q`γ
2pi
d ′nn
−σ−iγ
2N (T ), (3.16)
and ∑
0<γ≤T
 ∑
n≤R
Ç
q`γ
2pi
χ 2(n)n
−σ+iγ
2N (T ). (3.17)
With trivial changes to the above argument we get,
∑
0<γ≤T
 ∑
n≤p qγ2pi`
χ1(n)n
σ−1+iγ
2 T σ−1/2N (T ), (3.18)
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and ∑
0<γ≤T
 ∑
n≤1R
Ç
`γ
2piq
χ 2(n)n
σ−1−iγ
2 T σ−1/2N (T ). (3.19)
We also need to estimate the order of growth of the derivative in t of |X (s ,χ )|2. First,
notice that |"(χ )|= 1, so
|X (s ,χ )|=
 q
pi
1/2−σ Γ 1− s + a2
Γ  s + a2 
−1.
By Stirling asymptotics
|X (s ,χ )|2 ∼Aγ 1−2σ
 q
pi
1−2σ
, (3.20)
as Γ (z) = Γ (z), where A is some non-zero constant. Thus, with ψ= Γ ′/Γ ,
d
dγ
|X (s ,χ )|2 = |X (s ,χ )|2 i
2

ψ

1−s+a
2

−ψ 1−s+a2 +ψ s+a2 −ψ   s+a2 
= |X (s ,χ )|2 i
2

2i

arg

1−s+a
2

− arg   s+a2 +O(γ−2)
 γ 1−2σ

O(γ−1)+O(γ−2)

 γ−2σ , (3.21)
by a standard estimate on ψ (A.7) and the Taylor expansion of arccot. Let
S(T ) =
∑
0<γ≤T
|X (σ + iγ ,χ1)|2
∑
n≤R
cnn
−σ−iγ
2 ∑
n≤p qγ2pi`
χ1(n)n
σ−1+iγ
2.
We use summation by parts, (3.21), (3.18), and (3.19) to see that
S(T ) = |X (σ + iT ,χ1)|2
∑
0<γ≤T
 ∑
n≤p qγ2pi`
χ1(n)n
σ−1+iγ
2
−
∫ T
1
∑
0<γ≤t
 ∑
n≤p qγ2pi`
χ1(n)n
σ−1+iγ
2 dd t |X (σ + i t ,χ1)|2 d t ,
which simplifies to
S(T ) T 1−2σT σ−1/2N (T )+
∫ T
1
tσ−1/2N (t )t−2σ d t .
The first term is clearly o(N (T )). For the integral we use the fact that N (t ) = O(t log t )
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to estimate it as ∫ T
1
t 1/2−σ log t d t  T 3/2−σ+ε.
Hence we have that S(T ) = o(N (T )), and similarly
∑
0<γ≤T
|X (σ + iγ ,χ 2)|2
 ∑
n≤1R
Ç
`γ
2piq
χ 2(n)n
σ−1−iγ

2
 T 3/2−σ+ε = o(N (T )).
Finally we use the Cauchy–Schwarz inequality, (3.16), (3.17), and the above two equa-
tions to estimate all other terms in (3.13) as o(N (T )).
3.1.2 Proof of Proposition 3.7
Since B(s , P ) is a finite Dirichlet polynomial it is bounded independently of T . Thus,
to estimate
∑
γ≤T |A(γ )|2, it suffices to estimate∑
0<γ≤T
|L(s ,χ1)|2|L(s ,χ2)|2 = O(N (T )). (3.22)
The approximate functional equation for L(s ,χ1), as in the proof of Proposition 3.6,
gives
L(s ,χ1) =
∑
n≤
Ç
q`t
2pi
χ1(n)n
−s +X (s ,χ1)
∑
n≤p q t2pi`
χ 1(n)n
s−1 +O(t−σ/2 log t + t−1/4)
=W1 +X (s ,χ1)W2 +O(t
−σ/2 log t )+O(t−1/4).
Similarly,
L(s ,χ2) = Y1 +X (s ,χ2)Y2 +O(t
−σ/2 log t )+O(t−1/4),
where
Y1 =
∑
n≤
Ç
q`t
2pi
χ2(n)n
−s , Y2 =
∑
n≤
Ç
`t
2piq
χ 2(n)n
s−1.
We have∑
0<γ≤T
Y1Y 1W1W 1 =
∑
0<γ≤T
∑
m,n,µ,ν≤
Ç
q`γ
2pi
χ1(m)χ2(n)χ 1(µ)χ 2(ν)
(mnµν)σ
 µν
mn
iγ
. (3.23)
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Again, we consider the diagonal terms separately from the rest of the sum. The number
of solutions to mn =µν = r is at most the square of the number of divisors of r , d (r )2.
Thus
∑
0<γ≤T
(q`γ/2pi)1/2∑
mn=µν
χ1(m)χ2(n)χ 1(µ)χ 2(ν)
(mn)2σ
∑
0<γ≤T
∞∑
r=1
d (r )2
r 2σ
N (T ), (3.24)
since the inner series converges. For the off-diagonal terms set µν = r and mn = s .
We can treat the cases s < r and s > r separately. In the following analysis we assume
m, n, µ, ν ≤ (q`T /2pi)1/2. Consider first the terms with s < r in (3.23). We have that
Z2 =
∑
r≤q`T /2pi
∑
s<r
∑
m|s ,µ|r
χ1(m)χ2(s/m)χ 1(µ)χ 2(r/µ)
r σ sσ
∑
K≤γ≤T
 r
s
iγ
, (3.25)
where K = min(T , (2pi/q`)max(m2, s 2/m2,µ2, r 2/µ2)). Applying Gonek–Landau
Formula (3.4) to Z2 gives
Z2 =
∑
rT
∑
s<r
∑
m|s ,µ|r
χ1(m)χ2(s/m)χ 1(µ)χ 2(r/µ)
r σ+1/2 sσ−1/2
 ∑
0<γ≤T
 r
s
ρ−∑
0<γ<K
 r
s
ρ!
= Z21,2 +Z23 +Z24 +Z25,
with
Z21,2 =
∑
rT
∑
s<r
∑
m|s ,µ|r
χ1(m)χ2(s/m)χ 1(µ)χ 2(r/µ)
r σ+1/2 sσ−1/2
K −T
2pi
Λ
 r
s

,
Z23
∑
rT
∑
s<r
∑
m|s ,µ|r
1
r σ+1/2 sσ−1/2
r
s
log
2T r
s
log log
3r
s
,
Z24
∑
r≤cT
∑
s<r
∑
m|s ,µ|r
χ1(m)χ2(s/m)χ 1(µ)χ 2(r/µ)
r σ+1/2 sσ−1/2
log
r
s
min

T ,
r/s
〈r/s〉

,
and
Z25
∑
rT
∑
s<r
∑
m|s ,µ|r
1
r σ+1/2 sσ−1/2
log2T min

T ,
1
log(r/s)

.
For Z21,2 we set r = s k. Since d (x) xε and K ≤ T , we get
Z21,2 T
∑
kT
∑
sT /k
Λ(k)kε s ε
kσ+1/2 s 2σ
= O(T ).
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We also have
Z23 logT log logT
∑
rT
r ε
r σ−1/2
∑
s<r
s ε
sσ+1/2
 logT log logT ∑
rT
r ε
r σ−1/2
= o(N (T )).
We can rewrite Z24 as
∑
r≤cT
(χ1 ∗χ2)(r )
r σ+1/2
∑
s<r
(χ1 ∗χ2)(s)
sσ−1/2
log
r
s
min

T ,
r/s
〈r/s〉

, (3.26)
where ∗ denotes the Dirichlet convolution. Let r = u s + t , where −s/2 < t ≤ s/2,
and separate the terms where u is not a prime power to Z24,1, and denote the remaining
terms by Z24,2. We use (3.15) to see that
Z24,1
∑
s≤cT
∑
ucT /s+1
∑
|t |<s/2
s ε(u s + t )ε
sσ+1/2(u s + t )σ−1/2
log

u +
t
s

. (3.27)
Rewriting yields
Z24,1 logT
∑
s≤cT
s 2ε
s 2σ
∑
ucT /s+1
∑
|t |<s/2

u +
t
s
1/2−σ+ε
.
The terms in u can be bound from above by (u − 1)1/2−σ+ε. Thus
Z24,1 logT
∑
s≤cT
s 1+2ε−2σ
 cT
s
3/2−σ+ε
 T 3/2−σ+εT 1/2−σ+ε logT = O(N (T )).
For Z24,2 let
′ in summation denote that the sum extends only over prime powers. We
need to estimate
∑
s≤cT
∑′
u≤b cTs c+1
∑
06=|t |<s/2
(χ1 ∗χ2)(u s + t )(χ1 ∗χ2)(s)
(u s + t )σ+1/2 sσ−1/2
log

u +
t
s

min

T ,
u s + t
|t |

as O(N (T )). This can be rewritten as
∑
s≤cT
(χ1 ∗χ2)(s)
s 2σ
∑′
u≤b cTs c+1
∑
0 6=|t |<s/2
(χ1 ∗χ2)(u s + t )
(u + ts )
σ+1/2
log

u +
t
s

min

T ,
u s + t
|t |

.
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By taking absolute values and using the triangle inequality we find that
Z24,2 log2 T
∑
sT
s 2ε−2σ+1
∑
uT /s
u1/2−σ+ε
 T 3/2−σ+ε log2 T ∑
sT
s ε−σ−1/2 = O(N (T )),
as required. It remains to estimate Z25. We use the same method as in Proposition 3.6.
Let s = r − k, and 1≤ k < r to get
Z25 logT
∑
rT
∑
k<r
1
r σ+1/2−ε(r − k)σ−1/2−ε
r
k
 logT ∑
rT
1
r σ−1/2−ε
∑
k<r
1
k
= o(N (T )).
Finally, if s > r we can consider the complex conjugate of (3.23) to obtain the same
estimate. The rest of the proof proceeds in the same way as in Proposition 3.6. We
obtain trivially the estimates ∑
0<γ≤T
|W1|4N (T ), (3.28)∑
0<γ≤T
|Y1|4N (T ). (3.29)
Also, by modifying the argument slightly we find that∑
0<γ≤T
|W2|4 T 2σ−1+εN (T ), (3.30)∑
0<γ≤T
|Y2|4 T 2σ−1+εN (T ). (3.31)
We also need to estimate the derivative of |X (s ,χ )|4. By estimate (3.21) from Proposi-
tion 3.6 we get
d
dγ
|X (s ,χ )|4 γ 1−2σγ−2σ  γ 1−4σ .
The rest of the proof now follows from estimating∑
0<γ≤T
|X (s ,χ1)|4|W2|4 = O(T 1−2σ+εN (T )),
and similarly for Y2, and applying the Cauchy–Schwarz inequality to the remaining
terms in the expansion of the product in (3.22).
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3.1.3 Proof of Proposition 3.8
Let
D =
∞∑
n=1
dnχ 2(n)
n2σ
, E =
∞∑
n=1
enχ 1(n)
n2σ
.
By Proposition 3.7 it is sufficient to show that D − E 6= 0. First, we need to com-
pute the dn and en’s explicitly. Let us denote the set of primes smaller than P by
P = {p1, p2, . . . , ph , P}. Suppose P is large enough so that q , ` ∈ P . The coeffi-
cients dn are defined by the Euler product∏
p≤P
(1−χ2(p)p−s )×
∏
p>P
∞∑
n=0
χ1(p
n)
pns
.
If p2 | n, p ∈P , then n disappears from the expansion, i.e. dn = 0. If n has no prime
factors from the set P , then we just get the usual coefficient from L(s ,χ1). On the
other hand, if some prime p ∈P divides n exactly once then it contributes −χ2(p).
Hence
dn =

χ1(n), if p - n for all p ∈P ,
(−1)kχ1
  n
pi1 ···pik

χ2(pi1 · · · pik ), if pi j ‖ n for pi j ∈P for all j ,
0 otherwise.
Similarly for en. Here p
α ‖ n denotes that pα is the largest power of p dividing n.
Hence for p > P the Euler factors of D are of the form
(1−χ1(p)χ 2(p)p−2σ )−1,
while for E one obtains the complex conjugate. On the other hand, for p ≤ P we have
1+ dpχ 2(p)p
−2σ + dp2χ 2(p
2)p−4σ + · · ·= 1−χ2χ 2(p)p−2σ = 1− p−2σ ,
unless p = `, and similarly for the second series. Now, suppose that D = E , then∏
p≤P
p 6=`
(1− p−2σ )∏
p>P
(1− (χ1χ 2)(p)p−2σ )−1 =
∏
p≤P
p 6=q
(1− p−2σ )∏
p>P
(1− (χ 1χ2)(p)p−2σ )−1.
We cancel out the common terms in the product over p < P , which yields
(1− q−2σ )z = (1− `−2σ )z,
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where
z =
∏
p>P
(1− (χ1χ 2)(p)p−2σ )−1.
Hence,
1− q−2σ
1− `−2σ =
z
z
.
Taking absolute values yields
1− q−2σ
1− `−2σ = 1,
which is a contradiction.
3.2 Proof of Theorem 3.3
We now sample the values of L(s ,χ ) at precisely the non-trivial zeros of ζ . In this case
we do not assume the RH. Off the critical line we used the method of Gonek–Landau
to prove linear independence. On the critical line, however, this becomes very difficult.
This is mainly because of the corresponding Z24 term in the first proposition. We get
Z24 =
∑
n≤X
∑
m<n
χ (m/n)
n
log
 n
m

min

T ,
n/m
〈n/m〉

,
where X = qT /2pi
p
logT . This should be o(N (T ) logT ), which seems to be very
difficult to prove. In the proof of Conrey, Ghosh, and Gonek [21] they make a
reduction to the discrete mean values of one L-function at a time. We have been unable
to find such a reduction in our case. Garunkštis, Kalpokas, and Steuding [29] presented
a more suitable method through contour integration and a modified Gonek Lemma
(see Lemma 3.5).
Denote the characters in Theorem 3.3 by χ1 and χ2 with distinct prime moduli q
and `. For any Dirichlet character ω modulo n, we denote the principal character
modulo n byω0. Moreover, put B(s , p) = p
s for some prime p to be determined later.
Then,
A(γ ) := B(ρ, p) (L(ρ,χ1)− L(ρ,χ2))
is non-zero precisely when the two L-functions assume distinct values. Let G(k ,χ ) be
the generalised Gauß sum as defined in (2.11).
Proposition 3.9. LetC be the rectangular contour with vertices at a+i , a+iT , 1−a+iT ,
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and 1− a + i with positive orientation, where a = 1+(logT )−1. Then we have
1
2pii
∫
C
ζ ′
ζ
(s)B(s , p)L(s ,χ1)d s ∼
C χ1T
2pi
log
T
2pi
, (3.32)
where
Cχ1 =
G(1,χ 1)G(−p,χ1)
q
,
and similarly for χ2.
Then, by the residue theorem, we get
∑
0<γ≤T
A(γ ) =
1
2pii
∫
C
ζ ′
ζ
(s)B(s , p) (L(s ,χ1)− L(s ,χ2)) d s .
Proposition 3.10. With the same contour as in Proposition 3.9, we have for j , j ′ ∈ {1,2}
that
1
2pii
∫
C
ζ ′
ζ
(s)L(s ,χ j )L(1− s ,χ j ′)d s  T log2 T .
This proposition gives us estimates for all the terms in
∑|A(γ )|2, since B(s , p) can
be bound independently of T . Finally, we have to prove that the difference coming
from Proposition 3.9 is non-zero.
Proposition 3.11. There is a prime p, different from q and `, such that Cχ1 −Cχ2 6= 0.
With these propositions we can prove Theorem 3.3 in the same way as in (3.10).
3.2.1 Proof of Proposition 3.9
We prove the proposition for χ1 as the case of χ2 is identical. Denote the integral
in (3.32) by I . Then
I =
∫ a+iT
a+i
+
∫ 1−a+iT
a+iT
+
∫ 1−a+i
1−a+iT
+
∫ a+i
1−a+i

ζ ′
ζ
(s)B(s , p)L(s ,χ1)d s
=I1 +I2 +I3 +I4.
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We can evaluate I1 explicitly to get
I1 =
∫ a+iT
a+i
ζ ′
ζ
(s)L(s ,χ1)p
s d s
=−i∑
n, m
Λ(n)χ1(m)
(mn p−1)a
∫ T
1
 p
mn
i t
d t
 ζ
′
ζ
(a)ζ (a)+T = O(T ),
where the second term comes from the case mn = p. For I2 we use the following
bounds (see [22, pg. 108]):
ζ ′
ζ
(σ + iT ) log2 T , if − 1≤ σ ≤ 2, |T | ≥ 1, (3.33)
and
L(σ + iT ,χ1) |T |1/2 log|T + 2|, if 1− a ≤ σ ≤ a, |T | ≥ 1. (3.34)
These yield I2 = O(T 1/2 log3 T ). Next we consider I3. Changing variables s 7→ 1− s
gives
I3 = −12pii
∫ a+iT
a+i
ζ ′
ζ
(1− s)L(1− s ,χ1)p1−s d s .
Conjugating and applying the functional equation (2.3) of ζ and (2.17) of L(s ,χ1) yields
I 3 = p2pii
∫ a+iT
a+i

ζ ′
ζ
(s)+
γ ′
γ
(s)

L(s ,χ1)∆(s ,χ1)p
−s d s ,
where
γ (s) =pi1/2−s
Γ
  s
2

Γ

1−s
2
 ,
and
∆(s ,χ1) =
 q
2pi
s 1
q
G(1,χ 1)Γ (s)
 
e−pii s/2 +χ 1(−1)epii s/2

.
Using the definition of ∆ to expand the above we find that
I 3 = p (F1 + · · ·+F4) ,
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where
F1 = G(1,χ 1)q
1
2pii
∫ a+iT
a+i
γ ′
γ
(s)

q
2pi p
s
Γ (s)exp

−pii s
2

L(s ,χ1)d s ,
F2 = χ 1(−1)G(1,χ 1)q
1
2pii
∫ a+iT
a+i
γ ′
γ
(s)

q
2pi p
s
Γ (s)exp

+
pii s
2

L(s ,χ1)d s ,
F3 = G(1,χ 1)q
1
2pii
∫ a+iT
a+i
ζ ′
ζ
(s)

q
2pi p
s
Γ (s)exp

−pii s
2

L(s ,χ1)d s ,
F4 = χ 1(−1)G(1,χ 1)q
1
2pii
∫ a+iT
a+i
ζ ′
ζ
(s)

q
2pi p
s
Γ (s)exp

+
pii s
2

L(s ,χ1)d s .
We rewriteF1 in the following way
F1 = G(1,χ 1)q
∫ T
1
γ ′
γ
(a + iτ)
× d

1
2pii
∫ a+iτ
a+i

q
2pi p
s
Γ (s)exp

−pii s
2

L(s ,χ1)d s

. (3.35)
By Lemma 3.5,
1
2pii
∫ a+iτ
a+i

q
2pi p
s
Γ (s)exp

−pii s
2

L(s ,χ1)d s
=
∑
n≤ τq2pi p
χ1(n)exp

−2pii n p
q

+O(τ1/2+ε).
We can separate the periods to write the sum as
q∑
a=1
χ1(a)exp

−2pii a p
q
 ∑
n≤ τq2pi p
n≡a mod q
1 =
τ
2pi p
G(−p,χ1)+O(1).
We integrate by parts in (3.35) and use the standard estimate
γ ′
γ
(s) = log
|t |
2pi
+O(|t |−1), |t | ≥ 1,
which follows from Stirling asymptotics. Thus
F1 =
Cχ1
2pi p
∫ T
1

log
τ
2pi
+O(τ−1)

d
 
τ+O(τ1/2+ε)

=
Cχ1T
2pi p
log
T
2pi
+O(T 1/2+ε).
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Similarly by Lemma 3.5,F2 is O(logT ), whileF4 = O(1). ForF3 we have
F3 = G(1,χ 1)q
1
2pii
∫ a+iT
a+i

q
2pi p
s
Γ (s)exp

−pii s
2

ζ ′
ζ
(s)L(s ,χ1)d s
=
−G(1,χ 1)
q
∑
mn≤ T q2pi p
Λ(m)χ1(n)exp

−2pii mn p
q

+O(T 1/2+ε).
Looking at the summation we decompose it as
∑
m≤ T q2pi p
Λ(m)
∑
n≤ T q2pi p m
χ1(n)exp

−2pii mn p
q

.
We separate the periods in the same way as forF1 and write the above sum as∑
m≤ T q2pi p
Λ(m)G(−m p,χ1) T2pi p m +O(T ).
We will show that the summation over m in fact converges. This means that we have
F3 = O(T ). To do this it suffices to consider∑
m≤X
Λ(m)χ 1(m)
m
.
Let
ψ(X ,χ 1) =
∑
m≤X
Λ(m)χ 1(m).
Then, by [22, pg. 123 (8)],
ψ(X ,χ 1) =−X
β
β
+O(X exp(−c(logX )1/2)),
where the term withβ comes from the Siegel zero of χ1 and c is some positive absolute
constant. However, since our q is fixed, we know that β is bounded away from 1.
Hence, with summation by parts we obtain
∑
m≤X
Λ(m)χ 1(m)
m
=
ψ(X ,χ 1)
X
+
∫ X
1
ψ(t ,χ 1)
t 2
d t = O(1)
as required. Finally I4 = O(1) as the integrand is analytic in a neighbourhood of the
line of integration.
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3.2.2 Proof of Proposition 3.10
We prove the case j = j ′ = 1 as the other cases are either similar or easier. Now, denote
the integral by I , i.e.
I = 1
2pii
∫
C
ζ ′
ζ
(s)L(s ,χ1)L(1− s ,χ 1)d s ,
and split it in the same way as in the proof of Proposition 3.9, so that
I =I1 + · · ·+I4.
We can write I1 as
I1 = 12pii
∫ a+iT
a+i
ζ ′
ζ
(s)L(s ,χ1)
2∆(s ,χ1)d s
=
G(χ 1)
2pii q
∫ a+iT
a+i
 q
2pi
s
Γ (s)

exp
−pii s
2

+χ 1(−1)exp

pii s
2

ζ ′
ζ
(s)L(s ,χ1)
2 d s
= E1 +E2.
By Lemma 3.5, E2 = O(1). Let us now estimate E1. We have
E1 =−G(χ 1)q
∑
mn≤T q2pi
d (n)χ1(n)Λ(m)exp

−2pii nm
q

+O(T 1/2+ε).
Denote the sum over m and n by S. As before, we first separate the periods
S =
q∑
a, b=1
χ1(a)exp

−2pii ab
q
 ∑
mn≤T q2pi
n≡a mod q
m≡b mod q
d (n)Λ(m).
Now sum over characters η of modulus q to get
S =
1
ϕ(q)
∑
ηmod q
q∑
a, b=1
χ1(a)η(a)exp

−2pii ab
q
 ∑
mn≤T q2pi
m≡b mod q
d (n)η(n)Λ(m)
=
1
ϕ(q)
∑
ηmod q
q∑
b=1
G(−b ,χ1η)
∑
mn≤T q2pi
m≡b mod q
d (n)η(n)Λ(m),
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and as before
=
1
ϕ(q)2
∑
η,ωmod q
G(−1,χ1η)
 ∑
mn≤T q2pi
d (n)η(n)Λ(m)ω(m)
 q∑
b=1
χ 1(b )η(b )ω(b ).
The sum over b is non-zero if and only ifω =ω0 and η= χ1; orω = χ1 and η= η0;
orω 6=ω0 and η= χ1ω. By Perron’s formula (see [76, A2.5])
−∑
mn≤T q2pi
d (n)η(n)Λ(m)ω(m) =
1
2pii
∫ a+i U
a−i U
L′
L
(s ,ω)L(s ,η)2
T q
2pi
s d s
s
+O

T log3 T
U

for some U with |U | ≤ T . Since our characters are fixed, we can use a Vinogradov-type
zero-free region [29, pg. 296]. That is, let b1 = 1− c1/(log t )3/4+ε (in fact, any power
smaller than 1 would do), then L(σ + i t ,χ1) has no zeros in the region σ ≥ b1. Here c1
is some positive absolute constant. By the approximate functional equation (2.18) and
Stirling asymptotics (A.6) we have uniformly for 0<σ < 1 and |t |> 1 that
L(σ + i t ,χ1) |t |
1−σ
2 log(|t |+ 1). (3.36)
Then, by shifting the contour we get
−∑
mn≤T q2pi
d (n)η(n)Λ(m)ω(m) = res
s=1
L′
L
(s ,ω)L(s ,η)2
T q
2pi
s 1
s
− 1
2pii
∫ b1+i U
a+i U
+
∫ b1−i U
b1+i U
+
∫ a−i U
b1−i U

L′
L
(s ,ω)L(s ,η)2
T q
2pi
s d s
s
+O

T log3 T
U

.
(3.37)
We need to find the residues in each of the three cases.
res
s=1
L′
L
(s ,ω0)L(s ,χ1)
2
T q
2pi
s 1
s
=−L(1,χ1)2 T q2pi ,
res
s=1
L′
L
(s ,χ 1)L(s ,η0)
2
T q
2pi
s 1
s
=
T q
2pi

ϕ(q)
q
2 L′
L
(1,χ 1) log
T q
2pi
+O(T ),
res
s=1
L′
L
(s ,ω)L(s ,χ1ω)
2
T q
2pi
s 1
s
= 0.
It remains to estimate the integrals on the right-hand side of (3.37). By (3.33) and (3.36)
we see that the first and third integrals yield O(T aU−b1 log4 U ). We split the second
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integral and estimate it as∫ b1+i
b1+i U
+
∫ b1−i
b1+i
+
∫ b1−i U
b1−i

L′
L
(s ,χ 1)L(s ,η0)
2
T q
2pi
s d s
s
= O(T b1 U 1−b1 log4 U +T b1 |b1− 1|−2),
where the second error term comes from the integral over the constant segment. It
suffices to choose U = T 1/2 as then
T aU−b1 log4 U  T e− 12 logT+ c12 (logT )1/4−ε+4 log logT ,
T b1 U 1−b1 log4 U  T e− c12 (logT )1/4−ε+4 log logT ,
and
T b1 |b1− 1|−2 T e−c1(logT )1/4−ε+(3/2+2ε) log logT ,
which are all O(T ). Therefore we conclude that I1 = O(T logT ).
Next up isI2. We use the convexity bound (2.20) adapted for Dirichlet L-functions,
which yields
L(σ + i t ,χ1)ε |t |µ0(σ)+ε,
where ε > 0, −1<σ < 2 (say) and |t |> 1. With this we can write
I2 = 12pii
∫ 1−a+iT
a+iT
ζ ′
ζ
(s)L(s ,χ1)L(1− s ,χ 1)d s

∫ 0
1−a
+
∫ 1
0
+
∫ a
1

log2 T T µ0(σ)+εT µ0(1−σ)+ε dσ .
Keeping in mind that σ ≤ a we get
I2 T a−1/2+ε log2 T +T 1/2+ε log2 T = O(T ).
For I3 we do the usual trick of mapping s 7→ 1− s . Taking complex conjugates leads to
I 3 = 12pii
∫ a+iT
a+i

ζ ′
ζ
(s)+
γ ′
γ
(s)

L(s ,χ1)
2∆(s ,χ1)d s .
As in Proposition 3.9 we split this up intoF1, . . . ,F4. Adding upF3 andF4 gives I1,
which is O(T logT ). As before,F2 does not contribute. So we have to estimateF1,
that is,
F1 = G(1,χ 1)q
∫ T
1

log
τ
2pi
+O(τ−1)

d

1
2pii
∫ a+iτ
a+i
L(s ,χ1)
2Γ (s)exp

−pii s
2

d s

.
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Working as in Proposition 3.9 we can write the inner integral (plus an error term) as
∑
n≤τq2pi
χ1(n)d (n)exp

−2pii n
q

.
This is O(τ logτ), which gives I3 = O(T log2 T ). It is not difficult to extend this to an
asymptotic estimate, but for our purposes the upper bound is sufficient. Trivially we
also have that I4 = O(1). Hence I = O(T log2 T ).
3.2.3 Proof of Proposition 3.11
By (2.14) and (2.12) we see that Cχ1 = Cχ2 if and only if χ1(p) = χ2(p). By the Chinese
Remainder Theorem and Dirichlet’s theorem for primes in arithmetic progressions we
can find a prime p different from q and ` that satisfies p ≡ 1 mod q and p ≡ a mod `, as
well as χ2(p) = χ2(a) 6= 1, since χ2 is non-principal. This gives 1 = χ1(p) = χ2(p) 6= 1,
which is a contradiction.
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Chapter 4
Spectral Theory in Hyperbolic Space
In this chapter we give an introduction and the statement of main results in the spectral
theory of automorphic forms in hyperbolic spaces. We split the treatment of hyperbolic
spaces in two and three dimensions to Sections 4.2 and 4.4, respectively. Since discrete
groups acting on the hyperbolic 3-space arise from the ring of integers of imaginary
quadratic fields, we give an introduction to this theory in Section 4.3.
4.1 Historical Motivation
Let us first motivate the introduction of non-holomorphic automorphic forms with
some historical remarks. Non-holomorphic automorphic forms, in particular Maaß
forms and Eisenstein series, are generalisations of holomorphic modular forms, where
the analyticity condition is replaced with the requirement of being an eigenfunction of
the Laplace operator. It turns out that certain modular (and automorphic) forms are
deeply connected to L-functions. Hecke [43] [4, Theorem 2.1] showed that given a
Dirichlet series
L( f , s) =
∞∑
n=1
an
n s
,
with polynomially bounded coefficients and a function f :H2 −→ C with Fourier
series
f (z) = a0 +
∞∑
n=1
ane
2pii nz/q ,
then f is a modular form of weight k and level q ≥ 2 for the group generated by
z 7→ −1/z and z 7→ z + q if and only if for Φ(s) = (2pi/q)−sΓ (s)L( f , s) we have that
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H1 Φ(s) + a0/s + γ/(k − s) has an analytic continuation to C as an entire function,
where γ =±1, and it is bounded in vertical strips;
H2 Φ satisfies a functional equation Φ(s) = γΦ(k − s).
Notice that with our normalisation the critical line is at Re s = k/2. If the coefficients an
are completely multiplicative, it follows that L( f , s) also has an Euler product in
the usual sense (degree one, as in Part I). This is not surprising for ζ and L(s ,χ ) as
their analytic continuation, and the functional equation, can be derived by writing
them as inverse Mellin transforms of modular forms. Recall our proof of the analytic
continuation of ζ in Lemma 2.3. The theta series introduced there,
θ(z) = 1+
∞∑
n=1
2epii n
2 z
is actually a weight 1/2 modular form for the congruence group Γ0(2) (see (4.3)), [31,
pg. 185]. Then
θ(z)2 =
∞∑
n=0
r (n)epii nz ,
where r (n) is the number of ways of writing n as a sum of two squares. The series θ2
is a weight 1 form [54, §14.3]. Similarly we could associate Dirichlet L-functions
with modular forms by introducing twists by Dirichlet characters [54, pg. 369, 31,
Theorem 1]. It is possible to also give theta series in terms of many other quadratic
forms that one is interested in number theory (for example, the Gauß circle problem
corresponds exactly to the function r (n)). These would yield for example the Dedekind
zeta function and its twists.
Hecke went much further than this. For the modular group SL2(Z), he fully
characterised the modular forms f of weight k corresponding to L-series which also
have an Euler product (in addition to the aforementioned properties H1 and H2) of
the form
L( f , s) =
∏
p
Lp( f , s),
where Lp( f , s ) is called the Euler factor of L at p. Actually, the Euler factor is of degree
two and can be written as
Lp( f , s) = (1− ap p−s + pk−1−2s )−1.
The crucial idea was to require that the modular forms are also eigenfunctions of certain
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operators Tp with
Tp f = ap f .
The operators Tp average f over multiple lattices and guarantee that the coefficients ap
are multiplicative. Nowadays we call Tp the Hecke operators. We will give precise
definitions in three dimensions in Section 4.4. All of this generalises to the case when
we replace modular forms with automorphic forms. In Chapter 7 one of the crucial in-
gredients is the behaviour of degree two L-functions associated to the Hecke–Maaß cusp
forms. On the other hand, we will also see how the Fourier coefficients of the gener-
alised eigenfunctions of ∆, the Eisenstein series, factorise in terms of the Dedekind
zeta function. This theme of matching modular/automorphic forms with L-functions
with nice properties was the precursor to the Langlands program and the functoriality
conjectures. It is a firm belief that all nice L-functions arise from suitable automorphic
forms [6].
4.2 Hyperbolic Plane
4.2.1 Hyperbolic Geometry in Two Dimensions
Most of the basic facts about hyperbolic geometry in this introduction can be found
for example in [53, 57] and so will mostly be used without explicit reference. Denote
the complex upper half-plane by
H2 = {z ∈C : Im z > 0}.
Equipped with the metric
d s 2 =
d x2 + d y2
y2
(4.1)
the upper half-plane becomes a model for the hyperbolic plane, which is a two di-
mensional Riemannian manifold of constant negative curvature -1. We can compute
lengths on H2 by integrating the line element (4.1). We see that the geodesics on H2
are Euclidean straight lines and semicircles orthogonal to the Euclidean boundary bR.
It is then possible to compute that the hyperbolic distance d onH2 is given by
cosh d (z, w) = 1+ 2u(z, w),
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where the function u :H2×H2 −→R+ is called a point-pair invariant, and it has the
explicit form
u(z, w) =
|z −w|2
4Im z Im w
.
Notice that u(z, w) is strictly a function of the distance d (z, w) only.
The orientation preserving isometries ofH2 can be described by Möbius transfor-
mations. The group G = SL2(R) with γ =
 
a b
c d
 ∈G acts onH2 by
γ z =
az + b
c z + d
, for any z ∈H2. (4.2)
This action is transitive in the sense that Gz = H2 for any z ∈ H2. By well-known
properties of Möbius transformations it follows that this action maps geodesics to
geodesics. We also note that dd z g z = (c z+d )
−2, where the factor |c z+d |−2 is called the
deformation of g at z. The matrices g and −g define the same transformations so we
can consider PSL2(R) = SL2(R)/{±I }. Actually, PSL2(R) is isomorphic to the group
of orientation preserving isometries ofH2. Together with conjugation z 7→ −z, these
generate all the isometries. In particular, the point-pair invariant is invariant under G,
that is for any g ∈G, u(g z, g w) = u(z, w) for any pair of points z, w ∈H2.
The G-invariant metric (4.1) gives rise to the volume measure
dµ(z) =
d x d y
y2
,
which is also G-invariant. There is an interesting phenomenon of hyperbolic geometry
that follows from the form of dµ(z). Consider a hyperbolic disc of radius r centered
at z. The circumference of this disc is L = 2pi sinh r , while its area is A= 4pi sinh2 r2 ,
[53, pg. 11]. Hence, L ∼ A as r → ∞. This is completely different from what
happens in Euclidean geometry. The consequence is that it becomes impossible to use
simple geometric arguments to obtain information about the error term in lattice point
problems. Spectral analysis of automorphic forms on the other hand has yielded the
strongest results known today.
We can classify the Möbius transformations depending on the way they act onH2.
There are three different types of transformations: translations, dilations and rotations.
These are called parabolic, hyperbolic and elliptic, respectively. We can also classify them
in terms of their fixed points or the trace of the corresponding matrix g ∈ G. Any
62
4 — Spectral Theory in Hyperbolic Space
g 6=±I has at least one and at most two fixed points in ÒH2.
g is parabolic ⇐⇒ g has one fixed point in bR ⇐⇒ |Tr g |= 2,
g is hyperbolic ⇐⇒ g has two distinct fixed points in bR ⇐⇒ |Tr g |> 2,
g is elliptic ⇐⇒ g has exactly one fixed point inH2 ⇐⇒ |Tr g |< 2.
Finally, we can always conjugate the matrices in SL2(R) so that parabolic, hyperbolic
and elliptic transformations with given fixed points can be brought to the following
forms 
1 n
1

,

λ
λ−1

,

cosθ − sinθ
sinθ cosθ

,
respectively. In the above we assume that λ 6= 1 and λ > 0. Also, isometries map
geodesics to geodesics and in particular the geodesic joining the two fixed points of a
hyperbolic element g is mapped to itself by g .
Remark 4.1. In anticipation of some of the more general discussion in the following
chapters, we remark that the hyperbolic plane is also a rank one symmetric space. To
see this let G = SL2(R) and consider the maximal compact subgroup K = SO(2) of G,
which can be identified as the stabiliser of the point i . Hence, with the diffeomorphism
g 7→ g i we have that G/K ∼= H2. Since H2 has negative curvature, the rank of the
symmetric space is one. In fact any hyperbolic n-space is a rank one symmetric space.
The Laplace–Beltrami operator ∆ on H2 is derived from the metric and can be
written as
∆= y2

∂ 2
∂ x2
+
∂ 2
∂ y2

,
with the eigenvalue equation
∆u +λu = 0,
so that the eigenvalues are non-negative. From now on we call ∆ the (hyperbolic)
Laplacian. It is an invariant differential operator in the sense that it commutes with
the action of G on functions onH2:
∆( f (g z)) = (∆ f )(g z).
It is easy to see that y s and y1−s are eigenfunctions of∆with corresponding eigenvalues
λ= s(1− s)≥ 0. We can also find eigenfunctions f that have a constant period in x.
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These turn out to be multiples of the Whittaker function,
Ws (z) = 2y
1/2Ks−1/2(2piy)e2pii x .
Here Kν(y) is the K -Bessel function [53, B.4].
In order to introduce arithmeticity we look at quotients ofH2 by discrete groups
of isometries, that is, Γ ⊂G which are discrete under the usual topology on R4. These
groups (considered as subgroups of PSL2(R) now) act discontinuously onH2, meaning
that none of the orbits Γ z accumulate inH2 for any z ∈H2. We call such Γ a Fuchsian
group. We classify these groups depending on whether every point on the boundary bR is
a limit point of Γ z for some z ∈H2, or whether the limit points are nowhere dense on bR.
Then Γ is of the first kind or of the second kind, respectively. We will only work with
Fuchsian groups of the first kind. A more practical, and equivalent, characterisation is
that Γ is of the first kind if and only if it has finite covolume. Therefore such groups are
also sometimes called finite volume groups. Each Γ has a fundamental domain F ⊂H2
which is defined by the following properties
(i) F 6= ; and F is closed,
(ii)
⋃
γ∈Γ γF =H2,
(iii) F ◦
⋂
(γF )◦ = ;, for any γ 6= I ,
where F ◦ denotes the interior of F . The sides of F are geodesic segments and they form
a hyperbolic n-gon where n is always even. We will work with fundamental domains
in more detail in Chapter 6.
We further classify the finite volume groups into cocompact and cofinite groups
depending on whether their fundamental domain is compact or not, respectively.
The fundamental domain of a cofinite group Γ must have at least one vertex in bR,
corresponding to a parabolic motion in Γ . Such a vertex is called a cusp of Γ . From
now on we always assume that Γ is a Fuchsian group of the first kind. Moreover, for
simplicity we limit to the case when Γ has at most one cusp (or indeed none), which can
be taken to be∞ after conjugation in SL2(R). For any z ∈ÒH2, we define its stabiliser
in Γ by
Γz = {γ ∈ Γ : γ z = z}.
This is always a cyclic group. Here the action of γ =
 
a b
c d
 ∈ Γ extends to bR by
letting γ (−d/c) = ∞ and γ∞ = a/c if c 6= 0, and γ∞ = ∞ otherwise. Some
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standard examples of cofinite Fuchsian groups are the modular group SL2(Z) and the
congruence groups. We let
Γ (N ) =
¨
γ ∈ SL2(Z) : γ ≡

1
1

mod N
«
be the principal congruence group of level N . Any subgroup of SL2(Z) which con-
tains Γ (N ) is called a congruence group. One example we have already seen is
Γ0(N ) =
¨
γ ∈ SL2(Z) : γ ≡
∗ ∗
∗

mod N
«
, (4.3)
which is known as the Hecke congruence group of level N . We also let
Γ1(N ) =
¨
γ ∈ SL2(Z) : γ ≡

1 ∗
1

mod N
«
.
The quotient space M = Γ\H2 is a Riemann surface with the metric induced by the
natural projection from the universal covering space H2 with deck transformations
corresponding to the group Γ . If M is compact then it has genus at least two.
Elliptic transformations correspond to marked points (branch points) on M and
different parabolic subgroups give the inequivalent cusps of M . Moreover, recall that
if g is a hyperbolic transformation, then the geodesic joining its fixed points is mapped
to itself by g . Hence, closed geodesics of M correspond to hyperbolic conjugacy classes
in Γ and in particular the prime geodesics correspond to conjugacy classes generated by
primitive hyperbolic elements. Now suppose that p is a primitive hyperbolic conjugacy
class. Then the norm of p is defined in terms of the trace as
Trp= Np1/2 +Np−1/2. (4.4)
Since trace is invariant under conjugation it follows that the norm does not depend on
the choice of the representative in p. The length of the closed geodesic corresponding
to p is then given by logNp (counted with multiplicity). Solving the equation (4.4)
gives the following expression for the length
2 log

Trp+
p
(Trp)2− 4
2

. (4.5)
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4.2.2 Automorphic Forms and L2(Γ\H2)
Let Γ be a Fuchsian group of the first kind and set M = Γ\H2. Our goal is to decompose
f ∈ L2(M ) in terms of the eigenfunctions of∆. Here we equip the Hilbert space L2(M )
with the standard inner product
〈 f , g 〉=
∫
M
f (z)g (z)dµ(z).
We say that a function f :H2 −→C is automorphic with respect to Γ (or Γ -automorphic
or Γ -invariant for short) if
f (γ z) = f (z), for all γ ∈ Γ ,
so that f induces a function f :M −→C. If, furthermore, f is an eigenfunction of the
Laplacian
∆ f +λ f = 0, λ= s(1− s),
then we say that f is an automorphic form (or a Maaß form). The existence of a cusp
for cofinite Γ allows us to do Fourier expansion in a simple manner. Let f be an
automorphic form that does not grow too quickly in the cusp, i.e. f (z) = o(e2piy) as
y→∞. Then, since f (z+1) = f (z), we have the Fourier expansion [53, Theorem 3.1]
f (z) = a0(y)+
∑
n 6=0
banWs (nz),
where
a0(y) =
A
2
(y s + y1−s )+ B
2s − 1(y
s − y1−s ), s 6= 1/2,
for some A and B . Moreover, for such automorphic forms we know that the non-zero
coefficients decay exponentially
f (z) = a0(y)+O(e
−2piy), as y→∞. (4.6)
Important examples of automorphic forms are the (non-holomorphic) Eisenstein
series, which are defined in terms of the cusps of Γ . In our case there is only the cusp at
infinity so we define the Eisenstein series at∞ for Re s > 1 by
E(z, s) =
∑
γ∈Γ∞\Γ
(Imγ z)s ,
where Γ∞ is generated by ( 1 11 ). The Eisenstein series E(z, s) is an eigenfunction of ∆
66
4 — Spectral Theory in Hyperbolic Space
with the eigenvalue λ= s (1− s ), but it is not square integrable. The Fourier expansion
of E(z, s) always has a non-vanishing zero-th coefficient. For Γ = PSL2(Z) this series
takes the form (e.g. [80])
E(z, s) = y s +ϕ(s)y1−s +
2y1/2
ξ (2s)
∑
n 6=0
|n|s−1/2σ1−2s (|n|)Ks−1/2(2pi|n|y)e2pii nx ,
where ξ is the completed Riemann zeta function, σs (n) is the sum of divisors function,
and ϕ(s) is the scattering matrix with the explicit form (for Γ = PSL2(Z))
ϕ(s) =
ξ (2− 2s)
ξ (2s)
. (4.7)
The Eisenstein series has an analytic continuation as a meromorphic function in s to
all of C. The scattering matrix ϕ(s) (for any cofinite Γ ) is holomorphic in Re s ≥ 1/2,
except for a finite number of simple poles s j ∈ (1/2,1]. The poles of E(z, s) in Re s ≥
1/2 are among the poles of ϕ(s) and they are simple. The residues are Maaß forms
orthogonal to the cusp forms. In particular, E(z, s) has no poles on the critical line
and is non-zero if s 6= 1/2. The point s = 1 (corresponding to the zero eigenvalue) is
always a simple pole of E(z, s) with residue [53, Theorem 6.13]
res
s=1
E(z, s) =
1
vol(M )
.
Furthermore, the Eisenstein series satisfies the functional equation [53, Theorem 6.5]
E(z, s) = ϕ(s)E(z, 1− s)
for any s ∈C.
Let ψ be some smooth, compactly supported function on R+. We define the
incomplete Eisenstein series (with respect to ψ) by
E(z |ψ) = ∑
γ∈Γ∞\Γ
ψ(Imγ z).
As opposed to E(z, s), the incomplete Eisenstein series are not eigenfunctions of ∆,
but they are of course in L2(M ) as E(z |ψ) is bounded and M has finite volume. The
crucial point is that Eisenstein series can be used to represent the incomplete Eisenstein
series through Mellin inversion and this can be used to construct the eigenpacket of ∆
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in L2(M ). Concretely, we have
E(z |ψ) = 1
2pii
∫
(σ)
E(z, s)Mψ(−s)d s ,
where σ > 1 andMψ denotes the Mellin transform
Mψ(s) =
∫ ∞
0
ψ(y)y s−1 d y.
Ultimately, L2(M ) can be decomposed as L2(M ) = eE (M )⊕ eC (M ), where E (M ) denotes
the subspace spanned by the incomplete Eisenstein series, C (M ) is its orthogonal
complement (inside the space of smooth and bounded automorphic functions), and e
denotes closure in L2(M ). Automorphic forms contained in the space C (M ) are called
cusp forms. An equivalent characterisation for a cusp form is to say that it is an auto-
morphic form whose zero-th Fourier coefficient vanishes. In light of (4.6) this means
that all cusp forms vanish at the cusp.
An important object to the study of the spectrum of ∆ is the automorphic kernel.
These arise naturally from considering invariant integral operators on M . It is possible
to show that an integral operator with kernel k is invariant under Γ (and thus commutes
with ∆) if and only if k is a function of a point-pair invariant. Let k : R+ −→ C
be a smooth, compactly supported function. This condition can be relaxed to just
k(u), k ′(u) (1+ u)−2, see [53, pg. 68]. The automorphic kernel is then obtained by
averaging k as a function of the point-pair invariant over the whole group
K(z, w) =
∑
γ∈Γ
k(u(z,γw)),
where the series converges absolutely. Then K is an automorphic form as a function
of z (or, equivalently, w). We often write just simply k(z,γw) and the dependence on
u(·, ·) is implicit. Observe that as a function on M ×M , K is certainly not bounded
along the diagonal z = w on M if Γ has a cusp and y→∞. The power of automorphic
kernels comes from their spectral decomposition, the pre-trace formula (4.8).
We can finally describe the spectral resolution of the Laplacian on M . For cocom-
pact Γ there is only a discrete spectrum. So suppose Γ is cofinite. In the space C (M ),
∆ has a pure point spectrum, which means that C (M ) has an orthonormal basis con-
sisting of cusp forms. In contrast, the spectrum of ∆ in E (M ) is continuous, spanned
by E(z, 12 + i t ) for all t , except for a finite dimensional subspace of the point spec-
trum, called the residual spectrum, coming from the residues of the Eisenstein series in
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1/2< s ≤ 1. We let {u j } j≥0 be an orthonormal basis for the discrete spectrum. As a
result, we have that any f ∈ L2(M ) can be decomposed as
f (z) =
∑
j
〈 f , u j 〉u j (z)+ 14pi
∫ ∞
−∞
〈 f , E(·, 12 + i t )〉E(z, 12 + i t )d t ,
which converges in the norm topology. By [53, Theorem 7.3] this expansion converges
pointwise absolutely if f and ∆ f are smooth and bounded. For automorphic kernels
this decomposition has a particularly nice form. The coefficients are expressible in
terms of an explicit integral transformation, the Selberg–Harish-Chandra transform.
For a kernel k(u) its Selberg–Harish-Chandra transform h(t ) is given by the following
formula [53, (1.62)].
q(v) =
∫ ∞
v
k(u)(u − v)−1/2 d u,
g (r ) = 2q(sinh2 r2 ),
h(t ) =
∫ ∞
−∞
e i r t g (r )d r.
On the other hand, if h(t ) is even and is holomorphic in the strip |Im t | ≤ 1/2+ ε
and satisifes h(t ) (|t |+ 1)−2−ε), then h(t ) has an inverse Selberg–Harish-Chandra
transform given by [53, (1.63)]
g (r ) =
1
2pi
∫ ∞
−∞
e i r t h(t )d t ,
q(v) =
1
2
g (2 log
p
v + 1+
p
v),
k(u) =− 1
pi
∫ ∞
u
(v − u)−1/2 d q(v).
For the pair k and h satisfying the above conditions, the spectral decomposition of K
is then given by [53, Theorem 7.4]
K(z, w) =
∑
j
h(t j )u j (z)u j (w)+
1
4pi
∫ ∞
−∞
h(r )E(z, 12 + i t )E(w,
1
2 + i t )d r. (4.8)
The Selberg–Harish-Chandra transform is a special case of the more general Plancherel
theorem for spherical eigenfunctions on a symmetric space [39, 40].
Let us summarise our knowledge of the spectrum of∆. We write the eigenvalues as
λ j = s j (1− s j ) = 14 + t 2j . There are both the discrete and continuous spectrum if Γ is not
cocompact. The continuous spectrum spans λ ∈ [1/4,∞) (so that t j ∈R, s j = 12 + i t j )
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with multiplicity one and the eigenpacket is given by the Eisenstein series at the (only)
cusp of Γ at∞, E(z, 12+i t ). The discrete spectrum is split into the residual and cuspidal
eigenvalues. There are finitely many residual eigenvalues s j ∈ ( 12 , 1), i.e. λ j ∈ [0,1/4),
and they correspond to residues of the Eisenstein series, which are Maaß forms. In
particular, the residue of E(z, s) at s = 1 shows that λ0 = 0 is an eigenvalue with the
corresponding constant eigenfunction u0 = vol(M )
−1/2. There can also be finitely many
cuspidal eigenvalues in 1/2< s j < 1, together with the non-zero residual eigenvalues
these are called the small eigenvalues of ∆ (or sometimes the exceptional eigenvalues).
The rest of the discrete spectrum embeds into the continuous spectrum λ j ∈ [1/4,∞).
We call the quantity λ1−λ0 the spectral gap.
There are many fundamental aspects of the spectrum that are still not known. For
general non-congruence cofinite Γ it is not even known whether the cuspidal spectrum
is finite or not. The belief is that typically the discrete spectrum is very small and that
the Fourier coefficients of cusp forms should carry arithmetic properties. See Phillips
and Sarnak [84] for a discussion where the authors give various characterisations of this
problem. For some groups the exceptional spectrum (both the cuspidal and residual)
certainly exists. For congruence groups we know that apart from the zero eigenvalue,
the residual spectrum does not appear [53, Theorem 11.3]. It is actually believed
that these groups do not have any small eigenvalues. This is known as the Selberg
eigenvalue conjecture. The current best result is due to Booker and Strömbergsson
[7] who prove, with the Selberg Trace Formula, that the conjecture holds for Γ1(N ),
where N is square-free and N < 857.
4.2.3 Selberg Trace Formula
As a final topic in our overview of the spectral theory inH2 we look at the Selberg Trace
Formula (STF), which encompasses information about the spectrum and geometry
of M . It is for this reason that the STF has many applications of which we will present
a few. Our theorem in Chapter 5 is also a direct application of the STF.
A trace formula is the result of calculating the trace of an operator in two differ-
ent ways. For example, the Poisson summation formula is a trace formula for R/Z.
Consider an automorphic kernel K given by k, and the associated invariant integral
operator. We say that K is of trace class if K is absolutely integrable along the diagonal
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z = w. In this case we define the trace of K by
TrK =
∫
M
K(z, z)dµ(z).
The idea is to evaluate the trace by integrating the definition of K or by using the
spectral expansion (4.8). The resulting formula is called the pre-trace formula and for
compact M it takes the form
∑
γ∈Γ
∫
M
k(z,γ z)dµ(z) =
∑
j
h(t j ).
For non-compact M the situation is more difficult since a typical automorphic kernel
is not of trace class. It is possible to deal with this by subtracting the contribution
to the trace coming from the cuspidal zone [53, §10.1]. Real insight is gained when
the geometric side (with the series over Γ ) is decomposed depending on whether the
conjugacy class of γ is parabolic, hyperbolic or elliptic. The result is the following
theorem (simplified for one cusp).
Theorem 4.1 (Selberg Trace Formula, [53, Theorem 10.2]). Suppose h(t ) has an inverse
Selberg–Harish-Chandra transform k(u) and let g be the Fourier transform of h. Then,
∑
j
h(t j )+
1
4pi
∫ ∞
−∞
h(t )
−ϕ′
ϕ
( 12 + i t )d t
=
vol(Γ\H2)
4pi
∫ ∞
−∞
h(r )r tanhpir d r
+
∑
p
∞∑
l=1
(Npl/2−Np−l/2)−1 g (l logNp) logNp
+
∑
R
∑
0<l<mR

2mR sin
pil
mR
−1∫ ∞
−∞
h(r )
coshpi(1− 2l/mR )r
coshpir
d r
+
h(0)
4
(1−ϕ( 12 ))− g (0) log2
− 1
2pi
∫ ∞
−∞
h(r )ψ(1+ i r )d r,
where all the series and integrals converge absolutely.
Let us explain all the quantities appearing in the trace formula. Here p ranges over
primitive hyperbolic conjugacy classes with norm Np given by (4.4), andR ranges
over primitive elliptic classes of order mR > 1. Also, ψ is the usual digamma function
and ϕ is the scattering matrix. By carefully choosing the test function h(t ), it is possible
to deduce many results from the STF. Apart from the Selberg eigenvalue conjecture
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that was mentioned before, examples of applications of STF to the Prime Geodesic
Theorem, Weyl’s law, and density theorems for the eigenvalues, to name a few, are
presented in [53].
4.3 Dedekind Zeta Function
Before moving on to automorphic forms in three dimensions, we will give a brief primer
on the algebraic number theory of number fields and the associated zeta functions. We
mostly refer to [17, 18] in this section.
Let K =Q(pD) be an imaginary quadratic field, so D < 0. Without loss we may
assume that D is square-free. Denote by OK the ring of integers of K , which is a free
Z-module of rank two. Often we write O when K is fixed. A Z-basis for O is given by
〈1,ω〉, where [17, pg. 137]
ω =
dK +
p
dK
2
,
and dK is the discriminant given by
dK =
4D , if D ≡ 2 or 3 mod 4,D , if D ≡ 1 mod 4.
Since K is a quadratic field extension, dK is also a fundamental discriminant so that
dK ≡ 0 or 1 mod 4. The group of units in O is denoted by O ×. The class number of K
is denoted by hK or just h. There is only one pair of complex embeddings of K into C
given by the complex conjugation. We will be working with imaginary quadratic fields
of class number one. In this case O is a principal ideal domain.
The Dedekind zeta function of K is defined for Re s > 1 by
ζK(s) =
∑′
a⊂O
1
Nas
=
∏
p
1
1−Np−s ,
where the prime in the summation denotes that it is taken over non-zero ideals a, and
the Euler product is taken over prime ideals p⊂O . As with the Riemann zeta function,
it follows that ζK is non-zero for Re s > 1. Define the completed zeta function ξK of K
by
ξK(s) =
p|dK |
2pi
s
Γ (s)ζK(s). (4.9)
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Notice that this is not the standard way to define the completed zeta function as usually
the factor |dK |s/2 is left out and appears in the functional equation instead. However,
our convention will make the life a little bit easier notationally in Chapter 7. Then ξK
satisfies the functional equation
ξK(s) = ξK(1− s). (4.10)
For a statement, see for example [18, Theorem 10.5.1 (2)]which transforms to our form
in (4.10) after an application of the duplication formula for Γ (s/2), (A.5). Moreover,
by the Dirichlet Class Number Formula [18, Theorem 10.5.1 (4)], ζK has a simple pole
at s = 1 with residue
res
s=1
ζK(s) =
2pihR
|O ×| , (4.11)
where h is the class number of K , R is the regulator of K and |O ×| is the number of
units in O . Notice that for imaginary quadratic fields R = 1.
It is possible to deduce many properties of ζK from those of the Riemann zeta
function and L(s ,χ ). This is because for quadratic number fields K =Q(pD) with
discriminant dK we can factorise the Dedekind zeta function as (e.g. [18, Proposi-
tion 10.5.5])
ζK(s) = ζ (s)L(s ,χdK ), (4.12)
where χdK (n) =

dK
n

is the Legendre–Kronecker symbol. In fact, χdK is a primitive
quadratic Dirichlet character (see [17, Theorem 2.2.15]).
We now proceed to use the factorisation (4.12) to obtain various estimates on ζK . It
is a simple consequence of the functional equation of ζ and Phragmén–Lindelöf that ζ
(and L(s ,χ ) by analogue) satisfies the following convexity bound [76, §2.12]:
ζ (σ + i t )a,b ,ε |t |µ0(σ)+ε,
where σ ∈ (a, b ), ε > 0 is fixed and µ0 is as before in (2.19). Hence,
ζK(σ + i t )a,b ,ε |t |2µ0(σ)+ε. (4.13)
For the analysis of QUE in the case σ∞ = 1, the above estimate is not sufficient. Instead,
we need subconvex bounds. For the Riemann zeta function we know due to Weyl that
(see [76, §6.6]):
ζ ( 12 + i t ) t 1/6 log t , (4.14)
as t →∞. The same is of course true for Dirichlet L-functions. The proof of (4.14)
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uses the approximate functional equation and methods of exponential sums due to van
der Corput. The bound (4.14) is not the best known estimate, but it is sufficient for
our purposes. The factorisation (4.12) implies that
ζK(
1
2 + i t )K t 1/3+ε, (4.15)
as t →∞. In fact, (4.15) is known for any algebraic number field of degree n with the
exponent replaced by n/6+ ε, [42]. As with the Riemann zeta function, (4.15) is far
away from the conjectured bound
ζK(
1
2 + i t )K t ε,
for any ε > 0. This is also known as the Lindelöf Hypothesis for K . An even stronger
bound is expected according to Heath-Brown [42, pg. 324]. We will also need a non-
trivial estimate for 1/ζK(s) in the region of absolute convergence. We use again the
factorisation (4.12) and the corresponding result for ζ , [100, 3.5.1 and Theorem 3.11]
(and analogously for L(s ,χ ) together with [61]) to get
log−1|t |  ζ (σ + i t ) log|t |,
where 1≤ σ ≤ 2. Thus, we deduce that
log−2|t | K ζK(σ + i t )K log2|t |. (4.16)
Finally, we will also need a strong estimate on the logarithmic derivative of ζK . As
before, this follows from the Weyl bound for σ ≥ 1, see [100, Theorems 3.11 and 5.17].
Therefore
ζ ′
ζ
(σ + i t ) log t
log log t
,
which can also be obtained for L(s ,χ ), see [19]. Hence, we conclude that
ζ ′K
ζK
(σ + i t )K log tlog log t . (4.17)
4.4 Hyperbolic 3-space
The geometry and analysis in three dimensions is somewhat similar to H2. Hence,
we limit ourselves to a shorter discussion mainly highlighting the differences (and
some of the more interesting similarities). This section is almost entirely based on the
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book Groups acting on hyperbolic space by Elstrodt, Grunewald, and Mennicke [25].
However, we adopt a mixture of notation from the aforementioned book as well as that
used by Sarnak [90], which will hopefully be more clear and appropriate in the context
of this thesis. Also, please notice that the s -plane for the eigenvalues differs in Elstrodt
(λ= 1− s 2) compared to what is typically used in number theory (λ= s(2− s)). We
use the latter convention, which agrees with [90].
4.4.1 Hyperbolic Geometry in Three Dimensions
LetH3 be the three dimensional upper half-space given by
H3 = {(x1, x2, y) : x1, x2 ∈R, y ∈R+}.
Denote points p ∈ H3 by p = z + y j = (z, y) = (x1, x2, y), where z = x1 + i x2 ∈ C
and y > 0. It is possible to think of H3 as a subset of the quaternions with the last
coordinate set to zero. The Euclidean norm of a point p ∈H3 is given by
‖p‖2 = |z |2 + y2 = x21 + x22 + y2.
The hyperbolic metric
d s 2 =
d x21 + d x
2
2 + d y
2
y2
(4.18)
gives rise to the volume element
dµ(p) =
d x1 d x2 d y
y3
. (4.19)
Equipped with (4.18),H3 is a model for the three dimensional hyperbolic space. The
geodesics on H3 are given by lines and Euclidean semicircles perpendicular to the
Euclidean boundary ofH3, which can be identified with P1C. The group SL2(C) acts
transitively onH3 with the action of γ =   a bc d  ∈ SL2(C) given by
γ p =

a b
c d

· (z + y j ) =

(az + b )(c z + d )+ acy2
‖c p + d‖2 ,
y
‖c p + d‖2

, (4.20)
where
‖c p + d‖2 = |c z + d |2 + |c |2y2.
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This action is an orientation preserving isometry. We can also state the action in terms
of the inverse in the skew field of quaternions as
γ p = (a p + b )(c p + d )−1,
which is in a form similar to the action of SL2(R) onH2. The action of γ ∈ Γ on the
boundary P1C is given by
γ (x : y) = (ax + b y : c x + d y).
The group of all orientation preserving isometries on H3 is isomorphic to PSL2(C).
Together with complex conjugation, z + y j 7→ z + y j , these generate all the isometries
ofH3 under the hyperbolic metric. The classification of isometries is as before, except
we also have the case when Trγ 6∈ R, in which case γ is called loxodromic. We say
that a subgroup Γ ⊂ PSL2(C) is discrete if the inverse image of Γ in SL2(C) is discrete
under the standard topology in C4. These groups are also called Kleinian groups. In
this case, Γ acts discontinously on H3 so that any orbit Γ p, for any p ∈ H3, has no
accumulation points in H3. We denote the fundamental domain of Γ acting on the
spaceH3, byFH3(Γ ). The definition of cocompact and cofinite groups carries over from
two dimensions. For two points p = z + j y and p ′ = z ′+ j y ′ in H3, the hyperbolic
distance between p and p ′, d (p, p ′), is given by
cosh d (p, p ′) = δ(p, p ′),
where δ :H3×H3 −→R+ is the standard point-pair invariant,
δ(p, p ′) =
|z − z ′|2 + y2 + y ′2
2yy ′
, (4.21)
and satisfies δ(γ p,γ p ′) = δ(p, p ′), for any γ ∈ PSL2(C). The Laplacian onH3 is given
by
∆= y2

∂ 2
∂ x12
+
∂ 2
∂ x22
+
∂ 2
∂ y2

− y ∂
∂ y
.
We can also identify H3 as a homogeneous space through the stabiliser of the point
j = (0,0,1), which is SU(2). Hence we have thatH3 ∼= SL2(C)/SU(2), [25, §1.1.6].
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4.4.2 Automorphic Forms and L2(Γ\H3)
Let Γ be either cofinite or cocompact. We again restrict to the case when Γ has at most
one cusp, which we take to be∞. Let M = Γ\H3, which is a Riemannian manifold
of constant negative curvature −1 with the metric induced from that of H3. The Γ -
automorphic functions on M are given by f :H3 −→C such that f (γ p) = f (p) for any
γ ∈ Γ and p ∈H3. Further, if f is also an eigenfunction of∆, that is∆ f +λ f = 0, and of
polynomial growth in the possible cusp of M , then we say that f is an automorphic form
with respect to Γ . Of particular interest to us are the square integrable automorphic
forms f ∈ L2(Γ\H3). As in two dimensions, these can be used to give a complete
description of the spectrum of ∆.
4.4.3 Eisenstein Series
The Eisenstein series for Γ at the cusp at∞ is given for Re s > 2 (notice the normalisa-
tion so that the critical line is at Re s = 1) by
E(p, s) =
∑
γ∈Γ∞\Γ
y(γ p)s ,
where
Γ∞ = {γ ∈ Γ : γ∞=∞}.
Notice that this differs from the definition in [25] by a constant multiple, [Γ∞ : Γ ′∞]. For
Γ = PSL2(OK ) we know that this factor is equal to |O ×K |/2, [25, pg. 379]. Here Γ ′∞ is the
maximal unipotent subgroup of Γ∞. The Eisenstein series E(p, s) is an eigenfunction
of ∆ with the eigenvalue λ= s(2− s), but it is not square integrable. Let
ξK(s) =
p|dK |
2pi
s
Γ (s)ζK(s),
be the completed Dedekind zeta function and define
ϕ(s) =
ξK(s − 1)
ξK(s)
=
2pip|dK | 1s − 1 ζK(s − 1)ζK(s) , (4.22)
which is the scattering matrix for E(p, s ). Then the Fourier development of E(p, s ) for
Γ = PSL2(OK) (where K is an imaginary quadratic field of class number one) is given
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by
E(p, s) = y s +ϕ(s)y2−s +
2y
ξK(s)
∑
06=n∈O
|n|s−1σ1−s (n)Ks−1

4pi|n|yp|dK |

e
2pii〈 2np
dK
,z〉
, (4.23)
where
σs (n) =
∑
(d )⊂O
d |n
|d |2s .
This form of the Fourier expansion can be found in [86, 58]. It also appears in a more
general form in [1, (13), 25, §6 Theorem 2.11.]. The Eisenstein series E(p, s) can be
analytically continued to all of C as a meromorphic function of s . Any pole of the
scattering matrix is also a pole for E(p, s ). The only possible poles of ϕ(s ) and E(p, s )
in the region Re s > 1 are the finitely many simple poles with s ∈ (1,2]. The pole at
s = 2 always occurs and it is simple with residue the constant function
res
s=2
E(v, s) =
|F∞|
vol(M )
,
whereF∞ is the fundamental domain of Γ∞ acting on the boundary C, [25, §6 Theo-
rem 1.11]. All residues of E(p, s ) for s ∈ (1,2] are square integrable Maaß forms. There
are no poles for the Eisenstein series or the scattering matrix on the critical line. On
this line ϕ(1+ i t ) is unitary. Moreover, since
ϕ(s)ϕ(2− s) = 1,
the Eisenstein series has a functional equation [25, §6 Theorem 1.2]
E(p, s) = ϕ(s)E(p, 2− s). (4.24)
The incomplete Eisenstein series are defined for smooth ψ(x) with compact support
on R+ by
E(p|ψ) = ∑
γ∈Γ∞\Γ
ψ(y(γ p)).
As before, it is possible to decompose L2(M ) into the orthogonal spaces spanned by
the closures of incomplete Eisenstein series on one hand, and the Maaß cusp forms on
the other hand (this follows from [25, §6 (1.26)]).
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4.4.4 Spectral Resolution of ∆ and the Pre-trace Formula
The spectrum of ∆ is split in the same way as before. We write λ j = s j (2− s j ) = 1+ t 2j
for the eigenvalues. For cocompact Γ there is only the discrete spectrum which has an
orthonormal basis of automorphic eigenforms. In the cofinite case, ∆ has both the
discrete and continuous spectrum. There are possibly finitely many residual eigenvalues
1 < s j < 2 along with the constant eigenfunction u0 = |vol(M )|−1/2. The rest of the
discrete spectrum comprises of Maaß cusp forms with possibly finitely many eigenvalues
in 1 < s j < 2 and the rest embedded in the continuous spectrum, λ j ∈ [1,∞). The
eigenpacket of the continuous spectrum is given by the Eisenstein series on the critical
line, E(p, 1+ i t ).
As was the case in two dimensions, it is not known whether the cuspidal spectrum
is infinite for a generic cofinite Γ . The situation is in some sense more complicated, or
rather less accessible to the methods available in two dimensions, due to the groups
having no deformations [25, pp. 308–309] (which is true in fact for any dimension
greater than two). The Fourier expansion of a cusp form u j (p) with eigenvalue λ j is
given by
u j (p) = y
∑
0 6=n∈O ∗K
ρ j (n)Ki t j (2pi|n|y)e2pii〈n,z〉, (4.25)
where O ∗K is the dual lattice,
O ∗K = {m : 〈m, n〉 ∈Z for all n ∈ OK}.
In order to describe the pre-trace formula we need the Selberg–Harish-Chandra trans-
form (or just the Selberg transform for short) for three dimensions. Notice that in
three dimensions zero distance corresponds to the point-pair invariant being equal to
one. Let k :[1,∞)−→C be a smooth function with rapid decay in all derivatives. We
consider k implicitly as a function of the point-pair invariant δ. The Selberg transform
h(λ) of k is then given by [25, §3 Theorem 5.3]
h(λ) =
4pi
s − 1
∫ ∞
0
k(cosh u) sinh((s − 1)u) sinh u d u, (4.26)
where for the case s = 1 one must take the limit as s → 1+. It is also possible to invert
this transform, but we will not describe it here (see the proof of Lemma 6.20). Hence,
the spectral expansion for the automorphic kernel
K(p, q) =
∑
γ∈Γ
k(p,γ q),
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is given by
K(p, q) =
∑
j
h(λ j )u j (p)u j (q)+
1
4pi
∫ ∞
−∞
h(1+ t 2)E(p, 1+ i t )E(q , 1+ i t )d t ,
where the convergence is pointwise. The series K(p, q) converges absolutely and
uniformly on compact subsets ofH3×H3. Also, for a fixed q ∈H3, the function K(·, q)
is square integrable on M , [25, §6 Theorem 4.1].
4.4.5 Hecke Operators and Maaß Forms
We now introduce Hecke operators for Γ = PSL2(OK) with K an imaginary quadratic
field of class number one. These are defined by averaging over non-unimodular lattices,
so we need an action of GL2(C) on H3. For γ =
 
a b
c d
 ∈GL2(C) and p ∈ H3, this is
given by
γ p = (
Æ
detγ )−1(a p + b )(c p + d )−1
Æ
detγ ,
where the inverse is taken as a subset of quaternions [86, pg. 112]. Now, for n ∈ OK ,
n 6= 0, we defineMn to be the set of two by two matrices over OK of determinant n.
The Hecke operator Tn is then defined by
Tn f (p) =
∑
τ∈SL2(OK )\Mn
f (τ p),
for f : M −→ C. The power of the Hecke operators comes from the fact that they
are self-adjoint and they commute with themselves as well as with the Laplacian for
any f ∈ C 2(M ). In particular, we can find an orthonormal system of simultaneous
eigenfunctions of ∆ and the Hecke operators. Now, let φ j be a Hecke–Maaß cusp
form with the Fourier development given by (4.25). Let the Hecke eigenvalues of φ j
be Tnφ j = λ j (n)φ j . The fundamental theorem of Hecke theory is then the following.
Theorem 4.2 ([44, Satz 16.8, pg. 119]). The Hecke eigenvalues satisfy
ρ j (n) = ρ j (1)λ j (n).
The Hecke eigenvalues are multiplicative and, in particular,
L(φ j , s) = ρ j (1)
∑
n∈OK
λ j (n)
N (n)s
= ρ j (1)
∏
p
(1−λ j (p)Np−s +Np1−2s )−1.
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Chapter 5
Landau-type Formulae for
Exponential Sums
For the discussion in this chapter it is useful to define an analogue of the von Mangoldt
function for the lengths of closed geodesics. Let
ΛΓ (x) =
logNp, if x = Np`, ` ∈N,0, otherwise, (5.1)
where p is a primitive hyperbolic conjugacy class of Γ . Let λ j =
1
4+ t
2
j be the eigenvalues
of ∆ in Γ\H2, where Γ = PSL2(Z). For X > 1, we define the following sum
S(T ,X ) =
∑
|t j |≤T
X i t j ,
which is symmetrised by including both t j and −t j . By Weyl’s law we have trivially
that
S(T ,X ) T 2. (5.2)
This exponential sum is directly related to the error term in the Prime Geodesic
Theorem. Iwaniec [52] demonstrates an analogue of the classical explicit formula of ζ :
∑
Na≤X
ΛΓ (Na) = X +
∑
|t j |≤T
X s j
s j
+O
X
T
log2 X

, (5.3)
where T ≤pX (logX )−2 and the sum on the left-hand side is over hyperbolic conjugacy
classes of Γ with norm up to X . Since there are no small eigenvalues, s j =
1
2 + i t j , a
81
5 — Landau-type Formulae
summation by parts shows that the right-hand side of (5.3) becomes
X +O(X 1/2T −1S(T ,X )+X T −1 log2 X ).
A balancing of error terms shows that O(X 3/4+ε) is the best possible error term unless
we can improve on (5.2). In [52] Iwaniec also proved that
S(T ,X )X 11/48+εT . (5.4)
With the help of this estimate he then obtained the error term
piΓ (x) = li(x)+O(x
35/48+ε)
in the Prime Geodesic Theorem for PSL2(Z). A different estimate for the exponential
sum was obtained by Luo and Sarnak [66], who proved that
S(T ,X )X 1/8T 5/4 log2 T .
Notice that while this is stronger in the X -aspect than the estimate (5.4), it is worse
in terms of T . It seems difficult to get rid of this unfortunate feature and to obtain
simultaneous improvements in both X and T .
The rest of this chapter arose as an investigation related to the work of Petridis and
Risager [77]. In particular, they present the following conjecture that up to a factor of
the order of X ε, the exponential sum has square root cancellation in T .
Conjecture 5.1 ([77, Conjecture 2.2]). For every ε > 0 and X > 2, we have
S(T ,X )ε T 1+εX ε.
This would also lead to the strongest possible error term in the Prime Geodesic
Theorem, piΓ (x)− li(x) = O(x1/2+ε). Notice that the exponent is the same as the
conjecture for the classical Prime Number Theorem. They arrive at this conjecture
by studying the local averaging of the hyperbolic lattice point problem. In particular,
their result for Γ = PSL2(Z) is∫
Γ\H2
f (z)N (z, z,X )dµ(z) =
piX
vol(Γ\H2)
∫
Γ\H2
f (z)dµ(z)+O f ,ε(X
7/12+ε),
where N (z, w,X ) counts the number of lattice points Γ z within a circle of radius
arccosh(X /2) centered at w ∈H2, and f is a smooth, compactly supported function
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on Γ\H2. Lattice point problems will be discussed in more detail in Chapter 6. The
proof in [77] is based on analysing an integrated version of the pre-trace formula for
a suitable test function f . The exponential sum S(T ,X ) appears when estimating
the contribution of the cuspidal spectrum. Petridis and Risager disentangled the
contribution of the eigenfuctions in the pre-trace formula by using the average rate of
Quantum Unique Ergodicity of Maaß forms. After a summation by parts they are
naturally led to estimate S(T ,X ).
We now report on the numerical investigation of the function S(T ,X ) and prove
a theorem about its behaviour for a fixed X > 1, as T →∞. Let Λ(X ) be the von
Mangoldt function extended to R. The main result is the following theorem.
Theorem 5.2. For a fixed X > 1, we have
S(T ,X ) =
|PSL2(Z)\H2|
pi
sin(T logX )
logX
T +
T
pi
(X 1/2−X−1/2)−1ΛΓ (X )
+
2T
pi
X−1/2Λ(X 1/2)+O (T / logT ) ,
as T →∞.
We will prove this theorem by applying the Selberg Trace Formula (Theorem 4.1).
5.1 Numerical Discussion
We developed a Python program to investigate the behaviour of exponential sums.
The programs, more plots and animations are available on the website [59]. Instead of
S(T ,X ) we study the slightly more general function
eS(T ,X ) = 2 ∑
0<t j≤T
X i t j .
We then have Re eS(T ,X ) = S(T ,X ) and the imaginary part Im eS(T ,X ) corresponds to
the sine kernel. We used 53000 eigenvalues from the data of Then [99] with 13 decimal
digit precision. We have also used the data of Strömbergsson and Booker [98], which
has a much higher precision of 53 decimal digits for 2280 eigenvalues. We verify that
the computations are robust, that is, the number of eigenvalues or their precision has
no significant impact on our calculations. These verifications are also available on the
website [59]. Our investigation resulted in the following observations:
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Experimental Observation 1. The growth of S(T ,X ) is consistent with the conjecture.
Experimental Observation 2. For a fixed X > 1, S(T ,X ) has a peak of order T when-
ever X is equal to a power of a norm of a primitive hyperbolic class of Γ or an even power
of a prime number p ∈N.
Experimental Observation 2 is also in agreement with the results of Chazarain
[15] that for the wave kernel the singularities occur at the lengths of closed geodesics
(or in our case when logX is a multiple of a length of a prime geodesic). The peaks
at even powers of rational primes are due to the poles of the scattering matrix ϕ.
Experimental Observation 2 lead us to prove asymptotics for S(T ,X ) for a fixed X > 1,
which is presented in the next section. We now summarise our progress towards these
observations and also present some problems that we were not able to explain.
Taking into account the conjecture, we plot the normalised sum
Σ(T ,X ) = eS(T ,X )T −1.
In all of the plots below, blue corresponds to the real part and orange to the imaginary
part of Σ(T ,X ), respectively. In Figures 5.1 to 5.4 we have fixed T = 800 with X →∞.
After that we move on to plots where we have fixed X and vary the T . Recall that we
expect a peak of order T at all even prime powers as well as powers of the norms of
the primitive hyperbolic classes. The first few norms (up to 8 decimals) are given by
formula (4.5) as
g1 = 6.85410196 g5 = 46.97871376
g2 = 13.92820323 g6 = 61.98386677
g3 = 22.95643924 g7 = 78.98733975
g4 = 33.97056274 g8 = 97.98979486.
We start by considering Σ(T ,X ) in terms of X .
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Figure 5.1: Σ(T ,X ) in terms of X for X ∈ [3,10].
Figure 5.1 clearly shows peak points at X = 4 = 22, X = g1 and X = 9 = 3
2. Notice
that the sine kernel has peaks at the exact same locations as S(T ,X ), but they are of
different nature. This will be more clear from the next figures. Also, both the real
and imaginary part have noticeable intervals where they vanish (e.g. around X = 3.6,
5.4 and 7.7 in Figure 5.1). We are not certain how significant this is. In the following
plot, Figure 5.2, we can see the peak points X = g2 and X = 16 = 2
4, as well as strong
vanishing around X = 17.2.
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Figure 5.2: Σ(T ,X ) in terms of X for X ∈ [13,18].
The next plot, Figure 5.3, highlights the differences in the oscillatory behaviour of
the real and imaginary part.
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Figure 5.3: Σ(T ,X ) in terms of X for X ∈ [21,27].
First of all, overall the oscillations for the cosine and sine kernels are very similar,
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but slightly out of sync as one might expect. However, at the peak points the sine kernel
actually seems to vanish with negative and positive growth around that point. This is
perhaps easier to see from the T -plots that follow. We have not been able to quantify
this behaviour of the sine kernel. Figures 5.1–5.3 verify Theorem 5.2 numerically
in accordance with Experimental Observation 2. In Figure 5.4 we look at Σ(T ,X )
for X in a much larger interval. The graph agrees with Experimental Observation 1.
On the other hand we cannot dispose of X ε in the conjecture. The frequencies t j are
conjecturally linearly independent overQ, which makes S(T ,X ) the partial sums of
an almost periodic function. Therefore, for a choice of arbitrarily large X , compared
to T , S(T ,X ) will be of size T 2.
0 2000 4000 6000 8000 100000.5
0.0
0.5
1.0
1.5
Figure 5.4: ReΣ(T ,X ) in terms of X for X ∈ [100,10000].
To verify the rigidity of our computations, we can look at plots in the same range
of X for various values of T and for different sets of eigenvalue data.
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(a) T = 178, data of Booker and Strömbergsson,
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(b) T = 178, data of Then,
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(c) T = 800, data of Then,
Figure 5.5: Σ(T ,X ) for X ∈ [10,100].
It is clear from Figure 5.5 that the graph is unaffected by the higher precision of
eigenvalues and that the peak poins have a very durable nature in terms of the number
of eigenvalues. The last statement will be more evident from the T -plots that follow.
We now focus on plots in terms of T for a fixed X . In the next plot, Figure 5.6, we
see again the vanishing of the imaginary part at the peak point X = g6.
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Figure 5.6: Σ(T ,X ) at X = 61.98.
The robustness in terms of the number of eigenvalues can be noticed again, since the
sum reaches its maximal value fairly quickly in terms of T . It is possible to predict fairly
accurately how the main term of S(T ,X ) should behave. We have already observed
the peaks at (exponents of) the lengths of closed geodesics and at even powers of
rational primes. From the next plot, Figure 5.7, it becomes more clear that the terms
corresponding to the geodesics should dominate and the peaks at prime powers become
smaller. Compare Figures 5.6 and 5.7.
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Figure 5.7: Σ(T ,X ) at X = 49.
We can also predict the form of the oscillatory main term. Below we are at X = epi
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and X = e2pi.
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(a) X = epi,
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(b) X = e2pi,
Figure 5.8: Σ(T ,X ) at different values of X .
Notice that in intervals of T of equal length, there are twice as many periods of
oscillations in Figure 5.8b than in Figure 5.8a. Similar investigation in the X -plots
allows us to predict a component of the main term of the form cT sin(T logX ) for
some constant c . In Theorem 5.2 we of course identify this oscillation precisely. We
subtract it from S(T ,X ) and define
eΣ(T ,X ) = TΣ(T ,X )− |Γ\H2|
pi
sin(T logX )
logX
T .
Next we focus on our choice of normalisation by T −1. In Figure 5.9 we plot eΣ(T ,X )
in terms of T at X = 49, which is one of the peak points.
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(a) eΣ(T ,X )T −1,
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(b) eΣ(T ,X )T −3/2,
Figure 5.9: Different normalisations of eΣ(T ,X ) at X = 49.
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Clearly the normalisation T −1 seems to be closer to the correct one (notice the
different ranges for the magnitude), which is evidence towards our Experimental
Observation 1. On the website [59] we provide animations of the T -plots, which
present the above observations in a more accessible way.
It is of interest to compare the behaviour of S(T ,X ) with a similar sum over the
Riemann zeros, even just to verify the correctness of our programs. Recall that Landau’s
formula says for a fixed x > 1 that
∑
0<γ≤T
xρ =− T
2pi
Λ(x)+O(logT ). (5.5)
We denote the left-hand side of (5.5) by Z(T , x). We used our program with 10000
zeros of ζ (s) to 9 decimal places, provided by Odlyzko [73]. With our program we
obtain the following plot for the normalised sum T −1Z(T , x).
0 5 10 15 20 25 300.6
0.4
0.2
0.0
0.2
Figure 5.10: T −1Z(T , x) for x ∈ [1.5,30].
Notice how the imaginary part has both a negative and positive peak at the prime
powers as was the case with Σ(T ,X ).
5.2 Application of the Selberg Trace Formula
We now prove Theorem 5.2. Let ψ be a positive even test function supported on
[−1,1] with ∫ ψ= 1. Then define ψε(x) = ε−1ψ(x/ε). So ψε is supported on [−ε,ε]
and
∫
ψε = 1. Also, let G be the convolution G(r ) = (1[−T ,T ] ∗ ψε)(r ) for some
ε > 0 to be chosen later. Define a function h, depending on T , X and ε, given by
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h(r ) = G(r )(X i r +X−i r ). Let g be the Fourier transform of h as in [53, (1.64)]. Then
the Selberg Trace Formula says that
S (T ,X )+ 1
4pi
∫ ∞
−∞
h(r )
−ϕ′
ϕ

1
2
+ i r

d r = I (T ,X )+H (T ,X )+E(T ,X )+L(T ,X ),
where
S (T ,X ) =∑
j>0
h(t j ),
I (T ,X ) =
|F |
4pi
∫ ∞
−∞
h(r )r tanh(pir )d r,
H (T ,X ) =
∑
p
∞∑
`=1
 
Np`/2−Np−`/2−1 g (` logNp) logNp,
E(T ,X ) =
∑
R
∑
0<`<m

2m sin
pi`
m
−1∫ ∞
−∞
h(r )
coshpi

1− 2`m

r
coshpir
d r,
L(T ,X ) =
h(0)
4
(1−ϕ( 12 ))− g (0) log2− 12pi
∫ ∞
−∞
h(r )
Γ ′
Γ
(1+ i r )d r,
whereϕ is the determinant of the scattering matrix, |F | is the volume of the fundamental
domain of Γ\H2, p andR range over the primitive hyperbolic and elliptic classes of
PSL2(Z), respectively. First observe that S(T ,X ) =S (T ,X )+O(T ε), so we can work
with S . For the identity motion we have
I (T ,X ) =
|F |
2pi
∫ ∞
−∞
G(r )cos(r logX )r tanhpir d r
=
|F |
pi
∫ ∞
0
G(r )cos(r logX )r

1− 2
e2pir + 1

d r
=
|F |
pi
(I1(T ,X )+ I2(T ,X )).
From I1 we obtain a part of the main term:
I1(T ,X ) =
∫ ∞
0
G(r )cos(r logX )r d r
=
∫ T−ε
0
+
∫ T+ε
T−ε

G(r )cos(r logX )r d r
= I11 + I12,
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since G is even and supported on [−T − ε,T + ε]. Then,
I11 =
∫ T−ε
0
cos(r logX )r d r =
sin((T − ε) logX )
logX
(T − ε)+O(1),
I12
∫ T+ε
T−ε
r d r = O(T ε).
Also,
I2(T ,X ) =−
∫ ∞
0
G(r )cos(r logX )r
2
e2pir + 1
d r 
∫ ∞
0
r e−2pir d r = O(1).
For g (r ) we compute
g (r ) =
1
2pi
∫ ∞
−∞
e−i r t h(t )d t
=
1
2pi
∫ ∞
−∞
G(t )e−i r t (e i t logX + e−i t logX )d t
=
1
2pi
ÒG  r − logX
2pi

+ÒG  r + logX
2pi

.
Here ÒG denotes the Fourier transform of G. So in particular g (` logNp) ∼ T /pi if
X = Np` and decays as O((` logNp)−k−1ε−k) otherwise, for any k ∈N. For the elliptic
terms we need to evaluate∫ ∞
−∞
h(r )
coshpi(1− 2`m )r
coshpir
d r 
∫ ∞
0
e−2pir`/m + e−2pir
1+ e−2pir
d r = O(1).
Hence E(T ,X ) is bounded. By the explicit formula (4.7) of ϕ for PSL2(Z), we have∫ ∞
−∞
h(r )
−ϕ′
ϕ

1
2
+ i r

d r =
∫ ∞
−∞
h(r )

−2 logpi+ Γ
′
Γ

1
2
± i r

+ 2
ζ ′
ζ
(1± 2i r )

d r.
= C1 +C2 +C3.
The integral C1 is the Fourier transform of G and is thus bounded. For C2 we use
Stirling asymptotics to get
C2 =
∫ ∞
−∞
h(r ) log( 14 + r
2)d r +O(1),
which is O(logT ). The same computation shows that L(T ,X ) = O(logT ). The
remaining part of the main term comes from C3. We first expand h and isolate the
93
5 — Landau-type Formulae
important terms:
C3 = 2
∫ −T+ε
−T−ε
+
∫ T−ε
−T+ε
+
∫ T+ε
T−ε

(X i r +X−i r )G(r )ζ
′
ζ
(1± 2i r )d r.
The first and third integrals are bounded by O(ε logT ). Notice that G(r ) = 1 in the
range of the second integral, hence we can write it as
2
∫ 1
2+(T−ε)i
1
2−(T−ε)i
(X s−1/2 +X 1/2−s )

ζ ′
ζ
(2s)+
ζ ′
ζ
(2− 2s)

d s .
We separate this into two integrals by adding and subtracting the singular part:
C3 = 2
∫ 1
2+(T−ε)i
1
2−(T−ε)i
(X s−1/2 +X 1/2−s )

ζ ′
ζ
(2s)− 1
2s − 1

d s
+ 2
∫ 1
2+(T−ε)i
1
2−(T−ε)i
(X s−1/2 +X 1/2−s )

ζ ′
ζ
(2− 2s)− 1
(2− 2s)− 1

d s
= 2(C31 +C32).
For the first integral we move the contour to Re s = 1 and for the second one to Re s = 0.
It is easy to see that the top and bottom parts of the contours yield O(logT ). For the
line at Re s = 1 we get
C31 =
∫ 1+(T−ε)i
1−(T−ε)i
(X s−1/2 +X 1/2−s )

ζ ′
ζ
(2s)− 1
2s − 1

d s
=
∫ T−ε
−T+ε
(X 1/2+i r +X−1/2−i r )

ζ ′
ζ
(2+ 2i r )− 1
1+ 2i r

d r,
For the rest of the proof we will follow an argument due to Landau [60, Hilfssatz 2].
We start by writing out the Dirichlet series:
C31 =−
∫ T−ε
−T+ε
X 1/2+i r
∞∑
n=1
Λ(n)
n2+2i r
d r +O(logT )
=− ∑
n 6=pX
p
XΛ(n)
n2
∫ T−ε
−T+ε
X
n2
i r
d r −X−1/2Λ(X 1/2)
∫ T−ε
−T+ε
d r +O(logT ).
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Since X > 1, the term in C31 with the negative exponent gets absorbed into the error
term. Hence,∫ T−ε−T+εX 1/2+i r ζ
′
ζ
(2+ 2i r )d r + 2X−1/2Λ(X 1/2)(T − ε)

≤ ∑
n 6=pX
p
XΛ(n)
n2
( Xn2 )i(T−ε)− ( Xn2 )−i(T−ε)log(X /n2)

 2pX
ζ ′ζ (2)
.
So we see that C31 =−2X−1/2Λ(X 1/2)(T − ε)+O(logT ). A similar argument shows
that C32 has the same asymptotics. Letting ε= 1/ logT concludes the proof of Theo-
rem 5.2.
Remark 5.1. It is not as easy to obtain results about the sine kernel through this method.
First of all, the Selberg Trace Formula is only valid for even functions so we cannot
directly apply it. Formally, we can attempt to differentiate the expression for the cosine
kernel and sum by parts to obtain the desired sum, but there are convergence issues to
worry about. Even then, it is difficult to see the behaviour that we are interested in.
Based on the discussion in the previous section we expect the sine kernel to vanish at
the peak points, but to be of large order around them. It is not clear how one could see
this through the Selberg Trace Formula.
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Chapter 6
Lattice Point Problems
Let Γ be a discrete group acting discontinuously on a hyperbolic spaceH and denote
the quotient space by M . The standard hyperbolic lattice point problem asks to count
the number of points in the orbit Γ p within a given distance from some fixed point
q ∈H . For example, in two dimensions the counting function is
N (z, w,X ) = #{γ ∈ Γ : 4u(γ z, w)+ 2≤X },
where u is the standard point-pair invariant onH2 and z, w ∈H2, and it measures the
number of lattice points γ z in a hyperbolic disc of radius arccosh(X /2) centered at w.
This problem was first considered by e.g. Huber and Selberg. In the 1970s Selberg
proved that for fixed z, w ∈H2,
N (z, w,X ) =
p
pi
∑
s j∈(1/2,1]
Γ (s j − 1/2)
Γ (s j + 1)
X s j u j (z)u j (w)+ E(z, w,X ),
where E(z, w,X ) = O(X 2/3). The bound on the error term E(z, w,X ) has not been
improved for any cofinite Γ or any choice of points z, w ∈H2. To find more evidence
of the conjectured bound for the error term E(z, w,X ) = O(X 1/2+ε), it is useful to
consider various averages. For example, Hill and Parnovski [47] look at the variance
of the counting function in terms of the centre over the whole fundamental domain of
any cofinite Γ in hyperbolic n-space. For the caseH =H2 and Γ = PSL2(Z), assuming
no non-zero eigenvalues λ≤ 1/4, their result is∫
Γ\H2
N (z, w,X )− pivol(Γ\H2)X
2 dµ(w) = O(X ),
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whereµ(w) is the standard hyperbolic measure onH2. On the other hand, Petridis and
Risager [77] looked at a local average of N (z, z,X ) over z . Suppose that f is a smooth,
non-negative, compactly supported function on M . For Γ = PSL2(Z) they proved that∫
Γ\H2
f (z)N (z, z,X )dµ(z) =
piX
vol(Γ\H2)
∫
Γ\H2
f (z)dµ(z)+O(X 7/12+ε),
where the error term depends on ε and f only. This improves Selberg’s bound halfway
to the expected 1/2+ε on average. Their method requires knowledge of the average rate
of QUE for Maaß cusp forms on M and other arithmetic information only available to
groups similar to PSL2(Z). In 1996 Chamizo [10] showed that it is possible to apply
large sieve methods on M . As an application, he proved that by averaging over a large
number of radii, one gets the expected bound on the error term E(z, w,X ):
1
X
∫ 2X
X
|E(z, w, x)|2 d x = O(X log2 X ). (6.1)
Furthermore, Chamizo also proves a similar result for the second and fourth moments
of discrete averages over sufficiently spaced centres, which leads to
∫
Γ\H2
|E(z, w,X )|2m dµ(z)
 1
2m
= O(X 1/2 logX ), (6.2)
for m = 1,2.
Instead of measuring the distance between two points ofH , it is also possible to
consider geodesic segments between various subspaces of M . In two dimensions, Huber
[50] looked at geodesic segments between a point and a fixed closed geodesic `. The
geodesic ` corresponds to a hyperbolic conjugacy class H, given by some power ν of a
primitive hyperbolic element g ∈ Γ . For cocompact Γ , Huber explained that counting
Nz(T ) = #{γ ∈H : d (z,γ z)≤ T } (6.3)
is equivalent to counting the geodesic segments from z to ` according to length. If Γ
has no small eigenvalues, then Huber’s main result in [49] says that
Nz(T ) =
2
vol(Γ\H2)
µ
ν
X +O(X 3/4), (6.4)
where µ is the length of the invariant geodesic corresponding to H, and X = sinhT /2sinhµ/2 .
Independently, Good [35] proved a stronger error bound of O(X 2/3). Good’s methods
also extend to more general counting problems for cofinite groups Γ .
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There is another interesting geometric interpretation that Huber gave for the
counting problem in conjugacy classes. After conjugation we may assume that the
geodesic ` lies on the imaginary axis. Then the counting in Nz(T ) is equivalent to
counting γ z in the cosets γ ∈ Γ/〈g 〉, such that γ z lies inside the sector formed by the
imaginary axis and some angle Θ.
Chatzakos and Petridis [14] showed that it is possible to apply Chamizo’s methods
to obtain results analogous to (6.1) and (6.2). This was done by extending Huber’s
method to produce Good’s error term O(X 2/3) for both cocompact and cofinite Γ .
In n dimensions, Herrmann [46] investigated the number of geodesic segments
from a point to any Jordan measurable subset Y of a totally geodesic submanifold
Y ⊂H . Let N (r,Y,Γ p) be the number of orthogonal geodesic segments from γ p,
for any γ ∈ Γ , to Y with length at most r . For cocompact Γ , Herrmann proves that
N (r,Y,Γ p)∼ 2
n− 1
pi(n−k)/2
Γ ( n−k2 )
vol(Y )
vol(Γ\H ) cosh
n−1 r. (6.5)
His method is geometric, not depending on the action of the group Γ on H . He
introduces an associated Dirichlet series and studies its analytic continuation. It is
difficult to prove strong error terms with this method. We are interested in the error
term of (6.5) for n = 3 and k = n−1. We study this for Y =Y by adapting the method
of Huber and Chatzakos–Petridis toH =H3 for cocompact Γ ⊂ PSL2(C).
For the rest of this chapter we fixH =H3. We also focus solely on cocompact Γ , see
Remark 6.6 for a discussion on cofinite groups. Let {u j } j≥0 be a complete orthonormal
system of eigenfunctions of the Laplacian ∆ on M with eigenvalues λ j = s j (2− s j )≥ 0.
Let P be a totally geodesic hyperplane inH and define v(p) = arctan(x2(p)/y(p)).
We prove the following theorem.
Theorem 6.1. Let Γ be a cocompact discrete subgroup of PSL2(C). Set H = Γ∩StabPSL2(C)(P )
and let uˆ j be the period integral of u j over the fundamental domain of H restricted toP .
Define
N (p,X ) = #{γ ∈H\Γ : (cos v(γ p))−1 ≤X }.
Then we have
N (p,X ) = M (p,X )+ E(p,X ),
where
M (p,X ) =
vol(H\P )
vol(Γ\H ) X
2 +
∑
1<s j<2
2s j−1
s j
uˆ j u j (p)X
s j , (6.6)
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and
E(p,X ) = O(X 3/2).
Here we understand vol(H\P ) as the hyperbolic area in two dimensions. We
also apply Chamizo’s large sieve results in this case. For the radial average, Chamizo
only provides a large sieve inequality in two dimensions. We generalise it to three
dimensions and prove an improvement of 1/6 on the pointwise error term on average.
It is clear for structural reasons that the radial averages with this method get worse
for higher dimensions. See Section 6.3.4 for a more indepth discussion. In the same
vein it is only possible to obtain the conjectured bound for the second moment for
spatial averages. A similar feature can already be observed in two dimensions. Chamizo
proves large sieve inequalities for all moments of the mean square in his thesis [12].
However, it turns out that for the spatial average only the second and fourth moments
yield improvements over the pointwise bound and likewise for the second moment in
the radial case.
We summarise our mean square results in the following theorems. The correspond-
ing discrete averages and more precise statements are given in Theorems 6.13 and 6.14.
Theorem 6.2. Let Γ be a cocompact discrete subgroup of PSL2(C). Then, for X > 1,
1
X
∫ 2X
X
|E(p, x)|2 d xX 2+2/3 logX .
Remark 6.1. It is also possible to obtain the radial mean square (6.1) in the standard
two dimensional lattice point problem by direct integration in the spectral expansion
of the error term. This is done for a smoothed error term by Phillips and Rudnick
[85]. It is possible to deduce the result of Chamizo from their computations [16]. It
would be interesting to see if this can be done in our problem and whether it improves
on the above estimate coming from the large sieve.
Theorem 6.3. Let Γ be a cocompact discrete subgroup of PSL2(C). Then, for X > 1,∫
Γ\H
|E(p,X )|2 dµ(p)X 2 log2 X .
Remark 6.2. The other possible case in three dimensions, k = 1, is substantially harder
with our method. Currently, the spectral expansion of the automorphic function
corresponding to N (p,X ) can be written in terms of uˆ j and an explicit solution to an
ordinary differential equation. For k = 1 we can no longer solve the corresponding
eigenvalue equation as it remains a partial differential equation.
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Remark 6.3. The majority of computations in this paper are more elementary (explicit),
though not necessarily shorter, than in two dimensions (cf. [14]). While the spectral
analysis is analogous, the three dimensional geometry introduces new obstacles that
were not present in the lower dimension. For example, we have to pay more attention
to the fixed submanifold and the period integrals defined over it. We expect that there
will always be a distinction between even and odd dimensional hyperbolic spaces. This
is due to the fact that the special functions in the spectral expansion of the counting
function (see Lemma 6.7 and (6.27), (6.28), (6.29)), the spherical eigenfunctions of ∆
and the Selberg transform can all be expressed in an elementary form. The spectral
analysis should work similarly in all dimensions in the case k = n−1. For the most part,
we prefer to work without relying on the explicit expressions too much. Where this is
not convenient, we give remarks as to how we expect the computations to generalise to
higher dimensions.
Remark 6.4. Dynamical systems and ergodic methods have also been applied to study
lattice point counting. Their advantage is that the results generally apply to a larger set
of manifolds. On the other hand, these methods fail to produce finer results, such as
strong error terms. For example, Parkkonen and Paulin [75] extend the counting in
conjugacy classes problem of Huber to higher dimensions for loxodromic, parabolic
and elliptic conjugacy classes for any discrete group of isometries Γ . See also [74]
for a survey on a wider variety of counting problems analogous to Herrmann [46].
Moreover, Eskin and McMullen [26] obtain main terms for a variety of counting
problems on affine symmetric spaces defined by Lie groups. In particular, they give
an alternate proof for the main term on homogenous affine varieties, which was also
proved by Duke, Rudnick, and Sarnak [23] through spectral methods.
6.1 The Geometric Setup of the Problem
Recall Huber’s counting function Nz(T ) as defined in (6.3). With the notation from
the beginning of the chapter, define
A( f )(z) =
∑
γ∈H
f

cosh d (z,γ z)− 1
coshµ− 1

,
where H is the conjugacy class, µ the length of the invariant geodesic and f is some
compactly supported function with finitely many discontinuities. If f is the indicator
function on [0,T ], then A( f )(z) = Nz(T ). The key idea in Huber’s proof of (6.4) is the
identification of a coordinate system in which the coefficients a( f , t j ) of the spectral
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expansion of A( f ) decompose into a product a( f , t j ) = 2uˆ j d ( f , t j ). Here uˆ j is a period
integral of the Maaß form u j over a segment of the invariant geodesic and d ( f , t j ) is an
integral transform depending on a solution of the integrated eigenvalue equation.
The d ( f , t ) transform plays the role of the Selberg–Harish-Chandra transform
from Selberg theory. Chatzakos and Petridis identified the special function in the
integral transform explicitly, which was crucial for the application of the large sieve to
the mean square of the error term. In three dimensions there are more possibilities for
generalisation, depending on the dimension of the totally geodesic submanifold. The
case of a geodesic and a point is difficult as the eigenvalue equation remains a partial
differential equation, which we cannot solve. Instead, we focus on the problem with a
totally geodesic hyperplane and a point. Geometrically, the former case corresponds
to counting in a cone, while the latter is still counting in a sector.
The totally geodesic hypersurfaces inH are the Euclidean hyperplanes and semi-
spheres orthogonal to the complex plane. Motivated by Huber, we define a new set of
coordinates. Let
x = x1, u = log
Æ
x22 + y2, v = arctan
x2
y
,
and transform to p = (x(p), u(p), v(p)). We often write (x, u, v) for the same point as
a shorthand if the point in question is clear. The effect of this change of coordinates on
the metric and the Laplacian is summarised in the next lemma.
Lemma 6.4. With the (x, u, v) coordinates defined as above, we have
d s 2 =
d x2
e2u cos2 v
+
d u2 + d v2
cos2 v
,
dµ(p) =
d x d u d v
e u cos3 v
,
and
∆= e2u cos2 v
∂ 2
∂ x2
+ cos2 v

∂ 2
∂ u2
+
∂ 2
∂ v2

− cos2 v ∂
∂ u
+ sin v cos v
∂
∂ v
.
Proof. Recall that given a Riemannian metric
d s 2 =
∑
i , j
gi j d x
i d x j ,
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y
x1
x2
e uv
Figure 6.1: The (x, u, v) coordinates inH .
then the associated Laplace–Beltrami operator is given by
∆=
1pg
∑
i , j
∂
∂ x i
p
g g i j
∂
∂ x j
, (6.7)
where (g i j ) = (gi j )
−1 is the inverse metric tensor and g = det(gi j ). Now, the Jacobian
of the transformation (x1, x2, y) 7→ (x, u, v) is1 0 00 sin v e u cos v e u
0 cos v e u − sin v e u
 ,
so that the hyperbolic metric tensor in these coordinates is
(gi j ) =

1
e2u cos2 v
1
cos2 v
1
cos2 v
 . (6.8)
We can then read off d s 2 from (6.8) and compute dµ(p) as the square root of the
determinant of (gi j ). For the Laplacian we use formula (6.7) to get
∆= e u cos3 v

∂
∂ x
 e u
cos v
∂
∂ x

+
∂
∂ u

1
e u cos v
∂
∂ u

+
∂
∂ v

1
e u cos v
∂
∂ v

,
which simplifies to the required form.
Now, letP be a totally geodesic hyperplane inH . After conjugation by an element
of PSL2(C), we may assume that P is given by the set {p ∈H : v = 0} (i.e. x2 = 0,
see Figure 6.1). Let p ∈H . We denote the orthogonal projection (along geodesics)
of p onto P by p0 = (x(p), u(p), 0). Next we identify all the elements of PSL2(C)
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that stabilise the planeP . Since we are no longer working with a single geodesic, the
stabiliser will be larger than in the two dimensional setting.
Lemma 6.5. The stabiliser ofP in PSL2(C) is
StabPSL2(C)(P ) = PSL2(R)
⋃ 
i −i

PSL2(R).
Proof. Denote the stabiliser by A. Let γ =
 
a b
c d
 ∈ A. By definition we have that
γ p ∈P for any p ∈P , that is x2(p) = 0 implies that x2(γ p) = 0. Hence,
x2(γ p) =
Im(ac x21 +(ad + b c)x1 + b d + acy
2)
‖c p + d‖2 = 0.
This needs to be true for any x1 and y. Comparing coefficients we get
Im(ac) = 0, (6.9)
Im(ad + b c) = 0, (6.10)
Im(b d ) = 0. (6.11)
Now, write a, b , c , d in polar form as
a = rae
θa i , b = rb e
θb i ,
c = rc e
θc i , d = rd e
θd i .
Then equation (6.9) implies that θa = θc + npi for some n ∈Z. Similarly, from (6.11)
we see that θb = θd + mpi for some m ∈Z. Equation (6.10) then gives that
Im(ra rd e
i(θa−θb+mpi)+ rb rc e i(θb−θa+npi)) = 0.
⇐⇒ (−1)m ra rd sin(θa −θb )− (−1)n rc rd sin(θa −θb ) = 0. (6.12)
We also have from ad − b c = 1 that
Im(ra rd e
i(θa+θb−mpi)− rb rc e i(θb+θa−npi)) = 0.
⇐⇒ (−1)m ra rd sin(θa +θb )− (−1)n rc rd sin(θa +θb ) = 0. (6.13)
Also from the real part of ad − b c = 1 we get
(−1)m ra rd cos(θa +θb )− (−1)n rc rd cos(θa +θb ) = 1, (6.14)
which means that
(−1)m ra rd − (−1)n rc rd 6= 0. (6.15)
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Combining (6.12), (6.13) and (6.15) yields
sin(θa −θb ) = 0, sin(θa +θb ) = 0,
and similarly for θc and θd . Thus either θa, θb , θc , θd ∈ {0,pi} or θa, θb , θc , θd ∈
{−pi2 , pi2 }. In the first case the matrix is real and hence gives PSL2(R). In the second case
we have, after considering the determinant,
γ =

i
−i

ra rb
rc rd

or

ra rb
rc rd

i
−i

.
Now define H = StabPSL2(C)(P )∩ Γ . We can then write the counting function aseN (p,Θ) = #{γ ∈H\Γ : |v(γ p)| ≤Θ},
where Θ ∈ (0,pi/2). If we set (cosΘ)−1 = X , then eN takes on the following form
(cf. Huber [49])
eN (p,Θ) = N (p,X ) = #γ ∈H\Γ : 1
cos v(γ p)
≤X

.
Remark 6.5. Counting in the sector is equivalent to counting orthogonal geodesic
segments from γ p to P according to length. Hence, we can easily relate the main
term (6.6) to that of Herrmann’s (6.5). Given a point p ∈H , the projection p0 in the
(x1, x2, y)-coordinates is given by p0 = (x1, 0,
Æ
x22 + y2). Then, by the explicit formula
for the point-pair invariant (4.21), we get
δ(p, p0) =
Æ
x22 + y2
y
,
which simplifes to
δ(p, p0) = sec v,
in the (x, u, v)-coordinates. Now, for N (p,X ) we have X = secΘ so that the maximal
distance we are counting is arccoshsecΘ. Substituting this into (6.5) with n = 3 and
k = 2 shows that the main terms agree.
As we are working with invariance under H , we have to compute its fundamental do-
main,FH (H ). It has a particularly convenient description in the (x, u, v)-coordinates.
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First, consider H restricted to the planeP and denote the fundamental domain of H
in this space by S =FH2(H ).
Lemma 6.6. We claim thatFH (H ) = F , where F is given by the union of rotated copies
of S:
F =
⋃
θ∈(−pi2 ,pi2 )
Sθ,
and Sθ are defined by
Sθ = {p ∈H : v(p) = θ, p0 ∈ S}.
Proof. This follows immediately from computing the action of H onH , which is seen
to be independent of v(p) in the x and u-coordinates. First, let ι=
 
i 0
0 −i

, which acts
on p ∈H as a rotation by pi about the imaginary axis:
ιp = ι(z + y j ) =−z + y j ,
so that
x(ιp) =−x(p), u(ιp) = u(p), v(ιp) =−v(p).
On the other hand, for τ =
 
a b
c d
 ∈ PSL2(R), we find that
x(τ p) =
ac |z |2 +(ad + b c)x + b d + acy2
c2|z |2 + 2cd x + d 2 + c2y2
=
ac‖p‖2 +(ad + b c)x + b d
c2‖p‖2 + 2cd x + d 2 .
y
x1
x2
Figure 6.2: Fundamental domain of H inH with the part for H\P highlighted (for Γ =
PSL2(Z[i])).
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And since ‖p‖2 = x2 + e2u it follows that x(τ p) does not depend on v(p). Similarly,
x2(τ p) =
x2
‖c p + d‖2 ,
y(τ p) =
y
‖c p + d‖2 ,
so that
u(τ p) = log
Æ
x22 + y2
‖c p + d‖2 = u(p)− log‖c p + d‖
2,
v(τ p) = v(p).
It is easy to see that ιτι ∈ SL2(R). Hence any γ ∈H can be written as ιτ, τι or τ. The
first consequence of the above calculations is that for p ∈H and γ ∈H the action of
the group and the orthogonal projection toP commute, i.e. (γ p)0 = γ p0. Moreover,
if v(p) = θ then v(γ p) =±θ for any γ ∈H . Thus, suppose that p,γ p ∈ S±θ for some
θ ∈ (0,pi/2) and γ ∈ H . It follows that p0,γ p0 ∈ S, which is a contradiction as S is
a fundamental domain for H on the plane. This shows that FH (H ) ⊆ F . Suppose,
FH (H ) F . Then for some θ there is a point p ∈ Sθ and γ ∈H with γ p ∈ F \FH (H ).
Projecting back to S gives a contradiction.
Remark 6.6. For cocompact Γ it is easy to see that N (p,X ) is uniformly bounded
in p. On the other hand, for cofinite Γ it is not true in general, although it is still
possible to see that N (p,X ) is well-defined (finite for fixed X and p). For example, if
Γ = PSL2(Z[i]) then as y(p)→∞, N (p,X ) becomes unbounded. This introduces
complications for the convergence of the corresponding automorphic form and is the
main reason for our restriction to cocompact groups. The problem lies in the fact that
for non-compact M the totally geodesic surface can pass through the cusp. It should be
possible to overcome this difficulty by restricting the group Γ appropriately.
6.2 Spectral Analysis
Let Γ ⊂ PSL2(C) be cocompact. Define a function A( f ) onH by
A( f )(p) =
∑
γ∈H\Γ
f

1
cos2 v(γ p)

,
where f :[1,∞)−→R has a compact support and finitely many discontinuities. Then
it is easy to see that A( f ) is automorphic since v(γ p) is constant on the cosets. We
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also note that for sufficiently smooth f ∈ C 2[1,∞), A converges pointwise to its
spectral expansion, see [50, pg. 23]. Let {u j } j≥0 be a complete orthonormal system
of automorphic eigenfunctions of −∆ with corresponding eigenvalues λ j . Since our
problem differs from the standard lattice point counting problem, in that A( f ) does
not define an automorphic kernel, we do not have the usual expansion in terms of the
Selberg transform of f . The correct substitute for this is the spectral expansion of A( f )
in terms of the u j ’s. Let a( f , t j ) be the coefficients of the spectral expansion of A( f )
on Γ\H given by
a( f , t j ) = 〈A( f ), u j 〉=
∫
Γ\H
A( f )(p)u j (p)dµ(p).
Then the spectral expansion of A( f ) in terms of the u j ’s is
A( f )(p) =
∑
j
a( f , t j )u j (p).
We now compute the coefficients a( f , t j ) explicitly in the manner of [49, Lemma 2.3]
and [14, Lemma 2.1]. Following this, we identify the special function that appears in the
spectral expansion and prove some simple estimates on it. For simplicity, consider u j
instead of u j .
Lemma 6.7. We have
a( f , t j ) = 2uˆ j c( f , t j ),
where
uˆ j =
∫
H\P
u j (x, u, 0)
d u d x
e u
,
is a period-integral of u j over the fundamental domain of H restricted to the plane P .
Also,
c( f , t j ) =
∫ pi
2
0
f

1
cos2 v
 ξλ j (v)
cos3 v
d v,
where ξλ is the solution of the ordinary differential equation
cos2 v ξ ′′λ (v)+ sin v cos v ξ
′
λ(v)+λξλ(v) = 0,
with the initial conditions
ξλ(0) = 1, ξ
′
λ(0) = 0.
In the following proofs we work with a fixed λ and denote ξλ by ξ .
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Proof. Unfolding the spectral coefficients,
a( f , t j ) =
∫
Γ\H
∑
γ∈H\Γ
f

1
cos2 v(γ p)

u j (p)dµ(p)
=
∫
H\H
f

1
cos2 v

u j (x, u, v)
d x d u d v
e u cos3 v
.
We can express this in terms of the period integral as
a( f , t j ) =
∫ pi
2
−pi2
f

1
cos2 v

ϕ j (v)
d v
cos3 v
,
where
ϕ j (v) =
∫
Sv
u j (x, u, v)
d u d x
e u
.
It is immediate that ϕ j is even. According to Lemma 6.4, in our new coordinates the
eigenvalue equation becomes:
e2u cos2 v
∂ 2u j
∂ x2
+ cos2 v

∂ 2u j
∂ u2
+
∂ 2u j
∂ v2

− cos2 v ∂ u j
∂ u
+ sin v cos v
∂ u j
∂ v
+λu j = 0.
Now, dividing by e u and integrating over Sv we get
cos2 v
∫
Sv
e2u
∂ 2u j
∂ x2
d x d u
e u
+ cos2 v
∫
Sv
∂ 2u j
∂ u2
d u d x
e u
+ cos2 v
∂ 2ϕ j
∂ v2
− cos2 v
∫
Sv
∂
∂ u
∫
u j
d x d u
e u
+ sin v cos v
∂ ϕ j
∂ v
+λϕ j (v) = 0. (6.16)
Next, notice that the Laplacian on Sv in the induced metric is exactly the restriction
of ∆ to Sv , that is, ∆ Sv= cos2 v∆Sv , where
∆Sv = e
2u ∂
2
∂ x2
+
∂ 2
∂ u2
− ∂
∂ u
.
Hence, for a fixed v, (6.16) becomes
cos2 v
∫
Sv
∆Sv u j
d x d u
e u
+ cos2 v
∂ 2ϕ j
∂ v2
+ sin v cos v
∂ ϕ j
∂ v
+λϕ j (v) = 0. (6.17)
Denote the integral in (6.17) by Iv . Then, by Stokes’ theorem we have that
Iv =
∫
∂ Sv
∇u j ·n d`,
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where d` is the line element on Sv and n is the unit normal vector (on the plane) to Sv .
We wish to show that Iv = 0. To do this, recall some basic terminology for funda-
mental domains (inH2) from Beardon [3]. LetF be a fundamental domain of a cofinite
or cocompact Fuchsian group G. ThenF is a convex hyperbolic polygon with finitely
many sides. A side of F is a geodesic segment of the form F ∩ gF for any g ∈ G
with g 6= I . A vertex of F is a point of the form F∩ gF∩ hF for any g 6= h ∈ G
such that g , h 6= I . If ∂F contains an elliptic fixed point of g ∈ G of order 2, then
we consider the fixed point as a vertex ofF and moreover g identifies the adjacents
sides with opposite orientation. In general, we can always find a side-pairing forF,
that is, for i = 1, . . ., k, there exist triples (Λi ,Ψi , gi ) such that giΛi = Ψi , and gi is the
unique element in G that does this, and that Λi or Ψi are not paired with any other
sides ofF. Finally, we can always chooseF so that if we consider ∂F as a contour
inH , then the congruent sides occur with opposite orientation as segments of the
contour [45, pp. 2–4]. So, let {(Λi ,Ψi , gi ) : i = 1, . . . , k} be a side-pairing of S. Then
it immediately follows that for any Sv we get a corresponding side-pairing. Denote
these by {(Λvi ,Ψvi , gi ) : i = 1, . . . , k}, where (Λvi )0 =Λi and (Ψvi )0 = Ψi . It follows that
Iv = 0 as the integral over Λ
v
i is cancelled by the one over Ψ
v
i since∇u j ·n is invariant
under H .
We are left with
cos2 v ϕ′′(v)+ sin v cos v ϕ′(v)+λϕ(v) = 0, (6.18)
where ϕ′(0) = 0, as ϕ is even. Define,
ω(v) = ϕ(v)+ϕ(−v),
for v ∈ (−pi/2,pi/2). We then have the relations
ω′(v) = ϕ′(v)−ϕ′(−v), ω′′(v) = ϕ′′(v)+ϕ′′(v).
Hence, adding (6.18) evaluated at −v to itself yields
cos2 vω′′(v)+ sin v cos vω′(v)+λω(v) = 0, (6.19)
with
ω(0) = 2uˆ j , ω
′(0) = 0.
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Now, suppose that ξ (v) is a solution to the second order homogenous linear ODE
cos2 v ξ ′′(v)+ sin v cos v ξ ′(v)+λξ (v) = 0, (6.20)
with initial conditions
ξ (0) = 1, ξ ′(0) = 0.
Then we can write the full solutionω of (6.19) as
ω(v) = 2uˆ jξ (v).
Therefore, the a( f , t j )’s can be written as
a( f , t j ) =
∫ pi/2
0
+
∫ 0
−pi/2

f

1
cos2 v

ϕ(v)
d v
cos3 v
=
∫ pi/2
0
f

1
cos2 v

ω(v)
d v
cos3 v
= 2uˆ j
∫ pi/2
0
f

1
cos2 v

ξ (v)
d v
cos3 v
.
We will also need some estimates on ξλ. Notice that the following lemma does
not use the explicit form of ξλ (which we will compute later). This proof is analogous
to [49, §4.2].
Lemma 6.8. For all v ∈ [0,pi/2) we have
|ξλ(v)| ≤ 1, (6.21)
ξλ(v)≥ 1− 2+λ2 tan
2 v. (6.22)
Proof. Recall that ξ satisfies
cos2 vξ ′′(v)+ sin v cos vξ ′(v)+λξ (v) = 0.
Multiplying this by 2ξ ′(v), we can write
cos2 v
 
ξ ′(v)2
′+ 2sin v cos v(ξ ′(v))2 +λ(ξ (v)2)′ = 0.
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Now, integrate over [0, x] and use ξ (0) = 1 and ξ ′(0) = 0 to get
cos2 xξ ′(x)2 + 2
∫ x
0
sin2vξ ′(v)2 d v +λ(ξ (x)2− 1) = 0.
Since x ∈ [0,pi/2), sin2v is non-negative and so
λ(1− ξ (x)2) = cos2 xξ ′(x)2 + 2
∫ x
0
sin2v ξ ′(v)2 d v ≥ 0.
This proves the first part. Now we can apply (6.21) to get
ξ ′′(v) =− tan vξ ′(v)−λξ (v) sec2 v
≥− tan vξ ′(v)−λ sec2 v.
Integrating first over [0, x] we get
ξ ′(x)≥− tan x(1+ ξ (x))−λ tan x ≥−(2+λ) tan x,
and then integrating over [0, v] yields
ξ (v)− 1≥ (2+λ) log(cos v)≥ −1
2
(2+λ) tan2 v.
Thus,
ξ (v)≥ 1− 2+λ
2
tan2 v.
With this, we have the following Hecke type bound for the mean square of the
period integrals.
Lemma 6.9. Let uˆ j be the period integral over H\P of the automorphic form u j ∈ L2(M ).
Then, for T > 1 ∑
|t j |≤T
|uˆ j |2 T .
This is a surprising result in the sense that the order of growth is better than what we
expect from the local Weyl law, Lemma 6.12. We suspect that the mean square should
be bounded in all dimensions, cf. Tsuzuki [102, Theorem 1]. The proof follows a
general strategy of applying Parseval’s identity to the Fourier expansion and estimating
the special functions from below. See for example Theorem 3.2 and Chapter 8 in [53]
as well as [49, §2.6].
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Proof. Let K = supp∈H N (p,X ). This is well-defined as N (p,X ) is uniformly bounded.
Then ∫
Γ\H
(A( f )(p))2 dµ(p)≤K
∫
Γ\H
A( f )(p)dµ(p).
Also, define
tanθ=
√√√ 2
y + 2
.
Then
a( f , t j ) = 2uˆ j
∫ θ
0
ξλ j (v)
cos3 v
d v
with ξ0(v) = 1. In particular, the coefficient for the zero eigenvalues (so t j = i ) gives
a( f , t0) = 2uˆ0
∫ θ
0
cos−3 v d v
= 2uˆ0

1
2
secθ tanθ+
1
2
log|secθ+ tanθ|

= 2uˆ0

1p
2
p
4+ y
y + 2
+
1
2
log

p
2+
p
4+ yp
y + 2


= 2uˆ0 g (y),
say. On the other hand,
a( f , t0) = 2u0
∫
Γ\H
A( f )(p)dµ(p).
Hence,
uˆ0 g (y) = u0
∫
Γ\H
A( f )(p)dµ(p).
It follows that ∫
Γ\H
(A( f )(p))2 dµ(p)≤K uˆ0 g (y)
u0
, (6.23)
where u0 is the constant eigenfunction. By Parseval we have∫
Γ\H
(A( f )(p))2 dµ(p) =
∞∑
j=0
|a( f , t j )|2
≥∑
λ j≤y
|a( f , t j )|2,
so that ∫
Γ\H
(A( f )(p))2 dµ(p)≥∑
λ j≤y
|uˆ j |2
 ∫ θ
0
ξλ j (v)
cos3 v
d v
!2
. (6.24)
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Since λ j ≤ y, from the bound (6.22) it follows that:
ξλ j ≥ 1−
2+λ j
2
tan2 v ≥ 1− 2+ y
2
tan2 v.
Hence,∫ θ
0
ξλ j (v)
cos3 v
d v ≥
∫ θ
0

1− 2+ y
2
tan2 v
 d v
cos3 v
=
1
8tan2θ
 
tanθ secθ(2sec2θ− 3)+ (1+ 4tan2θ) log
 
1+ tan θ2
1− tan θ2
!!
= h(θ).
We are interested in the behaviour of h as y→∞, that is, θ→ 0+. After a tedious but
elementary computation we find that
lim
θ→0+
h(θ)
tanθ
=
2
3
.
This means that h(θ)≥ ( 23 − ε) tanθ for small enough θ and for some ε > 0. In other
words, we have proved that ∫ θ
0
ξλ j (v)
cos3 v
d v ≥ cy−1/2, (6.25)
for some constant c > 0, as y→∞. Now, combining (6.23), (6.24) and (6.25) we get
∑
λ j≤y
|uˆ j |2 ≤ K uˆ0c2u0 g (y)y y
1/2.
The result follows from observing that λ j = 1+ t
2
j .
As pointed out earlier, we can actually express ξ in an elementary form. We suspect
that this is always possible in odd dimensional hyperbolic space. In even dimensions
the special functions are more complicated Legendre or hypergeometric functions. We
let r = tan v. Then
a( f , t j ) = 2uˆ j
∫ ∞
0
f (1+ r 2)ξ (arctan r )
p
1+ r 2 d r. (6.26)
Apply the transformation tan v = sinh w in (6.20). It becomes
ξ ′′(w)+ 2tanh w ξ ′(w)+λξ (w) = 0.
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It is easy to check that the general solution is
ξ (w) =
1
cosh w

Ae−w
p
1−λ+Bew
p
1−λ ,
for some constants A and B . With our initial conditions we get
A= B =
1
2
.
Since λ= s j (2− s j ), we have 1−λ= (s j − 1)2. So,
ξ (w) =
1
2cosh w
 
e−w(s j−1)+ ew(s j−1)

=
cosh w(s j − 1)
cosh w
, (6.27)
or in terms of r :
ξ (r ) =
cosh((s j − 1)arcsinh r )p
1+ r 2
. (6.28)
Thus we can finally write the explicit form for ξ in terms of v as
ξ (v) =
cosh((s j − 1)arcsinhtan v)
sec v
. (6.29)
We will now show how to estimate the spectral coefficients a( f , t j ). With the
explicit form (6.28) for ξ , we can write
a( f , t j ) = 2uˆ j
∫ ∞
0
f (1+ r 2)cosh((s j − 1)arcsinh r )d r. (6.30)
We are thus led to consider the integral transform
c( f , t ) =
∫ ∞
0
f (1+ r 2)cosh((s − 1)arcsinh r )d r,
where s = 1+ i t . Now, define
f

1
cos2 v(p)

=
1, if 0≤ |v | ≤Θ,0, if Θ < |v |< pi2 ,
or equivalently
f

1
cos2 v(p)

=
1, if 1≤ sec v ≤X ,0, if X < sec v.
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If we let r = tan v, then we get that
f
 
1+ r 2

=
1, if 0≤ r ≤U ,0, if U < r ,
where U = tanΘ =
p
X 2− 1. Notice that
U = X
p
1−X−2 = X  1+O(X−2)= X +O(X−1).
In particular,
A( f )(p) = eN (p,Θ) = N (p,X ).
Now, letting r = sinh u, we can rewrite c( f , t ) as
c( f , t ) =
∫ ∞
0
f (cosh2 u)cosh((s − 1)u)cosh u d u.
Notice that 2cosh((s − 1)u)cosh u = cosh s u + cosh(2− s)u, so that
c( f , t ) =
1
2
∫ ∞
0
f (cosh2 u)cosh s u d u +
1
2
∫ ∞
0
f (cosh2 u)cosh(2− s)u d u.
Since the integrands are even we arrive at
c( f , t ) =
1
4
∫
R
f (cosh2 u)cosh s u d u +
1
4
∫
R
f (cosh2 u)cosh(2− s)u d u,
where
f (cosh2 u) =
1, if |u| ≤ arcsinh U ,0, otherwise.
Since both of the integrals in c( f , t ) are of the same type, we define the integral trans-
form d ( f , s) given by
d ( f , s) =
∫
R
f (cosh2 u)cosh s u d u. (6.31)
We list some simple properties of the d ( f , s)-transform without proof.
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Lemma 6.10. Suppose f and g are compactly supported even functions with finitely many
discontinuities, let α ∈R, then
4c( f , t ) = d ( f , s)+ d ( f , 2− s),
d (α f , s) = αd ( f , s),
d ( f ∗ g , s) = d ( f , s)d (g , s),
where ∗ is the usual convolution. Also
d (1[−T ,T ], s) =
2sinh sT
s
,
where 1[−T ,T ](cosh
2 u) is the indicator function on [−T ,T ], and
d ( f , 0) =
∫
R
f (cosh2 u)d u.
Let 1>δ > 0, and define χ (cosh2 u) = (2δ)−11[−δ,δ](cosh
2 u) to be a characteristic
function with unit mass with respect to the d ( f , s)-transform. Now define
ef +(cosh2 u) =
1, if |u| ≤ arcsinh U + 2δ,0, otherwise.
ef −(cosh2 u) =
1, if |u| ≤ arcsinh U − 2δ,0, otherwise.
Let f + = ef + ∗χ ∗χ and f − = ef − ∗χ ∗χ . Then f +(x) = 1 for |x| ≤ arcsinh U and
vanishes for |x| ≥ arcsinh U + 4δ, and similarly f −(x) vanishes for |x| ≥ arcsinh U . It
follows that
A( f −)(p)≤N (p,X )≤A( f +)(p).
Hence, in order to estimate N (p,X ) we need bounds for A( f +) and A( f −), which in
turn leads us to investigate c( f ±, t ). The case for f − is analogous, so we restrict the
treatment below to f +.
Remark 6.7. Without any smoothing, the spectral expansion for A( f ) would of course
not converge. In two dimensions it suffices to use a single convolution (linear decay). In
our case we need at least two convolutions to ensure convergence. On the other hand,
any more smoothing in this manner does not yield improvements for the pointwise
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bound nor for the application of the large sieve.
Proposition 6.11. The integral transform c( f , t ) satisfies the following properties:
(i) For s = 1+ i t we can write
c( f +, t ) = a(t ,δ)X 1+i t + b (t ,δ)X 1−i t , (6.32)
where a and b satisfy
a(t ,δ), b (t ,δ)min(|t |−1, |t |−3δ−2).
(ii) For s ∈ [1,2] we have
c( f +, t ) =
2s−2
s
X s +
2−s
2− s X
2−s +O(δX s ),
where the case of s = 2 is understood as
c( f +, i) =
X 2
2
+O(δX 2).
Proof. We have
d ( f +, s) =
8sinh s(arcsinh U + 2δ) sinh2 sδ
(2δ)2 s 3
=
8sinh2 sδ
(2δ)2 s 3
sinh(s log(U +
p
U 2 + 1)+ 2sδ).
By Taylor expansion U +
p
U 2 + 1 = 2U +O(U−1), so that
(U +
p
U 2 + 1)s = (2U )s +O(s U s−2) = (2X )s +O(sX s−2).
Now suppose s ∈ [1,2), then we may assume that |s |δ < 1. So,
sinh(s arcsinh U ) =
1
2
 
(2X )s +O(sX s−2)

,
cosh(2sδ) = 1+O(δ).
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Therefore,
sinh s(arcsinh U + 2δ) = sinh(s arcsinh U )cosh2sδ + cosh(s arcsinh U ) sinh2sδ
=
1
2
 
(2X )s +O(X s−2)

(1+O(δ))+O(δX s +δX s−2)
=
1
2
(2X )s +O(δX s ).
It follows that
d ( f +, s) =
4sinh2 sδ
(2δ)2 s 3
((2X )s +O(δX s )) .
Since |s |δ < 1, we also have that (sinh sδ)/sδ = 1+O(δ), and
d ( f +, s) =
1
s
(1+O(δ))((2X )s +O(δX s )) =
2s
s
X s +O(δX s ).
So
c( f +, t ) =
1
4
(d ( f +, s)+ d ( f +, 2− s))
=
2s−2
s
X s +
2−s
2− s X
2−s +O(δX s ).
Now, for the smallest eigenvalue, s = 2, we get
c( f +, i) =
1
4
(d ( f +, 2)+ d ( f +, 0)),
where
d ( f +, 2) = 2X 2 +O(δX 2),
and
d ( f +, 0) = O(logX ),
as d (χ , 0) = 1. This proves (ii) in the proposition. We now consider the case when s is
complex, that is, s = 1+ i t . Assume t > 0 and X > 1, to get
sinh((1+ i t )(arcsinh U + 2δ)) = sinh((1+ i t )arcsinh U )cosh((1+ i t )2δ)
+ cosh((1+ i t )arcsinh U ) sinh((1+ i t )2δ)
=
1
2

(2X +O(X−1))1+i t e2δ(1+i t )
− (2X +O(X−1))−1−i t e−2δ(1+i t )

.
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Thus we can write
sinh((1+ i t )(arcsinh U + 2δ)) = X 1+i tυ(t ,δ), (6.33)
where υ(t ,δ) is bounded for 0<δ < 1 and any t . Hence,
d ( f +, 1+ i t ) = X 1+i tυ(t ,δ)
2
s

sinh sδ
sδ
2
.
Now, suppose |s |δ < 1, then
sinh sδ
sδ
 1.
So in this case
d ( f +, 1+ i t ) = X 1+i t |t |−1.
On the other hand, if |s |δ ≥ 1, then sinh sδ = O(1) so that
d ( f +, 1+ i t ) = X 1+i t |t |−3δ−2.
Working similarly with d ( f +, 1− i t ) proves (i).
Before we can prove the theorem, we need to know the local Weyl law in our setting.
Elstrodt, Grunewald, and Mennicke [25] prove this for Eisenstein series in Chapter 6
Theorem 4.10. It is clear that their proof can be extended to include the cuspidal part.
This yields the following lemma.
Lemma 6.12. For T > 1, we have for all p ∈H that∑
t j≤T
|u j (p)|2 y(p)2T +T 3.
We now have all the ingredients to prove our main theorem.
Proof of Theorem 6.1. First, write the spectral expansion of A( f +)(p):
A( f +)(p) =
∑
j
2c( f +, t j )uˆ j u j (p)
= X 2 uˆ0u0 +
∑
s j∈[1,2)
2uˆ j u j (p)

2s j−2X s j
s j
+
2−s j X 2−s j
2− s j +O(δX
s j )

+
∑
t j∈R
2c( f +, t j )uˆ j u j (p).
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Now the summation over s j ∈ [1,2) is finite, so∑
s j∈[1,2)
2uˆ j u j (p)O(δX
s ) = O(δX 2).
Also, by the discreteness of the spectrum, for a fixed Γ there is some ε0 > 0 such that
there are no s j in [2− ε0, 2), and so
∑
s j∈[1,2)
2uˆ j u j (p)
2−s j X 2−s j
2− s j = O(X ).
Hence the spectral expansion becomes
A( f +)(p) =
∑
s j∈(1,2]
2s j−1X s j
s j
uˆ j u j (p)+G( f
+, p)+O(X +δX 2),
where
G( f +, p) =
∑
0 6=t j
2c( f +, t j )uˆ j u j (p).
Again, by the discreteness of the spectrum we can estimate the contribution of small t j ’s
G( f +, p) =
∑
|t j |≥1
2c( f +, t j )uˆ j u j (p)+O(X ).
Now, since c( f +, t ) is even in t , we get by a dyadic decomposition∑
|t j |≥1
2c( f +, t j )uˆ j u j (p)
∑
t j≥1
c( f +, t j )uˆ j u j (p)
=
∞∑
n=0
 ∑
2n≤t j<2n+1
c( f +, t j )uˆ j u j (p)


∞∑
n=0
sup
2n≤t j<2n+1
c( f +, t j )
 ∑
2n≤t j<2n+1
uˆ j u j (p)
 .
By the Cauchy–Schwarz inequality and Lemmas 6.9 and 6.12 we have
G( f +, p)
∞∑
n=0
sup
2n≤t j<2n+1
c( f +, t j )
 ∑
t j<2n+1
|uˆ j |2
1/2 ∑
t j<2n+1
|u j (p)|2
1/2 +X

∞∑
n=0
sup
2n≤t j<2n+1
c( f +, t j )2
2n+2 +X .
120
6 — Lattice Point Problems
We separate the sum over n depending on whether t jδ ≤ 1 or t jδ ≥ 1,
G( f +, p) ∑
n<log2δ−1
22n+2 sup
2n≤t j<2n+1
c( f +, t j )+
∑
n>log2δ−1
22n+2 sup
2n≤t j<2n+1
c( f +, t j )+X .
Hence, by Proposition 6.11,
G( f +, p) ∑
n<log2δ−1
22n+2X 2−n +
∑
n>log2δ−1
22n+2Xδ−22−3n +X Xδ−1 +X .
Putting all this together we find that
A( f +)(p) =
∑
s j∈(1,2]
2s j−1X s j
s j
uˆ j u j (p)+O(X +δX
2 +δ−1X ). (6.34)
The optimal choice for δ comes from equating δX 2 = δ−1X , which gives δ = X−1/2.
The result follows from noting that u0 = vol(Γ\H )−1/2 and uˆ0 = vol(S)vol(Γ\H )−1/2.
6.3 Applications of the Large Sieve
We will now apply Chamizo’s large sieve inequalities to show that the mean square of
the error term E(p,X ) satifies the conjectured bound O(X 1+ε) over a spatial average.
In the radial aspect Chamizo proves large sieve inequalities with exponential weights
for all moments in two dimensions. We extend his result to three dimensions for the
second moment. For structural reasons that are explained later, this inequality has
a limited application to our problem. We can only prove a mean square estimate of
O(X 2+2/3) in the radial average. This translates to an improvement of 1/6 compared to
the pointwise bound we obtained in Section 6.2. More specifically, our aim is to prove
the following two theorems.
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Theorem 6.13. Let X > 1 and X1, . . . ,XR ∈ [X , 2X ] such that |Xk −Xl |> ε> 0 for all
k 6= l . Suppose RεX and R>X 2/3, then
1
R
R∑
k=1
|E(p,Xk)|2X 2+2/3 logX . (6.35)
Taking the limit R→∞ gives
1
X
∫ 2X
X
|E(p, x)|2 d xX 2+2/3 logX . (6.36)
For p, q ∈ Γ\H , let
d˜ (p, q) = inf
γ∈Γ d (p,γ q)
be the induced distance on Γ\H .
Theorem 6.14. Let X > 1 and p1, . . . , pR ∈ Γ\H with d˜ (pk , pl )> ε > 0 for all k 6= l .
Suppose Rε3 1 and R>X , then
1
R
R∑
k=1
|E(pk ,X )|2X 2 log2 X . (6.37)
Taking the limit as R→∞ gives∫
Γ\H
|E(p,X )|2 dµ(p)X 2 log2 X . (6.38)
We split the rest of this section into four parts: one for each of the averages; we then
write down the proof for a generalisation of the radial large sieve inequality that is used
for Theorem 6.13; finally, we explain why the expected results from the application of
the large sieve get worse for higher dimensions.
Remark 6.8. The methods in Sections 6.3.1 and 6.3.2 generalise without effort for
cofinite groups Γ . However, their application to the error term would depend on being
able to identify the oscillations for the terms t j ∈R in the spectral expansion of A( f )(p)
(see equation (6.32)).
6.3.1 Radial Average
We will prove the following proposition.
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Proposition 6.15. Let X > 1 and X1, . . . ,XR ∈ [X , 2X ] such that |Xk −Xl | ≥ ε > 0 for
all k 6= l . Then, we have
R∑
k=1
|E(p,Xk)|2X 3+2/3ε−1 logX +X 2+2/3R+X 3+1/3 logX . (6.39)
Theorem 6.13 follows immediately from the above proposition.
Proof of Theorem 6.13. We take ε R−1X . Hence the bound (6.39) becomes
R∑
k=1
|E(p,Xk)|2X 2+2/3R logX +X 2+2/3R+X 3+1/3 logX .
So if we choose R>X 2/3 then
1
R
R∑
k=1
|E(p,Xk)|2X 2+2/3 logX .
This proves (6.35). For the integral limit (6.36) it suffices to consider a limiting partition
of [X , 2X ] with equally spaced points.
The large sieve inequality for radial averaging is given by the following theorem.
Theorem 6.16. Given p ∈ Γ\H , suppose that X > 1 and T > 1. Let x1, . . . , xR ∈
[X , 2X ]. If |xk − xl |> ε> 0 for all k 6= l , then
R∑
k=1
∑
|t j |≤T
a j x
i t j
k u j (p)
2 (T 3 +X T 2ε−1)‖a‖2∗, (6.40)
where
‖a‖2∗ =
∑
|t j |≤T
|a j |2. (6.41)
In two dimensions, Chamizo [11, Theorem 2.2] proves a corresponding result to the
above theorem. The proof in three dimensions is similar, but we write it down in Sec-
tion 6.3.3. Let f be a compactly supported function with finitely many discontinuities
on [1,∞), and denote
E f (p,X ) = A( f )(p)−
∑
1≤s j≤2
c( f , t j )uˆ j u j (p).
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Then, recall we have shown that (see (6.34))
E f +(p,X ) = O(Xδ
−1 +X ),
E f −(p,X ) = O(Xδ
−1 +X ),
and
E f −(p,X )< E(p,X )+O(X
2δ +X )< E f +(p,X ). (6.42)
We can now prove the proposition.
Proof of Proposition 6.15. For simplicity, we combine the error terms in (6.42). Suppose
that 1>δX−1, then
E f −(p,X )< E(p,X )+O(X
2δ)< E f +(p,X ).
Hence,
R∑
k=1
|E(p,Xk)|2
R∑
k=1
|E f (p,Xk)|2 + RX 4δ2,
where f is appropriately chosen as f + or f − depending on k. The main strategy is
again to apply dyadic decomposition in the spectral expansion. We use the following
notation for the truncated spectral expansion:
ST (p,X ) =
∑
T<|t j |≤2T
2c( f , t j )uˆ j u j (p). (6.43)
We consider three different ranges, which we choose so that the tails of the spectral
expansion get absorbed into the error term. The correct ranges are given by
A1 = {t j : 0< |t j | ≤ 1},
A2 = {t j : 1< |t j | ≤ δ−3},
A3 = {t j : |t j |>δ−3}.
Also, define
Si =
∑
t j∈Ai
2c( f , t j )uˆ j u j (p).
We can now write
E f (p,X ) = S1 + S2 + S3.
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For the tail we have∑
t j∈A3
2c( f , t j )uˆ j u j (p)
∑
|t j |≥δ−3
c( f , t j )uˆ j u j (p)
 ∑
t j>δ−3
min(|t |−1, |t |−3δ−2)X uˆ j u j (p).
With a dyadic decomposition we get
∑
t j∈A3
2c( f , t j )uˆ j u j (p)Xδ−2
∞∑
n=0
 ∑
2nδ−3<t j≤2n+1δ−3
t−3 uˆ j u j (p)

Xδ−2
∞∑
n=0
δ92−3n
 ∑
2nδ−3<t j≤2n+1δ−3
uˆ j u j (p)
 ,
and then from the Cauchy–Schwarz inequality it follows that
Xδ7
∞∑
n=0
2−3n
 ∑
t j≤δ−32n+1
|uˆ j |2
1/2 ∑
t j≤δ−32n+1
|u j (p)|2
1/2
Xδ7
∞∑
n=0
2−3n(2n/2δ−3/2)(23n/2δ−9/2)
Xδ,
as required. Next, for the first interval we have
S1 =
∑
t j∈A1
2c( f , t )uˆ j u j (p)X
∑
|t j |<1
|t |−1 uˆ j u j (p)X .
Hence
S1 + S3 = O(X
2δ).
Finally, we split the summation in S2 into dyadic intervals by letting T = 2
n for
n = 0,1, . . . , [log2δ
−3]. We then have
E f (p,X )
∑
1≤2n≤δ−3
S2n (p,X )+O(X
2δ).
Squaring and summing up over the radii gives
R∑
k=1
|E f (p,Xk)|2
R∑
k=1
 ∑
1≤2n≤δ−3
S2n (p,Xk)
2 +O(RX 4δ2). (6.44)
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Applying the Cauchy–Schwarz inequality to the sum over the dyadic intervals yields ∑
1≤2n<δ−3
S2n (p,Xk)
2 logX ∑
1≤2n<δ−3
|S2n (p,Xk)|2.
Substituting this back into (6.44) we get
R∑
k=1
|E f (p,Xk)|2 logX
∑
1≤2n≤δ−3
R∑
k=1
|S2n (p,Xk)|2 +O(RX 4δ2). (6.45)
Recall from Proposition 6.11 that we can write
c( f , t ) = X (a(t ,δ)X i t + b (t ,δ)X−i t ),
where a and b satisfy
a(t ,δ), b (t ,δ) = min(|t |−1, |t |−3δ−2).
Keeping in mind our notation with T = 2n and (6.43), we apply Theorem 6.16 to get
R∑
k=1
|ST (p,Xk)|2 (T 3 +X T 2ε−1)‖a‖2∗, (6.46)
where
‖a‖2∗
∑
T<|t j |≤2T
|min(|t j |−1, |t j |−3δ−2)X uˆ j |2
X 2 min(T −2,T −6δ−4)
 ∑
T≤|t j |<2T
|uˆ j |2

X 2 min(T −1,T −5δ−4).
This simplifies (6.46) to
R∑
k=1
|ST (p,Xk)|2 (T 3 +X T 2ε−1)X 2 min(T −1,T −5δ−4).
Therefore (6.45) becomes
R∑
k=1
|E(p,Xk)|2 logX
∑
1≤T<δ−3
R∑
k=1
|ST (p,Xk)|2 + RX 4δ2
 logX ∑
1≤T<δ−3
(T 3 +X T 2ε−1)X 2 min(T −1,T −5δ−4)+ RX 4δ2.
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We split the summation depending on whether T <δ−1 and get
R∑
k=1
|E(p,Xi )|2X 2 logX
 ∑
1≤T≤δ−1
T 2

+X 3ε−1 logX
 ∑
1≤T≤δ−1
T

+X 2δ−4 logX
 ∑
δ−1≤T≤δ−3
T −2

+X 3δ−4ε−1 logX
 ∑
δ−1≤T≤δ−3
T −3

+ RX 4δ2.
With trivial estimates we have
R∑
k=1
|E(p,Xk)|2X 2δ−2 logX +X 3ε−1δ−1 logX + RX 4δ2.
The optimal choice forδ comes from X 4δ2 = X 2δ−1, that is,δ = X−2/3, since εRX .
This gives
R∑
k=1
|E(p,Xk)|2X 3+1/3 logX +X 3+2/3ε−1 logX + RX 2+2/3.
6.3.2 Spatial Average
We now consider the spatial average. In this case the corresponding large sieve inequality
was already proved by Chamizo [11, Theorem 3.2] for n dimensions for any cocompact
group. It would not be difficult to extend it to cofinite groups in three dimensions.
We state it as Theorem 6.18 simplified to our setting. With similar strategy as in
Section 6.3.1, we prove the following proposition which readily yields Theorem 6.14.
Proposition 6.17. Suppose X > 1 and let p1, p2, . . . , pR ∈ Γ\H with d˜ (pk , pl )> ε for
some ε > 0. Then we have
R∑
k=1
|E(pk ,X )|2X 4R−1 log2 X +X 2ε−3.
As before, Theorem 6.14 follows easily.
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Proof of Theorem 6.14. We pick ε−3 R and R>X . Then
1
R
R∑
k=1
|E(pk ,X )|2X 4R−2 log2 X +X 2X 2 log2 X .
For the integral limit we take hyperbolic balls of radius ε/2 uniformly spaced in M . For
small radii the volume of such a ball is (4/3)pi(ε/2)3, [25, pg. 10]. This is compatible
with our assumption that Rε3 is bounded from below since M is of finite volume.
For the proof of Proposition 6.17 we use the large sieve inequality in the following
form.
Theorem 6.18 (Theorem 3.2 in [11]). Given T > 1, p1, . . . , pR ∈ Γ\H , if
d˜ (pk , pl )> ε> 0 for all k 6= l , then
R∑
k=1
|∑
|t j |≤T
a j u j (pk)|2 (T 3 + ε−3)‖a‖2∗,
where ‖a‖∗ is as in (6.41).
We can then prove Proposition 6.17.
Proof of Proposition 6.17. By a direct application of the Cauchy–Schwarz inequality
we have 
n∑
k=1
ak
2

n∑
k=1
k2a2k .
Thus,
| ∑
1≤T≤δ−3
ST (pk ,X )|2
∑
1≤T≤δ−3
|logT |2|ST (pk ,X )|2. (6.47)
Repeating this with the identity
n∑
k=1
ak
2

n∑
k=1
(n + 1− k)2a2k ,
and combining with (6.47) yields
| ∑
1≤T≤δ−3
ST (pk ,X )|2
∑
1≤T≤δ−3
|cT |2|ST (pk ,X )|2,
where cT = min
 |logTδ3 + 1|, logT . Repeating the analysis from the proof of Propo-
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sition 6.15 and applying Theorem 6.18 gives
R∑
k=1
|E(pk ,X )|2
∑
1≤T≤δ−3
|cT |2(T 3 + ε−3)X 2T −1 min(1,T −4δ−4)+ RX 4δ2
X 2δ−2 log2 X +X 2ε−3 + RX 4δ2,
as before. We optimise by setting X 2δ−2 = RX 4δ2, which gives δ = R−1/4X−1/2. This
yields
R∑
k=1
|E(pk ,X )|2X 3R1/2 log2 X +X 2ε−3.
6.3.3 A Large Sieve Inequality
We need two technical lemmas to prove Theorem 6.16. The first one is Lemma 3.2 in [11].
Lemma 6.19. Let b = (b1, . . . , bR) ∈CR be a unit vector and let A= (ai j ) be an R×R
matrix over C with |ai j |= |a j i |. Then
|b ·Ab |= |
R∑
i , j=1
bi b j ai j | ≤maxi
R∑
j=1
|ai j |.
We also need to compute the inverse Selberg transform for the Gaussian at different
frequencies.
Lemma 6.20. Let h(1+ t 2) = e−t 2/(2T )2 cos(r t ). The inverse Selberg transform k of h
satisfies for all x > 0
k(cosh x) T 3 (x + r )e
−T 2(x+r )2 +(x − r )e−T 2(x−r )2
sinh x
,
and
k(1)min(T 3, r−3).
Proof of Lemma 6.20. According to [25, §3 Lemma 5.5], the inverse Selberg transform k
of h for x ≥ 1 is given by
−2pik(x) = d
d x
1
2pi
∫ ∞
−∞
h(1+ t 2)e−i t arccosh x d t .
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Hence, by a direct computation
−2pik(cosh x) = 1
2pii
1
sinh x
∫ ∞
−∞
e−t 2/(2T )2 cos(r t )t e−i t x d t ,
which is just the Fourier transform of a Gaussian times t cos(r t ). Denote the non-
normalised Fourier transform of an integrable function f byF{ f }, that is,
F{ f }(x) =
∫ ∞
−∞
f (ξ )e−i xξ dξ .
Then, by standard results [36, 17.22 (2)]
F{t cos(r t )e−t 2/(2T )2}(x) = i d
d x
F{cos(r t )e−t 2/(2T )2}(x)
=
i
2
d
d x
F{e−t 2/(2T )2}(x − r )+F{e−t 2/(2T )2}(x + r ) ,
and since [36, 17.23 (13)]
F{e−t 2/(2T )2}(x) = 2ppiT e−x2T 2 ,
we have
F{t cos(r t )e−t 2/(2T )2}(x) =−2ippiT 3 (x + r )e−T 2(x+r )2 +(x − r )e−T 2(x−r )2 .
It follows that
k(cosh x) =
2
p
pi
4pi2
T 3 g (x),
where
g (x) =
(x + r )e−T 2(x+r )2 +(x − r )e−T 2(x−r )2
sinh x
.
Furthermore, taking the limit as x→ 0, we get
lim
x→0 g (x) = limx→0
e−T 2(x+r )2 + e−T 2(x−r )2 − 2T 2((x + r )2e−T 2(x+r )2 +(x − r )2e−T 2(x−r )2
cosh x
= 2e−T 2 r 2(1− 2T 2 r 2).
Let u(x) = 2e−x2(1− 2x2). Hence,
k(1) =
1
2pi3/2
T 3u(r T ).
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Since u(x) is bounded, we get trivially that k(1) T 3. On the other hand,
T 3u(r T ) =
1
r 3
(T r )3u(r T ) r−3.
It follows that
k(1)min(T 3, r−3).
Remark 6.9. It is possible to reformulate the above proof in terms of the spherical
eigenfunctions of ∆ following [25, §3 Lemma 5.2] and [39, 40]. The problem with
this more general approach is that we cannot see the Fourier transform that appears
naturally in the explicit formulas.
Proof of Theorem 6.16. Let S be the left-hand side of (6.40). Since CR is self-dual, it
follows from Riesz representation theorem that there exists a unit vector b = (b1, . . . , bR)
in CR such that
S =
 R∑
k=1
bk
∑
|t j |≤T
a j x
i t j
k u j (p)
2 .
Then, by the Cauchy–Schwarz inequality
S ≤ ‖a‖2∗eS,
where eS = ∑
|t j |≤T
 R∑
k=1
bk x
i t j
k u j (p)
2.
In order to understand the sum eS, we smooth it out by a Gaussian centered around
zero. This allows us to apply Lemma 6.20, which shows that the Selberg transform for
a Gaussian is easy to compute. Thus,
eS∑
j
e−t
2
j /(4T
2)
 R∑
k=1
bk x
i t j
k u j (p)
2.
After we open up the squares and interchange the order of summation, we apply
Lemma 6.19 to get
S‖a‖2∗maxk
R∑
l=1
|Sk l |,
where
Sk l =
∑
j
e−t
2
j /(4T
2) cos(rk l t j )|u j (p)|2,
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and
rk l =
log xkxl
.
We can identify Sk l as the diagonal contribution in the spectral expansion of an auto-
morphic kernel with h(1+ t 2) = e−t 2/(4T 2) cos(rk l t ). It follows from Lemma 6.20 that
Sk l min(T 3, r−3k l )+
∑
γ 6=id
T 3e−T 2(d (γ p, p)−rk l )2 . (6.48)
The standard hyperbolic lattice point problem (e.g. [25, §2 Lemma 6.1]) gives
#{γ ∈ Γ : δ(p,γ q)≤ x} x2,
where the implied constant depends on Γ and p. We can rewrite this as
log(1+ #{γ ∈ Γ : r < d (p,γ q)≤ r + 1}) r 2 + 1.
This shows that the series in (6.48) converges as T →∞, so that
Sk l min(T 3, r−3k l ).
Hence, by the mean value theorem
R∑
l=1
|Sk l | 
R∑
l=1
min(T 3,X 3|xk − xl |−3).
The case l = k yields T 3. So suppose l 6= k, then separate the xl for which T ≤
X |xk − xl |−1. By the spacing condition, there are at most 2X T −1ε−1 such points.
Hence,
R∑
l=1
|Sk l |  T 3X T −1ε−1 +
∫ ∞
1
X 3
|X T −1 + εu|3 d u +T
3 (6.49)
 T 2X ε−1 +T 3.
6.3.4 Dependence of the Large Sieve on the Dimension
We conclude with a discussion on the dimensional limitations in applying the large
sieve to hyperbolic lattice point problems. For simplicity, we restrict the discussion to
cocompact Γ , albeit the conclusions apply to cofinite Γ as well. Moreover, the same
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arguments apply for counting in conjugacy classes as in [14]. Let us first consider
the spatial average. In his thesis Chamizo [12, §2] proves, for z1, . . . , zR ∈ Γ\H2 with
d˜ (z j , zk)> "> 0 for j 6= k, that
R∑
k=1
∑
|t j |≤T
a j u j (zk)
2l  T 2l (1+ "−2T −2)‖a‖2l∗ , (6.50)
where l ∈ N and the implied constant depends only on Γ and l , and ‖a‖∗ is defined
analogously to (6.41). It is important to note that in (6.50) the T 2l essentially corre-
sponds to local Weyl law on Γ\H2, while the 1+ "−2T −2 is the decay provided by the
sieving. This leads to a mean square estimate
R∑
k=1
|E(zk , w,X )|2l X (l−2)/3R(l−2)/3l X l+ε"−2 +X 4l/3+εR1/3,
where E(zk , w,X ) is the error term of the standard lattice point problem on Γ\H2. It
is straightforward to see that the inequality is only effective if l = 1,2, as "−2  R. On
the other hand, in n dimensions the upper bound in the large sieve inequality becomes
(generalising Theorem 2.3 in [12])
T nl (1+ "−nT −n)‖a‖2l∗ ,
so that the growth coming from Weyl’s law is counterbalanced by the decay in the
sieving term. However, ‖a‖2l∗ is always bounded by at least X nl T −1, which means that
the large sieve does not provide enough savings apart from when l = 1. For example,
in our case (Proposition 6.17) in three dimensions, the corresponding fourth moment
for the error term is
R∑
k=1
|E(pk ,X )|4X 8R−1 log3 X +X 5ε−3R−1/4 log3 X ,
which does not improve on the pointwise bound O(X 3/2). Hence, we expect that in
n dimensions it is possible to obtain the appropriate conjecture O(X (n−1)/2+ε for the
error term on average only in the second moment, but not for higher.
For radial averages the picture is more grim. The higher moment large sieve
inequality in [12] is
R∑
k=1
∑
|t j |≤T
a j x
i t j
k u j (z)
2l  T 2l (1+X"−1T −1)‖a‖2l∗ ,
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where x1, . . . , xR ∈ [X , 2X ] with |x j − xk | > " > 0 for j 6= k and z ∈ Γ\H2. The
corresponding mean square for the standard counting is
R∑
k=1
|E(z, w, xk)|2l  R(l−1)/3l X (4l+2)/3+ε"−1 + R1/3X 4l/3+ε,
which only yields an improvement for l = 1. Now, recall the form of the radial large
sieve in three dimensions (6.40). Heuristically, in n dimensions the second moment
would become
R∑
k=1
∑
|t j |≤T
a j x
i t j
k u j (p)
2 T n(1+X"−1T −1)‖a‖2∗.
Here the sieving coefficient 1+X"−1T −1 is independent of the dimension and hence
any savings get worse compared to T n as n increases. Therefore, the difference between
the pointwise bound and the large sieve for the radial mean square gets smaller as
n→∞, which is already evident in Theorem 6.13.
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Chapter 7
Quantum Unique Ergodicity and
Eisenstein Series
7.1 A Brief Introduction to Quantum Chaos
In classical mechanics chaos means extreme (exponential) sensitivity to initial condi-
tions. Consider a billiard, that is, the flow of a particle with no external forces in a
domain Ω ⊂ R2 with boundary. In this case the angle of incidence equals the angle
of reflection. Depending on the shape of Ω this flow can be integrable or extremely
chaotic. The elliptic billiard is integrable. To see this, consider a trajectory that is
(a) “Whispering gallery” effect, (b) Trajectories bounded by a hyperbola,
Figure 7.1: Trajectories in an elliptic billiard.
tangent to a confocal ellipse C . Such a trajectory will always be restricted as shown in
Figure 7.1a and remains tangent to C , [91, pg. 3]. Another integrable component is
given by the trajectories bounded by a confocal hyperbola as can be seen in Figure 7.1b.
135
7 — QUE and Eisenstein Series
On the other hand, the stadium S in Figure 7.2a is an example of an ergodic system,
(a) Ergodic flow, (b) Periodic orbits,
Figure 7.2: The Bunimovich Stadium.
which means that almost all of the trajectories become equidistributed with respect to
the Liouville measure on S, [9]. Notice that it is possible for ergodic systems to have
families of periodic orbits, called bouncing ball trajectories, as show in Figure 7.2b.
In quantum mechanics chaos is understood in the context of the correspondence
principle, that is, studying quantum mechanical systems that are chaotic in the semi-
classical limit ħh→ 0. The possible energy states of a quantum systemQ in a compact
space X are governed by its Hamiltonian Hˆ and in particular by the spectrum of Hˆ .
In the case of a free particle of mass m (e.g. a billiard), the Hamiltonian Hˆ is given by
Hˆ =− ħh
2
2m
∆,
where ħh is the normalised Planck’s constant. The time evolution ofQ is determined
by the Schrödinger equation
i ħh ∂ Ψ
∂ t
= HˆΨ, (7.1)
where Ψ(x, t ) is the wave function with Dirichlet boundary conditions. Recall that
|Ψ(x, t )|2 measures the probability of finding the particle at a location x at time t .
Since for physical systems the Hamiltonian is a Hermitian operator [37, (3.18)], the
equation (7.1) is a linear partial differential equation. It turns out that if the classical
system is chaotic then the dynamics onQ are ergodic. Finally, since wave functions
live in the domain of Hˆ , that is, L2(X ), it is possible to write down the eigenfunction
expansion of Ψ as
Ψ(x, t ) =
∑
n
〈Ψ,φn〉φn(x, t ),
where 〈 f , g 〉= ∫
X
f g is the standard inner product on X . The eigenfunction φn with
the eigenvalue En satisfies the eigenvalue equation
− ħh
2
2m
∆φn = Enφn.
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The eigenfunctions are stationary states of the system, and we can write [41, (2.2)]
φn(x, t ) = e
i t En/hφn(x, 0). (7.2)
If we normalise the eigenvalues (energy levels) as λn = En2m/ħh2, then the semi-classical
limit ħh → 0 corresponds to the large eigenvalue (high energy) limit λn →∞. This
identification will be useful to us later on.
7.1.1 Quantum Unique Ergodicity
We have already seen what ergodicity means for the billiards. Formally, we can express
this as follows. Let (X ,µ) be a compact Hausdorff space with a finite Borel measure µ.
Given aµ-invariant measurable homeomorphism T :X −→X , we say that T is ergodic
if for almost all x ∈X ,
lim
N→∞
#{ j ∈N : 0≤ j ≤N , T j (x) ∈A}
N
=
µ(A)
µ(X )
,
for every measurable subset A⊂X , [41, §1]. This is equivalent to the condition that
any T -invariant measurable subset A⊂X satisfies µ(A) = 0 or µ(A) =µ(X ).
For example, in the case of the billiard, X is the unit tangent bundle ofΩ andµ is the
Liouville measure on X . The map T = Φt (x,θ) then gives the location and direction
of the particle at time t . Equivalently, T is ergodic if and only if every real-valued
T -invariant funtion on X is constant almost everywhere. Of course, µ is an example
of such a function. It is natural to ask whether there can be any other T -invariant
functions. In general the answer is yes, but it turns out that for some systems this is not
the case. Hence, if µ is the only constant T -invariant function on X , we say that T is
uniquely ergodic. In particular, unique ergodicity implies that every orbit is dense [41,
pg. 162].
We now extend these definitions to the quantum setting according to [41, §2]. We
will give a simplified explanation as we wish to avoid the consideration of momentum
(phase space) which leads to microlocal analysis and pseudodifferential operators [92,
pg. 213]. The definitions we choose should be compatible with the classical ones
when we take the limit λ→∞. As before, consider a quantum systemQ of a free
particle in the space X under the normalised Laplacian ∆. Informally, the relation of
equidistribution of quantum orbits to that of the classical system can be formulated
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as follows: suppose we can express a wave function in terms of high-energy states
(φn for large n), then over a large period of time this wave function should approach
the uniform probability distribution on X . More concretely, suppose that we have a
sequence of wave functions Ψ j that can be written as a linear combination of φn with
λ j ≤ n ≤ 2λ j . Let
τΨ j = limT→∞
1
2T
∫ T
−T
|Ψ j (x, t )|2 d t ,
be the time average of Ψ j . Then the measures τΨ j should tend to the uniform measureµ
on X in the weak-∗ limit as j →∞, that is,∫
X
f dτΨ j →
∫
X
f dµ, as j →∞,
for any continuous function f on X . If this is true for any sequence λ j and Ψ j , then
the eigenstates φ j become equidistributed. This follows from the observation that
τφn = |φn(x, 0)|2,
see (7.2). The converse is true as well, so that if the φ j become equidistributed, then
any τΨ j tends to the uniform distribution on X . Hence, if we define µ j = |φ j |2µ, then
the systemQ is quantum unique ergodic (QUE) if∫
X
f dµ j →
∫
X
f dµ,
as j →∞ for any continuous function f on X . With the above identification it is
now simple to formulate quantum ergodicity. Again, informally this should mean that
almost all quantum orbits become equidistributed. In terms of the φ j , we say thatQ
is quantum ergodic (QE) if there is a full density subsequence λ jk of λ j , that is,∑
λ jk
≤T
1∼∑
λ j≤T
1,
as T →∞, such that µ jk →µ in the weak-∗ sense.
7.1.2 Arithmetic Quantum Chaos
Suppose M is a compact negatively curved Riemannian manifold (without boundary)
with the unit tangent bundle X = SM , then the geodesic flow on X is a classical
dynamical system. This flow is ergodic [92]. Thus, we are led to investigate what
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happens to the “quantised flow”, in terms of the eigenfunctions φ j of ∆ on M , in the
large eigenvalue limit. The following answer was given by Shnirelman [93], Zelditch
[106] and Colin de Verdiére [103].
Theorem 7.1 (Quantum Ergodicity Conjecture). Let M be a compact negatively curved
Riemannian manifold with the Laplace–Beltrami operator ∆ and the standard measure µ.
Let {φ j } be an orthonormal basis for L2(M ) of eigenfunctions of ∆ with corresponding
eigenvalues λ j . Define µ j = |φ j |2µ. Then
µ jk →µ,
as k→∞, for some full density subsequence jk , in the weak-∗sense.
On the other hand, the QUE conjecture for general M is hopelessly out of reach.
When M = Γ\H2, and Γ is arithmetic, more tools are available. First of all, the geodesic
flow on such M is strongly chaotic (Asonov) [92] and so ergodic. Second, more tools
are available for the treatment of the φ j due to the existence of Hecke operators and
more explicit Fourier expansions of generalised eigenfunctions of ∆. This lead to the
following conjecture by Rudnick and Sarnak [89] in 1994.
Quantum Unique Ergodicity Conjecture. For a compact negatively curved manifold
M , QUE holds. In other words, the measures µ j →µ as λ j →∞.
There has been substantial progress towards the conjecture, but we are still far
away from the full result. Let M = Γ\H2, where Γ ⊂ PSL2(R) is discrete. For Γ of
particular arithmetic type the distribution of the eigenstates is well-understood. The
precise definition and a discussion of arithmetic Fuchsian groups is given in [57, §5].
We choose to omit the lengthy details. In essence, arithmeticity is related to whether
the trace Trγ for all γ ∈ Γ is an algebraic integer in some number field K . For example,
PSL2(Z) and its congruence subgroups are arithmetic.
In 1995 Luo and Sarnak [66] proved the conjecture for Eisenstein series for non-
compact arithmetic Γ and, in particular, for Γ = PSL2(Z). The precise result is that
given Jordan measurable subsets A and B of M , then
lim
t→∞
∫
A
|E(z, 12 + i t )|2 dµ(z)∫
B
|E(z, 12 + i t )|2 dµ(z)
=
µ(A)
µ(B)
, (7.3)
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where µ(B) 6= 0. They actually compute the asymptotic1 explicitly∫
A
|E(z, 12 + i t )|2 dµ(z)∼ 6piµ(A) log t ,
as t →∞. Jakobson [55] extended (7.3) to the unit tangent bundle. The result of Luo
and Sarnak was also generalised to PSL2(OK)\H3 by Koyama [58], where PSL2(OK)
is the ring of integers of an imaginary quadratic field of class number one, and to
PSL2(OK )\(H2)n with K a totally real field of degree n and narrow class number one by
Truelsen [101]. In particular, the asymptotic in [101] for dµm,t = |E(z, 12 + i t , m)|2dµ
is
µm,t ∼ (2pi)
nnR
2dKζK(2)
log t ,
where E(z, s , m) are a family of Eisenstein series parametrised by m ∈Zn−1, ζK is the
Dedekind zeta function and R and dK are the regulator and discriminant of K , respec-
tively. The QUE for φ j a Hecke–Maaß eigenform was proven by Lindenstrauss [65]
in the compact case and Soundararajan [95] in the non-compact case, thus completing
the full QUE conjecture for all arithmetic surfaces. Holowinsky and Soundarara-
jan [48] study QUE in the holomorphic case. They consider holomorphic, L2 nor-
malised Hecke cusp forms fk of weight k for SL2(Z). They prove that the measures
|yk/2 fk(z)|2dµ converge weakly to dµ as k →∞. Another interesting direction for
the QUE of Eisenstein series has recently been proposed by Young [104], who proves
equidistribution of Eisenstein series for Γ = PSL2(Z) when they are restricted to “thin
sets”, e.g. geodesics connecting 0 and∞ (as opposed to restricting to compact Jordan
measurable subsets of Γ\H2 as in [66]).
For a general cofinite Γ ⊂ PSL2(R) it is not clear whether there are infinitely many
cusp forms so that the limit of |φ j |2dµ might not be relevant. Petridis, Raulf, and
Risager [80] (see also [79]) propose to study the scattering states of ∆ instead of the
cuspidal spectrum. The scattering states arise as the residues of Eisenstein series on the
left half-plane (Re s < 1/2) at the non-physical poles of the scattering matrix. These
poles are called resonances. Let ρn be a sequence of poles of the scattering matrix for
PSL2(Z)\H2 (this corresponds to half a non-trivial zero of ζ ). Define
uρn (z) = ( ress=ρn
ϕ(s))−1 res
s=ρn
E(z, s).
The normalisation is chosen so that uρn has simple asymptotics y
1−ρn for its growth at
1The actual (erroneous) constant in [66] is 48/pi, which arises from a missing factor of 2 in the
Fourier expansion of the Eisenstein series and a mistake in the value of an integral of a special function.
140
7 — QUE and Eisenstein Series
infinity. Their result is that for any compact Jordan measurable subset A of Γ\H2,∫
A
|uρn (z)|2dµ(z)→
∫
A
E(z, 2− γ∞)dµ(z),
where γ∞ is the limit of the real part of the sequence of zeros of the Riemann zeta
function. This is obtained by studying the quantum limits of Eisenstein series off the
critical line. Since the results in two and three dimensions are analogous, we will not
state them forH2.
Fix a square-free integer D < 0 and let K =Q(pD) be the corresponding imaginary
quadratic number field of discriminant dK . Let O be the ring of integers of K and take a
Z-basis as described in Section 4.3. Let Γ = PSL2(O ). For simplicity, restrict D so that K
has class number one. This means that Γ has exactly one cusp (up to Γ -equivalence)
which we may suppose is∞∈ P1C. The imaginary quadratic fields of class number
one are exactly those with D =−1,−2,−3,−7,−11,−19,−43,−67,−163. Let ρn be a
sequence of poles of the scattering matrix ϕ(s) of E(p, s) and define
υρn (p) = ( ress=ρn
ϕ(s))−1 res
s=ρn
E(p, s).
From the explicit form of ϕ (4.22) we know that ρn is equal to a non-trivial zero of ζK .
Define
s(t ) = σt + i t ,
where σt > 1 is a sequence converging to σ∞ ≥ 1. Also, let γn be a sequence of real
parts of the non-trivial zeros of ζK with limγn = γ∞. We will prove the following
theorems.
Theorem 7.2. Let A be a compact Jordan measurable subset of Γ\H3. Then∫
A
|υρn (p)|2dµ(p)→
∫
A
E(p, 4− 2γ∞)dµ(p)
as n→∞.
Notice that 4−2γ∞ > 2 so that we are in the region of absolute convergence. Under
the GRH the limit becomes E(p, 3)dµ(p).
Theorem 7.3. Assume σ∞ = 1 and (σt − 1) log t → 0. Let A and B be compact Jordan
measurable subsets of Γ\H3. Then
µs(t )(A)
µs(t )(B)
→ µ(A)
µ(B)
,
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as t →∞. In fact, we have
µs(t )(A)∼µ(A) 2(2pi)
2
|O ×||dK |ζK(2) log t . (7.4)
Let F be the fundamental domain of O as a lattice in R2. Since |F |=p|dK |/2 and
vol(Γ\H3) = |dK |3/2ζK (2)/(4pi2), [90, Proposition 2.1], it is also possible to express the
constant in (7.4) in terms of the volumes.
Remark 7.1. The constant for the QUE of Eisenstein series on the critical line in
Koyama [58] is 2/ζK(2). However, there is a small mistake in his computations on
page 485, where the residue of the double pole of ζ 2K (s/2) goes missing. After fixing this
(and taking into account the number of units of O which is normalised away in [58])
his result agrees with our limit (7.4) for σ∞ = 1.
Theorem 7.4. Assume σ∞ > 1. Let A be a compact Jordan measurable subset of Γ\H3.
Then
µs(t )(A)→
∫
A
E(p, 2σ∞)dµ(p),
as t →∞.
Theorem 7.2 now follows easily.
Proof of Theorem 7.2. By the functional equation (4.24) of E(p, s), we get
|υρn |2dµ(p) = |( ress=ρn ϕ(s))
−1 res
s=ρn
E(p, s)|2dµ(p)
= |( res
s=ρn
ϕ(s))−1 res
s=ρn
ϕ(s)E(p, 2− s)|2dµ(p)
= |E(p, 2−ρn)|2dµ(p).
We apply Theorem 7.4 with σ∞ = 2− γ∞ to conclude the proof.
Theorem 7.2 says that the measures |υρ|2dµ do not become equidistributed. We
could of course renormalise the measures and use
d νs(t )(p) =
 E(p, s(t ))pE(p, 2σ∞)
2dµ(p).
Then we have the following corollary.
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Corollary 7.5. Assume σ∞ > 1. Let A be a compact Jordan measurable subset of Γ\H3.
Then
νs(t )(A)→µ(A),
as t →∞.
The measures d νρn are not eigenfunctions of ∆ so their equidistribution is not
directly related to the QUE conjecture.
Remark 7.2. Dyatlov [24] investigated quantum limits of Eisenstein series and scatter-
ing states for more general Riemannian manifolds with cuspidal ends. He proves results
analogous to Theorems 7.2 and 7.4. However, only the case of surfaces is explicitly
written down and the constants are not identified as concretely as in arithmetic cases
such as [80] or Theorems 7.2 and 7.4. Dyatlov uses a very different method of de-
composing the Eisenstein series into plane waves and studying their microlocal limits,
which does not use global properties of the surface, such as hyperbolicity.
7.2 Proof of Theorems 7.3 and 7.4
Let M = Γ\H3. Since any function in L2(M ) can be decomposed in terms of the Hecke–
Maaß cusp forms {u j } and the incomplete Eisenstein series E(p|ψ), it is sufficient to
consider them separately.
7.2.1 Discrete Part
We will first prove that the discrete spectrum vanishes in the limit.
Lemma 7.6. Let u j be a Hecke–Maaß cusp form. Then∫
M
u j (p)|E(p, s(t ))|2dµ(p)→ 0,
as t →∞.
Proof. Denote the integral by
J j (s(t )) =
∫
M
u j (p)|E(p, s(t ))|2dµ(p).
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We define
I j (s) =
∫
M
u j (p)E(p, s(t ))E(p, s)dµ(p).
Unfolding the integral gives
I j (s) =
∫ ∞
0
∫
F
u j (p)E(p, s(t ))y
s d x1d x2d y
y3
. (7.5)
Let κ be the isometry corresponding to z + y j 7→ z + y j . This can also be identified
with a map that takes γ ∈ SL2(C) to its complex conjugate γ . In particular κ acts on
any automorphic f by fκ(p) = f (κp). The action of κ on f commutes with ∆. It
follows that we can choose a complete orthonormal basis of eigenfunctions of L2(M )
consisting of simultaneous Maaß–Hecke cusp forms and κ eigenfunctions. For any
such eigenformφ, we have thatφ(κp) =±φ(p) as κ is an involution. We can therefore
decompose the space of such cusp forms into two orthogonal spaces depending on
whether φ(κp) =φ(p) or φ(κp) =−φ(p). These are called even and odd cusp forms,
respectively. Also, it is easy to verify that E(κp, s) = E(p, s). Hence, by a change of
variables, we may suppose that the u j in I j (s ) is even as the integral over the odd cusp
forms vanishes.
Substituting Fourier expansions of the Eisenstein series (4.23) and the cusp forms (4.25)
(only the cosine remains for even u j ) into (7.5) gives
I j (s) =
∫ ∞
0
∫
F

2y
∑
0 6=n∈O ∗
ρ j (n)Ki r j (2pi|n|y)cos(2pi〈n, z〉)


y s(t )+ϕ(s(t ))y2−s(t )
+
2y
ξK(s(t ))
∑
06=m∈O
|m|s(t )−1σ1−s(t )(m)Ks(t )−1

4pi|m|yp|dK |

e
2pii〈 2mp
dK
,z〉
y s
d x1d x2d y
y3
By the definition of F and the formula cos(a + b ) = cosa cos b − sina sin b it is simple
to see that ∫
F
cos(2pi〈n, z〉)d z =
0, if 0 6= n ∈ O ∗,1, if n = 0.
Evaluating the integral over F tells us that only the terms with n = ±2m/p|dK |
remain and that the integral over the imaginary part goes to zero. Hence, with the
identification O →O ∗ by α 7→ (2/pdK)α, we get
I j (s) =
4
ξK(s(t ))
∫ ∞
0
∑
0 6=n∈O ∗
|n|s(t )−1σ1−s(t )(n)ρ j (n)Ks(t )−1(2pi|n|y)Ki t j (2pi|n|y)y s
d y
y
.
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Change of variables y 7→ y/|n| yields
I j (s) =
4
ξK(s(t ))
∑
06=n∈O ∗
|n|s(t )−1σ1−s(t )(n)ρ j (n)
|n|s
∫ ∞
0
Ks(t )−1(2piy)Ki t j (2piy)y
s d y
y
.
We can evaluate the integral by [36, 6.576 (4) and 9.100] to get
I j (s) =
4
ξK(s(t ))
2−3pi−s
Γ (s)
∏
Γ

s ± (s(t )− 1)± i t j
2

R(s),
where the product is taken over all combinations of ± and
R(s) =
∑
06=n∈O ∗
|n|s(t )−1σ1−s(t )(n)ρ j (n)
|n|s .
Since u j is a Hecke eigenform, we can factorise R(s) with Theorem 4.2 as follows.
R(s) = ρ j (1)
∏
(p):prime ideal
∞∑
k=0
λ j (p
k)|p|k(s(t )−1)σ1−s(t )(pk)
|p|k s
= ρ j (1)
∏
(p)
∞∑
k=0
λ j (p
k)|p|k(s(t )−1)
|p|k s
k∑
l=0
|p|2(1−s(t ))l
= ρ j (1)
∏
(p)
∞∑
k=0
λ j (p
k)|p|k(s(t )−1)
|p|k s
1− |p|2(1−s(t ))(k+1)
1− |p|2(1−s(t ))
= ρ j (1)
∏
(p)
1
(1− |p|2(1−s(t )))
 ∞∑
k=0
λ j (p
k)|p|−k(s−s(t )+1)
− |p|−2(s(t )−1)
∞∑
k=0
λ j (p
k)|p|−k(s+s(t )−1)

= ρ j (1)
∏
(p)
1
1− |p|2(1−s(t ))

1
1−λ j (p)|p|−(s−s(t )+1)+ |p|−2(s−s(t )+1)
− |p|
−2(s(t )−1)
1−λ j (p)|p|−(s+s(t )−1)+ |p|−2(s+s(t )−1)

= ρ j (1)
∏
(p)
1− |p|−2s
1−λ j (p)|p|−(s−s(t )+1)+ |p|−2(s−s(t )+1)
× 1
1−λ j (p)|p|−(s+s(t )−1)+ |p|−2(s+s(t )−1)
= ρ j (1)
L(u j ,
s−s(t )+1
2 )L(u j ,
s+s(t )−1
2 )
ζK(s)
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Now,
J j (t ) = I j (s(t )),
so
J j (t ) =
2−1
ξK(s(t ))
pi−s(t )
Γ (s(t ))
∏
Γ

s(t )±(s(t )−1)±i t j
2

ρ j (1)
1
ζK(s(t ))
L(u j ,
1
2 − i t )L(u j ,σt − 12 )
=
2s(t )−1pi2i tρ j (1)
|dK |s(t )/2|ζK(s(t ))|2
L(u j ,
1
2 − i t )L(u j ,σt − 12 )
∏
Γ

s(t )±(s(t )−1)±i t j
2

|Γ (s(t ))|2 .
With Stirling’s Formula (A.6) we see that the quotient of Gamma factors is O(|t |1−2σt ).
Recall from (4.16) that
log−2|t |  ζK(s(t )) log2|t |.
It follows that we need a subconvex bound on the L-functions to guarantee vanishing.
Petridis and Sarnak [82] show that there is a δ > 0 such that
L(u j ,
1
2 + i t ) j |1+ t |1−δ .
In fact, they have δ = 7/166, although this is not crucial for us. Hence,
J j (t )→ 0,
as t →∞.
7.2.2 Continuous Part
Let h(y) ∈C∞(R+) be a rapidly decreasing function at 0 and∞ so that h(y) = ON (yN )
for 0 < y < 1 and h(y) = ON (y
−N ) for y  1 for all N ∈ N. Denote the Mellin
transform of h by H =M h, i.e.
H (s) =
∫ ∞
0
h(y)y−s
d y
y
and the Mellin inversion formula [76, A2.1] gives
h(y) =
1
2pii
∫
(σ)
H (s)y s d s
146
7 — QUE and Eisenstein Series
for any σ ∈R. We consider the incomplete Eisenstein series denoted by
Fh(p) = E(p|h) =
∑
γ∈Γ∞\Γ
h(y(γ p)) =
1
2pii
∫
(3)
H (s)E(p, s)d s ,
where h is a smooth function on R+ with compact support. We wish to prove the
following lemma.
Lemma 7.7. Let h be a function satisfying the conditions stated above. Then
∫
M
Fh(p)|E(v, s(t ))|2dµ(p)∼

∫
M
Fh(p)E(p, 2σ∞)dµ(p), if σ∞ > 1,
2(2pi)2
|O ×||dK |ζK (2) log t
∫
M
Fh(p)dµ(p), if (σt − 1) log t → 0,
as t →∞.
Proof. Now, unfolding gives∫
M
Fh(p)|E(p, s(t ))|2dµ(p) =
∫
M
1
2pii
∫
(3)
H (s)E(p, s)d s |E(p, s(t ))|2dµ(p)
=
∫ ∞
0
1
2pii
∫
(3)
H (s)y s d s
∫
F
|E(p, s(t ))|2dµ(p)
=
∫ ∞
0
h(y)vol(F )
∑
n∈O
|an(y, s(t ))|2

d y
y3
.
We will deal separately with the contribution of the n = 0 term and the rest. We factor
out the constant vol(F ) in the analysis below.
Contribution of the constant term
We know that
|a0(y, s(t ))|2 = y2σt + 2Re(ϕ(s(t ))y2−2i t )+ |ϕ(s(t ))|2y4−2σt .
The first term is ∫ ∞
0
h(y)y2σt−2
d y
y
= H (2− 2σt ),
which converges to H (2− 2σ∞). For the second term we first have that
ϕ(s(t ))
∫ ∞
0
h(y)y−2i t
d y
y
= ϕ(s(t ))H (2i t ).
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Since H (s ) is in Schwartz class in t , the function H (2i t ) decays rapidly, whereas ϕ(s (t ))
is bounded as is clear from the factorisation (4.12). By taking complex conjugates we
see that the second term will also tend to zero. Finally, for the third expression in the
constant term we get
|ϕ(s(t ))|2
∫ ∞
0
h(y)y2−2σt
d y
y
= |ϕ(s(t ))|2H (2σt − 2).
If σ∞ 6= 1 then
|ϕ(s(t ))|=
 2pis(t )− 1 ζK(s(t )− 1)ζK(s(t )) .

To estimate this we need the convexity bound (4.13) for ζK which gives
ζK(s(t )− 1) = ζK(σt − 1+ i t ) = O(|t |1−σt /2+ε).
We also need the bound (4.16) for 1/ζK . Of course we also have that
1
s(t )− 1 = O(|t |
−1).
Combining all of this, we get
ϕ(s(t )) = O(|t |−σt /2+ε),
and so
ϕ(s(t ))→ 0, (7.6)
as t →∞, when σ∞ 6= 1. So in summary, the contribution of the constant term
converges to H (2− 2σ∞) if σ∞ 6= 1 and is O(1) otherwise.
Contribution of the non-constant terms
In this case the contribution equals
A(t ) =
∫ ∞
0
1
2pii
∫
(3)
H (s)y s d s
4y2
|ξK(s(t ))|2
∑′
n∈O
|n|2σt−2|σ1−s(t )(n)|2
Ks(t )−1 4pi|n|yp|dK |
2 d yy3
=
4|O ×|
|ξK(s(t ))|2
1
2pii
∫
(3)
H (s)
p|dK |
4pi
s ∑′
n∈O /∼
|σ1−s(t )(n)|2
|n|s+2−2σt
∫ ∞
0
y s |Ks(t )−1(y)|2 d yy d s ,
where a ∼ b if a and b generate the same ideal in O and prime in the summation
denotes that it is taken over n 6= 0. We now need to evaluate the series. Keeping in
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mind that N (p) = |p|2, we get by a standard calculation
∑′
n∈O /∼
σa(n)σb (n)
|n|s =
∏
(p):prime ideal
∞∑
k=0
σa(p
k)σb (p
k)
|p|k s
=
∏
(p)
∞∑
k=0
1
|p|k s

1− |p|2a(k+1)
1− |p|2a

1− |p|2b (k+1)
1− |p|2b

=
∏
(p)
1
1− |p|2a
1
1− |p|2b
∞∑
k=0

|p|−k s
− |p|k(2a−s)+2a − |p|k(2b−s)+2b + |p|k(2a+2b−s)+2a+2b

,
and hence∑′
n∈O /∼
σa(n)σb (n)
|n|s =
∏
(p)
1
1− |p|2a
1
1− |p|2b

1
1− |p|−k s −
|p|2a
1− |p|2a−s
− |p|
2b
1− |p|2b−s +
|p|2a+2b
1− |p|2a+2b−s

=
∏
(p)
1− |p|2(a+b−s)
(1− |p|−s )(1− |p|2a−s )(1− |p|2b−s )(1− |p|2a+2b−s )
=
ζK(
s
2)ζK(
s
2 − a)ζK( s2 − b )ζK( s2 − a− b )
ζK(s − a− b ) .
For a = b = 1− s(t ) and s = s − 2(σt − 1) this becomes
∑′
n∈O /∼
|σ1−s(t )(n)|2
|n|s−2σt+2 =
ζK(
s
2 −σt + 1)ζK( s2 + i t )ζK( s2 − i t )ζK( s2 +σt − 1)
ζK(s)
.
Again, by [36, 6.576 (4)] we see that∫ ∞
0
y s |Ks(t )−1(y)|2 d yy =
2s−3
Γ (s)
Γ ( s2 −σt + 1)Γ ( s2 + i t )Γ ( s2 − i t )Γ ( s2 +σt − 1).
Hence, A(t ) becomes
A(t ) =
|O ×|
|ξK(s(t ))|2
1
4pii
∫
(3)
H (s)
ξK(
s
2 −σt + 1)ξK( s2 − i t )ξK( s2 + i t )ξK( s2 +σt − 1)
ξK(s)
d s .
=
|O ×|
|ξK(s(t ))|2
1
4pii
∫
(3)
B(s)d s ,
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say. By the Dirichlet Class Number Formula (4.11) for ζK , the completed zeta func-
tion ξK has a simple pole at s = 1 with residue
res
s=1
ξK(s) =
1
|O ×| .
There is also a simple pole at s = 0, [18, Theorem 10.5.1 (3)]. It follows that the poles
of B(s ) in the region Re s ≥ 1 are at 2± 2i t , 2σt , 2σt − 2, and 4− 2σt . Moving the line
of integration to Re s = 1 gives
A(t ) =
|O ×|
2|ξK(s(t ))|2

res
s=2±2i t B(s)+ ress=2σt
B(s)+δt ress=4−2σt
B(s)
+ (1−δt ) ress=2σt−2 B(s)+
1
2pii
∫
(1)
B(s)d s

,
= A1 +A2 + . . .+A5,
where δt = 1 if σt < 3/2 and 0 otherwise. We deal with each of the residues Ai
separately.
(i) For the first term we have
A1 =
H (2± 2i t )
|ξK(σt + i t )|2
ξK(2−σt ± i t )ξK(1± 2i t )ξK(σt ± i t )
ξK(2± 2i t ) .
By Stirling asymptotics and convexity estimates for the Dedekind zeta functions,
the quotient of the ξK functions is bounded by |t |1−2σt log10|t |. By virtue of H
being of rapid decay in t it follows that A1→ 0 as t →∞.
(ii) The second term is
A2 = H (2σt )
ξK(2σt − 1)
ξK(2σt )
.
If σ∞ 6= 1 then
A2→H (2σ∞)ξK(2σ∞− 1)ξK(2σ∞) ,
but if σt → 1 then
A2 ∼H (2) 12|O ×|ξK(2)(σt − 1) .
(iii) Now, in the third term we use the form (4.22) of ϕ and the fact that ξK satisfies
the functional equation (4.10)
ξK(s) = ξK(1− s).
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We can then write
A3 = δt H (4− 2σt )|ϕ(s(t ))|2ξK(3− 2σt )ξK(4− 2σt ) .
By (7.6) we have that ϕ(s(t ))→ 0 as t →∞ for σ∞ 6= 1. Hence, if σ∞ 6= 1, then
A3→ 0.
On the other hand, if σ∞ = 1, then
A3 ∼ δt2|O ×|H (2)|ϕ(s(t ))|
2 −1
ξK(2)(σt − 1) ,
which is bounded.
(iv) For the fourth term we have
A4 = (1−δt )ζK(0)H (2σt − 2)|ϕ(s(t ))|2,
which clearly converges to 0 if σ∞ 6= 1 and is bounded for σ∞ = 1 as in the
previous case.
(v) Finally, the fifth term is
A5 =
|O ×|
2|ξK(s(t ))|2
1
2pii
∫
(1)
B(s)d s
=
|O ×|
2|ξK(σt + i t )|2
I ,
where
I = 1
2pi
∫ ∞
−∞
H (1+ iτ)
|ξK(σt − 12 + iτ)|2ξK( 12 + i(τ+ t ))ξK( 12 + i(τ− t ))
ξK(1+ 2iτ)
dτ.
We now estimate the growth of A5 in terms of t . The exponential contribution
from the gamma functions in the integral is equal to
(e−
pi
2 |t |)2e−
pi
2 |τ+t |e−
pi
2 |τ−t |e
pi
2 |2τ| e−pi|t |.
This cancels with the exponential growth of |ξK(s(t ))|2. Since H (1+ iτ) decays
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rapidly, we can bound ζK (σt − 12 + iτ) polynomially and absorb it into H . Hence
A5 log
4|t |
(|t |σt−1/2)2
∫ ∞
−∞
eH (τ)|ζK( 12 + i(τ+ t ))ζK( 12 + i(τ− t ))|dτ.
where eH is a function of rapid decay. The Dedekind zeta functions can be esti-
mated with the subconvex bound (4.15) of Heath-Brown [42]. We get
A5 |t |5/3−2σt+2ε log4|t |
∫ ∞
−∞
eH (τ)(t−1+|τ t−1+1|)1/3+ε(t−1+|τ t−1−1|)1/3+ε dτ,
which is o(1) since σt ≥ 1.
Hence we have proved that the integral∫
M
Fh(p)|E(p, s(t ))|2dµ(p)
converges to
vol(F )

H (2− 2σ∞)+ H (2σ∞)ξK(2σ∞− 1)ξK(2σ∞)

,
if σ∞ 6= 1. On the other hand, for σ∞ = 1 the contribution is asymptotic to
vol(F )H (2)
1− |ϕ(s(t ))|2
2|O ×|ξK(2)(σt − 1) +O(1). (7.7)
To finish the proof, we apply Mellin inversion and unfold backwards to see that
vol(F )

H (2− 2σ∞)+H (2σ∞)ξK(2σ∞− 1)ξK(2σ∞)

=
∫ ∞
0
h(y)vol(F )(y2σ∞−2+2 +ϕ(2σ∞)y−2σ∞+2)
d y
y3
=
∫ ∞
0
h(y)
∫
F
E(z + j y, 2σ∞)d z

d y
y3
=
∫
M
Fh(p)E(p, 2σ∞)dµ(p),
and
vol(F )H (2) =
∫
M
Fh(p)dµ(p).
For the second case, we need to estimate the quotient with the scattering matrix. We
will show that
1− |ϕ(s(t ))|2
2|O ×|ξK(2)(σt − 1) ∼
2(2pi)2
|O ×||dK |ζK(2) log t .
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To see this let G(σ) = ϕ(σ + i t )ϕ(σ − i t ). Notice that
G′(σ) =
ϕ′
ϕ
(σ ± i t )G(σ),
where the ± denotes the linear combination
ϕ′
ϕ
(σ ± i t ) = ϕ
′
ϕ
(σ + i t )+
ϕ′
ϕ
(σ − i t ).
We then apply the mean value theorem twice on the intervals [1,σ] and [1,σ ′], respec-
tively. We get
G(1)−G(σ)
1−σ = G
′(σ ′)
= G(σ ′)
ϕ′
ϕ
(σ ′± i t )
=

G(1)− (1−σ ′)G(σ ′′)ϕ
′
ϕ
(σ ′′± i t )

ϕ′
ϕ
(σ ′± i t ),
where 1≤ σ ′′ ≤ σ ′ ≤ σ . On noticing that G(1) = 1, this gives
1− |ϕ(σ + i t )|2
1−σ =

1− (1−σ ′)|ϕ(σ ′′+ i t )|2ϕ
′
ϕ
(σ ′′± i t )

ϕ′
ϕ
(σ ′± i t ).
Using the asymptotics
ϕ′
ϕ
(σ ± i t )∼−4 log t (7.8)
and the fact that |ϕ(σ + i t )| is bounded for σ ≥ 1 proves the lemma. The estimate (7.8)
follows immediately from (A.8) and the Weyl bound (4.17) for ζ ′K/ζK .
Proof of Theorems 7.3 and 7.4. These follow now from Lemmas 7.6 and 7.7 by approx-
imation arguments similar to [66] and [58].
153
Appendix A
Gamma Function
The Gamma function Γ (z) is defined for Re s > 0 by the absolutely convergent integral
Γ (s) =
∫ ∞
0
e−x x s−1 d x. (A.1)
Notice that Γ (1) = 1. It follows, after taking the limit, from [96, §2 Theorem 5.4] that Γ
is holomorphic in this region. Integrating by parts in (A.1) shows that the Gamma
function satisfies the functional equation
Γ (s + 1) = sΓ (s). (A.2)
This gives the relation Γ (n + 1) = n!. The functional equation (A.2) can be used to
meromorphically continue Γ to the whole complex plane [96, §6 Theorem 1.3] with
simple poles at negative integers of residue ress=−n Γ (s) = (−1)n/n! for n ∈ N∪ {0}.
In particular the functional equation holds for all s ∈C with the understanding that
one takes the residues at the poles. Clearly Γ (s) = Γ (s) holds in the region of absolute
convergence, and hence it holds for all s ∈C. It is an exercise in contour integration [96,
§6 Theorem 1.4] to prove that
Γ (s)Γ (1− s) = pi
sinpis
, for s ∈C. (A.3)
Similarly [36, 8.334 (2)],
Γ ( 12 + s)Γ (
1
2 − s) = picospis , for s ∈C. (A.4)
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Setting s = 0 in the last equation gives Γ ( 12) =
p
pi. We will also need the duplication
formula [36, 8.335 (1)]
Γ (s)Γ (s + 12 ) = 2
1−2sppiΓ (2s), for s ∈C. (A.5)
The asymptotic behaviour of Γ (σ + i t ) for large t is particularly important. This
follows from Stirling’s Formula [76, A4.8], which states that
logΓ (s) = (s − 12 ) log s − s + log
p
2pi+O(|s |−1),
for s with |arg s |<pi−ε for any ε > 0. After a straightforward computation we obtain
|Γ (σ + i t )| ∼ p2pie−pi |t |2 |t |σ−1/2, as |t | →∞. (A.6)
Stirling’s Formula can also be used to give the following estimate for the logarithmic
derivative of Γ ,
Γ ′
Γ
(s) = log s − 1
2s
+O(|s |−2). (A.7)
The function Γ ′/Γ is sometimes called the digamma function and denoted by ψ. Finally,
from (A.7) we deduce that for σ bounded and |t | →∞,
ψ(σ + i t ) =
Γ ′
Γ
(σ + i t ) = log|t |+O(1). (A.8)
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Appendix B
Radial Average of the Standard
Lattice Point Problem in H3
In this appendix we will show that the radial large sieve, Theorem 6.16, yields the same
improvement of 1/6 over the known error bound O(X 3/2) in the standard hyperbolic
lattice point problem in three dimensions. We prove the following theorem.
Theorem B.1. Let Γ be a cocompact subgroup of PSL2(C) and fix p, q ∈H3. Define, for
X > 2,
N (p, q ,X ) = #{γ ∈ Γ : d (γ p, q)≤ arccoshX },
M (p, q ,X ) =
2pi
vol(Γ\H3)X
2 +pi
∑
1<s j<2
2s j
Γ (s j − 1)
Γ (s j + 1)
u j (p)u j (q)X
s j , (B.1)
and let
E(p, q ,X ) = N (p, q ,X )−M (p, q ,X ).
Suppose X1, . . . ,XR ∈ [X , 2X ] such that |Xk−Xl | ≥ ε > 0 for all k 6= l , and that RεX
and R>X 2/3. Then
1
R
R∑
k=1
|E(p, q ,Xk)|2X 2+2/3 logX ,
and
1
X
∫ 2X
X
|E(p, q , x)|2 d xX 2+2/3 logX . (B.2)
Notice that the main term M (p, q ,X ) agrees with Lax and Phillips [63] and [25,
§5 Theorem 1.1].
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Proof. Suppose 0<H < 1. Define the hyperbolic convolution ∗ by
(k1 ∗ k2)(p, q) =
∫
H3
k1(p, r )k2(r, q)dµ(r ).
It follows from [25, §3 (5.36)] and [25, §3 Theorem 5.3] that the Selberg transform is
multiplicative with respect to ∗. Recall the form of the Selberg transform h of k (4.26).
The case s = 1 can be explicitly written as
h(1) = 4pi
∫ ∞
0
k(cosh u)u sinh u d u. (B.3)
We can split h as we did in Section 6.2 and write it in terms of the d -transform (6.31) as
h(λ) =
pi
(s − 1)
∫
R
k(cosh u)cosh s u d u −
∫
R
k(cosh u)cosh((2− s)u)d u

=
pi
(s − 1)(d (k , s)− d (k , 2− s)),
with the modification that the argument of k in d (k , t ) is now cosh u instead of cosh2 u.
Now, let k1 and k2 be characteristic functions of [1, cosh R] with R = H+arccoshX
and R = H , respectively. Also let h1 and h2 be their respective Selberg transforms.
Define
K+(p, q) =
(k1 ∗ k2)(p, q)
vol(B(0, H ))
,
and analogously for K−, so that we get∑
γ∈Γ
K−(p,γ q)<N (p, q ,X )<
∑
γ∈Γ
K+(p,γ q).
Let h be the Selberg transform of K+. Then the spectral expansion of K+ is given by∑
γ∈Γ
K+(p,γ q) =
∑
t j
h(t j )u j (p)u j (q)
=
∑
1≤s j≤2
h(t j )u j (p)u j (q)+
∑
t j∈R\{0}
h(t j )u j (p)u j (q).
Since the Selberg transform is multiplicative under convolution, we have
h(t ) =
h1(t )h2(t )
vol(B(0, H ))
.
We can now use our estimates and methods from Lemma 6.10 and Proposition 6.11 to
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evaluate h1 and h2. We will also use the fact that [25, §1 (2.7)]
vol(B(0, H ))∼ 4
3
piH 3,
for small H . We now compute h(λ) for each λ.
(i) For the small eigenvalues λ ∈ (0,1) we get
h(λ) =
1
vol(B(0, H ))

pi
(s − 1)
22sinh s(arccoshX + H )
s
− 2sinh(2− s)(arccoshX + H )
2− s

2sinh s H
s
− 2sinh(2− s)H
2− s

=
3/4
piH 3

pi
(s − 1)
2(2X )s
s
− (2X )
2−s
2− s +O(H X
s )

H 3
3
 
s 2− (2− s)2 +O(H 2) ,
by comparing the Taylor series of (sinh s H )/s and (sinh(2− s)H )/(2− s).
(ii) For the zero eigenvalue λ= 0, i.e. s = 2, we have as above that
h(λ) =
3pi2
4pi
 
2X 2 +O(logX + H X 2)
2 · 22
3!
+O(H 2)

= 2piX 2 +O(H X 2 + logX ).
(iii) At λ= s = 1, we use definition (B.3) to see that
h(1) =
(4pi)2
vol(B(0, H ))

(arccoshX + H )cosh(arccoshX + H )
− sinh(arccoshX + H )

(H cosh H − sinh H )
X logX .
(iv) Finally, and most importantly to us, by (6.33) we have for the embedded eigenval-
ues λ > 1 that
h(λ) = a(H , t j )X
1+i t j + b (H , t j )X
1−i t j ,
where
a(H , t ), b (H , t ) 1
t 2
min(1, (H t )−3).
The form of the main term in (B.1) follows from the above computations. We can
now carry out the computation of the large sieve with this spectral expansion in an
analogous way to the proof of Proposition 6.15. The only modification, apart from
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the estimates above, comes from the fact that in the spectral expansion we now have an
actual Maaß form instead of the period integral. We use the local Weyl law (Lemma 6.12)
to estimate this term. This leads to
R∑
k=1
|E(p, q ,Xk)|2X 2H−2 logX +X 3ε−1H−1 logX + RX 4H 2,
which is in the exact same form as before. Hence, after balancing,
R∑
k=1
|E(p, q ,Xk)|2X 3+2/3ε−1 logX + RX 2+2/3.
The results claimed in Theorem B.1 now follow as in the proof of Theorem 6.13.
Any improvement on the radial average (B.2) is still an open problem in three and
higher dimensions.
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