Option pricing is an important area of research in the finance community. In this paper, we develop a computationally feasible and efficient lattice algorithm in pricing American-style options. The key idea is to build a time adjusted grid lattice model and afterwards implement backward induction to price options. The time adjusted grid lattice guarantees high accuracy in relatively few discrete finite nodes. To illustrate the performance of the lattice algorithm, European and American options are priced separately, and results are compared to other popular methods in terms of both accuracy and efficiency. All suggest that the proposed lattice algorithm does a better job. Moreover, the fast convergence behaviours of the lattice algorithm as well as the relationship between the converged option price and the number of determination dates are studied as well.
Introduction
The owner of a put (call) option has the right but no obligation to sell (buy) an underlying asset at the exercise price. European and American options are the two major types of options, while the names are not based on where they are traded but based on the exercise options that come with them. European options can only be exercised on the maturity date, while American options can be exercised any time up to maturity date. The pricing of options plays an important role both in theory and real derivative markets.
European options have been valued by the celebrated Black-Scholes (BS) formula, a closed-form solution derived by Black and Scholes (1973) and Merton (1973) . However, in the case of American options, because of the early exercise possibility, the pricing problem leads to complications for analytic calculations, lacking closed-form solutions. McKean (1965) and Moerbeke (1976) showed that the price of an American option satisfies a partial differential equation (PDE) with a boundary condition changing in time to maturity, called an optimal exercise boundary. Various numerical and approximation schemes have been studied to price American options, which can be divided into three groups including numerical techniques, analytical approximation methods, and Monte Carlo simulations.
Numerical techniques were initiated by a finite difference (FD) scheme (Merton et al., 1977) with its convergence proved by Jaillet et al. (1990) . The key idea is to transform the PDE into a system of linear equations and thus the solutions to the equation system provide the option price for all times and underlying asset prices. As an extension, Dempster and Hutton (1999) used a FD approximation and derived a linear programming problem at each time step and each of these problems is solved by the simplex method, which is comparable to the projected successive over-relaxation technique, another numerical pricing method posed in Cryer (1971) . Other related works and extensions using FD method can be found in Hull and White (1990) , Wilmott (1995) , Tavella and Randall (2000) , Forsyth and Vetzal (2002) , Duffy (2006) , Tangman et al. (2008) , Zhu and Chen (2011) and Kim et al. (2013) . Another popular method in this group is the binomial tree (Cox et al., 1979) and its variant trinomial tree method (Boyle, 1986) . They are widely used because of their simplicity and ease to adapt to any kind of options. The key idea is to build a lattice which discretises the time space of the asset price and then discounts, using risk neutral valuation, the cash flows backwards from maturity until the beginning of the contract. The extensions of the binomial tree method include the accelerated binomial model (Breen, 1991) which uses Richardson's extrapolation (Marchuk and Shaidurov, 1983) to reduce the number of steps, and the binomial BS method (Broadie and Detemple, 1996) which is based on using the BS formula one step before expiration. There is another subgroup of numerical methods using integral representations of the optimal exercise boundary and the price function developed in Kim (1990) , Jacka (1991) , Carr et al. (1992) , including Huang et al. (1996) as an example of such a method and Ju (1998) as an extension. As a technique originated in physics problems and based on Landau (1950) transform, front fixing method was proposed in Wu and Kwok (1997) for solving free boundary problem in the field of option pricing. Other relevant methods related to the fixed domain transformation include Nielsen et al. (2002) , Sevcovic (2007) , Zhang and Zhu (2009) and Egorova et al. (2014) . Furthermore, Muthuraman (2008) presented a moving boundary approach to convert the free boundary problem into a sequence of fixed boundary problems. And recently Chockalingam and Muthuraman (2015) proposed a variant of this moving boundary approach, which is more efficient and flexible.
The second group of methods use analytical approximations to represent the price of an option. One of the first was the quadratic approximation (Barone-Adesi and Whaley, 1987) based on the approach in MacMillan (1986), which seeks an approximate solution to the BS PDE by neglecting a quadratic term for the exercise premium. Afterwards, Ju and Zhong (1999) refined the quadratic formula, pricing long maturity options more accurately. However, these methods are not convergent. By viewing an American option as a sequence of Bermudan options, Geske and Johnson (1984) proposed an approximation method and Bunch and Johnson (1992) gave a modified version. By regarding put options as the limit to a sequence of perpetual option values, Carr and Faguet (1996) presented an analytical approximation method. More recently, a semi-closed form of solution for the option price based on a Taylor series expansion was derived in Zhu (2006) .
Due to the complexity of the underlying dynamics and multi-factors situation, Monte Carlo simulation methods, simulating paths for asset prices, become popular in financial theory and practice. After Boyle (1977) first introduced Monte Carlo simulation to study European option pricing and Tilley (1993) first applied simulation to American option pricing, Fu and Hu (1995) , Carriere (1996) , Grant et al. (1997) , Broadie and Glasserman (1997) , Tsitsiklis and Van Roy (1999) , Longstaff and Schwartz (2001) and Ibanez and Zapatero (2004) priced options based on Monte Carlo simulation. Among them, the least squares Monte Carlo (LSM) approach (Longstaff and Schwartz, 2001 ) gains most popularity because of its simplicity and accuracy. They applied least-squares regressions in which the explanatory variables are certain polynomial functions and estimated the continuation values of a number of derivatives, where only in-the-money paths in the regressions are used in order to increase efficiency. In addition, Clément et al. (2002) gave more derivation results as well as the convergence rate of LSM method. Jia (2009) gave a summary of all the Monte Carlo methods in pricing American options and made a comparison, concluding that the LSM approach is more suitable for problems in higher dimensions than other comparable Monte Carlo methods. As pricing multi-asset options poses great computational challenges, high-performance option pricing algorithms based on parallel simulation comes into being. Wan et al. (2006) proposed a parallel quasi-Monte Carlo approach to price multidimensional American options. A larger scale simulation model can be found in Chang et al. (2012) and Hu et al. (2015) .
Although there are various approaches so far in pricing American options, expensive computational cost and slow convergence problem are complained a lot. In this paper, we develop an efficient grid lattice approach for pricing American-style options. Not only does the proposed algorithm gain similar accuracy to the current popular pricing models in the market, but it runs much faster comparatively. Motivated by Xiao (2011) that designed a lattice algorithm for the LIBOR market model (LMM), we build a time adjusted grid lattice that uses a variable substitution to shift the centre of an underlying asset price distribution to zero, which ensures that the distribution is symmetric and can be represented by a relatively small number of discrete points. The shift transformation is the key to achieve high accuracy in relatively few discrete finite nodes. To illustrate the performance of the lattice algorithm, we price European and American options separately, and compare the results with current popular methods in terms of accuracy and efficiency. Here we restrict our focus to only put options since pricing call options is conceptually the same with identical equations, just different boundary conditions. The paper is organised as follows. In Section 2, some preliminaries and the background about pricing American options are given. Section 3 is devoted to elaborating the lattice algorithm. The numerical implementations are presented in Section 4. For European options, we compare the lattice algorithm with the closed-form BS formula, while the FD method and LSM approach are compared to the lattice algorithm in pricing American options. Section 5 gives concluding remarks.
Preliminaries and backgrounds
We consider a complete filtered probability space (Ω, F, {F t } 0≤t≤T , P) over a finite time horizon [0, T] , where the state space Ω is the set of all possible realisations of the stochastic economy between time 0 and T with element ω as a sample path. F is the σ-field of distinguishable events at time T and {F t } 0≤t≤T is the natural filtration generated by the underlying asset price process. P is a probability measure defined on the elements of F.
Assume that the underlying asset price follows a geometric Brownian motion under the market probability measure P:
where W t is a standard Brownian motion under P. As a result of no-arbitrage theory, we assume the existence of an equivalent martingale measure Q for this economy. Then under the risk-neutral measure Q, the asset price process follows the stochastic differential equation (SDE) as follows.
where r and σ represent the risk-free interest rate and volatility of the underlying asset price separately and t W is a standard Brownian motion under Q. If there is any dividend with continuous dividend q, the drift term in equation (2.1) will be (r -q)S t instead of rS t . Without loss of generality, we assume that the asset does not pay dividends.
We study an American-style put option on an underlying asset (stock) with exercise price K and expiration date T. For a large positive integer N > 0, define
We focus on discrete time steps 0 = t 0 < t 1 <…< t N = T and decide the optimal stopping policy at each of the N + 1 exercise dates. In practice, American options are continuously exercisable before maturity and thus we can take N to be sufficiently large. The valuation of the option is denoted as P(ω; t i ), where ω ∈ Ω is a sample path and i = 0,…,N. The payoff function of the put option at maturity date T is
The value of an American option equals the maximised value of the discounted cash flows from the option, where the maximum is taken over all stopping times with respect to the filtration {F t } 0≤t≤T (Hull, 2011) . Specifically, at time t i , the value of immediate exercise equals the cash flow from immediately exercising the option, which is ( -) .
i t K S + On the other hand, by the no-arbitrage theory, the value of continuation is given by taking the expectation of the remaining discounted cash flows with respect to the risk-neutral measure Q. Consequently, with the boundary condition in equation (2.2), the value of the option at t i is the maximum of immediate exercise value and continuation value, which can be mathematically expressed as
This representation shows that the value of the option is maximised pathwise, and thus unconditionally the investor will exercise the option as long as the immediate exercise value is great than or equal to the value of continuation. Among various numerical techniques in pricing American options, FD method, which creates a mathematical relationship which links together every point on the solution domain like a chain, stands out because all options satisfy the BS PDE 2 2 2 2 1 -0, 2
where P t ∂ ∂ denotes the first derivative of the option price over time t, P S ∂ ∂ and
denote the first and second derivative of the option price over stock price S separately. In particular, the price P(t, S) of an American put option with maturity T and strike price K satisfies the following free boundary problem (see Etheridge, 2002) :
;
where S f (t), 0 ≤ t ≤ T is the free boundary that is part of the solution.
Based on the asset value discretisation and time discretisation, we can solve equation (2.4) backwards in time from expiry to the present by approximating the three derivative terms. The popular approximation methods include explicit Euler, implicit Euler and Crank-Nicolson method (Morton and Mayers, 2005) . Then the rest is to solve a linear system at each time step. The key advantage of FD is that we can automatically determine the option values at every mesh point in the domain. If we require an option value for a particular value of S and t, all we need is to extract that point from the solution matrix. Although we do not have a continuous solution as a result of using a finite discretisation, we can refer to some kind of interpolation techniques to extract an approximation if we want to require an option value which does not coincide with one of our mesh points.
As an alternative, the LSM approach, which uses least-squares regression to estimate the conditional expected payoff to the option holder from continuation, is also widely used on behalf of the Monte Carlo simulation because of its applicability in dealing with path-dependent and multi-factor situations where traditional FD techniques cannot be used. Details as well as the comparison with FD method can be found in Longstaff and Schwartz (2001) , showing a high accuracy and flexibility of the LSM method.
Lattice algorithm

Time adjusted grid lattice
For convenience, we assume the constant volatility:
Assumption 1: The underlying asset (stock) price has constant instantaneous volatility regardless of time t.
Otherwise, we should replace σ by σ(t), a function of time t, in the SDE (2.1) and our approach will work the same way.
Let Girsanov (1960) . The discounted stock price t S is a martingale under the risk-neutral measure Q. It is easy to find the solution of (3.1) as the follows:
Taking the expectation of the above equation conditioned on the information at t = 0 gives this time-adjusted grid lattice will improve the accuracy for estimating expectations for functions of S t numerically.
The variable substitution used for derivation y = w -σt, which corresponds to -, t t Y W σt = is the key idea of the lattice algorithm as explained in Xiao (2011) . This variable transformation ensures that the distribution is centered on zero and symmetric, which achieves high accuracy when we express the stock price in discrete finite form and use numerical integration to calculate the expectation. In fact, without this linear transformation, the lattice method in pricing American options either does not exist or introduces too much error for longer maturities.
After applying the variable substitution, equation (3.2) can be expressed as 
Lattice procedure
As a generic term, lattice is a layered graph that attempts to transform a continuous-time and continuous-space underlying process into a discrete-time and discrete-space process, where the nodes at each level represent the possible values of the underlying process in that period. In pricing financial products, there are mainly two types of lattices, including tree lattices and grid lattices. Traditional binomial tree (Cox et al., 1979) belongs to the tree lattices, assuming that the underlying process has two possible outcomes at each stage. On the other hand, grid lattices, also called rectangular lattices, are built in a rectangular FD grid, permitting the underlying process to change by multiple states. Examples include Amin (1993) , Gandhi and Hunt (1997) , Martzoukos and Trigeorgis (2002) and Das (2011) , indicating that the grid lattices are more realistic and convenient for the implementation of a Markov chain solution. As an instance of the grid lattice, Figure 1 shows the state space for the underlying process y t over two discrete time periods. The starting state y 0 at valuation date t 0 is the single root of the lattice. At each date t i , the underlying process i t y is discretised into a number of vertical nodes, where the number of nodes depends on the convergence rate. The node , i t j y can evolve to any discrete state in next time point with certain transition probability, which will be explained later. Lattice approaches are ideal for pricing early exercise products given their backward-in-time nature described in Xiao (2011) . Our proposed lattice algorithm as introduced below, a grid lattice model for pricing options, also uses backward induction but exploits the Gaussian structure to gain extra efficiencies as well. To begin with, we need to build the lattice framework, which is used to model the random process in equation (3.5). Unlike traditional trees, we only position nodes at the N discretised determination dates 0 = t 0 < t 1 <…< t N = T. Such discretised schemes basically convert the Brownian motion into discrete variables. Specifically, at any determination date t, we discretise the Brownian motion to be equally spaced as a grid of nodes y t,j , for j = 1,…,M t . The number of nodes M t and the space between nodes δ yt = y t,jy t,j-1 at each determination date can vary depending on the length of time and accuracy requirement. In order to guarantee a certain level of accuracy, the nodes should cover a certain number of standard deviations of the Gaussian distribution. Consequently, the discrete form of the stock price, conditional on being in the state y t,j at time t, can be expressed as
Another useful information in performing valuation for the underlying instrument is the transition probability density function. 
T k w T is given by
Applying the variable substitution -, 
Finally, in the process of computing the value of continuation by taking the expectation of the remaining discounted cash flows with respect to the risk neutral measure Q, numerical fast integration algorithms are needed. For ease of illustration, in the paper we refer to the trapezoidal rule integration (Atkinson, 2008) , while cubic spline integration (Bartels et al., 1995) and fast Fourier transform (Van Loan, 1992) are also good candidates.
Numerical implementation
In this section, we implement the lattice algorithm on pricing European options and American options respectively. We focus on put options with strike price K = 40 and try a couple of settings with different initial stock prices S 0 , volatility σ, maturity time T, and discretised exercise times N. The N determination dates, 0 = t 0 < t 1 <…< t N = T, are evenly spaced with Δt = t i -t i-1 for i = 1,…,N. The short term interest rate is fixed at r = 0.06. Comparisons between the lattice algorithm and other popular pricing approaches are illustrated in terms of accuracy and efficiency. The valuation procedure of the lattice algorithm is as follows.
Step 1 Create the lattice in terms of determining the number of nodes M t and the grid space δ yt = y t,j -y t,j-1 (space between nodes) for j = 1,…,M t at each determination date t, which depends on the length of time and the accuracy requirement. In order to simplify the illustration, we choose the same settings across the lattice. In other words, the nodes are equally spaced and symmetric with fixed number of nodes M and common δ y at each determination date. In addition, the nodes should be enough to cover a certain number of standard deviations of the standard Gaussian distribution to guarantee a certain level of accuracy. In particular, we set 2 -1
and y t,j = -A + jδ y , j = 1, 2,…M. It is easy to check that y t,j , j = 1, 2,…M covers the interval [-A, A].
Step 2 Find the option value at each final node. At the final maturity date t N = T, the payoff of the option, either European or American type, in any state y j is given by
where j = 1,…,M.
Step 3 Find the option value at the penultimate determination date t N-1 . According to equation (3.9), the American option value P Am in any state y j can be expressed by
where P c (t N-1 ; y j ) denotes the discounted continuation value in state y j at time t N-1 . Based on the transition probability density in equation (3.8) and the trapezoidal rule integration, the continuous value can be given by
Step 4 Find the option value at earlier nodes. Let us go to the determination date t i . According to equation (3.9), the American option value P Am in any state y j can be expressed by
where P c (t i ; y j ) denotes the discounted continuation value in state y j at time t i . Based on the transition probability density in equation (3.8) and the trapezoidal rule integration, the continuous value can be given by (
Similarly, we can implement backward induction to compute the discounted continuation value in each state at every time by setting i = N -2,…, 1.
Step 5 Compute the final integration. Once we have obtained P Am (t 1 ; y j ) in any state y j at time t 1 in the last step, we can find the American option value at time t 0 = 0 as follows.
where the reduced value at time zero is given by ( )
In fact, our method can be used for pricing European options as well. For the European put option, we just need to replace (4.2), (4.4) (4.6) by
respectively, and replace P Am by P Eu in (4.5) and (4.7).
Accuracy test for European options
European options are valued by a closed-form solution called BS formula (Black and Scholes, 1973) . In order to show the accuracy of our proposed lattice algorithm, it is worthy to compare the result by the lattice algorithm with that from the BS formula. The criterion we use is the difference rate defined as -100%,
where P BS denotes the BS price which is regarded as the true value, and P lat is the option price valued by our proposed lattice algorithm.
To illustrate the convergence of the lattice algorithm, we focus on a European put option with strike price K = 40 and maturity date T = 1 on a share of stock with its initial price S 0 = 36 and volatility σ = 0.2. First we consider N = 50 as the number of determination dates. Furthermore, we fix the number of nodes at M = 501 in order to guarantee the convergence of the lattice algorithm by each grid space, and then study the relationship between the European option price and the number of determination dates N, and the results are displayed in Figure 3 . The converged European option price remains constant over the number of determination dates, ranging from 1 to 100, under the lattice with different grid spaces φ = 0.1, 0.05 or 0.025. It makes sense because of the non-early exercise property of European options. Although it shows a trend that the lattice with a larger grid space brings a slightly larger European option price, all the converging prices by different grid spaces are quite close to the BS price 3.8443. Considering the convergence rate, we use 151 nodes with 0.1 as the grid space in the lattice algorithm, and comparison results under various settings are summarised in Table 2 . As shown, the differences between the lattice algorithm and BS formula in pricing European options are typically very small across all the 20 scenarios. Comparatively, the lattice algorithm performs better when options are in the money at time zero because of controlling the difference rate below 0.02%, while the difference rate increases for options that are at the money or out of the money although no higher than 0.06%. Overall, the lattice algorithm is able to approximate closely the BS price for European options. 
Accuracy test for American options
In this section, we price American options by the proposed lattice algorithm, the FD method, and LSM approach. The efficiency of each method can be gauged in terms of running time. In order to measure the accuracy, we regard the FD method as the benchmark and compute the difference between the price valued by least squares Monte Carlo P LSM and that by FD method P FD through -100%.
Similarly, we can compare the price given by the lattice algorithm, denoted as P lat , with P FD as follows.
-100%.
In order to learn the convergence of the lattice algorithm, we focus on an American put option with strike price K = 40 and maturity date T = 1 on a share of stock with its initial price S 0 = 36 and volatility σ = 0.2. The FD method gives 4.4643 as the price of the option. With fixed N = 50, similar to pricing European options, the rate of convergence slows down as the grid space φ becomes smaller, shown in Figure 4 . A summarised result can be found in Table 3 , indicating that the converging prices by different grid spaces are quite close to the FD price. In other words, the American option price converges as soon as the lattice covers approximately five standard deviations, i.e. φ × (M -1) ≈ 5. Furthermore, Figure 5 describes the relationship between the American option price and the number of determination dates N with fixed number of nodes M = 151 to guarantee the convergence of the lattice algorithm by each grid space. First the option price increases with the number of determination dates, and afterwards it becomes stable when the number of determination dates reaches a certain point, around N = 50. As a result, during the lattice algorithm, assuming that the option is exercisable 50 times per year is sensible in practice. Considering the convergence, we use 151 nodes with 0.025 as the grid space in the lattice algorithm, and FD and LSM estimates are based on 100,000 simulation paths, corresponding to Longstaff and Schwartz (2001) . Comparison results under various settings, including prices and computation time, are summarised in Table 4 . The LSM approach and lattice algorithm both give close results to FD, which is the benchmark method, across all the scenarios except for those stocks with high volatility (σ > 0.5). However, in pricing American options on highly volatile stocks, not only is the lattice algorithm comparable to the LSM in terms of accuracy, the lattice algorithm is much more efficient with less time needed as well. In addition, when options are deeply in the money at time zero, the lattice algorithm outperforms LSM to a large extent based on both accuracy and efficiency. In general, considering efficiency, our proposed lattice algorithm, with the least computation time, stands out among the three approaches. Consequently, in practice, while controlling the accuracy at an acceptable level, we prefer the lattice algorithm to LSM in terms of the high accuracy and distinguished computation time.
Concluding remarks
It is of practical importance to develop computationally feasible algorithms in pricing American-style options. In this paper, we present an efficient grid lattice approach and afterwards uses backward induction to price options. We build a time adjusted grid lattice that shifts as time changes. The lattice algorithm achieves high accuracy as well as fast computational speed. Comparison results between the lattice algorithm and current popular pricing models in the market, including BS formula in pricing European options and FD method as well as LSM approach in pricing American options, are shown in previous sections. All suggests that our lattice algorithm does a better job in terms of accuracy and efficiency. Finally, the fast convergence behaviours of the lattice algorithm as well as the relationship between the converged option price and the number of determination dates are illustrated as well. As a framework for valuing American-style options, the grid lattice algorithm has several advantages. Besides the accuracy and fast convergence, the implementation of the model is simple and straightforward. In addition, the applicability of the lattice algorithm is much broader and more promising in markets with multiple factors by extending one factor lattice algorithm to multi-factor version, which can capture more complicated and realistic structures. For ease of illustration, we build the grid lattice model based on the trapezoidal rule integration. As mentioned in Xiao (2011) , a better but more complicated solution is to spline the payoff functions because the cubic spline of the option payoffs is able to achieve higher accuracy, especially for Greeks calculations, and higher speed. In general, the spline method can provide a speedup factor around three to five times. The extension to multi-factor lattice models and the implementation of more numerical fast integration algorithms, are beyond the scope of the current paper and are interesting topics for future research.
