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REGULARITY FOR FULLY NON LINEAR EQUATIONS
WITH NON LOCAL DRIFT
HE´CTOR A. CHANG LARA
Abstract. We show Ho¨lder regularity of solutions of elliptic integro-
differential equations appearing in stochastic optimal control. The op-
erators are assumed elliptic with respect to a family of linear operators
obtained as a convolution with kernels which are not non necessarily
symmetric. The non local drift is provided by the odd part of the kernel
which is assumed to have an order of scaling smaller than or equal to
the even part and larger than or equal to one. In particular we are able
to handle the equation ∆1/2u + |Du| = 0 were the diffusion and drift
term have the same order.
1. Introduction
In this work we study the regularity of viscosity solutions of non di-
vergence integro-differential equations with no symmetry assumptions to be
explained later on this introduction.
A fairly general model to have in mind are equations given by operators
of the form,
Iu(x) = inf
β∈B
sup
α∈A
LKα,βu(x),
where {LKα,β}α∈A,β∈B is a family of linear integro-differential operators
computed by,
LKα,βu =
∫
δ(u, x; y)Kα,β(y)dy,(1.1)
δ(u, x; y) = u(x+ y)− u(x)−Du(x) · yχB1(y),(1.2)
with some uniform hypothesis over the kernels {Kα,β}α∈A,β∈B. The Dirichlet
boundary problem,
Iu = 0 in Ω ⊆ Rn,
u = g in Rn \ Ω,
arise in optimal control models driven by purely jump stochastic processes
where Kα,β(y)dy is a family of Levy measures. The description of this and
many other types of control problems can be found in the book by M. Soner
and W. Fleming, [9].
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2 H. A. CHANG LARA
Our techniques follow very closely the classical proof of the Krylov-
Safonov regularity for fully non linear second order differential equations, see
[10] and the book [6]. They also recover the classical Ho¨lder regularity when
the order of the equation goes to two. We describe next a brief historical
account about this type of problems in which our results are also based.
Integro-differential equations have been studied since long time ago with
probabilistic and analytic techniques. Many models have been posed that
involve integro-differential equations, we already mentioned a broad family
of them coming from optimal control. Recently many works have been pub-
lished where the authors approach the regularity using analytic techniques,
our results belong to this class. The paper by G. Barles and C. Imbert [2]
revisit the viscosity theory of integro-differential equations and establish a
fairly general comparison principle for them. The work of L. Silvestre in [11]
shows us how to obtain a point estimate at every scale that allows us to get
a diminish of oscillation and then the Ho¨lder regularity of the solution. Even
thought the proof in [11] is simple an elegant it was not powerful enough to
recover the second order theory as the order of the equation went to two.
In the series of papers [3, 4, 5] L. Caffarelli and L. Silvestre developed the
equivalent Krylov-Safanov Harnack inequality, Cordes-Nirenberg estimates
and the Evans-Krylov estimates which allowed them to show that viscosity
solutions were classical in a board range of equations, involving concave (or
convex) operators. Moreover their estimates remain uniform as the order of
the equation goes to two showing that the regularity theory of second order
equation can be extended to integro-differential problems.
In all the previous works by L. Caffarelli and L. Silvestre there is always
a symmetry assumption in the linear operators. In [11] it is mentioned that
this assumption was made only to make the exposition cleaner but in [3, 4, 5]
it becomes more relevant as the scalings of such operators may begin to bring
additional terms that also have to be controlled. Specifically, if we rescale
u by u˜ = u(rx) and u satisfies LKu = f , with LK coming from (1.1), then
the change of variables formula says that u˜ satisfies,
∫ (
u˜(x+ y)− u˜(x)−Du˜(x) · yχBr−1 (y)
)
rnK(ry)dy = f(rx).
Notice that the characteristic function has changed its support from B1 to
Br−1 . For r < 1 this brings an additional gradient term if we split Br−1 as
the disjoint union of B1 and Br−1 \B1.
A possible way to deal with this problematic term is by assuming that K
is even which is the case in [11, 3, 4, 5]. Another possibility is by assuming
that the odd part of K has enough integrability such that the operator can
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be splited as,
LKu = LKeu+ LKou,
LKeu =
1
2
∫
(u(x+ y) + u(x− y)− 2u(x))Ke(y)dy,
LKou =
1
2
∫
(u(x+ y)− u(x− y))Ko(y)dy,
where Ke and Ko are the even and odd parts of K. This is the case of [8]
where it is also assumed that the order of the odd part is strictly smaller than
the order of the even part. In such work the argument to obtain the Ho¨lder
regularity is based on considering the non local drift as a perturbation term
to the equation.
In this work we do not assume that such decomposition is possible. In-
stead we see how to control the new gradient term by considering a larger
class of linear operators which already included a gradient term. The regu-
larity in this case is expected because at small scales the total kernel always
remain positive which implies in particular that the even part controls the
odd part. Our main contribution relies on a modification of the Aleksandrov-
Bakelman-Pucci (ABP) estimate from [3]. We consider a barrier (Lemma
3.3) that allows us to localize the estimate, disregarding the influence of the
gradient term, assuming that the right hand side was already localized in a
small ball (this is the role of the special function provided in Lemma 4.1).
As a consequence we obtain a point estimate stated in Theorem 4.4 and the
Ho¨lder regularity estimates stated in Theorems 4.5 and 4.6.
On the preliminary Section 2 we discuss the definitions of ellipticity
and viscosity solutions. We take some time in explaining how to set our
hypothesis in order to have enough control at small scales. Also in that
section we discuss the comparison principle and the existence of solutions
of the Dirichlet problem by Perron’s method. Section 3 covers the ABP
estimate which follows the same ideas as in [3] but have also to be adapted
in order to consider the gradient term. After having an ABP estimate it is
fairly well known how to get Harnack estimates and Ho¨lder regularity, in
Section 4 we go directly to prove a point estimate (or L Lemma, or weak
Harnack) and then we just state the regularity Theorems we are allow to
get from there.
1.1. Notation.
Br(x) = {y ∈ Rn : |y − x| < r},
Br = Br(0),
Qd(x) = (x1 − d/(2
√
n), x1 + d/(2
√
n))× . . .× (xn − d/(2
√
n), xn + d/(2
√
n)),
aQd(x) = Qad(x).
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For a set A ⊆ Rn we denote by χA is characteristic function and diam(A)
its diameter.
For a function u we denote:
(1) Du its gradient.
(2) u+ = max(u, 0) and u− = −min(u, 0).
The set of upper (lower) semicontinuous functions in Ω ⊆ Rn will be
denoted by USC(Ω) (LSC(Ω)) respectively.
For a measure ω defined in Rn, the set of functions integrable with
respect to ω will be denoted by L1(ω). In particular we will use ωσ(dy) =
min(|y|−(n+σ), 1)dy.
Given a family of linear operators L we denote by M± the extremal
Pucci operators computed at a given function u at the point x by,
M+Lu(x) = sup
L∈L
Lu(x),
M−Lu(x) = infL∈LLu(x).
The letter C will usually denote universal constants that may vary from
line to line.
2. Preliminaries
We start this Section by motivating the hypothesis we will impose on
our operator I. We start with the ellipticity which will allow to set those
conditions not directly on I but on a family of linear operators L controlling
I. The particular observations that we need to keep in mind are a positivity
condition which would imply that there is enough diffusion and and scal-
ing condition which will allow to get Ho¨lder regularity from a diminish of
oscillation result obtained at scale one.
After discussing the hypothesis on L we introduce the viscosity solutions
associated with integro-differential equations. These type of solutions are
constructed such that they satisfy the maximum principle. Fundamental
properties as the stability, existence and uniqueness are discussed in this
section too and in most of the cases refer the proof to the already well know
works in [2, 1, 3].
In a future project we also plan to answer some of the basic questions
related with viscosity solutions which remain open up to this day. To have
such a reference available would have made this section substantially shorter.
At the end of this section we discuss what we have in mind related to this
issue.
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2.1. Elliptic operators. The first concept we introduce is the one of ellip-
ticity with respect to a family of linear operators. The definition given here
is essential the same one as the one in [3]. However the ellipticity notion clas-
sically refers to some positivity condition here we use it as a way to control
the non linearity by linear operators with no sign condition. Later, when
we define the particular family of linear operators we will see a positivity
condition which finally justifies the use of the name.
Extremal operators M−L and M−L with respect to a family of linear
operators L, defined over a domain Ω ⊆ Rn, are constructed by,
M+Lu(x) = sup
L∈L
Lu(x),
M−Lu(x) = infL∈LLu(x).
Definition 2.1 (Ellipticity). An operator I, defined over a domain Ω ⊆ Rn,
is elliptic with respect to a family of linear operators L if for every x ∈ Ω
and any pair of functions u and v where Iu(x) and Iv(x) can be evaluated
then also Lu(x) and Lv(x) are well defined and
M−L(u− v)(x) ≤ Iu(x)− Iv(x) ≤M+L(u− v)(x).
To be concrete we need to fix what are going to be the linear operators
we consider. Initially we are interested in non local operators LK , defined
in terms of a kernel K : Rn → R in the following way
LKu =
∫
(u(x+ y)− u(x)−Du(x) · yχB1)K(y)dy.(2.3)
For u sufficiently regular at x and bounded this makes sense if,∫
min(1, |y|2)|K(y)|dy <∞.(2.4)
2.1.1. Diffusion versus drift. The (preservation of the) sign of K around the
origin plays an important role. For instance, if K is positive (or negative)
LKu(x) measures some sort of deviation of u from an average of itself.
Specifically,
LKu(x) = lim
ε→0
∫
Rn\Bε
(u(x+ y)− u(x))K(y)dy.
Knowing that LKu = 0 is a singular version of the mean value property
which allowed to show Ho¨lder regularity in [11]. Still the same techniques as
in [11] hold if K is only assumed positive around the origin as the influence
of the tail of K can always be pass as a right hand side and dilations looking
at smaller scales will spread the positivity of the kernel around the origin,
see also Section 14 in [3].
If K takes positive and negative values around the origin then we can not
always expect the solvability of the Dirichlet problem. An example of this
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phenomena can be taken from a slight modifications of the counterexample
in Section 5 in [1].
The previous observations can be also made in terms of the even/odd
decomposition of K = Ke+Ko respectively. If Ke preserves a sign, LKeu(x)
measures a deviation of u(x) from an average of itself centered at x, this is
a diffusive term. On the other hand, LKou(x) measures an average of the
slopes u centered at x, this is a drift term.
2.1.2. Scaling. An important ingredient of the regularity theory is scale in-
variance. A diminish of oscillation estimate works to prove regularity of
the solution because they also hold also at smaller scales. We say that the
equation Lu = f has scale σ if the same type of equation gets preserved by
a rescaling of u of the form u˜(x) = r−αu(rx) with r ∈ (0, 1) and α ∈ [0, σ].
This is the case of the Poisson’s equation with σ = 2, therefore the same
estimates one obtains for u at scale one can be applied, with the same or
better constants, to any scaling of the form u˜(x) = r−αu(rx), with r ∈ (0, 1)
and α ∈ (0, 2].
By the change of variables formula we can also give an explicit form of
how LK gets rescaled. Consider LKu = f in Ω, then the rescaled function
u˜(x) = r−αu(rx) satisfies,
Lrn+αK(r·)u˜+
(
rα−1
∫
B1\Br
yK(y)dy
)
·Du˜ = f(r·) in r−1Ω.(2.5)
It comes immediately to our attention the gradient term which depends
actually on the odd part of K. The particular interest of our work comes
when this term persists even at smaller scales. This suggest that from the
beginning we should had considered Lu = LKu + b · Du. Moreover, if we
expect to prove that there are classical solutions then we should expect the
equation to have order at least one.
The second observation is how the kernel gets rescaled, K˜ = rn+αK(r·).
For r small this might break any uniform positivity assumption around the
origin unless K have a singularity of order at least −(n+α). On one hand,
the integrability condition (2.4) already imposes an upper bound to the
growth of K at the origin so that the previous α have to be less than two.
On the other hand, and as we said before, the order has to be at least one if
we expect classical solutions, so that by plugging α = 1 above we notice that
the singularity of K around the origin has to be of order at least −(n+ 1),
in order to the diffusive term to compete against the drift.
In the case when α = σ, the diffusive term in (2.5), which is contained
in Lrn+σK(r·)u˜, might be just bounded as r → 0. By the same reasoning
as in the previous paragraph we also should impose an upper bound on the
drift term in order to not degenerate the equation. This is given if for some
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β > 0,
rσ−1
∣∣∣∣∣
∫
B1\Br
yK(x, y)dy
∣∣∣∣∣ < β uniformly in r.
A particular scaling invariant operator of order σ ∈ (0, 2) is given by the
fractional powers of the laplacian. They can be computed by the following
expression (modulus a positive universal constant),
∆σu(x) = (2− σ) lim
ε→0
∫
Rn\Be
u(x+ y)− u(x)
|y|n+σ dy.
The factor (2 − σ) becomes relevant in order to extend the definition to
σ = 2. When σ → 2− the integral becomes divergent however the factor
(2 − σ) tames the singular behavior recovering the actual laplacian of u
modulus a positive universal constant.
In the hypothesis we will introduce in the next part we will see that we
are actually bounding our kernels by multiples of the kernel of the fractional
laplacian.
2.1.3. Hypothesis. We resume our hypothesis on the family L depending on
a family of kernels K and some additional parameters σ, λ,Λ and β, in the
following way:
(1) Every L ∈ L is of the form L = LK + b ·D for K ∈ K
(2) For some fixed 1 ≤ σ < 2, λ ≤ Λ and the extremal kernels,
K−(y) = λ(2− σ)|y|−(n+σ)χB1(y),
K+(y) = Λ(2− σ)|y|−(n+σ),
we have that for every K ∈ K, K− ≤ K ≤ K+.
(3) For some β > 0,
rσ−1
∣∣∣∣∣b+
∫
B1\Br
yK(y)dy
∣∣∣∣∣ ≤ β for every r ∈ (0, 1).
In this case we can also write,
M±Lu(x) =M±Ku(x)± β|Du(x)|,
where,
M+Ku(x) = sup
K∈K
LKu(x) = (2− σ)
∫
δ+(u, x0; y)Λ− δ−(u, x0; y)λχB1(y)
|y|n+σ dy,
M−Ku(x) = infK∈KLKu(x) = (2− σ)
∫
δ+(u, x0; y)λχB1(y)− δ−(u, x0; y)Λ
|y|n+σ dy.
We fix this notation for future references.
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Notice that (3) gets reduced to b being uniformly bounded in L if σ > 1.
An interesting case arises when σ = 1. A particular family of operator that
satisfies all the previous hypothesis are L = {Lb = ∆1/2 + b · D : |b| ≤
β}. This is one of the simplest cases where our regularity results apply to
equations where the drift and the diffusion scale with the same order.
The upper bound K+ is necessary in order to construct barriers and
control the solution. The factor (2−σ) allows us to build uniform estimates
as σ goes to 2 which is the case of second order equations. We include a
Lemma at the end of this part that discusses this aspect.
Finally notice that the family L is scaling invariant of order σ. Given
α ∈ (0, σ], r ∈ (0, 1), L = LK + b ·D ∈ L and u such that Lu = f in Ω then
the rescaling u˜(x) = r−αu(rx) satisfies L˜u˜ = f˜ in r−1Ω where,
f˜ = rσ−αf(r·) (notice that rσ−α ≤ 1),
L˜ = LK˜ + b˜ ·D,
K˜ = rn+σK(r·),
b˜ = rσ−1
(
b+
∫
B1\Br
yK(y)dy
)
.
For ρ ∈ (0, 1),
ρσ−1
∣∣∣∣∣b˜+ ρσ−1
∫
B1\Bρ
yK˜(y)dy
∣∣∣∣∣ ,
= (rρ)σ−1
∣∣∣∣∣b+
∫
B1\Br
yK(y)dy +
∫
Br\Brρ
yK(y)dy
∣∣∣∣∣ ,
≤ β
Then L˜ ∈ L.
As the order σ goes to two, the extremal operators go to a different
type of extremal operators that are still comparable with the classical Pucci
extremal operators.
Lemma 2.1 (Limit as σ goes to 2). Let u ∈ C2(x0) ∩ L∞ then,
lim
σ→2
M−Ku(x0) = |∂B1|M˜−D2u(x0),
=
∫
∂B1
((
θtD2u(x0)θ
)+
λ− (θtD2u(x0)θ)− Λ) dθ.
In particular, for the classical Pucci operators M− defined as in [6],
M˜−D2u(x0) ≤M−D2u(x0) ≤ CM˜−D2u(x0).
for some universal C depending only on n.
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Remark 2.2. A similar result also holds for M˜+D2u(x0) = −M˜−(−D2u(x0)),
namely
lim
σ→2
M+Ku(x0) = |∂B1|M˜+D2u(x0),
=
∫
∂B1
((
θtD2u(x0)θ
)+
Λ− (θtD2u(x0)θ)− λ) dθ.
and
CM˜+D2u(x0) ≤M+D2u(x0) ≤ M˜+D2u(x0).
Proof. We split the integral as,
M−Ku(x0) = (2− σ)
∫
δ+(u, x0; y)λχB1(y)− δ−(u, x0; y)Λ
|y|n+σ dy,
= (2− σ)
∫
B1
+(2− σ)
∫
Rn\B1
.
The last term goes to zero as σ goes to 2 because the integral is uniformly
bounded from the assumption that u ∈ L∞. We use now that for y small,
δ±(u, x0; y) = (ytD2u(x0)y)± + o(|y|2) in the first term. As σ goes to 2 the
lower order term vanishes so that we only have to consider,
(2− σ)
∫
B1
(ytD2u(x0)y)
+λ− (ytD2u(x0)y)−Λ
|y|n+σ dy,
= (2− σ)
∫ 1
0
rn−1dr
∫
∂B1
(
(θtD2u(x0)θ)
+λ− (θtD2u(x0)θ)−Λ
)
r−(n+σ)+2dθ,
= |∂B1|M˜−D2u(x0).
For the last part of the Lemma we check first that M˜−D2u(x0) ≤
M−D2u(x0). Notice that for any positive definitive symmetric matrix M
such that λId ≤M ≤ ΛId,
tr(MD2u(x0)) =
1
|∂B1|
∫
∂B1
θtMD2u(x0)θdθ,
≥ 1|∂B1|
∫
∂B1
(
(θtD2u(x0)θ)
+λ− (θtD2u(x0)θ)−Λ
)
dθ,
= M˜−D2u(x0).
We conclude then by taking the infimum on the left hand side above.
For the other inequality denote M = D2u(x0) and decompose Rn in
an appropriated system of coordinates Rn = Rn1 × Rn2 such that M is
positive over Rn1 and negative over Rn2 . If n1 or n2 is zero then we get that
M˜±M =M±M , therefore we can assume that n1 and n2 are at least one.
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Consider then the change of variables ζ : ∂Bn11 ×∂Bn21 × [0, pi/2]→ ∂Bn1
(where ∂Bm1 is the unit sphere in Rm) given by,
ζ(θ1, θ2, θ) = (θ1 cos θ, θ2 sin θ).
Its determinant depends only on θ and is given by
φn1,n2(θ) = cos
n1−1 θ sinn1−1 θ
√
1 + cos2 θ sin2 θ.
Then,
M˜−M = 1|∂Bn1 |
∫
∂Bn1
((
θtMθ
)+
λ− (θtMθ)− Λ) dθ,
=
1
|∂Bn1 |
∫ pi/2
0
(
λ cos2 θ
∫
∂B
n1
1
θt1Mθ1dθ1 ,
+ Λ sin2 θ
∫
∂B
n2
1
θt2Mθ2dθ2
)
φn1,n2(θ)dθ,
=
|∂Bn11 ||∂Bn21 |
|∂Bn1 |
∫ pi/2
0
(
λ trM− cos2 θ − Λ trM+ sin2 θ)φn1,n2(θ)dθ,
= Cn1,n2(λ trM
− − Λ trM+).
With Cn1,n2 positive and bounded. We conclude by considering all possible
partitions of n = n1 +n2 with n1, n2 ∈ N, each one of them at least one. 
2.2. Formal definition of our operators. For every L ∈ L (with the
hypothesis from the previous part) Lu(x) can be defined for u ∈ C1,1(x) ∩
L1(ωσ) where ωσ(dy) = min(|y|−(n+σ), 1)dy. Moreover Lu is continuous in
Br(x0) if u ∈ C2(Br(x0))∩L1(ωσ). Going back to the non linearity I, recall
that if Iu(x) is well defined then Lu(x) needs to be well defined too for every
L ∈ L, given that I is elliptic with respect to L. It is then reasonable to
ask at least C1,1(x) regularity and L1(ωσ) integrability in order to evaluate
Iu(x). Stability properties of I depend on Iu being continuous when u is
sufficiently regular, in this case C2(Br(x0))∩L1(ωσ) seems to be a reasonable
minimum requirement. The following definition comes from [3].
Definition 2.2 (Elliptic continuous operators). I is a continuous operator,
elliptic with respect to L = L(K) in Ω if,
(1) I is an elliptic operator with respect to L in Ω,
(2) Iu(x) is well defined for any u ∈ C1,1(x) ∩ L1(ωσ) and x ∈ Ω,
(3) Iu is continuous in Br(x0) for any u ∈ C2(Br(x0)) ∩ L1(ωσ) and
Br(x0) ⊆ Ω.
Translation invariant operators should be such that Iu evaluated at x
computes the same number as I evaluated at the translated function uz =
u(· − z) at the point (x+ z).
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2.2.1. Examples. The extremal operators M±L satisfy the first two require-
ments in the Definition 2.2 and are also invariant by translations. More
generally, the same can be said for any inf-sup (or sup-inf) combination of
operators in L, i.e.
I = inf
α∈A
sup
β∈B
LKα,β + bα,β ·D(2.6)
An adaptation of the proof of Lemma 4.2 in [3] shows also that all the
previous examples give also continuous operators.
We also see from here that translation invariant operators I which are
elliptic with respect to L, such that Iu(x) is well defined for any u ∈ C1,1(x)∩
L1(ωτ ) is automatically continuous. Indeed, the ellipticity assumption can
be evaluated for u ∈ C2(Br(x0))∩L1(ωτ ) and the translation uz = u(z+·) ∈
C2(Br(x0 − z)) ∩ L1(ωτ ),
Iu(x+ z)− Iu(x) = (Iuz − Iu)(x),
∈ [M−L(uz − u)(x),M+L(uz − u)(x)].
which goes to zero as z approaches x. This can be justified by the explicit
computations of M±L .
2.3. Viscosity solutions.
Definition 2.3 (Test functions). Given σ ∈ [1, 2), a test function at x0 ∈ Rn
is defined as a pair (ϕ,Br(x0)), for r > 0, such that ϕ ∈ C2(Br(x0))∩L1(ωτ ).
Usually we omit the domain Br(x0) and denote the test function just by
ϕ.
A test function u(ϕ,Br(x0)) ∈ C2(Br(x0)) ∩ L1(ωσ) can always be con-
structed from ϕ ∈ C2(Br(x0)) and u ∈ L1(ωτ ) in the following way,
u(ϕ,Br(x0)) =
{
ϕ in Br(x0),
u in Rn \Br(x0).
We fix this definition for future references.
Definition 2.4 (Viscosity solutions). Given a non local operator I and a
function f : Ω → R we say that u ∈ LSC(Ω) ∩ L1(ωσ) is a supersolution
(subsolution) to
Iu ≤ (≥)f in the viscosity sense in Ω,
if for every test function (ϕ,Br(x0)) that touches u from below (above), i.e.
(1) x0 ∈ Ω,
(2) ϕ(x0) = u(x0),
(3) ϕ ≤ (≥)u in Rn,
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then Iϕ(x0) ≤ (≥)f(x0).
Additionally, u ∈ C(Ω) ∩ L1(ωτ ) is a viscosity solution to Iu = f in Ω
if it is simultaneously a subsolution and a supersolution.
Notice that for u ∈ LSC(x0) ∩ L1(ωσ) and any ϕ ∈ C2(Br(x0)) such
that,
(1) x0 ∈ Ω,
(2) ϕ(x0) = u(x0),
(3) ϕ ≤ u in Br(x0),
we can always construct a test function touching u from below by considering
u(ϕ,Br(x0)) ∈ C2(Br(x0))∩L1(ωσ). In this sense we also call ϕ ∈ C2(Br(x0))
a test function even thought we actually plug u(ϕ,Br(x0)) into the equation.
2.4. Qualitative properties. In this section we discuss some of the fun-
damental properties of the viscosity solution theory. Lemma 2.3 says that
for viscosity solutions of equations involving operators of inf-sup type (2.6),
having contact with a test functions from one side, forces enough regularity
to evaluate the same operator in a principal value sense. We get as a corol-
lary that regular enough viscosity solutions are also classical. The results
after that are the stability and the comparison principle necessary in order
to establish existence and uniqueness of the Dirichlet problem by Perron’s
method.
2.4.1. A principal value lemma. It was already noticed in [3] that for vis-
cosity solutions u of operators I, obtained as an inf-sup combination of non
local, linear operators, one gets that having contact by a test function from
one side forces some regularity on the other side too. See also Section 1.3
in [2]. This turns out to be a very useful tool as we can (almost) evaluate I
on u having to recur to the test functions in a minimal way.
Lemma 2.3. Let I of the form (2.6) such that {Lα,β}α∈A,β∈B ⊆ L. Given
a viscosity super solution u ∈ LSC(Ω) ∩ L1(ωσ) of Iu ≤ f in Ω and ϕ ∈
C2(Br(x0)) such that touches u from below at x0 ∈ Ω, then for each K ∈ K
the following limit is well defined,
LK(u,Dϕ(x0))(x0) := lim
ε→0
∫
Rn\Bε
δ(u,Dϕ(x0), x0; y)K(y)dy,
where
δ(u, p, x0; y) = u(x0 + y)− u(x0)− p · yχB1(y).
Moreover,
inf
α∈A
sup
β∈B
Lα,β(u,Dϕ(x0))(x0) ≤ f(x0),
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where,
Lα,β(u,Dϕ(x0))(x0) = LKα,β (u,Dϕ(x0))(x0) + bα,β ·Dϕ(x0).
Remark 2.4. In the particular case that Dϕ(x0) = 0 we can also write,
LK(u, 0)(x0) := lim
ε→0
∫
Rn\Bε
(u(x0 + y)− u(x0))K(y)dy.
Proof. For ρ ∈ (0, r], Consider the test function uρ = u(ϕ,Bρ(x0)) touching u
from below. Notice that δ(uρ, x0) increases to δ(u,Dϕ(x0), x0) as ρ goes to
zero. We have from the definition of viscosity solutions that,
f(x0) ≥ Iuρ(x0),
≥M−Kuρ(x0)− β|Dϕ(x0)|,
=
∫
δ+(uρ, x0; y)K
−(y)− δ−(uρ, x0; y)K+(y)dy − β|Dϕ(x0)|.
From δ(u,Dϕ(x0), x0) ≥ δ(uρ, x0) and the non negativity of K+ we have
δ−(uρ, x0)K+ ≥ δ−(u,Dϕ(x0), x0)K+ ≥ 0,
therefore δ−(u,Dϕ(x0), x0)K+ is integrable. Moreover, by monotone con-
vergence
lim
ρ→0
∫
δ−(uρ, x0; y)K+(y)dy =
∫
δ−(u,Dϕ(x0), x0; y)K+(y)dy.
Now we use Fatou’s Lemma, sending ρ to zero, on the inequality,
f(x0) + β|Dϕ(x0)|+
∫
δ−(uρ, x0; y)K+(y)dy ≥
∫
δ+(uρ, x0; y)K
−(y),
to get
f(x0) + β|Dϕ(x0)|+
∫
δ−(u,Dϕ(x0), x0; y)K+(y)dy,
= lim
ρ→0
(
f(x0) + β|Dϕ(x0)|+
∫
δ−(uρ, x0; y)K+(y)dy
)
,
≥ lim inf
ρ→0
∫
δ+(uρ, x0; y)K
−(y)dy,
≥
∫
δ+(u,Dϕ(x0), x0; y)K
−(y)dy.
(Notice that δ+(uρ, x0) doesn’t necessarily converge to δ
+(u,Dϕ(x0), x0) in
L1(K−) as ρ→ 0).
This shows that for everyK− ≤ K ≤ K+ the function δ(u,Dϕ(x0), x0)K
is integrable, LK(u,Dϕ(x0))(x0) is well defined and also any inf-sup combi-
nation of LKα,β (u,Dϕ)(x0) with Kα,β ∈ K.
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Moreover (u− ϕ)(x0 + ·)K+ = (δ(u,Dϕ(x0), x0)− δ(ur, x0))K+ is inte-
grable and then for every K ∈ K and ρ ∈ (0, r]∫
Bρ(x0)
|(u− ϕ)(x0 + y)|K+(y)dy,
=
∫
Bρ(x0)
|δ(u,Dϕ(x0), x0; y)− δ(uρ, x0; y)|K+(y)dy,
≥ |LK(u,Dϕ(x0))(x0)− LKuρ(x0)|,
which, by absolute continuity, can be made arbitrarily small by taking ρ
sufficiently small, independently of K ∈ K. Given ε > 0 there exists some
sufficiently small ρ > 0 such that,
LKα,β (u,Dϕ(x0))(x0) + bα,β ·Dϕ(x0)− f(x0),
≤ LKα,βuρ(x0) + ε+ bα,β ·Dϕ(x0)− f(x0),
≤ ε.
Taking the supremum and the infimum and finally sending ε to zero we
conclude the result. 
This implies in particular that viscosity solutions that are in C1,σ−1+ε(Ω)∩
L1(ωσ) (for some ε > 0 arbitrarily small) are actually classical solution.
Corollary 2.5. Let f be a continuos function and I an operator of the form
(2.6) such that {Lα,β}α∈A,β∈B ⊆ L. Given ε ∈ (0, 2−σ) and a viscosity super
solution u ∈ C1,σ−1+ε(Ω) ∩ L1(ωσ) of Iu ≤ f in Ω then u also satisfies the
inequality classically.
Proof. By the proof of Lemma 4.2 in [3], f˜ = Iu is a continuous function so
we need to show that f˜ ≤ f . By the previous Lemma f˜ ≤ f at every point
where u can be touched from below. We will conclude by showing that such
set of contact points is dense in Ω.
Let Br(x0) ⊆ Ω, by the modulus of continuity of u there exists some
δ such that u ≥ u(x0) + δ at ∂Br(x0). Consider then the following test
function,
ϕ = u(x0)− (δ/r)|x− x0|2 − sup
Br(x0)
(ϕ− u),
in order to conclude that there exists a point in Br(x0) where u can be
touched from below by a C2 function. 
2.4.2. Stability. The following stability result can be proven as in Section 4
[3]. See also Section 3 in [2] and Section 4 in [5] for more general results
where the operator I is also approximated by a sequence of operators {Ik}
in a suitable sense.
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Lemma 2.6 (Stability). Let {fk} be sequence of continuos functions and
{Ik} a sequence of elliptic operators with respect to L. Let uk ∈ LSC(Ω) ∩
L1(ωσ) be a sequence of functions such that
(1) Iuk ≤ fk in the viscosity sense in Ω.
(2) uk → u in the Γ sense in Ω.
(3) uk → u in L1(ωσ).
(4) fk → f locally uniformly in Ω.
(5) |uk(x)| ≤ C for every x ∈ Ω.
Then Iu ≤ f in the viscosity sense in Ω.
2.4.3. Comparison principle. We state in this section three results. The first
one is important as it allows to say that the same elliptic relation that holds
in the classical sense, namely,
M−L(u− v) ≤ Iu− Iv ≤M+L(u− v)
also holds for viscosity solutions. The second result is the maximum prin-
ciple for viscosity solutions of the extremal operators. As a consequence of
both result we also obtain the comparison principle between sub and su-
per solutions of the same equation. The proof of these results can also be
obtained as in [3] using int and sup convolutions of the solutions and the
previously stated stability.
Theorem 2.7 (Equation for the difference of solutions). Let I be a continu-
ous elliptic operator with respect to L and f, g continuous functions. Given
u ∈ LSC(Ω) ∩ L1(ωσ) and v ∈ USC(Ω) ∩ L1(ωσ) such that Iu ≤ f and
Iv ≥ g hold in Ω in the viscosity sense, then M−L(u− v) ≤ f − g also holds
in Ω in the viscosity sense.
Theorem 2.8 (Maximum principle). Let u ∈ LSC(Ω¯) ∩ L1(ωσ) be a vis-
cosity super solution of M−Lu ≤ 0 in Ω. Then infΩ¯ u = infRn\Ω u.
An important point to mention here with respect to our specific opera-
tors is that we have to check whenever the Assumption 5.1 in [3] holds. This
assumption requires the existence of a barrier used in the proof of the maxi-
mum principle stated above. Specifically it says that there is some constant
R0 ≥ 1 large enough so that for every R > R0, there exists a δ > 0 such
that for any operator L ∈ L, we have that Lϕ > δ in BR, where ϕ is given
by
ϕR = min(1, |x|2/R3),
But our family is scale invariant therefore it is enough to check that the strict
inequality can be attained for ϕ1 in a neighborhood of the origin. Moreover,
as our family of linear operators is continuous we only have to check that
the strict inequality holds at the origin which is clearly true.
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Corollary 2.9 (Comparison principle). Let I be a continuous elliptic oper-
ator with respect to L, u ∈ LSC(Ω¯) ∩ L1(ωσ) be a viscosity super solution
and v ∈ USC(Ω¯) ∩ L1(ωσ) be a viscosity sub solution of the same equation
Iw = f in Ω. Then u ≥ v in Rn \ Ω implies u ≥ v in Rn.
2.4.4. Existence. Existence and uniqueness of a solution in the viscosity
sense follows from the comparison principle by using Perron’s method, see
[7] for the local case and [1] for more related results in the non local case.
The additional ingredient we need is the barrier from Lemma 2.10 that
guarantees that the boundary values are attained in a continuous way.
Lemma 2.10 (Barrier). There exists some exponent α ∈ (0, 1) and some
radius r0 > 0 sufficiently small such that,
ϕ(x) = ((|x| − 1)+)α,
satisfies,
M+Lϕ < −1 in B1+r0 \ B¯1.
In the following proof α→ 0 as σ → 2. If we were looking for a boundary
estimate which remains independent of σ as it goes to two we would have to
modify this proof a bit by using Lemma 2.1. However this barrier will only
be used in the existence Theorem 2.11 which is only a qualitative result for
which we actually do not need the uniform estimate.
Proof. By the radial symmetry of ϕ it is enough to show that the inequality
holds for x = (1 + r)e1 with r ∈ (0, r0). It is also enough to show that
it holds for x = (1 + r0)e1. Indeed consider the rescaling ϕ˜ of ϕ given
by a dilation of magnitude r0/r and a translation such that ϕ˜ ≤ ϕ and
ϕ˜((1 + ρ)e1) = ϕ((1 + ρ)e1) for ρ > 0, i.e.
ϕ˜(x) = (r0/r)
αϕ((r/r0)(x− e1) + e1).
Then for every L ∈ L we have there exists some rescaled L˜ ∈ L such that,
Lϕ((1 + r)e1) = (r0/r)
σ−αL˜ϕ˜((1 + r0)e1),
≤M+Lϕ((1 + r0)e1).
By taking the supremum over L ∈ L on the left hand side we conclude that
it is enough to prove that M+Lϕ((1 + r0)e1) < −1 to get the inequality in
B1+r0 \ B¯1.
Now we just use the Stability Lemma 2.6. As α goes to 0, ϕ converges
to χRn\B1 , locally uniformly in Rn \ B¯1, thenM+Lϕ converges toM+LχRn\B1
uniformly in B2 \B1+ε for every ε > 0. Notice that M+LχRn\B1(x) becomes
arbitrarily negative as |x| → 1+. Take then r0 such that M+LχRn\B1((1 +
r0)e1) < −2 and α sufficiently small such that M+Lϕ((1 + r0)e1) < −1. 
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Theorem 2.11 (Existence). Given a domain Ω ⊆ Rn with the exterior
ball condition, an continuous elliptic operator I with respect to L and f
and g bounded and continuous functions (in fact g only need to be assumed
continuous at ∂Ω), then the Dirichlet problem,
Iu = f in Ω,
u = g in Rn \ Ω,
has a unique viscosity solution u.
Proof. The uniqueness part follows from the comparison principle. For the
existence we have an stability result coming from Lemma 2.6 and the com-
parison principle coming from Corollary 2.9 therefore Perron’s method ap-
plies to show the existence of a viscosity solution u, defined as the smallest
viscosity super solution above the boundary values given by g. Moreover
we obtain ‖u‖∞ ≤ ‖g‖∞. The Dirichlet boundary problem gets solved by u
provided that there exists barriers that force u to take the boundary value
in a continuous way. We will show that for x0 ∈ ∂Ω and ε > 0, there exists
some δ > 0 such that we can find an continuous upper barrier ψ that satisfies
ψ ≥ u in Rn,
ψ ≤ g(x0) + ε in Bδ(x0).
It would imply that u is upper semicontinuous at x0 and a similar argument
with lower barriers shows that u is continuous at x0.
By translating the system of coordinates to (x0, g(x0)) we can assume
(x0, g(x0)) = (0, 0). Let δ0 > 0 such that |g(x)| < ε/2 for x ∈ Bδ0 and
assume that Bδ0/2((δ0/2)e1) ⊆ Bδ0 ∩ (Rn \ Ω) by rotating the system of
coordinates. Consider for r ∈ (0, δ0/2),
ψr(x) =
max(‖g‖∞, ‖f‖∞)
ϕ(r0)
max
(
ϕ(r0), ϕ
(
x− re1
r
))
+ ε/2,
where ϕ and r0 are the ones from Lemma 2.10.
By choosing r = δ0/(2 + r0) and ψ = ψr = ψδ0/(2+r0), we obtain that
Br(1+r0)(re1) ⊆ Bδ0/2 and then ψ ≥ g in Rn \ Ω. Moreover ψ ≥ ‖g‖∞ ≥ u
in Rn \Br(1+r0)(re1) which implies,
ψ ≥ u in Rn \ (Br(1+r0)(re1) ∩ Ω).
Because ϕ is a supersolution outside B1 we know that ψ satisfies,
M+Lψ < −‖f‖∞ in Br(1+r0)(re1) \ B¯r(re1) ⊇ Br(1+r0)(re1) ∩ Ω.
which by the comparison principle implies that ψ ≥ u in Rn.
We use now the continuity of ϕ. There exists some δ ∈ (0, r0) such that
ϕ ≤ εϕ(r0)
2 max(‖g‖∞, ‖f‖∞) in B1+δ.
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 Ω 
Bδ0
Br(re1)
 ψ≥|g|∞
 ψ≥ε/2
Br(1+r0)(re1)
Figure 1. Barrier placement
It implies that ψ ≤ ε in Bδ with which we conclude the construction. 
3. Aleksandrov-Bakelman-Pucci estimate
In this section we prove an Aleksandrov-Bakelman-Pucci (ABP) esti-
mate that start by assuming that the support of the positive part of the
right hand side is well localized and concludes an estimate in measure which
is also well localized. The main difficulty here is how to do that by having a
gradient term with a bad sign. Lemma 3.3 gives us a barrier that helps us
to deal with it.
The first thing we do is to discuss the classical setup of the ABP estimate
by introducing the convex envelope of the solution.
Definition 3.1 (Convex envelope). For a function u defined in Rn, lower
semicontinuous in B1 and non negative in Rn \ B1 we define the convex
envelope Γu as the largest non positive convex function below u in B10, i.e.
for x ∈ B1
Γu(x) = sup{f(x) : f is convex and f ≤ min(u, 0) in B10},
= sup{f(x) : f is affine and f ≤ min(u, 0) in B10}.
For x ∈ B10 \Rn we just define Γu(x) = 0. Whenever there is no chance of
confusion we will use the notation Γ instead of Γu.
By the convexity of Γ we know that for any x ∈ B10 there is always a
plane that supports the graph of Γ at (x,Γ(x)). By this we mean that for
some p ∈ Rn, p · (y − x) + Γ(x) ≤ Γ(y) for every y ∈ B10. We define in this
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way the (non empty) set of sub differentials of Γ at x, denoted by DΓ(x),
as the set of slopes p of the supporting planes of the graph of Γ at (x,Γ(x)),
i.e.
DΓ(x) ={p ∈ Rn : p · (y − x) + Γ(x) ≤ Γ(y) for every y ∈ B10}.
We denote also for A ⊆ B10,
DΓ(A) =
⋃
x∈A
DΓ(x),
‖DΓ‖L∞(A) = sup{|p| : p ∈ DΓ(A)}.
3.1. Hypothesis. We can assume without lost of generality that K− =
(2− σ)λχB4 |y|−(n+σ). This follows by rescaling the equation by a factor of
4 which would spread the support of K−. This assumption will be used in
Lemma 3.3.
The hypothesis of this Section are the following ones. Let f be a con-
tinuous function in B1 bounded by above. Let u satisfies,
M−Lu ≤ f in the viscosity sense in B1,(3.7)
u ≥ 0 in Rn \B1,(3.8)
sup
B1
u− ≤ 1.(3.9)
Eventually we will also require supp f+ to be contained in a ball Bρ0 with
ρ0 ∈ (0, 1) arbitrary for this part (it will be fixed in the proof of the point
estimate).
3.2. Main Lemma. The main Lemma of this section and its first corollary
are essentially the same as Lemma 8.1 in [3]. We include its proof because
of the technicalities we found when dealing with our difference operator δ,
instead of the symmetric difference found in [3]. We also choose to give
a presentation where it can be noticed that the size of the configurations
are not necessarily arbitrarily small. By this we mean that we can choose
k = b1/(2− σ)c in Corollary 3.2.
We fix now the following geometric configurations,
Rr(x) = Br(x) \Br/2(x),
Ri(x) = Bri(x) \Bri+1(x) for ri = ρ02−i.
For some ρ0 ∈ (0, 1). We did not include the factor 2−1/(2−σ) as in [3]
because we are not interested in recovering the classical ABP estimate as σ
goes to 2.
Lemma 3.1 (Main Lemma). Given ρ0 ∈ (0, 1), u satisfying the hypothesis
(3.7), (3.8), (3.9), P (x) = p · x + h an affine function and x0 ∈ B1 and
M > 0 and µ ∈ (0, 1) such that:
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(1) P ≤ u in B10,
(2) supB1 P ≥ −1,
(3) Mµρ0(1− 2−(2−σ)k) ≥ C for some universal C > 0 to be fixed in the
proof,
(4) For every i = 0, 1, . . . , (k − 1),
|{u ≥ P + (‖f+‖L∞(Brk (x0)) + β|p|)Mr2i } ∩Ri(x0)|
|Ri(x0)| ≥ µ.(3.10)
Then,
u ≥ P + (‖f+‖L∞(Brk (x0)) + β|p|)r
2
k in Brk+1(x0).(3.11)
Proof. Denote C0 = ‖f+‖L∞(Brk (x0)) + β|p| and let ϕ = ϕ0((· − x0)/rk)
be a smooth bump function taking values between zero and one such that,
suppϕ0 = B3/4 and ϕ0 = 1 in B1/2. We want to use the following function
v as a lower barrier to show that u−P separates a distance C0r2k from zero
in Brk+1(x0). Let
v = PχB2 + 2C0r
2
k(ϕ− 1/2).
By contradicting (3.11), we have that u − v has a negative infimum at
some point x1 ∈ B3rk/4(x0). We use comparison principle given by Corollary
2.9 and Lemma 2.3 to estimate M−(u − v)(x1) from above. On the other
hand we can estimate M−(u − v)(x1) from below by using the hypothesis
(3.10). This will allows us to fix C sufficiently large on the third hypothesis
to get a contradiction.
From Corollary 2.9 applied in B1,
M−L(u− v) ≤ f −M−Lv,
≤ f + β|p|+ 2C0r2−σk ‖M−Kϕ0‖∞ + 2C0βrk‖Dϕ0‖∞ −M−K(PχB2),
≤ C0C −M−K(PχB2).
We estimate the last term in B1 by using the two following observations for
x ∈ B1. For y ∈ B1, δ(PχB2 , x; y) = δ(P, x; y) = 0. For y ∈ Rn \ B1 we use
that the integral gets symmetrized, (recall that K− = 0 outside of B4),
M−K(PχB2) ≥ −Λ(2− σ)
∫
Rn\B4
δe(PχB2 , x; y)
−
|y|n+σ ,
2δe(PχB2 , x; y) = PχB2(x+ y) + PχB2(x− y)− 2PχB2(x).
We show now that δe(PχB2 , x; y) is non negative for x ∈ B1. This is im-
mediate if (x ± y) ∈ B2 where PχB2 is affine. In the other case we use
that P is non positive in B10 and crosses the level set −1 in B1 in order
to get that PχB2 ≥ −14/10 and PχB2 ≤ −10/12 in B1. It implies that, if
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(x+ y) ∈ Rn \B2, then
2δe(PχB2 , x; y) = PχB2(x− y)− 2PχB2(x) ≥ −
14
10
+ 2
10
12
> 0.
We conclude from here that M−L(u− v) ≤ C0C holds in B1 in the viscosity
sense.
At the minimum x1, (u − v) can be touched by below by a constant
function (zero gradient). By using Lemma 2.3 we have thatM−L(u−v, 0)(x1)
is defined in the principal value sense and M−L(u− v, 0)(x1) ≤ CC0 (Go to
Lemma 2.3 and its following Remark for the definition of M−L(·, 0)). Now
we estimateM−L(u− v, 0)(x1) from the other side using that (u− v)− (u−
v)(x1) ≥ (u− P )χB2 ≥ 0,
M−L(u− v, 0)(x1) = (2− σ)λ limε→0
∫
Rn\Bε
(u− v)(x1 + y)− (u− v)(x1)
|y|n+σ dy,
≥ (2− σ)λ
k−1∑
i=1
∫
x1+y∈Ri(x0)
(u− P )(x1 + y)
|y|n+σ dy.
Given that x1 ∈ B3rk/4(x0) we obtain that for (x1 + y) ∈ Ri(x0) with
i = 0, 1, . . . , (k− 1), |y| ∼ ri. Applying Chebyshev and using the hypothesis
(3.10),
M−L(u− v, 0)(x1) ≥ (2− σ)λ
k−1∑
i=1
C0Mr
2−σ
i µ,
≥ (2− σ)λC0Mµr
2−σ
0 − r2−σk
1− 2−(2−σ) ,
≥ CC0Mµρ0(1− 2−(2−σ)k).
By combining the inequalities we obtain that C ≥ Mµρ0(1 − 2−(2−σ)k)
from which we can get the contradiction with the third hypothesis of the
Lemma. 
The following Corollary is just a contrapositive of the previous Lemma
combined with Corollary 8.5 in [3]. We omit the proof.
Corollary 3.2. Given ρ0 ∈ (0, 1), u satisfying the hypothesis (3.7), (3.8),
(3.9) and x0 ∈ {u = Γ} with P (x) = p · x + h its supporting plane.
Then, for k = b1/(2 − σ)c and M sufficiently large there is some radius
r ∈ {r0, r1, . . . , rk−1} such that:
(1)
|{u ≤ P + (‖f+‖L∞(Brk (x0)) + β|p|)(M/ρ0)r2} ∩Rr(x0)|
|Rr(x0)| ≥ 4
−n.
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(2)
Γ ≤ P + (‖f+‖L∞(Brk (x0)) + β|p|)(M/ρ0)r
2 in Br/2(x0).
(3)
|DΓ(Br/4(x0))|
|Br/4(x0)|
≤
(
(‖f+‖L∞(Brk (x0)) + β|p|)(M/ρ0)
)n
.
The following barrier allow us to control how does DΓ spread from the
support of f+.
Lemma 3.3. Given u satisfying the hypothesis (3.7), (3.8) and (3.9), ρ0 ∈
(0, 1) and supp(f+) ⊆ Bρ0 then there is some α > 2 sufficiently large and
independent of σ such that,
ϕ(x) =
((
(|x| − ρ0)+
2
)α
− 1
)
χB2(x) ≤ u in B1.
Proof. We will show that M−Lϕ > 0 in B1 \ B¯ρ0 , for α sufficiently large.
Notice also that ϕ ≤ u in the complement of B1 \ B¯ρ0 . The reason for this is
because ϕ ≤ 0 everywhere and u can not take its minimum value −1 outside
of the support of f+. After proving that M−Lϕ > 0 in B1 \ B¯ρ0 we would
get the conclusion ϕ ≤ u by applying the comparison principle in B1 \ B¯ρ0 .
Fix x ∈ B1 \ B¯ρ0 . By using Lemma 2.1 we have that, as σ goes to two,
M−Lϕ goes to M˜−D2ϕ−β|Dϕ|. By a standard computation for x ∈ B1\B¯ρ0 ,
α > 2 and |x| = r,
M−D2ϕ(x)− β|Dϕ(x)| = α(r − ρ0)
α−2
2α
(
λ
(
(α− 1) + (n− 1)r − ρ0
r
)
,
− β(r − ρ0)) ,
≥ α(r − ρ0)
α−2
2α
(λ(α− 1)− β) .
So for α − 1 > β/λ and σ ∈ [2 − ε, 2), for some ε sufficiently small, we get
that M−Lϕ > 0 in B1 \ B¯ρ0 .
Now we look at the case where σ ∈ [1, 2− ε). Fix x ∈ B1 \ B¯ρ0 . In B2,
ϕ is convex and then δ(ϕ, x; y) ≥ 0 for y ∈ B1. Therefore we just consider
the integrals outside B1 where it gets symmetrized
M−Kϕ ≥ (2− σ)
∫
Rn\B1
λχB4(y)δe(ϕ, x; y)
+ − Λδe(ϕ, x; y)−
|y|n+σ dy,
≥ ε
∫
B4\B1
λδe(ϕ, x; y)
+ − Λδe(ϕ, x; y)−
|y|n+σ dy.
For x ∈ B1, the symmetric difference δe(ϕ, x; y) is always non negative. If
(x ± y) ∈ B2 then if follows by the convexity of ϕ in B2. In the other
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case we use that ϕ ≤ −1/2 in B1 (because α > 1) and ϕ ≥ −1 in Rn. If
(x+ y) ∈ Rn \B2 then,
2δe(ϕ, x; y) = ϕ(x− y)− 2ϕ(x) ≥ −1 + 21
2
= 0.
The previous estimate then can be continued in the following way,
M−Kϕ ≥ ελ
∫
B4\B1
δe(ϕ, x; y)
+
|y|n+σ dy,
≥ ελ
2
∫
B4\B3
dy
|y|n+σ dy,
≥ ελ|∂B1|
2
(3−σ − 4−σ).
The last member of the inequality remains bounded from below by a con-
stant C > 0 uniformly for σ ∈ [1, 2 − ε). Now we just have to choose
α sufficiently large to make the remaining drift term sufficiently small in
B1 \ B¯ρ0 ,
M−Lϕ =M−Kϕ− β|Dϕ|,
≥ C − β2−αα(r − ρ0)α−1,
≥ C − β2−αα
We conclude the Lemma in this case by chosing α such that C/β > α2−α.

The following estimate results as a combination of Theorem 8.7 and the
beginning of the proof of Lemma 10.1 in [3] adapted to our case by using
the barrier from Lemma 3.3
Theorem 3.4 (ABP estimate). Let u satisfies the hypothesis (3.7), (3.8)
and (3.9), ρ0 ∈ (0, 1) and supp(f+) ⊆ Bρ0. Then, for some universal
constants c and C, independent of σ,
cρnα0 ≤ (‖f+‖n∞ + 1)|{u ≤ Γ + Cρ−10 (‖f+‖∞ + 1)} ∩B|,
where B is the ball of radius (2 + 16
√
n)ρ0 and the exponent α is the one
from Lemma 3.3.
Proof. We use the barrier from Lemma 3.3 in order to say that, for some
universal c,
DΓ(B2ρ0) ⊇ Bcρα−10 .(3.12)
This can be justified by noticing that any plane with slope less than (ρ0/2)
α
ρ0/3
can be brought from below such that it touches min(ϕ,ϕ(2ρ0)) in Bρ0 and
is above −1 in Bρ0 . Therefore it crosses u and can be translated down until
it touches u for the first time inside B2ρ0 .
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u
φ
 Bρ0
 B2ρ0
Supporting p
lane
For the covering we start by finding a family {Qi} of {u = Γ} ∩B2ρ0 of
dyadic cubes as in Theorem 10.1 in [3] such that,
(1) They are pairwise disjoints and every cube intersects {u = Γ}∩B2ρ0 .
(2) They cover {u = Γ} ∩B2ρ0 and are all contained in B3ρ0 .
(3) For some universal C > 0,
|DΓ(Qi)|
|Qi| ≤ Cρ
−n
0
(‖f+‖n∞ + 1) .
(4) For some universal µ ∈ (0, 1), sufficiently small, and C > 0,
|{u ≤ Γ + Cρ−10 (‖f+‖∞ + 1)} ∩ 16
√
nQi|
|16√nQi| ≥ µ
Notice that we have estimated |p| ≤ ‖DΓ‖L∞(B1) by one because of the
hypothesis (3.9), combined with the fact that the support of Γ is sufficiently
large.
By (3.12) there exists a universal constant c > 0 such that
cρ
n(α−1)
0 ≤
∑
|DΓ(Qi)|,
≤ Cρ−n0
(‖f+‖n∞ + 1)∑ |Qi|,
= Cρ−n0
(‖f+‖n∞ + 1) ∣∣∣⋃Qi∣∣∣ .
Also {16√nQi} covers
⋃
Qi and each one of this cubes is contained in B, the
ball with radius (2 + 16
√
n)ρ0. We extract then a sub covering {16
√
nQ˜i}
with the finite intersection property and continue the estimate with,∣∣∣⋃Qi∣∣∣ ≤∑ |16√nQ˜i|,
≤ C
∑
|{u ≤ Γ + Cρ−10 (‖f+‖∞ + 1)} ∩ 16
√
nQ˜i|,
≤ C ∣∣{u ≤ Γ + Cρ−10 (‖f+‖∞ + 1)} ∩B∣∣ .
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Which concludes the proof. 
4. Ho¨lder regularity
By having an ABP estimate we can obtain as consequences a point
estimate (Lε lemma, weak Harnack), a Harnack inequality and a Ho¨lder
modulus of continuity. We go directly to the Ho¨lder regularity from the
point estimate. We expect the Harnack inequality to hold similarly however
we don’t require it in our regularity result which follows [3].
4.1. Point estimate. A point estimate gives a way to control the distribu-
tion of positive super solutions by the infimum of the such solution. Next
we fix some of the renormalized hypothesis.
4.1.1. Hypothesis. The hypothesis of this part need to be stated in domains
sufficiently large such that we have enough room to construct a barrier which
will localize the right hand side of the equation. We assume the following:
Let u satisfies,
M−Lu ≤ 1 in the viscosity sense in B4√n,(4.13)
u ≥ 0 in Rn,(4.14)
inf
Q3
u ≤ 1.(4.15)
Because we need to apply a dilated version of the ABP estimate we will also
be assuming that K− = (2− σ)λχB16√n |y|−(n+σ).
4.1.2. A special function.
Lemma 4.1 (Barrier). There exists some exponent p > 0 sufficiently large
and some radius r0 ∈ (0, 2) sufficiently small, both independent of the order
σ ∈ [1, 2), such that the function ϕ = min(|x|−p, r−p0 ) satisfies M−Lϕ > 0 in
Rn \B2.
Proof. By the rotational symmetry of ϕ and the kernels K± we only need
to show that the inequality gets satisfies for x = re1 with r ≥ 2. It is also
enough to prove it for r = 2. For r > 2 one would obtain it from the scaling
of L in the following way. Let ϕr = (r − 2)−pϕ(x/(r − 2)), then ϕr ≥ ϕ,
they coincide in 2e1 and from the previous considerations about the scaling
of L,
M−Lϕ(re1) ≥ C(r)M−Lϕr(2e1) ≥ C(r)M−Lϕ(2e1),
for some C(r) > 0.
We prove the result now for σ close to 2. From Lemma 2.1,
lim
σ→2
M−Kϕ(2e1) =
∫
∂B1
((
θtD2ϕ(2e1)θ
)+
λ− (θtD2ϕ(e1)θ)− Λ) dθ,(4.16)
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where,
D2ϕ(e1) = p2
−(p+2) diag(p,−1, . . . ,−1).
Therefore for every p > p0, with p0 sufficiently large depending on λ,Λ and
β, we can make the left hand side of (4.16) greater that p2−(p+2)3β. It
implies that there exists some ε > 0 such that for every σ ∈ (2 − ε, 2) we
also have that M−Kϕ(2e1) > p2−(p+2)2β. By taking p0 even larger we get,
M−Lϕ(2e1) =M−Kϕ(2e1)− βp2−(p+1) > βp2−(p+1) > 0.
For σ ∈ [1, 2 − ε] we use the fact that for p ≥ n, |y|−p is not integrable
around the origin.
M−Kϕ(2e1) ≥ ε
∫
δ+(ϕ, 2e1; y)λχB1(y)− δ−(ϕ, 2e1; y)Λ
|y|n+σ dy,
≥ ε
∫
B1(−2e1)
+ε
∫
Rn\B1(−2e1)
.
The first integral grows towards infinity as r0 goes to zero if p ≥ n. The
last integral is always bounded by below because ϕ ∈ C2(B1(2e1))∩L1(ω1)
uniformly as p goes to infinity and r0 goes to zero. Therefore for r0 suffi-
ciently small and p even larger we can also getM−Kϕ(2e1) > p2−(p+2)2β and
conclude as in the previous case. 
4.1.3. Discrete point estimate.
Lemma 4.2 (First estimate). Given u satisfying the hypothesis (4.13),
(4.14), (4.15) then for some universal constants M > 1 and µ ∈ (0, 1),
|{u > M} ∩Q1|
|Q1| < µ
Proof. We construct from the function ϕ in Lemma 4.1 a non negative
smooth barrier ψ, bounded by above, such that,
(1) ψ = 0 in Rn \B4√n,
(2) ψ ≥ 2 in B3√n ⊇ Q3,
(3) M−Lψ > 2 in B4√n \B1/(4+32√n).
The following function (almost) does the work for some constants C0 and
C1,
ψ˜(x) = C0ϕ(C1x).
C1 has to be chosen such that it concentrates the negative part of M−L ψ˜
inside B1/(5+32
√
n). C0 is chosen such that ψ˜ > 3 in B5
√
n and M−L ψ˜ > 3 in
B5
√
n \ B1/(4+32√n). Then we convolve ψ˜ with a smooth function in order
to have a continuous right hand side. We also need to truncate it to make
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it zero outside Rn \B4√n. Clearly this can be made such that ψ gives us all
the conditions required.
Now we consider,
v(x) =
(u− ψ)(4√nx)
(4
√
n)σ
and verify the hypothesis of the ABP estimate with right hand side,
M−Lv ≤ 1−M−Lψ(4
√
n ·) = f˜ .
Where f˜+ is supported inside of Bρ0 with ρ0 = 1/(16
√
n + 128n) and it
is bounded by above by a universal constant. Then we have that for some
universal constants,
(1− µ) ≤ |{v ≤ Γv + C} ∩B(2+16√n)ρ0 |.
Which implies for u that,
(1− µ) ≤ |{u ≤M} ∩B1/2| ≤ |{u ≤M} ∩Q1|.

By applying the previous Lemma at smaller scales and combining it with
Lemma 4.2 in [6] we get the following result. Here the fact that L remains
invariant by dilations is used in a fundamental way.
Corollary 4.3 (Discrete point estimate). Given u satisfying the hypothesis
(4.13), (4.14), (4.15) then for some M > 1 and µ ∈ (0, 1) sufficiently small
and every integer k ≥ 1,
|{u > Mk} ∩Q1|
|Q1| ≤ µ
k
By rescaling the previous result and a standard covering argument we
obtain a full point estimate.
Theorem 4.4 (Point estimate). Let u ≥ 0 satisfies,
M−Lu ≤ f in the viscosity sense in B1.
Then for some ε, C > 0 universal constants and every t > 0,
|{u > t} ∩B1/4|
|B1/4|
≤ C
(
‖f+‖∞ + inf
B1/2
u
)ε
t−ε
4.2. Regularity. By having a Point estimate as above we also have Ho¨lder
regularity for solutions of equations which are elliptic with respect to L by
applying a diminish of oscillation argument. We refer to Lemma 12.2 in [3]
and Theorem 25 in [5] for the proof. Again we notice that for the referred
proofs to work in our setting it is fundamental that L remains invariant by
dilations.
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Theorem 4.5 (Ho¨lder regularity). Consider f a bounded continuous func-
tions, I and continuous elliptic operator with respect to L (see Definition
2.1 and the hypothesis in Section 2.1.3 imposed on L). Let u be the viscosity
solution of the Dirichlet problem,
Iu = f in B1,
u = g in Rn \B1.
Then u ∈ Cα(B1/2) for some universal α ∈ (0, 1) and satisfies,
‖u‖Cα(B1/2) ≤ C(‖u‖L∞(B1) + ‖g‖L1(ωσ) + ‖f‖L∞(B1) + ‖I0‖L∞(B1)),
for some universal C.
Also for translation invariant equations we recover C1,α regularity by
considering incremental quotients of the solution. We also refer to Lemma
13.1 in [3] and Theorem 27 in [5] for the proof. In this case we need to add an
additional assumption over the family of kernels. Let K1 ⊆ K defined by the
additional restriction that for some fixed constant C, |DK| ≤ C|y|n+σ+1.
Let L1 ⊆ L be the family of linear operators such that for every L = LK+b·D
we have that K ∈ K1.
Theorem 4.6 (Regularity for translation invariant equations). Consider f
a bounded continuous functions, I a translation invariant continuous elliptic
operator with respect to L1 (see Definition 2.1 and the hypothesis in Section
2.1.3 imposed on L ⊇ L1). Let u be the viscosity solution of the Dirichlet
problem,
Iu = f in B1,
u = g in Rn \B1.
Then u ∈ Cα(B1/2) for some universal α ∈ (0, 1) and satisfies,
‖u‖C1,α(B1/2) ≤ C(‖u‖L∞(B1) + ‖g‖L1(ωσ) + ‖f‖L∞(B1) + ‖I0‖L∞(B1)),
for some universal C.
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