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a b s t r a c t
In the context of simulation of electromagnetic propagation, the thin wire formalism of
Holland and Simpson allows one to deal with scattering by perfectly conducting thin wires
by coupling a standard FDTD method with a discrete 1D wave equation ruling the current
inside the wires. This method can be very accurate, but it involves a fitting parameter that
requires careful calibration.
We propose a consistency analysis and derive a formula for the calibration of this
parameter in the case of a simplified 2D analogue of the method of Holland and Simpson.
Our proof relies on the observation that this method is actually a hidden version of the
singular function method well known in the context of elliptic equations in domains with
a singular boundary.
© 2011 Elsevier B.V. All rights reserved.
0. Introduction
Taking into account perfectly conducting thin wires in electromagnetic wave propagation is a usual issue when dealing
with a volumicmethodof simulation. In such a context, a thinwire should be considered as a diffracting objectwith thickness
εmuch smaller than thewavelength λ. In a typical concrete situation, it is desirable to treat wires as geometrical details that
would require only a minor perturbation of the numerical scheme. This point of view discards the use of mesh refinement
as a solution for treating wires. Indeed the mesh should be generated in accordance with the wavelength, which raises the
problem of taking into account the influence of scatterers whose size is smaller than the average step h of a mesh cell. To
briefly sum up,
ε ≪ λ and h ≃ λ
10
so ε ≪ h.
In this situation, a standard method (such as FDTD) cannot be expected to be accurate. A solution proposed by Holland and
Simpson for FDTD [1,2] consists in adding a term coupling the electromagnetic field with a 1D equation ruling the current at
the surface of the wires. This method is widely used at present for it does not require a drastic modification of the classical
FDTD scheme and provides accurate results at least in the case of ideal geometric configurations. Moreover, to the best of
our knowledge, it is the only volumic method for wires offering such advantages. Many variants have been proposed in
the engineer literature, see [3–6] and the references therein. However, Holland and Simpson’s method contains a fitting
parameter that requires a calibration, which raises many practical difficulties. To the best of our knowledge, no satisfying
systematic procedure of calibration has been proposed so far.
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Fig. 1. Mesh cells adjacent to the wire.
This method remains obscure as regards mathematical aspects. Holland and Simpson themselves proposed directly
a discrete formulation of their method without providing any underlying continuous setting. In [7], Collino and Millot
proposed a continuous variational formulation that leads to the method of Holland and Simpson for a well chosen
discretization. This variational setting also naturally leads to variants, each one corresponding to a particular standard
discretization (finite elements, discontinuous Galerkin,. . . etc.). However there still does not exist any theoretical numerical
analysis of Holland and Simpson’s method. In particular why is this method so accurate remains an opened question.
This article aims at clarifying the formalism of Holland and Simpson from a theoretical point of view. The main idea
of this article can be formulated in simple words: this method is nothing else but a hidden form of the singular function
method well known in the literature concerned with the solution to elliptic problems in domains with edges and corners
on their boundary, see for example [8–10] and references therein. The other main point of the present article is the proof of
consistency for Holland–Simpson’s scheme for a simplemodel problem.Wewould like to point out that the present article is
not aiming at determiningwhether themethod of Holland and Simpson is more efficient than the singular functionmethod,
although we shall formulate comments concerning this issue in Section 5.
The outline of this article is as follows. In the first section we present the thin wire formalism of Holland and Simpson for
the full Maxwell’s equations following a presentation very close to [1,2]. Then we discuss, from a numerical analysis point
of view, what is problematic in the derivation of this method. Finally we restrict our study to a problem invariant under
translation along the axis of the wire with harmonic dependency in time. Whereas the first section is only supposed to rely
on rather formal arguments, the rest of the paper claims for mathematical rigor. In the second section we state a well posed
problem corresponding to the last physical model of the first section: this is an Helmholtz equation with homogeneous
Dirichlet condition on the boundary of an obstacle whose size is small compared to the wavelength. In the third section we
introduce simplifications of this problem and justify them using results of asymptotic analysis proved in [11]. In the fourth
sectionwe present both a standard finite element discretization of the simplified problem and a variant of the corresponding
Holland and Simpson’s scheme. In the last section, that contains the main results of this paper, we show that Holland and
Simpson’s method is related to the Augmented Galerkinmethod tackled in [11]. This leads to error estimates for themethod
of Holland and Simpson scheme and to a theoretical expression for its fitting parameter.
1. The original derivation of Holland and Simpson
This section is devoted to the presentation of the thin wire formalism of Holland and Simpson. For the derivation of
this numerical scheme, we will stick to the original papers [1,2]. We only introduce minor simplifications that will have no
incidence but the clarification of the presentation. Unlike the rest of this article, the present section is based on formal and
intuitive arguments.
Themethod of Holland and Simpsonwas designed for solvingMaxwell’s equations in a situation where a Cartesianmesh
has been generated in order to apply a Yee scheme, and a straight wire aligned with one of the axis of the mesh must be
taken into account. It is assumed that the thickness of this wire is much smaller than the step of the mesh. For the sake
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of simplicity, we will suppose that the wire crosses mesh cells in their center, as represented in Fig. 1. The approach of
Holland and Simson consists in writing the usual Yee equations except for the nodes adjacent to the wire where slight
modifications are introduced. To derive the coupling equations inside an adjacent mesh cell, Holland and Simpson study
the electromagnetic scattering by an infinite perfectly conducting thin straight wire with constant circular cross-section of
thickness ε in a 3D free space. Since they are only interested in what happens inside a single mesh cell containing the wire,
in this model the wire is supposed to be ‘‘alone’’ i.e. there is no other diffracting obstacle.
Thewhole surrounding space is an homogeneousmaterial characterized by a constant electric permittivity and a constant
magnetic permeability. For the sake of simplicity, we will suppose that these constants are equal to 1, however this is just
a matter of convention. In what follows, we denote r, θ, z the cylindrical coordinates, taking r = 0 as the equation of the
median line of the wire. We decompose the vector fields according to the cylindrical coordinates F = Frer + Fθeθ + Fzez
where er = (cos θ, sin θ, 0), eθ = (− sin θ, cos θ, 0) and ez = (0, 0, 1) are unit vectors.
1.0.1. Exact physical model
Holland and Simpson consider Maxwell’s equations in the neighborhood of the wire. We note (E,H) the electromagnetic
field, and suppose that it is generated by some source currents J circulating far away from the wire. These equations are
curl E+ ∂tH = 0 and curl H− ∂tE = −(H× nε)δΓε + J. (1)
Herenε is the normal vector on the surface of thewireΓε directed toward the exterior of thewire, δΓε is theDirac distribution
associated with Γε , and H× nε refers to the exterior trace of H× nε on Γε (the interior trace is 0 since the wire is a perfect
conductor). Moreover the exterior trace of the electric field on the boundary of the wire satisfies the perfect conductor
condition
E× nε = 0 for r = ε. (2)
1.1. Analytical part of the model
Although it was not explicitly stated as such in [1,2], the first ingredient in the method of Holland and Simpson consists
in a ‘‘thinwire approximation’’ i.e. thewire is so thin compared to the averagewavelength that we can neglect the azimuthal
dependences at the surface of the wire and write
(H× nΓε )(ε, θ, z) ≃
−1
2π
∫ 2π
0
Hθ (ε, α, z)dα

ez and Er(ε, θ, z) ≃ 12π
∫ 2π
0
Er(ε, α, z)dα. (3)
Holland and Simpson’s model consists in deriving an equation coupling the electromagnetic field inside the mesh cells
containing the wire with currents and charges at the surface of the wire, so we introduce the following definition for the
density of current I(z) and the density of charge Q(z) per unit length at the surface of the wire,
I(z)
2πε
:= 1
2π
∫ 2π
0
Hθ (ε, α, z)dα and
Q(z)
2πε
:= 1
2π
∫ 2π
0
Er(ε, α, z)dα.
Note that I and Q depend only on z and t (but we do not write the t-dependency for the sake of brevity). Taking into account
the thin wire approximation (3), the electromagnetic field satisfies the following equations in the vicinity of the wire (it is
assumed that J = 0 close to the wire)
curl E+ ∂tH = 0 and curl H− ∂tE = I(z)2πε δΓεez . (4)
The equation on (E,H) corresponding to the θ-component of rot E then writes
∂zEr − ∂rEz + ∂tHθ = 0. (5)
The next step toward a coupling equation consists in integrating Eq. (5) between r = ε and r = ρ and taking into account
that Ez(r = ε, θ, z) = 0 (according to (2) since the cross-section of the wire is constant), which leads to
Ez(ρ, θ, z) = ∂t
∫ ρ
ε
Hθ (r, θ, z)dr

+ ∂z
∫ ρ
ε
Er(r, θ, z)dr

. (6)
Let us derive some analytical expressions for each of the terms contained between braces. Here we are only interested
in the points x(ρ, θ, z) located inside the mesh cell adjacent to the wire. We introduce the quasi-static approximation
∂tE ≃ 0. This is intuitively justified by the fact that ρ < h ≪ λ where λ is the average wavelength of the field we want
to compute. As a consequence inside a cell adjacent to the wire we have div E = 0 ⇒ r−1∂r(rEr) + ∂θEθ + ∂zEz = 0 and
curl H ≃ 0 ⇒ r−1∂r(r Hθ ) − ∂θHr = 0. These equations hold outside the boundary of the wire. We integrate them over
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Fig. 2. Surface of integration.
the corona represented in Fig. 2 (between r = ε and r = ρ). Since the terms containing ∂θ vanish, we obtain the following
identities
ρ
∫ 2π
0
Hθ (ρ, θ, z)dθ = I(z) and ρ
∫ 2π
0
Er(ρ, θ, z)dθ +
∫ 2π
0
∫ ρ
ε
∂zEz(r, θ, z)rdr dθ  
≃O(ρ2)
= Q(z).
According to the assumption ρ < h≪ λ, we can neglect the term containing ∂zEz that isO(ρ2) andwrite
 2π
0 Hθdθ ≃ 2πHθ
and
 2π
0 Erdθ ≃ 2πEr (no dependency on θ ). As a consequence we end up with the following explicit expressions
Hθ (ρ, θ, z) ≃ 12π
∫ 2π
0
Hθ (ρ, α, z)dα ≃ I(z)2πρ
Er(ρ, θ, z) ≃ 12π
∫ 2π
0
Er(ρ, α, z)dα ≃ Q(z)2πρ .
Plugging these expressions into Eq. (6) leads to a relation involving Ez, I and Q inside mesh cells adjacent to the wire. We
complete it with the conservation of charge inside the wire and then obtain
Ez(r, θ, z, t) = ln(r/ε)2π

∂t I(z, t)+ ∂zQ(z, t)

and ∂z I(z, t)+ ∂tQ(z, t) = 0. (7)
1.2. Semi-discretization of the model
We consider a volumic Cartesian mesh with cubic cells and, for the wire, a line mesh whose nodes correspond to the
middle of the faces intersecting the wire, see Fig. 1. We wish to propose a discretization of Eqs. (4) and (7). In the context
of finite differences it is not clear how to proceed because the nodes of the Cartesian mesh do not coincide with the nodes
on the wire. As a consequence, in Eqs. (4) no discrete meaning can be naturally assigned to ‘‘I(z)δΓε ’’. Similarly in Eqs. (7) no
discrete meaning can be naturally assigned to ‘‘Ez ’’.
Here is what Holland and Simpson propose for the discretization of (4). We introduce Qh = (Qkh) the array containing the
numerical values of the charge at node yk on the wire. We also consider (I
k+1/2
h ) the array containing the numerical values
of the current on the segment [yk, yk+1 ]. In [1,2] the authors define a volumic current δh · Ih = ((δh · Ih)i,j,k+1/2) as follows

δh · Ih
i,j,k+ 12 := Ik+ 12h
4
if xi,j,k belongs to the face containing the node yk,
δh · Ih
i,j,k+ 12 := 0 in the other cases. (8)
Let Eh,Hh and Jh be the arrays containing the numerical values of the electric and magnetic fields and the current
corresponding to the nodes xi,j,k of the Cartesian mesh. Recall that, according to the Yee scheme, half indices must be taken
into account in the discretization process, see [12]. For example the z-component of Eh will be noted (E
i,j,k+1/2
z,h ). For the
discretization of Eqs. (7), Holland and Simpson introduce an average value of the discrete electric field
E
k+ 12
z,h

:= 1
4
−
xi,j,k∈fk
E
i,j,k+ 12
z where fk is the face containing the node yk. (9)
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Let curlh Eh and curlhHh be the discrete counterparts of curl E and curl H corresponding to the classical finite difference
discretization. Taking into account notations (8) and (9) the volumic equations of the formalism of Holland and Simpson
write
curlhEh + ∂tHh = 0 and curlhHh − ∂tEh = δh · Ihh2 ez + Jh. (10)
The equations of Holland and Simpson’s model at a node yk of the mesh on the wire are obtained by considering some kind
of average of (7) on each face fk containing the node yk,

E
k+ 12
z,h

= Lε,h

∂t I
k+ 12
h +
Qk+1h − Qkh
h

and
I
k+ 12
h − Ik−
1
2
h
h
+ ∂tQkh = 0. (11)
In this equation Lε,h is a constant called line inductance. Integrating the first equation of (7) over one face of the mesh (area
h2), Holland and Simpson propose the following expression for this parameter
Lε,h =
 r
ε
ln

r/ε

r dr r
0 r dr
where r is defined by π r2 = h2. (12)
1.3. Comments on the thin wire formalism of Holland and Simpson
The system of Eqs. (10)–(11) is what we call the (semi-discrete version of) Holland and Simpson’s method. In [1,2] this
method was presented with a full discretization of Maxwell’s equations. The authors only considered straight wires with
a constant circular cross-section, and assumed that the median line of the wires were aligned with one of the axis of the
Cartesianmesh.Holland and Simpson compared the results providedby thismethodwith the results obtainedwith amethod
of moments. This experiment showed that Holland and Simpson’s method dramatically lacks accuracy, but the authors
observed that their method becomes much more precise if Lε,h is chosen with a slightly different value. They determined
this new value according to experimental considerations.
The thin wire formalism of Holland and Simpson received many generalizations. In [3] this method was adapted to the
case of wire bundles i.e. several straight wires very close to each others. In [13,14] the method of Holland and Simpson was
adapted for the framework of TLM and FEM discretization. In [4,15] the authors tested several types of interpolation for
(8) and (9), and used them to propose different variants of Holland and Simpson’s formalism adapted to wires arbitrarily
oriented with respect to the mesh. It must be pointed out that these articles only provide experimental facts, without any
theoretical error analysis.
The presentation we have just given of Holland and Simpson’s method remains unclear on several points. First of all
there are several approximations in the analytical part of the derivation such as quasi-staticity. Even if they can be well
understood from the point of view of physics, their mathematical justification is not obvious. Another point concerns the
choice of the value for the line inductance Lε,h. How come that the theoretical value (12) is not the one Holland and Simpson
choose in the end? Indeed in practice Lε,h is a fitting parameter of themethod that must be chosen according to a calibration
process. Even in simple situations such as a wire arbitrarily oriented with respect to the mesh, this calibration turns out to
be delicate. Unfortunately the accuracy of Holland and Simpson’s method is highly sensitive to any variation of Lε,h.
In [7] Collino and Millot proposed an approach based on a fictitious domain formulation that provides a continuous
variational setting underlying Eqs. (10) and (11). This variational setting leads naturally to definitions similar to (8) and
(9) in the case of a finite difference discretization. This variational setting also provides natural generalizations for any
other type of discretization that can be deduced from a variational framework: finite elements, discontinuous Galerkin,
etc. . .Additionally, Collino and Millot tackled a question on which the rest of the literature remained silent (except [1,2]):
is there a systematic way for choosing Lε,h which would not require any calibration? The answer is yes for an infinite wire
parallel to one line of the FDTD mesh; in this case, the problem can be solved by hand, and one can show that there is one
value for Lε,h that ensures consistency of Holland and Simpson’s scheme. This value takes the form
Lε,h = 12π ln

h
ε

+ Ch
where Ch is a pure constant that varies only with the relative position of the wire with respect to the neighboring nodes of
the mesh. Besides, the formula shows that the erroneous value of Lε,h in (12) (that was obtained by averaging the relation
between current and field on the face containing the wire) is due to the error between the continuous Green’s functions and
its discrete counterpart in the vicinity of the wire.
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1.4. Model problem for the rest of the article
The main purpose of this article is to provide a theoretical approach of the method developed by Holland and Simpson.
We propose not to tackle this method in the general 3D case, but we rather consider a reduced model. Getting back to the
physical context presented at the beginning of this section, we impose two additional simplifying hypothesis:
• every fields are invariant under translation along the z-axis,
• every fields admit harmonic time dependency.
Let us present an intuitive derivation of this model problem, plugging these two simplifying assumptions inside (1) and (2).
We also formulate the formalism of Holland and Simpson adapted to this simpler new context. We decompose the vector
fields in the following manner F = F⊥ + Fz ez with ez · F⊥ = 0. Taking into account the translation invariance along z,
Maxwell’s equations (4) split into two decoupled systems of equations: one set of equations involving Ez,H⊥ (the TE mode)
and another one involving Hz, E⊥ (the TH mode). We will only focus on the TE mode whose equations write
curl⊥Ez + ∂tH⊥ = 0, curl⊥H⊥ − ∂tEz = Hθ |ΓεδΓε + Jz in R3 and Ez(r = ε, θ) = 0
with curl⊥Ez := (∂yEz,−∂xEz) and curl⊥H⊥ := ∂xHy−∂yHx. Moreover Hθ |Γε refers to the exterior trace of Hθ onΓε . We plug
the second equation into the first, and end up with an Helmholtz equation on Ez involving also ∂t I together with a Dirichlet
boundary condition on the wire,
−∆⊥Ez + ∂2t Ez + (∂tHθ )|ΓεδΓε = −∂t Jz in R3 and Ez(r = ε, θ) = 0 (13)
with ∆⊥Ez := ∂2x Ez + ∂2y Ez . This problem obviously reduces to a 2D Helmholtz problem in the exterior of a small obstacle
representing a cross-section of the wire. Indeed, just define uε, pε and f by
Ez = uε(x, y)e−iωt , (∂tHθ )|Γε =
pε
2πε
e−iωt and ∂t Jz = f (x, y)e−iωt ,
with uε, pε and f independent of time. With these new notations Eqs. (13) lead to our model problem (the next section
contains a more precise and rigorous formulation) that we consider as a 2D time harmonic counterpart of (1) and (2)
−∆⊥uε − ω2uε + δΓε2πε p
ε = f in R2 and uε(r = ε, θ) = 0. (14)
2. Mathematical setting of the model problem
Our purpose for the rest of this article will consist in stating a rigorous formulation for Problem (14) and study the
consistency of the corresponding Holland and Simpson’s model. Note that finite differences is actually a particular case of
finite element discretization. Since the theoretical framework of finite elements appeared to be more convenient for our
analysis, we will give proofs for general finite element schemes. As a consequence, the analysis we will give is valid for any
type of mesh that enters the finite element framework, not only for Cartesian meshes.
2.1. Geometry and functional setting
First of all we choose a mathematical formulation close to (14) and call it ‘‘the exact problem’’. In our 2D problem the
propagation medium is made of an homogeneous material containing a small obstacle with boundary Γε representing a
cross-section of the wire. We suppose that Γε is simply the circle of center 0 and radius ε
(Γε) : r = ε. (15)
The computational domain is assumed to be a disk, with boundary Γ := ∂D(0, ϱ) where ϱ > 0, containing this small
obstacle,
Ωε :=

x ∈ R2 s.t. ε < |x| < ϱ and Ω := D(0, ϱ).
Although this geometry is very simple, the analysis we present can be easily adapted to the case whereΩ contains ‘‘fixed’’
(not depending on ε) obstacles with arbitrary shape in addition to Γε .
Given a set ω ⊂ R2, L2(ω) will refer to the set of measurable functions v such that ‖v‖20,ω :=

ω
|v|2 < ∞ and Hp(ω)
will be the Sobolev space of order p over ω equipped with the norm ‖v‖2p,ω :=
∑p
k=0 ‖∇kv‖20,ω , see [16] for example. In the
sequel,H1/2(Γ )will refer to the space of traces onΓ of elements ofH1(Ω), equippedwith the norm ‖v‖21/2,Γ = inf{‖w‖1,Ω |
w|Γ = v}, and H−1/2(Γ )will refer to its topological dual. We also consider similar definitions for H1/2(Γε) and H−1/2(Γε).
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2.2. Formulation for the exact problem
We consider a source function f ∈ C∞(Ω) such that there exists an open neighborhood ω of 0 satisfying suppf ∩ω = ∅.
The smoothness assumption on f allows a simplification in our presentation but does not restrict seriously our results. The
equation that we consider insideΩ are given by (14). They can be rewritten as
1uε + ω2uε = −f inΩε and uε = 0 inΩ \Ωε with p
ε
2πε
:= ∂
∂nε

uε|Ωε

. (16)
Here nε is the unit vector normal to Γε directed in the interior of Ωε . We also have to impose a condition on the outer
boundary of the domain. We shall consider some generic boundary condition that take the form
∂ruε + TΓ uε = 0 on Γ = ∂Ω (17)
where TΓ is a continuous linear operator mapping H1/2(Γ ) into H−1/2(Γ ). For the forthcoming analysis, we need to assume
that TΓ fulfills two additional conditions,
Condition 1: There exists a unique u0 ∈ H1(Ω) such that
1u0 + ω2u0 = −f inΩ and ∂ru0 + TΓ u0 = 0 on Γ .
Condition 2:ℜe
∫
Γ
vTΓ v dσ

⩾ 0 ∀v ∈ H1/2(Γ ).
(18)
Such conditions are satisfied inmanyusualwavepropagationproblems. For example, a possible choice for TΓ is theDirichlet-
to-Neumann operator for the 2D Helmholtz equation, see for example [17]. Such a choice corresponds to a Sommerfeld
radiation condition which is a rather canonical condition.
In the remaining of the present article,we shallmake use of results established in [11]. Although the later article considers
Problem (16)–(17) where TΓ is a 2D Dirichlet-to-Neumann operator, a careful examination shows that, in this article, the
properties of TΓ just come into play in Lemma 3.3 of [11], where only conditions (18) are required. As a consequence, the
results of [11] remain valid, only assuming that Conditions (18) are satisfied.
Nowwe derive a variational formulation for (16). Since uε was extended by 0 inside Γε , it belongs to the following subspace
of H1(Ω) that is closed with respect to ‖ ‖1,Ω
Vε0 :=

v ∈ H1(Ω) | v = 0 in Ω \Ωε

.
Take the Helmholtz equation of (16), multiply it by a test function v ∈ Vε0 and then integrate over Ωε . Applying a Green
formula overΩε and taking into account Eq. (17), we obtain that uε satisfies
uε ∈ Vε0 and a(uε, v) =
∫
Ω
f v dx ∀v ∈ Vε0
with a(v,w) :=
∫
Ω
∇v∇w dx− ω2
∫
Ω
vw dx+
∫
Γ
wTΓ vdσ ∀v,w ∈ H1(Ω).
(19)
Note that, according to the continuity properties of TΓ , the bilinear form a(, ) is continuous onH1(Ω)×H1(Ω). This bilinear
form also satisfies inf – sup conditions on Vε0, so that (19) is well posed, see [11].
3. Derivation of a simplified model
In this section we propose a mathematical derivation of the continuous setting of Collino and Millot adapted to the case
of our model problem. It consists in a new problem that is a simplified version of (16). In a further section we will obtain
Holland and Simpson’s scheme by applying a particular discretization to this simplified continuous model.
3.1. Simplified problem
In this new problem, the only difference with (19) lies in the boundary condition imposed on Γε . The idea consists in
weakening the exact Dirichlet condition. The new condition is suggested by the results of [18–20]. We introduce another
closed subspace of H1(Ω) that takes into account the new boundary condition on Γε . We define
Vεµ :=

v ∈ H1(Ω) ∫
Γε
vdσ = ε
∫ 2π
0
v(r = ε, θ)dθ = 0

.
Note that Vε0 ⊂ Vεµ. The new condition is an averaged version of the exact Dirichlet condition. The new variational problem
we consider is given by
Find u˜ε ∈ Vεµ such that a(u˜ε, v) =
∫
Ω
f vdx ∀v ∈ Vεµ. (20)
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This formulation was introduced and studied in [21,11] where this problem is proved to be well posed because required
inf – sup conditions are verified for the bilinear form a(, ) restricted to Vεµ. The following result is contained in Lemmas 1.1
and 1.3 in [11].
Lemma 3.1. For V = H1(Ω),Vε0,Vεµ there exists κ0, ε0 > 0 independent of ε > 0 such that
inf
u∈V supv∈V
|a(u, v)|
‖u‖1,Ω‖v‖1,Ω > κ0 and infu∈V supv∈V
|a(v, u)|
‖u‖1,Ω‖v‖1,Ω > κ0 ∀ε ∈]0, ε0[.
These inf – sup conditions are uniform with respect to ε. Note that u˜ε does not vanish a priori inΩ \Ωε , nor on Γε . Just as
for the exact problem, choosing suitable test functions in (20) and applying Green’s formula leads to
1u˜ε + ω2u˜ε = −f inΩε, 1u˜ε + ω2u˜ε = 0 inΩ \Ωε and ∂r u˜ε + TΓ u˜ε = 0 on Γ . (21)
The next result, which is Theorem 2.1 of [11], shows that Problem (20) is indeed an approximate model: solving it instead
of problem (19) only implies an error in O(| ln ε|√ε).
Theorem 3.1. There exists κ0, ε0 > 0 independent of ε such that
‖uε − u˜ε‖1,Ω < κ0| ln ε|√ε ∀ε ∈]0, ε0[.
3.2. Fictitious domain formulation
In practice, wewish to use amesh that has been generated independently of the small obstacle. This is the reasonwhywe
do not want to take the boundary condition onΓε into account via the variational space. Sowe consider another formulation
of the fictitious domain type (see [22,23] for example) in which the boundary condition appears as an additional equation.
The new formulation reads
Find (u˜ε, p˜ε) ∈ H1(Ω)× C such that
a(u˜ε, v)+ p˜εbε(v) =
∫
Ω
f v dx ∀v ∈ H1(Ω),
bε(u˜ε) = 0
with bε(v) := 1
2πε
∫
Γε
vdσ .
(22)
Although the linear form bε is bounded, this boundedness is non-uniform with respect to ε. However, according to [11]
Lemma 3.1, there exists κ > 0 independent of ε such that
|bε(v)| ⩽ κ| ln ε|‖v‖1,Ω ∀v ∈ H1(Ω), ∀ε ∈]0, 1[. (23)
Formulation (22) is strictly equivalent to (20). Indeed in [21,11] we proved that (u˜ε, p˜ε) is solution to (22) if and only if u˜ε is
solution to (20) and
p˜ε
2πε
= ∂
∂nε

u˜ε|Ωε
− ∂
∂nε

u˜ε|Ω\Ωε

.
4. Standard numerical scheme and the method of Holland and Simpson
We consider a family of triangulations (Th)h∈]0,1[ over Ω , made up of triangles or quadrangles, where h is a mesh
parameter supposed to go to 0 and representing the size of the cells
h = maxdiam(K) | K ∈ Th→ 0. (24)
For the definition of a triangulation see [24, Section 2.1]. SinceΩ is a circle, it cannot be exactly covered by any triangulation,
so we denoteΩh = ∪K∈Th K . We assume:
A1 : The family of triangulationsTh, h > 0is regular (see [24]).
For each h we consider a collection (K ,ΘK ,ΣK )K∈Th of Lagrange finite elements. According to the definition of a regular
family of triangulations, there exists a reference finite element (Kˆ , Θˆ, Σˆ) such that for any h > 0 and any K ∈ Th, there
exists a bijection FK : R2 → R2 such that FK ∈ P2k in the case of triangles and FK ∈ Q2k in the case of quadrangles for a
certain k ∈ N (the order of the method), and K = FK (Kˆ),ΣK = FK (Σˆ) andΘK = {vˆ ◦ F−1K | vˆ ∈ Θˆ}. The setΣK of degrees
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of freedom in the element K will be identified with a set of points in K . In our numerical experiments Θˆ will be a space of
polynomials. So we assume that our discretization satisfies
A2 : Θˆ = Pk or Qk with k = order of the method.
Let the approximation space that we call ‘‘standard’’ be the set of all continuous functions piecewise polynomial with order
k on each element of the mesh namely
Vh := v ∈ C0(Ωh) | v|K ∈ ΘK , ∀K ∈ Th. (25)
Finally we introduce the usual continuous interpolation operator Ph : C0(Ω) → Vh that is uniquely defined by Phv ∈ Vh
and (Phv)(x) = v(x),∀x ∈ ∪K∈Th ΣK and ∀v ∈ C0(Ω).
4.0.1. Remark about the curved boundary of the domain
RigorouslywehaveΩh ≠ Ω . IndeedΩh is only an approximation ofΩ , and this generates a numerical error. However the
code we used includes high order isoparametric finite elements at the boundary, so that this numerical error was negligible
compared to other sources of error. As a consequence, in the remainder of this paper, we neglect the difference betweenΩ
andΩh, and simply writeΩ .
4.0.2. Assumption on the thickness of the small obstacle
In what follows wewill study a problem depending on the small parameters i.e. both ε and h. The results that we present
are specific to the situation where ε ≪ h, so we introduce a third assumption that somehow translates this inmathematical
terms.
A3 : There exists α > 0 independent of h such that ε = h1+α, ∀h ∈]0, 1[.
This assumption implies that, in what follows, functions of ε, h may actually be considered as functions of h only.
4.1. Standard numerical scheme
A first numerical scheme for solving (22) can be straightforwardly derived using the approximation space Vh. Applying
standard discretization we obtain
Find (uεh, p
ε
h) ∈ Vh × C such that
a(uεh, v)+ pεhbε(v) =
∫
Ω
f v dx ∀v ∈ Vh,
bε(uεh) = 0.
(26)
One advantage of the above numerical scheme is that it allows not to adapt the mesh to the presence of the small obstacle.
Moreover (26) is well posed, since inf – sup conditions uniformwith respect to ε and h are satisfied (see Lemmas 3.2 and 3.3
in [11]).
Lemma 4.1. Let Vε,hµ := {v ∈ Vh | bε(v) = 0}. For V = Vh or Vε,hµ there exists κ0, ε0 > 0 independent of ε such that
inf
u∈V supv∈V
|a(u, v)|
‖u‖1,Ω‖v‖1,Ω > κ0 and infu∈V supv∈V
|a(v, u)|
‖u‖1,Ω‖v‖1,Ω > κ0 ∀ε ∈]0, ε0[.
Such uniform conditions are necessary in order to obtain interesting error estimates. In spite of this result, it was pointed
out in [11] that a standard scheme is definitely not sufficiently accurate. This is due to the presence of a logarithmic term in
the asymptotic expansion of uε that a standard approximation space such as Vh cannot reproduce.
4.2. The method of Holland and Simpson
This lack of accuracy with a standard method is a motivation for introducing the approach of Holland and Simpson that
consists in adding a regularization term coupling Lagrange multipliers. For a given parameter Lε,h such a method then reads
Find (uεh, p
ε
h) ∈ Vh × C such that
a(uεh, v)+ pεhbε(v) =
∫
Ω
f v dx, ∀v ∈ Vh,
bε(uεh)− Lε,hpεh = 0.
(27)
This formulation takes the same form as the numerical scheme of Holland and Simpson for Problem (14) (see Appendix A.1
for more details). We shall discuss later on the value that must be allocated to Lε,h for uεh to be a good approximation of
u˜ε . A direct advantage of Holland and Simpson’s scheme is that it is ‘‘local’’: the influence of the small obstacle induces a
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perturbation of the standard scheme only on the nodes belonging to an element containing the small obstacle. Note that,
for Lε,h ≠ 0, (uεh, pεh) is a solution to Problem (27) if and only if
pεh =
1
Lε,h
bε(uεh) and a(u
ε
h, v)+
1
Lε,h
bε(uεh)b
ε(v) =
∫
Ω
f vdx ∀v ∈ Vh. (28)
Using this remark, we prove uniform inf – sup conditions on the sesquilinear form associated to (28) under some conditions
on Lε,h, which then implies well posedness of Problem (27).
Lemma 4.2. Let C+ := {λ ∈ C | ℜe{λ} > 0}. There exists h0, ε0, κ0 > 0 independent of ε, h and L such that
inf
u∈Vh
sup
v∈Vh
|a(u, v)+ L−1bε(u)bε(v)|
‖u‖1,Ω‖v‖1,Ω > κ0 and
inf
v∈Vh
sup
u∈Vh
|a(u, v)+ L−1bε(u)bε(v)|
‖u‖1,Ω‖v‖1,Ω > κ0 ∀ε ∈]0, ε0[, ∀h ∈]0, h0[, ∀L ∈ C+.
Proof. The method for proving both of these two inf – sup conditions is nearly the same, so we prove only the first one.
Proceed by contradiction and suppose that there are sequences hn ∈ R+, εn ∈ R+, Ln ∈ C+ and un ∈ Vhn such that
hn + εn → 0, ‖un‖1,Ω = 1 and
sup
v∈Vh
|a(un, v)+ L−1n bεn(un)bεn(v)|
‖v‖1,Ω −−−→n→∞ 0. (29)
Since (un) is bounded in H1(Ω), we can consider (extracting a subsequence if necessary) that (un) converges weakly in
H1(Ω) and strongly in L2(Ω) toward a limit u∞ ∈ H1(Ω). Take an arbitrary v ∈ C∞(Ω) ∩ H1⋆ (Ω) where H1⋆ (Ω) := {v ∈
H1(Ω) | v = 0 in a neighborhood of 0 } satisfying ‖v‖1,Ω = 1. Note that there exists N ∈ N independent of n (although it
depends on v) such that
Phnv ∈ H1⋆ (Ω) and ‖Phnv‖1,Ω ⩾
1
2
∀n ⩾ N.
Taking N larger if necessary, we thus have bεn(v) = bεn(Phnv) = 0 for n ⩾ N . Besides note that ‖Phnv − v‖1,Ω → 0 since
v ∈ C∞(Ω). Applying weak convergence in H1(Ω), Eq. (29) leads to
a(u∞, v) = lim
n→∞

a(un, Phnv)+ L−1n bεn(un)bεn(Phnv)+ a(un, Phnv − v)
 = 0.
We chose v arbitrarily, so we have a(u∞, v) = 0, ∀v ∈ C∞(Ω) ∩ H1⋆ (Ω), and this implies a(u∞, v) = 0, ∀v ∈ H1(Ω)
according to the density of C∞(Ω)∩H1⋆ (Ω) in H1(Ω) (see Proposition 5.14 in [25]). Since a(, ) satisfies inf – sup conditions
on H1(Ω) according to Lemma 3.1, this provides u∞ = 0. In conclusion we obtained ‖un‖0,Ω → 0. Now note that
ℜe
∫
Γ
vTΓ v dσ

⩾ 0 and ℜe

L−1n b
ε(v)bε(v)

⩾ 0 ∀v ∈ H1(Ω). (30)
As a consequence we have
‖∇un‖20,Ω ⩽ ‖∇un‖20,Ω +ℜe
∫
Γ
unTΓ un dσ

+ℜe

L−1n b
ε(un)bε(un)

⩽ |a(un, un)+ L−1n bεn(un)bεn(un)| + ‖un‖20,Ω −−−→n→∞ 0.
In conclusion we obtained that ‖un‖21,Ω = ‖un‖20,Ω + ‖∇un‖20,Ω → 0 whereas we supposed at the beginning that ‖un‖21,Ω= 1. This provides a contradiction and concludes the proof. 
4.3. Calibration and precision of Holland and Simpson’s method
In this paragraph, we want to show the results of an experiment that lead to the following conclusion: for a given mesh,
and a given small obstacle, there exists a value of Lε,h for which the numerical scheme (27) is accurate. Let us present the
conditions of this experiment. First of all the domain of computation isΩ = D(0, 3). We considered the operator
TΓ v = λΓ v with λΓ := −ωH
(1)′
0 (ωϱ)
H(1)0 (ωϱ)
4428 X. Claeys, F. Collino / Journal of Computational and Applied Mathematics 235 (2011) 4418–4438
Fig. 3. Calibration of Holland–Simpson’s method.
where H(1)0 (r) refers to the Hankel function of order 1 of the first kind (see Chapter 5 of [26] for a detailed definition). This
choice of TΓ matches the conditions (18). In particular we have ℜe{λΓ } ⩾ 0, see Formula (A.37) in [27] for example. We
considered the following problem,
Find u˜ε ∈ Vεµ such that a(u˜ε, v) =
∫
Γ

∂ui
∂nΓ
+ λΓ ui

v dσ ∀v ∈ Vεµ (31)
with ui(x) = −eiωr cos θ . Problem (31) has exactly the same form as (20). Admittedly, the right hand side is slightly different
but, as can be easily checked, our analysis remains fully valid for a source term of this kind. The motivation for considering
such a right hand side is that it makes implementation easier. The explicit expression of the solution to Problem (31) can be
computed using the Jacobi–Anger formula, see [26] formula (5.10.8),
u˜ε(x) = ui(x)+ J0(ω|x|) if |x| < ε and u˜ε(x) = ui(x)+ J0(ωε)H
(1)
0 (ω|x|)
H(1)0 (ωε)
if |x| > ε. (32)
For our numerical experiment, we solved the following associated Holland–Simpson’s scheme, for a fixed mesh and a fixed
value of ε, and different values of the fitting parameter L: find (uεh, p
ε
h) ∈ Vh × C such thata˜(uεh, v)+ pεhbε(v) =
∫
Γ

∂ui
∂nΓ
+ λΓ ui

v dσ ∀v ∈ Vh,
bε(uεh)− L · pεh = 0.
(33)
We considered a frequency ω = 2π , a quadrangular mesh with average step h = 0.04 and a small obstacle with thickness
ε = 10−5, and we used Q3 finite elements. In Fig. 3 we represent the relative error that we obtained when varying
the parameter L. Note that the error is measured in an opened set that excludes a neighborhood of the small obstacle
O = D(0, 1).
With this experiment it appears that there exists one single value of L for which the discrete formulation (33) yields an
approximate solution with good accuracy. We call calibration a procedure consisting in determining this critical value.
4.3.1. Calibration in practice
Obviously the preceding remarks raise the question of how to determine the critical value of Holland–Simpson’s
parameter when the analytical solution of the problem under study is not known. In practice, one refers to tables containing
the critical values of the parameter for simple model situations where the solution of the problem is known, and choose
among these model problems the one that is closest to one’s concrete problem. However this approach remains often
unsatisfactory and there are many simple situations where calibrating becomes a tricky problem.
5. Consistency of Holland and Simpson’s scheme
In this section we propose to derive again Holland–Simpson’s method in a different manner, exhibiting a link between
this method and the augmented Galerkin scheme studied in [11] that is very close the singular function method. As the
consistency of the augmented Galerkin scheme is already established (Theorem 3.1 in [11]), this will lead to a proof of
consistency for the method of Holland and Simpson, and to a theoretical value for Holland–Simpson’s parameter.
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5.1. Recall on the Augmented Galerkin approach
The Augmented Galerkin scheme consists in adding a singular function in the approximation space so that it becomes
possible to approximate the logarithmic behavior appearing in the expansion of u˜ε when ε → 0. The augmented Galerkin
scheme is a discrete formulation similar to (26) but with the following volumic approximation space
Vhe := Vh ⊕ span{Ψ ε} with Ψ ε(x) := ln
 |x|
ε

χ(x)1r>ε. (34)
In this definition, χ ∈ C∞(R+) is a decreasing cut-off function that satisfies χ : R+ → [0, 1] and χ = 1 in a neighborhood
of 0, and χ = 0 in a neighborhood of Γ . The augmented Galerkin formulation then writes
Find (u˜εh, p˜
ε
h) ∈ Vhe × C such that
a(u˜εh, v)+ p˜εh bε(v) =
∫
Ω
f v dx ∀v ∈ Vhe,
bε(u˜εh) = 0.
(35)
The linear forms a() and bε() satisfy inf – sup conditions that are uniform with respect to ε and h, see [11] Lemmas 3.2 and
3.3. This implies that Formulation (35) is well posed. We denote its solution (u˜εh, p˜
ε
h) in order to distinguish it from (u
ε
h, p
ε
h)
that refers to the solution to (27). Uniform inf – sup conditions also imply that (u˜εh, p˜
ε
h) is uniformly bounded with respect
to ε, h i.e. there exists κ > 0 independent of ε, h such that
‖u˜εh‖1,Ω + |p˜εh| ⩽ κ‖f ‖0,Ω ∀ε]0, 1[, ∀h ∈]0, 1[. (36)
In [11] Theorem 3.1, we proved that the formulation (35) satisfies the following ‘‘quasi-locking free’’ consistency result.
Theorem 5.1. There exists ε0, κ0 > 0 independent of ε such that
‖u˜ε − u˜εh‖1,Ω + |p˜ε − p˜εh| ⩽ κ0| ln ε|
3
2
√
ε + h ∀ε ∈]0, ε0[, ∀h ∈]0, 1[.
5.2. Study of the additional shape function
In order to propose another derivation of the formalism of Holland and Simpson using (35), we need to study the impact
of the additional shape function in the augmented Galerkin method. This boils down to determining how well Ψ ε can be
approximated by the elements of Vh.
5.2.1. Elliptic projections
Let us introduce two additional operatorsΠh,Πh∗ : H1(Ω)→ Vh defined as follows
∀u ∈ H1(Ω) Πh(u) ∈ Vh such that a

Πh(u), v
 = a(u, v) ∀v ∈ Vh,
Πh
∗(u) ∈ Vh such that av,Πh∗(u) = a(v, u) ∀v ∈ Vh. (37)
According to the inf – sup conditions provided by Lemma 4.1, the problems definingΠh andΠh∗ are well posed so that these
operators are well defined. For a smooth function u, one could reasonably expect thatΠh(u) andΠh∗(u) represent somehow
optimal approximations of u by elements of Vh. Indeed there exist κ > 0 independent of h such that
inf
v∈Vh
‖u− v‖1,Ω ⩽ ‖u−Πh(u)‖1,Ω ⩽ κ inf
v∈Vh
‖u− v‖1,Ω ∀u ∈ H1(Ω), ∀h ∈]0, 1[ (38)
and a similar statement holds forΠh∗. We also introduce a notation for the error related to these projections,
Dh(u) := u−Πh(u) and Dh∗(u) := u−Πh∗(u) ∀u ∈ H1(Ω).
As a consequence of classical results on finite element methods (Ω is smooth and we use isoparametric elements with
sufficiently high order), see [24] for example, for any p ∈ N there exists κp > 0 independent of h such that
‖Dh(u)‖1,Ω + ‖Dh∗(u)‖1,Ω ⩽ κphp‖u‖p+1,Ω ∀u ∈ Hp+1(Ω), ∀h ∈]0, 1[. (39)
5.2.2. Global approximation by standard shape functions
Whereas Πh(u) and Πh∗(u) are good approximations for u with respect to ‖ ‖1,Ω as soon as u is smooth, the following
proposition shows that a similar result does not hold for Ψ ε . A proof can be found in Appendix.
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Proposition 5.1. Under assumptions A1–A3 there exists κ > 0 independent of h (and consequently also independent of ε) such
that
κ < ‖Dh(Ψ ε)‖1,Ω and κ < ‖Dh∗(Ψ ε)‖1,Ω ∀h ∈]0, 1[.
According to (38), Proposition 5.1 shows that it is impossible to approximate properly Ψ ε in the H1 norm with standard
shape functions. Besides an easy and explicit calculus (recall that ε = h1+α) yields κ0 > 0 independent of h such that
‖Ψ ε‖1,Ω ⩽ κ0| ln h| ∀h ∈]0, 1[.
Since there exists κ1 > 0 independent of ε and h such that ‖Πh∗(v)‖1,Ω + ‖Πh(v)‖1,Ω ⩽ κ1‖v‖1,Ω (see definition (37) and
Lemma 4.1), this leads to κ2 > 0 independent of h (and thus independent of ε) such that
‖Dh∗(Ψ ε)‖1,Ω + ‖Dh(Ψ ε)‖1,Ω ⩽ κ2| ln h| ∀h ∈]0, 1[.
As expected though, the next result shows that possible estimates in the L2 norm are sharper.
Lemma 5.1. Under assumptions A1–A3 there exists κ > 0 independent of h (and consequently also independent of ε) such that
‖Dh(Ψ ε)‖0,Ω < κh‖Dh(Ψ ε)‖1,Ω and ‖Dh∗(Ψ ε)‖0,Ω < κh‖Dh∗(Ψ ε)‖1,Ω ∀h ∈]0, 1[.
Proof. We only give the proof for the estimate on ‖Dh(Ψ ε)‖0,Ω since the proof for ‖Dh∗(Ψ ε)‖0,Ω is very similar. For a given
v ∈ L2(Ω) denote g(v) the unique element of H2(Ω) verifying a(w, g(v)) = 
Ω
w v dx,∀w ∈ H1(Ω). Such a function
exists according to the inf – sup conditions of Lemma 4.1. Write the characterization of ‖ ‖0,Ω based on the scalar product
‖Dh(Ψ ε)‖0,Ω = sup
v∈L2(Ω)

Ω
Dh(Ψ ε)v dx
‖v‖0,Ω = supv∈L2(Ω)
a

Dh(Ψ ε), g(v)

‖v‖0,Ω = supv∈L2(Ω)
a

Dh(Ψ ε),Dh(g(v))

‖v‖0,Ω .
Note that g(v) continuously depends on v: ∃κ0 > 0 such that ‖g(v)‖2,Ω ⩽ κ0‖v‖0,Ω , ∀v ∈ L2(Ω). Since a(, ) is continuous
and (39) holds, ∃κ1, κ2 > 0 independent of ε, h such that
‖Dh(Ψ ε)‖0,Ω ⩽ κ1‖Dh(Ψ ε)‖1,Ω sup
v∈L2(Ω)
{‖Dh(g(v))‖1,Ω/‖v‖0,Ω} ⩽ κ2 h‖Dh(Ψ ε)‖1,Ω . 
Note that, according to the definition of Πh, we have a(Dh(Ψ ε),Dh∗(Ψ ε)) = a(Dh(Ψ ε),Dh(Ψ ε)). Besides, according to
inequality (30), Proposition 5.1 and Lemma 5.1, there exists κ0, κ1 > 0 independent of ε, h such that ∀ε, h ∈]0, 1[ we
have
ℜeaDh(Ψ ε),Dh∗(Ψ ε) ⩾ ‖Dh(Ψ ε)‖21,Ω − ω2‖Dh(Ψ ε)‖20,Ω ⩾ κ11− κ0(1+ ω2)h2. (40)
5.2.3. Local approximation by standard shape functions
The singularity of Ψ ε is the reason why a standard approximation space cannot properly reproduce it. However it is
possible to state sharper results when we restrict our study to a subset ofΩ that excludes a fixed neighborhood of 0.
Lemma 5.2. Let k be the order of finite elements used for discretization. Let O be an open set verifying O ⊂ O ⊂ Ω \ {0}. If the
assumptions A1–A3 are satisfied, there exist constants κ0 > 0 independent of ε and h such that
‖Dh(Ψ ε)‖1,O ⩽ κ0| ln ε|hk and ‖Dh∗(Ψ ε)‖1,O ⩽ κ0| ln ε|hk ∀ε, h ∈]0, 1[.
Proof. Once again we only prove the estimate related to Dh(Ψ ε), since very similar arguments would provide the result
for Dh∗(Ψ ε). To prove this, we make use of the Nitsche and Schatz theorem [28] for which we state a simplified version in
Appendix. Consider another open setO′ satisfyingO ⊂ O′ ⊂ O′ ⊂ Ω \ {0}. Let us apply Nitsche and Schatz theorem to Ψ ε
in O: there exist constant κ0 > 0 independent of ε, h such that
‖Dh(Ψ ε)‖1,O ⩽ κ0

hk‖Ψ ε‖k+1,O′ + ‖Dh(Ψ ε)‖−k,O′
 ∀ε, h ∈]0, 1[. (41)
First of all, since O′ excludes a fixed neighborhood of 0, there clearly exists a constant κ > 0 independent of ε, h such that
‖Ψ ε‖k+1,O′ ⩽ κ| ln ε|. Let us considerHk0(O′) defined as the closure ofD(O′) inHk(O′), and equippedwith the norm ‖ ‖k,O′ .
By definition H−k(O′) is the dual space of Hk0(O′)which is a Banach space equipped with the norm
‖w‖−k,O′ := sup
v∈Hk0(O′)

Ω
wv dx
‖v‖k,O′ . (42)
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Like in the proof of the preceding lemma, for v ∈ L2(Ω) let us define g(v) as the unique function in H2(Ω) satisfying
a(w, g(v)) = 
Ω
wv dx, ∀w ∈ H1(Ω). According to the continuity of a(, ) there exists a constant κ > 0 independent of
ε, h such that ∀v ∈ Hk(Ω)we have∫
Ω
Dh(Ψ ε)v dx
 = |aDh(Ψ ε), g(v)| = |aDh(Ψ ε),Dh(g(v))| ⩽ κ‖Dh(Ψ ε)‖1,Ω‖Dh(g(v))‖1,Ω .
Note that g(v) ∈ Hk+2(Ω) when v ∈ Hk(Ω) and there exists κ ′ > 0 such that ‖g(v)‖k+2,Ω ⩽ κ ′‖v‖k,Ω . Using (39), we
obtain the existence of a constant κ ′′ > 0 independent of ε, h such that, for any h ∈]0, 1[ and any v ∈ Hk(Ω), we have∫
Ω
Dh(Ψ ε)v dx
 ⩽ κ ′′hk+1‖Dh(Ψ ε)‖1,Ω‖g(v)‖k+2,Ω ⩽ κ ′κ ′′hk+1‖Dh(Ψ ε)‖1,Ω‖v‖k,Ω .
Choose v ∈ Hk0(O′). Extending v by 0 in Ω \ O′, we can consider that v ∈ Hk(Ω) with ‖v‖k,O′ = ‖v‖k,Ω . Then using the
preceding inequality, we obtain the existence of κ > 0 such that∫
Ω
Dh(Ψ ε)v dx
 ⩽ κhk+1‖Dh(Ψ ε)‖1,Ω‖v‖k,O′ ∀v ∈ Hk0(O′) ∀h ∈]0, 1[. (43)
According to inf – sup conditions applied to (37), there exists a constant κ > 0 independent of ε, h such that ‖Dh(Ψ ε)‖1,Ω ⩽
κ‖Ψ ε‖1,Ω . Besides ‖Ψ ε‖1,Ω ⩽ 2√|Ω|| ln ε| for any ε ∈]0, 1[. Plugging (43) into (42) and then into (41)we obtain the desired
result. 
The conclusion coming out from this section is that the additional shape function is well approximated by elements of
Vh in any open set that excludes a fixed neighborhood of the origin, but its behavior near 0 cannot be reproduced by the
standard approximation space. So Vhe provides wider approximation properties as ε(h) and h go to 0.
5.3. Reformulation of the Augmented Galerkin method
The presence of the additional shape function in Formulation (35) is not so comfortable a situation. For example,
computing accurately the integrals involving Ψ ε can be problematic because of its singular behavior. As a consequence
we propose to rewrite Formulation (35) so as to get rid of terms related to the additional shape functionΨ ε by decomposing
u˜εh the solution to (35) in a particular manner. Consider
Vhe = Vh ⊕ span

Dh(Ψ ε)
 = Vh ⊕ spanDh∗(Ψ ε). (44)
The following decomposition of u˜εh uniquely defines uˆ
ε
h and pˆ
ε
h as follows
u˜εh = uˆεh + pˆεh · Dh(Ψ ε), uˆεh ∈ Vh and pˆεh ∈ C.
Plugging this decomposition into Formulation (35), and decomposing test functions according to the second direct sum of
(44), we obtain: (uˆεh, pˆ
ε
h, p˜
ε
h) ∈ Vh × C2 and
a(uˆεh, v)+ p˜εhbε(v) =
∫
Ω
f v dx ∀v ∈ Vh,
pˆεha

Dh(Ψ ε),Dh∗(Ψ ε)
+ p˜εh bε(Dh∗(Ψ ε)) = ∫
Ω
f Dh∗(Ψ ε) dx,
bε(uˆεh)+ pˆεhbε

Dh(Ψ ε)
 = 0.
(45)
Now we get rid of the unknown pˆεh by a simple algebraic manipulation: we express pˆ
ε
h with p˜
ε
h using the second equation.
We obtain
pˆεh = −
bε

Dh∗(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 p˜εh + Ω fDh∗(Ψ ε) dxaDh(Ψ ε),Dh∗(Ψ ε) .
The above identity assumes that a

Dh(Ψ ε),Dh∗(Ψ ε)
 ≠ 0 which is verified according to (40). Plugging this identity into the
third equation of (45) we see that (uˆεh, p˜
ε
h) ∈ Vh × C such thata(uˆεh, v)+ p˜εhbε(v) =
∫
Ω
f v dx ∀v ∈ Vh,
bε(uˆεh)−Λε,hp˜εh = gε,h.
(46)
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We eliminated the terms related to the additional shape function, reducing the problem to a formulation where appear two
numbers:
Λε,h = b
ε

Dh(Ψ ε)

bε

Dh∗(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 and gε,h = − bεDh(Ψ ε)
a

Dh(Ψ ε),Dh∗(Ψ ε)
 ∫
Ω
fDh∗(Ψ ε) dx. (47)
Observe that, according to Lemmas 5.2 andA.1, the numberΛε,h mainly depends on the value of Dh∗(Ψ ε) in the neighborhood
of the small obstacle. Another important remark for what follows is thatΛε,h admits a positive real part for h small enough,
according to the following lemma.
Lemma 5.3. Under assumptions A1–A3, there exists h0 > 0 such that ℜe{Λε,h} > 0, ∀h ∈]0, h0[.
Proof. Denote λh = a(Dh(Ψ ε),Dh∗(Ψ ε)). Lemma A.2 in Appendix shows that Λε,h = λh · (1 + o(h ln h)) since ε = h1+α
according to Assumption A3. Finally (40) shows that there exists h0 > 0 such thatℜe{λh} > 0 ∀h ∈]0, h0[. 
5.4. Reinterpretation of Holland and Simpson’s scheme
Now we exhibit a relation between Holland–Simpson’s method and the Augmented Galerkin approach. Note that
Formulation (46) presents strong similarities with the method of Holland and Simpson (27): the equations take exactly
the same form except that in (46) there appears an additional source term gε,h instead of 0 in (27). Actually this additional
source term can be considered negligible.
Proposition 5.2. Let k be the order of finite elements used for discretization. If the assumptions A1–A3 are satisfied, there exists
a constant κ0 > 0 independent of h such that
|gε,h| ⩽ κ0| ln h|hk ∀h ∈]0, 1[.
Proof. The number gε,h is simply the product of three terms that we estimate separately. Using Lemma A.2 in Appendix,
we easily obtain upper bounds for the terms bε(Dh(Ψ ε)) and a(Dh(Ψ ε),Dh∗(Ψ ε))−1: there exists κ0 > 0 independent of ε, h
such that bε

Dh∗(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 +
 bε

Dh(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
  ⩽ κ0, ∀ε, h ∈]0, 1[. (48)
For the last term we use Lemma 5.2 noting that, according to the description of our model problem in Section 2.2, there
exists an open neighborhoodO of 0 such that suppf ∩O = ∅. According to Cauchy–Schwarz inequality there exists κ1 > 0
independent of ε, h such that∫
Ω
fDh∗(Ψ ε) dx
 ⩽ ‖f ‖0,Ω‖Dh∗(Ψ ε)‖1,O ⩽ κ1‖f ‖0,Ω | ln h|hk ∀ε, h ∈]0, 1[.  (49)
Note that, according to Lemma A.1 in Appendix, such an estimate would also hold for a right hand side of the same form
as in (31).
Proposition 5.2 suggests to consider a simplified version of (46) where gε,h is replaced by 0, which would simply
yield Formulation (27) where one has chosen Lε,h = Λε,h. According to Lemma 5.3, there exists h0 > 0 such that
Holland–Simpson’s scheme obtained in this manner is well posed for all h ∈]0, h0[. The preceding remarks provide at once
a proof for the consistency of Holland and Simpson’s method (27) and a formula for its calibration.
Theorem 5.2. Assume that A1–A3 are satisfied. Let (uεh, p
ε
h) ∈ Vh × C be the solution to (27) taking Lε,h = Λε,h whereΛε,h is
given by (47). Let (u˜εh, p˜
ε
h) ∈ Vhe ×C be the unique solution to (35). Let O be any arbitrary open set verifying O ⊂ Ω \ {0}. Then
there exists κ0 > 0 independent of ε, h such that
‖uεh − u˜εh‖1,O + |pεh − p˜εh| ⩽ κ0hk| ln h|2 ∀h ∈]0, 1[.
Proof. We start by defining
vεh = uεh +

−pεh
bε

Dh∗(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 + Ω fDh∗(Ψ ε) dx
a

Dh(Ψ ε),Dh∗(Ψ ε)
Dh(Ψ ε).
Applying once again the calculus of Section 5.3 reversely, we observe that (vεh, p
ε
h) satisfies a problem very close to (35), so
that the difference (vεh − u˜εh, pεh − p˜εh) verifies
a(vεh − u˜εh, v)+ (pεh − p˜εh)bε(v) = 0 ∀v ∈ Vhe and bε(vεh − p˜εh) = −gε,h.
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Fig. 4. Validation of the calibration formula.
The bilinear forms a() and b() satisfy inf – sup conditions with respect to Vhe and C that are uniform with respect to ε and h,
see Lemmas 3.2 and 3.3 in [11]. As a consequence, according to Proposition 5.2 and Theorem 11 of Section II.1 of [29], there
exist κ2, κ3 > 0 independent of ε, h such that
‖vεh − u˜εh‖1,Ω + |pεh − p˜εh| ⩽ κ2|gε,h| ⩽ κ3hk| ln h| ∀ε, h ∈]0, 1[. (50)
To conclude, choose an open set O ⊂ Ω such that O ⊂ O ⊂ Ω \ {0}. There remains to bound ‖uεh − u˜εh‖1,O . According to
(48) and (49) and Lemma 5.2, there exist κ4, κ5 > 0 such that
‖uεh − u˜εh‖1,O ⩽ κ4 ‖vεh − u˜εh‖1,O + κ4
pεhbε

Dh∗(Ψ ε)
− 
Ω
fDh∗(Ψ ε) dx
a

Dh(Ψ ε),Dh∗(Ψ ε)
  ‖Dh(Ψ ε)‖1,O
⩽ κ5| ln h|hk+1 + κ5

1+ |pεh|
| ln h|hk.
As a consequence the theorem will be proved if we show that |pεh| is bounded independently of ε, h. According to (50), it is
sufficient to prove that |p˜εh| is bounded. There exist κ6 > 0 such that |p˜εh| ⩽ κ6 ‖f ‖0,Ω ∀ε ∈]0, 1[,∀h ∈]0, 1[ according to
(35) and (36). Since ‖f ‖0,Ω is bounded independently of ε, h, this concludes the proof. 
5.5. Numerical validation
We present the results of a numerical experiment that confirm the conclusion of Theorem 5.2. We come back to the
situation described in Section 4.3 and solve again Problem (33) withQ2 finite elements, for ε = 10−4, 10−5, 10−6, each time
representing the relative error as h→ 0 (Fig. 4).
Holland and Simpson’smethodwith our calibration formula turns out to be as precise as the AugmentedGalerkinmethod
(compare with the results presented in [11]): the rate of convergence is optimal (around 3 for a discretization withQ2) and
the consistency properties deteriorate only slowly as ε→ 0.We observe a deterioration of Holland and Simpson’smethod at
the end of the curve associated to ε = 10−4. We believe that this is due to the approximation  2π0 v(r = ε, θ)dθ ≃ 2πv(0)
that is (intuitively) valid only for h≫ ε.
5.5.1. Remark: practical relevance of the calibration formula
In this situation where the Augmented Galerkin method is already at hand, is it worth using Holland and Simpson’s
scheme instead, dealing with a calibration process? Since Holland and Simpson’s scheme is much easier to implement, it
seems that the answer is yes under the condition that the calibration procedure that one has selected is fast and cheap. As
regards the calibration issue of Holland and Simpson’s method, although Formula (47) seems interesting from a theoretical
point of view, this formulamay seemmuch less relevant from a computational point of view. Indeed it suggests that, to apply
Holland and Simpson’s method, one should first compute Dh(Ψ ε) and then solve Problem (27). Besides, computing exactly
Dh(Ψ ε) requires solving a Problem of the form (37) which seems to be a costly task. An interesting consequence of Formula
(47) though, is that a fast procedure for computing Dh(Ψ ε) would lead to an efficient way to calibrate Holland–Simpson’s
scheme.
Actually it seems possible to compute approximately Dh(Ψ ε) without fully solving a problem of the form (37). Let
us briefly sketch a possible approach for achieving such a computation. Take any subset Ω0 ⊂ Ω containing the small
obstacle Γε . According to Lemmas 5.2 and A.1, the function Dh(Ψ ε) has negligible amplitude far from the small obstacle i.e.
‖Dh(Ψ ε)‖1,Ω\Ω0 = O(hk| ln h|). This motivates the approximation
a(Dh(Ψ ε), vh) ≃ a0(Dh(Ψ ε), vh) =
∫
Ω0
∇Dh(Ψ ε) · ∇vh dx− ω2
∫
Ω0
Dh(Ψ ε)vhdx+ i
∫
∂Ω0
Dh(Ψ ε)vhdσ .
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Fig. 5. Dependency ofΛε,h with respect to frequency.
Since a(Dh(Ψ ε), vh) = 0 ∀vh ∈ Vh by definition, the observation above leads to the idea of choosing Ω0 (much) smaller
thatΩ and compute Dh(Ψ ε) ≃ Ψ ε − Ph(Ψ ε)where Ph(Ψ ε) solves the reduced problem
a0(Ph(Ψ ε), vh) ≃ a0(Ψ ε, vh) ∀vh ∈ Vh.
For practical implementation, one may contemplate choosing Ω0 as a union of triangles of the mesh (in the case of a
triangular mesh). However, one should expect that the approximation Dh(Ψ ε) ≃ Ψ ε − Ph(Ψ ε) becomes less relevant
when the size ofΩ0 reaches the size of mesh cells.
5.6. Dependency of the calibration with respect to the frequency
The critical value of Holland–Simpson’s parameter given by formula (47) a priori depends on h and ε. It is also natural
to ask about its dependency with respect to the frequency ω. Although we were not able to provide satisfying theoretical
results for this question, we briefly present a numerical study on this subject. Let us denoteΛε,h(ω) the number computed
bymeans of Formula (47) at frequencyω. For the computation ofΛε,h(ω)wehave considered Formulation (35) posed on the
domainΩ = D(0, 3) and a small obstacle with fixed radius ε = 10−6. For the discretization we have considered Q2-finite
elements with 6 different mesh whose characteristic step size is given in Fig. 5. The table also provides the characteristics of
the line obtained by linear regression. These results suggest that there exists a constant κ independent of ω and h such that
|Λε,h(ω)−Λε,h(0)|
|Λε,h(0)| ⩽ κω
2h2 ∀ω ∈ R+, ∀h ∈]0, 1[.
This conclusion confirms the analysis presented in [7] concerning the critical value of Holland–Simpson’s parameter.
5.7. Conclusion
In this paper,wepresentedhow the formalismofHolland and Simpson can be reinterpreted as a singular functionmethod
for an elementary problem. This leads to a well known, more comfortable framework for the analysis of this method. This
approach led in particular to a proof of consistency, as well as a formula for the calibration of Holland–Simpson’s parameter.
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It does not seem clear which approach is preferable between Holland–Simpson’s scheme and the Augmented Galerkin
scheme. The Augmented Galerkin method is systematic, consistent, and fits a traditional Galerkin framework. However
the Augmented Galerkin approach has also several important drawbacks: the matrix associated to this method is
not sparse due to the interaction between the additional shape function and standard shape functions. Besides, its
conditioning is not as comfortable as the conditioning of a standard finite element scheme. In addition, in higher-
dimensional situations, the quadrature of terms involving the additional shape function can be problematic and costly,
see [21].
On the other hand, the method of Holland and Simpson can be very sharp and it differs from a standard scheme only
at nodes adjacent to the wires, which makes its implementation far easier compared to the Augmented Galerkin approach.
Besides Holland and Simpson’s method is usually better conditioned than the Augmented Galerkin approach. However it
requires a calibration process. Whether or not calibration can be conducted efficiently appears as the key consideration in
order to choose either the Augmented Galerkin approach or Holland and Simpson’s scheme. Last but not least, it would be
highly desirable to devise a fast method for computing the parameterΛε,h given by Formula (47).
Obviously a possible improvement of this work would consist in the extension to scattering by a real ‘‘3D wire’’.
Some development and numerical experiments in this direction can be found in [21]. Besides the numerical results
of Section 5.6 suggest that our approach could be adapted for a time dependent problem, since the critical value of
Holland–Simpson’s parameter seems to be frequency independent at first order. This will be the subject of a forthcoming
work.
Appendix
A.1. Holland and Simpson’s formalism in the case of our model problem
In this part of the appendix,wewant to show that applyingHolland and Simpson’s approachwith finite differences to (14)
yields a numerical scheme of the same form as (27). Since (13) is invariant under translation along z, an initial 3D Cartesian
discretization grid for this problem can be seen a 2D Cartesian grid with vertices denoted xi,j. We decompose Eh in the same
manner as in Section 1.4, Eh = E⊥,h + Ez,hez with ez · E⊥,h = 0. We apply to (10) the same algebraic manipulations as to
(4), splitting it into two decoupled discrete sets of equations: discrete TE and TM systems. The discrete TE system reduces
to an equation involving only Ez,h and Ih namely
−∆hEz,h + ∂2t Ez,h +
δh · ∂t Ih
h2
= −∂t Jz,h with ∆hEz,h := 1h2

Ei+1,jz,h + Ei−1,jz,h + Ei,j+1z,h + Ei,j−1z,h − 4Ei,jz,h

.
Note that since we supposed invariance of the problem under translation along the z-axis, Ez,h and ∂t Ih do not depend
on the third index k anymore. Besides in the present case we have the following definition: (δh · ∂t Ih)i,j := 14∂t Ih if xi,j
belongs to the face containing 0, and (δh · ∂t Ih)i,j := 0 otherwise. Similarly the average

Ez,h

introduced with (11) for the
method ofHolland and Simpson becomes a simple number (with harmonic dependence in time though). Eq. (11) then simply
writes
Ez,h
− Lε,h∂t Ih = 0.
Once again we rewrite these equations in 2D by setting Ei,jz,h = ui,jh e−iωt , ∂t Ih = phe−iωt and ∂t Ji,jz,h = f i,jh e−iωt .
Holland–Simpson’s method corresponding to our model problem finally writes
−∆huh − ω2uh + δh · phh2 = f and ⟨uh⟩ − Lε,hph = 0. (51)
The equations of (27) appear as variational counterparts of such equations. In particular, in (27), the term bε(uh) should be
interpreted as the term ⟨uh⟩ of (51).
A.2. Technical results
In this part of the appendix we recall or establish several technical results. First, we recall a theorem from Nitsche and
Schatz, detailed and proved in [28], that provides interior a priori estimates for the solution to a finite element scheme. Here
we give a simplified reformulation because we do not need this result in full generality.
Theorem A.1 (Nitsche and Schatz). Let a() be the bilinear form defined in (19) and Vh be the space defined by (25). Take two
open sets O0 ⊂⊂ O1 ⊂⊂ Ω and a number p ∈ R+. Finally let k be the order of the finite elements in Vh. In these conditions
there exist constants κ0, h0 > 0 independent of h such that for any couple (u, uh) ∈ Hk+1(O1)× Vh verifying
a(u− uh, vh) = 0 ∀vh ∈ Vh such that supp(vh) ⊂ O1
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we have
‖u− uh‖0,O0 ⩽ κ0

hq‖u‖q,O1 + ‖u− uh‖−p,O0

‖u− uh‖1,O0 ⩽ κ0

hq−1‖u‖q,O1 + ‖u− uh‖−p,O0

∀h ∈]0, h0[, ∀q = 1 . . . k.
Here is a proposition that generalizes the results of Lemma 5.2 providing local estimates in energy norm up to the outer
boundary of the domain.
Lemma A.1. Let k be the order of finite elements used for discretization. Take r0 > 0 such that Dr0 ⊂ Ω , where Dr is the disk of
center 0 of radius r. If the assumptions A1–A3 are satisfied, there exist constants κ0 > 0 independent of ε and h such that
‖Dh(Ψ ε)‖1,Ω\Dr0 ⩽ κ0| ln ε|h
k and ‖Dh∗(Ψ ε)‖1,Ω\Dr0 ⩽ κ0| ln ε|h
k ∀ε, h ∈]0, 1[.
Proof. We only prove the estimate related to Dh(Ψ ε), since very similar arguments would provide the result for Dh∗(Ψ ε).
Recall that according to Section 5.1, we have Ψ ε in a neighborhood of Γ . Using Lemma 5.2 and a suitable cut-off function if
necessary, wemay assume that r0 > 0 is chosen large enough to guaranty thatΨ ε = 0 onΩ \Dr0/3. Let us set ϕεh = Πh(Ψ ε),
and introduce a C∞ cut-off function χˆ : Ω → [0, 1] such that χˆ(x) = 0 if |x| < r0/3 and χˆ(x) = 1 if |x| > r0/2. Observe
thatΠh(χˆϕεh) coincide with ϕ
ε
h inΩ \ Dr0 . As a consequence, using the uniform inf–sup condition given by Lemma 4.1 with
V = Vh, we have
‖Dh(Ψ ε)‖1,Ω\Dr0 ≤ ‖Πh(χˆϕ
ε
h)‖1,Ω ≤ sup
vh∈Vh
a

Πh(χˆϕ
ε
h), vh

‖vh‖1,Ω . (52)
We provide an upper bound a

Πh(χˆϕ
ε
h), vh

. Denote O = Dr0/2 \ Dr0/3. Observe that supp

Πh(χˆvh) − χˆvh
 ⊂ O for any
vh ∈ Vh. Besides supp(∇χˆ) ⊂ O. As a consequence, since ϕεh ∈ Vh, we see that there exists a constant κ > 0 independent
of ε, h such thataΠh(χˆϕεh), vh ≤ a(Id−Πh)(χˆϕεh), vh+ aϕεh, (Id−Πh)(χˆvh)+ a( χˆϕεh, vh)− a(ϕεh, χˆvh)
≤ κ‖ϕεh‖1,O‖vh‖1,Ω . (53)
Since ϕεh = Dh(Ψ ε) in O, there exists a constant κ ′ > 0 such that ‖ϕεh‖1,O ≤ κ ′hk| ln ε| according to Lemma 5.2. Plugging
this into estimate (53) and then in (52), we obtain the desired result. 
Here is also a technical proposition used in Section 5.2 that shows that the additional shape function Ψ ε is not well
approximated by functions from Vh.
Proposition 5.1. Under assumptions A1–A3 there exists κ > 0 independent of h (and consequently also independent of ε) such
that
κ < ‖Dh(Ψ ε)‖1,Ω and κ < ‖Dh∗(Ψ ε)‖1,Ω ∀h ∈]0, 1[.
Proof. During this proof k ∈ Nwill refer to the order of our finite element method. We give only the proof in the case of Pk
finite elements, but similar arguments would hold with Qk finite elements.
According to the definition of h given by (24), for any h ∈]0, 1[ there exists K ∈ Th such that K ⊂ {x ∈ Ω s.t. h < |x| < 4h}.
For each h, let us choose one such K that we denote K(h). In order to show the desired result it is sufficient to show that
there exists κ0 > 0 independent of h such that∫
K(h)
|∇Dh(Ψ ε)|2dx > κ0 ∀h ∈]0, 1[.
At the beginning of Section 4 we introduced for each K ∈ Th a bijection FK : Kˆ → K where Kˆ is a reference triangle. This
application is of the form FK = (F xK , F yK ) ∈ Pk × Pk. In the sequel we denote xˆ an arbitrary point of Kˆ . By definition, there
always holds h < |FK (xˆ)| < 4h. Using the change of variables induced by FK and the explicit expression ofΨ ε given by (34),
we see that it suffices to show the existence of κ1 > 0 independent of h such that
inf
Q∈Pk
∫
Kˆ
 FαK(h)(xˆ)|FK(h)(xˆ)|2 − Q (xˆ)

2
|Jac(FK(h))| dxˆ > κ1 ∀h ∈]0, 1[, α = x, y. (54)
We will show such a uniform inequality only for α = x, as the proof is nearly the same for α = y. In the above inequality
Jac(FK(h)) refers to the determinant of the Jacobian matrix associated to FK . For proving (54), we proceed by contradiction.
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Assume that there exists a sequence hn → 0 (with associated triangle rewritten Kn := K(hn)) and a sequence of polynomials
Qn ∈ Pk with maximum degree k such that∫
Kˆ
 F xKn(xˆ)|FKn(xˆ)|2 − 1hnQn(xˆ)
2 |Jac(FKn)| dxˆ −−−→n→∞ 0. (55)
We know from [30] that there exists κ2 > 0 independent of h such that |Jac(FK(h))| > κ h2 for any h ∈]0, 1[which implies∫
Kˆ
 F xKn(xˆ)|FKn(xˆ)|2 − 1hnQn(xˆ)
2 |Jac(FKn)| dxˆ > κ2 ∫
Kˆ
hnF xKn(xˆ)|FKn(xˆ)|2 − Qn(xˆ)
2 dxˆ.
Since supKˆ |FKn/hn| < 4 we conclude that the sequence FKn/hn is bounded in Pk × Pk. Since this space is of finite dimension,
we can assume that FKn/hn converges toward a limit F∞ ∈ Pk × Pk, extracting a subsequence if necessary. By continuity we
have 1 < F∞(xˆ) < 4, ∀xˆ ∈ Kˆ , which implies in particular that F∞ does not vanish on Kˆ . In the same manner, ‖Qn‖0,Kˆ stays
bounded as n →∞, indeed we have
‖Qn‖0,Kˆ ⩽ 2
∫
Kˆ
hnF xKn(xˆ)|FKn(xˆ)|2 − Qn(xˆ)
2 dxˆ+ 2 ∫
Kˆ
hnF xKn(xˆ)|FKn(xˆ)|2
2 dxˆ.
Since Qn ∈ Pk, ∀n ∈ N and Pk has finite dimension we can also assume, extracting a subsequence if necessary, that Qn
converges toward a limit Q∞ ∈ Pk. Then according to (55) we must have∫
Kˆ
 F x∞(xˆ)|F∞(xˆ)|2 − Q∞(xˆ)
2 dxˆ = 0⇒ F x∞|F∞|2 = Q∞.
Suppose first that Q∞ is not a constant. This leads to a contradiction since
|F x∞(xˆ)|
|F∞(xˆ)|2 −−−→|xˆ|→∞ 0 and |Q∞(xˆ)| −−−→|xˆ|→∞ ∞.
Assume now that Q∞ is constant, then this implies that F∞ is a constant itself, and this leads to another contradiction since,
as n →∞, we have |Jac(F∞)| > κ2 > 0. In conclusionwe necessarily obtain a contradiction, which concludes the proof. 
Here is also a technical result that we need in order to study the sign of the theoretical formula that we provide for the
critical value of Holland–Simpson’s parameter.
Lemma A.2. Assume that A1–A3 are satisfied. There exists a constant κ0 > 0 independent of h such that for any h ∈]0, 1[ bε

Dh(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 − 1 ⩽ κ0h| ln h| and
 bε

Dh∗(Ψ ε)

a

Dh(Ψ ε),Dh∗(Ψ ε)
 − 1 ⩽ κ0h| ln h|.
Proof. We only prove the first estimate, since the proof for the second estimate follows nearly the same lines. Observe that
we have a(Dh(Ψ ε),Dh∗(Ψ ε)) = a(Dh(Ψ ε),Ψ ε). Applying a Green formula overΩε yields
2πbε

Dh(Ψ ε)
 = aDh(Ψ ε),Dh(Ψ ε)+ 2 ∫
Ω
Dh(Ψ ε)∇χ · ∇ ln |x|dx+
∫
Ω
ln
 |x|
ε

1χ + ω2χDh(Ψ ε)dx.
Since |a(Dh(Ψ ε),Dh∗(Ψ ε))| is bounded from below according to (40), there only remain to properly estimate the last two
terms in the right hand side above. First, note that there exists a constant κ > 0 such that | ln(|x|/ε)| ⩽ κ| ln ε| for all x ∈ Ω .
Then, the conclusion is obtained by using Lemmas 5.1 and 5.2 and the fact suppχ excludes a fixed neighborhood of 0. 
References
[1] R. Holland, L. Simpson, Implementation and optimization of the thin-strut formalism in threde, IEEE Trans. Nucl. Sci. 27 (1980) 1625–1630.
[2] R. Holland, L. Simpson, Finite-difference analysis of EMP coupling to thin struts and wires, IEEE Trans. Electromagn. Compat. EMC-23 (1981) 83–97.
[3] J.P. Bérenger, A multiwire formalism for the FDTD method, IEEE Trans. Electromagn. Compat. 42 (2000) 257–264.
[4] F. Edelvik, A new technique for accurate and stable modeling of arbitrarily oriented thin wires in the FDTDmethod, IEEE Trans. Electromagn. Compat.
45 (2) (2003) 416–423.
[5] J. Paul, C. Christopoulos, D. Thomas, X. Liu, Time-domain modeling of electromagnetic wave interaction with thin-wires using TLM, IEEE Trans.
Electromagn. Compat. 47 (3) (2005) 447–455.
[6] K. Umashankar, A. Taflove, B. Beker, Calculation and experimental validation of induced currents on coupled wires in an arbitrary shaped cavity, IEEE
Trans. Antennas and Propagation AP-35 (11) (1987) 1248–1257.
[7] F. Collino, F. Millot, Fils et méthodes d’éléments finis pour les équations de Maxwell. Le modèle de Holland revisité, Tech. Rep. 3472, Inria, 1998.
[8] M. Bourlard, M. Dauge, M.-S. Lubuma, S. Nicaise, Coefficients of the singularities for elliptic boundary value problems on domains with conical points.
III. Finite element methods on polygonal domains, SIAM J. Numer. Anal. 29 (1) (1992) 136–155.
4438 X. Claeys, F. Collino / Journal of Computational and Applied Mathematics 235 (2011) 4418–4438
[9] P. Ciarlet Jr., B. Jung, S. Kaddouri, S. Labrunie, J. Zou, The Fourier singular complement method for the Poisson problem. I. Prismatic domains, Numer.
Math. 101 (3) (2005) 423–450.
[10] E. Jamelot, Résolution des équations de Maxwell avec des éléments finis de Galerkin continus, Ph.D. Thesis, Ecole Polytechnique, 2005.
[11] X. Claeys, F. Collino, Augmented Galerkin schemes for the numerical solution of scattering by small obstacles, Numer. Math. 116 (2) (2010) 243–268.
[12] S.C. Hagness, A. Taflove, S.D. Gedney, Finite-difference time-domain methods, in: Handbook of Numerical Analysis. Vol. XIII, in: Handb. Numer. Anal.,
vol. XIII, North-Holland, Amsterdam, 2005, pp. 199–315.
[13] W.P. Carpes Jr., G.S. Ferreira, A. Raizer, L. Pichon, A. Razek, TLM and FEM methods applied in the analysis of electromagnetic coupling, IEEE Trans.
Magn. 36 (4) (2000) 982–985.
[14] A. Ruddle, D. Ward, R. Scamuzza, V. Trenkic, Developments of thin wire models in TLM, in: IEEE Int. EMC Symp., vol. 2, 1998, pp. 196–201.
[15] G. Ledfelt, Hybrid time-domain methods and wire models for computational electromagnetics, Ph.D. Thesis, KTH, Stockholm, March 2001.
[16] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge University Press, Cambridge, 2000.
[17] D. Givoli, Nonreflecting boundary conditions, J. Comput. Phys. 94 (1) (1991) 1–29.
[18] X. Claeys, H. Haddar, P. Joly, Etude d’un problème modèle pour la diffraction par des fils minces par développements asymptotiques raccordés. cas
2-d, Research Report 5839, INRIA, 2006.
[19] Il’in, Matching of Asymptotic Expansions of Solutions of Boundary Value Problems, in: Translation of Mathematical Monographs, vol. 102, American
Mathematical Society, 1992.
[20] V. Maz’ya, S. Nazarov, B. Plamenevskii, Asymptotic Theory of Elliptic Boundary Value Problems in Singularly Perturbed Domains. Vol II, in: Operator
Theory: Advances and Applications, vol. 111, Birkhäuser Verlag, 2000.
[21] X. Claeys, Analyse asymptotique et numérique de la diffraction d’ondes par des fils minces, Ph.D. Thesis, Université de Versailles, Saint, Quentin-en,
Yvelines, 2008.
[22] R. Glowinski, T.-W. Pan, J. Périaux, A fictitious domain method for Dirichlet problem and applications, Comput. Methods Appl. Mech. Engrg. 111 (3–4)
(1994) 283–303.
[23] F. Collino, P. Joly, F. Millot, Fictitious domainmethod for unsteady problems: application to electromagnetic scattering, J. Comput. Phys. 138 (2) (1997)
907–938.
[24] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, in: Classics in Applied Mathematics, vol. 40, Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, PA, 2002.
[25] M.E. Taylor, Partial Differential Equations. I. Basic Theory, in: Applied Mathematical Sciences, vol. 115, Springer-Verlag, New York, 1996.
[26] N. Lebedev, Special Functions and their Applications, Dover Publications, 1972.
[27] S. Tordeux, Méthodes asymptotiques pour la propagation des ondes dans les milieux comportant des fentes, Ph.D. Thesis, UVSQ-Universite de
Versailles Saint, Quentin-en, Yvelines, 2004.
[28] J.A. Nitsche, A.H. Schatz, Interior estimates for Ritz–Galerkin methods, Math. Comput. 28 (1974) 937–958.
[29] F. Brezzi, M. Fortin, Mixed and Hybrid Finite Element Methods, in: Springer Series in Computational Mathematics, vol. 15, Springer-Verlag, New York,
1991.
[30] V. Girault, P.-A. Raviart, Finite Element Methods for Navier–Stokes Equations. Theory and Algorithms, in: Springer Series in Computational
Mathematics, vol. 5, Springer-Verlag, Berlin, 1986.
