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Palavras Chave Openstack, 5G, NFV, VIM, VM, SDN, Cloud Computing
Resumo Duas das tecnologias mais faladas na indu´stria de redes nos dias de hoje
sa˜o as Redes Definidas por Software (SDN) e a Virtualizac¸a˜o das Func¸o˜es
de Rede (NFV), cujo funcionamento e´ suportado por tecnologias de gesta˜o
de virtualizac¸a˜o de infraestruturas. Nesta dissertac¸a˜o, uma das tecnologias
usadas foi o Openstack, responsa´vel pela criac¸a˜o e gesta˜o de nuvens pu´blicas
e privadas. Neste contexto, esta dissertac¸a˜o apresenta o resultado de uma
extensa ana´lise do impacto das caracter´ısticas e configurac¸o˜es de diferentes
tipos de ma´quinas virtuais, nos tempos de instanciac¸a˜o associados. Os
resultados mostram que, para as va´rias imagens testadas, os tempos de
instanciac¸a˜o diferem tendo em conta o tamanho e a complexidade dessas
mesmas imagens.

Keywords Openstack, 5G, NFV, VIM, VM, SDN, Cloud Computing
Abstract Two of the most talked technologies nowadays in the networking industry
are Software Defined Networks (SDN) and Network Function Virtualiza-
tion (NFV), whose functioning is supported by virtualization infrastructure
management technologies. In this dissertation, one of the technologies that
was studied was Openstack, responsible for the creation and management
of public and private clouds. In this context, this dissertation presents an
extended analysis of the impact of the characteristics and configurations
for different types of virtual machines, in the associated instantiation times.
The results show that, for the different tested images, the instantiation
times differ with the size and complexity of those images.
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Chapter 1
Introduction
This chapter provides the motivation for the development of this dissertation, as well as
its objectives. It also describes the document organization.
1.1 Motivation
5G is the fifth generation of mobile technologies, delivering a higher broadband, low
latencies and improved networking, when compared to previous mobile generations such as
Third Generation of Mobile Networks (3G) or Fourth Generation of Mobile Networks (4G).
These features will drastically change not only upcoming technology, but also society, both
economically and also the way we live our daily lives. The impact of 5G is so big that it
is estimated that in 2035, the full economic benefit of 5G could produce 12.3 trillion dollars
worth of goods and support up to 22 million jobs [1].
For the development of 5G, new technologies are starting to emerge. Two of the most
important technologies are Software Defined Networking (SDN) and Network Functions Vir-
tualization (NFV). Through a programmable and virtualized network, the combination of
SDN and NFV can be vital to future networks, since both of them provide huge scalability
and flexibility. With the complete virtualization of networks, the number of users could be
massive, transforming the way we see communications throughout the world.
NFV Management and Orchestration (NFV MANO) is a framework developed by ETSI
that intends to manage and orchestrate NFV technologies. This framework is divided in
3 blocks that will be detailed later in this thesis. One of those blocks is the Virtualized
Infrastructure Manager, also known as Virtual Infrastructure Manager (VIM). VIMs are
important for the development of NFV since they are responsible for managing the physical
resources capable of deploying network services.
This thesis addresses Openstack, an open-source hypervisor, assessing instantiation times
for different instances with different settings. These settings will be modified and then com-
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pared to discuss several aspects when instantiating virtual machines.
1.2 Objectives
The main goal for this dissertation is to assess virtual machines instantiation performance
using VIM. With this goal in mind, the presented dissertation has the following objectives:
• Study the state of the art for 5G technologies such as NFV MANO.
• Describe Openstack and the impact as a VIM.
• Implement a script that allows to measure instantiation times for different instances.
• Compare instantiation times for different virtual machines.
1.3 Master thesis layout
The remainder of the master thesis is organized as follows:
• Chapter 2 - State of the Art - It discusses the related work and positions the contribu-
tions of this work;
• Chapter 3 - Implementation - It provides the implementation and integration of the
proposed solutions.
• Chapter 4 - Evaluation - It evaluates the implemented solutions and analyzes the results.
• Chapter 5 - Conclusions - It presents this dissertation’s conclusions and future work.
2
Chapter 2
State of the art
2.1 Introduction
This chapter focuses on providing an overview of the concepts needed to better understand
this dissertation. Section 2.2 presents 5G, the fifth generation of mobile technologies and some
of the most important technologies to this new generation. Section 2.3 presents the concept
of Cloud Computing, as well as some of its key characteristics. Section 2.4 presents SDN,
providing its architecture and some of the existing technologies that support SDN. Section
2.5 approaches NFV and the detailed ETSI NFV architecture, also discussing NFV MANO.
Section 2.6 discusses Openstack and the most important projects in this software. Finally,
Section 2.7 presents the chapter considerations.
2.2 5G
Each generation of mobile networks brings a significant milestone that develops mobile
communications and benefits greatly their users, introducing improvements in the network
architecture. The fifth generation of mobile networks, unlike previous generations where the
main focus was on ensuring connectivity, aims to take mobile networking to the next level,
by also providing connected experiences from the cloud to clients [2].
Upcoming 5G network architectures will be mainly defined by software platforms, where
network functionalities are entirely managed through software instead of hardware. Figure
2.1 shows some of the key characteristics for 5G.
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Figure 2.1: 5G key characteristics
[3]
As mentioned previously, 5G technologies have to be able to support a number of services
and industries with an enormous diversity of needs and different use cases. The requirements
needed to satisfy this amount of services can’t be addressed by today’s networks. Flexibility
and programmability are required to create future virtual networks, and technologies like
Software Defined Networks (SDN) and Network Function Virtualization (NFV) can suit the
needs of multiple virtual networks for any use case [4].
2.3 Cloud Computing
The name Cloud Computing started to be used when the cloud symbol was popular-
ized to describe Internet. One of the definitions for Cloud Computing was introduced by
the National Institute of Standards and Technology (National Institute of Standards and
Technology (NIST)): ”Cloud computing is a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g., networks,
servers, storage, applications, and services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction. This cloud model is composed of
five essential characteristics, three service models, and four deployment models.” [5]. In other
words, Cloud Computing delivers on-demand computing resources over the Internet, where
companies only pay for what they use, providing efficiency in Information Technology (IT)
service delivery.
The essential characteristics of Cloud Computing are defined by NIST as follows:
• On-demand self-service - Users have the possibility of automatically reserving resources
to their needs, without any sort of human interaction.
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• Broad network access - The resources from the cloud are available in the network and
their access is possible through mechanisms that support a variety of devices (e.g.,
mobile clients, laptops, workstations, etc.).
• Resource pooling - Resources must be ready to be accessed by multiple users using a
multi-tenant model. The virtual and physical resources must be assigned matching the
consumer demand. The user has the perception that the resources available to him are
infinite, and does not know the exact location of those same resources.
• Rapid elasticity - Resources must be able to be scaled according to the users needs and
must be assigned and/or reassigned dynamically at any time.
• Measured service - Resource usage must be automatically controlled and optimized by
cloud systems, providing transparency to both the consumer and the provider of the
service.
The Cloud Computing paradigm is also divided in service models. These models can be
seen in Figure 2.2. This division is also defined by NIST as follows:
• Software as a Service (Software as a Service (SaaS)) - Allows the user to have the
capability of using the provider’s applications running on a cloud infrastructure. This
cloud infrastructure is all of the hardware and software needed to enable the essential
characteristics discussed earlier to deploy Cloud Computing. Users can only adjust
some settings related to their specific application.
• Platform as a Service (Platform as a Service (PaaS)) - Users are allowed to deploy
onto the cloud infrastructure consumer-created or acquired applications created using
programming languages, libraries, services, and tools supported by the provider. These
users only have the ability of controlling their application, and some other settings where
that application is being executed.
• Infrastructure as a Service (Infrastructure as a Service (IaaS)) - IaaS is the capability
provided to the consumer to provision key computing resources where the consumer is
able to deploy and run software, which can include operating systems and applications.
The consumer can control their software, but can only access some settings such as
network configurations.
5
Figure 2.2: Cloud Computing Models
[6]
The Cloud Computing concept was divided by NIST in four different models of deploy-
ment, and they are defined as follows:
• Private cloud - A private cloud is built to be used by a single organization/company with
multiple users. Only users like employees or managers of those organizations/companies
are allowed to access this cloud.
• Community cloud - A community cloud is used by organizations/companies with shared
concerns (e.g., mission, security requirements, policy, and compliance considerations).
• Public cloud - A public cloud can be used by the general public, and is usually owned,
managed, and operated by a business, academic, or government organization, or some
combination of them.
• Hybrid cloud - Lastly, the hybrid cloud is the combination of two or more clouds that
were talked previously. This cloud infrastructure can then be private or public, accord-
ing to the specified settings.
2.4 SDN
As discussed previously, 5G network architectures will be mainly defined by software
platforms. One of the key building blocks for these networks is Software-Defined Networking
(SDN). SDN is a dynamic and adaptable architecture that decouples the network control
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plane from the data/forwarding plane, turning the network into an entity that is completely
programmable. The decoupling of these two planes allows networks to be more manageable
and agile, where the behavior of the network equipments is entirely controlled through a
logically centralized SDN controller [7]. All of these features allow networks to better adapt
to more dynamic environments, something important for future 5G architectures [8].
2.4.1 SDN Architecture
The SDN architecture is built to centralize the network intelligence, abstracting the net-
work infrastructure from the applications, due to the fact that the control plane is decoupled
from the data/forwarding plane. This decoupling provides a higher scalability, increasing
network control, and allowing enterprises and carriers to build extremely flexible networks
[9].
This architecture is visible in figure 2.3, and is divided by 3 different layers: the application
layer, the control layer (control plane), and the infrastructure layer (data plane). There are
also two types of interfaces: the northbound interface and the southbound interface. The
northbound interface is located between the application layer (north) and the control layer,
and the southbound interface is located between the control layer and the infrastructure layer
(south).
Figure 2.3: SDN architecture and layers
[10]
2.4.1.1 Application layer
The application layer is where services and applications are located. SDN applications
define the network behavior, and provide end-to-end solutions for enterprises and data centre
networks. These applications communicate through the application-controller plane interface,
both network requirements and some management functions [11].
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2.4.1.2 Control layer
The control layer is responsible for making the applications requests, deciding how pack-
ets are forwarded by network devices. This layer also gives constant updates of the routing
table, and does the configuration and management of the system. Both the northbound and
southbound interface are connected to the control plane. The northbound interface communi-
cates with the application layer and the protocols used for this interface are Representational
State Transfer (REST)ful Application Programming Interface (API)s of SDN controllers.
The southbound interface communicates with the infrastructure layer, and is realized with
southbound protocols, such as Openflow or Netconf [12].
2.4.1.3 Infrastructure layer
The infrastructure layer (data/forwarding plane) is the layer that handles traffic. The data
and control planes are decoupled, meaning that the control plane gives network administrators
the opportunity to easily manage how routers and switches of the data plane handle the users
traffic. Through the southbound interface, communication between the control plane and
data plane is made by protocols. Some of the southbound protocols used are Openflow or
NetConf.
2.4.2 SDN Projects
• Openflow - Openflow is the flagship of the Open Networking Foundation (Open Net-
working Foundation (ONF)), and is widely regarded by many as the first SDN standard.
Openflow was originally created in 2008 for researchers, and with the hability of running
experimental protocols in various networks. Openflow is used as the interface between
the control layer and network devices (infrastructure layer), providing a centralized
overview of all the events that occur throughout the network [13].
• OpenDayLight - The OpenDayLight project (OpenDayLight (ODL)) was created by
the Linux Foundation. The main goal of this open-source project is to enhance SDN,
deploying a SDN controller, that allows users to customize the controller to their specific
needs. In another words, ODL allows their users to deploy SDN as they please, reducing
operational complexity and enabling new services and capabilities [14].
• Open Network Operating System (ONOS) - The Open Network Operating System
(ONOS) is an open-source project hosted by Linux Foundation. ONOS is a SDN con-
troller designed to meet the requests of operators, providing both configuration and
real-time control of the network [15].
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• Floodlight - The Floodlight SDN controller is a Java-based Openflow controller. This
controller is good for developers for two reasons: the controller is written in Java and
software is easy to adapt, working in various environments [16].
• Open vSwitch - Open vSwitch (OVS) offers a virtual switch, with Openflow being the
protocol used to control traffic. OVS is key in SDN deployments, as it offers a virtual
switch that ties together all the Virtual Machine (VM)s within a hypervisor instance
on a specific server [17].
2.5 NFV
The main idea of NFV is to virtualize network functions, decoupling network functions
from dedicated hardware such as routers or firewalls and enabling those functions on VMs
(Virtual Machines). This provides a higher degree of flexibility, given that network functions
can now be instantiated at anytime [18].
As network functions are virtualized, NFV has the opportunity to reduce both Capital
Expenses (CAPEX) (Operating Expenses) and Operating Expenses (OPEX) (Operating Ex-
penses), facilitating the deployment of new services and also create favorable OPEX and
CAPEX prospects. This happens because companies don’t have to purchase proprietary
hardware, which means that time-to-market is greatly reduced [19].
NFV shows some differences in which network services provisioning is done in comparison
to current practices. ETSI, also known as European Telecommunication Standards Insti-
tute, is an independent standardization organization, responsible for developing standards
for information and communications technologies (Information and Communications Tech-
nology (ICT)) in Europe [20]. The differences mentioned above, where listed by ETSI as
follows:
• Decoupling software from hardware: As the network elements are no longer a composi-
tion of integrated hardware and software entities, the evolution of both is independent
of each other. This enables the software to progress separately from the hardware, and
vice versa.
• Decoupling software from hardware: As the network elements are no longer a composi-
tion of integrated hardware and software entities, the evolution of both is independent
of each other. This enables the software to progress separately from the hardware, and
vice versa.
• Dynamic scaling: The decoupling of the functionality of the network function into
instantiable software components provides greater flexibility to scale the actual Virtual
Network Function (VNF) performance in a more dynamic way and with finer granularity,
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for instance, according to the actual traffic for which the network operator needs to
provision capacity.
Even though NFV presents a number of advantages by running functions with virtualized
resources (e.g flexibility, scaling), it’s important to point out that it is still possible that
functions are running on virtualized resources and physical resources at the same time.
2.5.1 ETSI NFV/Architecture
ETSI defined the NFV architecture with 3 key elements: NFV Management and Orches-
tration (NFV MANO), Network Functions Virtualization Infrastructure (Network Functions
Virtualization Infrastructure (NFVI)) and the VNFs and services [21]. These elements are
shown in Figure 2.4.
Figure 2.4: ETSI-NFV architectural framework
[22]
2.5.1.1 Network Functions Virtualization Infrastructure
NFVI is the combination of software and hardware resources needed to create an envi-
ronment capable of running VNFs. Many of the VNFs are in the form of virtual machines,
and this is where it can be found physical servers, storage, networking, and the virtualiza-
tion layer (also known as hypervisors). Physical resources consist of computing hardware,
storage and network that provide processing, storage and connectivity to VNFs. As for the
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virtual resources, they are an abstraction of computing, storage and network resources. The
hypervisors mentioned previously are used to virtualize network functions, decoupling these
functions from software/hardware they run on [23].
2.5.1.2 Virtual Network Functions and Services
To better understand what a Virtual Network Function (VNF) is, we must look first at
what is a network function (Network Function (NF)). A NF is a functional block that com-
poses a network infrastructure, with well-defined external interfaces and functional behaviour.
Viewing a network function in a practical way, a NF is often a network node. A VNF is noth-
ing more than a NF that is deployed with virtual resources. VNFs can be deployed in several
VMs, and inside each VM is hosted a single component of the VNF. It is also possible that
the entire VNF is deployed in one single VM [24].
2.5.1.3 Network Function Virtualization Management and Orchestration
The NFV MANO is responsible for providing the functionalities to provision and configure
VNFs. NFV MANO has 3 main blocks, each of them with a different interaction with VNFs:
Network Function Virtualization Orchestrator (Network Function Virtualization Orchestrator
(NFVO)), Virtual Network Function Manager (Virtual Network Function Manager (VNFM))
and Virtual Infrastructure Manager (VIM) [25]. The blocks are described as follows:
• NFVO - The NFVO is responsible for orchestrating and managing the lifecycle of the
NFVI and the virtual and physical resources.
• VNFM - VNF Manager performs the management of the life-cycle of VNFs (e.g. in-
stantion, scaling, update, termination, etc). VNFM can be deployed to one or multiple
VNF instance(s).
• VIM - VIM is a specific block responsible for the control and management of the NFVI
resources such as compute, storage or network. VIMs can be instantiated in a network
multiple times, managing failure information, capacity planning and optimization.
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Figure 2.5: SDN and NFV combined
[26]
2.5.2 Open Source Mano
Open Source Mano (OSM), better known as Open Source Mano, delivers an ETSI-hosted
open source management and orchestration (Management and Orchestration (MANO)) com-
munity project, where the primary goal is to provide a MANO stack that pretends to meet
the requirements specified by commercial NFV networks [27].
OSM intends to follow ETSI NFV reference architecture in terms of features and building
blocks. As talked about previously, ETSI NFV architectural framework is constituted by two
very important components: the NFV orchestrator and the VNF Manager. Through projects
like OSM, open-source software eases the implementation of ETSI architectures aligned with
NFV. As ETSI OSM is well complemented by ETSI NFV, this allows for a higher level of
innovation and maximizes time to market. OSM is currently on release 6. This recent release
has brought newer capabilities, a better management of complex services and as a wider range
of technologies supported by this open-source software.
2.6 Openstack
Openstack is an open-source software used to build and manage computing platforms
for public, private and hybrid clouds. It is owned by Openstack Foundation, an entity that
provides the support needed to keep Openstack running and performing. This open source
software was originally designed by National Aeronautics and Space Administration (NASA)
and Rackspace [28].
Openstacks’s official projects are written in Python and they can be run in Linux systems.
In reality, Openstack is not a software in itself, but more a set of components and services,
where each has a well defined functionality.
This open source software is defined by a series of projects that control large pools of
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computing, storage, and also network resources in a data center while managing through a
dashboard. Openstack has several core components, each of them important for the modular
architecture that defines this software:
• Horizon - Horizon is a simple modular web interface, providing a user interface for
cloud infrastructure management, allowing administrators and users to access a graphic
interface easy to deploy.
• Keystone - This is a centralized service that provides a way of account management,
authentication and permission of access to services. It is integrated with other authen-
tication services such as Lightweight Directory Access Protocol (LDAP) (Lightweight
Directory Access Protocol), authentication multi-factor, token authentication and even
Kerberos.
• Nova - This component is responsible for managing the processing resources of the
platform such as Random Access Memory (RAM) or Central Processing Unit (CPU).
Nova is key to manage the life-cycle of the users VMs, controlling the creation, execution
and termination of each VM through drivers that communicate with the virtualization
layer where we can find hypervisor technologies such as Kernel-based Virtual Machine
(Kernel-based Virtual Machine (KVM)), VMware solutions, Xen, Hyper-V and Linux
Containers (LXC).
• Glance - Glance does the image management in Openstack, allowing the registration
of new images and providing those same images to Nova to create VMs. These images
can be viewed as templates to create new VMs. Glance has a user REST API that
does the search and transfer of images when VMs are created. Glance supports a lot of
image formats, such as Raw, VirtualBox (V (VDI)), VMWare (Virtual Machine Disk
(VMDK), Open Virtualization Format (OVF)), Hyper-V (Virtual Hard Disk (VHD)),
and Qemu/KVM (qcow2) virtual machine images.
• Neutron - To manage networks and Internet Protocol (IP) addresses in Openstack,
Neutron is the component responsible for that. Neutron allows users to create IP
networks with diverse topologies, connecting each of the VMs and delivers management
IP services such as Dynamic Host Configuration Protocol (Dynamic Host Configuration
Protocol (DHCP)). Devices and servers can then be connected to one or more networks.
• Swift - Swift is a storage system highly scalable that deploys data and non-structured
objects through an API RESTful. Swift has the ability of saving and replicating infor-
mation through various servers, providing high data redundancy.
• Cinder - OpenStack Cinder delivers a block-storage service that is responsible for the
management of virtual hard drives within the infrastructure. Cinder does the creation,
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association and dissociation of blocks. The entire management of information can be
managed by the user, integrating block storage volumes with Dashboard and Nova.
• Ceilometer - This component as emerged with Openstack Havana and it deploys services
to manage several infrastructures. Ceilometer is responsible for monitoring notifications
from services that already exist, so that any sort of developer can collect and configure
data as they want.
• Heat - Heat implements an orchestration engine to multiple composite cloud applications
based on templates in the form of text files. To orchestrate the applications, Heat uses
both an OpenStack-native REST API and a CloudFormation-compatible Query API.
2.6.1 Devstack
Devstack is a series of scripts that offers a complete Openstack environment, with smaller
system requirements and easier to deploy. The main purpose is to develop Openstack in a
single machine in a faster way, allowing users to develop solutions on top of it. Devstack
makes significant changes to the system in the installation process, and should only be run
on servers or virtual machines that are exclusively dedicated to it [29].
2.7 Chapter considerations
This chapter provided the state of the art for the remainder of the thesis. It was provided
an overall view on 5G, and introduced some concepts such as Cloud Computing, SDN and
NFV. For SDN and NFV, both their architectures were described and detailed for a bet-
ter understanding of the impact that they will have in upcoming 5G network architectures.
Openstack was also presented, as well as the most important projects of this software.
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Chapter 3
Implementation
3.1 Introduction
This chapter describes with more detail the implementation to measure the VM instan-
tiation delay in Openstack. Section 3.2 describes the Openstack services most used and how
they interact with each other. Section 3.3 describes how an instance is launched in Open-
stack. Section 3.4 provides the system specification and settings.Section 3.5 characterizes the
network necessary to measure the instantiation times. Section 3.6 describes the script and
the method to calculate instantiation times. Section 3.7 presents the chapter summary and
considerations.
3.2 Openstack Services
Although Openstack services have been previously discussed in the chapter ”State of the
Art”, it is important to detail how these services work and interact between each other, in
particular, when an instance is launched in Openstack. The services that are going to be
explained in further detail are: Nova, Neutron, Keystone, Glance and Horizon.
3.2.1 Openstack Nova
Openstack Nova, also known as Openstack Compute, is a component developed for users
to create, manage, and destroy virtual servers. In another words, Nova provides access on-
demand to computing resources, while provisioning and managing large networks of vir-
tual machines. This Openstack project supports the creation of virtual machines, baremetal
servers and has limited support for system containers. Nova is engaged with virtualization
technologies such as VMware, KVM, Hyper-V Hypervisor, Xen, Virtuozzo, and Linux con-
tainer technologies (more specifically LXD and LXC). Most Openstack Nova installations
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only use one hypervisor. These hypersivors are supported by Openstack Nova, and can be
defined as follows:
• VMWare vSphere - vSphere Hypervisor is a bare-metal supervisor used to virtualize
servers. This virtualization platform (formerly known as VMWare Infrastructure) in-
cludes two main components: VMWare ESXi and the VMWare vCenter server. ESXi is
a type 1 (bare-metal) hypervisor that abstracts multiple resources into virtual machines.
As for the VMWare vCenter server, this server allows to manage the entire infrastruc-
ture of the vSphere. VMWare vSphere runs VMware-based Linux and Windows images
through a connection to the vCenter server.
• Virtuozzo - This platform provides a hypervisor, capable of hosting virtual machines.
Virtuozzo provides an OS virtualization layer that is responsible for providing support
for running containers. These containers are easy to use, managing physical resources
much more dinamically. Figure 3.1 shows some aspects of the Virtuozzo architecture.
Figure 3.1: Virtuozzo OS Virtualization
[30]
• Xen - The Xen Project is a type 1 (bare-metal) hypervisor, available as an open-source
software. This hypervisor uses libvirt as a management interface into Openstack Nova,
running virtual machines such as Linux, Windows, FreeBSD and NetBSD. Xen is unique
because the hypervisor doesn’t have any device drivers, keeping domains/guests isolated.
In Xen, ”Dom0”, or Domain 0, is the initial and privileged domain started by the Xen
hypervisor on boot. This domain is responsible for managing the ”DomU” unprivileged
domains. Figure 3.1 presents the XEN architecture.
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Figure 3.2: XEN Architecture
[31]
• Hyper-V - Hyper-V is a type-1 native hypervisor designed by Microsoft, used to run
Windows, Linux, and FreeBSD virtual machines. The hypervisor, a core component of
Hyper-V, is a layer of software between the hardware and the operating system. The
hypervisor allows multiple systems to run without interfering with the processes in other
virtual machines. In Figure 3.3, the Hyper-V architecture is represented.
Figure 3.3: Hyper-V Architecture
[32]
• KVM - KVM is a full virtualization platform for Linux on x86 hardware containing
virtualization extensions. This technology converts Linux into a type-1 hypervisor.
KVM is a part of the Linux kernel, with Red Hat Enterprise Linux (RHEL) including
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KVM since version 5.4. With KVM, it is possible to run multiple virtual machines with
Linux or Windows images. Each virtual machine has private virtualized hardware like
network cards, disks and graphics adapters.
• LXC - LXC represents Linux Containers, that are used to run Linux-based virtual
machines. This virtualization platform is much different than the other platforms pre-
viously discussed, because LXC works at the operating system level. This means that
other containers may affect the resources of other containers that are hosted on the
same virtual machine.
Nova’s architecture is defined by a distributed application with several components. These
components are mostly Python daemons of two types: WSGI (Web Server Gateway Interface)
applications that manage API calls and daemons responsible for carrying out orchestration
tasks. To function in the most basic way, Nova requires additional Openstack services such
as Keystone, Neutron and Glance, which will be explained in further detail later on.
Openstack Nova architecture can be seen in Figure 3.4:
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Figure 3.4: Openstack Nova Architecture
[33]
Looking at Nova’s architecture in more detail, it is possible to explain the interaction
between each block:
• DB (Database) - The database is responsible for storing most of the configurations and
run-time state for the cloud infrastructure. These configurations includes all sorts of
information, such as the networks available, the projects, instances used and instance
types ready to be deployed.
• API - The API in control of nova is the nova-api. This component receives and accepts
HTTP requests, communicating with other components through oslo.messaging queue;
• Compute - This component creates and terminates virtual machine instances. The
management of virtual machines is made most usually through a toolkit that manages
virtualization platforms, called libvirt and created by Red Hat;
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• Scheduler - The scheduler takes a virtual machine instance request from the queue and
decides which host should run it;
• Conductor - Conductor handles requests to be coordinated when it comes to build or
resize, providing database access support for compute nodes, which reduces security
risks.
3.2.2 Openstack Neutron
Openstack Neutron is behind the creation and management of virtual networking infras-
tructures in the Openstack cloud. This project is a SDN project that delivers NaaS (Net-
working as a Service), making networking services available for Openstack Nova. Neutron
provides network objects such as networks, subnets or routers, allowing other services within
Openstack to use Neutron through the API. The networking topologies to be created may
include services such as a firewall, a load balancer and VPN’s (Virtual Private Networks).
Networking in Openstack has to have at least one internal network and one external
network. The external network is not defined virtually, being accessible outside the Openstack
installation, as well as IP addresses. Software defined networks connect directly to virtual
machines, which means that only VMs on any given internal network can have access to
virtual machines that are connected to that network.
Another aspect to take into consideration are the security groups supported by Neutron.
Administrators of the cloud can define firewall rules in groups. For a virtual machine, it is
possible to have more than one security group, applying the defined firewall rules to that
same VM. Figure 3.5 shows the Openstack Neutron networking setup:
20
Figure 3.5: Openstack Neutron networking setup
[34]
Looking at the previous figure, any standard networking setup in Neutron has 4 different
physical data center networks:
• Management network - Manages the internal communication between Openstack com-
ponents.
• Guest network - Used for VM data communication within the cloud deployment.
• External network - Gives virtual machines access to the internet in some deployment
scenarios.
• API network - Exposes Openstack API’s to tenants.
3.2.3 Openstack Keystone
Keystone is Openstack’s identity service. It is used for both authentication (authN) and
high-level authorization (authZ). In Keystone, the authentication service uses a combination
of domains, projects, users, and roles. For that, it is worthy to understand the relation
between users, projects, groups and domains:
• Users - Person, system or service represented digitally.
• Groups - A number of users.
• Projects - Groups used to isolate resources and/or users.
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• Domains - A number of users, groups, and projects
Taking in consideration the previous definitions, it is possible to establish a connection on
how they interact with each other, as seen in Figure 3.6:
Figure 3.6: Interaction between Users, Groups, Projects and Domains
[35]
As previously mentioned, roles are used to authenticate services in Keystone. Roles are a
set of assigned user privileges to perform any specific operation. However, to authenticate and
authorize interactions between Openstack APIs, tokens are used. Tokens are bits of text used
to access resources with a variety of scopes and multiple sources of identity. These tokens are
then used to provide information about a user’s role assigments.
3.2.4 Openstack Glance
The image service of Openstack is Glance, and is responsible for enabling users to manage
virtual machine images. Glance does the storage, registration and retrieve of virtual machine
images. These virtual machine images are files that contain a virtual disk with a bootable
operating system installed.
Openstack Nova makes use of Glance while an instance is being provisioned, as all compute
instances launch from Glance images. In Figure 3.7, is the logical architecture of Openstack
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Glance.
Figure 3.7: Openstack Glance Logical Architecture
[36]
In the architecture we can see 2 blocks that are important to a better understanding of
Glance: glance-api and glance-registry. glance-api accepts API calls, where as glance-registry
stores and retrieves the images metadata.
Glance supports a variety of disk formats. The image’s disk format can be set in Glance
to one of the following:
• Raw - Unstructured disk image format.
• VHD - Disk format used by virtual machine monitors from VMware, Xen, Microsoft,
VirtualBox, etc.
• VHDX - Enhanced version of the VHD format which supports larger disk sizes.
• VMDK - Disk format that describes containers to be used in virtual machine monitors.
• VDI - Disk format supported by VirtualBox virtual machine monitor and the QEMU
emulator.
• ISO - Disk image of an optical disk.
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• Ploop - Disk format supported and used by Virtuozzo to run OS Containers.
• qcow2 - Disk format supported by the QEMU emulator.
3.2.5 Openstack Horizon
Horizon is the graphical interface of Openstack’s Dashboard, providing a web-based user
interface for users to access and manage Openstack services. Figure 3.8 shows the Openstack
Dashboard.
Figure 3.8: Openstack Dashboard
Openstack Horizon offers 3 central dashboards: a ”User Dashboard”, a ”System Dash-
board” and also a ”Settings Dashboard”. Administrators of the cloud can make any sort of
changes in some of the visual elements of Horizon. Horizon needs some basic requirements in
order to be installed: Python (version 2.7) and Django (version 1.7 or 1.8), Openstack Nova,
Openstack Neutron, Openstack Keystone and Openstack Glance.
3.3 Instances
In Openstack, instances are virtual machines that run inside the cloud. The reason why in
Openstack virtual machines are called instances is due to the fact that these virtual machines
are in fact instances of an image that is created when requested and configured when its
launched. An important aspect of Openstack is that it supports both ephemeral and persistent
models, unlike other virtualization technologies. In persistent models, the persistent volume
is not launched from the image service, but is launched instead from a compute node or a
block storage volume. As for the ephemeral models, the instance is launched from an image
in the image service (Glance), then that image is copied to the area where the instance will be
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run, starting the instantiation. The advantage of the ephemeral model is that the scalability
is much quicker, granting users a high agility.
To launch an instance in Openstack, several settings have to be specified such as the
instance name, flavors, images, networks and security groups. To create an instance, it is
important to check if everything is ready for the instance to get started, such as the network,
key pair and an image or a volume as the boot source.
3.3.1 Flavors
Flavors are used to define the compute, memory, and storage capacity of nova computing
instances. Flavors are responsible for defining the size of a virtual server that can be launched.
The key parameters for flavors are: flavor ID, name, vCPUs, memory (in MB) and the
disk (in GB). Table 3.1 lists some of the default flavors provided by Openstack:
Flavor vCPUs Total Disk
(GB)
RAM (MB)
m1.nano 1 1 64
m1.micro 1 1 128
cirros256 1 1 256
m1.tiny 1 1 512
ds512M 1 5 512
ds1G 1 10 1024
m1.small 1 20 2048
ds2G 2 10 2048
m1.medium 2 40 2048
ds4G 4 20 4096
m1.large 4 80 8192
m1.xlarge 8 160 16384
Table 3.1: Openstack default flavors
3.3.2 Images
To use a virtual machine image in Openstack, the easiest way to do so is to download
one that someone else has already created. The test image for Openstack is CirrOS. CirrOS
offers a minimal and simple linux distribution designed for use as a test image on clouds such
as OpenStack Compute.
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There are several virtual machine images that can be used in Openstack. The virtual
machine images tested (besides CirrOS) are the following:
• CentOS - CentOS is an open-source Linux distribution launched in 2014 and is a replica
of the Red Hat Enterprise Linux (RHEL). Similarities with RHEL make CentOS great
for businesses and developers. The lack of community support and more difficult in-
stallation makes CentOS tricky to pick up for Linux beginners. CentOS latest version
is CentOS version 8. The versions to be used in this dissertation will be CentOS 6 and
CentOS 7.
• Debian - Debian is a Linux distribution constituted by free and open-source software.
The first stable version of Debian was launched in 1996. Debian has 3 branches of
releases: a stable release branch, a testing release branch and an unstable release branch.
These branches allow users to choose the branch that suits their needs better.
• Ubuntu - Ubuntu is a free open-source Linux distribution. The first release of the
Ubuntu distribution was in 2004, and it was based on the Debian system. Ubuntu
provides a distro that is easy to deploy, given the fact that this Linux distribution
doesn’t require user configuration during the installation process, unlike Debian.
• Arch-Linux - Arch-Linux, also known as Arch, offers a Linux distribution for computers
that are based on x86-64 architectures. This distribution is lightweight and flexible, and
based in binary packages.
The images installed in the Openstack Dashboard are shown in Figure 3.9.
Figure 3.9: Images in Openstack Dashboard
3.3.3 Security groups
By using Neutron, it is possible to configure security groups for the instance that will be
deployed. Security groups in Openstack limit any sorts of traffic, and can be created when
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an instance is launched. When creating these security groups, one or more can be assigned,
but if no security group is created, the instance will run the default security group.
In this case, the security groups that are going to be created are TCP for SSH and ICMP
for pings. TCP (Transmission Control Protocol) is used to allow access to instances through
SSH (Secure Shell). The standard TCP port for SSH is 22. As for the ICMP security group,
the main purpose is to ping the instances to be deployed.
3.4 Evaluation Approach
The main objective of this dissertation is to perform evaluation tests on different virtual
machines. With that being said, the conclusions that will be withdrawn and the way tests
are going to be performed, is through the instantiation times of different virtual machines.
The images to be tested and compared, when it comes to instantiation times are the
folowing:
• CirrOS - x86 64
• Debian 9 - amd64
• Debian 10 - amd64
• CentOS 6 - x86 64
• CentOS 7 - x86 64
• Ubuntu 16.04 - x86 64
• Arch Linux - x86 64
With the instantiation times that will be taken from these images, assumptions can be
made about the complexity and size of the respective virtual machine.
3.5 System specification and settings
The computer used to perform the tests for this dissertation, has the following specifica-
tions: Intel Core i7-8550U Processor 1.8GHz Quad-core, 16GB RAM 1866MHz LPDDR4 and
a 512GB SATA3 M.2 SSD.
In that computer, a virtual machine was created. The virtual machine that was chosen
was Oracle VM VirtualBox with the following specifications: 10 GB of RAM, 2 vCPU’s and
70 GB of disk (virtual size).
While creating the virtual machine, ubuntu-16.04.6-server was installed. The choice to
install ubuntu-server instead of ubuntu-desktop was due to the fact that the system chosen is
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much lighter, something important when it comes to the measurement of instantiation times,
specially for Openstack and the amount of services that this software runs.
Another aspect to take into consideration are the ports that need to be specified in the
VirtualBox. These ports will enable the communication with Horizon and enable SSH. The
ports configured for this work are represented in Figure 3.10.
Figure 3.10: Port Forwarding Rules
After the configuration of the virtual machine, the next step was to install Devstack.
As mentioned previously, Devstack is a series of scripts that offers a complete Openstack
environment, with smaller system requirements and easier to deploy. The main purpose is to
develop Openstack in a single machine in a faster way, allowing users to develop solutions on
top of it.
Finished the installation, Devstack installed keystone, glance, nova, placement, cinder,
neutron, and horizon. Through the access to horizon, it is possible to open the web interface
to Openstack. In this web interface, VMs, networks, volumes and images can be managed.
In Figure 3.11 is represented the conceptual architecture for Openstack, where the services
talked previously are represented.
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Figure 3.11: Openstack Conceptual Architecture
[37]
3.6 Network
First, we need to create the network where the instantiation will occur. For that, we
must set the environment variables using the Openstack RC File. The Openstack RC File
is an environmental file that sets the environment variables for any Openstack command-
line clients. This file can be downloaded from the Openstack Dashboard for users with
administrative privileges.
After sourcing the RC File, these environment variables ensure that Openstack client
commands are communicating with the Openstack services that run in the cloud.
To create the network, we start by creating a private network through the command line.
There are several private network blocks available to use with private networks. These private
networks are in CIDR format. CIDR stands for Classless Inter-Domain Routing, a method to
allocate both IP addresses and IP routing. The most common example for this is 10.0.0.0/24,
the one that is used in this implementation.
After the private network is created, there is a new network with a subnet to be specified.
A subnet is then created and accepted by the network previously created. The next step is
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to create a router with a default configuration. This router will then connect to the subnet,
connection that is made trough the command line once again. The only thing left to do is set
the router gateway to the public network. The private network is now successfully created.
The network topology to be used in this dissertation is expressed in Figure 3.12.
Figure 3.12: Network Topology
3.7 Instantiation time
For that purpose, it was created a script called cherry.py, a script based on CherryPy.
CherryPy is an object-oriented web application framework that uses Python. CherryPy
allows developers to build web applications in much the same way they would build any other
object-oriented Python program. It is designed for a rapid-application development of web
applications.
To calculate the initial instantiation time, the script cherry.py must be run. This will give
a time that will be stored as a time stamp. This time stamp provides the initial time that the
script communicates with Openstack Horizon, thus, the initial instantiation time. Afterwards,
another script must be run called openstack commands. This script automatically creates
the network where the instance will occur. In this openstack commands script, these are the
events that occur:
• Creation of the security groups that will enable pings and SSH (protocols TCP and
ICMP).
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• Upload the ssh key.
• Creation of the private network.
• Create of the subnet within the private network.
• Create a new router.
• Connect the router to the subnet and to the gateway named public.
• Create and then boot the instance.
• Generate the floating IP (public IP address) to the instance.
• Add the floating IP to the instance.
When the virtual machine is instantiated, a wget must be done, that will communicate
with the cherry.py’s web service, that will store the stop time in a file named times.csv,
calculating the final instantiation time for the virtual machine. The diagram of all the steps
to get the instantiation time is depicted in Figure 3.13.
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Figure 3.13: Steps to get the instantiation time
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In order to see what should be done in order to prove that everything is working properly,
we first must check the connectivity of the VM to the network that was created. The ping
was first tested to the router of the VM. The IP address for the router was 172.24.4.125. This
ping was successfull, and is represented in Figure 3.14:
Figure 3.14: Ping to the router
After successfully connecting to the router of the created network, the next step was to
ping the floating IP associated to the instance. The instance used had flavor m1.tiny, with
1 VCPUs, 512MB of RAM and 1GB of GB. For this instance, the image given was cirros-
0.4.0-x86. In this example, the floating IP associated to the instance tested was 172.24.4.187
and the instance tested was CirrOS. After associating the floating, the ping is successful, has
shown in Figure 3.15:
Figure 3.15: Ping to the floating IP associated to the instance
After pinging the floating IP we can now access through SSH to the instance. The scripts
to calculate the instantiation time can be seen in the Appendix A for the Openstack commands
and in the Appendix B for the cherry.py script.
3.8 Chapter considerations
In this chapter it was discussed how the implementation to achieve results for the virtual
machine instantiation performance was made. We started by analyzing Openstack services in
more detail. Then, looking at what are instances in Openstack and some of the details on how
they are launched. Afterwards, the system specification and settings to start the testing were
presented. The network where instances will be launched was also presented. And finally, the
procedure and explaining of the scripts to calculate instantiation times was also presented.
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Chapter 4
Evaluation
4.1 Introduction
This chapter describes the results obtained from the evaluations performed. Section 4.2
presents the results for CirrOS. Section 4.3 approaches the results for Debian 9. Section 4.4
presents the instantiation times for Debian 10. Section 4.5 provides the results for CentOS
6. Section 4.6 presents the results for CentOS 7. Section 4.7 evaluates the instantiation time
for Ubuntu 16.04. And finally section 4.8 presents the results for Arch Linux.
4.2 CirrOS
For CirrOS, the image used was the most recent 64-bit qcow2 image, which is cirros-0.4.0,
with a size of 12.13 MB. The flavors used to determine the instantiation time were cirros256
(256 MB of RAM, 1 GB of disk and 1 vCPU), m1.small (2048 MB of RAM, 20 GB of disk
and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.2.1 cirros256
Average instantiation time (s) 103.07
Standard deviation (%) 1.24
For the CirrOS image and flavor cirros256, the lowest instantiation time was 101 seconds,
and the highest instantiation time was 105 seconds. The average instantiation time was 103.07
seconds, with a standard deviation of 1.24 %, meaning the results obtained are within a good
range of values.
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4.2.2 m1.small
Average instantiation time (s) 102.47
Standard deviation (%) 1.16
The second flavor used to calculate the instantiation time with CirrOS was m1.small. The
highest instantiation time was 104 seconds, and the lowest 101 seconds, meaning the average
instantiation time was 102.47 seconds. The standard deviation was 1.16 %, a value that,
once again, means that the range of values doesn’t change considerably. Another aspect to be
observed is the average instantiation time, that is similiar to the value for the flavor cirros256.
4.2.3 ds1G
Average instantiation time (s) 102.33
Standard deviation (%) 1.02
The third and final flavor tested for the CirrOS image, was ds1G. For this flavor, the
highest instantiation time was 104 seconds, and the lowest 101 seconds, meaning the average
instantiation time was 102.33, with a standard deviation of 1.02 %. As for the other two
flavors, the instantiation times were extremely close.
4.2.4 CirrOS summary
For the CirrOS image, the average instantiation times for the flavors cirros256, m1.small
and ds1G were respectively 103.07, 102.47 and 102.33 seconds. This means that, regardless of
the flavor, the instantiation time won’t vary much. CirrOS is a minimal Linux distribution,
hence the small size of the Cirros image. It is expected that instantiation times for the
remainder of the images will be higher, as the distributions to be instantiated are more
complex and have a bigger image size.
4.3 Debian 9
For Debian 9, the image used was Debian-9-amd64, with size 564.90 MB. The flavors used
to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of disk and 1
vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.3.1 m1.small
Average instantiation time (s) 193.4
Standard deviation (%) 2.00
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The first flavor to be tested in Debian 9 was m1.small. The highest instantiation time
was 199 seconds and the lowest instantiation time was 188 seconds. As for the average
instantiation time, the value was 193.4 seconds. The standard deviation was 2.00 %. It is
noticeable that the instantiation time is, as expected, much higher for a Debian 9 image than
for a CirrOS image.
4.3.2 ds1G
Average instantiation time (s) 191.07
Standard deviation (%) 1.68
The second and final flavor tested for Debian 9 was ds1G. The highest value for the instan-
tiation time was 196 seconds and the lowest value was 186 seconds. The average instantiation
time was 191.07 seconds and the standard deviation was 1.68 %.
4.3.3 Debian 9 summary
For the Debian 9 image, the instantiation time was significantly higher when compared to
the CirrOS image. This can be explained with the fact that the image size and the complexity
of the image of Debian 9 being bigger than the CirrOS image. As for the different flavors
testes, once again, the values did not differed a lot between the flavors.
4.4 Debian 10
For Debian 10, the image used was Debian-10-amd64, with size 540.19 MB. The flavors
used to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of disk
and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.4.1 m1.small
Average instantiation time (s) 191.8
Standard deviation (%) 1.34
For the first measure of the instantiation time with the image of Debian 10 and flavor
m1.small, the highest instantiation time was 196 seconds and the lowest value was 187 seconds,
with an average instantiation time of 191.8 seconds. The standard deviation in percentage
was 1.34 %. These values are similar to the ones obtained for Debian 9.
4.4.2 ds1G
Average instantiation time (s) 191.2
Standard deviation (%) 1.69
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The values for instantiation times for flavor ds1G were similar to the ones registered for
flavor m1.small. In this case, the highest instantiation value was 196 seconds and and the
lowest was 187 seconds, with an average instantiation time of 191.2 seconds. The standard
deviation value was 1.69 %.
4.4.3 Debian 10 summary
For the flavors m1.small and ds1G, the values were very similar, meaning that instantiation
times are not dependent of different flavors. For Debian 10, the average instantiation times
were almost the same, and these values were identical to the ones previously taken for Debian
9. Not only is the image of Debian 9 similar to Debian 10 (they share the same Linux
distribution), the size and details of both images is similar, resulting in identical instantiation
times.
4.5 CentOS 6
For CentOS 6, the image used was CentOS-6-x86 64, with size 769.38 MB. The flavors
used to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of disk
and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.5.1 m1.small
Average instantiation time (s) 207.27
Standard deviation (%) 1.80
For CentOS 6, the flavor m1.small was used to calculate the instantiation time. The high-
est value was 213 seconds and the lowest value was 201 seconds, with an average instantiation
time of 207.27 seconds and a standard deviation of 1.80 %.
4.5.2 ds1G
Average instantiation time (s) 207.67
Standard deviation (%) 2.21
The second flavor used in CentOS 7 was ds1G. The highest value for the instantiation
was 217 seconds and the lowest value was 200 seconds, with an average instantiation time of
207.67 seconds. The standard deviation was a little bit higher than usual, at about 2.21 %.
4.5.3 CentOS 6 summary
CentOS 6 was so far the image that took the longest to instantiate. The flavors had again
very close values, but the instantiation time had the biggest value so far. Not only is the
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CentOS 6 image the biggest image tested so far (769.38 MB), but it also provides a complex
Linux distribution, where the instance takes longer to start.
4.6 CentOS 7
For CentOS 7, the image used was CentOS-7-x86 64, with size 898.75 MB. The flavors
used to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of disk
and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.6.1 m1.small
Average instantiation time (s) 210.07
Standard deviation (%) 2.67
For CentOS 7, the first flavor used was m1.small. The biggest value for the instantiation
time was 218 seconds and the lowest value was 203 seconds. The average instantiation time
was 210.07 seconds, (tooking longer than CentOS 6 to start the instance) with a standard
deviation of 2.67 %.
4.6.2 ds1G
Average instantiation time (s) 210.47
Standard deviation (%) 2.22
For the second flavor tested (ds1G) the average instantiation time was 210.47 seconds,
with values ranging from 204 to 218 seconds. The standard deviation was 2.22 %.
4.6.3 CentOS 7 summary
Comparing the performance between the 2 CentOS images, the instantiation time for
CentOS 7 is slightly bigger, because not only is the image size bigger for CentOS 7, the
degree of complexity is more significant in the more recent release. For these reasons, CentOS
7 took the longest to instantiate, even though the instantiation was only a bit bigger than in
CentOS 6.
4.7 Ubuntu 16.04
For Ubuntu 16.04, the image used was Ubuntu-16.04-x86 6, with size 328.44 MB. The
flavors used to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of
disk and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
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4.7.1 m1.small
Average instantiation time (s) 201.73
Standard deviation (%) 1.55
For the Ubuntu image and using the m1.small flavor, the average instantiation time was
201.73 seconds, ranging from 198 to 208 seconds. The standard deviation in the measurements
was approximately 1.55 %.
4.7.2 ds1G
Average instantiation time (s) 201.27
Standard deviation (%) 1.39
As for the flavor ds1G, the highest instantiation value was 206 seconds and the lowest
instantiation value was 197 seconds, with an average instantiation time of 201.27 seconds.
The standard deviation was 1.39 %.
4.7.3 Ubuntu 16.04 summary
Looking at the results for Ubuntu 16.04, the instantiation time was actually higher than
for the Debian image for example. Although Ubuntu has a smaller size image, the number of
libraries and frameworks that need to be deployed to start an Ubuntu instance is much higher
when compared to Debian. It is also worth to mention that Ubuntu is based in Debian.
4.8 Arch Linux
For Arch Linux, the image used was Arch-Linux-x86 64, with size 1.3 GB. The flavors
used to determine the instantiation time were m1.small (2048 MB of RAM, 20 GB of disk
and 1 vCPU) and ds1G (1024 MB of RAM, 10 GB of disk and 1 vCPU).
4.8.1 m1.small
Average instantiation time (s) 230.47
Standard deviation (%) 2.61
The first flavor analyzed for the instantiation of Arch Linux was m1.small. The average
instantiation time for the Arch Linux image was approximately 230.47 seconds with a standard
deviation of 2.61 %.
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4.8.2 ds1G
Average instantiation time (s) 228.53
Standard deviation (%) 3.20
The last instantiation was for the same Arch Linux image but now with a ds1G flavor. The
highest instance time was 241 seconds while the lowest tume was 218 seconds. The average
instantiation time was 228.53 seconds with a standard deviation of 3.20 %.
4.8.3 Arch Linux summary
Arch Linux image was the one that had the longest average instantiation time. The main
reason for this is the enormous size of the image, that has 1.3 GB. The amount of time it
takes to instantiate Arch Linux is normal for the size at hands.
4.9 Comparison between images
To better look and compare images between each other, Table 4.1 contains the average
instantiation times for the two flavors that were used (m1.small and ds1G):
Images m1.small ds1G
CirrOS 102.47 102.33
Debian 9 193.4 191.97
Debian 10 191.8 191.2
CentOS 6 207.27 207.67
CentOS 7 210.07 210.47
Ubuntu 16.04 201.73 201.27
Arch Linux 230.47 228.53
Table 4.1: Average instantiation times for m1.small and ds1G flavors (in seconds)
In Figures 4.1 and 4.2 are represented the average instantiation times for the m1.small
and ds1G flavors respectively.
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Figure 4.1: Comparison between images for m1.small
Figure 4.2: Comparison between images for ds1G
The smallest instantiation time was for CirrOS and the biggest instantiation time was for
Arch Linux. The main aspect to take into consideration when looking into aspects that can
have influence in instantiation times, the image size is the most important characteristic. The
CirrOS image is extremely small and provides a minimalist Linux distribution, where Arch
Linux has a much larger size, making the instantiation time bigger in consequence.
A curious result was the average instantiation time of Ubuntu 16.04 when compared to
Debian. Ubuntu is based on Debian, and the image size for Ubuntu is actually smaller than
the image size of Debian, However, Ubuntu includes everything in their default repository,
making it as easy and as accessable to the user.
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4.10 Chapter considerations
In this chapter, the results for the instantiated machines were analyzed, taking into con-
sideration different flavors and other aspects. Next chapter presents the thesis’ conclusions
and future work
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Chapter 5
Conclusions
5.1 Conclusion
This thesis presented an assessment on the performance of virtual machine instantiation
using virtualization infrastructure management.
Openstack is a free and open-source software platform for cloud computing, where is
possible to build and manage private and public clouds. In Openstack, instances are virtual
machines that run inside the cloud and in order to launch an instance, parameters such as the
security groups, flavors of the instance and images need to be gathered before the lauching.
This dissertation presented an extended analysis of the impact of the characteristics and
configurations for different types of virtual machines and their associated instantiation times.
Through Openstack, images (virtual machines) were launched inside the cloud. The im-
ages tested were: CirrOS, Debian 9, Debian 10, CentOS 6, CentOS 7, Ubuntu 16.04 and
Arch Linux. These images all had in common that, with the change of flavors, there was no
significant change in the instantiation times. However, the size of the images launched had
quite an impact in the instantiation of images.
CirrOS was the the image that took less to be launched, mainly because of its size and
minimalistic Linux Distribution. As for CentOS (6 and 7) and also Arch Linux, the opposite
happened, as they where the images that took the longest to be instanced. The complexity
of these distributions and the size of these images where the key factors as to why they where
the longest instantiation times.
Another aspect to look to is the comparison between Ubuntu and Debian (9 and 10).
Even though the image size for Debian is bigger, Ubuntu’s Linux distribution is much more
complex than Debian’s distribution, having many more software aggregated when comparing
to Debian.
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5.2 Future work
As a future work for this dissertation, more refined solutions could be made in order to
better assess the performance for virtual machine instantiation.
Another aspect to evaluate would be the performance for other VIMs in the market and
also other images.
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Appendix A - Openstack commands
# Secur i ty group that w i l l enable inbound ping & SSH
openstack s e c u r i t y group c r e a t e −−d e s c r i p t i o n ” ssh & icmp enabled ”
admin−ssh
openstack s e c u r i t y group r u l e c r e a t e −−pro to co l tcp −−dst−port
22 :22 −−remote−ip 0 . 0 . 0 . 0 / 0 admin−ssh
openstack s e c u r i t y group r u l e c r e a t e −−pro to co l icmp admin−ssh
# SSH key
ssh−keygen −b 2048 −t r sa −f admin−key −P ””
openstack keypa i r c r e a t e −−publ ic−key admin−key . pub admin−key
# Pr ivate network
openstack network c r e a t e admin−net
openstack network l i s t
# Subnet with in the p r i v a t e network
openstack subnet c r e a t e −−network admin−net
−−subnet−range 1 0 . 0 . 0 . 0 / 2 4 admin−subnet1
openstack subnet l i s t
# Router
openstack route r c r e a t e admin−route r
# Connect the subnet to the route r
openstack route r add subnet admin−route r admin−subnet1
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# Connect the route r to the gateway pub l i c
openstack route r s e t −−exte rna l−gateway pub l i c admin−route r
openstack route r show admin−route r
# Check f l a v o r s
openstack f l a v o r l i s t
# Create / boot o f the in s t anc e
openstack s e r v e r c r e a t e in s tance1 \
−−f l a v o r f l a v o r t o a d d \
−−image image to add \
−−key−name admin−key \
−−s e cu r i t y−group admin−ssh \
−−n i c net−id=admin−net
# Float ing IP address f o r the in s t anc e
openstack f l o a t i n g ip c r e a t e pub l i c
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Appendix B - Cherry script
import cherrypy
import time
import subproces s
c o n f i g = {
’ g loba l ’ : {
’ s e r v e r . s ocke t hos t ’ : ’ 0 . 0 . 0 . 0 ’ ,
’ s e r v e r . s ocke t por t ’ : 7000
}
}
t s t a r t = time . time ( )
c l a s s HelloWorld ( ob j e c t ) :
@cherrypy . expose
de f index ( s e l f ) :
out = open ( ’/ opt / s tack / t imes . csv ’ , ’ a ’ )
t s top = time . time ( )
i t t i m e = tstop−t s t a r t
out . wr i t e ( s t r ( i n t ( t s t a r t ) ) + ’ , ’ + s t r ( i n t ( t s top ) ) + ’ , ’
+ s t r ( i n t ( i t t i m e ) ) + ’\n ’ )
out . f l u s h ( )
re turn ” Fina l countdown”
cherrypy . q u i c k s t a r t ( HelloWorld ( ) , ’ / ’ , c o n f i g )
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