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Holomorphically parametrized L2 Cramer’s rule and its algebraic geometric applications
Abstract
Suppose f, g1, · · · , gp are holomorphic functions over Ω ⊂ Cn. Then there raises
a natural question: when can we find holomorphic functions h1, · · · , hp such that
f =
∑
gjhj? The celebrated Skoda theorem solves this question and gives a L
2
sufficient condition. In general, we can consider the vector bundle case, i.e. to
determine the sufficient condition of solving fi(x) =
∑
gij(x)hj(x) with parameter
x ∈ Ω. Since the problem is related to solving linear equations, the answer naturally
connects to the Cramer’s rule. In the first part we will give a proof of division theorem
by projectivization technique and study the generalized fundamental inequalities. In
the second part we will apply the skills and the results of the division theorems to
show some applications.
iii
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1. Introduction
Solving linear equations is a very old and important subject in algebra. That is to
say given a constant matrix G and a constant column vector f , we want to determine
the conditions for solving
f1
f2
...
fr

=

g1,1 g2,1 · · · gp,1
g1,2 g2,2 · · · gp,2
...
...
. . .
...
g1,r g2,r · · · gp,r


h1
h2
...
hr

.
When the number of unknown p is equal to the number of equations r there is a
beautiful formula to describe the solutions:
hj =
∣∣∣∣∣∣∣∣∣∣∣∣∣
g1,1 · · · f1 · · · gp,1
g1,2 · · · f2 · · · gp,2
...
...
...
. . .
...
g1,r · · · fr · · · gp,r
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
g1,1 · · · gj,1 · · · gp,1
g1,2 · · · gj,1 · · · gp,2
...
...
...
. . .
...
g1,r · · · gj,r · · · gp,r
∣∣∣∣∣∣∣∣∣∣∣∣∣
which is known for Cramer’s rule, and if p > r then there always exists non-trivial
solutions for a consistent system of linear equations. With this understanding, it is
interesting to ask what would happen if G and f are parametrized by some variables,
say x1, · · · , xn? For each fixed value x1, · · · , xn this system of equations can be always
solved if p > r, the fun part is to find a compatible solutions when x1, · · · , xn are
varying, especially if x1, · · · , xn are coordinates of a Stein domain, that means we
are searching solutions h(x) that are holomorphic with respect to the coordinates
1
x. Inspired by the classic Cramer’s rule, we expect to describe the solubility of this
system of equations should be in terms of Cramer’s-rule-type L2 conditions.
In the r = 1 case, there is a satisfied answer due to Skoda[8] and later Varolin[10]
generalized to some other delicate situations.
Theorem 1.1. If f satisfies the L2 condition∫
Ω
|f |2e−φ
(
∑ |gj|2)αβ+1 dVΩ <∞,
for some constant α > 1, where φ is a psh function and β = min{n, p−1}, then there
exists holomorphic functions gj such that
f =
∑
gjhj,
and hj has L
2 estimate∫
Ω
|hj|2e−φ
(
∑ |gj|2)αβ dVΩ ≤ αα− 1
∫
Ω
|f |2e−φ
(
∑ |gj|2)αβ+1 dVΩ.
The idea of the proof is to change the problem into a solving ∂¯-equation problem:
∂¯uj = −∂¯
( g¯jf
|g|2
)
,
and the key to solve these equations is an inequality of a priori estimate:
(1) β∂k∂¯` log |g|2vkj v¯`j ≥
1
|g|2
∣∣∣ 1∑
j,`
n∑
k=1
g¯`(g`∂kgj − gj∂kg`)vkj
∣∣∣2,
where β = min{p− 1, n}. This inequality can be interpreted as a comparison of the
curvature of 1/|g|2 and the second fundamental form of the vector bundle defined by
the kernel of gj. By these two crucial observation, Skoda’s result of rank 1 case is
precisely the L2-Cramer’s rule.
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In order to deal with the general situation, let us reformulate the problem. Let V
over Ω ⊂ Cn be a rank r trivial bundle equipped with a Hermitian metric hij¯. We
are considering the division problem:
Given holomorphic sections f = (fi), and g1 = (gi,1), · · · , gp = (gi,p) of V , deter-
mine when f can be expressed as
(2) f =
∑
gjhj.
We can generalize the problem (2) one step further to the twisted setting that f is
a section of V ⊗ L for some line bundle L over Ω and hi would be the sections of L.
For convenience, this problem can be figured by the following diagram:
G :
⊕
1≤j≤p
L −→ V ⊗ L,
where G is the matrix formed by the column vectors gj. Suppose G has generic rank
r, i.e. G is full rank generically, Skoda also has a theorem as follows.
Theorem 1.2. [9] Let X be a pseudo-convex ka¨hler manifold. Consider the diagram
G : Ep ⊗ L⊗K // V r ⊗ L⊗K .
Assume G is generically surjective, E ≥Nak 0 and
√−1Θ(L) ≥ (m+ )√−1Θ(detV )
for some  > 0, where
m = min{n, p− r}.
Suppose a holomorphic section f of V ⊗ L⊗K satisfying
L0 :=
∫
X
〈G˜G†f, f〉
(det(GG†))m+1+
dVX <∞,
3
where G† is conjugate transposed of G and M˜ for a matrix M is defined by
M˜ = (detM)M−1.
Then there exist h, a section of E ⊗ L⊗K, such that
f = Gh and∫
X
‖h‖2
(det(GG†))m+
dVX ≤
(
1 +
m

)
L0.
Though he did not formulate the extrinsic form of the L2-condition, by simple
linear algebra we can derive
〈G˜G†f, f〉
(det(GG†))m+1+
=
∑
1≤j1<···<jr−1≤p |f ∧ gj1 ∧ · · · ∧ gjr−1|2(∑
1≤k1<···<kr≤p |gk1 ∧ · · · ∧ gkr |2
)m+1+ ,
which is precisely the rank r L2 Cramer’s rule. This formulation has already appeared
in Kelleher and Tyalor’s paper [7], but in their paper more strict constrains are
required. The idea of Skoda’s proof is to decompose
E = S ⊕ V,
as smooth vector bundles. Note that S is the kernel of G, so it associates a second
fundamental form β. Similar to the r = 1 case the strategy is to change the problem
into solving ∂¯-equations. This time it turns to solve
(3) ∂¯u = −β∗ ∧ f
on S. Again there is a corresponding key inequality in the vector bundle case:
(4) β1
∑
j,k,`
∣∣βj,kyv`∣∣2 ≥∑
j
∣∣∑
k
βj,kyvk
∣∣2,
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where β1 = min{n, p − r}. Once this fundamental inequality is established, the
division problem can be solved by standard functional analysis.
For the case that G is generic surjective (i.e. theorem 1.2) we have a different
approach. We apply the so called projectivization technique. The basic idea is to
introduce extra variables z1, · · · , zr into (2) and write
(5) f˜ =
∑
i
fizi =
∑
j
(∑
i
gijzi
)
hj =
∑
j
g˜jhj.
There is a corresponding abstract way to describe the projectivization process. Let
pi : P(V ∗) −→ Ω be the projectivization of V ∗, and hij¯ would induce a natural metric
e−ϕ˜ =
1∑
i,j h
∗
ij¯
ziz¯j
on OV ∗(1). Moreover the curvature of OV ∗(1), ∂∂¯ϕ˜ defines a metric on each fiber
P(V ∗)x. This metric is usually named by Fubini-Study metric, and its induced volume
form is
dVFS = (r − 1)! det(h)e−rϕ˜dVz.
Recall the natural isomorphisms
Hk(Ω, V ) ∼= Hk(P(V ∗),OV ∗(1)),
Hq(Ω, V ⊗ F ) ∼= Hq(P(V ∗),OV ∗(1)⊗ pi∗F ),
where F is a line bundle on Ω. Hence every section of V can be regarded as an
holomorphic section of OV ∗(1), and the diagram can be redrew by
G˜ :
⊕
1≤j≤p
pi∗L −→ OV ∗(1)⊗ pi∗L.
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Therefore on P(V ∗) the division problem is reduced to the line bundle situation.
However if we turn to solve
f˜(x, z) =
∑
j
g˜j(x, z)h˜j(x, z),
h˜j(x, z) might involve fiber variables. Fortunately, since h˜j(x, z) is a holomorphic
sections of pi∗L, h˜j is constant along fiber, i.e.
h˜j(x, z) = hj(x).
Therefore we can focus on the division problem (5). Nevertheless there are two issues
deter us from applying Skoda’s theorem directly. First of all, the curvature condition
has to be satisfied. However if we use the natural weight function
1
(‖g˜‖2)αβ+1
then there would be a negativity term along fiber direction. In order to handle this
defect, we change to use the mix weight function
1
(‖g˜‖2)rµαβ−r+1 ,
where
µ =
∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gir |2,
then the negativity would be eliminated, and by averaging technique we will encounter
the Skoda-type inequality
1
αµ
∑
1≤i1<···<ir−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gir−1∣∣2 + αβ1 p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ)v
k
j v¯
`
j(6)
≥ 2
∣∣∣∣∣ ∑
1≤i1<···<ir−1≤p
∑
1≤j≤p
1≤k≤n
(
u ∧ gi1 ∧ · · · ∧ gir−1 , ∂k
(gj ∧ gi1 ∧ · · · ∧ gir−1
µ
)
vkj
)
.
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This could be verified by both combinatorics computation and invariant form com-
putation. The later would connect to Skoda’s fundamental inequality.
On the other hand, we need to figure out the L2 condition w.r.t the horizontal
variables (i.e. involving only x). On the total space P(V ∗) the integral reads∫
P(V ∗)
|f˜ |2e−ϕ˜
(
∑
j |g˜j|2e−ϕ˜)αβ+1
dVFS ∧ dVΩ.(7)
We will demonstrate how to average along fiber in the next section. After that we
can combine these two techniques to conclude the L2 Cramer’s rule for the full rank
case.
Our main result is to remove the assumption that
G : E // V
is generic surjective. Inspired by the explicit form of Skoda’s fundamental inequality
we can generalize it to the rank m case as following:
1
αµ
∑
1≤i1<···<im−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gim−1∣∣2 + αβ1 p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ)v
k
j v¯
`
j(8)
≥ 2
∣∣∣∣∣ ∑
1≤i1<···<im−1≤p
∑
1≤j≤p
1≤k≤n
(
u ∧ gi1 ∧ · · · ∧ gim−1 , ∂k
(gj ∧ gi1 ∧ · · · ∧ gim−1
µ
)
vkj
)
.
Once the fundamental inequality is established by standard functional analysis we
can get the rank m L2-Cramer’s rule. First let us list some notations.
• RicX =
√−1∂∂¯κ, if the volume form is written as e−κdVX .
• c1(V ) =
√−1Θ(detV ).
• k = αβ − r + 1.
Theorem 1.3. Let X be a projective algebraic manifold of complex dimension n with
a ka¨hler metric. Let L be a holomorphic line bundle on X with a smooth metric
e−χ. Let V be a holomorphic vector bundle on X of rank r and let hαβ¯ be a smooth
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hermitian metric of V . Let g1, · · · , gp be holomorphic sections of V over X such that
the matrix
(
f G
)
=

f1 g1,1 g2,1 · · · gp,1
f2 g1,2 g2,2 · · · gp,2
...
...
...
. . .
...
fr g1,r g2,r · · · gp,r

has generic rank m (with p ≥ r ≥ m), and let f be a holomorphic section of V ⊗ L
over X. Assume
√−1∂∂¯χ+ RicX ≥ αβc1(V ),
where β = min{n, p−m} and α > 1 is a constant such that αβ is an integer. If
(9) L0 :=
∫
X
∑
1≤j1<···<jr−1≤p ‖f ∧ gj1 ∧ · · · ∧ gjm−1‖2(∑
1≤k1<···<km≤p ‖gk1 ∧ · · · ∧ gkm‖2
)αβ−r+2 dVX <∞,
then there exists holomorphic sections h1, · · · , hp of L over X such that
f =
p∑
j=1
gjhj
on X as sections of V ⊗ L and∫
X
‖hj‖2(∑
1≤k1<···<kr≤p ‖gk1 ∧ · · · ∧ gkm‖2
)αβ−r+1 dVΩ < αα− 1L0.
Looking closely to the proof of the division theorems, the key is to solve a ∂¯-
equation
∂¯u = −β∗g−1f,
with appropriate a priori estimates of ‖f‖2. The key techniques are based on
Ho¨rmander’s wrok [4, 5]. In the proof of division theorems we can only get the
estimates for certain forms. That means some special forms have 0 class in the co-
homology group. Hence we can extend this idea to show a certain type of vanishing
theorem by introducing appropriate conditions involving the curvature operator Θk ¯`.
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Theorem 1.4. Let X be a weakly pseudo-convex manifold of dimension n and E =
X×Cp be a trivial vector bundle. Consider a pair of holomorphic vector bundles and
a non-trivial holomorphic sub-vector bundle (Ss, Ep), then for the cohomology class
represented by a (0, k)-form f satisfying∫
X
(B˜B∗f, f)
det(BB∗)(|g|2)N dVX <∞
vanishes for k ≥ 1 and N > min{n, s}. Note that the finiteness condition requires f
in the domain of Θ−1. For the case of k = 1 and Z ( X we have a Cramer’s rule
type condition: ∫
X
∑ |f ∧ ϕI1 ∧ · · · ∧ ϕIn−1|2∑ |ϕI1 ∧ · · · ∧ ϕIn|2(|g|2)N dVX <∞.
The point of the vanishing theorem is that S does not require strict positiviy. It
is allowed to equip a metric which has only semi-positive curvature. The allowance
of semi-positivity comes from the division theorems. For classic vanishing theorems
we refer to Demailly’s survey paper[2].
Another direct application of L2-Cramer’s rule is to find an effective bound in
Artin-Rees lemma. In the classic commutative algebra Artin-Rees lemma (c.f.[1]) is
about the induced topology on the sub-module.
Lemma 1.5. Let R be a Noetherian ring of dimension n, M and N be finite generated
modules of R, then there exists some m0 such that
Im0+rM ∩N ⊆ Ir(Im0M ∩N).
In the classic statement, there is no discussion about the effective number of m0. In
this field, Huneke’s [6] proved that there is an uniform bound which is independent of
N . Nevertheless one of the most important features of the L2-type division theorem
is to get a numerical control on the vanishing order of the divisors which enable
people to investigate the effective bound. Another advantage of analytic argument is
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that people can obtain the right estimates without taking a resolution on the ideal.
This can avoid the hard control of blowing-ups. Ein and Lazarsfeld[3] have applied
this feature to get the effective version of Nullstellensatz. We use the same idea and
combine the effective Nullstellensatz with our vector bundle version of L2 division
theorem. With this approach, we can obtain an effective version of the Artin-Rees
lemma, which generalizes Huneke’s uniform bound result.
Theorem 1.6. Let N = (g1, · · · , gp) be a finite generated module of
M = C [x1, · · · , xn]⊕r.
Let w be the e.m.b-rank of N in M . Assume deg gi,j ≤ d for every i, j and
m0 = (C
p
w − w + 2)(dw)n.
Then
Im0+kM ∩N ⊂ Ik(Im0M ∩N)
for every integer k and every finite generated ideal I of C [x1, · · · , xn].
2. Projectivization Computation
In this section, we will focus on the technique of computing the integral of fiber in
(7). First, let us fix the convention of the Euclidean volume form of Cn. Denote
dVX = n!
(√−1
2pi
)n
dx1 ∧ dx¯1 ∧ · · · ∧ dxn ∧ dx¯n.
Let us recall the integral
(10)
∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)k
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+k+1
h0 dVX .
Note that in the proof of the main theorem we let k = αβ − r.
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The basic idea is to do the integral on a space that is more symmetric than Pr−1.
Consider the diagram
U(r − 1) // SU(r)
pi

P(V ∗),
So we want to pull back the integrand to SU(r) and do the computation over there.
Recall the Fubini theorem of Lie groups∫
SU(r)
F (g) dg =
∫
SU(r)/U(r−1)
(∫
U(r−1)
F (gh) dh
)
d(gH)
=
∫
SU(r)/U(r−1)
F (g¯) d(gH),
if F is a function of the cosets g¯ = gH. The integral we want to compute is on the
R.H.S, so we need to figure out the function F . Notice that the denominator in (10)
is a Hermitian form, i.e.
p∑
j=1
|
r∑
i=1
gjiXi|2 = ZG(ZG)† = Z(GG†)Z†.
(Here we treat Z = (z1, · · · , zr) as a row vector.) Therefore we want to choose a basis
e1, · · · , er of V such that the Hermitian matrix
GG† = I,
i.e. becomes identity w.r.t the new basis. On the other hand under the action of
SU(r), the column vector Zt can be understood as the translation of a constant
vector v = e1 = (1, 0, · · · , 0)t by g, i.e.
Zt = gv.
Then we can embed ρ : SU(r) −→ GL(V ) and make it unitary w.r.t. {e1, · · · , er}.
Now we fix the basis of V and the representation ρ or SU(R). Equip P(V ∗) with new
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Fubini-metric
GG† and its induced volume form V. G =
g0
(ZGG†Z†)r
dVZ ,
where g0 = det(GG
†). Then we can rewrite the integral (10) under this setting as∫
Pr−1
|∑ri=1 fiXi|2∑p
j=1 |
∑r
i=1 gjiXi|2
( ∑hij¯XiX¯j∑p
j=1 |
∑r
i=1 gjiXi|2
)kh0
g0
dVG.
Note that the first term
|L(X)|2
XGG†X†
and the second term
∑
hij¯XiX¯j
XGG†X†
are well defined
functions on Pr−1, especially for the first term, its nominator L(X) = X.f is an linear
functional on V ∗. After change of basis, we can express it as
L(Z) = (Z,w),
where w = Af is the new expression w.r.t. Z. Therefore, let
F (Z) =
|L(Z)|2
ZZ†
(‖Z‖2H
ZZ†
)k
, i.e. F (g) = |L(gv)|2‖gv‖2H ,
then F (gh) = F (g) for every h ∈ U(r − 1), which is the desired integrand we are
looking for. Hence we can conclude
Lemma 2.1.∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)k
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+k+1
h0 dVX =
h0
g0
∫
SU(r)
|(gv, w)|2(‖gv‖2H)k dg.
For the future usage, let us define and list some notations.
Definition 2.2. Let f be a vector in V ∗ and H = (hij¯) be a Hermitian metric. Define
‖f⊥‖2H =
∑
i<j
(|fj|2hi¯i + |fi|2hjj¯ − 2Re fjfihij¯).
• µ =
∑
1≤k1<···<kr≤p
|gk1 ∧ · · · ∧ gkr |2.
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• σ =
∑
1≤j1<···<jr−1≤p
|f ∧ gj1 ∧ · · · ∧ gjr−1|2
• τ =
∑
m,n
∑
i,j,k
∑
(r−2)
∣∣∣fi|G(r−2)(m,n)′,(i,k)′ | − fj|G(r−2)(m,n)′,(j,k)′ |∣∣∣2hk.
• ‖ ∧k g‖2 =
∑
1≤j1<···<jk≤p
‖gj1 ∧ · · · ∧ gji‖2.
Now we are ready to do the computation. First, we will present an abstract argument
to prove the general statement, then two examples would follow. These two examples
would show the main points of the proof. In the computation we will call some linear
algebra lemmas of which the proof would be given in the next section.
Theorem 2.3. Let rank {gij} = r.∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)k
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+k+1
h0 dVX = |f |2A(h)− ‖f⊥‖2HB(h)
=
k+2∑
i=1
σh0
µi
Ai(g, h)−
k+1∑
i=1
τh0
µi
Bi(g, h),
where A(h) ≥ 0, B(h) ≥ 0 are semi-positive symmetric functions of entries of H and
h0 = detH. Moreover, the leading term ak+2h0σ/µ
k+2 is
(k + 1)!
r(r + 1) · · · (r + k)
∑
1≤i1<···<ir−1≤p |(f, i1, · · · , ir−1)|2(∑
1≤i1<···<ir≤p |(i1, · · · , ir)|2
)k+2 ‖ ∧r−1 g‖2(k+1)(detH)k+2,
and the top order of the leading coefficient of ‖f⊥‖2H is 1/µk+1.
Remark 1. Though in the following application we only need k = 0 case, we still
want to develop the technique for the general situation for the future use.
Proof. By the above lemma and lemma 3.1, we can formulate the integral as∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)k
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+k+1
h0 dVX =
h0
µ
∫
SU(r)
|(gv, w)|2(‖gv‖2H)k dg.
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Like the explanation before lemma 2.1, let V = C r be the standard SU(r) represen-
tation, and denote it by
.
Let {e1, · · · , er} be the basis of V such that (GG†)t is identity, or we can say that
(V, {ei}) is an irreducible unitary representation of SU(r). Let v = (1, 0, · · · , 0) ∈ V
and w = (f ′1, · · · , f ′r) be the expression of f w.r.t. {e1, · · · , er}.
NOTE. In the following passage, in order to simplify the notation we would abuse
notation with f ′ and f . Hence when we write |f |2 we really mean |f ′|2, and so for fi
(which should be f ′i).
In the following we assume that
H =

h1
. . .
hr
 ,
i.e. the metric is diagonal. Though it is not the general case, the process is the same
in doing the general one. Under this assumption
‖gv‖2H =
r∑
i=1
|(gv, ei)|2hi = |λ1|2h1 + · · ·+ |λr|2hr.
So (‖gv‖2H)k = ∑
α1+···+αr=k
(
k
α1 · · ·αr
)
|λ1|2α1 · · · |λr|2αrhα11 · · ·hαrr .
Introduce this expression into the integral:
∑
α1+···+αr=k
(
k
α1 · · ·αr
)∫
SU(r)
|(gv, w)|2|(gv, e1)|2α1 · · · |(gv, er)|2αrhα11 · · ·hαrr dg.
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Hence we have to decompose the tensor power representation k+1 into irreducible
representations. By simple rules of Young tableau, we know
k+1 = · · ·︸ ︷︷ ︸
k+1
+(· · · ).
Note that v ⊗ · · · ⊗ v︸ ︷︷ ︸
k+1
is in the symmetrized mode · · ·︸ ︷︷ ︸
k+1
. Hence (· · · ) can be
neglected in the computation, and the important thing is we know the new basis of
the sub SU(r)-invariant subspace V1 of V , which has components
Ui0,··· ,ik =
∑
σ∈Sr
eσ(i0) ⊗ · · · ⊗ eσ(ik) (mod 2),
where i` ∈ {1, 2, · · · , r}. Since {e1, · · · , er} are orthogonal, {Ui0,··· ,ik} are also orthog-
onal. Note that the number i` in the subindex could be repeated α
′
` times and do not
have to obey any order. By the definition, it is easy to see that
|Ui0,··· ,ik |2 =
(
k + 1
α′0 · · ·α′k
)
The remaining issue is to express ei0 ⊗ · · · ⊗ eik in terms of Ui0,··· ,ik .
Claim 1.
(k + 1)! ei0 ⊗ · · · ⊗ eik = α′0! · · ·α′k!Ui0,··· ,ik + (· · · ).
First we assume i0, · · · , ik are distinct. Suppose
k+1 =
∑
λ
dλYλ,
where Yλ are rank k + 1 Young tableau. It is easy to see that d ··· = 1 and
a1,··· ,1 = 1 by induction. Assume
a ei0 ⊗ · · · ⊗ eik =
∑
aj0,··· ,jkUj0,··· ,jk .
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What we have to do is to figure out a. In particular this identity holds for {j0, · · · , jk} =
{1, · · · , 1}, i.e.
a = |U1,··· ,1| = (k + 1)!.
For the repeated situation, we have to multiply the repeated times. Therefore the
factor α′0! · · ·α′k! appears on the R.H.S. Then the claim 1 is proved.
Remark 2. By above identity we got an extra combinatorial identity
∑
d2i = (k + 1)!.
Conventionally, di is called Clebsch-Gordan coefficients.
With the aid of the claim the V1-component of ei0 ⊗ · · · ⊗ eik can be figured out
explicitly
1(
k+1
α′0···α′k
)Ui0,··· ,ik .
Therefore the V1 part projection formula of integral is
∑
α1+···+αr=k
(
k
α1 · · ·αr
)∫
SU(r)
|(gU1,··· ,1,
∑
i0
fi0(
k+1
α′0···α′k
)Ui0,··· ,ik)|2hα11 · · ·hαrr dg
=
(k + 1)!
r(r + 1) · · · (r + k)
∑
α1+···+αr=k
r∑
i0=1
|fi0|2
(
k
α1···αr
)(
k+1
α′0···α′k
)hα11 · · ·hαrr detHµ .
Note that the factor degH/µ comes in because we applied change of variable to make
dV → V. G.
The relation between αi and α
′
i is defined as follow
i0 6∈ {i1, · · · , ik}: Then define α′0 = 1 and α′i = αi.
i0 = i`: Then define α
′
0 = 0, α
′
i = αi if i 6= `, and α′` = α` + 1.
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By neglecting j such that αj = 0 we can reformulate the summation as
(k + 1)!
r(r + 1) · · · (r + k)
k∑
`=1
∑
1≤i1<···<i`≤r
α1+···+α`=k
∑`
j=1
(
k
α1···α`
)(
k+1
α′0α
′
1···α′`
) |fij |2hα1i1 · · ·hα`i` .
Fix the length ` we can break the summation into two parts.
i0 = ij:
∑
i1<···<i`
∑`
j=1
αij + 1
k + 1
|fij |2hα1i1 · · ·hα`i` .
i0 6= ij:
∑
i0 6=ij
∑
i1<···<i`
1
k + 1
|fi0 |2hα1i1 · · ·hα`i` ,
In order to show the result we have to look at these two terms more closely.
Claim 2: Fix `, i1, · · · , i` and α1, · · · , α`, then
1)
∑
i1 6=···6=i`
∑`
j=1
|fij |2hα1i1 · · ·hα`i` = |f |2As(h) + ‖f⊥‖2HBs(h)
2)
∑
i0 6=···6=i`
|fi0|2hα1i1 · · ·hα`i` = |f |2Aa(h) + ‖f⊥‖2HBa(h),
for some symmetric functions A∗(h) and B∗(h). The statement of the theorem follows
easily by the claim. So let us show these two identities now.
First of all we want to show that case (1) can be reduced to case (2). Rewrite the
summation (1) as
∑
i1 6=···6=i`
∑`
j=1
|fij |2hα1i1 · · ·hα`i` =
∑
i0
|fi0|2
∑
i1 6=···6=i`
hα1i1 · · ·hα`i` −
∑
i0 6=···6=i`
|fi0|2hα1i1 · · ·hα`i` ,
because on the L.H.S. fij is one of {i1, · · · , i`} and what on the R.H.S. we have to
exclude i0 = ij for some j ∈ {1, · · · , `} which is the last term. And the first term is a
symmetric function if the subindex i of {αi} permuted by the symmetric group S(`):
∑
σ∈S(`)
∑
i0
|fi0|2
∑
i1 6=···6=i`
h
ασ(1)
i1
· · ·hασ(`)i` = |f |2As(h),
or in short
(11) (1) = |f |2As(h)− (2).
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Therefore we turn to consider (2).
We show the statement by induction. If hα1i1 · · ·hα`i` is the common factor, we can
pull it out and sum over the permutation acted by S(`) which makes (2) equal to
∑
i0
|fi0|2
∑
σ∈S(`)
∑
i1 6=···6=i`
h
ασ(1)
i1
· · ·hασ(`)i` = |f |2Aa(h).
Suppose the common factor is ha1i1 · · ·ha`i` and a1 + · · · + a` = k′. Let the degree of
hα1i1 · · ·hα`i` be d = k−k′. So we can assume d > 0. (If not then we are done.) Suppose
d = 1. Then after dropping the common factor (2) reads
∑
i0 6=i1
|fi0 |2hi1 = ‖f⊥‖2H
by definition. So the statement is valid when d = 1. Now we assume the statement
is effective when the degree d < k and hα1i1 · · ·hα`i` does not have any common factor.
Then we have can do the factorization by
∑
i0 6=···6=i`
|fi0|2hα1i1 · · ·hα`i` =
∑
i0 6=···6=i`
|fi0|2hi`hα1i1 · · ·hα`−1i`
=
( ∑
i0 6=i`+1
|fi0|2hi`+1
)( ∑
i1 6=···6=i`
hα1i1 · · ·hα`−1i`
)
−
∑
i0 6=···6=i`+1
|fi0|2hα1i1 · · ·hα`−1i` hi`+1 .(12)
The first term equals to ‖f⊥‖2HBa(h) after summing over S(`), and the second term
can be factored out a common factor hi1 · · ·hi`hi`+1 . Hence the degree drops, then we
can apply the induction hypothesis to complete the argument. This ends the proof
of the claim 2.
There is a subtle observation. In dealing with (2), we take out hi` to pair with
|fi0|2, which can produce a ‖f⊥‖2H term. Hence the symmetric function Ba(h) has
one degree less than the initial. This is the reason why the top order of ‖f⊥‖2H is
k + 1 instead of k + 2.
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The last issue is to assure the sign of terms within the factor ‖f⊥‖2H . Go back
to (11). Since the ‖f⊥‖2HBa(h) component of (1) comes from (2) we only need to
compare the coefficients between them. By collecting α-type of (1), (11) can be
rewritten as
α + 1
k + 1
(1) = |f |2As(h)− α + 1
k + 1
(2)
= |f |2As(h)− α + 1
k + 1
|f |2Aa(h)− α + 1
k + 1
‖f⊥‖2HBa(h).
And (12) can be expressed as
1
k + 1
(2) =
1
k + 1
|f |2Aa(h) + 1
k + 1
‖f⊥‖2HBa(h).
Therefore, by fixing the length ` we can pair a α-type (1) with its asymmetric apart
(2) to give
α + 1
k + 1
(1) +
1
k + 1
(2) = |f |2A(h)− α
k + 1
‖f⊥‖2HBa(h),
which explains the negative sign of component within ‖f⊥‖2H .
So we know the answer of the integral is in the form of
h0
µ
(|f |2A(h)− ‖f⊥‖2HB(h)),
where A(h) is a symmetric function of h. If we apply the above algorithm to the case
` = 1, we can see the leading terms of A(h) is
(13) ( Tr H)k+1 = (h1 + · · ·+ hr)k+1.
In fact by careful algebra, we can confirm the leading constant coefficient is
(k + 1)!
r(r + 1) · · · (r + k) .
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Applying the linear algebra lemmas in the next section, every symmetric function of
h has intrinsic meaning. For instance
Tr H =
‖ ∧r−1 g‖2
µ
.
In addition, |f |2 has intrinsic meaning as well
|f |2 = σ
µ
,
which is the Cramer’s rule matrices. Combing with (13) we can conclude the highest
power of µ should be k + 2. Therefore we finish the proof. 
Let us present two examples promised before. The purpose of the first one is to
demonstrate the role of decomposition of representation in computing the integral.
Proposition 2.4. Let r ≥ 2,∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+2
h0 dVX =
1
r(r + 1)
h0
µ
(2|f |2. Tr H − ‖f⊥‖2H)
=
1
r(r + 1)
h0
µ
(
2
σ
µ2
‖ ∧r−1 g‖2 − ‖f⊥‖2H
)
.
Proof. Let V be the standard representation of SU(r), and denote it by the Young
Tableau . Suppose {ei}1≤i≤r be the standard basis of V . It induces a tensor basis
{ei1 ⊗ · · · ⊗ ein} of ⊗nV . For short we will denote the tensor basis by {ui1vi2wi3 · · · }.
Then let us consider the tensor representation decomposition of ⊗nV . For instance,
V ⊗ V can be decomposed as following
× = + ,
where
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1) i j = uivj + ujvi. If i 6= j denote U+ij = uivj + ujvi. Let Ui = uivi. This is
the symmetric mode. We mark this vector space by V2 and the dimension is
r(r + 1)/2.
2) i
j
= uivj − ujvi = U−ij , which is the asymmetric mode for i < j. We denote
the space by V0 and the dimension is r(r − 1)/2.
Let us go back to the integral
∫
Pr−1
|∑ri=1 fiXi|2(∑hij¯XiX¯j)
(
∑p
j=1 |
∑r
i=1 gjiXi|2)r+2
dVX , where {Xi} are
the homogenous coordinates of Pr−1. We pull back this function to SU(r) and change
the basis to diagonalize and normalize (GG†)t if necessary (i.e. (GG†)t = I), then
the integral reads ∫
SU(r)
|(gv, w)|2‖gv‖2H dg,
where v = (1, 0, · · · , 0), so gv = (X1, · · · , Xr), w = (f1, · · · , fr) ∈ V. First let us
expand ‖gv‖2H to simplify the calculation. Write
‖gv‖2H =
r∑
i=1
|λi|2hi¯i +
∑
i<j
2Reλiλ¯jhij¯ = Σ1 + Σ2,
where λi = (gv, ei). So the integral becomes a question of decomposition of ten-
sor product of representation. By the Young Tableaux above we know the proper
decomposition of {uivj}1≤i,j≤r should be
{u1v1, · · · , urvr, u1v2 + u2v1, · · · , uivj + ujvi, · · · } ⊕ {u1v2 − u2v1, · · · , uivj − ujvi, · · · }
= V2 ⊕ V0.
Note that in the above expression we always assume i < j, but since U+ij is symmetric
to i, j we can remove the constrain on U+ij . According to the new basis we need to
figure out the expression of v ⊗ v and w ⊗ ei for every i. Since v = e1 there is no
further work for v ⊗ v = u1v1. For w ⊗ ei =
∑
j fjej ⊗ ei we have
w ⊗ ei = fiUi +
∑
j 6=i
1
2
fj(U
+
ij − ijU−ij ) = fiUi +
∑
j 6=i
1
2
fjU
+
ij + (· · · ),
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where ij is the Levi-Civita tensor. Here we only keep track on the part of V2 is
because v ⊗ v = u1v1 ∈ V2. So the integral is only the matter of projection of norms
and inner products onto each Vi. So
Σ1:
r∑
i=1
2
r(r + 1)
(|fi|2hi¯i +∑
j 6=i
1
2
|fj|2hi¯i
)
,
Σ2:
r∑
i 6=j
2
r(r + 1)
(1
4
(fjU
+
ij , fiU
+
ij )hij¯
)
=
∑
i 6=j
2
r(r + 1)
1
2
f¯jfihij¯.
We combine these two together to get
2
r(r + 1)
(∑
i
|fi|2
∑
i
hi¯i −
1
2
(∑
j 6=i
|fj|2hi¯i − 2Re
∑
i<j
f¯jfihij¯
))
=
2
r(r + 1)
(
|f |2. TrH − 1
2
∑
i<j
(|fj|2hi¯i + |fi|2hjj¯ − 2Re fjfihij¯)).
By our previous defined notation
∑
i<j
(|fj|2hi¯i + |fi|2hjj¯ − 2Re fjfihij¯) = ‖f⊥‖2H
which has an intrinsic meaning by lemma 3.8. Hence we got the formula. 
Remark 3. By this computation, we get a series of inequalities. Since the integral
must be semi-positive, we have
|f |2A(h)− ‖f⊥‖2HB(h) ≥ 0.
The purpose of the second example is to demonstrate the algorithm under a con-
crete setting. The notations are coherent to the ones in the proof of theorem 2.3.
Example 2.5. Let H =
h0 0
0 h1
, f = (f0, f1).
∫
P1
|f ′0 + f ′1z|2(‖(1, z)‖2h′)4
(
∑ |bi + aiz|2)7 dVz = deth
′
µ
(
|f |2(1
6
t4− 2
5
t2d+
d2
10
)−‖f⊥‖2H( 215t3− 15td)),
where t = Tr H and d = detH.
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Note that f ′, h′ in the integral are different from f, h on the R.H.S. What on
the R.H.S are the corresponding terms after change of coordinate (which normalizes
(GG†)t.)
We can easily see from this example that the top order of ‖f⊥‖2H is 3 which is
exactly one less then the order of |f |2. The reason is also very clear by the following
inductive computation. Generalize this process then we get the abstract argument in
the proof of last theorem.
Proof. k = 4, r = 2 implies the leading constant coefficient is
5!
2 · 3 · · · 6 =
1
6
.
Since r = 2, the length ` has only two possible combinatorics: ` = 1 and ` = 2.
` = 1: There are only one type in this case, i.e. α = 4. The corresponding terms are
h40 and h
4
1. Then we put f into the pictures. if the subindex i of fi matches
the subindex j of hj we get
4 + 1
4 + 1
|f0|2h40 +
4 + 1
4 + 1
|f1|2h41 = (|f0|2h40 + |f1|2h41).
If i 6= j, we turn to get
1
4 + 1
|f1|2h40 +
1
4 + 1
|f0|2h41 =
(1
5
|f1|2h40 +
1
5
|f0|2h41
)
.
` = 2: There are three types in this case: (3, 1), (1, 3) and (2, 2) We apply the same
procedure to all of them. Then we get three pairs
(4
5
|f0|2h30h1 +
4
5
|f1|2h0h31
)
+
(2
5
|f1|2h30h1 +
2
5
|f0|2h0h31
)
+
3
5
(|f0|2 + |f1|2)h20h21.
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By factoring out the common factor for each pair, there are only four kinds of summa-
tion: |f0|2h40 + |f1|2h41, |f1|2h40 + |f0|2h41, |f0|2h20 + |f1|2h21 and |f1|2h20 + |f0|2h21. Now we
apply the inductive argument to decompose them into |f |2 and ‖f⊥‖2H components.
• |f0|2h20 + |f1|2h21 = (|f0|2 + |f1|2)(h20 + h21) − (|f1|2h20 + |f0|2h21) which can be
reduced to the next case.
• |f1|2h20 + |f0|2h21 = (|f0|2h1 + |f1|2h0)(h1 + h0) − (|f0|2h0h1 + |f1|2h0h1) =
‖f⊥‖2Ht− |f |2d.
• |f0|2h40 + |f1|2h41 = (|f0|2 + |f1|2)(h40 + h41) − (|f1|2h40 + |f0|2h41) which can be
reduced to the next case.
• |f1|2h40 + |f0|2h41 = (|f0|2h1 + |f1|2h0)(h31 + h30)− (|f0|2h30h1 + |f1|2h0h31).
= ‖f⊥‖2H(h31 + h30)− (|f0|2h20 + |f1|2h21)h0h1
= ‖f⊥‖2H(h31 + h30)− |f |2(h20 + h21)h0h1 + ‖f⊥‖2H(h1 + h0)h0h1 − |f |2h20h21.
Expanding the pairs by the rules, we can compute the integral by
1
6
(
|f |2(h40 + h41) +
8
5
|f |2(h20 + h21)h0h1 +
9
5
|f |2h20h21
− 4
5
‖f⊥‖2H(h31 + h30)−
6
5
‖f⊥‖2H(h1 + h0)h0h1
)
= |f |2A(h)− ‖f⊥‖2HB(h),
where A(h) = 1/6((h40 + h
4
1) +
8
5
(h20 + h
2
1)h0h1 +
9
5
h20h
2
1) and B(h) = 1/6(
4
5
(h31 + h
3
0) +
6
5
(h1 + h0)h0h1). Symmetrize A(h) and B(h), then we get the answer
A(h) =
1
6
t4 − 2
5
t2d+
d2
10
, and B(h) =
2
15
t3 − 1
5
td.

3. Linear Algebra Lemmas
In this sections, we provide the proof of some technical lemmas. First let us
introduce some notations.
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• µ =
∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gir |2, and
• µm =
∑
1≤i1<···<im≤p
|gi1 ∧ · · · ∧ gim|2.
• σ = σ(f) =
∑
1≤k1<···<kr−1≤p
|f ∧ gk1 ∧ · · · ∧ gkr−1|2, and
• σm = σm(f) =
∑
1≤k1<···<km−1≤p
|f ∧ gk1 ∧ · · · ∧ gkm−1 |2.
Lemma 3.1.
det(GG†) = µ.
Proof. First consider the case that G is a square matrix. Then it is obvious to see
det(GG†) = detG · detG = | detG|2 = |vol(G)|2 = µ.
For the general case, change the basis by a unitary transformation U and reduce to
the square matrix case. 
Lemma 3.2. Let V be a vector space of dimension p. Let e1, · · · , ep be a basis of V ,
and equip V with the standard metric h. Let a1, · · · , ar be linear independent vectors
in V , and has expression
A =

| |
a1 · · · ar
| |
 =

a11 ar1
... · · · ...
a1p arp

w.r.t e1, · · · , ep. Denote W = 〈a1, · · · , ar〉 the sub-vector space spanned by ai. Suppose
f(X) = f(X1a1 + · · ·+Xrar) =
∑
i
fiXi
is a linear functional on W , then
‖f‖2h =
∑
1≤i1<···<ir−1≤p |(f, Ai1 , · · · , Air−1)|2∑
1≤i1<···<ir≤p |Ai1 , · · · , Air |2
,
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where Ai is the r-th row of A. Note that the expression is in the form of Cramer’s
law.
Remark that f ′ in the following paragraph is NOT consistent to the previous usage,
f is the same as before and A = G.
Proof. First let’s exam the full rank case, i.e. p = r. Since ai are linear independent
we can make the change of coordinate to ei and get f(X
′) =
∑
i f
′
iX
′
i w.r.t. ei, then
|f |2h =
∑
i
|f ′i |2,
which is exactly the same process in the proof of k = 3 case. More precisely
X ′1
...
X ′r
 =

a11 ar1
...
. . .
...
a1r arr


X1
...
Xr

and
f =
(
f1 · · · fr
)
X1
...
Xr
 = fA−1AX = (f ′1 · · · f ′r)

X ′1
...
X ′r
 .
So f = f ′A and |f ′|2 = |fA−1|2, which is exactly the Cramer’s law.
For the general case, i.e. p > r., We can assume a1, · · · , ar = λ1e1, · · · , λrer by an
unitary action if necessary. So the matrix A′ can be expressed as
a11 ar1
...
. . .
...
a1r arr
0 · · · 0
...
. . .
...
0 · · · 0

,
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and we can apply the full rank case to conclude that |f |2 = ∑1/∑2. The denominator∑
2 = detA
′ can be interpreted as the r-volume of 〈a1, · · · , ar〉 in
∧r V , so the general
expression is ∑
1≤i1<···<ir≤p
|Ai1 , · · · , Air |2.
For the nominator,
∑
1 can be interpreted as the difference of volumes as following.
Extend ai ∈ V to a¯i = (fi, ai) ∈ V¯ = e0 ⊕ V. Then the Cramer’s rule can be viewed
as the difference of r-th volume of {a¯i} and the r-th volume of {ai}. So the general
formula can be naturally expressed as
∑
1≤i1<···<ir−1≤p
|(f, Ai1 , · · · , Air−1)|2.
Hence we are done. 
Lemma 3.3. Let V be a vector space of dimension p. Let e1, · · · , ep be a basis of V ,
and equip V with the standard metric g. Let a1, · · · , ar be linear independent vectors
in V , and has expression
A =

| |
a1 · · · ar
| |
 =

a11 ar1
... · · · ...
a1p arp

w.r.t e1, · · · , ep. Denote W = 〈a1, · · · , ar〉 the sub-vector space spanned by ai. Then
g can be expressed as 
|a1|2 a¯1a2 · · · a¯1ar
a1a¯2 |a2|2 · · · a¯1ar
...
...
. . .
...
a1a¯r a1a¯2 · · · |ar|2

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w.r.t {ai}. Let T be a linear transformation such that {T (ai)} are orthonormal.
Suppose there is another metric h = (hij¯). Then
Tr
(
(T−1)†HT−1
)
=
1
µ
∑
j
∥∥ ⊕
1≤i1<···<ir−1≤p
∑
(r−1)
|(ajˆi1 , · · · , ajˆir−1)|2
∥∥2
h
where
∑
(r−1) |(ajˆi1 , · · · , ajˆir−1)|2 runs through all r − 1 sub-matrices (disregarded j-th
column) of (ai1 , · · · , air−1) which is a p× (r − 1) matrix.
Proof. Similar to the previous argument, first we deal with the full rank case, i.e.
r = p. So we can assume T brings {ai} to {ei}. Hence T = A. On the other hand
compute
Tr(B†HB) =
∑
`
∑
i,j
bi`hij¯bj` =
∑
`
‖b`‖2h,
where b` is the `-th column vector of B. In our case B = A
−1, then
Tr
(
(A−1)†HA−1
)
=
∑
` ‖Aˆ`‖2h
| detA|2 ,
where Aˆ` is the `-th column vector of the adjoint matrix of A. Write Aˆk` explicitly
Aˆk` = (−1)k+` det(a1, · · · , â`, · · · , ar)kˆ,
where (a1, · · · , â`, · · · , ar)kˆ is the sub r − 1 matrix which skips k-th row and `-th
column. This is exactly the form we expect.
For the general case, i.e. p > r, by mimicking the argument in the proof of lemma
3.2 we interpret detA as the r−th volume of a1∧· · ·∧ar and
∑ ‖Aˆ‖2h as the summation
of (r − 1)-th volume of ai1 ∧ · · · air−1 for all 1 ≤ i1 < i2 < · · · < ir−1 ≤ p. Then the
formula follows. 
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Lemma 3.4. Let
G =

g1,1 g2,1 · · · gp,1
g1,2 g2,2 · · · gp,2
...
...
. . .
...
g1,r g2,r · · · gp,r

, and S =

s1,1 g2,1 · · · gr,1
g1,2 g2,2 · · · gr,2
...
...
. . .
...
g1,q g2,q · · · gr,q

such that
(14)
(
s1,i s2,i · · · sr,i
)

gj,1
gj,2
...
gj,r

= 0.
Suppose the rank of G is m, then
((S†S +GG†)−1 det(S†S +GG†)f, f)
det(S†S +GG†)
=
σm
µm
.
Proof. By choosing a proper basis we can assume
G =

g1,1 g2,1 · · · gm,1
g1,2 g2,2 · · · gm,2
...
...
. . .
...
g1,r g2,r · · · gm,r

, and S =

s1,1 s2,1 · · · sr,1
s1,2 s2,2 · · · sr,2
...
...
. . .
...
s1,q s2,q · · · sr,q

such that q = r−m and {g1, · · · , gm, s1, · · · , sq} would form a basis of a vector space
V of dimension r. Note that the compatible conditions (14) implies that V can be
decomposed into the subspace generated by W = 〈g1, · · · , gm〉 and U = 〈s1, · · · , sq〉,
i.e.
V = W ⊕ U.
Let us turn to consider the matrix A = S†S + GG†. In order to get a better
expression of A we choose Λ = {g1, · · · , gm, s1, · · · , sq} as a new set of basis, then we
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can compute
A · gj = GG† ·

(g1, gj)
(g2, gj)
...
(gm, gj)

=
m∑
i=1
gi(gi, gj).
Similarly we have
A · sj = S†S ·

(sj, s1)
(sj, s2)
...
(sj, sm)

=
q∑
i=1
si(sj, si).
Therefore we can rewrite A w.r.t Λ as
(g1, g1) · · · (g1, gm) 0
...
. . .
...
. . .
(gm, g1) · · · (gm, gm) 0
0 (s1, s1) · · · (sq, s1)
. . .
...
. . .
...
0 (s1, sq) · · · (sq, sq)

.
Then
detA =
∣∣∣∣∣∣∣∣∣
(g1, g1) · · · (g1, gm)
...
. . .
...
(gm, g1) · · · (gm, gm)
∣∣∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣∣∣
(s1, s1) · · · (sq, s1)
...
. . .
...
(s1, sq) · · · (sq, sq)
∣∣∣∣∣∣∣∣∣
· |g1 ∧ · · · ∧ gr ∧ s1 ∧ · · · ∧ sq|
=µm · |g1 ∧ · · · ∧ gr ∧ s1 ∧ · · · ∧ sq|.
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On the other hand, we can write f w.r.t Λ as
f ′1
...
f ′m
0
...
0

by the compatible conditions. Hence
(A−1 detAf, f) = σr(f) · |g1 ∧ · · · ∧ gr ∧ s1 ∧ · · · ∧ sq|
= σm(f) · |g1 ∧ · · · ∧ gr ∧ s1 ∧ · · · ∧ sq|,
which implies
(A−1 detAf, f)
detA
=
σm
µm
.
This ends the proof. 
Corollary 3.5. Following all the assumptions as above, we have
((S†S +GG†)−1 det(S†S +GG†)f, g)
det(S†S +GG†)
=
1
µm
∑
1≤i1<···<im−1≤p
(
(f ∧ gi1 ∧ · · · gim−1), (g ∧ gi1 ∧ · · · gim−1)
)
.
In particular f = g, we get the result σm/µm.
Proof. The same argument as the proof of the lemma. 
Remark 4. In particular, if h is diagonal, i.e. h = (δjihj), then
Tr
(
(T−1)†HT−1
)
=
1
µ
∑
j
hj
∣∣ ∑
1≤i1<···<ir−1≤p
∑
(r−1)
|(ajˆi1 , · · · , ajˆir−1)|2
∣∣2.
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Lemma 3.6. Let A be a non-singular r × r matrix, and B = A−1. Suppose I =
{i1, · · · , ik}, J = {j1, · · · , jk} ⊂ R = {1, · · · , r}, and k ≤ r. Let AI,J be the k × k
sub-matrix of A,
AI,J =

ai1,j1 · · · ai1,jk
...
...
aik,j1 · · · aik,jk
 .
Denote I ′ be the complement set of I in R. Then
detBI,J = (−1)|i|+|j|det(A
T )I′,J ′
detA
.
Proof. Given a matrix A = (aij) we can construct vectors ai =
∑
aijej, where ei are
standard basis of Cr. Denote the inverse matrix by B, and we have ei = bijaj. Hence
ei1 ∧ · · · ∧ eik = BI,Jej1 ∧ · · · ∧ ejk + (· · · ).
In order to single out the coefficient BI,J we wedge aj′1 ∧ · · · ∧ aj′r−k on both sides,
where {j′1, · · · , j′r−k} = J ′. Then we get
ei1 ∧ · · · ∧ eik ∧ aj′1 ∧ · · · ∧ aj′r−k = BIJaj′1 ∧ · · · ∧ aj′r = (−1)j1+···+jk−kBI,J detA.
On the other hand
ei1 ∧ · · · ∧ eik ∧ aj′1 ∧ · · · ∧ aj′r−k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 · · · 1i1 · · · · · · 0
0 · · · 1i2 · · · 0
0
. . . 1ik 0
aj′1,1 · · · aj′1,r−1 aj′1,r
...
. . .
...
aj′r−k,1 · · · aj′r−k,r−1 aj′r−k,r
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
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where the sub-indicts indicate the positions in the matrix. So the determinant is
naturally to be
(−1)i1+···+ik−k det(A)J ′,I′ = (−1)i1+···+ik−k det(AT )I′,J ′ .
Hence we are done. 
Applying the above observations, we can get the general expression of Tr (
∧kH).
Corollary 3.7. The notations follow lemma 3.3 and 3.6. Let 0 < k < r.
Tr
( k∧(
(T−1)†HT−1
))
=
1
µ
∑
I
∥∥ ⊕
{j1,··· ,jr−k}∈I′
∑
(r−k)
|(aIˆj1 , · · · , aIˆjr−k)|2
∥∥2
Hk
,
where Hk is the induced metric on
∧k V . Note that the order (w.r.t. gij) of Tr (∧kH)
is 2(r − k) which is less than the order of µ (which is 2r). For k = r,
detH =
deth
µ
.
Proof. Applying the fact that Tr
( k∧
B
)
=
∑
|I|=k
detBI,I , then the result is straight
forward. 
Lemma 3.8. Let r ≥ 3.
‖f⊥‖2H =
τ
µ
, and τ =
∑
m,n
∑
i,j,k
∑
(r−2)
∣∣∣fi|G(r−2)(m,n)′,(i,k)′ | − fj|G(r−2)(m,n)′,(j,k)′ |∣∣∣2hk.
Note that the order (w.r.t. gij) of nominator is 2(r − 2) which is less than the order
of µ (which is 2r). For r = 2 case,
‖f⊥‖2H =
(|f1|2h0 + |f0|2h1)
µ
.
Proof. The proof is by direct computation. 
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4. Main Theorem
In the computation of previous section, the integral reduced to the local expression∫
C
|f0 + f1z|2(
∑
h∗
k ¯`
zkz¯`)
αβ
(
∑
i |gi0 + gi1z|2)(αβ+1)e(αβ+1)η
dV.
Let the weight function
e−φ = (
∑
hk ¯`zkz¯`)
αβe−(αβ+1)η.
For convenience we denote the coordinate of the total space by
w = (w1, · · · , wn, wn+1, · · · , wn+r−1) = (x1, · · · , xn, z1, · · · , zr−1).
Let us look at the problem more closely. If we apply the line bundle version of Skoda’s
theorem directly on P = P(V ∗), then we will encounter a trouble of negativity coming
from the weight function (∑
hk ¯`zkz¯`
)αβ
.
In order to take care of this, we need to apply a mixed metric function. Instead of
using 1/‖g˜‖αβ−1 we apply
1
‖g˜‖rµαβ−r ,
then we can handle the extra negativity. First let us do the reduction and can assume
X = Ω ⊆ CN be a pseudo-convex domain, and the vector bundle is given by
V = Ω× Cr with a hermitian metric hij¯.
Then V induces a projective scheme
P = Ω× Pr−1,
34
which is a direct product space and is also a pseudo-convex domain by construction.
Let us list the setting bellow
• Let (X, gij¯) be a pseudo-convex domain equipped with a given Hermitian
metric.
• Let (V, h) be a vector bundle over X of rank r with a given Hermitian metric
hk ¯`, and define Φ =
∑
h∗
k ¯`
zkz¯`.
• Let (P, g˜k ¯`) be the product space and g˜k ¯` be the product metric of gij¯ and gFS
which is defined by
√−1∂k∂¯`Φ.
• Let (M, e−χ) be a line bundle on X, and (K, e−κ) be the canonical line bundle
on X, where e−κ = 1/ det(gij¯) is a natural metric of K which is induced by
the metric of X.
• Let (OV ∗(1), e−ϕ˜) be the O(1) bundle on P , and e−ϕ˜ = 1/Φ.
• Let e−η be a metric of line bundle OV ∗(1)⊗M∗ over P .
• Let G : ⊕M ⊗ K −→ V ⊗ K be generic surjective. (Later we will remove
this assumption.)
In order to solve the division problem
G :
⊕
M ⊗K −→ V ⊗K,
we projectivize V and consider the new division problem
G˜ :
⊕
M ⊗K −→ OV ∗(1)⊗K
on P = P(V ∗). Note that in order to simplify the expressions here we abuse notations
pi∗K (resp. pi∗M) with K (resp. M) and its pull back metric pi∗e−κ (resp. pi∗e−χ)
with e−κ (resp. e−χ). Since we only care about the smooth sections of OV ∗(1) ⊗K
in the form of
f˜ =
∑
fi(x)zi
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we don’t need the full power strength of ∂¯ estimate on P . In stead we take only
partial estimate. More precisely we consider the following Hilbert spaces
• H0 =
⊕
pi∗L2(P,M ⊗K) =
⊕
p−copies
the completion of {h˜ ∣∣ h˜ is the smooth
section of M} w.r.t. the metric of e−ϕ0 . Define
e−ϕ0 =
1
r
1
(‖g˜‖2)r
1
µαβ−r
.
• H1 = L2(P,OV ∗(1), e−ϕ˜). Note thatH2 contains {f˜ =
∑
fi(x)zi
∣∣(f0, · · · , fr−1)
is a section of V }. Define
e−ϕ1 =
1
Φ
1
(‖g˜‖2)r+1
1
µαβ−r
.
• H2 =
⊕
pi∗L2(0,1)(P,M⊗K) =
⊕
p−copies
the completion of {h˜ = ∑hm¯(x) dx¯m ∣∣
is the smooth section of Ω(0,1)(M)} w.r.t. the metric of e−ϕ0−κ, where g is the
kahler metric on P .
and the diagram
H0
G˜
//
∂¯

H1
H2
.
Then we can do the Skoda estimates in this framework. The key is to compute the
conjugation G˜. Given a section u = (u1, · · · , ur) it associates a section u˜ =
∑
i uizi
of OP (1). The key point is to compute the conjugate G˜∗u˜. Suppose h = (h1, · · · , hp)
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is a section of E. Compute
∫
P
p∑
j=1
g˜jhju˜e
−ϕ1dVP =
p∑
j=1
∫
P
g˜jhju˜e
−ϕ1dVP
=
p∑
j=1
∫
Ω
h¯j
∫
Pr−1
∑
k,` gj,kzku`z`Φ
r+1
Φ(|g˜|2)r+1
1
µβ−r
dVFS ∧ V. Ω
=
p∑
j=1
∫
Ω
h¯j
µβ−r
∫
Pr−1
∑
k,`(ukg¯j,`)zkz¯`
|g˜|2
1
µ
dVG ∧ V. Ω.
The crucial part is to compute the integral∫
Pr−1
∑
k,`(ukg¯j,`)zkz¯`
|g˜|2 dVG =
∫
SU(r)
‖ge‖2H dg,
where H = (hk,`) =
∑
k,`(ukg¯j,`). By our developed average technique, this term can
be computed explicitly∫
SU(r)
‖ge‖2H dg =
1
rµ
Tr
(
(A−1)†HA−1
)
,
where A = Gt. By 3.5 this term can be expressed as
1
µ
∑
1≤i1<···<ir−1≤p
∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 gi1,1 · · · gir−1,1
u2 gi1,2 · · · gir−1,2
...
...
. . .
...
ur gi1,r · · · gir−1,r
∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣
gj,1 gi1,1 · · · gir−1,1
gj,2 gi1,2 · · · gir−1,2
...
...
. . .
...
gj,r gi1,r · · · gir−1,r
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
so ∫
P
(G∗u˜)je−ϕ0dVp
=
∫
Ω
1
rµβ−r+2
∑
u ∧ gi1 ∧ · · · ∧ gir−1gj ∧ gi1 ∧ · · · ∧ gir−1 dVΩ
=
∫
P
1
µ
∑
u ∧ gi1 ∧ · · · ∧ gir−1gj ∧ gi1 ∧ · · · ∧ gir−1e−ϕ0dVP .(15)
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Once we have the expression of conjugation G∗u˜, we can carry out the remaining
estimates. Consider
(16) ‖G∗u˜+ ∂¯∗v‖2 = ‖∂¯∗v‖2
(1)
+ ‖G∗u˜‖2
(2)
+ 2Re
∫
P
(∂¯G∗u˜, v)e−ϕ0dVP (3).
Part (1) would be combined with Bochner-Kodaira formula later. This would asso-
ciate to the curvature condition. Part (2) is about the norm of u˜. Compute this term
explicitly, then we get
‖G∗u˜‖2 =
p∑
j=1
∫
P
|G∗u˜j|2e−ϕ0dVP
=
p∑
j=1
∫
P
1
µ2
∑∣∣∣u ∧ gi1 ∧ · · · ∧ gir−1gj ∧ gi1 ∧ · · · ∧ gir−1∣∣∣2e−ϕ0dVP
=
∫
Ω
σ
µβ−r+2
dVΩ =
∫
P
‖u˜‖2e−ϕ1dVP .
Note that σ/µ is the expression of the Cramer’s rule (c.f the list of symbols). For part
(3), it involves the inequality of Skoda-type, and we can write this term explicitly
2Re
∫
P
∑
u ∧ gi1 ∧ · · · ∧ gir−1∂k(gj ∧ gi1 ∧ · · · ∧ gir−1)vkj e−ϕ0dVP .
Combine (16) with the Bochner-Kodaira formula, we have
‖G˜∗u˜+ ∂¯∗v‖2 + ‖∂¯v‖2 =
∫
P
‖u˜‖2e−ϕ1dV + 2Re
∫
P
(· · · )dV
+
∫
P
(∂k∂¯`ϕ0)v
kv¯`e−ϕ0dV +
∫
P
(Ric P )k ¯`v
kv¯`e−ϕ0dV
+
∫
P
‖∇¯v‖2e−ϕ0dV +
∫
∂P
(∂k∂¯`ρ)v
kv¯`e−ϕ0dV.
In this identity
∫
P
vkj v¯
`
j(∂k∂¯`ϕ0)e
−ϕ0dV is the term containing positive components
that can take over other negative terms. We can rewrite the essential components
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into three parts:
∑
j
r
∫
P
∂k∂¯`(log |g˜|2 − log Φ)vkj v¯`je−ϕ0dV
(a)
+
∫
P
(Ric P − RicX)k ¯`ukj u¯`je−ϕ0dV
(b)
+ (β − r)
∫
P
∂k∂¯`(log µ)u
k
j u¯
`
je
−ϕ0dV
(c)
.
In part (a), there contains a negative term −r
∫
P
∂k∂¯`(log Φ)v
k
j v¯
`
je
−ϕ0dV which comes
from the process of projectivization. We need this factor to carry out the average.
Fortunately, part (b) reads
Ric P − RicX = r
√−1∂k∂¯` log Φ− c1(V ) = r
√−1∂k∂¯` log Φ
(in our case c1(V ) = 0), and it can take care of the negative part of (a). The remaining
terms in the estimate are
n∑
k,`=1
(∂k∂¯` log µ)v
k
j v¯
`
j
(c)
, and 2
∣∣∣∑u ∧ gi1 ∧ · · · ∧ gir−1∂k(gj ∧ gi1 ∧ · · · ∧ gir−1)vkj ∣∣∣
(d)
.
Hence things are reduced to an inequality.
Lemma 4.1. For any constant α ≥ 1,
1
αµ
∑
1≤i1<···<ir−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gir−1∣∣2 + αβ1 p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ)v
k
j v¯
`
j
(c)
(17)
≥ 2
∣∣∣∣∣ ∑
1≤i1<···<ir−1≤p
∑
1≤j≤p
1≤k≤n
u ∧ gi1 ∧ · · · ∧ gir−1∂k
(gj ∧ gi1 ∧ · · · ∧ gir−1
µ
)
vkj
∣∣∣∣∣
(d)
,
where β1 = min{p−m,n}.
This inequality can be verified directly by combinatorics, but here we would like
to show that it is related to Skoda’s fundamental inequality.
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Lemma 4.2. Let q = min{n, p− r}. For all smooth testing (n, 1) form v and (1, 0)
form β we have
q(
√−1 Tr ββ∗Λv, v) ≥ |βy v|2.
Note that |βy v|2 can be calculated by
|βy v|2 = −(√−1β∗βΛv, v).
Proof. The key point of the lemma is to show the identity
∂∂¯ log |g|2 = Tr β ∧ β∗,
which involves the explicit algebraic computation. We will demonstrate it in section
6. 
Before we unveil the relation, Let us make a digression. There is another way
to derive the inequality 5.1. We want to apply the following setting. Consider the
diagrams of Hilbert spaces and linear operators
H0
T
//
D

H1
H2
where T is continuous and D is closed and has dense domain. Let G1 be a closed
subspace of H1, then
Lemma 4.3.
T (KerD) = G1
iff there exists some c > 0 such that
(18) ‖T ∗x1 +D∗x2‖2H0 ≥ c‖x1‖2H1
for every x1 ∈ G1 and x2 ∈ DomD∗.
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In the case of r > m, we have the following setting.
• H0 = L2(Ω, E,H0), E = Cp. Here we abuse notation H0. It represents the
space and the metric at the same time.
• H1 = L2(Ω, V,H ′1), V = Cr, where H ′1 is the quotient metric of H0,
• H2 = L2(Ω, Q), Q = Cq,
• H3 = L20,1(Ω, E)
• T1 is a linear map described by a p× r matrix G
• T2 is a linear map described by a r × q matrix S
• D = ∂¯.
and the diagram reads
H0
T1
//
D

H1
T2
// H2
H3
and G1 = KerT2. Note that S · G = 0 means S is the compatible conditions. Since
we choose quotient metric H ′1,
T ∗1 x1 = T
−1x1
for x1 ∈ G1, where T−11 u is the minimum solution of
u = Gh
w.r.t. the compatible conditions S. Hence T ∗1 x1 can be expressed as
T−11 x1 = G
∗(S∗S +GG∗)−1x1,
where G∗, S∗ are adjoint of G,S w.r.t. some givien a priori metric H1 on V , and (18)
reads
‖G∗(S∗S +GG∗)−1f + ∂¯∗v‖2 ≥ c‖f‖2,
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where f ∈ H1. Like the line bundle case, we expand this expression
‖G∗(S∗S +GG∗)−1f + ∂¯∗v‖2ϕ + ‖∂¯v‖2ϕ = ‖T ∗1 f‖2ϕ + ‖∂¯∗v‖2ϕ + ‖∂¯v‖2ϕ
+ 2Re(G∗(S∗S +GG∗)−1f, ∂¯∗v)ϕ
and couple it with the Kodaira-Bochner formula, then we get
≥ (√−1∂∂¯ϕv, v)ϕ + 2Re(∂¯G∗(S∗S +GG∗)−1f, v)ϕ + ‖f‖2H′1 .
Note that e−ϕ is a weight function to be determined. At this point if we can show
(19)
1
α
‖f‖2H′1 + (
√−1∂∂¯ϕv, v)ϕ ≥ 2|(∂¯G∗(S∗S +GG∗)−1f, v)ϕ|
then by lemma 4.3 we are done. By corollary 3.5, we have
(∂¯G∗(S∗S +GG∗)−1f, v)
=
∑
1≤i1<···<im−1≤p
∑
1≤j≤p
1≤k≤n
(
f ∧ gi1 ∧ · · · ∧ gim−1 , ∂k
(gj ∧ gi1 ∧ · · · ∧ gim−1
µm
)
vkj
)
and ‖f‖2H′1 = ‖T
−1
1 f‖2H0 =
1
µm
∑
1≤i1<···<im−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gim−1∣∣2.
Now we want to compute the quotient metric H ′1 in terms of the given a priori metric
H1 of V . Consider
‖u‖2H′1 = ‖T
−1
1 u‖2H0 = (G∗(GG∗ + S∗S)−1u,G∗(GG∗ + S∗S)−1u)H0
= ((GG∗ + S∗S)−1u,GG∗(GG∗ + S∗S)−1u)H1
= ((GG∗ + S∗S)−1u, u)H1 ,
(20)
and it induces a metric on detV , i.e.
det(H ′1) =
1
det(GG∗ + S∗S)
det(H1)
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on detV . Thus the inequality (19) is exactly the content of the inequality 5.1, so
there is an invariant expression of the term (∂¯G∗(S∗S + GG∗)−1f, v) = (∂¯T−11 f, v).
At this moment we assume r = m and later will remove this restriction. Let β be
the second fundamental form of V in E, then
∂¯G∗(GG∗)−1f = −β∗f.
Hence we have
|(∂¯T−11 f, v)|2 = |(β∗T−11 f, v)|2 = |(T−11 f, βy v)|2
≤ |T−11 f |2 · |βy v|2
which implies
2|(∂¯T−11 f, v)| = 2A = 2
√
|A|2 ≤ 1
α
|T−11 f |2 + α|βy v|2,
so inequality 5.1 is reduced to show
|βy v|2 ≤ β1
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ)v
k
j v¯
`
j
= β1
√−1 Tr ββ∗ = β1
√−1Θ(detQ),
which is precisely the content of 4.2. We can choose
• ϕ = log µαβ1 , which implies
• ‖h‖H0 =
∫
Ω
‖h‖2E
µαβ1
dV and
• ‖f‖H′1 = ‖T−11 f‖2H0 =
∫
Ω
‖f‖2H1
µαβ1+1
dV ,
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then lemma 5.1 is a indexized version of 4.2. For r > m case, let us recall the diagram
0 // K // Ep
T1
//
"" ""
V r
T2
// Cq
Wm
OO
,
whereW is a rankm sub-bundle of V r. In this setting we need a generalized inequality
as follows.
Lemma 4.4. For any constant α ≥ 1,
1
αµm
∑
1≤i1<···<im−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gim−1∣∣2 + αβ1 p∑
j=1
n∑
k,`=1
(∂k∂¯` log µm)v
k
j v¯
`
j(21)
≥ 2
∣∣∣∣∣ ∑
1≤i1<···<im−1≤p
∑
1≤j≤p
1≤k≤n
(
u ∧ gi1 ∧ · · · ∧ gim−1 , ∂k
(gj ∧ gi1 ∧ · · · ∧ gim−1
µm
)
vkj
)∣∣∣∣∣.
where β1 = min{p−m,n}, where
µm =
∑
1≤i1<···<im≤p
∣∣gi1 ∧ · · · ∧ gim∣∣2.
Proof. This inequality can be verified by combinatoric computation which we will
present in section 5. 
Once the fundamental inequality is established, we have the division theorem.
Theorem 4.5. Let Ω be a Stein manifold of complex dimension n with a ka¨hler
metric. Suppose p ≥ r ≥ m are positive integers. Let f, g1, · · · , gp be column vectors
of holomorphic functions over Ω. Let
G =

g1,1 g2,1 · · · gp,1
g1,2 g2,2 · · · gp,2
...
...
. . .
...
g1,r g2,r · · · gp,r

.
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Assume that the generic rank of
f1 g1,1 g2,1 · · · gp,1
f2 g1,2 g2,2 · · · gp,2
...
...
...
. . .
...
fr g1,r g2,r · · · gp,r

is m. If f satisfies the L2 condition
(22) L0 :=
∫
Ω
∑
1≤j1<···<jm−1≤p |f ∧ gj1 ∧ · · · ∧ gjm−1|2(∑
1≤k1<···<km≤p |gk1 ∧ · · · ∧ gkm|2
)αβ1+1 dVX <∞,
where β1 = min{p−m,n} and α > 1 is a constant, then the division problem can be
solvable and ∫
Ω
|hj|2(∑
1≤k1<···<km≤p |gk1 ∧ · · · ∧ gkm|2
)αβ1 dVX < αα− 1L0.
Proof. Suppose r = m. The basic idea is to introduce extra variables z1, · · · , zr into
(2) and write
f˜ =
∑
i
fizi =
∑
j
(∑
i
gijzi
)
hj =
∑
j
g˜jhj,
then we can use the projectivization method and only need to compute∫
P
‖f˜‖2
(‖g˜‖2)rdVP =
σ
µ2
by 2.3.
Suppose r > m, then in the functional analysis we have
• ϕ = log(µm)αβ1 , which implies
• ‖h‖H0 =
∫
Ω
‖h‖2E
(µm)αβ1
dV and
• ‖f‖H′1 = ‖T−11 f‖2H0 =
∫
Ω
‖f‖2H1
(µm)αβ1+1
dV ,
where µm =
∑
1≤i1<···<im≤p
‖gi1 ∧ · · · ∧ gim‖2H−10 ⊗H1 . Hence the statement follows. 
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By introducing the curvature condition, we can state the division theorem.
Theorem 4.6. Let X be a projective algebraic manifold of complex dimension n with
a ka¨hler metric. Let L be a holomorphic line bundle on X with a smooth metric
e−χ. Let V be a holomorphic vector bundle on X of rank r and let hαβ¯ be a smooth
hermitian metric of V . Let g1, · · · , gp be holomorphic sections of V over X such that
the matrix
(
f G
)
=

f1 g1,1 g2,1 · · · gp,1
f2 g1,2 g2,2 · · · gp,2
...
...
...
. . .
...
fr g1,r g2,r · · · gp,r

has generic rank m (with p ≥ r ≥ m), and let f be a holomorphic section of V ⊗ L
over X. Assume
√−1∂∂¯χ+ RicX ≥ αβ1c1(V ),
where β1 = min{p−m,n} and α > 1 is a constant. If
L0 :=
∫
X
∑
1≤j1<···<jr−1≤p ‖f ∧ gj1 ∧ · · · ∧ gjm−1‖2(∑
1≤k1<···<km≤p ‖gk1 ∧ · · · ∧ gkm‖2
)αβ1+1 dVX <∞,
then there exists holomorphic sections h1, · · · , hp of L over X such that
f =
p∑
j=1
gjhj
on X as sections of V ⊗ L and∫
X
‖hj‖2(∑
1≤k1<···<kr≤p ‖gk1 ∧ · · · ∧ gkm‖2
)αβ1 dVΩ < αα− 1L0.
Proof. We can write the division problem by the following diagram
(23) G :
⊕p
j=1 L
// V ⊗ L .
(αβ + 1)Θ(L) + RicX ≥ αβc1(V ⊗ L) = αβ(c1(v) + Θ(L))
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which leads to the conclusion. 
There is another way to get the conclusion by considering the following diagram
0 // K // E // // W // 0
and we apply the full rnak division theorem then extend the solution back to original
setting. Note that in applying the full rank division theorem we need to use the
explicit version, otherwise it is hard to see the relation to the initial setting. Thus
the advantage of using E −→ V rather than E −→ W is that we get a invariant
expression
L0 =
∫
X
( ˜(GG∗ + S∗S)f, f)
det(GG∗ + S∗S)αβ+1
dVX <∞
and the generalized fundamental inequality at the same time.
Remark 5. The technique of projectivization is introduced for dealing with a more
general situation. The formulation of theorem 4.5 and Skoda’s theorem have one
common feature that the norm of the numerator and denominator are the same
in the analytic condition. In the full rank case they are allowed to be applied by
different ones by absorbing the metric of detV into the weight function. However in
the general case, i.e. m < r, we expect that there could be two different metrics∫ ‖f ∧ gi1 ∧ · · · ∧ gim−1‖2θ
‖gi1 ∧ · · · ∧ gim‖2
dV,
where θ is a Griffith semi-positive metric. Once θ is introduced, the computation
becomes more complicated. The denominator of the integral would become to have
two different terms, then we cannot make them into 1 simultaneously. In this case
elliptic curves and elliptic integration are expected to come into the picture.
5. Fundamental Lemma
First let us recall some notations.
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• µ =
∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gir |2, and
• µm =
∑
1≤i1<···<im≤p
|gi1 ∧ · · · ∧ gim|2.
• σ = σ(f) =
∑
1≤k1<···<kr−1≤p
|f ∧ gk1 ∧ · · · ∧ gkr−1|2, and
• σm = σm(f) =
∑
1≤k1<···<km−1≤p
|f ∧ gk1 ∧ · · · ∧ gkm−1 |2.
Lemma 5.1. For any constant α ≥ 1,
1
αµm
∑
1≤i1<···<im−1≤p
∣∣u ∧ gi1 ∧ · · · ∧ gim−1∣∣2 + αβ1 p∑
j=1
n∑
k,`=1
(∂k∂¯` log µm)v
k
j v¯
`
j
(c)
(24)
≥ 2
∣∣∣∣∣ ∑
1≤i1<···<im−1≤p
∑
1≤j≤p
1≤k≤n
(
u ∧ gi1 ∧ · · · ∧ gim−1 , ∂k
(gj ∧ gi1 ∧ · · · ∧ gim−1
µm
)
vkj
)∣∣∣∣∣
(d)
,
where β1 = min{p−m,n}.
Proof. First we verify the case of m = r. At this moment we want to check the sub
case of β1 = p− r. Note that
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µm)v
k
j v¯
`
j =
1
µ2
∑
I<J
|(µI∂kµJ − µJ∂kµI)vkj |2,
where I = {i1, · · · , ir}, J = {j1, · · · , jr} are subsets of {1, · · · , p}. Let us exam the
term
∂k
(gj ∧ g1 ∧ · · · ∧ gr−1
µ
)
vkj
48
by explicit computation, (let {i1, · · · , ir−1} = {1, · · · , r−1} for convenience in demon-
stration.) we have
∑
j
∂k
(gj ∧ g1 ∧ · · · ∧ gr−1
µ
)
vkj =
1
µ
∑
j
(
∂kµj,1,··· ,r−1 − ∂kµ
µ
µj,1,··· ,r−1
)
vkj
=
1
µ2
∑
j
∑
i 6=j
µi,1,··· ,r−1(µi,1,··· ,r−1∂kµj,1,··· ,r−1 − µj,1,··· ,r−1∂kµi,1,··· ,r−1)vkj
+
1
µ2
∑
j
∑
other
terms
µi,1,··· ,r−1(µi1,··· ,ir∂kµj,1,··· ,r−1 − µj,1,··· ,r−1∂kµi1,··· ,ir)vkj .
In fact we can collect the terms according to the repeat index ι. For instance the
terms in
∑
j
∑
i 6=j
µi,1,··· ,r−1(µi,1,··· ,r−1∂kµj,1,··· ,r−1 − µj,1,··· ,r−1∂kµi,1,··· ,r−1)vkj
have ι = r − 1. For short we denote the term by
(i, 1, · · · , r − 1; j, 1, · · · , r − 1).
If ι = 1 and j is not the repeat index, then we do not have to do anything. For ι = 1
and j is the repeat index we have the following situation (u, j1, · · · , jr−1)(j, i1, · · · , ir−1)(j, i1, · · · , ir−1; j, j1, · · · , jr−1)vkj
−(u, i1, · · · , ir−1)(j, j1, · · · , jr−1)(j, j1, · · · , jr−1; j, i1, · · · , ir−1)vkj

=
(
(u, j1, · · · , jr−1)(j, i1, · · · , ir−1)− (u, i1, · · · , ir−1)(j, j1, · · · , jr−1)
)
(j, i1, · · · , ir−1; j, j1, · · · , jr−1)vkj .
Now we collect terms according to the type of (j, I ′; j, J ′). There are two such terms,
and we can combine them
(
(u, J ′)(j, I ′)− (u, I ′)(j, J ′))(j, I ′; j, J ′)vkj
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Applying the inequality 2|AB| ≤ α|A|2+1/α|B|2 toA = (u, J ′)(j, I ′)− (u, I ′)(j, J ′), B =
(j, I ′; j, J ′)vkj and we will determine α later, then we can see that
|B|2 = ∣∣(µi,I′∂kµj,J ′ − µj,J ′∂kµi,I′)vkj ∣∣2
which is a term in (∂k∂¯` log µ)v
k
j v¯
`
j. Hence the remaining work is to figure out the
summation of all possible |A|2. Before we sum them up we need a crucial identity:
(u, i1, · · · , ir−1)(j1, · · · , jr−1, j) + (u, j, i1, · · · , ir−2)(j1, · · · , jr−1, ir−1)+
(u, ir−1, j, i1, · · · , ir−3)(j1, · · · , jr−1, ir−2) + · · · =
(u, j1, · · · , jr−1)(i1, · · · , ir−1, j)
(25)
if r is odd, and
(u, i1, · · · , ir−1)(j1, · · · , jr−1, j)− (u, j, i1, · · · , ir−2)(j1, · · · , jr−1, ir−1)+
(u, ir−1, j, i1, · · · , ir−3)(j1, · · · , jr−1, ir−2) + · · · =
(u, j1, · · · , jr−1)(i1, · · · , ir−1, j)
(26)
if r is even. Note the underline part is the indexes with fixed positions, and in the
even case L.H.S is an alternating sum. By these two identities we can combine terms
that have the same repeat index ι. For example
(u, j1, · · · , jr−1)(j, i1, · · · , ir−1)− (u, i1, · · · , ir−1)(j, j1, · · · , jr−1) = (· · · ).
In fact the sum (· · · ) has an intrinsic meaning of exterior product, and we denote
this determinant as
(u ∧ j)uprise (j1 ∧ · · · ∧ jr−1)uprise (i1 ∧ · · · ∧ ir−1)
:=
∑
(α1, α2, β1, · · · , βr−2)(βr−1, γ1, · · · , γr−1)
×(u ∧ j)α1,α2(j1 ∧ · · · ∧ jr−1)β1,··· ,βr−1(i1 ∧ · · · ∧ ir−1)γ1,··· ,γr−1 ,
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where α, β, γ indicates the index of rows and
(α1, α2, β1, · · · , βr−2)
means the rotation sign of (α1, α2, β1, · · · , βr−2). After summing them up we have
another amazing identity∑
J<I
|(u ∧ j1)uprise (j2 ∧ · · · ∧ jr)uprise (i1 ∧ · · · ∧ ir−1)|2
= (r − 1)
∑
I<J
|(u, i1, · · · , ir−1|2|(j1, · · · , jr)|2.
(27)
Note the notation J < I means run through all possible combinations of (I, J) such
that
I ∪ J = {1, · · · , p}.
On the other hand terms with type ι = 0
(u, j1, · · · , jr−1(i1, · · · , ir)(i1, · · · , ir; j, j1, · · · , jr−1)vkj
can associate an inequality
≤ |(u, J ′)|2|(I)|2 + |(I; j, J ′)vkj |2.
Note that {j, J ′} ∩ {I} = ∅ because ι = 0. Hence for every fixed J ′, I there are
p− (2r − 1) choices for j. Combining with terms come from ι = 1 with j 6∈ ι (which
means j is not an repeated index) we get the inequality
≤ (p− r)|(u, J ′)|2|(I)|2.
Once we have this we are done by choosing α = p− r. In the general case of repeat
index ι = s+ 1 we have a similar algorithm. We combine terms with types
1) ι′ = ι+ 1 and j ∈ ι′ (which means j is a repeated index)
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2) ι with j 6∈ ι.
For terms in 2), we can compute the combinatoric easily, which is
p− (2r − 1− ι).
On the other hand, like the ι′ = 1, ι = 0 case, we need to pin down the coefficients
for the repeated indexes situation (i.e. terms in 1)). Similarly we have the following
identities
(u, i1, · · · , iq, j1, · · · , js)(k1, · · · , kq, k, j1, · · · , js)±
(u, k, i1, · · · , iq−1, j1, · · · , js)(k1, · · · , kq, iq, j1, · · · , js)+
(u, iq, k, i1, · · · , iq−2, j1, · · · , js)(k1, · · · , kq, iq−1, j1, · · · , js) + · · ·
= (u, k1, · · · , kq, j1, · · · , js)(i1, · · · , iq, k, j1, · · · , js),
(28)
where ± depends on q. Hence we have the identity∑
K<I
|(u ∧ j1 ∧ · · · ∧ js)uprise (k1 ∧ · · · ∧ kq)uprise (i1 ∧ · · · ∧ iq)|2
= (r − ι′)
∑
I<K
|(u, k1, · · · , kq, j1, · · · , js)|2|(i1, · · · , iq, j1, · · · , jr)|2.
(29)
Therefore the coefficient should be
(p− 2r + 1 + ι) + (r − ι′) = p− r − ι′ + ι+ 1 = p− r
which is the expected number. Hence we are done with this case.
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Let us turn to check the case β1 = n. Study term (d) again
2
∣∣∣∣∣∑
J ′
p∑
j=1
∑
I
1
µ2
(u, J ′)(I)(I; j, J ′)kvkj
∣∣∣∣∣
=
2
µ2
∣∣∣∣∣∑
J
∑
I
∑
(j,J ′)
(u, J ′)(I)(I; j, J ′)kvkj
∣∣∣∣∣
=
2
µ2
∣∣∣∣∣∑
I 6=J
∑
(j,J ′)
(I)j,J ′(u, J ′)(I; J)kvkj
∣∣∣∣∣
=
2
µ2
∣∣∣∣∣∑
I<J
∑
(i,I′)=(j,J ′)
(
(I)j,J ′(u, J ′)v¯kj − (J)i,I′(u, I ′)v¯ki
)
(I; J)k
∣∣∣∣∣.
Note that
∑
(j,J ′) means to sum over all possible partition of J and j,J ′ is the per-
mutation index. Hence we can choose the vectors
(Xk)J = ∂k(j, J
′), and (Yk)I =
∑
(i,I′)
i,I′(u, I
′)v¯ki ,
and normalize the inner product
H(X, Y ) =
∑
I<J
(
(I)XJ − (J)XI
)(
(I)YJ − (J)YI
)
w.r.t Xk, then write term (d) = 2A = 2
√|A|2 and
|A|2 ≤ n
µ4
∑
k
∣∣∣∑
I<J
∑
(i,I′)=(j,J ′)
(
(I)j,J ′(u, J ′)v¯kj − (J)i,I′(u, I ′)v¯ki
)
(I; J)k
∣∣∣2
=
n
µ4
∑
k
∣∣∣H(Xk, Yk)∣∣∣2 ≤ n
µ4
∑
k
H(Xk, Xk)H(Yk, Yk)
≤ n
µ4
∑
J
∣∣∣(J)∣∣∣2∑
k,I
∣∣∣∑
(i,I′)
i,I′(u, I
′)v¯ki
∣∣∣2.
By basic inequality 2
√
AB ≤ αA+ 1/α ·B we have
(d) ≤ α n
µ3
∑
J
∣∣∣(J)∣∣∣2 + 1
αµ
∑
k,I
∣∣∣∑
(i,I′)
i,I′(u, I
′)v¯ki
∣∣∣2.
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Recall the generalized Lagrange summation
∑
I
∣∣∣∑
(i,I′)
i,I′(u, I
′)v¯ki
∣∣∣2 = ∑
I′
|(u, I ′)|2
∑
j
|vkj |2 −
∑
J ′′
∣∣∣ p∑
`=1
(u, J ′′, `)vk`
∣∣∣2
and
∑∣∣(J)∣∣2 = µ so we can take α = ∑k,i |vki |2 and conclude
(d) ≤ n
µ2
∑
k,i
|vki |2 +
1
µ
∑
I′
∣∣∣(u, I ′)∣∣∣2.
Let us exam term (c).
1
µ2
p∑
`=1
∑
I<J
|(I; J)kvk` |2 =
1
µ2
∑
I<J
∑
`,s
(I; J)kv
k
` (I; J)sv
s
`
=
1
µ2
∑
`,s
H(Xk, Xs)v
k
` v¯
s
` =
1
µ2
∑
k,`
|vk` |2.
Hence we finish the m = r case.
For the general situation m < r, there are non-linear terms in the computation.
Like before, we fix (j1, · · · , jm−1) = (1, · · · ,m− 1) for convenience in demonstration.
In the computation we need to sum them up over 1 ≤ j1 < · · · < jm−1 ≤ p.
∑
j
∂k
( 1
µ
µ
(α1,··· ,αm)
j,1,··· ,m−1
)
vkj =
1
µ
∑
j
(
∂kµ
(α1,··· ,αm)
j,1,··· ,m−1 −
∂kµ
µ
µ
(α1,··· ,αm)
j,1,··· ,m−1
)
vkj
=
1
µ2
∑
j
∑
i 6=j
µ
(β1,··· ,βm)
i,1,··· ,m−1
(
µ
(β1,··· ,βm)
i,1,··· ,m−1∂kµ
(α1,··· ,αm)
j,1,··· ,m−1 − µ(α1,··· ,αm)j,1,··· ,m−1∂kµ(β1,··· ,βm)i,1,··· ,m−1
)
vkj
+
1
µ2
∑
j
∑
other
terms
µ
(β1,··· ,βm)
i,1,··· ,m−1
(
µ
(β1,··· ,βm)
i1,··· ,im ∂kµ
(α1,··· ,αm)
j,1,··· ,m−1 − µ(α1,··· ,αm)j,1,··· ,m−1∂kµ(β1,··· ,βm)i1,··· ,im
)
vkj ,
where (β1, · · · , βm) indicates the indexes of matrix. We can separate terms in two
groups
1) (α1, · · · , αm) = (β1, · · · , βm). In this case, everything reduces to the full rank
case. By the previous computation it is verified.
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2) (α1, · · · , αm) 6= (β1, · · · , βm). In this case, they are cross terms. We need to
apply compatible condition
(30)
∣∣∣∣∣∣∣∣∣∣∣∣∣
uα1 gi1,α1 gi2,α1 · · · gim,α1
uα2 gi1,α2 gi2,α2 · · · gim,α2
...
...
...
. . .
...
uαm+1 gi1,αr gi2,αr · · · gim,αm+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0
for every 1 ≤ α1 < · · · < αm+1 ≤ r and 1 ≤ i1 < · · · < im ≤ p.
Let us focus on case 2). For the repeat index ι = r−1 and j 6∈ ι, i.e. j is not repeated,
the trouble terms are (i, i1, · · · , im−1) = (j, j1, · · · , jm−1) = (i, 1, · · · ,m − 1). For
every such term
(u, 1, · · · ,m− 1)(α1,··· ,αm)µ(β1,··· ,βm)i,1,··· ,m−1(
µ
(β1,··· ,βm)
i,1,··· ,m−1∂kµ
(α1,··· ,αm)
i,1,··· ,m−1 − µ(α1,··· ,αm)i,1,··· ,m−1∂kµ(β1,··· ,βm)i,1,··· ,m−1
)
vki
we can find its conjugate
(u, 1, · · · ,m− 1)(β1,··· ,βm)µ(α1,··· ,αm)i,1,··· ,m−1(
µ
(α1,··· ,αm)
i,1,··· ,m−1∂kµ
(β1,··· ,βm)
i,1,··· ,m−1 − µ(β1,··· ,βm)i,1,··· ,m−1∂kµ(α1,··· ,αm)i,1,··· ,m−1
)
vki
and we can combine them as
((u, I ′)β(i, I)α − (u, I ′)α(i, I ′)β)(µαI ∂kµβI − µβI ∂kµαI )vki .
Similar to the full rank case, we apply the inequality 2|AB| ≤ a|A|2 + 1/a|B|2 to
A = ((u, I ′)β(i, I)α − (u, I ′)α(i, I ′)β), B = ((i, I ′)α; (i, I ′)β)vki . Note that
|B|2 = ∣∣(µαi,I′∂kµβi,I′ − µβi,I′∂kµαi,I′)vki ∣∣2
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which is a term in (∂k∂¯` log µm)v
k
j v¯
`
j. Hence the remaining work is to figure out the
summation of all possible |A|2. Let us collect all terms in the form of
((u, I ′)β(i, I ′)α − (u, I ′)α(i, I ′)β)
and sum them up over α, β. The result would be divided by
det(u, I ′, i)
which is the relation in (30), hence is zero. Therefore i could only takes values such
that
i 6= j 6= j1 6= · · · 6= jm−1,
which means that there are p−m choices. That is equal to β1, so we are done with
this case.
For the case of j ∈ ι, by coupling the compatible conditions (30) we have a gener-
alized identities of (28)
(u, i1, · · · , iq, j1, · · · , js))α(k1, · · · , kq, k, j1, · · · , js)β±
(u, k, i1, · · · , iq−1, j1, · · · , js)α(k1, · · · , kq, iq, j1, · · · , js)β+
(u, iq, k, i1, · · · , iq−2, j1, · · · , js)α(k1, · · · , kq, iq−1, j1, · · · , js)β + · · ·
= (u, k1, · · · , kq, j1, · · · , js)β(i1, · · · , iq, k, j1, · · · , js)α,
(28’)
where ± depends on q. Denote
(
(u ∧ J)uprise (K)uprise (I))α,β = (u,K, J)β(I, J)α − (u, I, J)α(K, J)β = (· · · )
and we have∑
K<I
|((u ∧ j1 ∧ · · · ∧ js)uprise (k1 ∧ · · · ∧ kq)uprise (i1 ∧ · · · ∧ iq))α,β|2
= (r − ι′)
∑
I<K
|(u, k1, · · · , kq, j1, · · · , js)α|2|(i1, · · · , iq, j1, · · · , jr)β|2.
(29’)
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The coefficient is as expected, so we are done with this case.
For β1 = n sub case, like the full-rank case we take
XJ = ∂k(j, J
′)(α1,··· ,αm), and YI = (u, I ′)(α1,··· ,αm)v¯i.
By the similar arguments in the full rank case, we can verify the inequality. Thus we
finish the justification of (24). 
Let us use one example to explain the algorithm.
Example 5.2. Let
(
u G
)
=

u1 g1,1 g2,1 · · · gp,1
u2 g1,2 g2,2 · · · gp,2
...
...
...
. . .
...
ur g1,r g2,r · · · gp,r

has generic rank 1, i.e. the image is generic a line bundle of Cr, and we want to
verify the fundamental inequality
1
µ1
r∑
α=1
|uα|2 + β1
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ1)v
k
j v¯
`
j ≥ 2
∣∣∣∣∣
r∑
α=1
∑
1≤j≤p
1≤k≤n
uα∂k
(gj,α
µ1
)
vkj
∣∣∣∣∣,(31)
where
µ1 =
r∑
α=1
p∑
j=1
|gj,α|2
and β1 = min{p− 1, n}.
Proof. First we focus on β1 = (p− 1) case. On one hand we can compute
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ1)v
k
j v¯
`
j =
1
µ21
r∑
α=1
p∑
`=1
∑
1≤i<j≤p
∣∣∣(gi,α∂kgj,α − gj,α∂kgi,α)vk` ∣∣∣2
+
1
µ21
∑
1≤α<β≤r
p∑
`=1
p∑
i,j=1
∣∣∣(gi,α∂kgj,β − gj,β∂kgi,α)vk` ∣∣∣2
.
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On the other hand we can compute R.H.S of (31)
2
∣∣∣∣∣
r∑
α=1
∑
1≤j≤p
1≤k≤n
uα∂k
(gj,α
µ1
)
vkj
∣∣∣∣∣ ≤ 2µ21
r∑
α=1
∣∣∣∣∣
p∑
i,j=1
uαgi,α(gi,α∂kgj,α − gj,α∂kgi,α)vkj
∣∣∣∣∣
+
2
µ21
∣∣∣∣∣ ∑
1≤α 6=β≤r
p∑
i,j=1
uαgi,β(gi,β∂kgj,α − gj,α∂kgi,β)vkj
∣∣∣∣∣
.
For the regular terms, we have the original Skoda’s inequalities
p∑
i=1
|uα|2|gi,α|2 + β1
p∑
`=1
∑
1≤i<j≤p
∣∣∣(gi,α∂kgj,α − gj,α∂kgi,α)vk` ∣∣∣2
≥ 2
∣∣∣∣∣
p∑
i,j=1
uαgi,α(gi,α∂kgj,α − gj,α∂kgi,α)vkj
∣∣∣∣∣.
Hence what remaining is to compare the cross terms.
Claim 1:
r∑
α=1
p∑
i=1
|uα|2
∑
1≤β 6=α≤r
|gi,β|2 + (p− 1)
∑
1≤α<β≤r
p∑
`=1
p∑
i,j=1
∣∣∣∣∣(gi,α∂kgj,β − gj,β∂kgi,α)vk`
∣∣∣∣∣
2
≥ 2
∣∣∣∣∣
r∑
α=1
∑
1≤β 6=α≤r
p∑
i,j=1
uαgi,β(gi,α∂kgj,β − gj,β∂kgi,α)vkj
∣∣∣∣∣.
Once this inequality is established then we are done. The key feature is to observe
that when i = j we can combine two terms
uαgi,β(gi,α∂kgi,β − gi,β∂kgi,α)vki + uβgi,α(gi,β∂kgi,α − gi,α∂kgi,β)vki
= (uαgi,β − uβgi,α)(gi,α∂kgi,β − gi,β∂kgi,α)vki = 0,
because
(32) (uαgi,β − uβgi,α) =
∣∣∣∣∣∣uα gi,αuβ gi,β
∣∣∣∣∣∣ = 0
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by the compatible condition. Hence we can rewrite the R.H.S of the claim
2
∣∣∣∣∣
r∑
α=1
∑
1≤β 6=α≤r
p∑
i,j=1
uαgi,β(gi,α∂kgj,β − gj,β∂kgi,α)vkj
∣∣∣∣∣
≤2
r∑
α=1
∑
1≤β 6=α≤r
p∑
i=1
∣∣∣∣∣ ∑
1≤j 6=i≤p
uαgi,β(gi,α∂kgj,β − gj,β∂kgi,α)vkj
∣∣∣∣∣
≤
r∑
α=1
∑
1≤β 6=α≤r
p∑
i=1
(∣∣uαgi,β∣∣2 +
∣∣∣∣∣ ∑
1≤j 6=i≤p
(gi,α∂kgj,β − gj,β∂kgi,α)vkj
∣∣∣∣∣
2)
≤
r∑
α=1
∑
1≤β 6=α≤r
p∑
i=1
|uαgi,β|2 + (p− 1)
∑
1≤α<β≤r
p∑
i=1
∑
1≤j 6=i≤p
(∣∣∆α,βi,j vki ∣∣2 + ∣∣∆α,βi,j vkj ∣∣2),
where
∆α,βi,j := (gi,α∂kgj,β − gj,β∂kgi,α).
Note that what on the L.H.S of the claim
∑
1≤α<β≤r
p∑
`=1
p∑
i,j=1
∣∣∣∣∣(gi,α∂kgj,β − gj,β∂kgi,α)vk`
∣∣∣∣∣
2
contains all possible
∣∣∆α,βi,j vk` ∣∣2 for 1 ≤ ` ≤ p which is obvious more than ∣∣∆α,βi,j vki ∣∣2 +∣∣∆α,βi,j vkh∣∣2. Therefore we verify the case β1 = (p− 1).
For the case of β1 = n, we study the R.H.S of (31) again. Collect terms and by
(32) we can rewrite
2
∣∣∣∣∣
r∑
α,β=1
p∑
i,j=1
uαgi,β(gi,β∂kgj,α − gj,α∂kgi,β)vkj
∣∣∣∣∣
= 2
∣∣∣∣∣(
r∑
α=β=1
∑
1≤i<j≤p
+
∑
1≤α<β≤r
∑
1≤i 6=j≤p
)
(uαv¯kj gi,β − uβ v¯ki gj,α)(gi,β∂kgj,α − gj,α∂kgi,β)
∣∣∣∣∣
(33)
Observe what inside the absolute value is an inner product defined as
H(X, Y ) =
( r∑
α=β=1
∑
1≤i<j≤p
+
∑
1≤α<β≤r
∑
1≤i 6=j≤p
)
(gi,βxαj − gj,αxαi )(gi,βyαj − gj,αyαi )
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and we can choose the vectors
(Xk)
α
j = ∂kgj,α, and (Yk)
α
j = uαv¯
k
j .
Hence (33) can be rewritten as
2
√√√√∣∣∣ n∑
k=1
H(Xk, Yk)
∣∣∣2 ≤ 2
√√√√ n∑
k=1
H(Xk, Xk) ·
n∑
k=1
H(Yk, Yk)
≤ a
n∑
k=1
H(Xk, Xk) +
1
a
n∑
k=1
H(Yk, Yk)
(34)
for any constant a. We can normalize the inner product H(X, Y ) w.r.t to {Xk}, so
H(Xk, Xk) = 1
for every k. Let us compute
H(Yk, Yk) =
( r∑
α=β=1
∑
1≤i<j≤p
+
∑
1≤α<β≤r
∑
1≤i 6=j≤p
)
|(gi,β(yk)αj − gj,α(yk)βi )|2.
In order to simplify the notation we will drop the sub-index of yk in the following
computation. For the regular part, by the original Skoda’s inequality technique we
have
r∑
α=β=1
∑
1≤i<j≤p
|(gi,βyαj − gj,αyβi )|2 ≤
r∑
α=β=1
p∑
i,j=1
|gi,α|2|yαj |2.
For the cross term part we apply the similar technique to the index i, j.
∑
1≤α<β≤r
∑
1≤i 6=j≤p
|(gi,βyαj − gj,αyβi )|2
=
∑
1≤α<β≤r
∑
1≤i 6=j≤p
|gi,βyαj |2 + |gj,αyβi |2 − 2Re gi,βyαj gj,αyβi
=
∑
1≤α 6=β≤r
p∑
i,j=1
|gi,βyαj |2 −
∑
1≤α<β≤r
( p∑
i=1
|gi,βyαi |2 + |gi,αyβi |2 +
∑
1≤i 6=j≤p
2Re(· · · )
)
.
60
Claim 2:
∑
1≤α<β≤r
( p∑
i=1
|gi,βyαi |2 + |gi,αyβi |2 +
∑
1≤i 6=j≤p
2Re gi,βy
α
j gj,αy
β
i
)
≥ 0.
If the claim holds, we have
H(Yk, Yk) =
( r∑
α=β=1
∑
1≤i<j≤p
+
∑
1≤α<β≤r
∑
1≤i 6=j≤p
)
|(gi,β(yk)αj − gj,α(yk)βi )|2
≤
r∑
α=1
p∑
j=1
|gj,α|2 ·
r∑
α=1
p∑
j=1
|uα|2|vkj |2
= µ1 ·
r∑
α=1
|uα|2
p∑
j=1
|vkj |2.
On the other hand
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ1)v
k
j v¯
`
j =
1
µ21
r∑
α=1
p∑
`=1
∑
1≤i<j≤p
∣∣∣(gi,α∂kgj,α − gj,α∂kgi,α)vk` ∣∣∣2
+
1
µ21
∑
1≤α<β≤r
p∑
`=1
p∑
i,j=1
∣∣∣(gi,α∂kgj,β − gj,β∂kgi,α)vk` ∣∣∣2
≥ 1
µ21
p∑
`=1
n∑
k,s=1
H(Xk, Xs)v
k
` v¯
s
` =
1
µ21
p∑
`=1
n∑
k=1
|vk` |2.
The inequality is because in the inner product H(X, Y ) it only takes the summation
∑
1≤i 6=j≤p
∣∣∣(gi,α∂kgj,β − gj,β∂kgi,α)vk` ∣∣∣2.
Thus if we choose a =
∑
j,k |vkj |2 in (34) then we are done.
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What remaining is to verify claim 2. Expand the term carefully
p∑
i=1
|gi,βyαi |2 + |gi,αyβi |2 +
∑
1≤i 6=j≤p
2Re gi,βy
α
j gj,αy
β
i
=
p∑
i=1
|gi,βyαi |2 +
∑
1≤i<j≤p
2Re gi,βy
α
j gj,αy
β
i
+
p∑
i=1
|gi,αyβi |2 +
∑
1≤i<j≤p
2Re gj,βy
α
i gi,αy
β
j .
Observe ∣∣∣∣∣
p∑
i=1
gi,αy¯
β
i
∣∣∣∣∣
2
=
p∑
i=1
|gi,αyβi |2 +
∑
1≤i<j≤p
2Re gi,βy
α
j gj,βy
α
i
and
gj,βy
α
i = gj,αy
β
i
by the compatible condition
(35) gj,βy
α
i − gj,αyβi =
∣∣∣∣∣∣uαv¯i gj,αuβ v¯i gj,β
∣∣∣∣∣∣ = 0.
Therefore
p∑
i=1
|gi,βyαi |2 +
∑
1≤i<j≤p
2Re gi,βy
α
j gj,αy
β
i =
∣∣∣∣∣
p∑
i=1
gi,αy¯
β
i
∣∣∣∣∣
2
.
Similarly
p∑
i=1
|gi,αyβi |2 +
∑
1≤i<j≤p
2Re gi,αy
β
j gj,βy
α
i =
∣∣∣∣∣
p∑
i=1
gi,β y¯
α
i
∣∣∣∣∣
2
.
Thus claim 2 is verified. 
Remark 6. A quick glance of the computation. The fundamental inequality is a
mixture of a Cauchy-Schwartz inequality with a completion of square. What on the
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R.H.S. of (31) is
2
∣∣∣∣∣
r∑
α=1
∑
1≤j≤p
1≤k≤n
uα∂k
(gj,α
µ1
)
vkj
∣∣∣∣∣ = 1µ21 · 2
√√√√∣∣∣ n∑
k=1
H(Xk, Yk)
∣∣∣2.
Here comes the Cauchy-Schwartz
(36) 2
√√√√∣∣∣ n∑
k=1
H(Xk, Yk)
∣∣∣2 ≤ a n∑
k=1
H(Xk, Xk) +
1
a
n∑
k=1
H(Yk, Yk),
where a is any constant, especially we choose
a =
n∑
k=1
p∑
j=1
|vkj |2.
By choosing a orthonormal basis we can compute the R.H.S of (36). It is an identity
1
µ2
· a
n∑
k=1
H(Xk, Xk) ≤ n
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ1)v
k
j v¯
`
j
and a completion of square
H(Yk, Yk) =
r∑
α,β=1
p∑
i,j=1
|gi,β|2|yαj |2 −
r∑
α=1
∣∣∣∣∣
p∑
i=1
gi,αy¯
α
i
∣∣∣∣∣
2
−
∑
1≤α<β≤r
(∣∣∣∣∣
p∑
i=1
gi,αy¯
β
i
∣∣∣∣∣
2
+
∣∣∣∣∣
p∑
i=1
gi,β y¯
α
i
∣∣∣∣∣
2)
≤µ1
r∑
α=1
p∑
j=1
|uα|2|vkj |2
for every k. Note that we drop the sub-index of yk and (yk)
α
j := uαv
k
j . In the
completion of square
r∑
α=1
∣∣∣∣∣
p∑
i=1
gi,αy¯
α
i
∣∣∣∣∣
2
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corresponds to the regular part, i.e. the original Skoda’s work. The new part is
∑
1≤α<β≤r
(∣∣∣∣∣
p∑
i=1
gi,αy¯
β
i
∣∣∣∣∣
2
+
∣∣∣∣∣
p∑
i=1
gi,β y¯
α
i
∣∣∣∣∣
2)
which corresponds to the cross terms. The indexes α 6= β means they are in the
different rows. Therefore the R.H.S of (36)
≤ n
p∑
j=1
n∑
k,`=1
(∂k∂¯` log µ1)v
k
j v¯
`
j +
1
µ1
r∑
α=1
|uα|2
which is precisely the L.H.S of (31).
6. Algebraic Verification And Vanishing Theorems
In this section we want to use indexes to verify the identities
∂∂¯ log
( ∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gir |2
)
= Tr β ∧ β∗,
then use this identity to get a vanishing theorem. First let use compute the second
fundamental form explicitly. In this section we assume
E = Ω× Cp,
i.e. E is trivial, and there is an exact sequence
0 // S // E // V // 0 .
Let us recall two notations
• µ =
∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gr|2,
• µm =
∑
1≤i1<···<ir≤p
|gi1 ∧ · · · ∧ gm|2,
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and define the projection operator
Π(v)k =
1
µ
∑
1≤i1<···<ir−1≤p
(G(v) ∧ gi1 ∧ · · · ∧ gr−1)(gk ∧ gi1 ∧ · · · ∧ gr−1),
where any section v of E = Ω× Cp. The second fundamental form of S in E is
β(v)` = Π(∂(v − Π(v)))`,
so
β`j = β(ej)` = −Π(∂(Π(ej)))`
= −Π
( 1
µ
∑
1≤i1<···<ir−1≤p
(gj ∧ gi1 ∧ · · · ∧ gr−1)(gk ∧ gi1 ∧ · · · ∧ gr−1)
)
=
1
µ
∑
1≤i1<···<ir−1≤p
1≤j1<···<jr−1≤p
∑
k
µk,j1,··· ,jr−1µ`,j1,··· ,jr−1µk,i1,··· ,ir−1∂
(µj,i1,··· ,ir−1
µ
)
=
∑
1≤i1<···<ir−1≤p
µ`,i1,··· ,ir−1∂
(µj,i1,··· ,ir−1
µ
)
.
The third equality is by the identity of multi-linear algebra
(37)
∑
k
∑
1≤j1<···<jr−1≤p
µk,j1,··· ,jr−1µ`,j1,··· ,jr−1µk,i1,··· ,ir−1 = µ · µ`,i1,··· ,ir−1 .
Hence
•
∑
`
|β`jy vj|2 =
∑
`
∣∣∣∣∣ ∑
1≤i1<···<ir−1≤p
∑
j
µ`,i1,··· ,ir−1∂ν
(µj,i1,··· ,ir−1
µ
)
vνj
∣∣∣∣∣
2
.
• (T−1u)k = 1
µ
∑
1≤i1<···<ir−1≤p
(u ∧ gi1 ∧ · · · ∧ gr−1)(gk ∧ gi1 ∧ · · · ∧ gr−1).
By these two identities we can verify
Lemma 6.1.
(∂¯T−1u, v) = (T−1u, βy v).
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Proof. By explicit computation, we have
(∂¯T−1u, v) =
∑
j
∑
1≤i1<···<ir−1≤p
(u, i1, · · · , ir−1)∂ν
(µj,i1,··· ,ir−1
µ
)
vνj
=
1
µ
∑
j
∑
1≤i1<···<ir−1≤p
(u, i1, · · · , ir−1)µj,i1,··· ,ir−1
·
∑
k
∑
1≤j1<···<jr−1≤p
µj,i1,··· ,ir−1∂ν
(µj,i1,··· ,ir−1
µ
)
vνj
=(T−1u, βy v)
.(38)
The second equality we applied the variation of (37)
(37’)
∑
j
∑
1≤j1<···<jr−1≤p
(u, j1, · · · , jr−1)µj,i1,··· ,ir−1µj,j1,··· ,jr−1 = µ · (u, i1, · · · , ir−1).

We want to use these explicit expressions to verify the other identity
Lemma 6.2.
Tr β ∧ β∗ = ∂∂¯ log µ.
Proof. On one hand we can compute
∂ν ∂¯λ log µ =
µ∂ν ∂¯λµ− ∂νµ∂¯λµ
µ2
.
On the other hand, by the expression of β`j we can compute
β ∧ β∗ =
∑
j,`
β¯`jβ`j
=
∑
j,`
∑
1≤i1<···<ir−1≤p
1≤k1<···<kr−1≤p
µ`,i1,··· ,ir−1∂ν
(µj,i1,··· ,ir−1
µ
)
µ`,k1,··· ,kr−1∂λ
(µj,k1,··· ,kr−1
µ
)
.
By the help of geometry we can crack this verification into several steps. By the
explicit datum we have
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• The second fundamental form
Tr β ∧ β∗ =
∑
j,`
∑
I′,K′
µ`,I′∂ν
(µj,K′
µ
)
µ`,I′∂λ
(µj,K′
µ
)
.
• Quotient metric
hij¯ = 〈T−1ei, T−1ej〉H0 =
1
µ
∑
K′
(ei, K
′)(ej, K ′).
• Connection
∇u = T .T−1u =
∑
k
∑
I′
gk,j(∂ν + ∂¯λ)
((u, I ′)
µ
µk,I′
)
.
• Curvature
(ΘV )ijνλ¯ =−
∑
k,I′
gk,j ∂¯λ
(
∂ν
((ei, I ′)
µ
)
µk,I′
)
+
∑
k,I′
∂ν
(
gk,j(ei, I
′)∂λ
(µk,I′
µ
))
− θ(0,1)i` θ(1,0)`j + θ(1,0)i` θ(0,1)`j .
Geometrically we expect
Tr β ∧ β∗ = Tr ΘV = ∂∂¯ log µ.
The first equality comes from ΘV = β∧β∗ by choosing a normal coordinate and direct
computation, and the second identity comes from the curvature of the determinant
of the quotient bundle by choosing a holomorphic frame. Thus it is not obvious these
two terms are equal. Let us verify the first identity.
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Expand ∂ν(µj,I′/µ) and we get
∑
j,`
∑
I′,K′
µ`,I′∂ν
(µj,K′
µ
)
µ`,I′∂λ
(µj,K′
µ
)
=
∑
j,`
∑
I′,K′
µ`,I′
(∂νµj,K′
µ
− µj,K′∂νµ
µ2
)
µ`,I′∂λ
(µj,K′
µ
)
=
∑
j,`
∑
I′,K′
µ`,I′∂νµj,K′µ`,I′
µ
∂λ
(µj,K′
µ
)
.
The second identity comes from moving the term µj,K′ into ∂λ(µj,K′/µ). We expand
the numerator and get
∑
`,I′
µ`,I′µ`,K′∂νµj,I′ ≡ µ · (∂νgj, K ′) mod µj,K′ .
Hence
∑
j,`
∑
I′,K′
µ`,I′∂ν
(µj,K′
µ
)
µ`,I′∂λ
(µj,K′
µ
)
=
∑
j,K′
(∂νgj, K
′)∂λ
(µj,K′
µ
)
.
Let us compute Tr ΘV from the induced (quotient) metric hij¯. By the explicit
expressions above the connection metric can be written as
θij =
∑
k
∑
I′
gk,j(∂ν + ∂¯λ)
((ei, I ′)
µ
µk,I′
)
,
which implies
Tr ΘV = −
∑
k
r∑
j=1
∑
I′
gk,j ∂¯λ
(
∂ν
((ej, I ′)
µ
)
µk,I′
)
= −∂¯λ
(∑
k
∑
I′
∂ν
(µk,I′
µ
)
µk,I′ − (∂νgk, I ′)µk,I′
µ
)
=
∑
k
∑
I′
(∂νgk, I
′)∂λ
(µk,I′
µ
)
.
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Note the first identity is based on the explicitly computation and one can found
∂ν ∂¯λ(· · · ) = 0 and −θ(0,1)i` θ(1,0)`j + θ(1,0)i` θ(0,1)`j = 0. By further expansion we have∑
k
∑
I′
(∂νgk, I
′)∂λ
(µk,I′
µ
))
=
∑
k<I′
(
(∂νgk, I
′) + (k, ∂νi1, I ′′) + · · ·
)
∂λ
(µk,I′
µ
)
=
∑
k<I′
∂νµk,I′
µ∂λµk,I′ − µk,I′ ∂¯λµ
µ2
=
µ∂ν ∂¯λµ− ∂νµ∂¯λµ
µ2
.
Hence we are done. 
We have another related observation.
Lemma 6.3.
det(hij¯) = det
( 1
µ
∑
K′
(ei, K
′)(ej, K ′)
)
=
1
µ
.
Proof. By linear algebra.
〈ei, ej〉H′1 = 〈G∗(GG∗)−1ei, G∗(GG∗)−1ej〉H0
= 〈(GG∗)−1ei, GG∗(GG∗)−1ej〉H1
= 〈(GG∗)−1ei, ej〉H1 ,
especially when (V,H1) = (Cr, Ir) then H ′1 = (GG∗)−1. Therefore
det(GG∗)−1 =
1
µ
.

The algebraic verification has a nice corollary. The rest of the section will be
devoted into the related vanishing theorem. For E = X × Cp, i.e. E is trivial we
have verified
∂∂¯ log µ = Tr β ∧ β∗.
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By explicit computation we have an observation.
Lemma 6.4. Let X be a compact complex algebraic manifold, E = X × Cp be a
trivial vector bundle and S is a holomorphic sub vector bundle of E which associates
an exact sequence
0 // S // E
g
// Q // 0 .
Set
Z = {x ∈ X∣∣ det(∂k∂¯` log |g|2) = 0},
then Z is an analytic sub manifold of X. (Z can be equal to X.)
Proof. This is a merit of explicit computation. Instead of using µ, it is equivalent to
compute the case
|g|2 =
p∑
i=1
|gi|2.
Writing hk ¯` = ∂k∂¯` log |g|2 explicitly, there are two cases:
• If k = `. hkk¯ =
∑
i<j
1
(|g|2)2 |gi∂kgj − gj∂kgi|
2.
• If k 6= `. hk ¯` =
∑
i<j
1
(|g|2)2 (gi∂kgj − gj∂kgi)(gi∂`gj − gj∂`gi).
For short, write
ϕI,k =
1
|g|2 (gi∂kgj − gj∂kgi)
where I = (i, j), then hkk¯ =
∑
I |ϕI,k|2 and hk ¯` =
∑
I ϕI,kϕI,`. Hence
(hk`) = BB
∗,
where
(39) B =
∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕI1,1 ϕI2,1 · · · ϕIN ,1
ϕI1,2 ϕI2,2 · · · ϕIN ,2
...
...
. . .
...
ϕI1,n ϕI2,n · · · ϕIN ,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
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and N = Cp2 . We can also compute the determinant
det(hk ¯`) =
∑
I1,··· ,In
∣∣∣∣∣∣∣∣∣∣∣∣∣
|ϕI1,1|2 ϕI2,1ϕI2,2 · · · ϕIn,1ϕIn,n
ϕI1,2ϕI1,1 |ϕI2,2|2 · · · ϕIn,2ϕIn,n
...
...
. . .
...
ϕI1,nϕI1,1 ϕIn,nϕIn,2 · · · |ϕIn,n|2
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
I1,··· ,In
ϕI1,1ϕI2,2 · · ·ϕIn,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕI1,1 ϕI2,1 · · · ϕIn,1
ϕI1,2 ϕI2,2 · · · ϕIn,2
...
...
. . .
...
ϕI1,n ϕI2,n · · · ϕIn,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
I1<···<In
∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕI1,1 ϕI2,1 · · · ϕIn,1
ϕI1,2 ϕI2,2 · · · ϕIn,2
...
...
. . .
...
ϕI1,n ϕI2,n · · · ϕIn,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
2
.
For short, denote
ΦI1,··· ,In =
∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕI1,1 ϕI2,1 · · · ϕIn,1
ϕI1,2 ϕI2,2 · · · ϕIn,2
...
...
. . .
...
ϕI1,n ϕI2,n · · · ϕIn,n
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
then det(hk ¯`) =
∑
I1<···<In |ΦI1,··· ,In|2. Therefore
Z = {x ∈ X∣∣ΦI1,··· ,In(x) = 0},
which is analytic. 
Though we only show the case that g : E // L , where L is a line bundle, the
general case can be easily deduced from the same formula. By the explicit computa-
tion we only need to replace |g|2 by µ and gj by µJ , then the same conclusion follows.
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In the following we want to show the special class −β∗f˜ in Skoda’s theorem satisfies
the finiteness condition
(β∗f˜ ,Θ−1β∗f˜) <∞.
Lemma 6.5.
(β∗f˜ , Tr (ββ∗)−1β∗f˜) ≤ n|f˜ |2,
where n is the dimension of Ω.
Proof. Compute (β∗f˜ , Tr (ββ∗)−1β∗f˜) by
∑
i
(∑
k,`
∑
j
βij,kβij,`Θ
−1
k ¯`
)
|f˜i|2
≤
∑
i
(∑
k,`
∑
j
βij,kβij,`Θ
−1
k ¯`
)∑
i
|f˜i|2
because
∑
k,` βij,kβij,`Θ
−1
k ¯`
≥ 0 for every j. Note the location of conjugation is by the
functorial of column vector. Let us compute
∑
i
(∑
k,`
∑
j
βij,kβij,`Θ
−1
k ¯`
)
=
∑
k,`
∑
i,j
βij,kβij,`Θ
−1
k ¯`
= Tr (ΘΘ−1) ≤ n.
Hence we are done. 
Therefore if f˜ = g−1f , then
‖g−1f‖2ϕ =
∫ ∑ |f ∧ gi1 ∧ · · · ∧ gir−1|2
(
∑ |gi1 ∧ · · · ∧ grr |2)N+1 <∞
would imply the ∂¯-equation ∂¯h = β∗(g−1f) is solvable, and this is exactly the L2-
condition in Skoda’s theorem.
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Example 6.6. In the n = 1 case we have the following identity
∑
k,`
Θ−1k`
(
∂k
gj
|g|2
)(
∂`
gj
|g|2
)
=
1
|g|2 ,
by explicit expression. This implies (β∗f˜ ,Θ−1β∗f˜) = |f |2/|g|2 = |f˜ |2. For n = 1
case, it is easy to see the identity.
Proof. It means we have to compute the ratio of∑
j
∣∣∑
i(gi∂zgj − gj∂zgi)g¯i
∣∣2
(|g|2)4
=
∑
j
∑
i |(gi∂zgj − gj∂zgi)|2
∑
m |gm|2 −
∑
i<m |(· · · )|2
(|g|2)4
=
∑
i<m |(gi∂zgm − gm∂zgi)|2
(|g|2)3
and ∑
i<j |(gi∂zgj − gj∂zgi)|2
(|g|2)2 ,
which is exactly 1/|g|2. 
Let us recall a notation
(B˜B∗h, h)
det(BB∗)
= ((BB∗)−1h, h) = (Θ−1h, h).
We use this notation in order to agree the one applied in Skoda’s paper.
Theorem 6.7. Let X be a weakly pseudo-convex manifold of dimension n and E =
X×Cp be a trivial vector bundle. Consider a pair of holomorphic vector bundles and
a non-trivial holomorphic sub-vector bundle (Ss, Ep), then for the cohomology class
represented by a (0, k)-form f satisfying∫
X
(B˜B∗f, f)
det(BB∗)(|g|2)N dVX <∞
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is vanishing for k ≥ 1 and N > min{n, s}. Note that the finiteness condition requires
f in the domain of Θ−1. For the case of k = 1 and Z ( X we have a Cramer’s rule
type condition: ∫
X
∑ |fi ∧ ϕI1 ∧ · · · ∧ ϕIn−1|2∑ |ϕI1 ∧ · · · ∧ ϕIn|2(|g|2)N dVX <∞.
Proof. The proof is essentially repeat Skoda’s computation. For technique reason
first we will assume Z ( X, and take a exhaustion Ων of X − Z. Thus we can solve
the ∂¯-equation on each Ων with estimates, then take the limit to get the solution on
X. Let us now focus on the pseudo-convex domain Ων . For short we will denote this
domain by Ω. Let us go back to the estimates. Provided an extra line bundle M
such that M ≥ N Tr β ∧ β∗ we have
(
√−1(S ⊗M)Λv, v) ≥ (N − β1)(
√−1 Tr β ∧ β∗v, v).
Later M can be chosen as det(E/S)⊗N . By the identity
Tr β ∧ β∗ = ∂∂¯ log µ = BB∗
we can take the fundamental inequality and Cauchy-Schwartz inequality to get the
estimates
|(f˜ , v)ϕ|2 ≤ (BB∗v, v)ϕ(f˜ , (BB∗)−1f˜)ϕ
= (N − β1)(
√−1 Tr β ∧ β∗v, v)ϕ · 1
N − β1 (f˜ , (BB
∗)−1f˜)ϕ
≤ C2 · (‖∂¯v‖2ϕ + ‖∂¯∗v‖2ϕ),
where C2 = 1/(N −β1) · (f˜ , (BB∗)−1f˜)ϕ. More precisely the above inequality can be
written with indexes
∣∣∣∑
i,α
f¯i,αv
α
i
∣∣∣2 ≤ (∑
i
f¯i,βΘαβ¯fi,α
)(∑
i
v¯αi Θ
βα¯vβi
)
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which is the practice of the inequality | Tr A∗B|2 ≤ Tr (A∗ΘA)· Tr (B∗Θ−1B). Thus
the ∂¯-equation
∂¯h = f˜
can be solved with the estimate ‖h‖2ϕ ≤ C2. Note that (BB∗)−1 exists on Ω because
we exclude its zero locus before taking the exhaustion.
If Z = X, then we have to take a different exhaustion. Let W be the common zero
loci of gj, let Ωσ be the exhaustion of X −W . Like before we would drop the index
of Ω for short. On Ω we collect all holomorphic functions with finite L21 norm
H(Ω) = {g = (g1, · · · , gp)
∣∣‖g‖21 <∞}.
Let us consider all holomorphic functions g such that its associated curvature matrix
Θ = ∂∂¯ log |g|2 = BB∗ has 0 eigen value, i.e. det(BB∗) = 0. Or it is equivalent to
Z = X. By the explicit computation, gj satisfy
ΦI1,··· ,In = 0
for every I1, · · · , In, so it is a closed subset of H(Ω). Let us denote the set by Z(Ω).
Suppose g ∈ Z(Ω), then we can choose a sequence 〈gt〉 in H(Ω)\Z(Ω) such that
gt → g in the sense of L21. Thus for each gt we can apply the previous estimates, then
pass to g by taking limit. Let use verify Θt = BtB
∗
t would converge to Θ = BB
∗. It
is enough to show that Bt → B, and this can be examed by entry-wise verification.
Denote gj,t by g
′
j for short. Compute∣∣∣gi∂kgj − gj∂kgi|g|2 − g′i∂kg′j − g′j∂kg′i|g′|2 ∣∣∣
≤
∣∣∣gi∂kgj|g|2 − g′i∂kgj|g|2 ∣∣∣+ ∣∣∣g′i∂kg′j|g′|2 − g′i∂kgj|g′|2 ∣∣∣+ ∣∣∣g′i∂kgj|g|2 − g′i∂kgj|g′|2 ∣∣∣
=
|∂kgj||gi − g′i|2
|g|2 +
|g′i||∂kgj − ∂kg′j|
|g|2 +
|g′i∂kgj|(|g′|2 − |g|2)
|g|2|g′|2
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which would go to zero as g′ converges to g in H(Ω). Note that the control of the
third term depends on the choice of the exhaustion Ωσ away from the common zero
of g, so there is a lower bound of |g|2 which makes the estimate work. In other words,
given  > 0 ∣∣∣gi,t∂kgj,t|gt|2 − gi∂kgj|g|2
∣∣∣ < 
for every i 6= j, k and t 0. This would imply the analytic finiteness condition∫
X
(f, (BtB
∗
t )
−1f)
(|g|2)N dVX <∞
would hold by taking an appropriate sub-sequence of 〈t〉 because (f, (BtB∗t )−1f)
would converge to (f, (BB∗)−1f). For simplicity of notation we still denote the sub-
sequence by t. Thus by previous argument we can solve
∂¯ht = f
on Ω with estimates ‖ht‖2 ≤ C2t , where
C2t = (f, (BtB
∗
t )
−1f).
By construction and assumption, (f, (BtB
∗
t )
−1f) would converge to a constant C(f) =
(f,Θ−1f) as t→∞ on Ω, and ht would converge to h. Since C(f) depends only on
f , we can take limit again on the domain Ων , then we get a global solution on X.
Hence we are done. 
Now we want to introduce a multiplier ideal sheaves version of vanishing theorem.
Let h is a germ of E, define
• I1(S,E,N) =
{
h
∣∣∣ ‖h‖2
(det(BB∗)
∑ |gj1 ∧ · · · ∧ gir |2)N is locally integrable.
}
, where
is defined in (39).
• I2(S,E,N) =
{
h
∣∣∣ ‖h‖2
(
∑ |gj1 ∧ · · · ∧ gir |2)N is locally integrable.
}
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Note that both I1 and I2 are coherent sheaves. Since E is equipped with the trivial
metric,
‖h‖2ϕ =
∑
i
∫
|hi|2e−ϕ.
Thus ‖h‖2ϕ < ∞ would imply hi in the multiplier ideal sheaf defined by e−ϕ, and
this multiplier ideal sheaf is coherent by the classic Nadel’s theorem. Observing that
I1 ⊆ I2, it is enough to show that the forms f such that |f |2/ detBB∗ would form a
sub-module of I2, and this is obvious.
Corollary 6.8. Let X be a weakly pseudo-convex manifold of dimension n and E =
X×Cp be a trivial vector bundle. Consider a pair of holomorphic vector bundles and
a non-trivial holomorphic sub-vector bundle (Ss, Ep), and a analytic set
Z = {x ∈ X∣∣ det(∂k∂¯` log µ) = 0}.
Suppose Z $ X then the image of
Hk(X, I1(S,E,N)⊗det(E/S)⊗N⊗KX) −→ Hk(X, I2(S,E,N)⊗det(E/S)⊗N⊗KX)
vanishes for k ≥ 1 and N > min{n, s}.
Proof. This is a corollary of the proof of the theorem.
Noticing that in solving the ∂¯-equation
∂¯h = f˜ ,
h and f˜ are applied with different metrics, so we need to impose two multiplier ideal
sheaves I1 and I2. In computation of the cohomology of Ii we need to take a fine
complex resolution. Here we take a common resolution of I1 and I2, i.e.
pi : Ωˆ −→ Ω
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such that pi∗Ii = OΩˆ(
∑
Di,j), where Di =
∑
j Di,j are simple normal crossing divi-
sors. This corresponds to get a fine complex resolution of pi∗Ii on Ωˆ. Hence the norm
condition would induce a inclusion map
pi∗S ⊗Ap,q ⊗ pi∗I1 −→ pi∗S ⊗Ap,q ⊗ pi∗I2
on Ωˆ, then it induces a map between the cohomology groups. Consider the following
diagram
0 // pi∗S ⊗An,1 ⊗ pi∗I2
∂¯
// pi∗S ⊗An,2 ⊗ pi∗I2
∂¯
// · · ·
0 // pi∗S ⊗An,1 ⊗ pi∗I1
∂¯
//
OO
pi∗S ⊗An,2 ⊗ pi∗I1
∂¯
//
OO
· · · .
Suppose f is a close (n, k) form which represents a cohomology class satisfying the
finiteness assumption, i.e. f is a section of pi∗S ⊗An,k ⊗ pi∗I1 which would imply f
satisfying
L0 =
∫
X
(f,Θ−1f)
(|g|2)N <∞.
Hence we can solve the ∂¯-equation
∂¯h = f
with estimates ∫
X
‖h}2
(|g|2)N <
α
α− 1L0
which implies h ∈ Γ(pi∗S ⊗An,k−1 ⊗ pi∗I2). Hence we can conclude the image of
Hk(Xˆ, pi∗(I1 ⊗ det(Q)⊗N ⊗KX)) −→ Hk(Xˆ, pi∗(I2 ⊗ det(Q)⊗N ⊗KX))
vanishes. Note that Q = E/S. Since pi : Ωˆ −→ Ω is a resolution, we have
Hk(Xˆ, pi∗(Ii ⊗Q⊗N ⊗K)) = Hk(X, pi∗(Ii ⊗Q⊗N ⊗K)).
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Therefore we are done. 
Remark 7. The vanishing theorem 6.8 in fact does not use the full power of the
estimates of solving the ∂¯-equation ∂¯h = f . We made a stronger assumption of
finiteness condition which is point-wise defined. It does not detect the variance of
the direction on the tangent space TX. However the finiteness condition in theorem
6.7 indeed captured the variance. In summary there are two points that can be
improved.
(1) Remove the assumption of Z ( X. In order to define the multiplier ideal
sheaf I1, det Θ = detBB∗ cannot be 0 entirely. Thus we have to make this
extra assumption. In the general case of Z = X, the foliation define by ker Θ
should be introduced and is needed to study.
(2) Find a better coherent sheaf that contains Skoda’s class β∗f . By point-wise
inspection the condition ‖h‖2/ det Θ) < ∞ is weaker than (h,Θ−1h), so the
Skoda’s class is not in the section of I1. The reason why we take a weaker
version is because this is the simplest way to define a coherent sheaf. Looking
closely to the expression (f,Θ−1f), it involves the tangent directions and is not
possible to be recorded by a multiplier ideal sheaf with point-wise finiteness
condition. It is expected to introduce the jet space to solve this problem.
7. Griffith Positivity
In this section we want to combine the projectivization technique and the funda-
mental inequality we derived to reduce the requirement of the positivity of the vector
bundle E. Originally, the issue of positivity occurs in the applying of Bochner-
Kodaira formula. If we work on E, V over Ω then the term involving curvature would
take form of Nakano positivity. But if we work over P(E∗) then the requirement of
positivity would become the positivity of the line bundle OE∗(1) which corresponds
to the Griffith positivity of E.
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Theorem 7.1. Let X be a pseudo-convex ka¨hler manifold. Consider the diagram
G : Ep ⊗M ⊗K // V r ⊗M ⊗K .
Assume G = (gj) is generically surjective, E ≥ 0 in the sense of Griffith and
√−1Θ(M) ≥ αβ1
√−1Θ(V )
where
β1 = min{n, p− r}.
Suppose a holomorphic section f of V ⊗M ⊗K satisfying
L0 :=
∫
X
‖f‖2
(‖g‖2)αβ1+1 dVX <∞,
then there exist h, a section of E ⊗M ⊗K, such that
f = Gh and∫
X
‖h‖2
(‖g‖2)αβ1 dVX ≤
α
α− 1L0.
Let us recall the notations.
• (V,H1), where H1 is a given metric of V .
• (E, hk ¯`), where hk ¯` is a given inner product. It is also denoted by H0.
• (M, e−ψ), where e−ψ is a given metric of M .
• Lin(P,OE∗(1)) = {h˜ =
∑
hjzj
∣∣(hj(x)) is a smooth section of E}.
• ‖g‖2 = ‖g‖2E∗⊗V .
• P = P(E∗), and pi : P −→ Ω.
• Φ =
∑
k,`
hk ¯`zkz¯`, e
−ϕ0 =
re−ψ
Φ(‖g‖2)αβ1 . Note the function of the factor r is to
balance the coefficient generated from averaging.
• let k = αβ1 when k is in the exponent of ‖g‖2.
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• H0 = Lin2(P,OE∗(1)⊗M) is a Hilbert space with inner product
〈h˜1, h˜2〉ϕ0 =
∫
P
(h˜1, h˜2)ϕ0dVP =
∫
P
h˜1h˜2e
−ψ
Φ(‖g‖2)kdVP
=
1
r
∫
Ω
r(h1, h2)Ee
−ψ
(‖g‖2E∗⊗V )k
dVΩ
= 〈h1, h2〉H0 .
Note the identity comes from the average technique we developed before. Here
we abuse the notation H0. It represents the space and the metric at the same
time.
• H1 = L2(P, pi∗V ) is a Hilbert space with the inner product induced from E.
In fact it is the quotient metric and denoted by H ′1. Hence
〈f1, f2〉H′1 =
∫
P
(f1, f2)H′1dVP =
∫
P
(T−1f1, T−1f2)ϕ0dVP
=
1
r
∫
Ω
r(T−1f1, T−1f2)Ee−ψ
(‖g‖2)k dVΩ =
∫
Ω
(f1, f2)ϕe
−ψ
‖g‖2
1
(‖g‖2)kdVΩ
= 〈T−1f1, T−1f2〉H0 .
Note we abuse notation H1 again.
• H2 = Lin20,1(P,OE∗(1)) is a Hilbert space.
Initially we have the diagram
0 // K ⊗M // E ⊗M G // V ⊗M // 0
over Ω. After taking projectivization it becomes
Lin(P,OE∗(1)⊗ pi∗M)
T
// C∞(P, pi∗V ⊗M)
over P(E∗). Though there is no map between OE∗(1) and pi∗V , the map between
sections is enough. The extra M is needed in general for the reason of curvature
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estimate. Like the functional analysis we used in last section let use consider the
diagram
H0
T
//
D

H1
H2
,
and compute
‖T ∗f + ∂¯∗v‖2ϕ0 + ‖∂¯v‖2ϕ0 = ‖T ∗f‖2ϕ0 + ‖∂¯∗v‖2ϕ0 + ‖∂¯v‖2ϕ0
+ 2Re〈T ∗f, ∂¯∗v〉ϕ0
and couple it with the Kodaira-Bochner formula, then we get
≥ ‖f‖2H′1 + 〈
√−1∂∂¯ϕ0v, v〉ϕ0 + 2Re〈∂¯T ∗f, v〉ϕ0 .
Look closely to the curvature term. It can be decomposed into three parts
∂∂¯ϕ0 =∂∂¯ log Φ + (∂∂¯ψ − k∂∂¯ϕ)
+ αβ1∂∂¯ log ‖g‖2E∗ .
∂∂¯ log Φ ≥ 0 is equivalent to E ≥ 0 in the sense of Griffith. The second term implies
the curvature condition of M , so we require
√−1Θ(M) ≥ αβ1
√−1Θ(V ).
The last term is for the fundamental inequality. We have to verify the fundamental
inequality with vector bundle metric
(40)
1
α
‖f‖2H′1 + αβ1〈
√−1∂∂¯ log ‖g‖2E∗v, v〉ϕ0 ≥ 2|〈∂¯T ∗f, v〉ϕ0|,
82
for some appropriate constant β1. For short, we abuse notation ‖g‖2 = ‖g‖2E∗ . Since
we use the quotient metric H ′1 for pi
∗V , the minimum solution for Gx = u
T−1u = T ∗u,
where T ∗ is the adjoint w.r.t H ′1. Like the argument in the previous section, we have
2|〈∂¯T ∗f, v〉ϕ0 | = 2
√
|〈∂¯T ∗f, v〉ϕ0|2
= 2
√
|〈β∗T−1f, v〉H0|2 = 2
√
|〈T−1f, βy v〉H0|2
≤ 2
√
‖T−1f‖2H0 · ‖βy v‖2H0
≤ 1
α
‖f‖2H′1 + α‖βy v‖
2
H0
,
so it reduces to the Skoda’s inequality.
β1(
√−1 Tr β ∧ β∗Λv, v)ϕ0 ≥ ‖βy v‖2,
and β1 = min{n, p− 1}. Therefore we verify (40) and complete the proof of theorem
7.1.
8. Effective Artin-Rees Lemma (Ideal Case)
In this and next section, we are going to present another application of L2-Cramer’s
rule. The form of Cramer’s rule and primary decomposition in the commutative
algebra can be combined together to get the effective uniform bound of Artin-Rees
Lemma. Before we are going to the general module case, we want to revisit the ideal
case in this section.
First let us define a terminology.
Definition 8.1. [Analytic Nullstellensatz] Let J = (b1, · · · , bp) be a finite generated
ideal of a Notherian ring R = C [x1, · · · , xn]. Let f ∈ R such that f(x) = 0 for
every x ∈ V (J). Projectivize Cn ⊂ Pn, and equip Cn with the standard Fubini-Study
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metric. Suppose Ω = Ων ⊂ Cn be an exhaustion. Assume m0 be a number satisfying∫
Ω
|fm0|2
(
∑ |bi|2)ξ dVFS <∞
for every f . NOTE. In this section, we wouldn’t write the power of the denominator
of the integrand explicitly. Since it is not important in the arguments, we simply
denote it by ξ.
By Skoda’s theorem f ∈ J . In particular,
√
J
m0 ⊂ J.
Then we call the Hilbert Nullstellensatz with a hidden integrability condition by ana-
lytic Hilbert Nullstellensatz.
Recall the effective analytic Nullstellensatz.
Theorem 8.2 (Effective Hilbert Nullstellensatz[3]). Let J = (b1, · · · , bp) C C [x1, · · · , xn]
be a finite generated ideal. Assume deg bi ≤ d for every i. Then
√
J
(αβ+1)dn ⊆ J,
where α > 1 is a fixed constant and β = min{n, p− 1} is the Skoda constant.
Proof. This is the affine version of effective Hilbert Nullstellensatz of projective space
Pn. The polynomial ring C [x1, · · · , xn] can be treated as one affine piece Cn of Pn.
Homogenize b1, · · · , bp to B1, · · · , Bp that are the sections of O(d), i.e. degree d
homogeneous polynomials of R′0 = C [X0, X1, · · · , Xn], and generate a homogeneous
ideal
J = (B1, · · · , Bp) C R′0.
Then we can apply the projective version of Hilbert Nullstellensatz.
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For every element f ∈ R, consider its homogenization F . By the assumption that
fm =
∑
bigi ∈ J for some m. This means f(x) = 0 for every x ∈ V (J). Therefore
we want to find the proper number of m to make the following integral finite∫
Ω
|fm|2
(
∑ |bi|2)ξ dVΩ.
m depends on the vanishing order of the loci of V (J) (this order can be computed
by blowing-up and comparing the coefficients with the exceptional divisors), and the
degree has the upper bound dn. Hence we know F (αβ+1)d
n ∈ J , i.e.
F (αβ+1)d
n
=
∑
BiHi,
where F (αβ+1)d
n
is a section of O(e) (e is the degree of F (αβ+1)dn) and Hi are sections
of O(e− d). In order to apply Skoda’s theorem, it is required to check the curvature
condition
e+ (n+ 1) ≥ (αβ + 1)d.
If we choose
(41) e ≥ (αβ + 1)dn ≥ (αβ + 1)d,
then the inequality is obviously satisfied. Hence
F (αβ+1)d
n
(1, x1, · · · , xn) = f (αβ+1)dn =
∑
bihi ∈ J,
where hi is the dehomogenized section ofO(e−d), hence a polynomial in C [x1, · · · , xn].
This ends the proof. 
First we want to illuminate the link between Nullstellensatz and ideal case of Artin-
Rees lemma. Note that we assume N ⊆ M = O⊕r as the same as in the previous
section. O = OCn is the sheaf of holomorphic function over Cn.
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Lemma 8.3 (Effective Artin-Rees Lemma of Ideal Case). Let R = C [x1, · · · , xn] ⊂ O
be a Noetherian ring of dimension n, I = (g) and J = (b1, · · · , bp) be finite generated
ideals of R. There exists m0 = m0(n, J) such that
Im0+r ∩ J ⊆ Ir(Im0 ∩ J)
for every r ≥ 0. In particular m0 can be chosen by the effective power in the effective
Nullstellensatz theorem, i.e. m0 satisfies
fm0 ∈ J
for every f ∈ √J .
Proof. Since J is finite generated, J has a primary decomposition
J =
⋂
Qj,
where Qj are qj-primary. For every element f ∈ Im+r ∩ J
f = gm+rh
for some h ∈ R. Since f ∈ J , f ∈ Qj for every j. In the following we make argument
on every Qj. So we simply writing Q = Qj. As Q is primary, either g
(m+r)α ∈ Q or
h ∈ Q. If h ∈ Q,
(42) gm+rh = gr(gmh) ∈ Ir(Im ∩Q).
Otherwise g(m+r)α ∈ Q = (b′1, · · · , b′p′). Thus gm+r(x) =
∑
b′i(x)hi(x) = 0 for every
x ∈ V (Q),and
g(x) = 0
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for every x ∈ V (Q). By Nullstellensatz, there exists an effective m = mj such that
gm ∈ Q. In this case we can conclude (42) as well. Take
m0 = max
j
{mj},
then we get
gm0+rh = gr(gm0h) ∈ Ir(Im0 ∩Qj) for every j.
Hence we are done.
Now we want to study mj more closely.
Claim: mj can be chosen to be m0, where m0 is the effective power of Nullstel-
lensatz of J .
Note that g(x) = 0 so mj is the necessary power to make g
mj can be divided by
the generators of Qj which we denote it by {b′1, · · · , b′p}. This is the meaning of
Nullstellensatz. In other words the divisible condition can be described by the L2
integrability
(43)
∫
Ω
|gmj |2
(
∑
i |b′i|2)ξ
dVΩ <∞,
where ξ = α · min{n, p − 1} + 1. Since L2 condition is local, Ω can be taken by
the neighborhood of the common zeroes of {b′i}. Since latter the effective Hilbert
Nullstellensatz we are going to apply is derived from the projective space case, we
will equip Cn with the Fubini-Study metric on Pn. Hence dVΩ in the integral is
exactly the restriction of the volume form of dVFS on Pn. In fact we homogenize gmj
to Gmj and b
′
i to B
′
i as holomorphic sections of O(d) bundle on Pn. If (43) is satisfied,
Gmj =
∑
B′iHi on Pn,
especially it can be dehomogenized to gmj =
∑
b′ihi. By the last line of the poof of
theorem 8.2, we know {hi} are polynomials.
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After that we can translate the finiteness into vanishing order estimates. Take the
resolution pi : Y −→ Ω to resolve the ideal Qj, i.e.
pi−1Qj · OY = OY (Fj),
where Fj is a divisor on Y . Take one affine piece of Y and the corresponding scheme
is SpecR′. Then (43) is equivalent to
KY/X +mj(pi
∗g) ≥ ξFj.
Hence we want to trace the coefficients
−KY/X + Fj =
∑
αk,jEk.
Then (43) can be interpreted as
mj · ordEk(pi∗g) ≥ ξαk,j for every k.
Similarly we can do the same thing to the ideal J , and we can chose pi : Y −→ Ω as
the common resolution of J and every Qj. Suppose f ∈
√
J (or equivalently f(x) = 0
for every x ∈ V (J)) and pi−1J · OY = OY (F ). Write
−KY/X + F = OY (
∑
αkEk).
Then ∫
Ω
|fm0 |2
(
∑
i |bi|2)ξ
dVΩ <∞
is equivalent to
(44) m0 · ordEkf ≥ ξαk for every k.
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In the proof of effective Nullstellensatz, we do not have the information of vanishing
order of f in general. So (44) actually is stronger,
(44’) m0 ≥ ξαk for every k.
Next we want to explore the relation between αk and αk,j. It is obvious to see
(45) JR′ =
(⋂
Qj
) ·R′ ⊆⋂(Qj ·R′) ⊆ QjR′.
Thus Fj ⊆ F for every j, then −KY/X + Fj ⊆ −KY/X + F . It implies
(46) αk,j ≤ αk for every k and every j.
Combing (44’) and (46), we can summarize
m0 · ordEk(pi∗g) ≥ m0 ≥ αk ≥ αk,j.
This implies
∫
Ω
|gm0|2
(
∑
i |b′i|2)ξ
dVΩ <∞ for every j. Therefore the effective power m0 of
Nullstellensatz can be used to get the divisibility of g w.r.t. Qj for every j. Thus we
finish the proof. 
Next, we want to show the reduction to the principle ideal case.
Lemma 8.4. It is sufficient to prove the effective Artin-Rees lemma of the principle
ideal case.
Proof. Let m0 = m0(J
′) be the number such that
(w)m0+r ∩ J ′ ⊂ (w)r((w)m0 ∩ J ′).
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Suppose I = (a1, · · · , as), J = (b1, · · · , bp) are finite generated ideal ofR = C [x1, · · · , xn].
Let
R′ = R[It, 1/t] = C [x1, · · · , xn][a1t, · · · , ast, 1/t]
= C [x1, · · · , xn, z1, · · · , zs, w]/(z1w − a1(x), · · · , zsw − as(x))
= R′0/ ∼ .
be the blow-up algebra of R w.r.t. I. Pull back I to R′ and denote
I ′ = IR′ = (1/t) C R′.
R′ is Noetherian by construction. In this setting, we have
(I ′)n ∩R = In.
Instead working on Spec(R′), we turn to work on the ambient space
R′0 = C [x1, · · · , xn, z1, · · · , zs, w],
which has dimension n+ s+ 1. In this setting
I ′0 = (w) C R′0
is a principle ideal. Pullback J to R′0 and denote it by J
′
0. Note that J
′ = (J ′0/ ∼) C
R′. We can summarize the setting by the following diagram
(w) C R′0

B J ′0
(1/t) C R′ B J ′
I C R
OO
B J
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Hence we can apply the principle ideal version of effective Artin-Rees lemma to
conclude
(47) (I ′0)
m0+r ∩ J ′0 ⊂ (I ′0)r
(
(I ′0)
m0 ∩ J ′0
)
=⇒ (I ′)m0+r ∩ J ′ ⊂ (I ′)r((I ′)m0 ∩ J ′).
The idea is to restrict (47) with R, then we have
Im0+r ∩ J ⊂ (1/t)m0+r ∩ J ′ ∩R ⊂ (1/t)r((1/t)m0 ∩ J ′) ∩R.
Claim.
(1/t)r
(
(1/t)m0 ∩ J ′) ∩R ⊂ Im0+rJ.
Let us assume this for this moment, then it implies
Im0+r ∩ J ⊂ Ir(Im0J) ⊂ Ir(Im0 ∩ J),
which is what we intend to prove. So the whole thing is reduced to show the claim.
Let F be an element of (1/t)r
(
(1/t)m0 ∩ J ′) ∩R, then
F =
(
(1/t)rg · (1/t)m0h) ∈ R,
where g, h ∈ R′ and (1/t)m0h ∈ J ′. Since F ∈ R,
gh = tr+m0 · ζ
for some ζ ∈ R. More precisely
gh =
(a−n
tn
+ · · ·+ a0 + · · ·+ aktk
)(b−p
tp
+ · · ·+ b0 + · · ·+ b`t`
)
= a−nb−p
1
tn+p
+ · · ·+ akb`tk+` = tm0+r · ζ ∈ R,
so we can assume g = akt
k and h = b`t
` satisfying akb`t
k+` = tm0+r · ζ ∈ R, which
implies
k + ` = m0 + r.
91
What remaining is to discuss all possible situations of k and `.
• k > 0; ` > 0. Thus ak ∈ Ik; b` ∈ I`J =⇒ F = akb` ∈ Ik+`J = Im0+rJ .
• k ≤ 0; ` > 0. This implies ` ≥ m0 + r, so b` ∈ Im0+rJ =⇒ F ∈ Im0+rJ .
• k ≥ 0; ` < 0. This implies k ≥ m0 + r, so ak ∈ Im0+r, plus b` ∈ J =⇒ F ∈
Im0+rJ .
Hence it ends the proof of the claim, so does the lemma. 
Now we are ready to show the effective uniform Artin-Rees lemma.
Theorem 8.5. Let J = (b1, · · · , bp) be a finite generated ideal of
R = C [x1, · · · , xn].
Assume deg bi ≤ d for every i and
m0 = (p+ 1)d
n,
then
Im0+r ∩ J ⊂ Ir(Im0 ∩ J)
for every integer r and every finite generated ideal I of R.
Proof. The only thing we need to do is to figure out the numerical number m0. Let
I = (a1, · · · , as). In the reduction lemma 8.4, we work on the ambient space
SpecR′0 = Cn+s+1,
so the Skoda’s constant becomes β = min{n+s+1, p−1}. Since we want the uniform
result, we take β = p− 1. On R′0, I ′ = (w), so we can apply lemma 8.3, and by the
effective Hilbert Nullstellensatz (theorem 8.2),
m0 = (αβ + 1)d
s+n+1,
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where α > 1 is a constant such that αβ is an integer. Actually the power of d
can be chosen as n. This is because this number depends on the bound of the de-
gree of singularity generated by b1, · · · , bp. Since bi(x) are functions of x, it won’t
increase the degree of discriminates of J = (b1, · · · , bp) by adding more formal vari-
ables z1, · · · , zs, w. Therefore
m0 = (p+ 1)d
n.

9. Effective Artin-Rees Lemma (Module Case)
Based on the technique we developed in the previous section, we are going to
introduce L2-Cramer’s rule to show the module case. Let Ω ⊆ Cn be a domain of
dimension n, and O = OΩ,0 be a holomorphic germ of 0. Assume
M = O⊕r = Oe1 ⊕ · · · ⊕ Oer
be a free O-module. Let N = (g1, · · · gp) ⊂M be a finite generated sub O-module of
M . The basis has expression
GN =

g1,1 g1,2 · · · g1,p
...
...
. . .
...
gr,1 gr,2 · · · gr,p

w.r.t. {e1, · · · , er}.
Definition 9.1. [Embedded Rank.] Assume the matrix has generic rank m over Ω.
Then we say that the embedded rank (e.m.b-rank) of N in M is m.
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Note that we can take out several analytic hypersurfacees H such that there exists
a holomorphic frame e′1, · · · , e′m such that N is generated by
g′1,1 g
′
1,2 · · · g′1,p
...
...
. . .
...
g′m,1 g
′
m,2 · · · g′m,p
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

.
Hence we can work on the domain Ω′ = Ω − H where the embedded rank of N
equals to the rank of M which is m. For short we will abuse notation and denote
Ω′ = Ω, and assume p ≥ m. Before we move on to the module case, let us introduce
a notation.
Definition 9.2. ∧r
N := 〈gk1 ∧ · · · ∧ gkr〉1≤k1<···<kr≤p,
i.e. the determinant ideal of N is generated by all possible determinant of r × r
sub-matrix of the generator matrix of N .
In general we have the exterior algebra on module. Given a module N , we can
define
∧kN . If N = 〈g1, · · · , gp〉, then
∧k
N = 〈gi1 ∧ · · · ∧ gik〉1≤i1<···<ik≤p.
In particular, in our setting that N ⊆M = O⊕r,
∧r
M =
∧r
N = Oe1 ∧ · · · ∧ er,
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and detN =
∧rN is a finite generated module of rank 1, hence an ideal. The
definition is independent of choice of basis. If e′1, · · · , e′r is another set of basis then
e1 ∧ · · · ∧ er = fe′1 ∧ · · · ∧ e′r,
where f is a nowhere zero holomorphic function on Ω, hence an unit. Therefore
〈gk1 ∧ · · · ∧ gkr〉 = 〈fg′k1 ∧ · · · ∧ g′kr〉,
which means detN is a well-defined notion.
Now we are ready to state the effective Artin-Rees lemma of module case. Similar
to the ideal case, we want to reduce the module situation to ideal by the aid of L2
Cramer’s rule.
Lemma 9.3 (Effective Artin-Rees Lemma of Module Case). Let Ω be a domain of di-
mension n. Let M = C [x1, · · · , xn]⊕r ⊂ O⊕r be a free O-module, N = (g1, · · · , gp) ⊆
M be a finite generated sub O-module. Let N has embedded rank r and p ≥ r. Sup-
pose m0 = m0(n,N) is the effective power of analytic Nullstellensatz w.r.t. the ideal
detN . Then we have
Im0+kM ∩N ⊆ Ik(Im0M ∩N).
for every integer k.
Since we have a module version of lemma 8.4 and the reduction in the last section,
we can assume I = (g), i.e. I is a principle ideal. Note that the assumption p ≥ r is
not special. The reason is as the remark before definition 9.2.
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Proof. Mimic the proof of the ideal case. LetN =
⋂
Qj be the primary decomposition
of N . For f ∈M , suppose we have
gm+kf =

gm+kf1
...
gm+kfr
 ∈ ImM ∩N.
So gm+kf ∈ Qj for every j. For short we write
Q = Qj = (y1, · · · , y`).
By the property of primary module either
1) gm+k : M −→M is injection or
2) gm+k is nilpotent, i.e. (gm+k)α : M −→ Q for some α.
For case (1) gm+kf ∈ Q implies f ∈ Q. Hence
gm+kf = gk(gmf) ∈ gkQ.
For case (2) we will use the advantage that g(m+k)αw ∈ Q for every w ∈ M . For
convenience let
t = (m+ k)α.
Recall the L2 Cramer’s Rule. gmf ∈ Q can be homogenized to GmF˜ ∈⊕O(e) over
Pn, because we can take e = max{ei}, where ei is the degree of each component of
gmf ∈ M . In order to apply the analytic Hilbert Nullstellensatz, we need to check
the curvature condition. Let us write the diagram explicitly
⊕pO(e− d) O(d) // ⊕O(e) ,
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where e is the degree of the homogenized function of gm0 . For the L2 Cramer’s rule,
the constrain reads
e ≥ (αβ + 1)d.
Note that what on the R.H.S is fixed, so if the power m0 is big enough, the corre-
sponding degree e would be greater than d. The argument is as the same as the one
in the proof of ideal case. Since m0 ≥ (αβ + 1)(dr)n,
e ≥ m0 ≥ (αβ + 1)d.
Therefore we can apply the L2-Cramer’s rule. If gmf satisfies
(48)
∫
Ω
∑
1≤i1<···<ir−1≤` |gmf ∧ yi1 ∧ · · · ∧ yir−1|2(∑
1≤i1<···<ir≤` |yi1 ∧ · · · ∧ yir)|2
)ξ dVΩ <∞,
then gmf can be divided by {y1, · · · , y`}. Observe (48), g can be pulled out the
summation. So if g(x) = 0 for every x ∈ V (detQ), raising to an appropriate power
the integral would become finite. Then by L2 Cramer’s rule gmf can be divided by
{y1, · · · , y`}. Then we can conclude again that
gm+kf = gk(gmf) ∈ gkQ.
Hence gm+kf ∈ gkQj for every j, which implies
gm+kf ∈ gkN.
Then we are done. So the key is to show
Claim: g(x) = 0 for every x ∈ V (detQ) in case (2).
The point is to use the assumption gtζ ∈ Q for every ζ ∈ M . Take the constant
vectors
ei = (0, · · · , 1i-th position, · · · , 0)
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in M, and consider
∣∣gte1 ∧ · · · ∧ gter∣∣2 = grt∣∣e1 ∧ · · · ∧ er∣∣2.
On one hand, since gtei ∈ Q
∣∣gt(x)e1 ∧ · · · ∧ gt(x)er∣∣2 = ∑
1≤i1<···<is≤p
∣∣ai1,··· ,iryi1(x) ∧ · · · ∧ yir(x)∣∣2 = 0
for every x ∈ V (detQ). On the other hand
grt(x)
∣∣e1 ∧ · · · ∧ er∣∣2 = ∣∣gt(x)e1 ∧ · · · ∧ gt(x)er∣∣2 = 0.
Therefore g(x) = 0 for every x ∈ V (detQ). Then the claim follows and the lemma is
proved.
What remaining is to determine the effective number of m0. By the same argument
of ideal case, we can see that the number dependents on the effective Nullstellensatz.
By L2-Cramer’s rule, it depends on the vanishing order of the ideal detQ. Denote
detQ = (b1, · · · , bq), and q =
(
p
r
)
.
Look at the above argument closely. The whole point is to show that gm0 has enough
vanishing order at x, which is equivalent to the integrability∫
Ω
|gm0|2
(
∑ |bi|2)ξ dVΩ <∞.
Remark that the V. Ω is chosen as the same as the one in the proof of theorem 8.3. By
the same reduction in the proof of ideal case, we want to conclude that the effective
power of Nullstellensatz w.r.t. detN is enough to apply to detQ. Look at (45)
closely, the key point is
JR′ ⊆ QjR′ for every j.
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We have similar situation here. Since N ⊆ Qj, the e.m.b-rank N ≤ e.m.b-rank
Qj ≤ r. Hence e.m.b-rank Qj = r. Therefore
detN ⊆ detQj for every j,
which implies (detN)R′ ⊆ (detQj)R′ for every j. Then by the same argument in the
proof of ideal case, the effective power m0 of Nullstellensatz w.r.t detN can dominant
the effective power of Qj for every j. Hence we are done. 
Now we have all ingredients to show the module version of effective uniform Artin-
Rees lamma.
Theorem 9.4. Let N = (g1, · · · , gp) be a finite generated module of
M = C [x1, · · · , xn]⊕r.
Suppose the embedded rank is w. Let q = Cpw. Assume deg gi,j ≤ d for every i, j and
m0 = (q − w + 2)(dw)n,
then
Im0+kM ∩N ⊂ Ik(Im0M ∩N)
for every integer k and every finite generated ideal I of C [x1, · · · , xn].
Proof. Apply the same idea as the one in the proof of theorem 8.5. What we need is
to pin down every numerical factors. Since deg xi,j ≤ d for every i, j and
∧w
N = (b1, · · · , bq) C C [x1, · · · , xn], q =
(
p
w
)
,
which implies
deg bi ≤ dw, for every i.
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Let I = (a1, · · · , as). For the Skoda’s constant, we have β = min{n + s + 1, q − 1}.
Since we want an effective uniform result, we take
β = q − 1.
By effective Hilbert Nullstellensatz 8.2, we know m0 can be chosen as
m0 = (αβ − w + 2)(dw)n+s+1.
Applying the same argument as the one in the proof of 8.5, we can replace the power
of dr by n. Hence finally we can choose
m0 = (q − w + 2)(dw)n.

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