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1. INTRODUCTION 
/z-systems were introduced in [lo] with the intention of obtaining results 
about stability for a weakly stable system (at least, weaker than those given 
by exponential stability) under some perturbations. In this paper, we get 
asymptotic formulae for these systems which state new results about 
asymptotic integration for nonlinear systems under general hypotheses. 
Moreover, the corresponding results for linear systems give new insight 
about Levinson’s theorem on asymptotic integration. In this way using the 
h-systems we get a uniform treatment for the concept of stability and we 
verify that several classical theorems of stability take a precise form by the 
asymptotic formulae. 
In Section 2, we recall the definition and some properties of an h-system 
and we state two new theorems about asymptotic behavior of solutions of 
perturbed h-systems. 
In Section 3, some general results about asymptotic integration are 
given. These results extend those given in [lo]. In Section 4, we apply the 
technique to the linear case. Finally, in Section 5 we show examples and 
applications and we study the Emden-Fowler equation which originally 
does not satisfy the general hypothesis but can be transformed into one 
where they are satisfied. 
2. h-SYSTEMS 
Let us consider the differential system 
x’ =f(c x), .A& 0) = 0, (1) 
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where f is a C’ function on Z, x D, Z, = [a, 00) and D c R” is a domain 
containing the origin. 
Let us denote by x( t, t,, x0) the solution of (1) passing through the point 
(to, x0) E I, x D. We suppose that x(t, to, x0) is defined for all t > to and 
that there exists a function continuous and positive on Z, and a positive 
constant c such that for all x0 ED small enough, 
I-46 to, xo)l G c IXOI h(t) W,)-‘9 t L to 2 a. (2) 
The function h as well as the constant c depend only onjX 
A system (1) with these properties will be called an h-system around the 
null solution or, briefly, an h-system. In [lo], an h-system was called h-A.& 
asymptotically stable with respect to h because, since we were aiming at 
stability, originally we imposed that h(t) would tend to zero for t -+ co. 
Moreover, as we shall see, continuity of h is enough to obtain results 
concerning the extension of the domain of solutions, existence of solutions 
on a half-axis, asymptotic integration, etc. 
Throughout this work all functions to be considered are supposed to be 
continuous on their domain of definition. 
Although the basic results on perturbation of h-systems may be found in 
[lo], in this section,we will cite in way of example, two of them, which do 
not appear in [lo] but are a consequence of the results there. 
First, we need to study a perturbed system of the form 
v’=f(t,.Y)+g(4.Y) (3) 
with a continuous function g: Z, x D -P IF!“. By Alekseev’s formula [ 13): 
v(t) :=A6 to, YO) =46 to, ~0) + j.1 tit& 3, Y(S)) & Y(S)) 4 (4) 
where 
4(6 to, xo)=&x(t, to, x0) 
0 
is the fundamental matrix of the variational system 
z'=fx(t, -46 to, xo))z (6) 
such that &to, to, x0) = Z (f, stands for the derivative of f with respect 
to x). 
In what follows, the basic hypothesis will be that (6), for small x0, is an 
h-system. (6) being an h-system means (see [lo]) 
Mr, to, xo)l < ch(r) h(b-’ (t2to>a). (7) 
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We note that (6) is an h-system implies (1) is an A-system, because by (5) 
we have 
With the help of the results of [lo] we shall obtain Theorems 1 and 2. 
We shall only prove Theorem 2, since its proof, as the reader will see, 
contains the proof of Theorem 1. 
THEOREM 1. Let us suppose that 
(H) The system (6) is an h-system for x0 small enough. 
(H,) The continuous functions g, , g, on I, x D satisfy 
Isl(t, Y)l GA(t) IYL 2 E C(Z,) (8) 
Ig2(4 Y)l G & IYL (9) 
for E a nonnegative constant, t E I,, and y in a neighborhood of the origin. 
Then 
(T, ) For all to 2 a and y0 small enough, aN solutions p(t, t,, yO) of the 
perturbed system 
Y’=f(4Y)+g,(t,Y)+g*(t,Y) (10) 
are defined for all t 3 t,. 
(T,) System (10) is a k,-system, where 
k,(t) = h(t) .exp j’ (A(s) + E) ds . 
a I 
(TX) All these solutions tend to zero when t -+ co if 
h(t)=o(exp-[.zt+Jii.(s)ds]), t+oO. 
We may still add the perturbation g,, continuous on I, x D such that for 
t E I, and y in a neighborhood V of the origin, satisfies 
t+1 
Ig3(4 Y)l G v(t), v(s) ds -+ 0 as t-+cO, VEC(Z,). (11) 
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THEOREM 2. Let us assume 
(H) System (6) is an h-system for x0 small enough. 
(H, ) The function h fulfiirls the following conditions (see Remark 1): 
lim sup h(t) i“ h(s)-’ ds= M 
r-m ” 
lim inf h(t) e”-“> 0. 
,-CC (14) 
(Hz) The continuous functions g,, g,, g, satisfy respectively (8), (9), 
and (Ii ) for t E I, and y in a neighborhood V’ c D of the origin. 
Then 
(T,) For any to B a and y, small enough the solutions y(t, to, y,) of the 
perturbed system 
Y’ =f(t, Y) + g,(t, Y) + gz(t, Y) + g3(t, Y) (15) 
are defined for a# t 2 t,. 
(T,) rf in (9), E< MU’ and in (8), 2~ L,(Z,), then for all t, big 
enough, y(t, t,, yD) tends to zero when t ---* cc. 
Remark 1. Condition (13) (see Coppel [6, p. 683) implies: 
h(t) < Nee”-‘[, t > a, N > 0 constant. (13’) 
Then, (13) together with (14) ensures that the system is exponentially 
stable and (12) is automatically fulfilled. However, condition (14) is onZy 
needed if E # 0. If E = 0, i.e., if g, E 0, (I 2) and (13) are sufficient to ensure 
the conclusions of the theorem. Moreover, if, for t --, co, g3(t, y) -+O 
(without satisfying (11)) uniformly in y E V, then to obtain the conclusion 
of Theorem 2 is enough to assume (13); (12) and (14) are not necessary. 
Finally, if E = 0 and 2 E L,(Z,) the perturbed system (10) will be 
asymptotically stable as soon as h tends to zero for t -+ co. In example 1 
below, h-systems are shown which satisfy (12) and (13) but are not 
exponentially stable. 
Proof of Theorem 2. Alekseev’s formula (4) with g = g, + g, + g, 
establish that for y(t) = y(f, t,, y,) we have 
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+ f ’ 4(& s, y(s)) g,(s, Y(S)) ds. 10 
So, with the help of (2), (7), (8), (9), and (ll), we have for y, small 
enough and f in a neighborhood of t, such that y(f) = y( t, t,, yO) E V, 
Iy(f)l <c lyol h(t) NW ’ + 1’ ch(t) h(s)-‘(i(s) + E) ly(s)l ds 
r0 
+ 
s 
’ d(t) h(s)-’ v(s) ds 
10 
or 
h(t)-’ /y(t)/ dc Jyolh(to)-’ +/‘ch(s)-’ v(s)ds 
kl 
+ j-’ ch(s)-‘(l(s)+ E) Iy(s)l ds. 
hl 
Let u(t) be the right-hand side of the last inequality. Since 
then 
c-‘u(t)‘=h(t)-‘v(t)+h(t)-‘(R(t)+&) [y(t)1 
<h(t)-’ v(t)+u(t)(A(l)+E), 
Integrating we get 
. 
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This means that 
Iv(t)1 G c ly,l h(t) h(W’ exp j’ c(l(s) + E) ds 
10 
+ d(t) j’ h(s)-’ v(s) exp 
10 
jr c(L(r) + E) dz 
s 1 ds (16) 
which entails that the solution y(t) is defined on the whole interval [to, co). 
Moreover, if E < M- ’ and I E L,(I,), it is immediate that the first sum- 
mand of (16) tends to zero for t + co. The proof that, for t,, big enough, the 
second summand of (16) also tends to zero for t + co, follows analogously 
to the proof of Theorem 2 [lo], taking 
h(t) exp j’ c(A(s) + E) ds 
a 
instead of h. 
We remark, that taking g, = 0, the proof of Theorem 2 contains that of 
Theorem 1. Moreover, the fact that (10) is a k,-system as ensured by 
Theorem 1, we suggest proving Theorem 2 by considering system ( 15) as a 
perturbed version of (10). The difficulty lies in that we need the variational 
systems corresponding to (10) be /&-systems too. In [lo], it is seen that it 
is not easy, without further restrictions, to guarantee that the variational 
systems associated to an h-system also be h-systems. Our proof avoids all 
this and allows us to obtain these results for three simultaneous pertur- 
bations. Theorem 1 and 2 extend some results of [3]. 
Obviously, every function which is a multiple of a decreasing exponential 
function satisfy (12) and (13) of Theorem 2, but there are h-systems (1) 
such that h satisfies (12) and (13) but are not exponentially stable. 
EXAMPLE 1. Consider the Ricatti scalar equation: 
x’ = A( t)( -x + x2). (17) 
The solutions are given by 
x(6 to, x0) = 1 + (xc’ - 1) exp {’ A(s) ds 1 
-1 
k7 
For (x01 < +, 
144 to, x0)1 G $$exp[ - ~~~I(s)ds]~2(x,l h(t)h(t,)-‘, 
200 
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h(i)=exp[ - jii(s)ds]. 
Therefore, (17) is a one-dimensional h-system. If we take h a positive and 
differentiable function in [O, GO) and 
A(t) = 1 + b’(t)/b(t) 
then 
h(t)=e-‘/b(t). 
For each positive integer n let m, and M, be defined by 
m,=minb([n,n+ I]), M,=maxb([n-*,n++]), n> 1. 
Suppose that {M,} and {m,} are strictly increasing sequences and for 
any n > 2 they satisfy the relations: 
O-cm,-,cM,; Kim, + a as n-co. 
Under these conditions Eq. (17) is asymptotically stable but it is not 
exponentially stable. Moreover, for t < s ,< t + 1 we have 
b([t- ll)~b(s),<b([t+21), 
where [t] denotes the integer part of t. We also need the conditions 
which guaranty that (12) and (13 ) are satisfied. That is, (13) follows from 
h(t) [‘h(s)-’ ds=~j’e’b(r)ds$b(c~(:)l’)e-‘j~e*d~ 
a a u 
and (12) from 
b([t- 11) s ‘+I 
--I 
b(t) l e-(‘-s) ds if.- s 
1+1 
b(t) r e”b(s) ds 
<b(Ct+21) l+l 
L b(t) t e s 
--(,--sjds 
* 
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3. ASYMPTOTIC INTEGRATION OF PERTURBED ~-SYSTEM 
Our purpose is to obtain some results about asymptotic integration for 
systems of the type 
y’=f(t, Y) +s(t, Y), 
where 
z’ =fx(t, 46 to, x0)) z (6) 
is an h-system for x0 small enough. First we need to solve an integral 
inequality. We use the class of function H as defined in Dannan [7]. 
DEFINITION. A function w: [0, co) --, [0, co) is said to belong to the 
class H if 
(i) w(u) is nondecreasing and continuous for ZJ 2 0 and positive for 
u>o. 
(ii) There exists a function (multiplier function) r, continuous on 
[0, co) with w(au)<r(a)w(u) for M>O, u>,O. 
LEMMA 1. Assume that z(t) is a continuous nonnegative function on I,, 
w  E H with corresponding multiplier function r and h(t) > 0 is a continuous 
function on I, such that 
I 
m A(s) r(fb? tO)) ds < o. 
a 4s, to) 
where ;1 is a continuous nonnegative function on I, and 
4~ to) = h(t) NW '1 t 2 to 2 a. (18) 
z(t) < c lyol h(t) h(t,)-’ + i“ ch(t) h(s)-’ n(s) w(z(s)) ds, t2 to, (19) 
10 
then, for any t 2 to, 
z(t)<f(t, to) w-l 
[ WCC luor,+J 
( 4s) rMs, toI) ds 
’ 
(20) 
10 4s, to) 1 
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and W- ’ is the inverse of W and (yO/ is small enough such that in (20) W ’ 
is defined. 
Proof From ( 19) one obtains 
z(t) 
h(t) h(to) I sc’yo’+~~o h(s)h(t,)-’ 
’ c),(s) w(z(s)) ds, 
Using (18) and the fact that w  E kf, one has 
z(t) --ccYol+ s ’ 4s) 444 to)) 44 to) 4s) dy .. (0 4% to) wI(s, ( > 
Considering z(t)/l(t, to) as a function, using Bihari’s inequality [2], the 
result (20) follows. The condition (21) is necessary so that W-’ has 
meaning. 
Using this lemma we can prove 
THEOREM 3. Suppose that (H) of Theorem 1 holds and so does 
(H,) The function h satisfies (see Remark 2) 
lim h(t) < co. 
,-CX 
(H,) The contiuous function g for (t, y) E I, x D satisfies the inequality 
Ig(t,Y)l G4t)dlYlh 
where A and w  are the same as Lemma 1. 
Then 
(T,) For any to> a and y, sufficiently small, every solution 
y(t) = y(t, to, yo) of the perturbed system 
Y’=f(ttY)+g(t,Y) (3) 
is defined for all t 2 to. 
(T2) These solutions satisfy 
I At, to, ~011 G Wt) NW’, 
where K is a positive constant. 
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(T,) For every solution us in (T,) y of(3) there is a solution x of(l) 
such that, for t goes to infinity, 
y=x+h.C(l), 
where 6( 1) represents a function which has a limit when t approaches infinity. 
Proof. Using Alekseev’s formula: 
~(4 to, YO) = 46 to> YO) + j,; 4th s, y(s)) g(s, y(s)) ds. 
Then by (2), (7), and (20) we have 
IAt, to,yo)l 6~ lyol h(t) NW’ + j’ ch(t) h(s)-’ 4s)4ly(s)Ods. 
10 
Therefore by Lemma 1, for y, small enough and t 2 to, one has 
Iy(t, to,yo)l ~Wh(to)-' W-l WC Ivol)+j 
’ 4s) 44% to)) ds 
f0 KS, to) 1 
and then, for y,.small enough, there is a positive constant K such that 
Iv(t, to> YOM G Kh(t) NW’, t >, to 2 a, 
In this way, without using (Hi), we obtain (T,) and (T,). 
Now, for these solutions y of (3), 
4th s,y(s))g(s,y(s)) ds <j-t ch(t) h(s)-’ G) dIy(s)l) ds 
10 
G cW Wol-' j-o l(s, to) 
t 4s) r(4.s to) o 
< co(K) h(t) h(t,)-I [’ A(s:;;;;)ro)) ds. 
10 
So, for every solution y of (3), the solution x of (1) given by 
x(t) =y(t) - JCL 4( t, s, Y(S)) g(s, Y(S)) ds 
has the property 
y(t)=x(t)+h.c?(l) 
as t approaches infinity. 
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Remark 2. Condition (H ,) is not really necessary. Under the 
hypotheses (H) and (H,) the asymptotic formula given in (T,) is always 
true. However, if the function h is not a good mayorant, the fact that gets 
worse if (H,) is not satisfied, all the information can be added to the error, 
if all we know about it is that it is smaller than h. That is the case in Euler’s 
equation 
y”+(2t)-Q=o; x” = 0. 
A difficulty like this appears, for instance, with systems whose nonpertur- 
bed systems are linear with eigenvalues having a nonnegative real part and 
multiplicity greater than one. As we will see at the end of Section 5, where 
we study the Emden-Fowler equation, the constant case of only one eigen- 
value is reduced, after some number of transformations to one whose linear 
part is uniformly stable and to this new system we apply our results. The 
case of more than one eigenvalue with multiplicity greater than one can be 
treated in a similar way (see [6,9]). 
Dannan [7] shows several examples of elements belonging to the class 
H. Also Theorem 3 can be applied to the case w(u) = zP+ ‘, n 3 0, getting 
THEOREM 4. Suppose that condition (H) and (H,) of Theorem 3 are 
fuelled and 
(H,) There is a continuous function A and n 2 0 such that 
IdGY)l <n(t) lyln+l, ih” E &(I,) 
for all (t, y) E Z, x D. 
Then (T,) and (T3) hold and (T,) becomes 
(T;) System (3) is an h-system. 
Proof: Since w(u) = u”+ ‘, n > 0 satisfies Theorem 3 and it only remains 
to prove that system (3) is an h-system. We know 
Iy(t, to, yo)l <h(t) Wo)-’ W-’ WC 1~01) 
+ [h( to) - ‘1” jr CL(S) h”(s) ds , 
bl 1 
for ( yOl small enough. If n = 0, W(u) = Inu and W-‘(v) = e” and 
I At, to, yo)l <c I yol h(t) h(t,)-’ .exp I’ cl(s) ds. 
10 
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For n>O 
and 
W-‘(u) = ( -nu)-‘In, v < 0. 
Then for yO sufficiently small we have for all t 3 to the following 
inequalities: 
I Y(4 to, YON 
<h(t) h(t,)-’ [ -n 
-(c Ivol)-” - l/n 
n 
-n[h(to)-lln j’ d(s) h”(s) ds 
10 1 
=c]voj h(t)h(t,)-’ l-n(c~~o~h(to)~‘)“Jf A(s)h”(s)ds 
[ 
-I” 
10 1 
62c lyol h(t) h&J-‘. 
It is important to note that Theorems 3 and 4 are also valid for h(t) = 1 
and in this case condition (2) becomes 
Ix(t, to, x0)1 G c IXOL (t 2 to 2 a), (2’) 
which represents the uniform Lipschitz stability [S]: 
THEOREM 5. Assume that 
(Ho) For x0 smaN enough, there exists a positive constant c such that 
Id(tt to, x0)1 G c (t> t,>a). 
(H,) There is a continuous and nonnegative function I Such that for 
(t, Y) E 1, x D, 
Itd4Y)l GJ4t)MlYl)T A E b(~,), 
where w is a continuous, positive, and nondecreasing function which 
satisfies (21). 
Then, (T, ) of Theorem 3 holds and so does 
(T2) System (3) is uniformly stable. 
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(T3) For euch one of these solutions 4’ of (3) there is a solution .~ of 
(1) such that for t + cc 
I’=x+G(l). 
Ifo(u) = lP+ ‘, n > 0, by Theorem 4, (T,) becomes (T;). System (3) is also 
uniformly Lipschitz stable. 
Thus our results extend Theorem 2.14 in Dannan and Elaydi [8]. 
Finally, we give some asymptotic integration versions of Theorems 1 
and 2. 
THEOREM 6. Assume (H) and 
lim sup h(t) 1’ h(s) 1 ds = M. 
r-c.2 a 
(13) 
In addition, suppose that 
lim g( t, JJ) z 0 (22) ,+cC 
untformly in a neighborhood of the origin y = 0. Then 
(T\) For to sufficiently large and y0 sufficiently smail, the solution 
y( t, t,, yO) of the perturbed system 
Y’=f(t,Y)+g(t,Y) (3) 
is defined for all t > t,. 
(T,) For each one of these solutions y of (3) there exists a solution x 
of (1) such that 
y=x+o(l) 
as t-+cO. 
Proof: We obtain (T; ) in a similar way as we did in Theorem 2. The 
conclusion (T2) follows from the fact that 
lh s ’ +(t, s, y(s)) &, Y(S)) ds = 0 I-m 10 
for t, suficiently large since (13) implies (13’). 
Note that if g satisfies the inequality 
Ig(t, VII <l(t) IYL A(t) + 0 as t-+co 
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then (T,) is fulfilled for all t,> a. This is also true if (22) is replaced by 
their symmetrical condition 
lim g(t,zzO 
I.vI-0 IYI 
(32) 
uniformly in t E I,. Moreover, if g satisfies (11) this conclusion is also true 
if h verities (12). That is, 
THEOREM 7. Assume that for x0 small enough, (6) is an h-system, where 
h satisfies (13), if either 
(i) the perturbation g satisfies (23), or 
(ii) h verifies (12) and the perturbation g satisfies (11). 
Then (T,) of Theorem 3 and (T2) of Theorem 6 hold. 
Moreover, as it is easy to verify, we can obtain a version, where the per- 
turbation g is the sum g = g, + g, + g, with g, , g,, g, satisfying conditions 
(8), (9), and (11 ), respectively. So the results given by Theorem 7 are more. 
precise, via asymptotic formulae, than those given by Theorem 2 and 3 
in [lo]. 
4. LINEAR CASE 
In this section we will study (1) in the linear case, i.e., 
At, x) = A(r) x, 
where A(t) is a continuous m x m matrix on I,. We will give the form of 
some theorems of the last section in this case and some particular results 
valid only where (1) is linear. First, by Theorem 3, we obtain 
THEOREM 8. Assume (H,) and (H,) of Theorem 3 and assume also: 
(H*) One (and then all of them) fundamental matrix 4 of the system 
x’ = A(t) x (25) 
satisfies 
M(t) $-‘b)l Q ch(t) h(s)-’ (tZzs>a). (26) 
Then, (T,) and (T2) of Theorem 3 hold and so does (T,). For each one of 
these solutions of 
~‘=A(t)~+dtvy) (27) 
409/131/l-14 
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there exists z0 E 52”’ such that ,fbr t -+ m, 
(28) 
Remark 3. As we will see in Section (5), there are linear h-systems (25) 
for which the following stronger condition holds: 
Il(t)l G cl h(t), lb-‘(t)1 <czh(t)- I, t>a; c,, c2 constants. (26’) 
We call them strong h-systems and we get a more precise version than 
(28) for them, 
Y = dCz0 + 41 )I, 
because in this case the limit of 
(29) 
exists as t--f co. 
A more precise asymptotic formula is given in the following theorem. 
THEOREM 9. Let o be a continuous, positive, and nondecreasingfinction 
on [O, co) such that o satisfies (21). Assume that for one fundamental 
matrix ~+4 of (25) we have 
Id- l(t) s(c 4(t) z)l d J(t) w(l.4 19 ~~Ll(~clh 
for ~EI, and zE[Wm. 
Then (T, ) of Theorem 3 holds and so does (T4). For any solution y as in 
(T, ), there exists z,, E Iw” such that 
ast-+co. 
Proof: Making y = &z in (27), we obtain 
z(t) = 4-‘(to) yo + Jr 4-Ys)g(s, 4(s) z(s)) ds. 
10 
(30) 
Iz(t)l G lb-‘(to) YOI + 1’ 4s) dlz(sN) ds f0 
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and, by Lemma 1, 
Iz(t)l < w-l w(lm~‘(to)y,l)+~ri(S)ds 2 
kl 1 
it follows (T,) of Theorem 3. Moreover, for any, t, >, a and y, sufficiently 
small, there exists a positive constant K such that 
b(t)1 d K 
for all t > t,. Then, for t B t,, 
1.14~ to, ~o)l GK I&t)l. 
Moreover, ~-‘(t)g(t,y(t))ELI(~~) and 
d-‘(s) ids, y(s)) ds 5,” $-1(s) g(s, 4(s) z(s)) dsi <K j-m I(s) ds. 
, 
So, for each one of these solutions y of (27) the function 
x(t) =At) + jm 4(t) K’(s) g(s, v(s)) ds 
f 
is solution of (25) and satisfies 
b~l(c)(x(f)--y(f))=O(~~m I:(W), 
and then (T4) holds. 
Notice that in Theorem 8 the hypothesis over the nonperturbed system 
(25) is independent of the perturbation g, but in Theorem 9 that depen- 
dence really exists. Also these two theorems differ by the error given in 
their respective asymptotic formulae: In (28) we get only a h . ci( 1) and in 
(30) we get an error of order q5 . o( 1). 
These differences are notorious when the perturbed system (27) is linear. 
COROLLARY 1. Assume that (H*) and (H, ) of Theorem 8 are’ satisfied. 
Then, for each fundamental matrix Y of 
Y’ = (A(t) + B(t)) Y, BE b(L) (31) 
there exists a constant invertible matrix C such that 
Y(t)=q5(t)C+h.0”(1) 
us t-a. 
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COROLLARV 2. Assume that for one (and then,for all of them) fundamen- 
tal matrix I$ of (2) we have 
Then, for each fundamental matrix Y of (31) there exists an invertible and 
constant matrix C such that 
as t-,03. 
The last two Corollaries are different versions of the theorem of N. 
Levinson [S, p. 921 which does not requiere that A(t) be diagonalizable. 
COROLLARY 3. If the linear system (25) is uniformly stable then for each 
fundamental matrix Y of the perturbed linear system 
Y' = (A(t) + B(t)) Y, ~~~I(L)~ 
there exists a fundamental matrix 4 of (25) such that for t + CO: 
Y(t)=qqt)+G(l). (32) 
COROLLARY 4. If the linear system (25) is strongly stable then the 
conclusion of Corollary 3 is still valid if we replace (32) by 
Y(t)=&t)[Z+6(1)]. 
COROLLARY 5. If all the solutions of the linear system with constant 
coefficient 
x’ = Ax, A constant, 
are bounded then for each fundamental matrix Y of the perturbed linear 
system 
Y’ = (A + B(t)) y, BE ~,(&I)~ 
there exists an m x m constant and invertible matrix C such that for t + CO, 
Y(t)=etAC+d(l). 
More delicate arguments assure that in this case 6( 1 ), the error, is really 
an o(1) (see [4, Theorem4.71). In a next paper, we will obtain general 
results which will give greated precision in this sense (see [ll] and [14]). 
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With these results one can check that almost all classic results about 
stability have, via an asymptotic formula, a more precise formulation. For 
instance: 
(i) If (25) is exponentially stable then (27) is of the same type. 
(ii) If (25) is strongly stable so is (27). 
Also, something similar happens with the famous result due to 
R. Bellman [l, Theorem 6, p. 431, where we can obtain the asymptotic 
formula of Corollary 4. 
In the next section, we will give other examples showing the variety of 
equations which can be studied via our results. 
5. EXAMPLES AND APPLICATIONS 
In this section we give examples where we apply the results already 
obtained, and we study, at the end of the section, the Emden Fowler’s 
equation. 
EXAMPLE. The solutions of the equation 
y’= -fy+ 
y cos(y- t’) e--(r2-sy6) In t 
t+ t3 
satisfy, for y, sufficiently small, 
Y(C to, Yo) -Y, $ t+co. 
EXAMPLE. Consider the nonlinear equation 
Y’=f(tTY)+g(LY)> (33) 
where f(t, x) = A(t)( -x + x2). Here, taking Iz a function of the type 
constructed in Example 1 of Section 2, the nonperturbed equation 
x’ =f( I, x) 
is an h-system, where 
h(t) = exp -J’ A(S) ds, 
a 
which satisfies (12) and (13) and it is not of exponential type. 
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For x0 small enough, their variational systems: 
are also h-systems, i.e., they satisfy (7). So, for any perturbation g of the 
type considered before, we get that the corresponding solutions of (33) 
satisfy 
Moreover, since h satisfies (12) and (13), we can apply Theorems 6 and 7 
to (33). 
EXAMPLE. Consider the equation 
7 --2 
y’= -y3+ y e 
y”-2y . 
iTp - (f + ty2)2 
sm( ty). (34) 
Here, the nonperturbed equation 
xl = -x3 
possesses the solutions 
x( t, to, x0) = x0( 1 + 2x;( t - to)) - 1’2. 
It is easy to see that 
144 to, x0)1 G 1x01 (f 2 to) 
and also that there is a constant K > 0 such that 
So, by Theorem 5, Eq. (34) has solutions y(t, to, yo) for to > u and y, 
small enough such that for t + co, 
y(t, to,JQ=Yo[l +2y~(t-to)]-1’2+o”(l). 
EXAMPLE. Consider the second-order equation 
t2y”+fy’+(tZ-a2)y+y”+L=0, n > 2, a constant. (35) 
Here, the nonperturbed equation is the Bessel equation 
t2un + tu’ + (t* - a’) 24 = 0, a constant. (36) 
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The change of variable v = fl’*u, transforms the equation of Bessel in the 
following one 
which can be written as a linear system of second order 
By Corollary 4, this system has a fundamental matrix 4 such that for 
t-+oo, 
d(t)= ‘d’ ,Fi, ( > (I+ 41)). 
Therefore, the analogous system corresponding to the Bessel’s equation 
(36) has a fundamental matrix U(t) such that for t + 00, 
U(t)= t-l’* ‘d’ ,“, ( ) U+o(l)), 
concluding that the corresponding system to the Bessel’s equation is a 
strongly h-system with h(t) = t-‘I*. So by Theorem 8 and Remark 3 
Eq. (35) and the equation 
t2y”+ty’+(t2-d)y+g(t,y)=O, 
where 
Id4 Y)l 6 J(t) IYIn+ l, A(t) tr”“EL,(z,) (0 > 01, 
n 3 0, have solutions y such that for t -+ co, 
where c1 and c2 are constant and .I, and IV, are the Bessel’s and Neuman’s 
functions of order ~1, respectively. 
The same conclusion is valid if g satisfies the condition (HP) of 
Theorem 3. 
EXAMPLE. Consider the second-order linear equation: 
y”+(b(t)+c(t))y=O, c E b(Z,). (37) 
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If the solutions of the nonperturbed equation 
x” + h(t) x = 0 (38) 
are bounded (that is, the case if, for instance, h(t) increases to inlinity as 
t -+ co), then by Corollary 2 for each solution y of (37) there exists a 
solution x of (38) such that for t + co, 
y=x(l +dl)h y’=x’(l+o(l)). (39) 
Other conditions, on the other hand, which assure the same result are 
given in Coppel [6, p. 1223 and Pinto [12]. In this last paper, we obtain 
asymptotic formulae for second-order linear equations which are similar to 
those that we have obtained in (39). 
Formula (39) is a nice result; it is more precise and it includes 
Theorem 2 given in Bellman [ 1, p. 1123. 
In the same tack it would be interesting to obtain the corresponding 
result under the conditions 
y” + (b(t) + c(t)) y = 0, c(t) + 0, t-+cQ, and c’ E L,(I,). 
(see Bellman [ 1, Theorem 1, p. 1121). 
We end this section studying the Emden-Fowler equation which appears 
in astrophysics and atomic physics 
(Pu’) * PU” = 0, 6, y, n constants. 
It can be transformed (see Bellman [l, p. 1433) into 
So, it can be written as 
z’ = AZ + k( t, z), (40) 
where 
A= k( t, z) = COZI; (i)> z=(::)=(g. 
Making the change of variable z = diag{ 1, t> eAy one has 
y’= t-‘ny +_g(t,y), (41) 
where 
A=diag(O, -11, g(t, y) =e-A diag{ 1, t-‘> k(t, diag{ 1, t} eAy). 
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Since k,(t, z) = Pz;, we obtain 
*k,(t, diag(1, t} eAy) 
=a1 Ik,(t, diag(L t} e”y)l 
Then, for 0 + n < - 1, we can apply Theorem 5 and therefore for each 
solution y of (41) with small initial conditions there exists z0 E R* such that 
for t-t co, 
v(t)= ; ,a, ( > z,+b(l). 
SO, 
i.e., 
u’=z,=z~+6(1) y=u=z,=z~+d(l)+t(z~+d(l)). 
Moreover, by definition of a( 1 ), we can restate these formulae by writing 
u=c,+o(l)+t(c,+o(l)) and u’=c*+o(l), 
where cI and c2 are constants. So, un = c; + o( 1) + t”(c; + o( 1)). Then, 
00 CT+1 
u’(t) = - I 
s?P( s) ds = 
f 
of;+;;‘, (c;+0(1))+-&;+0(1))+C* 
and 
02 
u(c)= - u’(s) ds 
ptn+* t ot2 
=(~+n+1)((T+n+2)(C;+o(1))+(~+1)(cr+2)(C;+0(1)) 
+ c,+tc, 
and this is the formula that Emden found. Formula (2) in Theorem 1 of 
Bellman [ 11, corresponding to the case u’(t) --f co as t + co, can be 
obtained by transforming (40) as Bellman did there. 
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