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Abstract Sustainable water management in a changing environment full of uncertainty is
profoundly challenging. To deal with these uncertainties, dynamic adaptive policies that can be
changed over time are suggested. This paper presents a model-driven approach supporting the
development of promising adaptation pathways, and illustrates the approach using a hypo-
thetical case. We use robust optimization over uncertainties related to climate change, land use,
cause-effect relations, and policy efficacy, to identify the most promising pathways. For this
purpose, we generate an ensemble of possible futures and evaluate candidate pathways over
this ensemble using an Integrated Assessment Meta Model. We understand ‘most promising’
in terms of the robustness of the performance of the candidate pathways on multiple objectives,
and use a multi-objective evolutionary algorithm to find the set of most promising pathways.
This results in an adaptation map showing the set of most promising adaptation pathways and
options for transferring from one pathway to another. Given the pathways and signposts,
decision-makers can make an informed decision on a dynamic adaptive plan in a changing
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environment that is able to achieve their intended objectives despite the myriad of
uncertainties.
1 Introduction
Nowadays, decision-makers face deep uncertainties from a myriad of external factors (e.g.,
climate change, population growth, new technologies, economic developments) and their
impacts. Traditionally, decision-makers in most policy domains, such as water management,
transportation, spatial planning, and business planning, assume that the future can be predicted.
However, if the future turns out to be different from the hypothesized futures, the plan is likely
to fail. McInerney et al. (2012) liken this to “dancing on the tip of a needle”. It has been argued
extensively that the assumption that the future can be predicted accurately does not hold. The
accuracy of forecasts is intrinsically limited by fundamental irreducible uncertainties due to
limits in the knowledge base, inherent randomness, chaotic dynamics, non-stationarity, and
future actions by decision-makers (Hallegatte et al. 2012; Kwakkel et al. 2010b; Dessai et al.
2009; Lempert et al. 2003; Milly et al. 2008). Also, societal perspectives and preferences may
change over time, including stakeholders’ interests and their evaluation of plans (for historical
examples, see van der Brugge et al. 2005). To cope with this intrinsic limit to the predictability
of the future, the challenge is to develop plans whose performance is insensitive to the
resolution of the various uncertainties (Dessai et al. 2009).
An emerging planning paradigm aims at achieving such insensitive plans through designing
plans that can be adapted over time in response to how the future actually turns out. This
paradigm holds that, in light of the deep uncertainties, one needs to design dynamic adaptive
plans (Albrechts 2004; Swanson et al. 2010; Walker et al. 2001; Hallegatte 2009). Central to
this paradigm is that the idea of finding a static optimal plan is replaced by finding a
dynamically robust plan. That is, it aims at finding a plan that will be successful in a wide
variety of plausible futures, through the ability to adapt the plan dynamically over time in
response to how the future unfolds. This planning paradigm, in one form or another, has been
receiving increasing attention in various policy domains. Dynamically robust plans are being
developed for water management in New York City (Rosenzweig et al. 2011), New Zealand
(Lawrence andManning 2012), the Thames Estuary (Reeder and Ranger Available online), the
Colorado River (Groves et al. 2012), and the Rhine Delta (Jeuken and Reeder 2011). Dynamic
adaptive plans have also been developed for other policy domains (for examples, see Swanson
and Bhadwal 2009; Walker et al. 2010).
One major challenge for this paradigm is how to offer support for the design of such
dynamic adaptive plans (Walker et al. 2010; Lempert et al. 2009; Lempert and Schlesinger
2000). The paradigm implies that there is a practically infinite number of plausible futures that
should be considered (Lempert et al. 2009). Moreover, there is a large number of plausible
actions that could be taken to handle these futures. The analysis of plausible actions is further
complicated by the fact that plans should be adapted over time, necessitating analyzing
scenarios over time, or ‘transient scenarios’ (Haasnoot et al. 2012), including a staged decision
process. Only in this way can the interplay between an unfolding scenario and the dynamic
adaptation of a plan over time be explored. Finally, the plan need to take into consideration a
wide array of perspectives from different stakeholders, both now and in the future. That is, the
adaptive plan should be robust with respect to the future, but also be socially robust
(Offermans 2012). Analyzing climate adaptation in this way results in the ‘curse of dimen-
sionality’ and is severely limited in practice by the necessary computational burden (Webster
et al. 2011).
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In this paper, we consider one approach that exemplifies the new planning paradigm
dynamic adaptive policy pathways (Haasnoot et al. 2013) and show how this approach can be
supported computationally. Dynamic Adaptive Policy Pathways (DAPP) combines two bodies
of literature on planning under uncertainty: work on adaptive policymaking (Walker et al.
2001; Kwakkel et al. 2010a; Hamarat et al. 2013); and work on adaptation tipping points and
policy pathways (Kwadijk et al. 2010; Haasnoot et al. 2012; Offermans 2012). In DAPP, a plan
is conceptualized as a series of actions taken over time. In order to come to a good plan, it is
necessary to first identify candidate policy actions and their adaptation tipping points. An
adaptation tipping point is the condition under which a given policy action no longer meets its
objectives. The point in time at which this happens the sell-by date is scenario dependent. In
light of an analysis of the sell-by dates of various policy actions, concatenations of options, or
policy pathways, can be specified where a new policy option is activated once its predecessor
is no longer able to meet the definition of success. Typically, there is a portfolio of pathways
that decision-makers would like to keep open for the future. This adaptation map forms the
basis for the plan. Fig. 1 shows an example of such a map. For a more detailed elaboration on
DAPP, see Haasnoot et al. (2013).
There are two challenges for DAPP: (i) identifying the most promising sequences of actions
(those that are robust in some sense), taking into account a very large variety of plausible
transient scenarios; and (ii) the combinatoric problem arising out of the multiplicity of ways in
which actions can be sequenced over time, and the rules to be used to govern when new
actions are to be triggered.
In order to address both challenges, we use a multi-objective evolutionary algorithm for
robust optimization. This type of algorithm is ideally suited for solving constrained non-linear
problems with high dimensional decision spaces (Kasprzyk et al. 2013; Coello Coello et al.
2007; Reed et al. 2013). To support the identification of the most promising sequences of
actions, we use a computational scenario-based approach (Lempert and Schlesinger 2000;
Morgan and Dowlatabadi 1996). We evaluate candidate pathways over an ensemble of


















































Scorecard for pathwaysAdaptation Pathways Map
Transfer station to new action
Adaptation Tipping Point of an action (Terminal)
Action effective in all scenarios
Action not effective in worst case scenario
Fig. 1 An example of an Adaptation Pathways map (left) and a scorecard presenting the costs and benefits of the
9 possible pathways presented in the map. In the map, starting from the current situation, targets begin to be
missed after four years. Following the grey lines of the current plan, one can see that there are four options.
Actions A and D should be able to achieve the targets for the next 100 years in all climate scenarios. If Action B
is chosen after the first four years, a tipping point is reached within about five years; a shift to one of the other
three actions will then be needed to achieve the targets (follow the orange lines). If Action C is chosen after the
first four years, a shift to Action A, B, or D will be needed after approximately 85 years in the worst case scenario
(follow the solid green lines). In all other scenarios, the targets will be achieved for the next 100 years (the dashed
green line). The colors in the scorecard refer to the actions: a (red), b (orange), c (green), and d (blue)
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about the future (using climate and socio-economic scenarios), uncertainties about alternative
formulations for aspects of the model, and uncertainties about the efficacy of policy actions,
and is generated using Exploratory Modeling and Analysis (EMA) (Bankes 1993; Lempert
et al. 2003; Bankes et al. 2013). We assess the robustness of candidate pathways on multiple
independent objectives, avoiding the need to make assumptions about decision-maker trade-
off preferences. So, through multi-objective robust optimization, we are able to resolve the
challenge of finding the most robust adaptive policy pathways.
To illustrate our approach, we use a hypothetical case inspired by a river reach in
the Rhine delta of the Netherlands. As most existing computational hydrological
impact models demand too much computing time for simulating the dynamics of
adaptation pathways (de Lange et al. 2014; Haasnoot et al. 2014), we use an
Integrated Assessment Meta-Model (IAMM) based on more complex detailed models
(Haasnoot et al. 2012).
The rest of the paper is structured as follows. In Section 2, we provide additional details on
multi-objective robust optimization. Section 3 contains the application of the method to the
hypothetical case. Section 4 discusses the results. Section 5 presents our conclusions, including
suggestions for future research.
2 Computational support for DAPP
Optimization is a popular tool for supporting decision-making. Optimization is used for
identifying the best solution among a set of possible alternatives without violating the given
constraints. Under deep uncertainty, such an optimum solution usually does not exist (Bankes
2011; Rosenhead et al. 1973). One way of addressing this problem is to use optimization
anyhow, but subsequently test the robustness of the identified solution through some form of
sensitivity analysis. In a recent paper, Kasprzyk et al. (2013) present an approach that is very
similar in spirit to the work reported in this paper. They use optimization to find a set of
candidate solutions, which is subsequently assessed on its robustness using EMA. In contrast
to Kasprzyk et al. (2013), we pursue a pro-active solution to the problem by using robust
optimization. Robust optimization methods aim at finding optimal outcomes in the presence of
uncertainty about input parameters that are not overly sensitive to any specific realization of
the uncertainties (Ben-Tal and Nemirovski 1998, 2000; Bertsimas and Sim 2004; Bai et al.
1997; Kouvalis and Yu 1997). In robust optimization, the uncertainty that exists about the
outcomes of interest is described through a set of scenarios (Mulvey et al. 1995). Robustness is
then defined over this set of scenarios. In this way, robust optimization differs from worst-case
formulations (Wald 1945), which can produce very costly and conservative solutions (Mulvey
et al. 1995).
The use of robust optimization for supporting the design of dynamic adaptive policy
pathways requires the assessment of candidate adaptation pathways over an ensemble of
transient scenarios about the future and additional uncertainties related to diverse ways of
modeling the system and the efficacy of candidate policy actions. A method that can be used to
facilitate this analytical process is Exploratory Modeling and Analysis. EMA is a research
methodology that uses computational experiments to analyze complex and uncertain systems
(Bankes 1993; Bankes et al. 2013). The basic idea of EMA is to develop an ensemble of
models that capture different sets of assumptions about the world and to explore the behavior
of this ensemble through computational experiments. A single model run drawn from this set
of plausible models provides a computational experiment that reveals how the world would
behave if the assumptions encapsulated in this specific model were correct. Through
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conducting many computational experiments in a structured way, one can explore and analyze
the implications of the various alternative assumptions.
Given the performance of a candidate adaptation pathway over an ensemble of scenarios, the
next step is to operationalize robustness. Robustness can be operationalized in a wide variety of
ways (see e.g. Rosenhead et al. 1973; Wald 1945; Savage 1951; Simon 1955; Kouvalis and Yu
1997). In the EMA literature, robustness has been defined as the first order derivative of the
objective function (McInerney et al. 2012); as a reasonable performance over a wide range of
plausible futures (Lempert and Collins 2007); relative, based on regret (Lempert et al. 2003);
and as sacrificing a small amount of optimal performance in order to be less sensitive to violated
assumptions (Lempert and Collins 2007). This last definition shares a family resemblance with
the local robustness model employed in Info-Gap Decision Theory (Ben Haim 2001).
A distinction can be made between single-objective optimization and multi-objective optimi-
zation. In the single objective optimization case, multiple objectives are combined, drawing on
Multi-Criteria Decision Analysis approaches (Deb et al. 2002). In contrast, in the multi-objective
case, one aims at making the trade-offs among the different objectives explicit through the
identification of the set of non-dominated solutions. A solution is non-dominated if the perfor-
mance of this solution is not exceeded on all objectives by any other solution (Reed et al. 2013).
The set of non-dominated solutions makes the various trade-offs or conflicts among the different
objectives explicit, offering a form of posterior decision support (Coello Coello et al. 2007).
Classic optimization approaches can be adapted to solve multi-objective optimization
problems by turning the problem into a single-objective problem, resulting in finding a single
Pareto optimal solution at a time. More effective, however, is the use of evolutionary
algorithms. Evolutionary algorithms use a population of solutions. This population can be
evolved in such a way that it maintains diversity, while continually moving towards the Pareto
frontier. In this way, multiple Pareto front solutions can be found in a single run of the
algorithm (Deb et al. 2002). Currently, a wide variety of alternative multi-objective evolution-
ary algorithms are available for solving multi-objective optimization problems. In this paper,
we use the Nondominated Sorting Genetic Algorithm-II (NSGA-II) (Deb et al. 2002). This is a
well-known algorithm that has been applied in a wide range of optimization problems.
3 Application: The waas case
3.1 Background on the waas case
To illustrate the outlined approach, we use a hypothetical case, called ‘the Waas’. The case is
based on the Waal, a river reach in the Rhine delta of the Netherlands. The river and floodplain
are highly schematized, but have realistic characteristics. The river is bound by embankments,
and the floodplain is separated into five dike rings. A large city is situated on higher grounds in
the southeast part. Smaller villages exist in the remaining area, including greenhouses,
industry, conservation areas, and pastures. In the future, climate change and socio-economic
developments may increase the pressure on the available space and potential future damages,
so actions are needed. We use an IAMM (for details, see Haasnoot et al. 2012) implemented in
PCRaster (van Deursen 1995). The model was checked for internal consistency and plausi-
bility of the outcomes by expert judgment.
The analysis takes into account uncertainties related to climate change, land use, system
characteristics, and the effects of policy actions (Table 1). The effects of different climate
change scenarios are considered through changes in river discharge (see Haasnoot et al. 2012
for details). Uncertainties in the cause-effect relations for the fragility of dikes and economic
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damage functions are taken into account by putting a bandwidth of plus and minus ten percent
around the default values; for each experiment, we randomly pick a value in this interval and
update the default values accordingly.
Table 2 provides an overview of the 20 policy options that are explored. The actions include
flood prevention measures such as heightening the dikes, strengthening the dikes, and giving
room for the river, and flood mitigation actions such as upstream collaboration, evacuation
preparation, alarms, additional embankments around cities, houses on stilts, etc. The actions
can be combined into sequences: adaptation pathways. In order to govern the activation of the
next action on a pathway, we use a simple rule-based system. Every five years, the results of
the system in terms of causalities and economic damages are evaluated and classified into no
event, small event, large event, and extreme event. We activate a new action if, in the previous
five years, an event of the pre-specified level is encountered. The choice for using a step size of
five years is motivated by runtime constraints and prior experience with this particular case.
3.2 Formulating the optimization problem
We can now formulate the optimization problem that we are trying to solve.
Minimize F(lp,r)=(fcosts, fcasualties, fdamage)
where
lp;r ¼ p1; p2; p3; r1; r2½  ∀p∈P; ∀r∈R
f i yið Þ ¼ y ̃i ˙ IQR yið Þ þ 1ð Þ
i∈ costs; casualties; damagesf g
subject to cdamage :eydamage ≤50000
ccasualties :eycasualties ≤1000
where lp,r denotes a policy pathway, pm is a policy action, P is the set of policy actions as
specified in Table 2, rn is a rule, R is the set of rules as discussed in the previous section, yi is
the set of outcomes for outcome i across a set of scenarios, y ̃i is the median value for yi, and
Table 1 Overview of the uncertainties
Name Short description
Climate change For river discharge and precipitation, 30 realizations of three climate change scenarios
are considered (Haasnoot et al. 2012).
Land use Land use will change in the coming 100 years. Seven alternative land use
scenarios are considered: slow or fast urbanization, de-urbanization, sustainable
growth, more nature, urbanization followed by de-urbanization, and no change.
Fragility of the dikes There is uncertainty about the fragility of the dikes. A bandwidth of plus and minus
ten percent around the default fragility relation is considered. This bandwidth is
chosen for illustrative purposes. In a real world case, this bandwidth should be
grounded in evidence.
Damage functions There is parametric uncertainty about the damage functions used to calculate the
damage from flooding and the damage to shipping. A bandwidth of plus and
minus ten percent is considered. This bandwidth is chosen for illustrative purposes.
In a real world case, this bandwidth should be grounded in evidence.
Policy Two of the candidate policy actions include upstream collaboration. The effect of this
on the discharge is uncertain. A wide bandwidth is taken into account. Several other
options include adding or modifying dikes and changing the way we live, which are
affected by the aforementioned uncertainty about the fragility of the dikes and the
damage functions.
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IQR is the interquartile range for yi. So, each of the three outcomes of interest (costs, casualties,
and damages) is defined as the median value multiplied by the interquartile distance plus one.
That is, we try to simultaneously minimize the median outcome as well as the dispersion
around the median. This is very similar to risk discounting (Rosenhead et al. 1973). The
minimization problem is subject to two constraints. For flood damage, the median value of the
sum total of flood damage over 100 years should not exceed 50,000 million Euro. For
casualties, the median value for the sum total of casualties over 100 years should not exceed
1,000 people.
The robustness metric requires evaluating each candidate pathway using many computa-
tional experiments. We used the same set of experiments for all evaluations. If we were to
regenerate experiments for every iteration of the algorithm, the performance of the candidate
solutions could vary slightly from one generation to the next, introducing the additional
problem of optimizing noisy performance indicators. We return to this point in the discussion.
Table 2 Overview of policy actions
Name Description
Dike 1:500+0.5 m Dike height rise to cope with a 1:500 discharge, based on measurements
Dike 1:1000 Dike height rise to cope with a 1:1,000 discharge, based on measurements
Dike 1:500 extr. Dike height rise to cope with a 1:500 discharge, based on extreme climate change
scenario
Dike 1:1,000 extr. Dike height rise to cope with a 1:1,000 discharge, based on extreme climate change
scenario
Dike 2nd Q × 1.5 Dike height rise: adapting to 1.5 times the second highest discharge ever measured
(‘rule of thumb’ measure)
Dike Climate dikes Strength of the dikes improved by a large widening of the dikes
Dike Wave resistant Strength of the dikes improved with asphalt coverage (instead of grass), resulting
in wave-overtopping resistant dikes
RfR Side channel Room for the river - With extra side channels, the river is given more space after
a threshold discharge is exceeded
RfR Small Scale Room for the river - Small scale: with extra side channels, the river is given more
space after a threshold discharge is exceeded
RfR Medium Scale Room for the river - Medium scale: with extra side channels, the river is given
more space after a threshold discharge is exceeded
RfR Large Scale Room for the river - Large scale: with extra side channels, the river is given more
space after a threshold discharge is exceeded
Coop Small Upstream cooperation: maximum discharge reduced to 20.000 m3/s
Coop Medium Upstream cooperation: maximum discharge reduced to 18.000 m3/s
Coop Large Upstream cooperation: maximum discharge reduced to 14.000 m3/s
DC Floating Floating houses: resulting in damage functions with 10 times less damage
DC Dikes Fort cities: extra embankments around the cities
DC Mounts All cities are raised by 4 m, resulting in houses on an area of elevated ground
DC Elevated Building houses on stilts so that they are raised above the ground and water
can pass underneath.
Alarm Early Evacuate inhabitants in case the chance of dike failure is higher than 20 %
(current value is 40 %), resulting in fewer casualties
Alarm Late Evacuate inhabitants in case the chance of dike failure is higher than 60 %,
resulting in fewer false alarms and more flood alarm misses.
Alarm Education Inform and educate inhabitants on what to do in case of a (potential) flood emergency
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An analysis of 10 randomly generated pathways revealed that the robustness metric for the
three indicators stabilized at around 150 experiments. Therefore, in what we present below, we
use 150 experiments, generated using Latin Hypercube sampling.
We implemented the algorithm in Python (van Rossum 1995), using DEAP, a library for
genetic algorithms (Fortin et al. 2012). We ran the optimization for 50 generations, with a
population size of 50, a mutation rate of 0.05, and a crossover rate of 0.8. The assessment of
convergence was based on tracking the changes to the set of non-dominated solutions over the
generations. Runtime was roughly one week on a six core Intel Xeon workstation with hyper
threading. To assess the robustness of the results to randomization, we ran the optimization
problem three times using different random seeds. The resulting set of non-dominated
solutions was identical for these three runs. The population size was established by
experimenting with different population sizes in the range 10–100. A population size of 50
appeared to offer a balance between computational time and the need to maintain diversity.
3.3 Results
Figure 2 shows the resulting scores for the non-dominated pathways. It gives insight into the
trade-offs among the best solutions. In total, we identified 74 unique non-dominated pathways.
However, for a substantial number of these pathways, their resulting scores on the three criteria
are identical, and hence they do not show up clearly in the figure. Remember that we aim to
minimize the three outcomes, so the lower the score, the better. As can be seen, low scores on
flood damage robustness and casualty robustness co-occur with high scores on cost robustness.
Conversely, high scores on both flood damage and casualties co-occur with low scores on cost
robustness. It appears however, that there are a few solutions where a relatively low score on
cost robustness can be combined with modest values on casualty and flood damage robustness.
There is no strong trade-off between damage and casualties: high values on one correspond to
high values on the other.
Fig. 2 Parallel coordinate plot of the normalized scores of the non-dominated pathways
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Figure 3 shows the resulting Adaptation Pathways Map and associated scorecard. To arrive
at this figure, we took several steps. First, in case of several families of actions, it is not
possible to scale back; for example, it is not possible to lower a dike. If a less severe action is
preceded by a more severe action, the less severe action is ignored. Second, we analyzed the
timing of the adaptation tipping points. This showed that there are pathways that contain
actions that are hardly ever or never reached. We removed these actions from the pathway.
Third, we ignored the difference in adaptation tipping points arising from differences in rules.
Fourth, we used the normalized values for the robustness scores, as shown in Fig. 2. These
steps produced 11 unique pathways.
It is worth noting that this set of pathways contains either very expensive solutions (the dike
raising pathways) that are also very effective in reducing casualties and damage, or very cheap
solutions with more severe casualties and damages. Moreover, we see that the resulting
pathways contain at most two solutions. We suggest that this is primarily due to the robustness
metric. Remember, we searched for solutions that have both a low median value as well as a
low interquartile distance. This implies that we have searched for solutions where the costs are
quite similar across the set of 15 scenarios. For costs, this is a debatable way of defining
robustness. A major argument for adaptation pathways is that it can potentially reduce costs.
That is, the distribution of costs for an attractive flexible solution across a range of scenarios is
skewed towards the lower side. This negative skewness is not considered by the robustness
metric we used.
4 Discussion
The aim of using multi-objective robust optimization in this paper is not to replace decision-
makers. Rather, we have used it as a decision support mechanism−a technique to search in a
directed way for a diverse set of robust pathways. In this way, the space of candidate pathways
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Fig. 3 The resulting Adaptation Pathways Map containing the final set of pathways. (Note that the timing of the
transfer stations is based on the median value of the adaptation tipping point across the 150 scenarios)
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various uncertainties is also addressed. The final product of this approach is, purposefully, not
a single best solution, but a map that shows the diverse set of robust candidate pathways. The
actual decision-making process can then focus on translating this adaptation map into a plan of
action that is, deciding which pathway or set of pathways to keep open to future develop-
ments, and what that implies for short-term actions and the establishment of a monitoring
system.
We have chosen one particular way of defining robustness in the form of a satisficing
criterion. Other definitions of robustness might result in a different set of Pareto optimal robust
candidate pathways. This resulted in extreme policy actions, which are quite costly and very
effective. However, decision-makers might find other actions with lower costs and slightly less
effective, which are now dominated, acceptable as well. It would be interesting to explore the
extent to which the choice of robustness operationalization affects the set of identified
solutions.
We used NSGA-II for solving the multi-objective optimization problem. This is one of the
best-known algorithms for solving these problems. However, in an extensive comparison of
NSGA-II with more recent and more sophisticated algorithms, it was shown that NSGA-II can
perform poorly in particular classes of problems (Reed et al. 2013). The approach that we have
presented in this paper does not necessarily rely on NSGA-II. Other more modern algorithms
can be used instead of NSGA-II, which might have even better performance characteristics. Of
particular interest are auto-adaptive algorithms such as Borg (Hadka and Reed 2013), which
tailor the various parameters that control the behavior of the algorithm to the specific
characteristics of the problem (Reed et al. 2013).
To simplify the optimization problem, we used the same test set of 150 scenarios to assess
the robustness of the candidate pathways. The advantage of this approach is that it is
straightforward to implement. There are, however, several downsides to this approach. First,
the value of our robustness metric depends on the 150 scenarios. If a different set of scenarios
were used, the scores on the metric might be slightly different, potentially resulting in changes
to the composition of solutions on the Pareto front. Although we did not find any change in our
replications using different random seeds, it is theoretically possible. Second, you might be
wasting computational resources by calculating the performance over 150 scenarios. Ideally,
you want to dedicate computational effort to calculating the robustness metric in proportion to
how promising a given candidate pathway is. That is, the more promising a solution appears to
be, the more accurate you want to know its score on the robustness metric.
A crucial component of an adaptation pathway is the set of rules that govern when the next
action on the pathway should be activated. Noise arising out of natural variability can
obfuscate this signal, making it harder to detect. For example, the natural variability in river
runoff can be so large that an underlying changing trend is hard to detect (Diermanse et al.
2010). The more ambiguous the signposts are, the more prone an adaptive plan is to produce
poor results (Lempert et al. 1996). The selection of good indicators that can be used as
signposts is thus of crucial importance to the proper functioning of an adaptive plan.
In the Waas case, we considered only objectives directly related to flooding−casualties,
economic damage, and costs. However, the actors involved in such decisions in the real world
also care about other indicators, including indicators for ecology, agriculture, industrial water
use, and recreation. The approach we have presented can easily be extended to cover those
additional criteria. However, it is likely that increasing the number and diversity of indicators
will increase the required runtime, since the larger and more heterogeneous the indicators, the
more possible solutions there can be on the Pareto frontier.
A limitation of the approach we have outlined is that it relies on a fast integrated model of
the system of interest. In our case, the Waas model was readily available and had a relatively
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fast runtime. But even with this fast hydrological model, performing the optimization on a
single machine took one week. Reducing the time for performing the optimization can be
achieved by moving from a single machine to a high performance cluster. But, even in that
case, the runtime of the model should be kept as low as possible. The problem then becomes
one of finding the right balance between accuracy and runtime. Alternatively, through the
smart selection of scenarios, a substantial gain in runtime might be possible.
The approach presented above aimed at finding promising pathways in the presence of a
large variety of possible actions and a wide range of different uncertainties. The approach has
been able to deliver on this. However, as noted, the way in which robustness is defined, in
particular for costs, has a substantial influence on the pathways that are identified. The added
value of the approach thus hinges on the careful operationalization of robustness. For real
world decision-making, the approach can help in reducing the set of candidate solutions and
pathways to a manageable subset. It is envisioned that policy analysts would carry out most of
the steps and involve decision-makers at selected points in the process, resulting in ‘deliber-
ation with analysis’ (NRC 2009). Decision-maker involvement is crucial in the scoping of the
problem, including the specification of the problem, the policy actionactions, the major
uncertainties, and the outcomes of interest. Moreover, it can result in surprising finds. In the
case presented above, actions that had been filtered out based on their individual performance
turned out to be beneficial as part of a pathway.
5 Conclusions
Traditional decision-making based on predicted futures has been likened to ‘dancing on the tip
of a needle’ (McInerney et al. 2012). Such plans gamble on the fact that the predictions of the
future turn out to be correct. However, if there are even small deviations from these predic-
tions, the performance of such plans can deteriorate very quickly. Dynamic adaptive planning
approaches have been suggested as a way of overcoming this problem. Dynamic adaptive
plans are prepared with the multiplicity of plausible futures in mind. These plans commit to
short-term actions, and prepare additional actions that can be implemented if, in light of what is
learned over time or how the future unfolds, these actions prove necessary. There is a clear
need for approaches that can support planners and decision-makers in the development of such
plans.
Our approach uses dynamic adaptive policy pathways as a way for operationalizing
the dynamic adaptive planning paradigm. The need for decision support in this
approach is twofold: to explore the consequences of a large ensemble of plausible
futures, and to explore a wide variety of alternative policy pathways. We outlined a
way of offering decision support based on the combination of EMA and multi-
objective robust optimization. EMA offers support in generating a large ensemble of
plausible futures and exploring the performance of candidate pathways over this
ensemble. Multi-objective robust optimization helps in identifying a heterogeneous
set of robust candidate pathways. We argue that the identification of promising
candidate pathways is especially valuable in complex, deeply uncertain problem
situations with large numbers of possible solutions that can be combined in a variety
of ways.
The results of the analysis with the Waas case support the hypothesis that EMA combined
with multi-objective robust optimization is useful for supporting the development of dynamic
adaptive plans. Through this combination, we were able to identify a subset of most promising
pathways. Moreover, some of these pathways contain solutions that had been discarded in
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earlier research. Adding additional constraints and identifying ‘near best’ (actions that perform
almost as well as those on the Pareto front, but are much less expensive) could provide
additional information for decision-making.
The use of EMA and robust optimization for decision support in developing dynamic
adaptive plans, although here tailored to the specifics of dynamic adaptive policy pathways,
can be used more generally. This is evidenced by related work on Robust Decision Making
(Lempert and Collins 2007; Lempert et al. 2003; Lempert and Schlesinger 2000; Lempert et al.
1996; Hamarat et al. 2013) and Scenario Discovery (Groves and Lempert 2007; Bryant and
Lempert 2010; Kwakkel et al. 2013), which also build on EMA. In this paper, the approach
was demonstrated on a simplified “toy” case. Further work is needed. The approach should
now be applied to real world cases, with a higher level of complexity. In this paper, we looked
at a particular way of operationalizing robustness. Exploring the extent to which the
operationalization of robustness affects the results is another important avenue for future work.
Finally, we ended with an overview of the most promising pathways that together constitute
the adaptation map. How to translate this map into a plan for action is another facet of the
development of dynamic adaptive plans on which further research is needed.
Open Access This article is distributed under the terms of the Creative Commons Attribution License which
permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are
credited.
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