This paper gives optimal order error estimates for the approximation of the spectral properties of a variant of the shallow water equations by a finite element procedure recently proposed by Platzman. General results on the spectral approximation of unbounded, selfadjoint operators are also given in this paper.
We also study the properties of Platzman's alternative Galerkin method when applied to the example of Section 2. We find that eigenfunctions of this Galerkin method with high wavenumber have a high frequency in time. This agrees with what is to be expected from the differential problem.
In Section 3, we construct the operator, T, associated with Laplace's tidal equations. We also define the finite dimensional operators, {Th\, associated with our finite element method.
We prove in Section 5 two properties concerning the convergence of Th to T. In Section 4, error estimates for the appproximation of the spectral properties of T by Th are derived from these two properties.
In Section 6, we improve the eigenvalue estimate given in Section 4. It can be seen by inspecting the example in Section 2 that the results on the convergence of the eigenspaces in Theorem 1 and the result on the convergence of the eigenvalues in Theorem 4 are optimal.
The procedure discussed here for the computation of eigenvalues and eigenfunctions of hyperbolic systems has many applications to time dependent problems. This is discussed in a later paper by the author [12] .
II. An Example. In this section we study the approximation properties of two Galerkin methods when applied to the solution of a simple hyperbolic system with two dependent variables defined in one space dimension. This system models a onedimensional channel.
We denote by CXI) the space of continuous complex-valued functions on 7 and by Px, the space of complex-valued, linear functions. Also, for f, g G L2(I), we set (f> g) = Slfgdx. We denote by Hl(I) the Sobolev space of functions with one weak derivative in L2(I) and norm ll/ll¿l(/) = H/lll2(/) + ll/'llÍ2(/).
We also set Hç)(I) = {fe H1 (I) \f(0) = /(l) = 0}. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
If we eliminate u from (2.2), we find that X, u must satisfy (2-3) *2v = vxx, w(0) = iXl) = 0.
The solutions to (2.3) are well known to be (2.4) \k = ikir, vk = sin knx, k = 0, ±1,±2.
Thus, a complete set of eigenvalues-eigenvectors for (2.2) is (2.5) Xk = ikn, uk = i cos kirx, vk = sin knx fork = 0, ±1,±2.
We now consider two approximation procedures for (2. Kfc = P(sin ytirx) for fc = 0, ±1.±/V.
Note that FN = 0, whereas XN = iNn. Clearly, this Galerkin method causes eigenfunctions with high wavenumber to have low or zero frequency in time, even though eigenfunctions of the differential problem with high wavenumber have a high frequency in time.
Suppose we examine the graphs of A Im TK¡ir and A Im Xkln as functions of kh, 0 < kh < 1. It is clear that if this procedure is used to compute modes whose frequencies are in a given interval of interest, one will also compute spurious modes due to the spectrum bending.
Graph 1 (from Platzman, [16])
In the simple context of (2.1), we can describe our proposed method as follows: Then we approximate an eigenvalue-eigenvector of (2.2) by (r, U, ipx). Note that we have imposed the boundary values for v implicitly in the equations (2.10) rather than in the trial space as in (2.8) . A complete set of eigenvalues-eigenvectors for (2.10) is f k = I 2 sin(knh/2) (l -\ sin2^ ) "' '2, Uk = ?(i cos for*), Í2-1 !) ipk = (rk)~i uk = (f ky ' P(. cos for*) for * -±1.±/V,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Recall that vk is approximated by yk . We see from Graph 1 that the spectrum, {Im Yk} does not "bend" as does the graph of {Im Tk}. In fact, it can be seen that |Im Tk| > |Im \k\ for all k > 0. If we add V times (2.10a) to (2.10b), we obtain (2.12) V2(U, W) + (Ux, Wx) = 0, WG M".
If we eliminate v from (2.2), we obtain (2.13) A2« -uxx -0, x G I, ux(0) = ux(\) = 0.
Since (2.12) is the standard Rayleigh-Ritz method for computing the eigenvalues X2 of (2.13), it follows that |Im Tk\ > |Im \k\ for all k since it is well known that the approximate eigenvalues will be greater in magnitude than their corresponding differential eigenvalues.
III. The Problem for the Normal Modes of the Oceans. We shall introduce
Platzman's procedure [16] to compute the normal modes of a homogeneous ocean in free motion without friction modeled by Laplace's "tidal" equations. The time dependent differential equations are:
where £2 is an open set on the sphere in R3, D = D(x) is ocean depth, g = gravity, /= Coriolis parameter, f = ocean surface elevation above mean level, and u= horizontal velocity. Also, V is the horizontal gradient operator on the sphere, k is the unit vertical vector, and ft is the horizontal exterior normal to the ocean domain. For the sake of simplicity in our analysis we shall always assume that D = 1.
We shall also assume that our units are chosen so that g = 1. The Coriolis parameter, /, is given by / = 2<-o cos 6 where co is the angular velocity of the earth and 9 is the geographical co-latitude. So, /is a smooth function with bounded derivatives of all orders on £2. Although £2, the ocean domain, is an open set on the sphere, we wish henceforth for simplicity to assume that £2 is a simply connected open set in R2 with a smooth boundary, 9£2. In this case, we may represent u(x, t) = (i»,(jc, t), u2(x, t)) and k x î7 = (-u2, «.).
Also, n is now the exterior normal to 9£2. See Section 7 for a discussion of the case when £2 is not simply connected.
The eigenproblem for (3.1) is to find (X, f, ¡7) such that
Xf --V • u, x G £2,
Since u ■ n = 0 on 9£2 and £2 is simply connected, we can represent u as
/o»»ö-0, t// = 0, x e 9£2.
Here, i¿> represents an "irrotational" potential and \p represents a "rotational" potential.
By applying the divergence and the operator V • (k x u) = -du2/dx{ + aux/dx2 to (3.1b), we can derive equations for the time dependent behavior of the oceans in terms of the dependent variables (f, <p, \p). We also set 77¿(£2)= {j>e7/1(")l»v = 0on9£2}.
To construct equations for the time dependent behavior of (f, ip, i//) in weak form, we first take the 7L2(£2) inner product of (3.1a) with a smooth function z.
Since V • (k x Vi/0 = 0 and 9^/9« = 0 for x G 9£2, we obtain
If we take the 7,2(£2)2 inner product of (3.1b) with -Vz where z is a smooth function, we obtain We can formulate our eigenproblem as follows:
We now define the linear operator, T, whose spectral properties we wish to approximate. We take H to be the complex Hubert space defined by ff = 7,2(£2) x 77j,(£2) x 770(£2) with inner product dp, i/>> = <(<?., <p2, <p3), (t//., \j/2, t//3)> = fo,, i//.) + (v<p2, Vi//2) + (V«p3. 7^3) and norm ||^|| = <i¿>, i/))1/2.
We note that tYJc(£2) and 77¿(£2) are closed subspaces of 77!(£2) and that (Vz, Vz)1'2 defines a norm equivalent to the usual 7/x(£2) norm restricted to these subspaces. For a state ip =(tpx, ip2, ip3) G ti, lM$x, <px) is the potential energy of the state, të(V<p2. vV2) is the "irrotational" kinetic energy of the state, and y¿(V</>3, V^3) is the "rotational" kinetic energy of the state. Hence, IMI2 is twice the sum of the potential, rotational, and irrotational energies of the state of the system described by <p.
We define T to be the selfadjoint, unbounded operator with domain
T(a, B, C) = (d, E, F) G H satisfies the following equations:
If X is an eigenvalue of T with eigenvector (a, B, C), then /X is an eigenvalue of (3.2) (and (3.5)) with the corresponding eigenfunction f = a and u = -VZ? + k x vC.
We may also define T in terms of the bilinear form
Note that 8( ■ , • ) is not defined on f. x tf. However, if ip G H^Sl) x Z72(£2) x 77¿(£2), then there exists a constant, C(ip), depending on ip, such that |B(*, M < OfoWII for all ^ G fi.
In this case, we can define Tip through the Riesz representation theorem so that (Tip, i//> = B(ip, M for all <// G tf.
Since there does not exist a constant K > 0 such that
is not a continuous form on H x H.
We shall now show that T is selfadjoint and unbounded. We define the operator
It is easily checked that Tx is an unbounded, selfadjoint operator.
We also define the bilinear form B2( • , • ) on tf x tf by
Since there exists a constant 7C > 0 such that Bate, </0 « Z-IMI tW|, W>, <// G H, and B2(ip, «//) = B2(>//, ip), there exists a bounded, selfadjoint operator T2: tf -► tf defined by the relations (T2ip, w) = B20a w), Ww G tf. Now T = Tx + T2,so T is an unbounded, selfadjoint operator. Note that Tx is the "zero-rotation" operator, i.e., if to = 0, then T = Tx.
We now consider how the spectral properties of T may be approximated by the spectral properties of operators, Th, defined by means of a finite element approximation.
We assume the existence of spaces of functions, Mn, parametrized by A, such that the following properties hold:
(1) dim M" < °°.
(2) MfcCZZ1^). "S.* {!|z_xll^(") +Ä||z_xlW)} <^sllzWr
We define the spaces
We also assume that for 1 < s < r + 1, if z G 7ZÎ(£2) n 7Z¿(£2), then
and if z G Hs(ü) n 77JÍÍ2), then
This is a version of the Nitsche-Schatz property [13].
(5) There exists a constant K, independent of A, such that the inverse property
holds.
The above properties for Un, with the exception of (3.8b), are satisfied by spaces of continuous, piecewise polynomials of degree r defined over a regular, quasi-uniform triangulation of £2 with the diameter of the largest triangle bounded by A [2] . However, if the spaces \hh are spaces of piecewise polynomials, then (3.8b) is impossible to verify for a smooth boundary, 9£2. If the boundary, 9£2, is a polygon, then (3.8b) can be achieved by spaces of piecewise polynomials. However, in the case of a polygonal domain, £2, the components of the eigenfunctions of T will not even be in H2^) unless £2 is convex. Isoparametric elements [2] are often used to obtain zero values on the boundaries of approximating domains for finite element spaces with a high order of approximation.
However, we feel that the analysis of these elements in the present context would obscure the main ideas of this paper.
We define the operator Th: M* x MJ x M£ -* M£ x M£ x M° by
(3.9c) (7F", Vz) = /(-/VZ?" + /k x VC", Vz), Vz G M£.
We note that by (3.8e) there exists a constant K such that llvxll£2(n)<Ä:A-1ilxllL2(n)) vXGM".
Hence, there exists dn G M* such that (dn, z) = i(vBh, Vz), VzGM£.
We can also define Th in terms of our bilinear form B. We note that B(-, In [18] , Veltkamp has analyzed the spectral properties of Thy studying T as a perturbation of Tx. The spectral properties of Tx are easily discovered. The eigenvalue X = 0 is an eigenvalue of infinite multiplicity for Tx. All elements (0, 0, ip3), ¡p3 G 77¿(£2), are eigenfunctions. Thus, the modes with zero frequency have only rotational energy. These are the vorticity modes.
It can be seen by eliminating ip2 from the eigenvalue equations associated with (3.7) that (ip, -iip/X, 0) is an eigenvector with eigenvalue X if
Thus, the eigenfunctions of Tx corresponding to nonzero frequency have only potential and irrotational energy. These are the gravity modes.
So, the spectrum of Tx consists of isolated eigenvalues with a limit point at -°° and -o. All the nonzero eigenvalues have finite multiplicity and zero is an eigenvalue of infinite multiplicity. We assume that the addition of T2 to Tx perturbs the spectrum of Tx so that the spectrum of T consists of isolated eigenvalues of finite multiplicity with limit points at 0, °°, and -°°; This is proven in a special case and conjectured in general in [18] . All modes now have both rotational and irrotational energy. We also note that even if Tis one-to-one, T~x will not be a bounded operator.
IY. The Approximation of Unbounded Operators. We now study how two properties concerning the convergence of T*1 to T imply the convergence of the spectral properties of Th to 7. These properties for the ocean equations will be verified in Section V.
We let tf be a separable Hilbert space and The a selfadjoint operator in tf with a pure point spectrum of eigenvalues of finite multiplicity. Let {\k}k-_ao be the eigen- We also wish to define two quantities measuring the separation of eigenvalues. We set C7+ = inf{\j-\k\ all / suchthat X;--Xfc>0}, Gk = inf{Xfc -X;| all /' such that Xfc -Xy > 0}, Gk = min{G+ Gk}.
We assume that Gk =£ 0 for \k ^ 0. Remarks. It follows from (ii) of Theorem 1 that for A sufficiently small dim V = dim Vh. Hence, the cardinality of the set Ah -n for A sufficiently small.
In what follows, K will denote a positive constant which may depend on X, but which is always independent of A. We allow K to vary from equation to equation.
Note that it follows from Property A that to {u., . . . , vn } we can associate {yHx, . . . ,vHn} CD(Th) such that (4.3) ||um -er^ll + \\Tvm -Th7hm\\ <Khr for m = 1, . . . , n.
Hence, we can define a linear map, Lh: V -► 0(7*), such that Lhvm =vm for m = 1.n.
We can then deduce from (4.3) and the finite dimensionality of V that Remark. Note that it does not follow from (4.6) that 8(Vh, V) < Kh until we verify that dim VH = dim V. We now assume that kGAh, i.e., x£ G [X -Gx/2, X + G^/2]. It follows from (4.5) that for A sufficiently small (4.14)
|Xy -x£| > G./2 for / # 1, . . . , n.
Hence, we can obtain from (4.11) that Since Zftum G Z3(rft), we can expand Lhvm = rf^ß/rf-Then We let nh = dim Vh and suppose that nh> n = dim V. We may assume without loss of generality that Ah = {1, . . . , nh} (renumber eigenvalues, if necessary).
By Lemma 1, for each / G Ah there exists w-G V such that (4.25) \\vf -Wj\\ < Kh.
Since nh > n, there exists {<*"}"_. such that Let r be such that \ar\ = max{|a"| |s = 1, . . . , n}. We may assume without loss of generality that ar > 0. If we take the inner product of (4.27) with u?, we obtain from the orthonormality of {vf } However, (4.31) contradicts (4.29). Q.E.D.
We now state the following easily proved lemma [6] . for w G 77¿(£2). Since Xfc ± 0 is real and B G nk+l(Sl), it follows by elliptic regularity [11] that CGHk+l(Q.). Also, B satisfies
Since a G 77*+1(fi), it follows that B G Z7fc+2(£2). Q.E.D. Now by Lemma 6, a G IT+1(ÇI) n Z2(£2). Since ah is the 7L2(£2) projection of a onto M*, we have for 0 < s < r + 1 that
It then follows from (3.8e) that for x G M* llfl -aftH/ii(s.) < Hfl -Xlljyi(£1) + IIX -fl*Hwi(n) <lla-xll//i(n)+Z:Ä-llIIX-aft||L2(n) < Ha -xll^i^j + ^-Mla -xllL2(íi) + ÍTA-Ml« -a"llL2(n).
Thus, we can obtain from (3.8c) that for 1 < s < r + 1,
We also have from Lemma 6 that B G If+Í(n) n 772(£2) and C G Hr+1(Sl) n 77¿(£2). We obtain from (5.4b) and (5.4c) the result that for 1 < _• < r + 1 By (5.4b), it follows that
Hence, by (5.4a), dh = X^. So, we obtain from (5.5a) that
Now by the definition of T and Th we see that
If we take z = E -Eh G M/, in the above and use the Cauchy-Schwarz inequality, we obtain liv(7f -Eh)\\L2(n) < Hv(zT -zOIIL2(n) + live« -«*»x,a(n) (5'9) + K\\V(B -Bh)\\L2(n) + Z.||V(C -Ch)\\L2lny
Hence, by the triangle equality and (5.5), if we let E approximate E, we can obtain by (3.8a) ||V(7? -Eh)\\L2(n. < 2||7(7f -£)||L2(n)' + IIVC« ""hA2{a) (5.10) + K\\V(B -Bn)\\L2(n) + K\\V(C -Ch)\\L2{n) < Of.
Note that since E = \kB, E G If+l(Çl).
We also have that Proof. In the following proof Kx will denote a constant which is independent of X£ and A, but which may vary from equation to equation.
Let v\ = (an, Bh, Ch) and Thv\ = (dh, Eh, Fh). We set B G H\(£2) to be the solution to (5.13) -AT? = idh.
Note that fndh dS = 0 since dh G M*. By elliptic regularity,
WB\\H2(a)<Kx\\dn\\L2{ny
We set v = (ah, B, Ch). Then v G D(T) and VI. Improved Eigenvalue Estimates. In this section we get improved eigenvalue estimates for the approximation of T by Th. These estimates cannot be deduced from Property A and Property B, but require addition analysis of the operators T and Th defined in Section III. Our technique is to represent the eigenvalues in terms of Rayleigh quotients. Recall that in Section V we were able to verify Property A with Lh = nD(ThY So, we then have that nvhL" = nvhnD(Th) = nvh.
We shall estimate In order to show that the left-hand side of (6.12) is 0(h2r), we need the negative norm estimates for the terms estimated in (5.5). Since a G 7Zr(£2) and \\a --*fcllff_r(n) < Kh2r\\a\\Hr{ay it follows that (6.13) |(a, a) -(ah, a")\ < Kh2r\\a\\2 < Kh2r.
Similarly, using negative norm estimates on the 7Z1(£2) projections, we obtain Hence, it follows from (6.13), (6.14), and (6.15) that <6-16) !<»«, »m> -<L"vm, Lhvm)\ < Kh2r.
We now consider VII. Remarks. It is easily seen that the estimates given here are uniform for parts of the spectrum of T in finite intervals not containing 0. However, the bounds degenerate for eigenvalues whose absolute value approaches 0 and °°. This can be understood by considering the operator Tx. The eigenspace of zero frequency, {(0, 0, i//)|i// GZZ¿(£2)}, does not contain only smooth functions (in C°°(£2)) and by (3.10) it is seen that the eigenspaces for high frequencies contain spatially highly oscillatory functions. Since T is a bounded perturbation of Tx, we can thus expect "rough" eigenfunctions for low and high frequencies which can only be resolved for small A. Also, note that since 0 is a limit point of eigenvalues of T, the gap between eigenvalues is small near 0. It is clear that the first Galerkin method described in Section II will not satisfy Property A and Property B due to the "spectrum bending". Thus, one could not use that method to approximate the spectrum in some finite interval.
That there is no spectrum bending for the proposed method can be seen as follows. We define the operator Txh: D(Th) -* D(T") by Thx(ah, Bh, Ch) = (dh,-iah, 0) where (dh, z) = i(VBh, Vz) for z G M*. Then, if \h is a nonzero eigenvalue of Tx , we see by eliminating Bh from the eigenvalue equations that (7.1) \2h(ah,z) = (Vah,Vz) for zGMJ.
Thus, (7.1) is a Rayleigh-Ritz approximation to (3.10) . Recall that the Rayleigh-Ritz eigenvalues are larger in magnitude than their corresponding differential eigenvalues. So, we see in the absence of the Coriolis terms why our proposed method does not exhibit spectrum bending and why it yields good spectral approximation results.
Set r2" = Th-Txh. Define . ||7?i»|| 117* = sup -=-. 2 * «*° " Hull
