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Abst ract  
In the past t~ o decades a parametric multiva.ria.te regression modell ing a.pproach 
for an.alyzing rowth curve d.ata, has achieved prominence. The apl.>roa.ch, which 
has several a.dva.nta.ges over classical a.nalysis-of-va.ria.nce a.nd genera.1 multivm:iate 
approaches, consists of postulating, fitting, eva.luaZing, and compm-ing parametric 
models for the daka.'s mean stru.cture a.nd. covariance structure. Th.is article pro- 
vid.es an overview of the a.pproa.ch, usil,g unified terminoloKv a.nd. nota.tion. Well- 
estublished models and some developed more recently are described, ~ith empha.sis 
given to those models that  allow for nonsta.tionarity a.nd for measurement t imes 
that differ across subjects and axe mlequally spaced. Graphical diagnostics that 
can assist with model postulation and evaluation axe discussed, a.s are more formal 
meth.od.s for fitting and comparing models. Three examples erve to i l lustrate the 
methodology a.nd to reveal the relative strengths and weaknesses of the various 
parametric models. 
Key  Words :  AIC, BIC, covaria.nce structure, longitudinal data., mean structure, 
repea.ted measures, RLB:T. 
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i I n t roduct ion  
Continuous longitudinal data, or gTvwth curve, data, consist of repeated 
observations of a given continuous characterist ic over time. For example: 
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(i) heights or weights may be measured for individuals at consecutive ages; 
(ii) ramus heights (the ramus is the ascending part of tile mandible) or 
other dental meast~rements of subjects may be obtained at different ages; 
or (iii) blood pressure may be measured at particular times for different 
patients or different doses of a certain drug. 
Historically, several different conceptual approaches to the statistical 
analysis of growth cttrve data have been proposed. Three classical ap- 
proaches are the univariate ANOVA, repeated measures ANOVA, and gen- 
eral multivariate approaches. In the first, a separate conventional analysis 
of variance is performed on the data from each distinct measurement time. 
In the second, an ANOVA is performed as if the data were from a split- 
plot experiment with time of measurement being the split-plot factor. In 
the third, all the responses on a given subject are regarded as a vector 
whose distribution (perhaps after a suitable transformation) is multivari- 
ate normal, and vectors of responses from different subjects are regarded 
as independent and identically distributed. 
More recently, a multivariate regression modelling approach has at- 
tained prominence that is similar in some respects to the general nmltivari- 
ate approach but is much more flexible and efficient. Parts of this approach 
have been coded into widely avaihble software, for example PROC MIXED 
of SAS (SAS Institute Inc. 1998), which has greatly improved its accessi- 
bility and practicality. The multivariate regression modelling approach 
decomposes the modelling problem into two parts: modelling the data's 
mean structure and modelling the data's covariance structure. Models for 
the mean structure propose that a functional relationship exists between 
the expectation of an observation and its time of measurement and possibly 
other covariates. This relationship may be characterized very generally by 
a nonparametric "smooth?' function or rather specifically by a low-order 
polynomial or other parsimonious parametric model, or by models lying 
between these two extremes. Likewise, models for the covariance struc- 
tta'e propose thal, a functional relationship exists between the covariance 
between any two observations and the times of their measm'ement and 
possibly other covariates. Both parametric and nonparametric models are 
possible. Graphical diagnostics can be used to good adwantage in speci- 
fying a model. Inference problems of interest include tests of significance 
on model (mean and covariance) parameters, comparisons of growth curves 
for different groups, and predictions of future observations. 
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Compared with the two classical analysis-of-variance methods, which 
ignore the covariance structure, and with the classical multivariate ap- 
proach, which estimates the covariance matrix but imposes no structure 
oil it, the more general multivariate regTession approach as several advan- 
tages. First, the modelling of the cowriance structure generally results in 
more efficient estimation of the data's mean structure. Second, it tends to 
yield more appropriate stimates of the standard errors of the estimated 
mean structure. Third, in many cases it can deal effectively with miss- 
ing data and ~dth data for which the measurement times are not common 
across subjects. Incomplete and irregularly spaced observations are a com- 
mon feature of g ro~h curve data. Reasons include unequal engths of 
follow-up times due to staggered entry or early with&'awal, observations 
that are missing due to faiktre to meet scheduled appointments, and inten- 
tional (i.e., by protocol of the study) unequal spacing of measurements over 
time. Finally, the nmltivariate regTession approach can be employed even 
when the number of measurement times is large relative to the number of 
subjects if a sufficiently parsimonious model is adopted. 
Tiffs article provides an overview of parametric nmltivariate regression 
modelling for growth curve data. Several excellent books (Crowder and 
Hand 1990, Lindsey 1993, Diggle, Liang and Zeger 1994, and Verbeke and 
Molenberghs 2000) contain chapters that also describe many aspects of 
the parametric modelling approach. The present article attempts to be 
more comprehensive and up-to-date than these earlier sources. It also puts 
relatively more emphasis on models that allow for nonstationarity and for 
measurement times that differ across subjects and are unequally spaced. 
Nonparametric analogues of the parametric modelling approach have 
also been developed recently. This work is not discussed in the body of 
the paper but is reviewed briefly now. Nonparametric regression meth- 
ods using kernel estimators have been considered for the mean structure 
of growth curve data by Hart and \Vehrly (1986), Miiller (1988), Altnmn 
(1990), Fr ain• and };I eloche (1994), Altman and Casella (1995 ), Boularan 
et al. (1995) and Ferreira et al. (1997). All of these nonparametric ap- 
proaches have in common that the unknowil mean response curve over time 
is estimated by smoothing the raw data, and time is the only exphnatory 
variable. Mfiller (1988) applied nonparametric regression methods to lon- 
gitudinal data but without considering a serial correlation structure. Hart 
and \u (1986) discussed kernebbased methods but did not take into 
account covariates and, in addition, they required that observation times 
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be restricted to a common set of time points for all subjects. More re- 
cently, Zeger and Diggle (1994) and Moyeed and Diggle (1994) studied a 
senfiparametric model for longitudinal data in which the covariates entered 
parametrically and only the time effect entered nonparametrically. To fit 
the model, they extended to longitudinal data the backfitting algoritt~n 
of Hastie and Tibshirani (1990) for semiparametric regression. Diggle and 
Hutchinson (1988), Rice and Silverman (1991) and Wang and Taylor (1995) 
used a spline approach for the same problem. Several other approaches that 
deal with estimating a nonparametric smooth function that separates com- 
mon~ group arid indixddual effects can be seen in, for example~ Boularan et 
al. (1994), StaniswMis and Lee (1998), and Nfifiez-Antdn et al. (1999), and 
references therein. 
Relative to nonparametric modelling of the mean structure, nonpara- 
metric covariance modelling has received little attention. Most authors 
have considered only the stationary case (see, e.g.~ Glasbey 1988~ Shapiro 
and Botha 1991, Sampson and Guttorp 1992, Hall and Patil 1994, and 
Hall et al. 1994). However, two recent papers have considered the possibil- 
ity of estimating the nonstationary case (Chen 1995, Diggle aim Verbyla 
1998). Diggle and Verbyla (1998) used kernel-weighted local linear regres- 
sion smoothing of sample variograms ordinates and of squared residuals 
to provide a nonparametric estimator for the covariance structure without 
assuming stationarity. In addition, they used the value of the estimator as 
a diagnostic tool but did not study the use of the estimator in more formal 
statistical iiderence concerning the mean profiles. Chen (1995) used kernel 
estimators to estimate covariance functions in a nonparametrie way. His 
only assumption was to have a fully unstructured srnooth covariance struc- 
ture, together w~ith a fixed effects model. The proposed kernel estimator 
was consistent with complete but irregularly spaced follow-ups, or when 
the missing mechanism is strongly ignorable MAR (Rosenbaum and Rubin 
1983). Regression parameters were calculated using an iterative reweighted 
least squares procedure and asymptotic distributions of the estimated pa- 
rameters were derived. 
The remainder of the article is organized as follows. In Sections 2, 3 
and 4 we introduce the general modelling approach and review the most 
cornmonly used parametric models for the mean and covariance structure 
of growth curve data. Section 5 describes ome graphical diagnostics that 
aid in specifying plausible mean and covariance structures for any given set 
of data. In Section 6 we present he maximum likelihood methodology for 
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inference and describe several model selection criteria and soRware avail- 
ability. In Section 7 we il lustrate the techniques and models described in 
earlier sections using three different examples of gro~ch curve data studies. 
Section 8 includes some general conclusions and recommendations for the 
analysis of this type of data. 
2 General modelling approach 
Assume that  repeated measurements of a continuous response variable are 
observed over t ime on each of m subjects. Let yi. (y i l , . . . ,  y.m~) ~ be the 
vector of n4 measurements on the i th subject and let ts. = ( tn , . . . ,  t.i,~) ~ be 
ttle corresponding vector of measmerrtent times. Measuremeut times m~y 
be unequally spaced within a subject and m.ay differ across subjects. We 
refer to the set {t~, t2 , . . . ,  f,, } of measm'ement times in the study as the 
measurement schedule. If measurement times are common across subjects, 
i.e. if tl = t2 . . . . .  t , , ,  t itan we say that  the measurement schedule 
is recta,zgalar and we let .n denote the common number of measurement 
times. 
We may also observe a vector of covariates, xi j ,  associated with ~/<i" The 
covariates may be t ime-dependent (such as the subject's weight or health 
status throughout  the study), t ime-independent (such as the subject's gen- 
der), or a mixture of both. In the t ime- independent case, we can write 
x i  ~ xi . j .  
The modell ing approach reviewed herein rests on three assumptions: 
independence of responses from different subjects, mult ivariate normal ity 
of responses, and either no missing data  or, at worst, ignorably missing 
responses. Wi th  these assumptions, we can ~Tite our general model as 
y.; ~ independent A.z(/~.~, E.i) (i = 1 , . . . ,  m.) (2.1) 
where/~.i is a .n~ • 1 vector ~th  j th  element #(t.ij, xO) and Gi is a n.i • n.~ 
positive defhflte matr ix with (j, k)th element E(h~, t~,  x~,  x a0, and # and 
E are real-vakled fuiictiotls. 
With in this framework, the modell ing of gTo~h curves essentially re- 
quires the choice of a mean function #(.) and a co,~riance function. E(.). 
As noted pre~4ously, nonparametr ic  and parametric fmmtions have been 
coiLsidered. This article focuses on parametric functions. Accordingly, 
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we write the mean fmlction as #(t, x;/3) and the covariance function as 
E(t, 'a, x, w; O) where /3 is a p-vector and 0 is a q-vector of un!mown pa- 
rameters, the latter restricted to a parameter space @ that  is either the set 
of all O-vectors for which E(t,'~t, x ,w;  O) is a positive de ' r i te  flmction or 
some subset of that  set. 
3 Mode l l ing  the  mean s t ructure  
The choice of a mean function is generally influenced by any number of con- 
siderations, including simplicity of fitting, ease of interpretation, specifics of 
the measurement schedule, pars imow,  flexibility, and infereuce objectives. 
For reasons of simplicity and ease of interpretation, the effects of t ime 
and the other covariates on the mean are often assumed to be additive, 
i.e. a mean function of the form #(t.ij, a:.ij;/3) = /~t(tid;/3~) +/~,.(x~j;/3.c), 
with f3 (~3',., ' ' /3;~) . One situation in which an additive function may be 
appropriate occurs when subjects can be formed into groups on the basis of 
a factor of classitication (such as gender, or whether a t reatment  or placebo 
was applied to the subject). If no other covariates are measured, then 
xi j  consists of the t ime-independent value of a nominal variable indicating 
group membership. The mean in such a case is commonly taken to include 
an additive t reatment  effect v, correspouding to this membership, i.e. 
,(t.~j, ~ j )  = #, (t..~j) + ~:, (3.1) 
where g denotes the group to wffich subject i belongs. More compli- 
cated groupings resulting from multiple factors of classification ested by 
or crossed with each other also give rise to additive structures. 
Of course, an additive structure is not always adequate. For example, 
model (3.1) specifies that  the mean responses for subjects in two groups 
differ by a coz~st&ut amount over the entire time of study (~n attribute 
known as "parallelisnd'). It is qtfite possible that  a nonaddit ive model, 
i.e. #-t(f~.j, x~.d) #t.~j(f~.,i ) if subject i belongs to group g, may be more 
appropriate. 
If the measurement schedule is rectangular, then taking #t(ti j)  to be 
tmstructured or saturated; i.e. ttt(tij) = [~j, is a viable option. Further- 
more, a s~tttrated, mean structure can be est imated efficiently eveu in non- 
rectanglflar settings, provided that  each measurement t ime is sufficiently 
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replicated across subjects. That  is, if t l ,  t2 , . . . ,  t , .  is a relabeling of the dis- 
t inct measurement times across all subjects~ arid a sufficiently large number 
of subjects are measured at each of these times, then the corresponding 
mean parameters tq,--- , /*, ,* can be est imated efficiently. The saturated 
structure is the most flexible of all mean structmes, as it imposes no para- 
metric form on the mean. 
However, insufficiently well-replicated epartures from rectangularity 
preclude the use of a saturated mean structure, in wlfich case alternatives 
must be considered. In fact, alternatives to a saturated mean m W be 
considered even in a rectangular or otherx~dse well-replicated sett i ig  because 
either (a) theory or past experience suggests that  a certain form for the 
mean is appropriate; (b) a m.ore parsimorfious model might improve the 
quality of various inferences made kom the data; or (c) it may be desirable 
to irffer the m.ean response at times where rio measurements were taken 
(interpolation and extrapolation).  
One family of alternatives to the saturated mean model (which, in fact, 
includes the saturated model as a special case) is the general inear model 
P 
#(t,j, ~ ;Z) ~..~,.f,(t~j, <~), (3.2) 
/=1  
where ,fj (t, x ) , . . . ,  .fp(t, x) are spec i f ied  functions. This general model also 
3 t ~ ~ Owing to their familiar- include polynomials, i.e. #,(~i j ; /3)  E lL1  ,.~ * i j 9 
i ty and the relative ease by which they may be fitted, linear models are 
extremely popular. 
However, polynomials and other parsimoifious linear models are ur> 
suitable when the mean response asymptotes to an upper or lower bound 
or extfibits sudden changes ill behavior during the study (Sandland and 
McGilchrist 1979). For such situations a nonlinear model (in which the 
functional dependence of the mean response on the elements of t3 is nonlin- 
ear) may fit better. The follo~ving are %ur popular nonlinear mean models 
for gxo~h cm'ves. 
9 Logistic: ttt(t~i.j;/~) = .~1/[1 + ..G2 exp( ,G:~t.i.j)] 
9 Gompertz:  bt.t(tij; ~) =/5'~ exp[-fl2 exp(-3.~t.ij)] 
9 mchards #,(t~j; ~) ~/ [1  + .& exp(-;~t~j)]~'~ 
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9 \u p,t(tsj;/3) ,21 - ,32 exp(-/;t:~ti.~) ~ )
In all four models, the parameters are constrained l~o be nonnegative. Pa- 
rarn.eter .31 is an upper asymptote (sometimes called the limiting growth 
parameter). For each model there exists a function of .31 and .32 that is 
the initial response value at time zero (e.g., the function is .3j/(1 + .3~) and 
.31 - .3~ for the logisl~ic and \Veibull, respectively). The remaining param- 
eters, fl:.~ and .34, are gTo~th rate parameters. All four models prescribe 
monotone increasing rowl&, wil, h all but the \u being S-shaped. 
4 Mode l l ing  the  covar iance  s t ruc ture  
Although the general model (2.1) allows the covariance structure to dep end 
on covariates other than time, in the vast majority of cases E(t, u, x, w;O) is 
assumed to depend only on tile measurement times t and ~ or, at most, on 
t, u, and a nominal variable indicating group membership. Thus, the choice 
of a covariance structure nearly always focuses on specifying the covariance 
structure as a function of the times of measurement, i.e. as E(t, u; 0), which 
~ill also be our focus here. 
In contrast o a mean structure, which is generally specified explicitly in 
terms of a function whose values are the eleinenl, s of/zi. , a covariance struc- 
ture is most commonly specified implicitly, in terms of functions whose val- 
ues are not the elements of Ei but are the elements of a matrix which maps 
one-to-one with hi.  The most common implicit specification is a variance- 
corv~latio~t, ~pec/J/<:atioTt,, in which ftmctions for the responses' v~riaimes and 
correlations are specified. Advantages of this specificalAon include il~s fa- 
miliarity and interpretability and its connection to a well-known graphical 
diagnostic, the ordinary scatterplot matrix (see section 5). Two other im- 
plicit specifications, which have a relationship to each other similar to that 
between the explicit variance-covariance and variance-correlation specifica- 
tions, are the concen#'atio~ matviz and partial variance-partial correlation 
specifications. The concentration matrix specification is given by a func- 
tion for the elements of the so-called concentration matrix hi. j . The partial 
variance-partial correlation specification consists of a function for the par- 
tial variance of each observation given all the others (which is equal to the 
reciprocal of each diagonal element of E~ -1) and aftmction for tile partial 
correlation between each pair of observations given the others (which is 
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equal to --1 x the correspondin E off-diagonal element of a matrix derived 
from E i-] by scaling it to have a unit diagonal). These two specifications are 
useftfl when some pairs of responses are conditionally independent given the 
values of tile other responses, for then the elements of E i -] corresponding 
to those pairs are equal to zero. 
All four of the specifications noted above prese~R difficulties for estima- 
tion becat~e the noimegative-defhfiteness r quirement for the covariance 
matrix may impose complicated nonlinear constraints on the parameters. 
A specification that removes tiffs obstacle is one in wiffch functions are 
specilied for the noilzero elements of T and l )  in the modified Cholesky 
factorization TE iT  I D .  Here T is a lower triangular matrix with ones 
on the main diagonal (but otherwise unconstrained) and D is a diagonal 
matrix with positive diagonal eleinents. The (j, k)th element (j > k) of T 
is equal to the coefficient on y.~. in the population regTession of yi,j on its 
predecessors Yil~ 9 9 -, Y~,j-I~ or eqtffvalently is equal to a multiple of the par- 
tial correlation coefficieiR between Y.i~ and Y.iy adjusted for the intervening 
var iab les  9 i ,k+ l ,  9 9  9  Y~. , j - I  9 Owing to the first of these two interpretations, 
we call this specification an a.utorwressive specification. 
The f-kml implicit specification that  we consider is a response eq~m- 
tion ~pecific(ztion~ in wtfich Nj is expressed as the sttm of its mean aim 
one or more random components, and from which the elements of E. i can 
be derived. The random components may in.cNde, for example, values of 
the response at earlier times, so we see that there is some overlap with 
the autoregTessive specification. A response quation, specification has the 
advantage of interpretability (by indicating how data with the structure 
could arise) and, for this reason, usually provides the simplest and least 
computationally intensive method for sinmlating data with the structure. 
For diagalostic purposes, however, it generally is not as useful as the other 
specifications. 
The remainder of this section is devoted to summarizing a broad ar- 
ray of parametric ovariaIme structures, beginning with the simplest and 
most parsimonious and fhfishing with the most flexible. For brevity we do 
not attempt o provide an exhaustive survey; additional structures can be 
found, among other places, in Jennrich and Schluehter (1986), Wolfirlger 
(1996), and Ntii]ez-Antdn and Zimmerman (2000). 
Since observations on different subjects are assmned to be independent 
and thl.s only within-subject covariance structures need to be considered, 
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we suppress the subscript i (identifying the subject) when describing these 
structures (with the exception of random coefficients models). Accordingly, 
~Zi represents a generic subject's response at time t.i. We present each struc- 
ture in terms of whichever specification(s) is (are)most  concise and illu- 
minatirqg. For the v~riance-correhtion sp ecifical, ion, we put o-J.i = E (tj, ~.i) 
and Pjk -~- corr(yj, :']k) ~([j, ~k)/(o-jjo-i~,k) 1/2 for j ~> ~'; since the correla- 
tion matrix is symmetric and its main diagonal dements are equal to one, 
specifying pj~. for j _< k is unnecessary. For the autoregressive specifica- 
tion, we let 5d~. (J > k) be the (j, j k)th element of T and cry be the j th  
diagonal element of D. Finally~ for the response quation specification~ for 
ease of presentation we take the mean to be saturated, writing #.j E(y/).  
4.1 Compound symmetry  (CS) model 
The compound symmetry model is given by the fellowing variance-correlation 
specification: 
crjj - o-2 for all j, [~jk - P for j > ~:. 
This Nghly parsimonious (q = 2) model was once very popular, but has 
become less so as more flexible models capable of modelling heterogeneous 
variances and non, constant correlations have been developed. 
4.2 Stationary autoregresslve (AR) models 
The first-order autoregressive [AR(1)] model is given by the following re- 
sponse equation specification: 
yj p.-, + e-i, 
:'ZJ ~j + p(~j-I - ,. j-I ) + e.j (j 2 , . . . ,  ,,) (4.1) 
where 1 < p < 1, the "irmovations" {ej} are independent j%r(0, o-y) ran- 
dora variables ~ith ~r~ = o-2/(1 p2) and r = o-2 for j = 2, .n. The 
corresponding v~riance-correhtion specification is
cr.i.i = o -2 for all j ,  pj~. = y ~ for j > k, (4.2) 
which reveals that the correlations are a monotonically decreasing (in mod- 
ulus) function of j - k. Moreover, if measurement times are equally spaced 
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then the correlations are a nionotonicMly decreasing (in modulus) func- 
tion of elapsed time. To retain this last feature when times arc irregularly 
spaced, the correlations can be specified by the "continuous time" model 
given by 
PJ~" _ pt~ t~ for tj > t~:, (4.3) 
~fithO < p< 1. 
The AR(1) model can be generalized to the AR(.s') model defined by 
yl = ;q + q,  
= #j + + (; = 2 , . . . , , , )  (4.a) 
k=l  
where s is an integer greater than one, s* = min(s, j  1) and the qi's 
are independent nornlM random variables Mth zero means. For j > s the 
variance of ej is constant and for j = 1, . . . ,  s the variance of ej is chosen in 
such a way that the variances of all responses arc equal and the correlations 
between ~j and ;t/~. depend only on j k. 
4,3 Mov ing  average  (MA)  and other  banded covar iance  mode ls  
The '~zth-order moving average [MA(u.)] model is given by the following 
response quation specification: 
~j = ~I.j @ ~ O:lr l ,  Ct' 0 1, c~l,...,  ~t,l~ arbitrary, 
l 0 
where the qi's arc independently and identically distributed Y(0, ~r 2) ran- 
dora variables. The resulting response variances and correlations are given 
by 
crjj o -2 ~ (.~ for all ;/ 
l=O 
t 0 i f j - k>a+ 1. 
Thus~ variances are constant and correlations vanish beyond a finite, con- 
stant number of interveMng observations (or elapsed time, assuming equal 
spacing). 
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The MA(u) m.odel cat: be generalized to a uth-order Toeplitz model by 
specifying that 
crjj ~r 2 for all j, 
{ [j-k i f j - k  1 , . . . ,~  
fl.ih" 0 if j - k > a + 1. 
Here p-j.,... ,p,~. are arbitrary parameters subject only to positive defiuite- 
ness constraints. The Toeplitz model, in turn, can be generalized to a 
uth-order banded model by specifying that the correlations on superdiag- 
onals (and subdi~gonals) of the correlation matrix beyond the uth super- 
diagonal (and subdiagonal) are zero, and not imposing any restrictions on 
the remaining correlations (beyond those required for positive defimteness). 
Though more flexible tEa:: tim MA and Toeplitz models, a disadvantage of
the more general banded model is that the number of parameters in the 
covariance structure is O(n)rather than 0(i). 
4.4  Heterogeneous  extens ions  (CSH,  ARH,  MAH)  
The CS, AR,, and MA models are stationary, i.e. they specify- equal response 
variances and, if measurement times are equally spaced, equal same-lag 
correlations among responses. Heterogeneous extensions of these models 
retain the same correlation structure but allow the response variances to 
depexM on time. If the dependence on time is completely general (subject 
to positive defimteness constraints), the:: the nmnber of parameters in the 
covariance structure is O(n). More parsimonious heterogeneous models 
resNt fi'om taMng the ~ariance to be a linear, quadratic, or some other 
smooth function of time. 
4.5  AR IMA mode ls  
An ARIMA(s, d, u) model generalizes a stationary autoregressive moxdng 
average (ARMA) model by postulating that the dth-order differences among 
consecutive measurements, rather than the measurements themselves, fol- 
low a stationary ARMA(s, ~) model. A special case is the ARIMA(0,1,0) 
or random walk model 
J 
~]j- #j ~ u,~ (j 1 , . . . ,  ~,), (4.5) 
l=J. 
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where a:, , . . . ,  a~, are independent ;Kr(0, o-~) random variables. For this pro- 
cess~ 
~rjj =j~r~ and pj~. = V/A~/j for j > ~. 
Thus, the variances increase (linearly) over time and the correlations be- 
tween equidistant measurements al o increase (nonlinearly) over time. This 
behavior is typical of ARIMA models in general; see Cryer (1986, chapter 
5). Two other special cases are the AR,IMA(0,1,1) [or IMA(1,1)] model 
:gJ ~t.i = Yj-1 #.i-1 + o4 "ya~_ l 
and the ARIMA(1,1,0) [or AAI(1,1)] model 
where the o4's are again defined as independen.t Y(0, or2) random variables. 
In order for AR,IMA models to be applicable to longitudinal data, the 
measurement schedule must be equally-spaced and rectangular. However, 
cozltinuous-tim.e analogues exist that permit these restrictions to be relaxed. 
An iml)ortaixt case is the Wiener (WI) process, which is a cozxtimtous-time 
analogale of the random, walk model. The covariance function of a Wiener 
process is cov(gj,!j~ ) or2 min(t.i, ~i,.), which coincides with the covariance 
function of (4.5) for equally-spaced data. 
4.6 Random coeff ic ients (RC)  mode ls  
A rather general random coefficients model, sometimes called the Laird- 
Ware model after Laird and Ware (1982), is 
y~ X i~+Ziu i+e i  (i 1 , . . . ,m),  
where the Zi  are specified matrices, the us. are vectors of random coefficients 
distributed independently as2vil;H(0, Gi), the G.i are positive definite but 
otherwise unstructured matrices, and the ei are distributed independently 
(of the ui and of each other) as M1)A'r(0, o-2I,~.,.). Typically the Gi. are 
assumed to be equal; hence the covariance matrix of Yi. is taken as Ni 
Z.~GZ{ + cr2L,~. Special cases include the linear random coefficients (R.CL) 
and quadratic random coefficients (RCQ) models. In. the linear case, Zi = 
(7"01 O-11 
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(.iJ, .i2,-.-, .~,,.~)~]. Note also that the In the quadratic case, Zi [1,,~,t.;, t 'e t 2 t 2 
CS structure is equivalent o the case Zi  = 1~.  
Two convenient features of KC models are their parsimony (note that 
the number of parameters i uitrelated to the number of measurement times) 
and their applicability to situations in which the measuremenl, times are 
unequally spaced or non-rectangaflar. 
Random coefficients models have often been considered as distinct from 
parametric ovariance models, probably because the orogenesis of tim co- 
variance s~.ructure is typically a consideration of regTessions that vary across 
subjects rather than a consideration of within-subject similaril, y. Never- 
theless, they yield parametric covariance structures that gen.eraUy have 
nonconstant variances and nonstationary correlations, a fact that does not 
appear to be widely appreciated. For example, the RCL structure for a 
subject observed at equally-spaced time points t:t 1 , . . . ,  t~ ~ is given 
by 
crdJ = cr2 + cr00 + 2~r0Jj + <rlJj 2, 
cr00 + cr01 (j +/,~) + crlljk 
P.jt. V/or2 + cr00 + 2cr01j + cr~j2 \/cr2 + croo + 2cr0j ~" + crl~ "~" 
This structure is flexible enough to pernfil, several kinds of variance and 
correlational behavior, including increasing or decreasirlg variances, and 
correlations of which some are negative while others are posilAve. Observ% 
however, that it precludes the variance from being a concave-clo~x1 function 
of time, and it precludes the variances from being cons~.ant if the same-lag 
correlations are not. 
4,7 Unstructured antedependence (UAD)  models 
The unstructured antedependence model of order s [UAD(s)t model is de- 
fined as follows: 
iql /z I q- 61, 
(j (4.0) 
where s* = min(s , j  1), tile <j's are independent normal randonl variables 
with zero means and possibly lAme-dependent variances cry > 0, and the 
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autoregressive coefficients {6)~-} are completely unrestricted parameters. 
By the term %nstructured", we lriean that the parameters ~j)jk and cry 
ca~mot be expressed as functions of a smaller number of parameters. 
Upon comparison of (4.6) with (4.4), it is dear that the UAD(s) model 
generalizes the stationt~ry AR(s) model by allowing the innovation variances 
and autoregressive coefficients to be time-varying. The effect of this is to 
allow the response variances and correlations between responses equidistant 
in time to vary. This greater generality makes UAD models useful for 
situations in which measurement times are unequally spaced or there is clear 
evidence of nonstationarity in the data's correlation structure. The cost of 
this extra flexibility is an increase in the number of parameters, which are 
O(r,,) rather than 0(1). Furthermore, because the number of parameters 
increases with the nuinber of distinct nteasurement times, rectangularity or 
approximate rectangtflarity is a practical necessity9 
An antedependence model even more general than the UAD(s) model 
is a variable-order antedependence model (Macchiavelli and Arnold 1994). 
This model is given by a response quation of the same form as (4.6) but 
allows s* to be a fmlction of j, i.e. the number of past responses being 
regressed on is allowed to change over time. 
The definition given by (4.6) is both a respoi~se quation specification 
and an autoregressive specification. The corresponding variance-correlation 
specification is interesting in its o~l  right. In it, response variances and 
correlations between observations lagged s or less observations apart are 
arbitrary (subject o positive definiteness constraints), but correlations be- 
tween observations lagged more than s observations apart are completely 
determiimd by those corresponding to lags s or less. For example, in the 
first-order case E has the remarkable multiplicative structure 
o-11 
, ~  m o-,22 
9 ~a J .p2  ~/o-~'~o-:~:Jp2 " .  
Fp~. 1 Fin 1 
~/o-llo-nn l l . /=l  PJ x/o-z~o-n~,, l l . j=2 PJ " '"  v/O-~. l,n lo-~,n.P~. 1 
(4.7) 
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where pj = pj+l,j, with parameter space O {0: -1  < ?j < 1 for 
j = 1 , . . . ,n -  1; ~rjj > 0 for j = 1, . . . ,  n}. When s > 1, the correlations 
on subdiagonals s + 1, . . . ,  n 1 of E depend functionally on the correla- 
tions on the first s subdiagonals, but this dependence is considerably more 
complicated than the mul~iplica~ive structure ~dden~ in (4.7). Also, when 
s > 1 the parameter space generally cannot be stated in terms of simple 
constraints on individual correlations. 
4.8 Structured antedependence  (SAD)  mode ls  
Although the UAD(s) model is more flexible than more specialized AD 
models such as stationary AR models, its drawback is that sometimes it
may have too many parameters to be useful. Are there AD models that 
are flexible enough to adequately model nonstationarity of correlations or 
h~ndle unequal spacing of measurement times, yet are sufficiently parsimo- 
~fious that the number of parameters does not increase w~ith the number of 
measurement times? The answer is yes. Tile WI model is one example, but 
a nmch richer class of such models are the structured AD (SAD) models 
introduced by Zimmerman and Nfifiez-Antdn (1997). In these models, the 
autoregressive coefficients or correlations (depending on whether an autore- 
gressive or variance-correlation specification is used) of the UAD(s) model 
follow a Box-Cox power function of time, and the innovation variances or 
response variances (again depending on the specification) are polynomial or 
step Nnctions of time. For example, the variance-correlation specification 
of tNs AD(s) model is given by 
<;.j = (.j = 1 , . . . , . , ) ,  
Dj , j  h, Dh  " " ' ,  " " ,  
where 9, to be most useful in practice, is a fimction of relatively few pa- 
rameters (e.g. a low-order polynomial function), and 
f(t; A) = { (tx log- 1)/At ifif AA r 0.0 (4.9) 
The constraints associated with (4.8) are p~. > 0, ~r 2 > 0, and {0: 9(tj; e )  > 
0}. The autoregressive specification of a s~ructured AD(.s) model is iden- 
tical to (4.8) except hat autoregressive coefficients are substituted for the 
correlations. 
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Exponentiation of the pt~'s in (4.8) by the Box-Cox form of f given by 
(4.9) prescribes that the correlations on the /,~th-subdiagonal of the corre- 
lation matrix are monotone increasing if A~. < 1, monotone decreasing if
At~ > 1, or constant if A~. 1 (~: 1, . . . ,  s). Front another point of view, 
f effects a nonlinear deformation upon the time axis such that correlations 
between measurements equidistant in the deformed scale are constant. 
Another parsimonious class of SAD models, proposed by Pourahmadi 
(1999), takes same-diagonal utoregTessive coefficients and logs of innova- 
tion variances to be low-order polynomial functions of time. 
4.9 Unst ructured  (UN)  covar lance  mode l  
The most general case of a parametric ovariance structure is the so-called 
unstructured model, in which the only structure imposed on the covarianee 
matrix is that required to satisfy tile positive definiteness condition. For 
this model, an explicit specification is as good as any other and 0 consists 
of the ~(n, + 1)/2 variances an d covariances. Advantages of this structure 
are its complete flexibility and the possibility of explicit estimation under 
rectangularity. Its disadvantages are its large [O(n,~)] number of param- 
eters and the attendant computational ditfi_cuRies of estirnation when the 
measurement schedule is not rectangular. Details on these features of its 
estimation are given in Section 6. 
5 Graphical diagnostics 
Graphical diagnostics can be very helpful in selecting and evaluating models 
for the mean and covariance structures. The main graphical diagTlostic for 
the mean structure is the prone plot, which is a plot of the responses versus 
time in which the within-subject responses are connected by line segments. 
Plots of responses against he other covariates, if there are any, may also be 
useful. After choosing a mean structure and fitting it, a plot of the fitted 
residuals versus time and/or other covariates, with within-subject residuals 
coi~nected by line segments, can confirm, or indicate needed modifications 
to, the chosen mean structure. These plots are generally applicable regard- 
less of the measurement schedule. 
The profle plot and related plots mentioned above also provide infor- 
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marion about the response variances. In particular, ttlese plots can indicate 
whether stationarity (insofar as the variances are concerned) is a plausible 
assumption. For example, if the line segments in a plot of the fitted resid- 
uals versus time tend to fan out as time progresses, then this suggests that 
tile response x~riance is an increasing ftmction of time a~M thus nonsta- 
tionary. 
Owii~ to the greater k~lerent complexity of the correlation structur G a 
larger assortment of gTaphical diagnostics have proven useM for choosing 
a model for it. Which diagnostics are applicable in a given setting depends 
on how near to rectangularity he data are and on what one is ~{lling to 
assume about the model. Suppose i~fitially that the data are rectang~llar 
(or nearly so). The most widely used graphical diag~lostic for such data is 
the ordinary scatterplot matrix (OSM), which is a two-dimensional rray of 
pair~ise scatterplots of standardized responses (or of certain derived quan- 
tities such as residuals). The OSM is a graphical equivalent of the sample 
correlation matrix. Thus, it is particularly effective at identifying mod- 
els with distinctive variance-correlation specifications uch as compound 
symmetry and mo~dltg average or other banded covariance structures. 
A diagnostic that complements he OSM is the Partial Regression-on- 
h,tervenors Scatterplot Matrix (PRISM) (Zimrrterman 2000). The PRISM 
is a two-dimensional rray of certain partial regTession plots. In general, the 
plot in row j and column k (k _> j)  of the array is the partial regression plot 
of standardized response variables zj and z~.+j adjusted for standardized 
responses at the intervening times t.j+j, t j+2, . . . ,  G. (The standardization 
yielding z~ consists of subtracting the sample mean of the responses at time 
tj and dixdding by the sample standard eviation of the same responses.) 
The PRISM is the graphical equivalent of a matrix of certain partial cor- 
relations; specifically, the (j, k)th plot in the array- displays points whose 
ordinary correlation is the partial correlation between zj and z~-+l adjusted 
for all standardized responses at interveNng times t . i+],t j+2,. . . ,G. Roan- 
dora scatter in the (j, k)th plot indicates that Zi and r are conditionally 
independent, given the intervening responses, whereas departures from ran- 
dom scatter indicate conditional dependence. Thus, the PRISM is ideal for 
identifying antedependent structures and other structures that have a dis- 
tinctive autoregTessive specification. 
Various reductions of the OSM and PRISM may be useful in some sit- 
uations. In the case of a stationary process observed at equally spaced 
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times, the superposition of plots of the OSM along diagonals yields n 1 
scatterplots whose correlations coincide with those given by the sample 
autocorrelation function, and similarly superimposing plots of the PRISM 
yields .n 1 scatterplots whose correlations coincide with those given by 
the sample partial atttocorrelation function. The regressogram (Pourah- 
madi 1999), which plots the autoregTessive coefficients from. the modified 
Cholesky decomposition of the sample covariance matrix against lag, is also 
a reduction of the PRISM. 
If the measurement times are not welbreplicated, the OSM and PRISM 
are not applicable. In such a case, the variogram can be used to help identify 
a correhtion structure. The sample variogram is a plot of the squared 
difference between two within-subject measurements, (Y i j  - y~.~)2 versus 
the elapsed time between those measurements, ~ij--ti~:. The plot consists of 
a cloud of points that is not particularly interpretable; however, the points 
can be smoothed to yield an interpretable curve by fitting one of several 
well-known variogram models to them, or by nonparametric smoothing. 
Typically, this curve increases rapidly for small values of elapsed time and 
then tends to level off. The elapsed-time v~lue at wtfich the curve levels 
off (if it does so) is the length of time beyond which two observations are 
uncorrehted. For the variogram to be meamngfully interpreted, the process 
must be stationary. If not, a nonstationary generalization of the variogTam 
(Diggle and Verbyla 1998) may be useful. 
6 In fe rence  
Under model (2.1), tile log-likelihood function is given by 
1 ~.  lc, g i~,~(0)l 1 ~.~(y~ #/(N)),N;1 (0)(y./ /L~(j3)) 
L(C~'O;Y l " " 'Y" '~)= 2 2 . . . .  
i .=1 i=t  
(G.I) 
plus a constant hat does not depend on the parameters. In tile important 
special case in which tile meam structure has the linear form. (3.2), L can 
be re-expressed, as follows: 
i log L( f l ,  O; y~ , . . . , y~,, ) = 
i=1 
20 D.L. Zirnmerm, an and K N'ds 
2 
9 i=  1 
vv, h e r e 
X. i 9 . . 
Assume that X.i has ftfll column, rank for at least one i.. Then, maximum 
likelihood estimates (MLEs) of r and 0 are values/3 and 0 that maximize 
L, or equivalently 0 is any value of 0 that maximizes 
L* (0~y l , - . - ,Urn)  - Y i .  s. ~ )Y~. 2 
9 i=1 i=1 
1 " ,p~ 
i=1 
'" x ' : s  l r  xlr<~(b)v,]. and/3  [~ i .=1 i. i \ J ij LL-~i=]. 
A variant of maximum likelihood estimation, known, as residual maxi- 
muin likelihood (I%EML) estimation is popular because it generally yields 
a less biased estimate of 0. Assuming once again that the me&n structure 
is linear, a REML estimate of 0 is any value 0 that maximizes 
1 ~s LR(O;y l , . . . , y . ,  ) = L*(O;yl , . . . ,y~,, )  
9 i=  1 
and the corresponding estimate of/3 is 
] ] g-"  X~E-1  3 x'~.s7 ~(O)x~. I~-, , ~. (O)v~ . 
k i= l  k~=l 
For some covariance structures, an explicit expression for the ME or 
REML estimator of 0 can exist raider the right circumstances. For instance, 
if the measurement schedule is rectangaflar and the number of subjects, m, 
is sufficiently large (gTeater than or equal to n+p) ,  then explicit expressions 
for the REML and ML estimators of the covariance matrix of model UN 
exist: the REML estimal, or is merely the sample covariance matrix, 5;, of 
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the residuals from the regression of y on the mean struct~u'e, and the ML 
estimator is merely L(m p)/m]S. Another instance is proxdded by the 
UAD(s) model. If again the measurement schedule is rectangular and m 
is sufficiently large, then simple, closed-form expressions for the ML and 
RGML estimators of the co~r i~lce matrix are possible in the ikst-order 
case (Byrne and Arnold 1983). In higher-order cases, simple expressions do 
not exist but a recursive procedure, requiring no numerical optimization, 
exists for computing the ML and REML estimators from the elements of 
S (Johnson 1989). 
For most of the remaiNng structures we h~ve considered, explicit ex- 
pressions for the ML and REML estimators of 0 do not exist. Hence they 
must be obtained by maximizing L* or LR numerically using any of a vari- 
ety of optimization algorithms. Harville (1977) describes everal applicable 
optimization algorithms. SAS PROC MIXED (SAS Institute Inc. 1998) can 
obtain ML and REMG estimates for many covariance strucmres~ including 
CS, AR.(1), MA(1), Toeplitz, banded, WI, RCL and RCQ, UAD(1), and 
heterogeneous versions of CS and AR(1). PROC MIXED does not, how- 
ever, provide for the fitting of AR(s) or UAD(s) models for s > 1 or SAD 
models of any order. In addition, PROC MIXED is not applicable to some 
time-dependent correlation models (e.g. AR.(1), MA(1), and ARH(1)) when 
the measurement times are unequally spaced. For those situations in which 
PROC MIXED is not applicable, we have fitted models using FORTRAN 
progTams (with IMSL subroutines, IMSL Inc. 1991a, b) we have written. 
Whether or not PROC MIXED can fit a specific: model, it is well to be 
aware of various difficulties that can arise in the numerical maximization 
of the likelihood or residual ikelihood. One difficulty associated especially 
with models with many parameters (for example, UN) is that the likeli- 
hood function may be very flat, causing convergence problems. Another 
difficulty with estimation is the enforcement of parameter constraints. Of- 
ten these constraints cannot be expressed as linear inequality constraints on 
i~tdividual parameters, which makes them more difficult to enforce. PROC 
MIXED can enforce the positive de~liteness constraint on the covariance 
matrix in the UN model, but for example does not do so for G in the IR,C 
models. Analogously, the only constraints on an autoregTessively-specified 
UAD(s) model are that the variances be positive, but constraints on the 
SAD model are nmch more complicated. Finally, the sheer amount of 
computation required to obtain estimates numerically can be formidable. 
Much of this computation derives from inversion of Cite covariance matrix 
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and calculation of its determinant. Explicit formulae for these quantities, 
if available, can reduce the computational burden considerably. In this 
regard, Zbmnerman et al. (1998) give formulas for the inverse and deter- 
minant of an AD(1) covariance matrix, and work by the same authors on 
generalize~tions to higher-order AD covariance matrices is in progress. 
An important feature of the maxinfization of (6.1) is that in the case of 
a linear mean structure, r cau be expressed explicitly irl terms of 0. If the 
mean structttre is nonlinear, then. this is not so. In this case/)  and 0 can 
both be obtained by maximizing L numerically; see Lindstrom and Bates 
(1990) and GUml~ertz arm Pantula (1992). 
In addition to estimation, model comparison is an important inference 
problem. Nested hypotheses about model parameters can be tested using 
a likelihood ratio (or difference in log-likelihoods) approach. Let L1 denote 
the maximized log-likelihood for a parametric model and let L0 denote 
the maximized log-likelihood for a submodel of that model obtained by 
imposing c independent constraints on the parameters. The null hypothesis 
that the submodel holds can be tested by comparing 2(L1 L0) to a suitably 
chosen percentage point of the chi-square distribution with c degrees of 
freedom. The residual ikelihood ratio test (RLRT) is based on the same 
comparison but ~'ith L1 aim L0 replaced, respectively, by the maximized 
residual og-likelihoods for a parametric model and for a submodel of it. 
Non-nested models can be compared using penalized likelihood infor- 
mation criteria. Two widely used penalized likelihood information crite- 
ria, in larger-is-better brm,  are AIC L*(~)) - q and BIC L*(~)) - 
(q/2) log 2~"1 n./. The analogous penalized residual ikelihood information 
criteria are AICR = LR(0) q and BICR. = LR(~)) (q /2) log(2 ; "  1 r,.i p). 
These particular forms of the two criteria are appropriate only for compar- 
ing the covariance structures of models that have identical mean structures, 
which is how we use them in our examples. Modifications to permit com- 
parisons among non-imsted mean structures are straightforward. 
7 Examples 
In order to motivate and illustrate the parametric modelling of growth 
curve data, we now present analyses of three data sets, referred to here as 
the race data, the cattle data, and the speech recognition data. Previous 
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Figure 1: Profile plot for the ra.ce data.. The thicker line indicate~  the overali mean 
profile. 
analyses of these data by the authors have been reported elsewhere (Zim- 
merman, and Ntifiez-Antdn 1997, Zimmerman et al. 1998, Zimmerman. 2000, 
Nfifiez-Antdn and Woodworth 1994, Ntlfiez-Antdn 1997, Ndfiez-Antdn and 
Zinunerman 2000, 2001), and the analyses presented here are very similar 
to some of these. 
The race data, kindly pro~dded by Ian Jollife of the Uifiversity of Kent, 
consist of the "split" times for each of 80 competitors in each 10-kin section 
of a 100-kin race hekt in 1984 in the United Kingdom. The data include, 
in addition to the split times, the ages of all but four of the competitors. 
Measurement times are evenly spaced and conlmon to all subjects in the 
study. A previous analysis (Zirnmernlan et al. 1998) showed the age variable 
to be non-significant, so we ignore it. Thus, the data are rectangular. 
Figure 1 is a profile plot of the data. Ore" analysis objective is to fiud a 
parsimonious model that adequately describes how competitor performance 
on each 10-kin section is related to the section number (t 1, 2 , . . . ,  10) 
and to the performance on previous sections. 
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F~g~rre 2: Profile plot tbr the ca.ttle data, trea.tment A. The thicker line indicates 
the overall metal profile. 
The cattle data (Kenward 1987) come from a designed experiment in 
which cattle receiving two treatments, say A and B, %r intestinal parasites 
were weighed 11 times over a 133-day period. Tlfirty aIfimals received 
treatment A and thirty received treatment B. The first 10 measurements on 
each animal were made at two-week intervals and the fh~al measurement was 
made after a one-week interval. Measurement times were common across 
animals and rescaled to t 0, 1 , . . . ,  8, 9, 9.5, and no observations were 
missing. Although times are not equally spaced (due to the shorter interval 
before the last measurement), the measurement schedule is rectangallar. We 
wish to study how cattle gro~r is affected by the treatments. Figures 2 
and 3 are prone plots of the data for each of the treatments. 
The speech recognition data set (Gantz et al. 1988) consist of scores 
(percentage of correct respouses) on a sentence test admimstered under 
audition-only conditions to groups of human subjects wearing one of two 
types of cochlear implants, referred to here as A and B. Implants were surgi- 
cally implanted five to six weeks prior to being electrically connected to an 
external speech processor. Subjects were profoundly, bilaterally deaf, thus 
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Figure 3: Profile plot for the cattle data:, treatment B. The thicker line ffldica.te~ 
the overall mean profile. 
pre-connection baseline values %r the sentence test were all zero. Twenty- 
one subjects received imphnt A and 21 received implant B. Measurements 
were scheduled at 1, 9, 18 and 30 months after connection. There was 
some variation in actual follow-up times, however, so these times were not 
exact. Moreover, some subjects did not show up for one or more of their 
scheduled follow-ups. Thus, the measurement schedule is not rectangular. 
It was assumed that the missing observations were missing at random. Our 
interest centers on analyzing the dependence of the audiologic perfbrma~me 
of indixdduals receiving each type of implant on the elapsed time since int- 
plantation. Figures 4 and 5 are profile plots of the data for each type of 
implant. 
Observe that the three data sets differ with respect to whether the 
measurement times are eqtt~ll.y spaced and with respect o the degree of 
rectangularity. These differences ~ill serve to expose the limitations of 
some covariance models. 
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F~g~zre 4: Profile plot tbr the speech recqr data, cochlear fl~ipla~lt t}y;e A. 
The thdcker line indica.te~ the overM1 mea:~i profile. 
7.1  100-K in  race  data  
The profile plot (Figure 1) shows that tile mean split time tends to in- 
crease over the first 80 km of the race but then levels off (perhaps reflecting 
the ~kick" that well-conditioned runners generally muster near the end of 
a race). The plot also indicates that the split time variances tend to in- 
crease over the course of the race, and that the behavior of many rmmers in 
the later sections of the race is more erratic, in the sense that consecutive 
sam.e-runn.er split times fluctuate more. The OSM and PRISM (neither 
of which is shown here, however they can be Gund in Zirmnerman 2000) 
also provide interesting clues as to the nature of the covariance structure. 
Tile OSM indicates that there is a positive relationship between the split 
times of each pair of sections, regardless of the number of intervening sec- 
tions, but that this positive relationship tends to decline monotollically as 
the number of intervening sections increases. This indicates that  the corn- 
pound symmetry modal and amy banded model are unlikely to provide a 
good fit. The OSM also suggests that the correlations are nonstationar G 
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Figure 5: Pro~Ie plot l~br the speech recognition data, cochlear implant type B. 
Tlie ~tiicker line itt(tica:~e~ the overa]] lllea.~i pro[?ie. 
and more specifically that same-lag correlations tend to decrease as the 
race progresses. Tiffs last feature is another manifestation of the increasing 
erraticity in split times as the race progresses, which we noted previously. 
The PRISM has a large number of scatterplots exhibiting what appears 
to be random scatter~ suggesting that an antedependence model of some 
kind ~411 provide a parsimonious description of the covariance structure. 
Those scatterplots not exhibiting random scatter lie on the first diagonal 
(an plots), the second diagonal (one plot), or tile third diagonal (one plot). 
Accordingly, we fitted antedependence models of order one, two, and three 
to the data. For comparison we also fitted several other models, including 
sonie SAD models. SAD models whose results are reported here were au- 
toregressive specifications arid had innovation variances that were either a 
linear (SADL) or quadratic (SADQ) function of section number. 
Table 1 gives the number of covariance parameters, AICR~, BICR., and 
La for each fitted model. Here and in subsequent tables, q is the munber 
of covariance parameters, CM is the comparison model, 7J is the degrees 
of freedom, X 2 is the test statistic, and P is the p-value for the residual 
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Structure q AICR BIC~ LR CM 1~ .k -: P 
CS 2 -2673.6 -2678.2 -2671.6 
AR(1) 2 -2550.6 -2555.3 -2548.6 
WI 1 -2532.5 -2534.9 -2531.5 
CSH 11 -2558.6 -2584.3 -2547.6 CS 9 247.9 0.00 
RCL 4 -2566.6 -2575.9 -2562.6 CS 2 218.0 0.00 
RCQ 7 -2525.0 -2541.4 -2518.0 RCL 3 89.0 0.00 
aaH(1) 11 -2395.7 -2421.4 -2384.7 AP~(1) 9 327.8 0.00 
SADL(1) 5 -2504.5 -2516.2 -2499.5 UAD(1) 14 283.(;I 0.00 
SANQ(1) 6 -2443..3 -2457.3 -2437.3 UAD(1) 13 158.6 0.00 
SADL(2) 9 -2469.5 -2490.5 -2460.5 SADL(1) 4 78.1 0.00 
SADQ(2) 10 -2422.(;)-2445.3 -2412.0 SADL(2) 1 97.0 0.00 
SADL(5) 27 -2445.3 -2508.4 -2418.3 SADL(2) 18 84.6 0.00 
SADQ(5) 28 -2421.0 -2486.4 -2393.0 SADL(5) 1 50.3 0.00 
UAD(1) 19 -2377.0-2421.4 -2358.0 ARH(1) 8 53.4 0.00 
UAD(2) 27-2361.1 -2424.2-2334.1 UAD(I) 8 47.8 0.00 
WAD(3) .34 -2357..3 -2436.7-2323.3 VAD(2) 7 21.G 0.00 
UAD(4) 40-2361.0 -2454.4 -23212 UAD(3) 6 4.6 (;I.60 
UAD(5) 45 -2361.1 -2466.2-2316.1 UAD(3) 11 14.4 (;I.21 
UN 55 -2365.2 -249.3.7-2310.2 UAD(.3) 21 26.2 0.20 
Table 1; I~E'~,IL inibrniation criteria: and likelihood ratio te~t~  of covari~nce ~tl'uc- 
lures for the race data. 
likelihood ratio test. 
On tile basis of both AICR and tile restricted likelihood ratio test, 
the UAD(3) model was superior. However, on the basis of BICR, which 
penalizes models w-ith more parameters more severely, the ARH(1) and the 
UAD(1) models were best. The UAD(2) model was rejected in favor of 
the UAD(3) by the RLRT, and the UAD(3) model was not rejected when 
tested against either the UAD(4), UAD(5) or the UN  nodels. 
Thus, we selected the UAD(.~) model for the covariance structure and 
proceeded to test for possible reductions in the mean structure. Tile satu- 
rated mean model has p = 10 parameters (one for each 10-kin section). A 
likelihood ratio test for this model against a cubic model was conducted. 
The test resulted in rejection of the cubic model (P _~ 0.00). Therefore, 
Modell.i~g gro~v~h c.~zr"ve da~ 29 
Figure 6: Ordinary sca.tterplot matrix 1%r the cattle da.ta., treatment A. 
our final model of choice has a saturated mean structure and a UAD(3) 
covariance structure. 
7.2 Cat t le  data  
The prone plots (Figures 2 and 3) of the cattle data for each treatment 
group indicate that the means and variances of the responses are increasing 
over the course of the experiment, with the more rapid gxo~h occurring 
in the first few weeks of the study. 
The hypothesis of equality of the two within-group covariance matrices 
was tested by the classical ikelihood ratio test and rejected (P = 0.02). 
Consequently, we analyze the data from each group separately to choose 
covariance models. 
The OSMs for the two gxoups (Figalres 6 and 7) indicate that corre- 
lations between responses tend to decrease as a function of elapsed time 
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Figure 7: Ordinary scatterplot matrix for the cattle data, treatment B. 
but remain nozmegligibly positive even for the longest elapsed time. Tiffs 
suggests that the CS and banded covariance structttres will riot provide a 
good fit to the data from either group. The OSM for gToup A also indicates 
that same-lag correlations for this group tend to increase as the experiment 
progresses. In the PRISM for group A (Figure 8), all scatterplots exhibit 
more-or-less random scatter except hose on the first ctiagonal and one oil 
the second diagonal (the one in row 6, column 7). In the PRISM for group 
B (Figure 9), all scatterplots exhibit random scatter except those on the 
first diagonal and two on the third diagonal (those in row 1, colmnn 3, and 
row 6, column 8). These results suggest fitting UAD models of at least 
orders 2 and 3, respectively, for groups A and g. 
Informed by these graphical diag~lostics, we proceeded to fit various 
models including SAD(l) and SAD(2) with autoregressive specification and 
constant innovation variances. The results for group A (Table 2) indicate 
that, on the basis of AICa, the SAD(i) model is superior, with AR(1) 
and SAD(2) slightly behind. On the other hand, on the basis of BICR the 
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Figure 8: P!4ISM tbr cattle data~ treatment A. 
best model was WI, closely followed by the SAD(l) and AR(1) models. A 
series of R.LRTs suggested that the best-fitting model is UAD(2). Thns, we 
use UAD(2) as the model for the covarianee structure of cattle receiving 
treatment A. 
The results for group B (Table 3) indicate that, on the basis of both 
AICR and RLRT, the UAD models are superior, while the AR,H(1), SAD(l),  
and UAD(1) models are best if based on BICR. A series of R,LRTs sug- 
gested that the best-fitting model is UAD(3). Thus, we use UAD(3) as the 
model for the covariance structure of c~ttle receiving treatment B. 
Next, we tested Gr equality of the two mean profiles, combining the 
data from both groups for this purpose but retaining the selected eovarianee 
structures for each group. The test indicated a highly significant difference 
between profiles (P ~ 0). In addition, separate likelihood ratio tests Gr 
possible reduct io~ in the mean structure clearly rejected a cubic model in 
favor of a saturated model for each group (P  ~ 0). 
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Figure 9: PR ISM tbr catt le data, t reatment B. 
7.3 Speech recognition data 
Figures 4 and 5 are profile plots of the speech recogtfition data correspond- 
ing to each type of implant. Both mean profiles increase over tim% ~ith the 
largest increases occurring from t 1 to t 9 months after implantation. 
The variances do not appear to increase substantially over time. 
Since there are two groups, before examimng graphical diagnostics for 
the covariance structure we test for the equality of the within-group co- 
variance matrices using the l ike l ibod ratio test. The equality hypothesis 
is not rejected (P  0.35), indicating that it is sensible to pool the data. 
Next we construct he OSM and PRISM (not shox~m) for the pooled 
data. The OSM reveals that the correlations are positive and large, and 
that they tend to decrease as the number of intervening measurements in- 
creases. This indicates that a compound synmletry or banded model is not 
plausible. Furthermore, same-diagonal correlations tend to increase slightly 
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Structure q AICR BICR LR CM u k '2 P 
CS 2 -1192.2 -1196.0 -1190.2 
AR(1) 2 -1052,9 -1086,7 -1080.9 
WI 1 -1[)53,7 -1088,6 -1082.7 
CSH 12 -1172.3 -1194.9 -1160.3 CS 10 59.8 0.00 
RCL 4 -1080.8 -1088.3 -1976.8 CS 2 226.8 0.00 
R,CQ 7 -1051.2 -1064.4 -1044.2 RCL 3 65.3 0.{)0 
ARH(1) 12 -1057,0 -1079,6 -1048.{) AR(1) 10 11,8 0,30 
SAD(l) 4 -1048. c) -1056.4 -1044.9 AR(1) 2 12.0 (kll0 
SAD(2) 8 -1051.2 -1066.2 -1043.2 SAD(l) 4 3.4 0.49 
UAD(1) 21 -1058,9 -1095,4 -1034.,9 ARH(1) 9 2O2 0.02 
SAD(l) 17 19.9 (i).28 
UAD(2) 30 -1{355.6 -1112.1 -1{325.6 UAD(1) 9 18.6 0.03 
SAD (2) 22 35.2 0.04 
UN 66 -1078,7 -12{}{},0 -1{}09,7 UAD(2) 36 31,v {),87 
Table 2: REML iMbrma.tlon criteria and likelihood ratio test.~ of covariance struc- 
tures for ca,ttle data., treatment A. 
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Structure q AICR BIC~ L~ CM f/ X 2 P 
CS 2 -1188.9 -1192.7 -1186.9 
AR(1) 2 -1104.8 -1108.6 -1102.8 
WI 1 -1097,9 -1099.8 -1096.9 
CSH 19 -1140.9 -116.3.5 -1128.9 CS 10 116.1 0.OO 
RCL 4 -1128.7 -1136.2 -1124.7 CS 2 124.5 0.00 
RCQ 7 -1099,8 -111a.0 -1092.8 RCL 3 63.8 0,00 
ARH(1) 12 -1054.7-1{)77,2 -1042.7 AR(1) 1{} 12{:1.4 0.00 
SAD(l) 4 -1074,0 -1081.8 -1070.0 AR(1) 2 66.7 0,00 
SAD(2) 8 - lo r r .a -1092.a  -10~9.a SAD(l) 4 1.4 0.84 
SAD(a) la -10rG,4 -11{}0.9 -10Ga.4 SAD(2) 5 11,r 0,{)4 
UAD(1) 21 -1048,9 -1083.8 -1022.9 ARtt(1) 9 39,4 0,{)0 
SAD (1) 17 94.1 0.{)0 
UAD(2) 3{)-1046.8-11{}3.3 -1016.8 UAD(1) 9 12,a 02o 
SAD(2) 22 105.0 0.00 
UAD(3) 38 -1045.{) -1116.5 -1()07.{) UAD(2) 8 19.6 0,01 
UAD(1) 17 al.9 0.02 
SAD(a) 28 113.0 0.00 
UN 66 -1055,6 -1179.9 -989.6 UAD(3) 28 a4,7 o,18 
Table 3: REML iMbnna.tfon criteria a.nd likelihood ratio test.,~ of cova.riauce struc- 
tures for catt le data, t reatment  3. 
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over tile course of the study, not~ithstanding the longer interval between 
measurements later in the stu@. This phenomenon confirms a prior belief 
that audiologic performance becomes more consistent over time. In the 
PRISM, all plots off the main diagonal exhibit random scatter, suggesting 
that first-order antedependence l odets [UID(1), SAD(l), AR(1), ARH(1), 
and WI, for example] are likely to fit best. 
We proceed to fit ~r ious models including two SAD models given by 
a variance-correlation specification. These SAD models both have mono- 
tonically increasing same-lag correlations but differ with respect o their 
fmlctions for observation variances. The variance function for the SADS 
model is a step function having one value for measurements taken at month 
one after connection and another v~lue for measurements taken at the three 
remaining times, whereas the variance function for the SADC model is con- 
stant. Results for all fitted models are given in Table 4. Based on AICR, 
BICR and RLRT, the two SAD(l)  models fitted best. The closest com- 
petitors, depending on the criterion used for comparison, were a stationary 
AR(1) model and an unstructured AD(1) model. Stepdown RLRT tests 
suggested that the SADS(1) model was the best-fitting covariance struc- 
ture. 
It is of interest, of course, to test for equality of the effects of the two 
types of implants. We perform this test using as the common within-subject 
covariance matrix the one corresponding to the best fitting model (i.e. the 
SADS(1) model). Tiffs test rejects the null hypothesis (P  = 0.0181), thus 
we conclude that there is a significant difference in the mean profiles of the 
two implants. 
Finally, we carry out a stepdown test for comparing the gToup-specific 
saturated mean model (for which p 8) to a quadratic model containing 
treatment effect as well as all time by treatment interactions (Gr which 
p 6). Again, for this test the SADS(1) covariance structure was used. 
The null hypothesis was rejected (P  = 0.006) and, thus, we retain the 
group-specific saturated model. 
8 Conc lus ions  and  recommendat ions  
This article has reviewed the parametric nafltivariate regression modelling 
approach for gro~;~h curve data. There are two components to the ap- 
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Structure q AICE BICa LR CM ~/ X 2 P 
CS 2 -534.6 -53T.5 -532.6 
AR(1) 2 -529.1 -531.2 -527.1 
CSH 5 -536.1 -543.2 -531.1 
ARHI(1) 5 -S28.8 -sas.9 -523.8 
UN 10 -527.T -542.0 -51g.T 
UAD(1) r -526.0 -536.0 -519.0 
UAD(2) 9 -527.3 -540.2 -518.3 
SADS(1) 4 -524.1 -529.8 -520.1 
SADC(1) 3 -525.6 -529.9 -522.6 
WI 1 -605.0 -606.4 -604.0 
RCL 4 -531.1 -536.8 -527.1 
RCQ T -52T.8 -537.8 -520.8 
CS 3 3.0 0.39 
aa(1) 3 6.s 0.09 
UAD(2) 1 ~.2 0.2r 
ARH(1) 2 9.5 0.01 
SADS(1) 3 2.1 0.SS 
UAD(1) 2 1.5 0.47 
SADC(1) 1 5.0 0.0a 
AR(1) 1 s.9 0.00 
CS 2 ii.0 0.00 
RCL  3 12.5 0.01 
Table 4: RE'~fL inibrmatica triter&, and likelihood ratio te~r of covariance ~r 
tm'e.u for the ~7)eech recognftion data, 
proach: modelling the mean structure and modelling the covariance struc- 
ture. To be most effective, these two components should be carried out 
in a coherent manner. We recommend the follo~ing procedure, which we 
used in our examples. First construct he profile plot, OSM, and PRISM 
(using a saturated mean model for the OSM and PRISM). Based on an 
examination of these plots, determine a set of plausible covariance struc- 
tures, being somewhat liberal in what is considered plausible. Fit these and 
select the model(s) that fit(s) best on the basis of AIC, BIC, and/or LRT 
(or their R.EML analogues). Finally, test for a parsimonious mean model 
(e.g. linear, quadratic, or cubic) if the profile plot suggests that it may be 
worthwhile. 
A pervasive theme of parametric modelling is the search for a model 
that strikes the rigtlt balance between flexibility and parsimony. A model 
that is overly flexible for the data at hand will lead to inefficient estimation, 
and a model that is overly parsimo~fious for the data at hand will lead to 
a poor fit. When parametric ovariance modelling for gTowth curve data 
was in its infancy, the first models to be used that allowed for nonzero cor- 
Modelling growth curve dafa 37" 
relations were the compound symmetry and unstructured re.oriels. These 
models represent two extremes, with the parsimonious compound symmetry 
model often not fitting the data very well and the unstructured model often 
inefficient. Over time, many models that bridge the gap between the two 
extremes have been developed, some of which were reviewed herein. In our 
examples the models that generally struck the right balance between flexi- 
bility and parsimony were antedependence models of one kind or another. 
Antedependence models also are among the most effective at dealing with 
a non-rectangular measurement schedule and with unequally-spaced mea- 
surement times. Apart front the stationary first-order autoregressive case, 
however, practitioners have not fit antedepen.dence models very often. We 
expect this to change in the future if software for fitting antedependence 
models becomes more widely e~vailable. 
One of the most popular alternatives to antedependence models are 
random coefficients models. In fact, some analysts choose to fit R,C models 
and nothing else. Our examples indicate, however, that blind faith in RC 
models carl be foolhardy. Analysts who are reluctant to completely abandon 
an RC model for an ~n~edependence or some o~her model may ~'sl, want 
to try fitting a model that has both types of structure, for example a 
model like the R,C model given in Section 4.6 but with errors that have 
an antedependence structure rather than an. identity covariance matrix. 
We actually fit such models to the race data and gToup A cattle data 
and found that they did not fit the data nearly as well as the best-fitting 
antedependence model. 
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Oliver Schabenberger 
Virg'ir~ia Polytechnic: [ns~it, ut, e and 
State U~~iver,~ity, U.S.A.  
Having esteemed the contributions to statistical methods of Zimmerman 
and Nfiflez-Antdn for some time, it comes as no surprise to us to ~ ld  the 
current overview to be an insightflfl, pedagogic, and applicable stmmlary 
of methods to model gTowth. The clarity of exposition, which we have 
%und to be a hallmark of these authors' works, is again distinguished and 
to be applauded. Our comments in the sequel echo thoughts that occurred 
to us upon critical evMuation of the manuscript, and are intended to be 
supplementary rather than critical of the authors' noteworthy contribution 
to the literature on growth modeling. Indeed many are prompted by our 
experiences modeling ro~r or cumulative gro~ch. 
When modeling longitudinal data we have often %und that modeling 
the mean process via random coefficients (random parameters in the non- 
linear setting) or the covariance process directly, i.e., E[e~de~j,], are often 
equally effective in accounting for the correlation among longitudinal mea- 
surements of a subject, as asserted by .Jones (1990). We, too, have been 
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concerned about the difficult interpretability of the parametric ovariance 
structures implied by the random coefficient model. We refer here to the 
authors' observation in Subsection 4.6 that, i~.te'r alia, the random coef- 
ficient structtu'e in the particular instance that they highlight precludes 
a monotonically decreasing correlation with increasing time separation of 
measurements. To many this seems to be so counterintuitive to the mod- 
eling process as to argale against he use of a random coefficients model. 
While we do not subscribe to this view necessarily-, we too are both ap- 
preciative of, and at times troubled by, the lack of interpretability of Es 
under an RC model. Incorporating stochastic time dependency through 
time-dependent covariates in the Z matrix of a random coefficient model 
is not the correct course of action if the marginal covariance structure is to 
comply to stationarity requirements. Schabenberger and Pierce (2001, ch. 
7.5.1.) demonstrate he effect for a random coefficient model where Zs is a 
column vector of the times of measm'ement. They show that in tiffs model 
// 2t2 (~2~2 ' 
2 is the variance of the subject effects and cr z is the variance of where o- b
tile witMn,subject errors. For illustration let u 2 = u~ = 1 and the re- 
peated measurements be coded fi.l 1, f.i2 2, fi3 3, and so forth. 
Then 2/r 0.63, a/g20 0.6r, and 
Corr'(Yi~,E4] 4/v/ ,~ 0.68. The correlations are not decaying with 
temporal separation, they increase. Also, two time points equally spaced 
apart do not have the same correlation. 
It is the correct course of action, however, if interest lies in the subject- 
specific means and subject-to-subject differences arise from randomly vary- 
ing, time-dependent quantity. The appeal of random coefficient models, lin- 
ear ones in particular, is to provide both population-averaged and subject- 
specific inferences through one parsimonious model. 
The Laird-\Vare model as introduced by Laird and \Vare (1982) allows 
the within, subject errors to be correlated, i.e., e.i ~ Y(0,  R i). The model 
presented by the authors in Subsection 4.6 specifies the within-cluster er- 
rors as independent. The variance-covariance matrix of the subject-specific 
effects ui. shoNd also not depend on the subject. All linear models in the 
authors contribution can be cast as models of the Laird-Ware form, pos- 
sibly allo~'ing for G 0. Nonlinear models for gTow~h curve analysis are 
Modelling.9 growth curve data 43 
La i rd- \~re models to a first-order approximation. 
While we have not had occasion to use the additive mean model the 
authors discuss in Section 3 other than to model parallel group effects, 
r~j, we have used a rnultiplicative mean model 
#(~j, x~,/3) = #(x~; ~)#(x~ (~j); ~:~(,.)), 
where xi is a vector of time-invariant covariates and xi(tj) is a vector 
of time-dependent covariates which serve as a proxy for tij (Cregoire and 
Schabenberger 1996). We mention our use of the multiplicative mean model 
not only to highlight its utility in some instances, but also to force the 
question of whether, or not, time or age must be represented explicitly 
when m.odeling Towth. 
In contrast o the authors' experience, we have found size-related het- 
eroscedasticity o prevail com.moNy when modeling the covariance struc- 
ture. Indeed some would assert hat as biological organisms age and gen- 
erally increase in size, their dispersion increases unavoidably. To account 
for this feature one might posit a homoscedastic model for relative gro~r 
rate, viz. 9'(t)/9(~). Many, if not all, of the statistical issues so ably dis- 
cussed by the authors apply regardless of whether one models g(t~), ~/(~), or 
:((~)/~(0" By modeling ~j(t), one implicitly imposes a mean and covari- 
ance structure on growth rate and relative gro~r rate, and vice versa. It 
strikes us as circumspect to examine these implicit relations when mod- 
eling gro~r or rate of growth: if the imposed structure is unreasonable, 
or perhaps preposterous, the mean or covariance function may need to be 
altered. 
Apropos of the authors' assertion in Section 4, ~ believe that there is 
a need to explore models with an added level of hierarchy, i.e., in which 
subjects are not independent. In one of our fields of application, a possible 
scenario renders multiple measuremen.ts of biomass to varying heights on a 
tree bole, for two or more trees on a small forest plot subject to uniform 
site (environmental; growing) conditions. As a result, trees on the same 
plot are correlated, and multiple measurements on the tree bole are also 
correlated. 
We welcome the recent development of PRISM plots and regard PRISM 
as an important new exploratory tool when modeling longitudinal data. 
When fitting R.C models, we routinely exanfine the estimated BLUPs 
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gTaphically to assess the aptness of assumed Gaussianity, uncorrehtedness 
~dth covariate G etc. 
The author's point out correctly that the AICR and BICR statistics 
should on.ly be used to compare models that have the same re.earl struc- 
ture. A fact that, in our opinion, is often overlooked is that formal com- 
parisons of nested models based on the residual og-likelihoods also require 
that the models have the same trtean structure. This is important because 
restricted maximum likelihood (KEML) is the default estimation principle 
of the MIXED procedure. R,EML estimation implies maximization of the 
likelihood of AY instead of the likelihood of Y. The matrix A is chosen 
so that E[AY] = 0 which implies in the linear settiug that AX = 0. This 
essentially removes the fixed effects front the estimation and the resulting 
(residual) likelihood is a function of the covariance parameters only. If X1 
is the fixed effects desiga~ or regressor matrix for a model and X0 consists 
of a subset of the colunms of X1, then the residual ikelihoods in the two 
models pertain to two different sets of data, U1 = AIY  and U2 = A2Y,  
not just two different models for the same set of data. 
The examples presented by the authors involve linear mean functions. 
In our applications of growq, h modeling nonlinearity in the mean fmml, ion 
is connnon. The difficulties in obtaiifiug solutions to the likelihood equa- 
tions eloqu.ently discussed by the authors in the linear case are increased 
considerably in a nonlinear situation. Not only can /3 no longer be ex- 
pressed in. terms of 0, the user must decide how to approximate the likeli- 
hood. The linearization approaches such as that of Lindstrom and Bates 
(1990) maximize the likelihood of an approximated model and can be sen- 
sitive to model misspecification. Approaches that  numerically evaluate the 
likelihood function through quadrature or importance sampling provide a 
better approximation but place additional cornputational demands on the 
optimization problem. A formal comparison of linearization and integral 
approximation methods can be found in. Schabenberger and Pierce (2001, 
ch. s.a). 
We close by cong-ratulatiug the authors for presenting a stimulating 
discussion of parametric gro~r modeling that is sm'e to benefit many who 
venture down this path. 
Modelli~.g gro'~vfh c~zr't,e data 4 5 
References  
Gregoire, T.G. and O. Scliabenberger (1996). A nonlinear mixed-effects model to 
predict, cumulative bole volume of standing t,rees, dot~rnal of Applied Statistics, 
23, 2~7-271. 
Jones, R.H. (1990). Serial correlation or random subject, effects. Corr~,m'anications 
in Statistics - Sim tdation ar~.d Corr~p'tztafiorz, 19, 1105-1123. 
Laird, N. and J.H. Ware (1982). Random etfect.s models tbr longit,udinal dat,a. 
Biota.err'its, 38,963-974 
Schabenberger, O. and F.J. Pierce (2001). Cor~.temporav~/ Statistical Models for 
the Plant and Soil Sciences. CRC-Press. 
Jeffrey D. Hart 
Te:ra,~ A P'JA.i Un.i~ersit~], U.S.A. 
1 In t roduct ion  
The article of Zimmerman and Ntifiez-Antdn is a well-written overview of 
a parametric approach to modelling rowth curve data. I enjoyed reading 
it and congratulate the authors oil a job well done. I believe the article 
will be a good resource to both parametric and nonparametric modelers 
of growth curve data. In particular the discussion of various models for 
the covariance ftmction is quite enlightening. In addition to the standard 
autoregressive and moving average models, the authors provide descrip- 
tions of and references for ARIMA, random coefficient and antedependence 
models. 
The rest of my remarks will be concerimd Mth the questions "What use 
can be made of the ilfformation extracted from an analysis as described by 
Zimmerman and Ntifiez-Antdn?" and "What other methods are useful for 
analyzing ro~ch data?" In my opinion the analysis of Zimmerman and 
Ntiflez-Antdn will usually be oMy the very beginning of a gro~4h study. I 
will emphasize that to obtain a full understanding of growth characteris- 
tics it Mll usually be necessary to investigate gro~%h curves of individual 
subjects and not just summary measures uch as population mean and 
covariance fimctions. 
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2 The  Mu l t ivar ia te  Mode l  
I will refer to the model analyzed by Zimmernlan and Nfifiez-Antdn as the 
multivariate model, which focuses on two objects: a mean curve, #(t), and 
a covariance function C(s, t). To what use can we put knoMedge of p, and 
C? Three important prol)lems that  employ these objects are pTediction, 
compo, rison of treatments and principal components analysis. The last of 
these three is discussed in Section 3 and the other two immediately below. 
Suppose we ~dsh to predict the response, ;q(t), of a subject at time t 
given responses y ( t l ) , . . . ,  y(t,~) on. the same subject at pre~dous time points 
t~ < .-. < ~,. < t. The best mean squared error predictor of y(t) given the 
previous observations i  
E (y(t)] ~j(h ) , . . . ,  y(t.,, )). 
Define y to be the column vector an.d let ,y  and r yy 
be y's mean vector and covariance matrix, respectively, t~urthermore, l t 
E~/(t)y be the vector of covariances between y(t) and y. Note that /~y = 
(#(t l ) , . . . ,#(t , . ) )  T, E:,j(t)y (C(t,t~),. . . ,C(t,t , .))  r and the i j th element 
of Eyy  is C(ti, t5). Under the normality assumption of Zimmerman and 
Nfifiez-Axltdn, it is well known that 
.. E T E 1.~ E (Y(f)tY(~), .,~J(f,~)) t#') + :,,(,)y yytY -  ~Y)' (1) 
and hence the best predictor of y(f) given previous observations on the 
same subject is determined by the functions p and C. More generally, 
i.e., for normal or nonnorrnal data, the predictor defined by the right hand 
side of (1) is the best linear predictor of y(t) based on the observations 
:q(t~),...,y(L.) (Graybill 1976, pp. 435). 
The re.can and covariance functions are often, regarded as the most in- 
teresting functions when it is desired to compare different populations or 
treatments. Of course, if both populations are normally distributed, then 
any differences between the two will be manifested in the mean and/or 
cowriance functions. More generally, two continuous time processes can 
certainly have different probability distributions even though they have the 
the same mean and covariance functions. However, in many applications 
an im~estigator is content o say that two treatments or popuhtions are 
practically the same if their mean and covariance functions are identical. 
In such cases confining interest o these objects is justified. 
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Obviously, tile mean and covariance functions convey certain basic and 
useful information about a population of subjects. On the other hand, it is 
often the case that flmdamentally important information is not contained in 
these quantities. For example, suppose we wish to know height percentiles 
as a function of age. Unless tile heights are normally distributed in the 
population of interest, information about percentiles will not necessarily be 
contained in the mean and covariance functions. If the measurement sched- 
ule is rectangular (using terminology of Zimmerman and Ndfiez-Antdn), 
then estimating percentiles will often be straightforward, but other~dse the 
problem can be quite challenging. 
One is tempted to say- that the population mean provides a reasonable 
description of a typical gTo~h curve. On the contrary, the mean can mask 
as much about population growth characteristics as it reveals. For example, 
suppose that individual subjects have grow~,h curves that are similar in 
shape, but out of phase with each other. Averaging all the individual out- 
of-phase curves may say next to nothing about the gro~h of individuals. 
The covariance function in the multivariate model is what explains de- 
xdations ~i'om the overall population mean. With growth data there is a 
clear tendency for a subject's data to lie entirely above or below the overall 
mean for relatively long stretches of time. Such behavior calls for covari- 
ante functions C(s, t) that are predominantly positive, except perhaps for 
relatively large values of I s -  t]. While containing valuable iifformation 
about population gTowth characteristics, the covariance function has lim- 
ited usefulness for revealing important structure in the data. Knowing that 
subject heights at different time points are highly or weakly correlated is 
at best a first step in describing potentially important aspects of the data. 
A classic example of discovery in growth curve analysis serves to il- 
lustrate the limitations of the multivariate model. By nonparametrically 
analyzing derivatives and second derivatives of i~t, divid~ud gro~r curves, 
Gasser, et al. (1984) were able to verify the existence of pre-adolescent 
gTowth spurts in boys and girls, and to show that these growth spurts had 
different statistical characteristics than the well known pubertal gro~r 
spurt. Such a discovery woNd have been impossible had ~ttention been 
confbled to overall mean and covariance functions. 
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3 A l te rnat ives  to  the  Mu l t ivar ia te  Mode l  
Merely to simplify notation, I assume in this section that no covariates 
(besides time) are measured on the experimental subjects. An alternative 
way of modelling subjects' deviations from the overall mean is the following: 
j = 1, (1) 
i 1 , . . . ,  rrt, 
where [~ is an overall mean curve, [~.i, i = 1 , . . . ,  rn, is a curve peculiar to 
the ith subject, and r is the error made in recording the j th  observation 
on the ith subject. 
In model (1) it is typically not necessary to allow for correlation among 
errors from the same subject. Correlation in the ntlfltivariate model is nec- 
essary because it is the only part of the model accounting for the tendency 
of a subject's data to lie above or below the mean for a stretch of time. By 
contrast, in model (1) the individual mean curves, #.~, account for tiffs ten- 
dency. It is also worth noting that  in the multivariate model, measurement 
error is lumped in with a subject's deviations from the overall mean. In tiffs 
way no distinction is made between the systematic error due to deviations 
of an individual from # and e:r.peri.rnental error. 
Parametric, nonparametric or semiparametric versions of model (1) can 
be entertained. Nonparametric analyses based on such a model have been 
proposed by Gasser, et al. (1984), Altman and Casella (1995) and Nfifiez- 
Antdn, R,odrfgalez-Poo and Vieu. (1999). A practical problem for a fully 
nonparametric approach is that often one has only a small number of ob- 
servations on some or all. subjects in the study. This problem can be al- 
le~dated by borrowing information from other subjects to estimate a given 
#.i.. This approach is taken in the nonparametric empirical Bayes method- 
ology of ARman and Casella (1995), wherein an estimate of #.~ is shrunk 
towards an overall mean curve. Parametric empirical Bayes procedures 
for gro~r curve estimation have been studied by Berkey (1982), Htfi and 
Berger (1983), Strenio, \Veisberg and Bryk (1983) and RaG (1987). 
Another way of borrowing information to address problems of small 
values of ni is to use a semiparam.etric model, such as the following: 
i (2) 
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where the parameter vectors (.J]i, .~2i, .~:+i), i 1 , . . . ,  m, and function f are 
unknown and must be estimated from the data. In this model, an individ- 
ual's curve is a parametrically transformed version of a common curve f.  
Data from an individual subject lead to estimates of the parameters fll~., d~.~ 
and .3:j~., but all da~a ~re used in obtaining a parametric or nonpar~metric 
estimate of f .  In a given problem, one may choose a parametric trans- 
formation that reflects the way in which individual curves are believed to 
differ from one another. Use of a model such as (2) has been. referred to as 
curve alignment and also warping. Work concerned with curve alignment 
includes that of Pham~ MScks~ KShler and Gasser (1987), Ritov (1989)~ 
H~rdle and Marron (1990), Silverman (1995) and \u and Gasser (1997). 
Fairly recently a literature has emerged on samples of curves, or func- 
tional data an.alysis, a term apparently coined by Ramsay and Dalzell 
(1991). In such an analysis, the observed ata are a coUection of curves, or 
at least discretized versions of curves, and the goal is to explain the nature 
of the variation from one curve to another. To tiffs end, one may perform 
a f~mctional version of principal components analysis. An early example of 
such an. approach may be found in Castro, Lm~r aim Sylvestre (1980). 
Here we find another important use of the covariance function C(s,t) .  
Assume that y j ( t ) , . . .  ,y,,.(t) are independent and identically distributed 
copies of a stochastic process with mean function # and covariance kernel 
C. Then the principal component curves and their corresponding variance 
components are eigenfunctions and eigenvalues, respectively, of C. If the 
sum of the first few (say k) eigenvalues of C is close to E{f(y~.(t) #(t)) 2 dt], 
then each yi. is well approximated by a smoothed version of Yi ha~dng the 
form 
#(t) + a joj( ), 
j--1 
where the r are eigenfunctions of C and 
/ - j 1 , . . . ,  k. 
A treatment of functional data analysis and references on the subject may 
be found in Ramsay and Silverman (1997). 
In summary, I again applaud Zimmerman and Nfihez-An~dn %r a fine 
article, but also point out that the analyses they describe will usually be 
oNy the begimling of a g ro~h curve analysis. 
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Tiffs is a commendably thorough account of modelling repeated mea- 
surements data, with a particular emphasis on the covariance structure. I
would like ~o ~ake up a couple of threads of ~he subjec~ tha~ have a partic- 
ular interest for me. 
In focusing attention on the estimation of the covariance structure we 
should not lose sight of the primary aim of most repeated measurements 
studies: inference about the regression parameters .g. For this, the esti- 
mation of the covariance structure is usually a nuisance, in moving from 
more primitive and limited methods such as those based oil analysis of 
variance and smnmary statistics, to the more flexible methods described 
by the authors, we should not forget that we change the basis of inference 
from small sample exact results to ones based on asymptotics. If the data 
are sutficient it l~llay \5~ell not inattei, but ",~41~h non-trivial design structures 
and complex covariance models, it can be very difficult to predict when a 
sample is large enough to support asymptotic inference about a particular 
element, or combination of elements, of ft. Essentially the problem reduces 
to accommodating the variability in the estimate of the covariance structure 
into the estimated covariance matrix of .) and associated \Vald type statis- 
tics. Early attempts at this, such as Satterthwaite's formula (Satterthwaite 
1941) were limited to inferences about scalars, for which the problem can 
be reduced to approximating the distribution of a particular ratio of ran- 
dora variables. For vector quantities it is necessary to accommodate the 
stochastic structure of the covariance matrix of the estimated fixed effects. 
Kemvard and Roger (1997) provide a solution, for this general problem, that 
can be applied with any fixed effects model and covariance structure. The 
method provides an adjusted covariance matrix of the fixed effects, with 
appropriate scaling of \~:~ld statistics and associated enominator degrees 
of freedom for the approximating F distribution. Where exact small sam- 
pie results exist, such as univaria~e ANOVA F ra~ios and Hotelling's T;, 
these fall out as special cases. While in many examples uch small sample 
adjustments may be negligible, the approach has the advantage of showing 
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when the asymptotic approximations are acceptable. Tile methodology has 
now been incorporated into SAS PR, OC MIXED. 
In section 2 of their paper the authors touch on the incorporation of 
semiparametric smoothing into the analysis of repeated measurements. One 
feature that is common to the methods described is that they take the mod- 
elling and inferential framework outside that of the conventional multivari- 
ate linear model. It is interesting to note that such smoothing methods can 
be in fact be done within a mixed effects linear model. The key result has 
been known br  a long time (e.g. Speed 1991). For the linear mixed model 
~ith random effects U, 
Y t u H(x:  + zu; and V H(O, C), 
it can be showTJ that the R,EML estimator of .~ and the best linear unbiased 
predictor (BLUP) of U are given as minimisers of the function 
(r X,,J ZUF(Y X.S ZU)I~ +UrG-~U. 
On the other hand, it can be shown that a natural cubic smoothing spline 
F is the minimiser of 
(Y F)T (Y F) + AFr KF, 
for smoothing parameter A and suitably chosen penalty matrix K. The 
connection between these two expressions is clear, and implies that for 
stfitably chosen X~ Z and G in a linear mixed model, the corresponding 
BLUP will be a cubic smoothing spline, with the srnoothing parameter the 
ratio of the residual variance to a variance component. Such splines can 
be fitted at the group level, and at the unit level. In the latter case tiffs is 
equivalent to specifying a particularly structured covariance matrix. There 
are many consequences of these results, and many associated issues. Some 
of these are explored in Verbyla et al. (1999). 
Like the authors I have found that variations on the antedependence 
theme often provides a useful way of capturing the main structure of re- 
peated measurements covariance matrices. The close connection of such 
structures with with gTapNcal models and conditional independence should 
be emphasised. One reason that AD structures are not more wqdely used 
may be their restriction to balanced data (rectangaflar in the authors' 
terms). The great practical challenge in modelling repeated measurements/ 
longituclinal data lies I believe with uubalauced, or uou-rectangular, prob- 
lelns. 
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Geert Molenberghs Geert Verbeke 
Li~.buvqs Uni~e'r,~it(~i'r Ce~t'~'.~l.~.., tdel.qiu~. K~holieke Ur~.ive'r,~iteit Leuve~t fdel.qiu~. 
The authors have used their great awareness of the relevant literature 
as well as their thorough practical experience to proxdde a comprehensive 
overview of a important sub-area of the field of repeated ineasures. It is 
useful to reflect on the wide scope of repeated measures and longitudinal 
data and then to consider carefully which angle the authors have taken 
~ithin this field. 
First, repeated nleasures fall, broadly, Mthin the class of correlated 
data settings. Tile term 7~lJe~at~ed n~c~'u'rc.s refers to settings where correla- 
tion arises because individuals are measured repeatedly in time. Another 
term encountered is longitudinal data. For some authors, these terms are 
synonyms. Others reserve "repeated measmed ~ for balanced settings where 
all indi~dduals share a scheme of measurement times, whereas "longitudi- 
nal data" refers to unbalanced settht..qs with measurement tfines that are 
allowed to vary between subjects. In the later case, the very number of 
meast~'ements per subjects can vary, perhaps even in a random way. Irre- 
spective of the perspective taken in terms of termin ologG the distinction 
between balanced and unbalanced ata is very important for the selection 
of a nlodelling approach. 
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Other correlated ata settings are: classical multivariate data, spatial 
data (where time is replaced by one or more spatial dimensions), clustered 
data (e.g., litters in rodent experiments), etc. While these settings have 
a lot in common, it is fair to say that repeated measures allow elaborate 
niodelling of the association (correlation) between nieasurements. This 
is due to at least two reasons: (1) repeated measures have two levels of 
replication: individuals are replicated and measurements ~dthin individu.als 
are replicated and (2) the time dimension puts additional structure on the 
within-subject replication. 
SecoIM, we can distinguish between several modell i ig approaches. In 
longitudinal settings, each individual typically has a vector g of responses 
with a natural (time) ordering among the components. This leads to 
several, generally nonequivalent, extensions of univariate models. In a 
maT:qinal model, marginal distributions are used to describe the outcome 
vector Y~ given a set X of predictor variables. The correlation among 
the components of g can then be captured either by adopting a fully 
parametric approach or by means of working assumptions, such as in the 
semiparametric approach of Liang and Zeger (1986). Alternatively, in a 
randor~>e#fects model, the predictor variables X are supplemented with a 
vector b of random effects, conditional upon which the components of g 
are usually asstuned to be independent. This does not preclude that more 
elaborate models are possible if residual dependence is detected (Longford 
1993). Finally, a conditional model describes the distribution of the compo- 
nents of Y,  conditional on X but also conditional on (a subset of) the other 
components of Y.  In a longitudinal context, a particular relevant class of 
conditional models describes a component of Y given the ones recorded 
earlier in time. \Veil-known members of this class of tTa.nsition models are 
Markov tgpe models. Several examples are given in Diggle, Liang, and 
Zeger (1994). 
Third, a very important characteristic of data to be analyzed is the type 
of outcome. Methods for continuous data %rm the best developed and iriost 
advanced body of research; the same is true for software implementation. 
This is natural, since the special status and the elegant properties of the 
normal distribution simplify model building and ease software development. 
It is in this area that the authors' overview is situated and that the gen- 
eral linear mixed model and the SAS procedure MIXED, as well as its 
counterparts in, for example, SPlus and MLwiN, are situated. 
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However, also categorical (nominal, ordinal, and binary) and discrete 
outcomes are very prominent in statistical practice. For example~ quality 
of life outcomes are often scored using ordinal scales. It should be em- 
phasized that many elegant properties of normal models do not extend to 
the general GLIM case. For example, opting for a marginal model for lon- 
gitudinal binary data precludes the researcher f om answering conditional 
and transitional questions in terms of simple model parameters. This im- 
plies that each model family requires its own specific software tools. For 
example, an analysis based on generalized estimating equations can be per- 
formed within the GENMOD procedure in SAS Mixed-effects models for 
non-G~mssian data can be fitted using the MIXOR program (Hedeker and 
Gibbons 1994, 1996), MLwiN, or the SAS procedure NLMIXED. The latter 
procedure is available in 8A8 Version 8. 
Over the last decade a number of book references has become avail- 
able in this field. They can usefully supplement the review provided by 
the authors. Different authors stress different aspects of repeated, mea- 
sures in the titles of their books: v~zri~,ce compo~t, enfs (Searle, Casella, 
and McCulloch 1992), Ienyitudi~,~l dal~a (Diggle, Liang, and Zeger 1994, 
Goldstein 1979, Hand and Crowder 1995, Verbeke and Molenberghs 2(/00), 
repeated meas.ures (Crowder and Hand 1990, Davidian and Ciltinan. 1995, 
Lindsey 1993, Vonesh and Chinehilli 1997), mized models (Verbeke and 
Molenberghs 1997, 2000, Brown and Prescott 1999), 7"a~.dom coe~cients 
(Longbrd 1993), 9row'th curves (Kshrisagar and Smith 1995), m.ultilevel 
models (Goldstein 1995). 
The authors have put emphasis on parametric, normally-based meth- 
ods for continuous outcomes. They focus on wide classes of covariance 
structures. This has two more or less implicit assumptions. First, the 
models are primarily stfi~ed for balanced a~a. Indeed, m~ny covariance 
structures assume a common set of measurements which ideally are also 
equally spaced. Users should be very well aware of this fact. Second, a 
marginal approach is adopted. Of course, as stated earlier, the distinction 
between marginal, random-effects, and conditional m.odels is less strict for 
such data. Therefore, structures that start from a conditional perspec- 
tive using, for example, a 7"espo~zse eqzta~,ion spec~[ic.gfion, are studied in 
terms of the marginal model they imply. Similarly, a ra~,dorr~,-coe~:cie~.l, 
specification is considered in terms of the implied marginal model. This 
has several implications. The full power of a random, effects interpretation 
(the hierarchical model) is then not imeessarily used. Moreover, in case 
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one wishes to utilize the random, effects interpretation, it is not true that 
a well-fitting marginal remdom-coe[ticients s ructure implies correctness of 
the corresponding hierarchical interpretation. Arguably, such would only 
be possible using a fully Bayesian approach. At the very least, empirical 
Bayes method would need to be used (Carlin and Louis 1996). A decompo- 
sition of the covariance structure as described in Diggle, Liang, and Zeger 
(1994) and based on Diggle's (1994) model, in terms measurement error, 
serial correlation, and random-effects, is very versatile since it allows for 
both balanced and unbalanced structures (the spatial structures available in 
the SAS procedure MIXED are useful in. this respect), while encompassing 
many of the indixddual structures presented by the authors and elsewhere 
in the literature. The recommendation of the authors at the end of the 
discussion refers to such e~ structme. 
Apart from providing flexible classes of models, the authors study meth- 
ods for data exploration and model checking, such as the scatterplot ma- 
trix and the PRISM. Useful alternative approaches, such as an extended 
variogram (Verbeke, Lesaffre, and Brant 1998) and local influence-based 
methods (Lesaffre and Verbeke 1998), are also worth consideral, ion. 
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Mohsen Pourahmadi  
Nor~he'rn. [llinoLs Universi~j, U.S.A. 
Tlle mean structure of gro~ch curve data is traditionally modelled by 
a low degTee polynomial of time, but its covariance matrix at the one ex- 
treme is modelled by a compound symmetry matrix with two parameters 
and at the other by an unstructured covariance matrix with r~,(r~ + 1)/2 
parameters where rt, is the number of measurements per subject. There is 
a feeling that the wide gap between these extremes can be bridged using 
the class of mixed models (Harville 1977, Laird and Ware 1982), this class 
is fully developed so far as statistical theory, substantive interpretation 
and software are concerned. Consequently, some practitioners choose Co 
fit mixed models and nothing else. In their insightfifl review, Zimmerman 
and Nfifiez-Antdn put the spotlight on the underdog class of a~#,edepen- 
donee (AD) models (Gabriel 1962) seldom used by practitioners. The order 
p of an AD(p) model serves as its memory (size) gauge in that p = 0,~7, 
correspond ~o diagonal and unstructured (UN) matrices, respectively, and 
AD(0) C AD(1) C ..- C AD(p) C ..- C AD(n) UN so that any covari- 
ance matrix can be approximated by an AD(p) matrix, for some 0 < p < r~,. 
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While in the literatm'e a lion's share of efforts is devoted to modelling 
the mean, their recommended procedure is more even-handed. More specif- 
ically, starting ~4th a saturated mean model, they rely on graphical diag- 
nostics such as OSM, PRISM (Zinimerman 2000, Davison and Sardy 2000), 
regressogTam aim variogram to forrrmlal~e appropriate covariance models, 
use likelihood method %r parameter estimation and select the best fitting 
model on the basis of AIC, BIC and LR.T. FinM1E the search %r a parsi- 
monious mean model is conducted using the profile plot of the data. The 
procedure has the intuitively appealing feel of cycling between modelling 
the lnean and covariance structures. A rather striking finding of applying 
this procedure to three datasets is that in all cases the best selected model 
belongs to AD and not to mixed models. At this stage, one cannot help 
but ask "Why is this happening?" 
Although such empirical finding is usually dismissed by skeptics on the 
ground that it holds merely %r particular datasets~ we %el it is a valuable 
source %r a host of theoretical and applied research questions aimed at 
tmderstanding, comparing and linking the classes of mixed, factor, time 
series, AD and UN models. For example, it leads to the following natural 
question: What is the relation between the classes of mixed and AD mod- 
els? \u shed some light on this question by noting that AD models are 
more general than the mixed models and that covariance stimates based 
on AD-type models are guaranteed to be positive definite (Pourahmadi 
1999). Unfortunately, these highly desirable properties of AD models may 
not excite practitioners ince AD models are not parsimonious; note that 
the nmnber of parameters of the best selected AD models for the three 
d~tasets ~re about seven times those of the competing mixed models (see 
Tables 1-3). The authors rightly recog~fize and try to address the lack of 
parsimony through the structured AD models using functions of time as 
covariates. Such parsimonious modelling of covariance using covariates is a 
widely open research area. For example, many graphic diagnostic problems 
for model formulation remains unsolved. Zimmerman's (2000) PRISM and 
Pourahmadi's (1999) regTessogTam are good starts and reveal the impor- 
tance of analogues of classic time series graphic tools in formulating models 
%r UN covariances. 
The following perspectives are helpful in further illuminating the posi- 
tion of AD models with the classes of mixed, time series and UN models. 
Mixed-  and Factor  Mode ls  Perspect ive :  One of the oldest and most 
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common approach to dealing with the dimensionality problem for the co- 
variance is to use a factor structure and/or mixed model, that is, 
= z /3z '+ w, (1) 
where the matrix Z is rt, • q with q standing for the number of random 
effects or latent factors, B and W are unkno~ q • q arid n • n and 
preferably diagoilal matrices. The representation (1) is parsimonious if 
q is really small relative to n, and is valid only when each. of the n re- 
peated measures oil a subject are well modelled as linear combinations of 
the swm, e latent factors plus an independent error. In principle, adding 
W to the reduced rank decomposition ensures the positive definiteness of 
E. Although modelling covariance via (1) does reduce the dimension of 
the parameter space in many problems, theoretically not every covariance 
matrix can be decomposed as (1) with small q. Well-known instances are 
the Heywood case in multivariate analysis (Johnson aim Wichern 1998, 
pp. 577) and negative variance estimates in variance components models 
(Searle et. al 1992, pp. 60-62). Fortunately, this difficulty can be resolved to 
various degTees by choosing the components of the quadruple (q, It/,/3, Z) 
close to the ideal values of q rt,, W 0, /~ diagonal and Z sparsed or 
structured. For example, the variance-correlation specification amounts to 
choosing Z d iag(v /~ l , . . .  , ~ )  and/3  a correlation matrix. Covari- 
ance modeUing based on spectral deco~l~position amounts to setting Z = P~ 
and t3 - diag(A1,.. . ,  A,.) where P is an orthogonal matrix aild A.i's are the 
eigenvalues of E. 
The approach based on AD models (Zimmerman and NtiiSez-Antdn 
1997) and the modified ChoIesky decomposition of ~ I (Pourahmadi 1999, 
2001) or a.utoregressive specification amounts to taking Z to be a unit lower 
triangular matrix and t3 diagonal. We motivate this fm'ther by revealing 
its link to the time series models. 
Time Series Perspective: Time series ARIMA models are used fre- 
quently to capture (near) stationary dependence of successive measure- 
ments overtime. A salient feature of these models is their ability to induce 
decompositions such as (1) for the covariance matrix with q - n, W - 0, Z 
unit lower triang~llar and/3  nearly diagonal (Pourahmadi 2001, Chapters 1 
and 3). We illustrate this b r  the AR(2) model yt d~ ,~Jt-~ +62xJt-2 +e~. The 
n consecutive values of the series for t 1, 2 , . . . ,  .n, with Y (pj.,. . . ,  y,~), 
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= (~, ,  . . .  ,~ . . )  and  e = (y J.,Yo) can  be  x .T i t ten  as a linear model  
TY  = Ue + ~, (2) 
where 
T 
1 0 0 . . . . . .  0 
-0~ 1 0 . . . . . .  0 
-62  -6 j  1 . . . . . .  0 
0 "'. " .  "'. "'. : 
: "'. " .  "'. "'. 0 
0 .-. 0 -02  -0~ 1 
,U  
02 
0 
0 ' "  
0 9149 
01 
03 
9 0 
0 
For the moment  assuming that ~ and the latent e are independent (the 
causality assumption),  it follows from (2) with E = Coy(Y),  F = Coy(e) 
and 0 .2 = Var(at) that  
TET ~ [ U~FU~ 0 1 
o o + (3) 
From (1) and (3), it is evident that  Z = T -~ and B is the block-diagonal 
matr ix on the r ight-hand side of (3). Note that the nonredundant  entries of 
T and B are closely related to the AR parameters and innovation variances 
of the model. Surprisingly, the same interpretat ion holds for the modified 
Cholesky factors of E 1 for any unstructured covariance matrix. 
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Phil ippe Vieu 
Unifier.sing Paul  S~lbal~ier. Fr'~lnce 
Because gro~r curves are of actuality in many fields of applied and/or 
mathematical statistics, over tile years a large x,ariety of models and meth- 
ods of estimation have been proposed. Because of such an extensive lit- 
erature, it is a qtfite challenging problem to present some synthetic bib- 
liographical surve E and some restrictive attention is therefore necessary. 
Professors Zimmerman and Ntiflez-Ant6n have mainly limited their atten- 
tion on three features of statistical approaches for g ro~h curves study 
which are: parametric models, models for unbalanced ata sets, models 
~'ith dependence structure. By these choices they have been able to reveal 
the essentials of the problems related x~dth statistical growth curve analysis, 
and the presentation of three real data examples is a very helpful tool for 
understanding advantages and drawtmcks of the different approaches. By 
providing a good understanding of the existing literature, this work could 
be seen as a nice tool for investigating future researches on growth curves, 
and in my comments I would like to concentrate on some of these future 
possibilities. More specifically I would like to concentrate rfly discussion on 
non-parametric growth, curves models which have been discussed briefly in 
Section 1 of the paper. 
Let rne first make some digression to discuss briefly the links between 
growth curves and Functional Statistics. As stated by the authors~ in 
gTowth curve studies one has at hand measurements of some random, vari- 
able Y at several times b j , . . . ,  ~,.. So, it is possible to consider the data 
as a discretization of some random w~rialAe Y which is indeed a function 
of the time Y Y(t ) .  By this way, a gro~%h curve can be seen as some 
special case of a functional data Y Y(x) where :r is not necessarily time 
and where Y is not necessarily a gTowth measurement. Indeed, in gro~v~h 
curves problems the functional features of Statistics appear twice: firstly 
because the problem is really concerning functional data and secondly be- 
cause functional non-parametric models and/or estimation techniques could 
be developed. Because Functional Statistics is a very actual field of statis- 
tical researches (see for instance Ramsay and Silverman, 1996, Bosq, 2000, 
or STAPH, 2000), interesting repercussions could be expected in growth 
cttrves setting. 
In many fields of Statistics, the links between parametric and non- 
parametric approaches are really strong. Is is most often the cases that  non- 
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parametric approaches are using general ideas already developed in para- 
metric situations, but of course with completely different estimation tech- 
zfiques and mathematical tools. This is particularly true in non-parametric 
gro~q,h curves analysis. For instance, as it was pointed out briefly in Sec- 
tion 1 of 1,he paper by Zimmerir, an and Nd/iez-Antdn, the parametric lit- 
erature on mixed effects models has provided interesting ideas that have 
been adapted in the non-parametric context with the m.ulti stage estima- 
tion procedures. Among the other problems for which the param.etric ideas 
could be adapted in nor>parametric settings, I would like to emphasize on 
one point that seems very important to me and which is linked with the 
antedependence model. Because these antedependence parametric mod- 
els are giving quite interesting results in parametric settings, a natural 
question is "how these antedependezlce ideas could be transposed in zion- 
parametric setting?" At this stage, and as a conclusiozl of this discussion, on 
non-parametric models it seems important for me to add some key fm'ther 
references by Kneip and Gasser (1992), Ramsay and Li (1998) and Besse 
et al. (1997) which are also good ilhLstrations of how a non-parametric 
approach, by combining its specific: advantages together with some ideas 
which are well developed in parametric situations, can lead to interesting 
developments in gro~ch curves analysis. 
As a conclusion of my comments, I would like to say that tffis survey 
provides both a clear understanding of the existing literature and a good 
startizlg points for further works on gTo~ch curve analysis. I hope that there 
will be such further developments, pecially in links with the Functional 
Statistics approach, and I. am sure that the paper by Professors Zimmerm.an 
and Nfffiea-Axltdn will be useful for that. 
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Rejoinder by Dale L. Zimmerman and Vicente Ntifiez-Antdn 
We are pleased that such well-known experts in the field of longitudinal 
data analysis took the time to carefully re,dew our manuscript, and we 
thank all of them for their generally positive reactions and their many 
insightful comments. Their comments, and the additional references that 
they provide, supplement arid complement what by necessity had to be a 
somewhat focused overview of growth curve data analysis. The discussants 
address a wide range of topics, with relatively little overlap of topics across 
discussants. Consequently, we have chosen to organize this rejoinder by 
discussant rather than by topic. 
T imothy  G. Gregoire and Oliver Schabenberger  
Professors Gregoire and Schabenberger state that they have often found 
modelling via random coefficients to be as effective as modelling the co- 
variance structure directly, and they cite an equivalent assertion made by 
Jones (1990). Our experience is different, as typified by ottr three examples. 
It is worth noting that Jones did not consider any nonstationary models 
(apart from random coefficients models) for the eovarianee structure. In 
a previous paper (Nfifiez-Antdn and Zinunerman 2000) we fitted various 
nonstationary models to Jones' data and, again, found an antedependence 
model to fit nmch better than the quadratic random coefficients model that 
.]ones favored. 
Professors Cregoire and Schabenberger claim that we observed that 
the linear random coefficients model presented in Section 4.6 precludes 
a monotonically decreasing correlation with increasing time separation of 
measurements. In fact, we said the opposite. Certain behaviors of the 
variance and correlations are precluded, but monotonicity of correlations 
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as a function of elapsed t ime is not one of them. To il lustrate the point, 
consider a linear random coefficients model with ~r00 = 0.75, ~m = 0.15, 
cqj = 0.10, and ~r 2 = 0.2.5, and ~th  t ime points t = 1, 2, a,4. Using the 
expression for O.ii,~ = Corr(y.ij,y.il,~) that  we gave, we ~*d that PI.2 0.625, 
Pla -- 0.503, and PI.4 - -  0..378. Incidentally, the expression they give for 
Corr (Y/j, Y/.j,) (their notation) is, apart fi'om an error in its numerator (there 
should be a multiplier of <r~), equivalent to the special case of our expression 
that  results by taking ~r00 = <r0~ = 0; that  is, a model with random slopes 
but ~i thout  random intercepts. In a model x~ith random slopes but fixed 
intercepts, monotonical ly decreasing correlations are indeed precluded (as 
can be shown, for example, by differentiating their expression x~qth respect 
to the second measurement time). But a model with random slopes and 
intercepts is stffficiently fl.exible to accommodate monotonical ly decreasing 
correlations. 
Professors Gregoire and Schabenberger note that  the random coeffi- 
cients model we presented in Section 4.6 specifies the within-subject errors 
as independent, while the general version of the Laird-\Vare model allows 
errors to be correlated. In this cormection we would note that  in Section 8 
we reported on the fit of a model with random coefficients (the linear ver- 
sion) and antedependent errors to the 100-kin race data and group A cattle 
data. In these two izLstances uch a model fits better than  than the simple 
linear random coefficients model, but not as well as a "pure" (i.e. devoid of 
random coefficients) antedependence model. It would be interesting to find 
a dataset for which some type of general Laird-\u model is best-fitting, 
but so far we have not found one. 
\Ye're not sure how, but apparent ly something we said gave Profes- 
sors Gregoire and Schabenberger the impression that  size-related (or time- 
related) h.eteroscedasticity s not corrnnon in our experieime. In fact, like 
them, we have found nonconstancy of variance over t ime to be the rule 
rather than the exception. Indeed, the best-f itt ing model in all of our ex- 
amples was heteroscedastic. 
Finally, Professors Gregoire and Schabenberger discuss the issue of lin- 
ear i ty/nonl inear i ty of the mean ftmction. We certainly agree that  the mean 
response in its original scale may be represented best in some cases by a 
nonlinear function of t ime (and other covariates, if any). We would point 
out that  the multipl icative mean model they refer to differs from the non- 
linear models we describe in Section 3 by being transformable-to-l inear. 
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Thus, the difficulties with estimating their model's parameters that  they 
cite could be solved by basing the analysis on the log of the response (which 
m~y simultaneously render the v~riances more homoscedastic). On the 
other hand, there may be other good. reasons to perform the analysis in 
the data's original scale, so we would not advocate always transforming 
the multiplicative model. Also in regard to the linearity/nonliimarity issue 
we would like to distinguish between a linear mean function and the more 
general inear mean structm'e. In the former, the mean is a parsimo~fious 
parametric function of time that is linear in the un!~lown parameters. The 
latter refers to any model for which the vector of mean responses can be 
written, as X/3 and includes the saturated mean model as well as aW linear 
mean flmction. In all of our examples we used a saturated mean model and 
then explored the possibility of simplifykg to a li~lear mean fmmtion. Note 
that a saturated mean structure is more general than any nonlinear mean 
ftmction.. 
Jeffrey D. Hart 
We agree ~ith Professor Hart that summary measures uch as the popula- 
tion mea~l and covariance functions may not always be the oifly quantities 
of interest in a gTo~r curve study. However, the estimation or prediction 
of individual-level characteristics surely can be improved by good modelling 
of the mean and covariance functions. Therefore, regardless of what other 
objects are of inferential interest we believe th.at it is worthwhile to expend 
the effort required to model the mean and covariance functions as well as 
possible. Moreover, we feel that Professor Hart understates how useful the 
covariance function can be for revealing important structure in the data. 
The 100-kin race data provide a case in point. For these data a matter of 
some interest is how a runner's performance on any given 10-kin section of 
the race is influenced by his or her performance on previous 10-kin sections. 
The OSM and PRISM indicate that in. early sections of the race, a runner's 
relative performance is very tfighly correlated with performance in the im- 
mediately preceding section but conditionally independent of performance 
in other sections given the performance in the immediately preceding sec- 
tion. Later on in the race, however, there are instances where performances 
in non-consectttive sectiotls of the race, conditioned on performances in the 
intervening sections, are positively correlated (see Zimmerrnan 2000, or 
Ndflez-Antdn and Zimmerrnan 2001, for more details). The fact that this 
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conditional correlation exists and is positive refutes the notion that those 
rmmers who finish strong do so at least in part by running slower (relative 
to other runners) earlier in the race. This kind of itfformation could also be 
used, for example, to predict he relative finishes of two runners in a future 
race who are tied at the beginning of tile last 10-kin section. 
Professor Hart also describes the possibility of modelling the variation 
of gTowth curve data entirely by the model's mean structure (save for 
independent errors). The issue of how much variation to ascribe to the 
mean structure and how nmch to the covariance structure is pervasive in 
statistics, arising in time series analysis, longitudinal data analysis, spatial 
statistics, and indeed any situation in which it is unreasonable to regard 
the data as both independent and identically distributed. A catchphrase 
sometimes used to describe tNs issue is "One person's mean structure is an- 
other persorFs covariance structure." We hold the view that a model with 
a substantial portion of the indixddual-to-individual v riation ascribed to 
the covariance structure will often provide as a good a fit as a mean-plus- 
independent-errors model while being considerably more parsimonious. \\re 
uote also that it is possible to distiugmsh systematic aud experimental er- 
rors (using Professor Hart's terminology) ~dthin. our "multivariate" model 
by modelling his subject-specific curves {#/.(-)} as random. A special case, 
for example, is the linear random coefficients model in which #i (') is taken 
to be a simple linear regression model x~dth random coefficients; estimates 
of the components of variance in this model indicate how much of the error 
is "systematic" and how much is "experimental." 
Assuming that one goes ahead and adopts the alternative modelling 
approach described by Professor Hart, an interesting question is how one 
would compare among various parametric, semiparametric, and nonpara- 
metric versions of his model (2). Recall that we make extensive use of the 
RLRT, AIC, and BIC to compare covariance structures. For comparing 
purely parametric mean structttres, of course, the same criteria can be used. 
Nested semiparametric or nonparametric mean structures can be compared 
using approximate F-tests based on differences in residual mean square er- 
rors, as described for example by Hastie and Tibshirarfi (1990). We are not 
aware, however, of penalized versions of these that permit comparisons of 
non-nested models. Likewise we are not aware of research on comparing the 
lit of a parametric model to the lit of a nonparametric model~ though there 
has been some recent work on using a nonparametric model to assess the 
goodness of lit of a parametric model; see for example Hgrdle and Mammen 
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(1993), Lee (1994), Kuchibhata and Hart (1996), Zheng (1996), Fan and Li 
(1996), Hidalgo (1999)and Delgado and Gonz~lez-Manteiga (2001). 
Michae l  G. Kenward  
We agTee with Professor Kenward that in most repeated measurements 
studies tile mean structure is of more interest than the covariance struc- 
ture. Still, there are those cases where the covariance, and particularly 
the correlation, structure is of considerable interest. The lO0-km race data 
are such a case, as we detailed above in our response to Pro%ssor Hart's 
comments. The fact that covariance structures differ froni one another in 
more subtle ways than mean structures makes them more fascinating from 
a purely intellectual standpoint and more difficult to estimate in practice. 
Professor Kemvard also makes a very good point that the likelihoo& 
based iifference we use extensively is justified by asymptotic rather than 
exact theory and thus requires a sufficiently large sample size (number of 
subjects) to yield acceptable approximations. The work of Kenward and 
Roger (1997) to provide appropriate procedures for small-sample inference 
was indeed an outstanding contribution and we should have noted it in our 
paper. As Professor Kenward notes in his comment, the problem essentially 
reduces to accounting for the variability of the estimated covariance param- 
eters when estimating the covariance structure of ~ and when computing 
associated \u statistics. Another way to deal satisfactorily with the 
effects that uncertainty of covariance parameters has on iifference for the 
mean structure is through a fully Bayesian approach. We did noC adopt a 
Bayesian framework for our article, nor did any of the discussants mention 
the Bayesian approach, but we would note that Bayesian methodology has 
become qmte common in other areas of correlated data analysis such as 
spatial statistics, and in the future it is likely to become more prominent 
in longitudinal data analysis as well. 
Professor Kenward also mentions some ideas with regard to the incor- 
poration of serniparametric smoothing into the analysis of repeated mea- 
surements. Concertfing the reference Professor Kenward provides in his 
comment (namely Verbyh et al. 1999), we would like to point out that we 
have some concerns about the methodology proposed. The idea of formu- 
br ing splines as a mixed model, in our opiIfion, is simply a mathematical 
device. The distinction the authors made between the fixed linear trend 
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and the random smooth variation in their model is not clear to us. As tile 
published discussion follo~ing the Verbyla et al. (1999) paper indicate G
many researchers and practitioners of linear mixed models methodology 
find a smoothing-splines basis for random-effects methodology to be more 
complex and less satisfying conceptually than basing it on a flmctional or 
mechanistic model. In addition, we believe that the method proposed in 
Verbyla et al. (1999) can be probably seen in the light of the methods 
proposed for a more general situation by Green (1985). 
Some additional concerns we have regarding this issue include: (i) the 
usual convergence problems present for these methods, especially for the 
situation in which there are small variance components; (ii) probablG the 
problem of correctly identifying the different variance components and, of 
course, (iii) the computational problems involved in fitting these models. Of 
course, the computational problems and the problem of lack of soRware to 
fit some models~ such as higher-order or structured antedependence models, 
are issues that apply to our modelling approach also. 
Finally we would like to respond to Professor Kenward's remarks about 
antedependence models. We are pleased that he has also Gund some form of 
AD structure to often be useful. We disagree, however, with his rationale 
for why AD models are not more widely used. AD structures are not 
restricted to bahnced (rectang~flar) data. It is true, as we noted in Section 
6, that an explicit expression Gr the ML or REML esthnate of a UAD 
covariance matrix exists only if the data are balanced. Nevertheless, low- 
order UAD models can be estimated reasonably efficiently if the data are 
mildly unbalanced, and structured AD models such as those we described in 
Section 4.8 can be estimated efficiently in severely unbalanced situations. 
In fact, the need for parsimonious models that allow for nonstatiouary 
correlations and c~n be used with unbalanced and tmequally spaced data 
was what motivated our development of structured AD models in the first 
place (Zimrnerman and Nfifiez-Antdn 1997). We believe the real reasons 
AD models remain relatively underused are a lack of familiarity with them 
(a situation that we hope this paper will help to change) and a lack of 
widely available software for fitting them. 
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Geert Mo lenberghs  and Geert Verbeke 
Professors Molenberghs and Verbeke give an excellent perspective oil where 
our overview is situated ~ithin the broad expanse of longitudinal data anal- 
ysis. ARhough for reasons of space we narrowed our focus to continuous 
data, we wholeheartedly agree that the analysis of discrete longitudinal data 
is very important and presents many challenges for m.odelling since the de- 
pendence structure of discrete data is not modelled as naturally th 'ough a 
covariance matrix as it is for normally-distributed data. Of great interest 
to us, for example, wotfld be the development of antedependence models 
(both unstructured and structm'ed) for discrete data. lq,eaders interested in 
discrete longitudinal data analysis can refer to, for example, Crowder and 
Hand (1900), Diggle et al. (1904)or Hand and Crowder (1996). 
Professors Molenberghs and Verbeke state that the covariance models 
we described are "primarily suited br  balanced data." Note that Profes- 
sor Kenward made a similar point (but he limited it to antedependence 
models) that we refuted, and we refute this statement in similar fashion. 
It is true that ML and REML estimators exist in closed form for some 
of the structures (e.g. compound symmetry and unstructured antedepen- 
dence) oNy when the data are balanced. It is also true that the more 
unbalanced the data are, the more parsimonious the model must be for 
parameters to be estimated efficiently. But parsimonious versions of all the 
covariance structures we described (except UN) can be estimated efficiently 
even in severely unbalanced situations. There may well be some difficulties 
~-ith model fitting and interpretation, in tmbalanced situations using SAS 
or other widely available soRware, and this is possibly what lies behind the 
statements of Professors Molenberghs and Verbeke. But in principle, the 
models we described are suitable for unbalanced ata. 
Professors Molenberghs and Verbeke take issue with our emphasis on 
the marginal perspective of the covariance structure of random, effects mod- 
els. We agree that there is something conceptually satisfying about the 
random-effects interpretation that the marginal interpretation lacks. How- 
ever, we would argue that for the purposes of model selection and estimation 
of fixed effects and covariance parameters, it n-takes no difference which in- 
terpretation one uses. We see the distinction between the implied marginal 
model and the random-effects interpretation as important only if one wants 
to estimate (predict) a random effect or some linear combination of random 
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and fixed effects. 
Mohsen Pourahmadi  
We think Professor Pourahmadi's observations on the relationships between 
mixed, antedependence, and other models are very insightful and reward 
careful study. In particular, he related the variance-correlation, spectral 
decomposition, and autoregressive specifications to a (non-unique) mized 
model specifi.cation of the covariance matrix, as given by 
E ZBZ I + W.  
Observe that, in contrast to the other aforementioned specifications, the 
elements of Z in a nfixed model specification are ~7.o~ fimctions of unknown 
parameters but are fmmtions of the rneasttrement times and/or other co- 
variates. Of course, in the mixed models typically used in practice, the 
number of cohmms of Z is sutostantially smaller than r~,, and W and (to a 
lesser extent) /3 depend on just a fez, parameters. Furl, hermore, Z is gen- 
erally determined by the stu@'s design or is chosen rather arbitrarily; it is 
not a quantity which the investigator adjusts in order to improve model fit. 
With Z thus determined and W required to be parsimonious (usually it's 
diagonal or merely ~2I), there is rehtively little flexibility in the model. 
Professor Pourahmadi noted that many graphical diagnostic problems 
for covariance model formulation remain unsolved. The ordinary scatter- 
plot matrix and the PRISM (and regressogram) are graphical tools that 
provide useful information for identifying a covariance structure in terms of 
its variance-correlation a d autoregressive specifications, respectively. We 
are not aware of, but wotdd sm'ely welcome, a graphical tool l, hat ilelped 
to identify a covariance structure in terms of its nfixed model specification. 
Phi l ippe Vieu 
We thank Professor Vieu for pointing out the possibility of links between 
gro~#ch curve analysis and functional statistics, and %r pro~dding several 
references that the reader can consult for additional information on the lat- 
ter. Two additional references are Hastie and Mallows (1993) and Hastie 
et al. (1995). A recent example of data that could be seen in the light 
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of both functional statistics and gTO~;r cm've analysis is considered by 
Ferraty and Vieu (2001). The goal of those authors was to describe the 
relationship between the percentage of fat content Y-, which is a real vari- 
able, and the corresponding spectrometric urve X X(f),  which is a 
ftmctional explanatory variable. Thus, this is a regression problem ~4th 
a functional regTessor. In this study, each food sample contained finely 
chopped pure meat with different fat content. For each meat sample, the 
data consisted of a 100-channel spectrum of absorbances, and the percent- 
age of fat was determined by analytic chemistry. Even if only discretized 
data were availabl% the spectra observed are to all intents and purposes 
functional observations. In this specific case and in most cases mentioned 
in this area, there is no clear idea about the relationstfip between Y and 
X(t) and, thus, nonparametric modelling would seem to be appropriate. 
Although we have given the rationale for a nonparametric analysis of 
fimctional data, we should indicate that the first approaches to the fimc- 
tional regression problem were parametric ones, as can be seen, for exam- 
ple, in Frank and Friedman (1993) or Hastie et al. (1995). Accordingly, 
we believe it is extremely irnportant o first understand the natm'e of this 
type of data and, thus, the possibility of placing them in the context of a 
growth curve analysis. Once this has occurred, we nmst then decide if a 
parametric or a nonparametric approach is the best solution for our spe- 
cific problem. Of course, our paper considered only parametric models for 
unbalanced ata having some kind of dependence structure, all within the 
context of having a real continuous response variable and real explanatory 
variables. Hopefully, the brief introduction we have given above and the 
additional references provided by Professor Vieu ~411 be of some help to 
readers interested in the type of situation Professor Vieu mentioned in his 
colnlnent, 
Professor Vieu also raises a very good question with regard to the possi- 
bility of extending the notion of antedependence to a nonparametric setting. 
This is something that we have, not worked on but have now begun to think 
seriously about. A proposal that comes to mind relates to the possibility of 
developing ~o~parame~ricalItf structured antedependence models. That is, 
for example, we could consider using unkno~m smooth functions 9 and f 
to model the autoregressive coefficients or correlations and the imlovation 
variances or response variances, respectively, and estimate them as part of 
the overall model-fitting enterprise. This would appear to be theoretically 
challenging, and a lot of work remains to be done in this area. Some first 
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steps along these lines have been taken by Nfifiez-Antdn et al. (1999) and 
Vieu (2001). In a W case, we agree with Professor Vieu's comments about 
the importance this topic has both from a theoretical and applied point of 
view. For example, if an unstructured antedependence model is selected for 
a given d~ta set using our methods, there may be a better nonparametri- 
cally structtrred antedependence model, such as one belonging to the class 
we mentioned above, that could be worth considering and fitting. 
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