Reductions and functors from problems to word problems  by Birget, Jean-Camille
Theoretical Computer Science 237 (2000) 81{104
www.elsevier.com/locate/tcs
Reductions and functors from problems to word problems(
Jean-Camille Birget 
Department of Computer Science, University of Nebraska, NE 68588-0115, USA
Communicated by D. Perrin
Abstract
We introduce reductions of problems to word problems of nitely generated semigroups and
groups, with special properties.
(1) Complexity properties: The reductions are computable in linear time, and they reduce
problems to word problems with approximately the same time complexity. For groups, the con-
structions use small-cancellation theory.
(2) Algebraic properties: We also associate semigroups and groups with reduction functions,
in such a way that composition of reduction functions corresponds to the free product with
amalgamation. Moreover, we make the reductions (from problems to word problems) functorial.
For this, we reformulate problem classes as categories (e.g., NP can be viewed as the category
whose objects are the languages in NP, and whose arrows are all polynomial-time one-to-one
reductions). c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that any problem can be reduced to the word problem of a nitely
generated semigroup or group. For example, one can reduce (membership problem of)
the formal language LA to the word problem of the following nitely generated
semigroup:
S(L) = hA [ f; ; g : fw =  : w 2 Lgi:
The reduction function is w 2 A 7! (w; ).
One can also reduce any set LN (i.e., a formal language over a one-letter alphabet)
to the word problem of the following group (see e.g. [18, p. 215] or [9]):
G(L) = hfa; b; s; tg : fa−nbans−ntsn = 1 : n 2 Lgi:
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The reduction function is n 2 N 7! a−nbans−ntsn. (Some of the terms used in these
examples will be dened later, to make the paper more self-contained.)
These classical reductions have the following striking features: (1) they are very
simple; (2) they are \canonical", i.e., they do not depend on choices.
One can contrast this with the reductions to nitely presented semigroups or groups
(which is only possible when L is recursively enumerable); those reductions are com-
plicated to describe and analyse, and they depend on the choice of a Turing machine
(or other computational formalism) that accepts L.
One of the main problems in Combinatorial Group Theory (solved by Novikov and
Boone in the 1950s) was to nd reductions of problems (in particular, undecidable
problems) to word problems of nitely presented groups. A little later, thanks to the
Higman embedding theorem, this reduction could be broken up into two reductions:
a reduction of a problem to the word problem of a nitely generated group, and the
embedding (which is a very special reduction, being a group homomorphism) into a
nitely presented group.
Thus, it becomes natural to study the two reduction steps separately; moreover, we
will pay a lot of attention to complexity (rather than mere (un)decidability).
In [3] (for semigroups) and [5, 20] (for groups) the complexity of the word problem
of a nitely generated group (or semigroup) G is related to the Dehn (or isoperimet-
ric) function of a nitely presented group (respectively semigroup) H , into which G
embeds. We prove that if the word problem of G is in NTIME(T ) then the Dehn func-
tion of H is bounded by T (O(n))2 in the semigroup case, and by T (O(n4))4 in the
group case. Conversely, if a semigroup has Dehn function T then its word problem (as
well as the word problem of any nitely generated subsemigroup) is in NTIME(T ). In
particular, the word problem of a nitely generated group (or semigroup) G is in NP
i G is embeddable in a nitely presented group (resp. semigroup) with polynomially
bounded Dehn function. See also [4] for embeddings into semigroups with conuent
rewriting systems.
In this paper we improve and analyse the other reductions, namely the reductions
from any problem to a nitely generated (semi)group. We nd that these reductions
have some good properties that the other reduction (the embedding) does not have,
both from the algebraic point of view and from the complexity point of view.
Our reductions to nitely generated (semi)groups are computable in linear time, and
they reduce problems to word problems with approximately the same time complex-
ity (deterministic or nondeterministic). The classical reduction of L to a group word
problem (mentioned above) only applies to one-letter alphabets; we will extend this to
general alphabets.
We are also interested in algebraic properties of these reductions: We do not only
reduce problems to word problems; we also reduce reductions (between problems) to
word problems of semigroups or groups; we do this in such a way that composition of
reductions corresponds to the free product with amalgamation. Moreover, we can make
the reductions (from problems and problem reductions, to word problems) functorial.
For this to make sense, we have to introduce appropriate categories. The classical
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reductions (mentioned above) look \canonical", but more work is required to make
them functorial (categories have to be dened, and some non-obvious remaining choices
have to be eliminated).
2. From problems to word problems of semigroups
In this section we introduce reductions of problems to word problems of semigroups.
In Section 3 we introduce reductions to the word problem of groups, and at the end (in
Section 4) we look at the functorial properties of these reductions (in the semigroup
case). In the group case our reductions are a little less obvious than the classical ones
because we work with arbitrary alphabets (rather than a one-letter alphabet), and we
want to impose certain small-cancellation properties, which in turn will enable us to
preserve complexity.
By a \problem" we mean either the membership problem of a word in a language,
or the problem of computing the value of a function for a given argument, or the
problem of deciding whether two words are related according to some xed relation.
More precisely, a formal language is any subset L of A, for some alphabet A; A is
the free monoid over A. The membership problem of L is the question, whether a given
word w 2 A belongs to L. For a (partial) function f : A1 ! A2 (where A1 and A2 are
alphabets), the evaluation problem is to nd (x)f when x 2 A1 is given. For a relation
RA1  A2 the relation problem is the question whether a given (x; y) 2 A1  A2
belongs to R.
For a partial function f we use the notation (x)f or xf for the image of x under
f; this enables us to express the composition of (rst) f1 and (second) f2 as f1f2
(i.e., in the usual reading order).
For relations we are mainly interested in the case where the relation R is a partial
function or an equivalence relation (in the latter case, A1 = A2). Such relations have
the following special property: RR−1R = R, where R−1 = f(y; x) : (x; y) 2 Rg is
the inverse relation of R. Moreover, for relations we always have (R−1)−1 = R, and
(R1R2)−1 = R−12 R
−1
1 .
Denition 2.1. The semigroup associated with a relation RA1  A2 is given by the
following presentation:
S(R) = hA1 [ A2 [ f1; 1; 2; 2g : f1x1 = 2y2 : (x; y) 2 Rgi
Here 1; 1; 2; 2 are four distinct letters that do not belong to A1 [ A2.
We write u =S(R) v i u and v are words that represent the same element of S(R).
A many-to-one reduction from a language L1A1 to a language L2A2 is a total
function  : A1 ! A2 such that for all x 2 A1 : x 2 L1 i (x) 2 L2; equivalently,
L1 = (L2)−1 (see e.g. [19]). A one-to-one reduction is a many-to-one reduction in
which the function  is injective. This is a polynomial-time (or linear-time) one-to-one
84 J.-C. Birget / Theoretical Computer Science 237 (2000) 81{104
reduction if there is a deterministic Turing machine which computes (x) on input x,
in polynomially (resp. linearly) bounded time (in terms of jxj).
Proposition 2.2. Let RA1  A2 be a relation satisfying RR−1R = R; and let S(R)
be the associated semigroup. Then we have
(x; y) 2 R i 1x1 =S(R) 2y2;
(x; x0) 2 RR−1 i 1x1 =S(R) 1x01;
(y; y0) 2 R−1R i 2y2 =S(R) 2y02:
Thus, the function, (x; y) 2 A1  A2 −! (1x1; 2y2) is a one-to-one reduction of
the relation problem of R to the word problem of S(R). Moreover, this function is
computable by a deterministic linear-time Turing machine.
Similarly, the relation problems of RR−1; R−1R and R−1 can be reduced to the word
problem of S(R); via one-to-one reductions which are computable by deterministic
linear-time Turing machines.
Proof. If (x; y) 2 R then 1x1 =S(R) 2y2, by the denition of S(R). Conversely, if
1x1 =S(R) 2y2 then there is a derivation of the form 1x1 ! 2y12 ! 1x21 !
2y22 ! 1x31 !    ! 2yk−12 ! 1xk1 ! 2y2, where (x; y1); (x2; y2); : : : ;
(xk−1; yk−1); (xk ; y) 2 R, and (y1; x2); (y2; x3); : : : ; (yk−1; xk) 2 R−1. Thus (x; y) 2
(RR−1)k−1R = R (the latter equality follows from the assumption that RR−1R = R).
The proofs for RR−1, R−1R and R−1 are similar. The properties of the reduction
function are now obvious.
Proposition 2.3. Let f : A1 ! A2 be a partial function. Then the presentation given
for S(f) is conuent (Church{Rosser) and terminating (Noetherian).
Proof. We direct the relations of S(f) as 1x1 ! 2(xf)2. Because f is a partial
function no two left sides of rules overlap, hence we have conuence. During the
rewriting of a word x, some 1’s and 1’s become 2’s and 2’s; and 2’s and 2’s
are never rewritten; thus the directed rewriting of x cannot proceed for more than jxj
steps, so we have termination.
In order to associate a semigroup with a language LA we represent L as a
relation and then we use the above denition of S(:). There are many natural ways of
representing L by a relation (or a partial function); we will use the following:
Denition 2.4. The partial identity function on L is the partial function idL : A ! A
dened by (x)idL = x i x 2 L (and (x)idL is undened when x =2 L).
By the above Proposition we have the following reduction of the language L to the
word problem of S(idL); x 2 A 7! (1x1; 2x2).
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This function is total and injective, and is easily seen to be computable by a deter-
ministic Turing machine in linear time.
A one-to-one reduction between languages can be expressed simply in terms of idL
as follows:
Lemma 2.5. A total injective function  : A1 ! A2 is a one-to-one reduction from
L1A1 to L2A2 i idL1 = idL2 −1; i.e., i the following diagram is commutative
(recall that we apply functions to the right side of the argument):
A1
idL1−! A1

????y
????y 
A2
idL2−! A2
The proof is straightforward.
In this paper, the reductions we are mostly interested in are the one-to-one reductions
 that are computable by deterministic Turing machines in polynomial time and satisfy
j(x)j > jxj1=k for all words x (where k > 0 is an integer constant). For k = 1 we
say that  is length-increasing.
It is easy to see that NP, PSPACE and many other complexity classes of interest have
complete problems relative to one-to-one polynomial-time length-increasing reduction
(and in fact, almost every concrete many-to-one polynomial-time reduction that one
sees in the literature on complexity and NP-completeness is one-to-one and length-
increasing).
We also introduce the following denition for the reduction of partial functions.
Denition 2.6. Let f1 : A1 ! B1 and f2 : A2 ! B2 be two partial functions. A
one-to-one reduction from f1 to f2 is a pair of injective total functions 1 : A1 ! A2 ,
2 : B1 ! B2 such that f1 = 1f2−12 . This can be described by a commutative
diagram similar to the one above.
Let us now consider the computational complexity of languages and functions, on
the one hand, and word problems on the other. We refer to [14] for classical denitions
regarding complexity, in particular for the denition of the complexity classes P, NP,
NTIME(T ), DTIME(T ). These denitions apply to languages, but we can extend these
denitions to relations RA1  A2 by viewing R as the language fx#y 2 (A1 [ A2 [
f#g) : (x; y) 2 Rg, where # is a new letter (not in A1 [ A2).
We also introduce a few less standard denitions that are appropriate for (partial)
functions.
Denition 2.7. A partial function f : A1 ! A2 belongs to FDTIME(T ) i there is a
deterministic Turing machine which on any input x 2 A1 outputs (x)f 2 A2 in time
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6T (jxj) when (x)f is dened; when (x)f is not dened, the machine goes to a reject
state in time 6T (jxj).
A relation RA1  A2 (and, as a special case, a partial function) belongs to
FNTIME(T ) i there is a nondeterministic Turing machine such that:
 if (x; y) 2 A1A2 does not belong to R, there exists no computation which on input
x outputs y;
 for every (x; y) 2 R there exists a computation which on input x outputs y in time
6T (jxj).
The property R 2 FNTIME(T ) is more restrictive than R 2 NTIME(T ), since in
the latter the complexity has the parameter jxj + jyj rather than just jxj. In analysis
of algorithms the class FP =
S
p FDTIME(p) (where p ranges over all increasing
polynomial functions) plays an important role; see e.g. [16, 19] for all these notions.
We usually assume that the functions 1 and 2 in a reduction are polynomial-time
computable and satisfy j(x)ij > jxj1=k for all words x (as above). The class FP is
closed under such reductions, as a consequence of the next lemma.
Lemma 2.8. Let  : A1 ! A2 be a injective total function belonging to FP and
satisfying j(x)j> jxj1=k for all words x (where k > 0 is an integer constant). Then
(y)−1 can be computed by a deterministic Turing machine in polynomial time (i.e.,
polynomial as a function of jyj); for every y in the range of .
Proof. By Lecerf [15] and Bennett [1], there exists a deterministic injective Turing
machine which on input x computes (x) in time 6p(jxj), for some polynomial p.
By running this machine in reverse on y = (x) we compute x = (y)−1 in time
6p(jxj)<p(j(x)jk), and the latter is a polynomial in jyj = j(x)j. (We do not claim
anything when y is not in the range of .)
Let us study the complexity properties of the semigroup S(R) associated with a
relation (or partial function or language). From now on we will always assume that
the functions T used for measuring complexity are superadditive (as dened below),
that they are positive on the positive integers, and that they are integer-valued. All the
functions used in practice to express complexity satisfy these properties. See also [3].
Denition 2.9. A total function T : N ! N is superadditive i for all n; m 2 N,
T (n + m)>T (n) + T (m). T is positive on the positive integers i T (n) is a positive
(>0) integer whenever n is a positive integer.
It is easy to see that if T is superadditive and positive (on the positive integers)
then T (n)>n for every positive integer n.
Proposition 2.10. Assume that T is superadditive. Let f :A1 ! A2 be a partial func-
tion which belongs to FDTIME(T ) (or to FNTIME(T )). Then the word problem of the
associated semigroup S(f) is in DTIME(T ) (resp. NTIME(T )).
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Proof. We saw that the presentation of S(f) is conuent and terminating, hence every
word is equivalent to a unique reduced word. Here the reduced form of a word w is ob-
tained by replacing every subsegment of the form 1x1 of w (where x 2 DomfA1)
by 2(x)f2. If f 2 FDTIME(T ) (or 2 FNTIME(T )) then each such rewrite step can
be done in deterministic (resp. nondeterministic) time 6T (jxj). Thus, the total time to
derive the reduced from of w is at most the sum of the T (jxij)’s, where the xi’s are
the non-overlapping subsegments of w that are rewritten. By superadditivity of T , the
total time is then 6T (jwj). Also, the length of the reduced form is 6T (jwj), so the
reduced form of w can be compared with other words in time 6T (jwj).
For the proof of the next proposition we need a notion from [3].
Denition 2.11. A factorization scheme on A+ is a total function F : A+ −! (A+)+
(where (A+)+ is the free semigroup freely generated by the innite set A+) such that
for every non-empty word w, (w)F is of the form (w1; : : : ; wk) for some k>1, with
w = w1  : : :  wk (concatenation).
A congruence  on A+ and a factorization scheme F are compatible i the following
two conditions hold for all u; v 2 A+:
[\ preserves F":] If (u)F = (u1; : : : ; uk), and ui  vi for i = 1; : : : ; k, and v = v1 : : :vk ,
then (v)F = (v1; : : : ; vk).
[\F preserves ":] If (u)F = (u1; : : : ; uh), (v)F = (v1; : : : ; vk), and u  v, then h = k
and ui  vi for i = 1; :::; k.
If (w)F = (w) we say that w \cannot be factored" by the scheme F .
We will use the following factorization scheme on (A1 [ A2 [ f1; 1; 2; 2g)+,
which is easily seen to be compatible with =S(R): to factor a word w 2 (A1 [ A2 [
f1; 1; 2; 2g)+ we rst take every subsegment 2 1A11 [ 2A22 as a factor, and
after this, we also take each maximal remaining undivided subsegment as a factor. We
call this the S(R)-factorization scheme.
Proposition 2.12. Assume that T is superadditive. Let RAA be an equivalence
relation or a partial function which belongs to NTIME(T ) (or, more generally, let
RA1  A2 be a relation such that RR−1R = R and such that R; RR−1 and R−1R
belong to NTIME(T )). Then the word problem of S(R) is in NTIME(T ).
Proof. By the compatibility of the S(R)-factorization scheme, and by the superadditiv-
ity of T , we have: The word problem of S(R) is in NTIME(T ) if the word problem of
S(R) for those words that cannot be factored is in NTIME(T ). (See also Lemma 7.10
in [3].)
A word cannot be factored i (Case 1) it belongs to 1A11 [ 2A22, or (Case 2)
it contains no strict subsegment 2 1A11 [ 2A22. For a Case 2 word, no relation
of S(R) is applicable, so such a word is =S(R)-equivalent to another word i the two
words are literally equal (which can be checked in linear time). For a Case 1 word of
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the form 1x1 2 1A11, the equivalent words are exactly all the words of the form
1x01 with (x; x0) 2 RR−1, or of the form 2y2 with (x; y) 2 R; here we used the
assumption that R = RR−1R. Since R and RR−1 belong to NTIME(T ), the word problem
for such words is also in NTIME(T ). Case 1 words in 2A22 are handled in a similar
way (using R−1R and R−1); obviously R−1 is in NTIME(T ) i R is in NTIME(T ).
The following is the main theorem of this section. It relates the complexity of a
language L to the complexity of the word problem of the associated semigroup. By
T (O(:)) we denote the class of all functions n 7! T ((n)) where  ranges over all
linearly bounded functions (i.e., (n)6an+b for some non-negative constants a; b).
Theorem 2.13. The following are equivalent for any language L and any superadditive
function T :
L 2 NTIME(T(O(.))),
idL 2 FNTIME(T (O(:)));
the word problem of S (idL) is in NTIME(T(O(.))).
The same is true with NTIME(T (O(:))) and FNTIME(T (O(:))) replaced by respectively
DTIME(T (O(:))) and FDTIME(T (O(:))).
Proof. It is easy to see that L 2 NTIME(T (O(.))) i idL 2 FNTIME(T (O(.))). By
Proposition 2.10, these properties imply that the word problems of S(idL) is in
NTIME(T (O(.))).
Conversely, if the word problem of S(idL) is in NTIME(T (O(.))), then we decide the
membership problem of L on input w by rst mapping w to the instance of the word
problem 1w1 = 2w2 in linear time, and then solving this word problem in time
T (2n+ 4) (indeed j1w1j+ j2w2j = 2n+ 4, where n = jwj).
We have associated a semigroup with a relation problem R, but we can do the
converse too and associate a relation problem to a semigroup by considering the word
problem. For the semigroup S(R) we have the following:
Denition 2.14. With the semigroup S(R) with given alphabets A1 and A2 and a given
sequence of auxiliary letters (1; 1; 2; 2) we associate the special word problem; this
is the relation f(x; y) : 1x1 =S(R) 2y2g.
Proposition 2.15. If R = RR−1R then the relation dened by the special word problem
of S(R) is the relation R.
Proof. This is a direct consequence of Proposition 2.2.
There is a very interesting formula for the semigroup associated with the composition
of two partial functions f1; f2, that expresses S(f1f2) in terms of S(f1) and S(f2).
We need some preliminaries for this.
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Notation. When X is a subset of a semigroup S then hX iinS denotes the SUB-
semigroup of S generated by X . The standard notation for this is hX iS , but it will be
convenient to also have a notation without subscripts.
When S1 and S2 are semigroups with a common subsemigroup U then S1 U S2
denotes the free product of S1 and S2 amalgamated at U .
We will use the following important result of Howie [12, 13], about amalgams at
unitary subsemigroups. By denition, a subsemigroup U of S is a unitary subsemigroup
i 8u 2 U; s 2 S : us 2 U or su 2 U implies s 2 U .
Lemma 2.16 (Howie). Assume U is a unitary subsemigroup of S1 and of S2. Then S1
and S2 are subsemigroups of S1 U S2; and their intersection (as subsets of S1 U S2)
is U .
The following theorem gives an algebraic property of reductions.
Theorem 2.17. Let f1 : A1 ! A2 and f2 : A2 ! A3 be injective (partial) functions
and let S(f1) respectively S(f2) be the associated semigroups, with associated auxil-
iary letters 1; 1; 2; 2; 3; 3; these six letters being distinct and outside of the sets
A1; A2; A3; 1; 1; 2; 2 are used in the presentation of S(f1); and 2; 2; 3; 3 in the
presentation of S(f2). Let Bi = Ai [ fi; ig; for i = 1; 2. Then we have:
(1) Each of hB1iS(f1); hB2iS(f1); hB2iS(f2); hB3iS(f2) is a free semigroup over the respec-
tive basis B1 or B2 or B3. Thus hB2iS(f1) and hB2iS(f2) are isomorphic; in (3)
below we denote both by hB2i.
(2) Each of hB1iS(f1); hB2iS(f1); hB2iS(f2); hB3iS(f2) is a unitary subsemigroup of respec-
tively S(f1) or S(f2).
(3) If A1 and A3 are disjoint we have the following composition formula (where,
again, functions are applied to the right of their argument):
S(f1  f2) = hB1 [ B3iin(S(f1) hB2i S(f2)):
Proof. (1) To show freeness of hB1iS(f1), consider two words u; v 2 B1 that are equiv-
alent in S(f1); we should show that they have to be literally equal. In a derivation
from u to v, subsegments of u of the form 1x1 are rewritten to 2(xf1)2 (if x is
in the domain of f1). However, such a subsegment can only be rewritten to 1x1,
by injectiveness of f1 (and has to be rewritten, since 2 and 2 do not belong to B1).
Thus, the rewriting does not change u, so u = v.
The same proof applies to show the freeness of the other three semigroups.
(2) To show that hB1iS(f1) is unitary in S(f1), let u and v be two words over
B1 [ B2 such that uv and v are equivalent (in S(f1)) to words over B1; we should
show that then u must also be equivalent to a word over B1. (The proof is similar if
u is assumed to be equivalent to a word over B1, and v is to be shown equivalent to
a word over B1.) Since v is equivalent to some word v1 2 B1 , hence uv is equivalent
to uv1. By assumption, uv and uv1 can be rewritten to a word over B1. When rules of
the presentation of S(f1) are applied to uv1, the sux v1 will not be changed: indeed,
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no rule of the form 2 : : :! : : : is applicable to v1 (since v1 is over B1), and if a rule
1x1 ! 2(xf1)2 has been applied, the opposite rule will have to be applied later
again to the subsegment 2(xf1)2, since no other is applicable to this segment (by
injectiveness of f1), and since uv1 has to be transformed into a word over B1. Now,
since the rewriting of uv1 to a word over B1 is only applied to the prex u, it follows
that u is equivalent to a word over B1.
The same proof applies to the other three semigroups.
(3) Let us nally prove the composition formula. Both sides of the equation have
the same set of generators, namely B1 [ B3. Also, in S(f1) hB2i S(f2) the relations
1x1 = 2(xf1)2 and 2(xf1)2 = 3(xf1f2)3 hold; so 1x1 = 3(xf1f2)3 holds;
thus all the relations of the presentation of S(f1f2) are derivable from the relations of
S(f1) hB2i S(f2).
Conversely, let u and v be words over B1 [ B3 such that u and v are equivalent
in S(f1) hB2i S(f2). Let us apply the following factorization scheme on (B1 [ B3)+
(which is similar to the S(R)-factorization scheme introduced just after the denition of
factorization schemes): To factor a word w 2 (B1[B3)+ we rst take every subsegment
2 1A11 [ 3A33 as a factor, and after this, we also take each maximal remaining
subsegment as a factor. By compatibility with the congruence of hB1[B3iin(S(f1)hB2i
S(f2)), u and v have factorization of the following form:
u = w0i1x1i1w1i2x2i2w2 : : : wk−2ik−1xk−1ik−1wk−1ik xkikwk ;
v = w0i1z1i1w1i2z2i2w2 : : : wk−2ik−1zk−1ik−1wk−1ik zkikwk :
Here ij 2 f1; 3g for j = 1; : : : ; k.
If in the derivation from u to v a relation 1x1 ! 2(xf1)2 is applied, another
relation must be applied (since v does not contain 2; 2). The only relations applicable
to the subsegment 2(xf1)2 are 2(xf1)2 ! 1x1 (which just undoes the previous
rewrite), and 2(xf1)2 ! 3(xf1f2)3 (if xf1 is in the domain of f2), which has the
same total eect as the rule 1x1 ! 3(xf1f2)3; and the latter is indeed a rule of
S(f1f2).
Similarly, if in the derivation from u to v a relation 3(y)f23 ! 2y2 is applied,
there must be another relation that is applied to the segment 2y2. The reasoning is
similar to the one in the previous paragraph.
Thus, the relations between words in hB1 [ B3iin(S(f1) hB2i S(f2)) are derivable in
the presentation of S(f1f2).
3. Reductions to word problems of groups
In the semigroup case we reduced a relation RA1  A2 (satisfying RR−1R = R)
to the word problem of the semigroup S(R) = hA1 [ A2 [ f1; 1; 2; 2g : f1x1 =
2y2 : (x; y) 2 Rgi. We observe that the sets f1x1 : x 2 A1g and f2y2 : y 2 A2g
are codes. By denition, a code is a subset C of a free semigroup B+ such that C is
the basis of a free subsemigroup of B+. See [2].
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In order to reduce problems to word problems of groups, we need to introduce the
group analogue of codes.
Denition 3.1. A group code is a subset C of a free group FG(B) such that C is
the basis of a free subgroup of FG(B). 1 We always represent elements of C by their
reduced representative words.
The elements of a group code C and their inverses (2 C−1 = fx−1 : x 2 Cg) are
called code words.
An encoding is any injective total function : A+ ! FG(B), such that (A+) =
f(w) : w 2 A+g is a group code, where A and B are alphabets.
We use the following notation: For any x 2 FG(B), jxj is the length of the reduced
word over B [ B−1 representing x.
A well known class of group codes are the sets that have the Nielsen property (see
e.g. [9]). By denition, a non-empty set C FG(B) has the Nielsen property i 1 =2 C
and C satises the following two conditions for all x; y; z 2 C [ C−1 :
(1) jx  yj> maxfjxj; jyjg if x 6= y−1,
(2) jx  y  zj > jxj − jyj+ jzj if x  y 6= 1 6= y  z.
We introduce yet a stronger property than the Nielsen property. We use the following
terminology: For v; w 2 A, we say that v is a subsegment of w i w = xvy for some
x; y 2 A.
Denition 3.2. Let  be a real number with 066 12 . A group code C has -small
cancellation i all x; y 2 C [C−1 with x 6= y satisfy: every common subsegment of x
and y has length 6 minf jxj;  jyjg.
If C is an -small cancellation group code with < 12 then C has the Nielsen property.
In fact, when < 12 then we have jx yj>maxfjxj+ 12 jyj; jyj+ 12 jxjg whenever x 6= y−1;
and we have jx  y  zj> jxj+ jzj whenever x  y 6= 1 6= y  z.
We say that an encoding  : A+ ! FG(B) has -small cancellation i the group
code (A+) has this property.
We will now construct some encodings with -small cancellation, for any (arbitrarily
small) positive .
Lemma 3.3. Let A be an alphabet, let m be an integer > 4; and let Ai(i = 1; : : : ; m)
be m disjoint alphabets, each of which is in one-to-one correspondence with A. For
w 2 A+; we denote the corresponding copy of w over Ai by (w)i. Let m : A+ −!
FG
(Sm
i=1 Ai

be the function dened by
m(w) = (w)1  (w)2  : : :  (w)m:
1 The phrase \group code" has been used with various dierent meanings in coding theory.
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Then m has -small cancellation with 62=m. Moreover, m is computable in
linear time (by a multi-tape deterministic Turing machine), and jm(w)j = mjwj.
Proof. Let u; v 2 A+ be two dierent words. Then every common subsegment of
m(u)1 and m(v)1 has length 6minf2juj; 2jvjg = minf(2=m)jm(u)j; (2=m)jm(v)jg.
This proves the main property. The other two properties are obvious.
In view of this lemma we assume from now on that m > 4, so that  < 12 (which
implies in particular that m(A+) is a code). We now use this encoding to reduce a
language or an injective partial function to the word problem of a nitely generated
group, while preserving time-complexity.
Notation: Domf denotes the domain of the partial function f, and Imf denotes its
image (or range).
Denition 3.4 (Group associated with an injective partial function). With any injec-
tive partial function f :A ! B we associate the group presentation below. We will
use 2m disjoint alphabets Ai (i = 1; : : : ; m) and Bj (j = m + 1; : : : ; 2m), each in one-
to-one correspondence with A (respectively B),
Gm(f) =
*
m[
1
Ai [
2m[
m+1
Bj : f(x)1  (x)2  : : :  (x)m
= (xf)m+1  (xf)m+2  : : :  (xf)2m : x 2 Domfg
+
:
Proposition 3.5. When m > 4 then the groups
 1 = h(x)1  (x)2  : : :  (x)m : x 2 Domfgi;
and
 2 = h(xf)m+1  (xf)m+2  : : :  (xf)2m : x 2 Domfgi
are isomorphic free subgroups (over the indicated sets of generators as bases).
Thus, Gm(f) is the free product with amalgamation of FG(
Sm
i=1 Ai) and
FG(
S2m
j=m+1 Bj); amalgamated along these isomorphic subgroups.
Proof. This follows immediately from the previous lemma and the fact that f is an
injective partial function.
In the next theorem we use the following concepts (see also [18, p. 240]): For a
group presentation hX : Ri, the symmetrization of R is obtained by adding all words
r−1 to R for all r 2 R, and then taking of all cyclic permutations of the words in
R[R−1. We denote the symmetrization of R by sym(R). A group presentation hX : Ri
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has the small cancellation property C0() (where  is a real number with 0661)
i for all r 2 sym(R), and for every subsegment x of r such that x is a common
subsegment with another element of sym(R), we have: jxj< jrj.
Theorem 3.6. Let f : A+ ! B+ be an injective partial function and let Gm(f) be
the associated group presentation with m > 4. Let T be a superadditive function on
the positive integers. Then the following hold:
(1) y = xf i (x)1  (x)2  : : :  (x)m = (xf)m+1  (xf)m+2  : : :  (xf)2m in Gm(f).
So the function (x; y) 2 A+  B+ 7−! ((x)1  (x)2  : : :  (x)m((xf)m+1  (xf)m+2  : : : 
(xf)2m))−1 is a one-to-one linear-time reduction of the relation problem of f to the
word problem of the group Gm(f).
In particular, the membership problem of a language LA+ is one-to-one linear-
time reducible to the word problem of the group Gm(idL).
(2) The presentation given for Gm(f) has the small-cancellation property C0()
with  < 2=m.
(3) Let us assume m>16 (so Gm(f) satises C0() with < 18 ). If the relation prob-
lem of f is in NTIME(T) then the word problem of Gm(f) also belongs to NTIME(T).
In particular, if L belongs to NTIME(T) then the word problem of the group Gm(idL)
belongs to NTIME(T).
In the deterministic case, if the relation problem of f is in DTIME(T) then the
word problem of Gm(f) belongs to DTIME(nT (n)).
(4) When m>16; the following are equivalent: L is in NTIME(T); idL is in
FNTIME(T ); the word problem of the group Gm(idL) belongs to NTIME(T).
In the deterministic case: L is in DTIME(T) i idL is in FDTIME(T); and this implies
that the word problem of the group Gm(idL) belongs to DTIME(nT(n)).
Proof. (1) The left-to-right implication is obvious from the denition of Gm(f). The
right-to-left implication follows directly from the Reduced Form Theorem for amalgams
of groups (see [9, p. 32]), and the freeness of  1 and  2.
(2) The longest common subsegment s that a cyclic permutation of a relator r =
((x)1 : : : (x)m(xf)m+1 : : : (xf)2m)1 can share with another cyclically permuted relator
has length < maxf2 jxj; jxj+ jxfj; 2 jxfjg. The length of this relator r is m(jxj+ jxfj).
The C0() property then follows.
(3) Assume that the relation problem of f (i.e., the problem: on input (x; y), decide
whether xf = y), belongs to NTIME(T ). To show that the word problem of Gm(f)
is in NTIME(T ) we use the following fundamental theorem about small-cancellation
presentations (see [18, Theorem 4.4, p. 249]): Suppose a group presentation satises
C0() with 6 16 , and suppose w is a non-empty reduced word which is equivalent to
1 in this presentation; then w has a subsegment s in common with some relator r (of
the symmetrized presentation), with jsj> (1− 3)jrj.
Hence if w = 1 in Gm(f) with m>16, then w has a subsegment s in common with
some relator r (of the symmetrized presentation), with jsj> 58 jrj. Let us consider the
set  of all pairs (s; t) such that st−1 2 sym(R) and jsj> 58 jst−1j.
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To solve the word problem of Gm(f) we use a nondeterministic Turing machine
with a circular tape containing w (and with further tapes, for solving the relation
problem of f); note that a word w is = 1 in a group i any conjugate of w (and
in particular any cyclic permutation of w) is = 1 in the group. If w = 1 in Gm(f),
we can non-deterministically guess the leftmost subsegment s (with (s; t) 2  for
some t) that overlaps the current position of the head on the circular tape (i.e., we
guess a subsegment s of a circular permutation of w, with (s; t) 2  for some t,
such that the current position of the head is in s; moreover, among all words that t
this description, s is the one whose left end is left-most in w). If no such s overlaps
the current head position, the head moves right (on the circular tape) until such an s
exists. Moreover, the machine erases xx−1 and x−1x when it sees it (for any letter x).
Whenever the machine is at a tape position that is not overlapped by any left-side of
a rule, the machine starts a search at the left end of the latest connected region that
was rewritten.
Claim. During the entire computation, the machine will cycle over the circular tape
at most once in the rightward direction, while moving from one ti to the next si+1
(when these do not overlap).
Proof of the Claim. (Compare also with Lemma 1 of [7], or Theorem 4.1 of [6].)
When the machine is not moving from a ti to a non-overlapping si+1, it rewrites sj’s
that overlap the current head position; the machine keeps doing this until no it \gets
stuck", i.e., no subsegment of the tape that overlaps the current head position can be
rewritten; then the head moves right, to search for the next sj. Assume, by contradiction,
that during such right search moves the head ever revisits the same letters, after a full
circle. This means that these letters have not been rewritten since the time the machine
got stuck there during the last visit. Hence, as these letters have not changed, the
machine cannot rewrite them in the current visit either, and from now on the tape does
not change anymore. But this contradicts the assumption that the tape content is = 1
in Gm(f). This proves the Claim.
For (s; t) with jsj > 58 jst−1j we can verify in linear time whether r = st−1 has the
format of a relator (2 sym(R)). And in time 6T (jsj) we can verify that r is indeed
a relator (the subsegment s of length > 58 jrj determines x and a candidate \xf", so
all we need to check is that \xf" is indeed the true xf). Next, according to Dehn’s
algorithm, we replace s by the remaining part t of r (such that r = st−1). This is then
continued (overall the Turing machine will nd a sequence of segments s1, s2, ... sk
in the successive new words, with k6jwj) until the circular tape is empty. The total
time of this nondeterministic computation is 6
Pk
i=1(T (jsij) + di), where di is the
distance between ti and si+1 (di = 0 if ti and si+1 overlap). We also have
kP
i=1
jsij6 52 jwj:
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Indeed, at the end of the rewriting process we have the empty word, of length 0 =
jwj − js1j + jt1j − js2j + jt2j −    − jsk j + jtk j6jwj − 52 (js1j + js2j +    jsk j) (since
jtij6 38 jrij< 38 85 jsij, so jsij − jtij> 25 jsij). This proves the inequality.
Because
Pk
i=1 jsij6 52 jwj and jsij6jwj, there exist p and q (16p<q6k) such that
js1j +    + jspj6jwj, jsp+1j +    + jsqj6jwj, jsq+1j +    + jsk j6jwj. Now by the
superadditivity of T we obtain
Pk
i=1 T (jsij)6T (js1j +    + jspj) + T (jsp+1j +    +
jsqj) + T (jsq+1j+   + jsk j)63T (jwj).
Finally,
Pk
i=1 di6jwj. Indeed, every time a subsegment si is replaced (by ti), the
tape becomes strictly smaller. Moreover, we saw (in the Claim) that during the entire
computation, the head circulates at most once over the tape in the rightward direc-
tion while moving from one ti to the next si+1 (if those do not overlap). ThereforePk
i=1 di6jwj.
Thus (since jwj6T (jwj)), the total time of the computation is 64T (jwj).
The same procedure works in the deterministic case, except that now the position of
si cannot be guessed. The machine must try all subsegments of w that have the correct
format concerning the alphabets; because of the dierent alphabets, subsegments that
are checked do not overlap. Performing one rewrite step si ! ti will then take time
6
P
T (jzjj), where the zj’s are certain non-overlapping subsegments of w; therefore,P jzjj6O(jwj), hence by superadditivity of T , PT (jzjj)6O(T (jwj)). Since at most
k6 52 jwj rewrite steps are performed on w (if w = 1 in Gm(f)), the total time to accept
w is thus O(jwjT (jwj)).
Comment: In the proof of (3) we used a Turing machine with an (unusual) cir-
cular tape. A circular tape is the same thing as an ordinary tape with two heads
(one at each end of the tape). And it is known that multihead Turing machines can
be simulated by ordinary multitape Turing machines, with the same time complexity
(see [10, 17]).
(4) The fact that L is in NTIME(T ) i idL is in FNTIME(T ) was already proved in
Theorem 2.13. Moreover, for idL this is equivalent to belonging to FNTIME(T ) (as a
partial function) or to NTIME(T ) (as a relation). By part (3) of the present proposition,
the latter is equivalent to the decidability of the word problem of Gm(f) in NTIME(T )
(assuming m>16).
The deterministic case is handled in a similar way.
In the next corollary we use the notation nO(1) for the class of all functions bounded
(for n large enough) by polynomials nk (k>0).
Corollary 3.7. Let f : A+ ! B+ be an injective partial function and let Gm(f) (with
m>16) be the associated group presentation. Let T be a superadditive function on
the positive integers. Then we have:
The relation problem of f belongs to NTIME(T ) i the word problem of Gm(f)
belongs to NTIME(T ). In particular, a language L belongs to NTIME(T ) i the word
problem of Gm(idL) is in NTIME(T ).
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The relation problem of f belongs to DTIME(nO(1)T (n)) i the word problem
of Gm(f) belongs to DTIME(nO(1)T (n)). In particular, a language L belongs to
DTIME(nO(1)T (n)) i Gm(idL) is in DTIME(nO(1)T (n)).
Finally, let us prove that there is an amalgamation formula that relates Gm(fg) to
Gm(f) and Gm(g), in the same way as we did in the semigroup case.
Theorem 3.8. Let f : A+ ! B+ and g : B+ ! C+ be injective partial functions and
let m > 4. Then we have
Gm(fg) =
*
m[
i=1
Ai [
m[
i=1
Ci
+
in(Gm(f) hB0i Gm(g));
where B0 =
Sm
i=1 Bi. The 3m alphabets Ai; Bj; Ck (16i; j; k6m) that appear in the
formula are assumed to be two-by-two disjoint.
Proof. Let A0 =
Sm
i=1 Ai and C
0 =
Sm
i=1 Ci. As in the semigroup case, it is obvious
that the two sides of the equation have the same set of generators, namely A0[C0, and
hat every relation of the presentation of Gm(fg) can be derived from the presentation
on the right side of the formula (by taking the classical presentation of a free prod-
uct with amalgamation, see [7], Proof of Theorem 24, p. 29). So the left side maps
homomorphically onto the right side.
We want to prove that this map is injective, by showing that if a word w over
(A0 [ C0)1 is equivalent to 1 in Gm(f) hB0i Gm(g) then w is also equivalent to
1 in Gm(fg). Assume w is reduced (relative to the free group); w has the form
: : : a0ic
0
i+1a
0
i+2c
0
i+3 : : :, where a
0
j 2 FG(A0) and c0k 2 FG(C0). Since w is equivalent to 1,
the Reduced Form Theorem for amalgams ([7, p. 32]) implies that at least one of these
subsegments a0j, c
0
k must be equivalent (in Gm(f) hB0i Gm(g)) to a word over B01.
Suppose for example that some subsegment a0j 2 FG(A0) is equivalent (in Gm(f)) to
an element of hB0i; the case of a subsegment c0k 2 FG(C0) is similar. Then we have
the following:
Claim. If a word v 2 FG(A0) is equivalent (in Gm(f)) to a word in FG(B0); then v
is equivalent in FG(A0) to a product of code words (of the form ((x)1(x)2 : : : (x)m)1
with x 2 Domf).
Proof of the Claim. Recall that Gm(f) is the free product of FG(A0) and FG(B0)
amalgamated on the isomorphic free subgroups h(x)1(x)2 : : : (x)m : x 2 Domfi, respec-
tively h(xf)m+1(xf)m+2 : : : (xf)2m : x 2 Domfi. By the Reduced Form Theorem for
amalgams, an element of hA0iGm(f)\hB0iGm(f) must be an element of the amalgamation
subgroup. Thus, v actually belongs to the subgroup h(x)1(x)2 : : : (x)m : x 2 Domfi of
FG(A0). This proves the Claim.
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By the Claim, the subsegment a0j of w is a product of code words. By applying rela-
tions (x)1(x)2:::(x)m = (xfg)2m+1(xfg)2m+2:::(xfg)3m of the presentation of Gm(fg), the
subsegment a0j will be replaced by a word in FG(C
0). Thus our word w is transformed
into an equivalent word with fewer subsegments a0j 2 FG(A0); c0k 2 FG(C0). Only the
presentation of Gm(fg) is used in this transformation. The number of subsegments is
eventually reduced to 1 by this process, i.e., w is now over A01.
Finally, if a word w 2 FG(A0) is equivalent to 1 in Gm(f) hB0i Gm(g), then w is
also equivalent to 1 in Gm(f), hence w is also equivalent to 1 in Gm(fg).
The reasoning is similar for a word w 2 FG(C0).
4. Categories of problems and of semigroups
We observed earlier that the construction of the semigroup S(R) (and the group
Gm(f)) from a relation R (respectively an injective partial function f) involves (al-
most) no choices. Moreover, Theorems 2.17 and 3.8 give an algebraic formula for the
composition of reductions. This is a sign that this construction is (almost) functorial.
But we rst have to introduce categories of problems, on the one hand, and categories
of semigroups (and groups), on the other hand, in order to turn our constructions into
functors. We will only consider the semigroup case; similar constructions could be
introduced for groups, based on Section 3.
Computer scientists do not view their complexity classes P, NP, PSPACE, etc., as
categories. However these complexity classes are categories in an obvious way: e.g.
for NP, the objects are the languages in NP and the arrows are the reductions. As usual,
a familiar class like NP can be viewed as a category in many ways, depending on
the reductions used: many-to-one polynomial-time, one-to-one polynomial-time, many-
to-one log-space, etc. (in the same way as groups, for example, are a category in
many ways, depending on the morphisms chosen). There seems to be only one earlier
reference (namely [11]) that makes the obvious but important observation that problem
classes should be viewed as categories.
If one proceeds in this straightforward way, however, the association of S(R) with R
is not a functor: In the denition of S(f) for a partial function f, we use disjoint sets
of auxiliary generators f1; 1g for the domain, and f2; 2g for the range of f. How-
ever, because of compositions of arrows and associativity, we cannot always enforce
disjointness of these subsets of the domain and range alphabets. And indeed, in a subtle
way the construction of the semigroup S(R) from a relation R does involve choices:
the auxiliary letters 1; 1; 2; 2 in the denition of S(R) can be chosen in many ways.
The problem we face is that we want to make disjoint copies of a set; and this is
dicult to do in a canonical way. One way to choose disjoint copies in a canonical
way is to take all possible copies of the set (within some universe).
Thus, we change our notion of formal language a little. In the study of algorithmic
problems and in formal language theory it usually does not matter what the exact
alphabet of a language or of a partial function is. And as we just saw, we require
that reductions always go between disjoint alphabets. Thus, we introduce the following
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notion of equivalence between languages and equivalence between partial functions.
This allows us to view the same language or partial function \over a variable alphabet"
(of xed size).
Denition 4.1. We call two partial functions f : A1 ! A2 and g : B1 ! B2 equiv-
alent i there are isomorphisms of free monoids 1 : A1 ! B1 and 2 : A2 ! B2
such that g = −11 f2. (Equivalently, 1 and 2 are induced by bijections between the
alphabets A1 ! B1, A2 ! B2.)
Since we represent a language LA by the partial identity A idL−! A, we have to
dene equivalence of languages from a partial functions point of view: the equivalence
class of a partial identity function consists not only of partial identities (since the two
instances of A can be changed independently by dierent isomorphisms).
Notation. The equivalence class of A1
f−! A2 is denoted by [A1
f−! A2 ], or simply
[f], and is called abstract partial function (or abstract language in the special case
of a partial identity function A idL−! A).
Denition 4.2. Consider a one-to-one reduction (A1
A−! A2 ; B1
B−! B2 ) which reduces
the partial function A1
f1−! B1 to the partial function A2
f2−! B2 . And let (A01
0A−!
A02 ; B
0
1
0B−! B02) be another one-to-one reduction, from A01
f01−! B01 to A02
f02−! B02 ,
where f01, f
0
2 are partial functions. Then we call the reduction (A; B) equivalent to
the reduction (0A; 
0
B) i there are isomorphisms of free monoids 1 : A

1 ! A01 ,
2 : A2 ! A02 , 1 : B1 ! B01 , and 2 : B2 ! B02 such that the following diagram
commutes:
A01
f01−! B01
- 1 1%
A1
f1−! B1
0A
????y A
????y
????y B
????y 0B
A2
f2−! B2
. 2 2&
A02
f02−! B02
Notation. The equivalence class of a one-to-one reduction (A; B) from A1
f1−! B1 to
A2
f2−! B2 is denoted by [f1; (A; B); f2] and is called abstract one-to-one reduction.
Denition 4.3. The category of abstract languages with one-to-one reductions has as
objects all abstract languages, i.e., equivalence classes [A idL−! A] as A ranges over
all nite alphabets and L ranges over all subsets of A.
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The arrows are all the abstract one-to-one reductions between abstract languages,
i.e., they are of the form
[idL1 ; (; ); idL2 ] = f(f1; (A; B); f2) : (f1; (A; B); f2)
is equivalent to (idL1 ; (; ); idL2 )g:
Arrows are composed in the obvious way: the composite of two arrows a1 = [idL1 ; (1;
1); idL2 ] and a2 = [idL3 ; (2; 2); idL4 ] is the equivalence class of the one-to-one reduc-
tions obtained by composing any reduction 2 a1 with any reduction 2 a2, whenever
these reductions are composable; two reductions (f1; (1; 2); f2) and (g1; (01; 
0
2); g2)
are composable i f2 = g1.
We turn this into a small category by assuming that all our nite alphabets are
subsets of a xed countable set (e.g., N).
The use of equivalence classes of languages will solve our problem about the dis-
jointness of alphabets: now every reduction has innitely many equivalent copies over
domain and range alphabets that are disjoint.
From a complexity point of view it is interesting to use the category of abstract
languages with one-to-one polynomial-time reductions  (with j(x)j> jxj1=k), which
is a subcategory of the above category. (Almost all many-to-one reductions that appear
in the literature are actually of this more restrictive type.) The categories P, NP, PSPACE,
NTIME(T ), and other complexity-based categories, are dened as subcategories of this
category.
It is convenient to dene functors from language categories into semigroup categories
before dening these semigroup categories.
Notation. For a particular choice of auxiliary letters   = (1; 1; 2; 2) we denote the
semigroup associated with R by S (R).
Denition 4.4. We dene a functor from the category of abstract languages with one-
to-one reductions, into a semigroup category as follows:
With an object [A idL−! A] we associate the set
f(A1; S (f); A2) : A1; A2; f; and   = (1; 1; 2; 2) are variable but such that
A1 and A2 are disjoint sets,
f1; 1; 2; 2g is a four-element set disjoint from A1 [ A2;
A1
f−! A2 is equivalent to A idL−! Ag:
We denote this set by [A
S(idL)−! A] or just [S(idL)]. So [S(idL)] is essentially S(idL)
with changes of generators allowed.
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With an arrow [idL1 ; (; ); idL2 ] we associate the set
f((B1; S12 (f1); B2); ((B1; S13 (1); B3); (B2; S24 (2); B4)); (B3; S34 (f2); B4)) :
i = (i; i) for i = 1; 2; 3; 4;
f1; 1; 2; 2; 3; 3; 4; 4g contains 6 dierent elements
and is disjoint from the sets Bi (i = 1; : : : ; 4);
the sets Bi are all disjoint (i = 1, : : :, 4);
the reductions (f1; (1; 2); f2) and (idL1 ; (; ); idL2 ) are equivalent g.
We denote this set by [S(L1; ; L2)].
The above sets [S(idL)] and [S(L1; ; L2)] are well dened since they are dened
by taking all equivalent triples A1
f−! A2, resp. all equivalent reductions (f1; (1;
2); f2).
We will take the range of the above functor as the semigroup category, in our rst
approach. By the next lemma we can dene composition of semigroup arrows in such
a way that the \functor" dened above is indeed a functor.
Lemma 4.5. The semigroup object [S(idL)] determines the language object [A
idL−!
A] uniquely.
The semigroup arrow [S(L1; ; L2)] determines the language arrow [idL1 ; (; ); idL2 ]
uniquely.
Proof. By using the special word problem (Denition 2.14), with every ((B1; S12 (f1);
B2), ((B1; S13 (1); B3), (B2; S24 (2); B4)); (B3; S34 (f2); B4)) 2 [S(L1; ; L2)] we
can uniquely associate the reduction ((B1; f1; B2); ((B1; 1; B3); (B2; 2; B4)); (B3; f2; B4)).
Then we take the equivalence class of all these reductions. Since all these reductions are
equivalent to the reduction (idL1 ; (; ); idL2 ), this uniquely determines [idL1 ; (; ); idL2 ].
As a consequence, the special word problem (which associates an equivalence class
of languages to an equivalence class of semigroups of the above form, and similarly
for reductions) constitutes the inverse of the previously dened functor. In particular,
these two functors are adjoints.
The semigroup category used so far is very close to the language category, and there
are inverse functors between the two. However, this category was dened directly in
reference to languages and reductions. We can dene more general semigroup cate-
gories that stand on their own. For this, we rst generalize the triples (B1; S(f1); B2)
as follows:
Denition 4.6. A triple is of the form (B1; S; B2), where S is a semigroup, B1 and B2
are nite disjoint subsets of S such that S is generated by B1 [ B2, the subsemigroups
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hB1i and hB2i are unitary subsemigroups of S. Note that if (B1; S; B2) is a triple then
(B2; S; B1) is also a triple, called the inverse triple.
The composition formula of Theorem 2.17(3) motivates the following denition for
the composition of triples:
Denition 4.7. Two triples (B1; S1; B2) and (B2; S2; B3) are composable i as sets,
hB2iS1 = hB2iS2 = S1 \ S2. Note that this (together with B1 \ B2 = ; = B2 \ B3)
implies that B1 and B3 are disjoint.
For composable triples we dene the composition
(B1; S1; B2)  (B2; S2; B3) = (B1; hB1 [ B3iin(S1 hB2i S2); B3):
Composition of triples that are not composable is undened.
We will need a second result of J. M. Howie (Theorem 9.45 in [8]):
Lemma 4.8 (Howie). If U is a unitary subsemigroup of each Si (i 2 I) then ev-
ery Si is a unitary subsemigroup of the free product of all the Si amalgamated
at U .
Lemma 4.9. Composition of two composable triples is well dened, i.e., hB1i and
hB3i are unitary subsemigroups of hB1 [ B3iin(S1 hB2i S2).
Proof. By the result of Howie quoted in the previous lemma, S1 and S2 are unitary
subsemigroups of S1 hB2i S2. Moreover it is easy to prove that in general, if U is
unitary in Z and Z is unitary in S then U is unitary in S. It follows that hB1i and
hB3i are unitary subsemigroups of hB1 [ B3iin(S1 hB2i S2).
Lemma 4.10. Composition of triples is associative, assuming that both sides of the
equality are dened:
(B1; S1; B2)  ((B2; S2; B3)  (B3; S3; B4)) = ((B1; S1; B2)  (B2; S2; B3))  (B3; S3; B4):
Proof. By the denition of the amalgamated product in terms of presentations, we have
S1 hB2i (S2 hB3i S3) = (S1 hB2i S2) hB3i S3. Both will be denoted by S1 hB2i S2 hB3i S3.
We have to show that
hB1 [ B4iin(hB1 [ B3iin(S1 hB2i S2) hB3i S3)
= hB1 [ B4iin(S1 hB2i (hB2 [ B3iin(S2 hB3i S3)):
Claim. If (B1; T; B3) and (B3; S3; B4) are composable triples then hB1 [ B3iT hB3i S3 =
T hB3i S3 = hB1 [ S3iin(T hB3i S3):
Indeed, hB1 [B3iT = T , and T hB3i S3 is generated by B1 [B3 [ S3 = B1 [ S3 (since
B3 S3). This proves the Claim.
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In the Claim we now pick T = S1 hB2i S2. Then by the Claim, hB1 [ B3iin(S1 hB2i
S2)hB3i S3 = hB1[B3iin(S1 hB2i S2 hB3i S3). Next, in these (equal) semigroups we take
the subsemigroup generated by B1[B4. Then we obtain hB1[B4iin(hB1[B3iin(S1 hB2i
S2) hB3i S3) = hB1 [ B4iin((B1 [ S3)in(S1 hB2i S2 hB3i S3). Replacing S3 by hB3 [ B4i
in the last semigroup yields hB1 [ B4iin(S1 hB2i S2 hB3i S3). Thus hB1 [ B4iin(hB1 [
B3iin(S1 hB2i S2) hB3i S3) = hB1 [ B4iin(S1 hB2i S2 hB3i S3).
In a similar way we prove that hB1 [ B4iin(S1 hB2i (hB2 [ B3iin(S2 hB3i S3)) is also
equal to hB1 [ B4iin(S1 hB2i S2 hB3i S3). This proves the Lemma.
We also introduce a generalization of reductions:
Denition 4.11. A quadruple is a table
A1 S1 B1
SA SB
A2 S2 B2
such that (A1; S1; B1), (A1; SA; A2), (B1; SB; B2), and (A2; S2; B2) are triples and such that
(A1; S1; B1) = (A1; SA; A2)  (A2; S2; B2)  (B2; SB; B1).
Two quadruples
A1 S1 B1 A01 S
0
1 B
0
1
SA SB S 0A S
0
B
A2 S2 B2 A02 S
0
2 B
0
2:
are composable i the triples (A1; SA; A2), (A01; S
0
A; A
0
2) are composable, and the triples
(B1; SB; B2), (B01; S
0
B; B
0
2) are composable, and s2 = s
0
1.
In that case their composite is the quadruple
A1 S1 B1
TA TB
A02 S
0
2 B
0
2;
where TA and TB are such that (A1; TA; A02) = (A1; SA; A2)(A01; S 0A; A02) and (B1; TB; B02) =
(B1; SB; B2)  (B01; S 0B; B02).
The denitions of triples and quadruples with their associative composition bring us
close to a category (where the triples would be objects and the quadruples arrows).
However, we saw that these triples would not always be composable (because of
constraints at the set level). Therefore, just as in the language case, we introduce an
equivalence relation, which abstracts the notion away from the set level and yields
composability whenever we need it in a category.
Denition 4.12. Two triples (B1; S; B2) and (B01; S 0; B02) are equivalent i there exist
free monoid isomorphisms 1 : B1 ! B01 , 2 : B2 ! B02 , and an isomorphism
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 : S ! S 0 such that the following diagram commutes. (Here i1 is the homomorphism
induced by the inclusion of B1 into S, and similarly for i2; i01; i
0
2.)
B1
1−! B01
i1
????y
????y i01
S −! S 0
i2
x????
x???? i02
B2
1−! B02
Denition 4.13. Two quadruples
A1 S1 B1 A01 S
0
1 B
0
1
SA SB S 0A S
0
B
A2 S2 B2 A02 S
0
2 B
0
2:
are equivalent i there exist isomorphisms of free monoids 1 : A1 ! A01 , 2 :
A2 ! A02 , 1 : B1 ! B01 , 2 : B2 ! B02 , and isomorphisms 1 : S1 ! S 01,
2 : S2 ! S 02, A : SA ! S 0A, B : SB ! S 0B, such that the diagram below commutes.
Here iA11 : A1 ! S1 and iA1A : A1 ! SA denote the embeddings of A1 into S1 and
into SA; similarly, i0A11 and i
0
A1A denote the embeddings of A
0
1 into S
0
1 and into S
0
A; and
similarly for B1, A2, B2, B01, A
0
2, B
0
2.
A01
i0A11−! S 01 i
0
B11 − B01
- 1 "1 1%
A1
iA11−! S1 iB11 − B1????yi0A1A
????yiA1A
????y iB1B
????y i0B1B
S 0A
A − SA SB B−! S 0Bx????i0A2A
x????iA2A
x???? iB2B
x???? i0B2B
A2
iA22−! S2 iB22 − B2
. 2 #2 2&
A02
i0A22−! S 02 i
0
B22 − B02
Denition 4.14. The category of semigroups with generators has equivalence classes
of triples as objects, and equivalence classes of quadruples as arrows.
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This provides an explicit target category for the reduction functor (in Denition 4.4)
from problems to semigroup word problems. By Lemmas 4.5, and 4.8{4.10, this is
indeed a category, and the functor of Denition 4.4 is a functor.
By restricting to semigroups with a given computational complexity for the word
problem one obtains interesting subcategories.
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