Abstract. Probabilistic model checking is an increasingly widely used formal verification technique. However, its dependence on computationally expensive numerical operations makes it particularly susceptible to the state-space explosion problem. Among other abstraction techniques, bisimulation minimisation has proven to shorten computation times significantly, but, usually, the full state space needs to be built prior to minimisation. We present a novel approach that leverages satisfiability solvers to extract the minimised system from a high-level description directly. A prototypical implementation in the framework of the probabilistic model checker Prism provides encouraging experimental results.
Introduction
Markov chains are omnipresent. They are used in reliability analysis, randomised algorithms and performance evaluation. In the last decade, probabilistic model checking has emerged as a viable and efficient alternative to classical analysis techniques for Markov chains, which typically focus on transient and long-run probabilities. This growing popularity is mainly due to the availability of ever improving software tools such as Prism [15] and Mrmc [11] . Like traditional model checkers, these tools suffer from the curse of dimensionality-the state space grows exponentially in the number of system components and variables. As numerical computations are at the heart of verifying Markov chains, several numerical values need to be stored for each (reachable) state in addition to the model itself, making the state space explosion problem even more pressing.
A variety of techniques has been recently developed to reduce the state space of probabilistic models prior to verification. These include symmetry reduction [14] , bisimulation minimisation [10] and abstraction, e.g., in the abstractionrefinement paradigm [13, 9] . Bisimulation [16] (also known as ordinary lumping [3] ) is of particular interest as it preserves widely used logics such as PCTL*, PCTL and probabilistic LTL [1] , and its coarsest quotient can be efficiently computed [5, 18] . In contrast to traditional model checking [6] , it has proven to significantly shorten computation times [10] . The main drawback of bisimulation quotienting algorithms, however, is that they typically require the entire reachable state space. Techniques to alleviate this effect include the use of data structures based on binary decision diagrams (BDDs) to reduce storage costs [21, 20, 17] , and compositional minimisation techniques [4] . This paper takes a radically different approach: we extract the bisimulation quotient directly from a high-level description using Smt (satisfiability modulo theories) solvers.
The starting-point of our approach is to take a probabilistic program representing a Markov chain, described in the Prism modelling language. This probabilistic program consists of guarded commands, each of which includes a probabilistic choice over a set of assignments that manipulate program variables. The main idea is to apply a partition-refinement bisimulation quotienting in a truly symbolic way. Each block in the partition is represented by a Boolean expression and weakest preconditions of guarded commands yield the refinement of blocks. All these computation steps can be dispatched as standard queries to an Smt solver. The quotient distribution, over blocks, for a state is obtained by summing up the probabilities (given by a command) attached to assignments that lead into the respective blocks. This is determined using an AllSat enumeration query by the Smt solver. Whereas similar techniques have been used for obtaining over-approximations of Markov models [19, 12] -yielding sound abstractions for a "safe" fragment of PCTL properties-this is (to the best of our knowledge) the first bisimulation quotienting approach based on satisfiability solvers. This paper focuses on bisimulation for discrete-time Markov chains (DTMCs), but the techniques are also directly applicable to continuous-time Markov chains (CTMCs). In addition, in Section 4, we discuss how to extend them to models that incorporate nondeterminism, such as MDPs or CTMDPs.
Experiments on probabilistic verification benchmarks show encouraging results: speed-ups in total verification time by up to two orders of magnitude over Prism on one example, and, on another, scalability to models that go far beyond the capacity of current verification engines such as Prism and Mrmc. A comparison with the symbolic bisimulation engine Sigref [21] also yields favourable results. Although -like for BDD-based quotienting-there are examples with smaller improvements or where this approach is inferior, we believe that Smtbased quotienting offers clear potential. Other advantages of our approach are that it is applicable to infinite probabilistic programs whose bisimulation quotient is finite and that it is directly applicable to parametric Markov chains [8] .
Related Work. For non-probabilistic models, Graf and Saïdi [7] pioneered predicate abstraction, which uses Boolean predicates and weakest precondition operations to compute abstractions. This technique is rather en vogue in software model checking, as is the use of SAT/SMT solvers to build abstractions [2] . Predicate abstraction has been adapted to the probabilistic setting [19, 12] and used to obtain abstractions of probabilistic models, e.g., through CEGAR [9] or game-based abstraction refinement [13] . However, these methods usually only focus on a specific subset of PCTL* and do not compute precise abstractions but over-approximations. While the latter can be beneficial in some cases, in general it requires a separate abstraction for each property to be verified. In contrast, bisimulation minimisation is a precise abstraction, which coincides with PCTL* equivalence [1] , so all properties that can be formulated in that logic are preserved. Another important difference is that probabilistic abstraction-refinement techniques [9, 13] usually require an expensive numerical solution phase to perform refinement, whereas partition refinement for bisimulation is comparatively cheap. Omitting numerical analysis also makes our approach easily extendable to systems with continuous time and parameters. Wimmer et al. [21] use BDDs to symbolically compute the bisimulation quotient. However, this requires the construction of a BDD representation of the state space of the full, unreduced model prior to minimisation, which we deliberately try to avoid.
Preliminaries
We begin with some brief background material on discrete-time Markov chains, bisimulation minimisation and the Prism modelling language.
Markov models. Markov models are similar to transition systems in that they comprise states and transitions between these states. In discrete-time Markov chains, each state is equipped with a discrete probability distribution over successor states. Let Dist S be the set of discrete probability distributions over S.
Definition 1 (Discrete-time Markov chain (DTMC)).
A DTMC is a tuple D = (S, P, s init , AP, L) where (i) S is a countable, non-empty set of states, (ii) P : S × S → [0, 1] is the transition probability function that assigns to each pair (s, s ) of states the probability P(s, s ) of moving from state s to s in one step such that P(s, ·) ∈ Dist S , (iii) s init ∈ S is the initial state, (iv) AP is a set of atomic propositions, and (v) L : S → 2 AP is the labelling function that assigns a (possibly empty) set of atomic propositions L(s) to a state s ∈ S.
For quantitative reasoning over DTMCs, we focus on the logic PCTL*, a probabilistic extension of CTL* which subsumes other common logics such as PCTL and probabilistic LTL. Instead of the path quantifiers (A and E) of CTL*, it features the P p (ϕ) operator, which asserts that the probability mass of paths satisfying ϕ satisfies p, where ∈ {<, ≤, >, ≥}. For example, the property "the probability that the system eventually fails lies below 70%" can be expressed as P <0.7 (♦fail ). Let s |= D Φ denote that state s of a DTMC D satisfies a formula Φ. If s init |= D Φ, the DTMC D satisfies Φ and we denote this by D |= Φ.
Bisimulation minimisation. Given a DTMC D = (S, P, s init , AP, L) and an equivalence relation R on S, the set of equivalence classes of S under R is denoted S/R and [s] R is the equivalence class of s ∈ S under R.
Definition 2 (Quotient distribution).
For equivalence relation R and distribution µ ∈ Dist S , the quotient distribution of µ with respect to R, denoted
L(s 1 ) = L(s 2 ) and P(s 1 , C) = P(s 2 , C) for all C ∈ S/R where P(s, C) denotes the sum s ∈C P(s, s ).
States s 1 , s 2 ∈ S are (strongly) bisimilar, denoted s 1 ∼ s 2 , if there exists a bisimulation on D that relates s 1 and s 2 . Note that ∼ is the coarsest bisimulation on D. Intuitively, bisimilar states can stepwise simulate each other, meaning that they can be merged while preserving important properties.
Definition 4 (Bisimulation quotient). For a DTMC
Note that D/∼ is well-defined. The preservation theorem of Aziz et al. [1] states that strong bisimulation is sound and complete with respect to PCTL*:
This implies D |= Φ if and only if D/∼ |= Φ for all PCTL* formulae Φ. Put differently, a given formula may be verified on the (possibly much smaller) bisimulation quotient while preserving the verification result of the original model.
The Prism modelling language. Prism is a widely used, state-of-the-art probabilistic model checker. It features a high-level modelling language, adopted by several other tools. We focus on a subset of this language whose semantics corresponds to DTMCs. Let Var be a finite set of variables, each of which is typed as either Boolean or bounded integer, and Σ(Var ) be the set of all valuations of variables in Var that respect these types. −→ s , we will say that the execution of E in s leads to state s .
Definition 6 (Guarded command).
A guarded command c = (a, g, (p 1 , E 1 ), . . . , (p n , E n )) over Var and a set Act of actions consists of (i) an action a ∈ Act, (ii) a guard g = guard(c) ∈ BExpr Var and (iii) probabilities p i ∈ [0, 1] associated with assignments E i over Var for 1 ≤ i ≤ n such that 1≤i≤n p i = 1.
Syntactically, we write c as [a] g −→ p 1 : (Var =E 1 ) + . . . + p n : (Var =E n ), where Var =E i is short for a list of entities of the form v =e for v ∈ Var and e = E i (v). Intuitively, a guarded command can be executed in every state that satisfies its guard. If it is executed, the ith assignment is executed with probability p i . A probabilistic program comprises a set of guarded commands. Example 1. Fig. 1 shows our running example: a probabilistic program P Ex over variables Var Ex = {pc, h, f, r}, modelling a randomised algorithm with 4 phases (indicated by pc). The algorithm starts by throwing a coin (h) before a processing step that has certain probability (0.2) to fail (f ). In case of a failure, the algorithm restarts with high probability (0.99) and terminates in error otherwise. If there is no failure, it returns a result r that is either true or false with a certain probability that depends on the coin flip. As false is the (supposedly) incorrect result, the fail flag is set in this case. Note that all variables v that are not assigned any value in an assignment keep their previous value, i.e. have v = v. For the sake of clarity, we sometimes include these superfluous assignments. In further examples in this paper, we refer to the command with name a by c a (for instance, the coin flip command will be referred to as c coin ) and we denote the ith assignment of command c a by E a,i .
The Prism modelling language also supports parallel composition of modules, where some commands are executed synchronously. We deal with such models by flattening them into one module, using a symbolic composition of the commands that need to synchronise. While this may increase the number of commands in the program, this is always possible in a totally automatic way and is thus no restriction on the expressivity of the probabilistic programs considered.
The semantics of a probabilistic program P is a DTMC P whose state space is Σ(Var ) and whose transitions are defined by the guarded commands. The additional constraint (see Def. 7 (v)) assures that a guarded command induces a probability distribution over the successor states and that there are neither deadlock states nor states that have multiple guarded commands enabled. Note that this is no restriction. If there exists a state that satisfies no guard, the state has no outgoing transition and is thus equipped with a self-loop for model checking purposes. This can already be done at the language level by introducing a loop command for states that do not have any outgoing transition. On the other hand, if there is a state that satisfies multiple guards, this corresponds to a nondeterministic choice in that state. Hence, the semantics of the program would be an MDP instead of a DTMC. The extension of our approach to non-deterministic models is possible (see Section 4), but not the main concern of this paper.
Example 2. The reachable part of the state space of the probabilistic program P Ex (see Fig. 1 ) is depicted in Fig. 2 , where the states are of the form pc, h, f, r .
SMT-based Bisimulation Minimisation
We now give our Smt-based approach to bisimulation minimisation. We first summarise how to perform minimisation using partition refinement, and then describe its symbolic implementation using weakest preconditions and Smt.
Partition refinement. The standard approach to deriving a bisimulation quotient algorithmically prior to verification is to use partition refinement [5, 18] . This technique starts with an initially coarse partition of the state space S and successively splits (refines) blocks containing states that have different behaviour with respect to the current partition until no more refinement is necessary. If the initial partition is chosen based on the atomic propositions, this results in the coarsest partition of S that induces a bisimulation, i.e., S/∼. In the probabilistic setting, a block B of partition Π needs to be split if it contains two states that possess different quotient distributions with respect to the current partition, i.e. if there exist
where R(Π) is the equivalence relation induced by the partition Π. In other words, in order to implement a partition refinement approach, we need to: (i) determine if B contains states with different quotient distributions and (ii) if so, identify the subsets of B which agree on the quotient distribution, because these form the blocks into which B is split.
In our work, a partition Π = {B 1 , . . . , B k } of the state space S = Σ(V ar) is represented symbolically by corresponding Boolean expressions π = {b 1 , . . . , b k } such that B i = b i for each 1≤i≤k. In the sections below, we describe how to reason symbolically, using weakest preconditions, about: (i) whether a state's successors are contained in a particular block; and (ii) the quotient distribution of a state. Once the partition refinement algorithm terminates (i.e., there are no further blocks in the current partition to split), the quotient DTMC is constructed as follows: its state space is taken as the set Π of blocks in the final partition; and the transition probabilities for each block B ∈ Π are then given by the (unique) corresponding quotient distribution for that block.
Weakest preconditions. To reason symbolically about the effect of an assignment E in a command of a probabilistic program, we use the weakest precondition operation. The weakest precondition of b i ∈ BExpr Var with respect to E, denoted wp(b i , E), characterizes exactly the valuations s of Σ(Var ) for which the successor valuation after assignment E satisfies b i :
We can determine wp(b i , E) through a purely syntactic modification of b i by simultaneously replacing each occurrence of each variable v ∈ Var in b i by E(v).
Example 3. Consider the first assignment of the command c coin in Example 1:
and let b 1 =¬h. Then wp(b 1 , E coin,1 ) = ¬¬h ≡ h. This reflects the fact that exactly the states s with s |= h are transformed into a state s by E coin,1 such that s |= ¬h. Intuitively, this is because E coin,1 flips the truth value of h.
We fix, from now on, a command c = [a] g −→ p 1 : (Var =E 1 ) + . . . + p n : (Var =E n ) with n assignments. Given n Boolean expressions b i1 , . . . , b in for indices i 1 , . . . , i n ∈ {1, . . . , k}, observe that, for s ∈ Σ(V ar):
Note, however, that the command c is not necessarily enabled in all the states s since some might fail to satisfy the guard g of c. If, in addition, such a state satisfies g, we know that in the semantics of the probabilistic program, state s has an outgoing probability distribution that goes with probability p j to a state s j satisfying b ij . We say that the jth assignment of c will lead into block B ij , which we write as s
is unsatisfiable, i.e. there is no s ∈ Σ(V ar) such that s |= ϕ, then there exists no state s for which s
Example 4. Consider the command c coin and its two assignments E coin,1 and E coin,2 (see Fig. 1 ) and let b 1 = ¬h and b 2 = h. Then:
So, for a state s where s |= guard(c coin ), i.e. s |= (pc = 1), and s |= h, we conclude that command c is enabled, assignment E coin,1 will lead into a state satisfying ¬h (b 1 ) and assignment E coin,2 will lead into one satisfying h (b 2 ). We denote this by s
Quotient distributions. Reasoning in a similar way, we can also determine the quotient distribution for a state s with respect to the current partition. From above, if s ∈ Σ(V ar) with s |= guard(c) and s |= n j=1 wp(b ij , E j ), we have that s c −→ (B i1 , . . . , B in ). Since command c has n assignments, each leading into a block, we have an n-tuple (B i1 , . . . , B in ) of target blocks per state. These blocks B ij are not necessarily distinct. Accordingly, to determine the quotient probability distribution of s with respect to the partition Π, we sum up the probabilities that lead into the same blocks.
Note, however, that the probabilities do not appear in the formulas. Depending on whether or not a state satisfies the conjunction of weakest preconditions for certain blocks, we know whether the corresponding assignments will take that state to the associated blocks. Based on this knowledge, the probability distribution is directly given by the probabilistic program.
Example (Fig. 1) , we can conclude that, for all states s with s |= (pc = 1) and s |= h, there is a 0.5 probability to move to block B 1 in the next step and the same holds for B 2 .
In contrast, consider the partition Π induced by b 1 = (pc = 2) and b 2 = (pc = 2). Then all states satisfying guard(c coin ) = (pc = 1) and
will move to B 2 with both assignments. In other words, the quotient probability distribution for all states s with s |= (pc = 1) is given by P(s, B 2 ) = 1.0 and P(s, B 1 ) = 0.0. This can also be seen by looking at the probabilistic program: starting in a state with (pc = 1) will result in a state with (pc = 2) with probability 1.0 after one step, because only c coin is available in these states and all assignments of that command increase pc by one.
Refinement of a block using SMT. Recall from the start of this section that the key operation required to perform bisimulation minimisation using partition refinement is to split a block B by identifying the different possible quotient distributions for states within B. We now explain, building on the above, how to perform this using queries executed by an Smt solver.
Suppose again, that the current partition is Π = {B 1 , . . . , B k }, where each block B i is represented by a Boolean expression b i , i.e. B i = b i , and that we are to refine block B = b ∈ Π. We now formulate this computation step as a series of queries to an Smt solver. Given a command c = [a] g −→ p 1 : (Var =E 1 ) + . . . + p n : (Var =E n ) as before, observe that there is a state s ∈ B where c is enabled and the jth assignment of c leads into block B ij for all 1 ≤ j ≤ n, i.e. s 
is satisfiable. While the first conjunct ensures that the state is in block B, the rest of the formula guarantees that the state in question exhibits the appropriate behaviour.
Example 6. Recall the partition given by b 1 =¬h, b 2 =h of Example 4. Since:
is unsatisfiable, we can conclude that there are no states in B 1 that have c coin enabled such that both assignments lead into block B 2 . Intuitively, this is because the first assignment flips the value of h while the second one leaves the value untouched. Therefore, there exists no possible value of h such that after executing either one of the assignments h (b 2 ) always holds. In contrast, because:
is satisfiable, we know that there is a state s ∈ B 1 with s ccoin −→ (B 2 , B 1 ). Futhermore, these states are exactly characterized by ¬h ∧ (pc = 1). Now, we can determine all possible target block tuples (and hence quotient distributions) for a block B under c by checking the corresponding formulas for satisfiability. The problem with this naive approach is the sheer number of satisfiability queries. Consider a guarded command with n assignments and a partition of k blocks. Then there are n k different block tuples the command might lead into, and we would therefore need as many Smt queries in order to determine all target block tuples, despite the fact that almost all of them will be unsatisfiable. The latter observation justifies the key idea of our approach: we determine the different quotient probability distributions available in B via c using an AllSat enumeration query answered by an Smt solver. That is, we present a formula system to the Smt solver whose solutions correspond to available target block tuples and let the Smt solver enumerate all possible solutions. This means that we only need to create the formula system once and the solver will only enumerate as many solutions as there are. This observation justifies the key idea of our approach: we determine the different quotient probability distributions available in B via c using an AllSat enumeration query answered by an Smt solver. That is, we present a formula system to the Smt solver whose solutions correspond to available target block tuples and let the Smt solver enumerate all possible solutions. This means that we only need to create the formula system once and the solver will only enumerate as many solutions as there are.
To that end, we construct a formula system S Π,c that uses unique auxiliary variables z i,j for each weakest precondition wp(b j , E i ) with the intention that the values of these variables in a satisfying assignment encode the behaviour of some states in B. More concretely, we assert that z i,j implies wp(b i , E j ) and, additionally, for each assignment E j we require at least one of the corresponding z i,j to be true. This results in the following formula system S Π,c :
Observe that this yields a correspondence between satisfying assignments for the variables z i,j and target block tuples under command c available in B as follows.
Example 7. Assume the solver returns a solution (i.e. a valuation s ∈ Σ(V ar) such that all formulas evaluate to true) to the formula system S Π,c with z 1,j = 1 for all 1 ≤ j ≤ n. Obviously s ∈ B, because s |= b. Then, because of (3), the command c is enabled in s. Also, due to (4), we have s |= In general, given a satisfying assignment α, (5) guarantees that there exist indices 1 ≤ i 1 , . . . , i n ≤ k such that α(z i1,1 ) = . . . = α(z in,n ) = 1. Then, because of (4), it follows that s |= n j=1 wp(b ij , E j ). Together with (2) and (3) this implies s |= b ∧ g ∧ n j=1 wp(b ij , E j ) (cf. formula (1)). In other words, we can conclude that there exists s ∈ B with s c −→ (B i1 , . . . , B in ). Note that we are only interested in the values of the z i,j in a satisfying assignment returned by the solver, as they alone enumerate the target block tuples. Also, in (4), implications rather than equivalencies suffice, because wp(b i k , E j ) and wp(b i l , E j ) are mutually unsatisfiable for i k = i l . Intuitively, this is because the jth assignment cannot lead to two different blocks B i k and B i l from one state. Hence, because of 5), in each satisfying assignment exactly one of the z i,j is assigned true for all 1 ≤ j ≤ n and each solution corresponds to one target block tuple. The solution found can easily be ruled out by additionally asserting n j=1 ¬z ij ,j and the solver can then be used to retrieve the next solution if there is any.
The SmtRefine Algorithm. Algorithm 1 presents an abstract implementation of SmtRefine, our Smt-based block refinement procedure. It takes as input a partition Π of Σ(V ar) given by Boolean expressions and a block B ∈ Π given by Boolean expression b. It returns a partition Π B of B given by Boolean expressions, such that all states in each block of Π B share the same quotient distribution wrt. Π. In other words, Π B is a stable partition of B wrt. Π.
The algorithm computes a (partial) mapping sig : Dist Π → 2 BExpr V ar from Dist Π , the probability distributions over Π, to a set of (mutually unsatisfiable) Boolean expressions. This is done such that a state s ∈ B has the quotient probability distribution µ iff it satisfies one of the expressions in sig(µ), i.e.:
[P(s, ·)] R(Π) = µ ⇐⇒ there exists b µ ∈ sig(µ) such that s |= b µ (6) where R(Π) is the equivalence relation induced by the partition Π. Put differently, sig maps all available quotient probability distributions in B to Boolean expressions that characterize exactly the states having these distributions. Then, upon termination of SmtRefine, Π B is given by the expressions:
where keys(sig) denotes the domain of sig, i.e. the quotient distributions in B.
The algorithm works as follows. We start by initialising the mapping sig to the empty mapping. Then, for each command c in the probabilistic program, we build the formula system S Π,c and pass it to the solver (assert(S Π,c )). As long as the solver finds any solutions (hasNextSolution()), we retrieve that solution, say α, via getSolution() from the Smt solver. Note that α is a mapping of all the variables in V ar and the auxiliary variables z i,j to their respective domains such that all formulas of S Π,c evaluate to true. As we are only interested in the values of the variables z i,j , we can drop the other parts of the assignment.
As previously shown, such a solution implies that there exists a state s ∈ B with s c −→ (B i1 , . . . , B in ) for certain indices i j , 1 ≤ j ≤ n. Given a solution α to the formula system, the function getBlockCombination(α) can compute these indices. As there may be different assignments of c leading s into the same block, we need to determine the quotient distribution µ by summing up the corresponding probabilities given by c. This is done by the function compDist(), which obviously needs to take the target block tuple as a parameter. Now that we know that there exists (at least) one state s ∈ B whose quotient distribution is µ, we need to update the mapping sig accordingly. This is done by adding to sig(µ) the expression characterizing exactly those states that lead into the current target block tuple via c. Finally, we rule out the solution α previously found by the solver. More precisely, we rule out that particular combination of the z i,j being set to 1, because we do not want to enumerate this target block tuple again. If the solver now still finds possible target block tuples, we repeat the whole procedure. Note that the while-loop in Alg. 1 realises an AllSat procedure, as all solutions of the formula system are first found (via getSolution()) and ruled out later (via ruleOutSolution(α)) as long as there exists another solution. After all target block tuples have been enumerated, we need to determine whether the block needs to be split. This is the case, if there is more than one quotient probability distribution available in B, i.e. if the domain of sig consists of more than one element. In that case, a stable partition of B is given by sig according to equation (7) . If there is exactly one quotient distribution available, we don't need to split B and just return b itself.
The correctness of the Smt-based refinement algorithm is captured by the following theorem: Theorem 1 (Correctness). Given a partition Π = {B 1 , . . . B k } represented by a set of Boolean expressions {b 1 , . . . , b k } and a block B = b ∈ Π, SmtRefine returns a partition Π B of B given by mutually unsatisfiable Boolean expressions {b 1 , . . . , b m } such that for all s 1 , s 2 ∈ B: Example 8. Let P Ex be the probabilistic program in Fig. 1 . Furthermore, let the initial partition be Π init = { pc = 4 , pc = 4 } given by the Boolean expressions b 1 = (pc = 4) and b 2 = (pc = 4). Now assume that the first block that is to be refined is B 1 = b 1 .
For the outermost loop in Alg. 1, we consider the commands in the order in which they appear in P Ex . Accordingly, we start with c coin and build the formula system S Π,ccoin as:
Because the formula pc = 1 is part of the formula system, the value of pc is fixed to one, which in turn means that z 1,2 and z 2,2 can never be set to true in a solution of the system. This corresponds to the fact that there all states that have c coin enabled (and therefore need to satisfy its guard, namely pc = 1) have no way of going to block B 2 with any of the assignments, because pc is only increased by 1.
In fact, the solver only returns a solution with z 1,1 = 1 and z 2,1 = 1, meaning that, for all states in B 1 that have c coin enabled, both assignments lead into B 1 . Accordingly, the quotient distribution µ 1 is given by:
We update the previously empty mapping sig to:
}} and continue with constructing the formula system for command c proc :
Except for the guard it looks exactly as the previous formula system, because the assignments of this command do exactly the same transformation to pc as the assignments of c coin . Exactly because of this, the solver will once again only return a solution with z 1,1 = 1 and z 2,1 = 1, which means that the corresponding states also possess the same quotient distribution µ 1 as before. This yields:
The next command to consider is c rtn1 . The formula system looks as follows:
This time, the solver will return z 1,2 = z 2,2 = 1 as the only solution. Intuitively, this is due to the fact that all states satisfying the guard of c rtn1 must have pc = 3, which means that, after executing either one of the assignments, the value of pc will be 4 and thus will lead to a state in block B 2 . As both updates lead to B 2 , the corresponding quotient distribution in these states is given by: 
Apart from the guard, the formula system for the next command c rtn2 is the same as the one before and also has the same solution, which means that these states also have µ 2 as the outgoing quotient distribution. This updates sig to:
The next command is c rest , which leads to S Π,crest as follows:
for which the solver identifies z 1,1 = 1 and z 2,2 = 1 as the only solution. Intuitively, this says that for all states s ∈ B 1 that have this command enabled, the first assignment will lead back into B 1 while the second assignment leads into B 2 , which is obvious considering that the first assignment resets pc to 1 and the second assignment increases pc from 3 to 4. This means that all states s ∈ B 1 with s |= guard(c rest ) possess the quotient distribution µ 3 with: µ 3 (B 1 ) = 0.99 and µ 3 (B 2 ) = 0.01 which updates sig to: Finally, for the last command, namely c done , the formula system is as follows:
where already the two formulas in the first line are (together) unsatisfiable. This reflects the fact that no state in B 1 = pc = 4 has this command enabled, because its guard requires pc to be equal to 4. Therefore sig is not updated and as there are no more commands to consider, the loop terminates. Consequently, B needs to be split into three sub-blocks according to the different quotient distributions recorded in sig. Continuing this for all blocks, we compute the stable partition (expressions have been simplified to improve readability):
For this final partition, we extract the quotient DTMC depicted in Fig. 3 . Note that the distributions for the blocks can easily be kept track of during the refinement steps and are thus known. Also note that we already omitted the unreachable blocks B 
Experiments
Implementation. We implemented a C++-based prototype of our algorithm, using Microsoft's Z3 as the backend Smt solver and comprising about 5000 lines of code. We restrict our attention to PRISM models in which expressions involve linear integer arithmetic, which is typically the case in practice. Also, we use some optimisation techniques to the approach previously described, one of which passes an additional conjunct to the solver that rules out some unreachable blocks in the refinement procedure. Case studies. We evaluated our implementation on a set of probabilistic model checking benchmarks, 3 running our experiments on a Core i7 processor with 2.6GHz, and limited to 5GB RAM and 48 hours of runtime. If the experiment ran out of time or memory, this is marked as TO and MO, respectively. For the comparisons we considered all three engines of Prism (hybrid, sparse and MTBDD) and give the times for the default (hybrid) and the respective best engine for the corresponding example for both construction (column constr.) as well as verification (column verif.). Please note that the quotient DTMCs were first computed by our prototype as well as verified by Prism afterwards, but as the verification of the quotient took negligible time (i.e. less than 5ms) for all our experiments, we omitted these entries in the tables.
As it is already known that bisimulation minimisation can lead to drastically smaller state spaces, the key point we want to compare is not the model size in terms of states, but the time needed to verify the properties of interest. For this reason, we list time reduction factors: they are the ratio of the total time consumption of Prism for the given model to the total time needed to minimise the model using our prototype and verify it afterwards using Prism, where the verification, as explained earlier, took virtually no time at all. Since the time Prism needs for the full model strongly depends on the engine used, we list two reduction factors, where the lower is computed with respect to the best and the higher with respect to the worst Prism engine for the given model. Synchronous leader election protocol. In Itai and Rodeh's protocol, N processors each probabilistically chose one of K different values to pass synchronously around a ring in order to determine a unique leader. We computed the probabilities that a leader is eventually elected and that a leader is elected within L rounds, for L = 3. The results are shown in Table 1 . The construction and verification of the bisimulation quotient is about as fast as the best (i.e., sparse) Prism engine. However, in comparison to the default Prism engine, we achieve substantial speed-ups using Smt-based quotienting. Note that the quotient system can be used to verify the step-bounded property for arbitrary values of L, as it preserves all PCTL* formulae and does not depend on L. So, verifying this property for more values of L will increase the reduction factors roughly linearly. Table 2 . Impact of bisimulation minimisation on the Crowds protocol model.
Crowds protocol. Reiter and Rubin's Crowds protocol aims to send a message anonymously to a destination by randomly routing it R times through a crowd of size N . For this model, we restricted the reachable blocks by over-approximating the reachable state space by an expression capturing the obvious fact that the total number of member observations cannot exceed the number of instances the protocol has been run. Our model is a slight amendment of the model available on the Prism website with less variables. Table 2 summarizes the results, where we computed the probability that the original sender was discovered more than once. Using our technique, we not only outperform Prism in terms of runtime, but are also able to treat significantly larger model parameters. In fact, for the parameters where the state space size is indicated as unknown ("?"), using Prism we were not able to build the state space let alone perform the actual verification. 4 Here, the crucial advantage of the Smt-based quotienting becomes apparent: since it avoids building the full state space of the original model, it shortens computation times while reducing the required memory.
Comparison with Sigref. In addition to the comparison with Prism, we compared our prototype to Sigref, a tool that performs bisimulation minimisation symbolically on a BDD representation of the system [21] . We integrated Sigref into Prism in a way that works directly on the internal format of the model checker, which was possible because they share the MTBDD library Cudd. Table 3 illustrates the experimental results for both case studies, where the time reduction factor is the ratio of time needed for minimisation using Sigref plus the verification using Prism to the time needed for the minimisation using our Smt-based prototype plus the verification time using Prism. Note that while the quotient DTMCs are isomorphic, the verification times differ between the two approaches, because the BDD representing the (same) system is different. For the first case study, we observe minor speed-ups compared to Sigref. However, due to memory requirements, Sigref was unable to minimise the state space of Possible extensions. We conclude this section with an overview of several ways that our SMT-based approach to bisimulation can be extended.
Rewards. A Markov Reward Model (MRM) (D, r)
is a DTMC D equipped with a function r : S → R ≥0 that assigns a non-negative real value to each state of D.
Upon passing through state s the reward r(s) is gained, providing a quantitative measure in addition to the probabilities. In the Prism modelling language, statebased rewards are defined in a similar fashion as commands, essentially attaching a reward expression e to all states satisfying a given Boolean expression b. If e is an expression evaluating to a constant, i.e., all states satisfying b share the same reward value, then rewards can be easily supported by our implementation by adjusting the initial partition appropriately.
Nondeterminism. In its current form, both the algorithm and the implementation treat only DTMCs and CTMCs and do not support their nondeterministic counterparts MDPs and CTMDPs, respectively. Our prototype can be extended in order to also support these models. For this, we lift the formula system S Π,c of section 3 to a system S Π incorporating all commands with additional auxiliary variables x c for c ∈ Comm as follows:
x c ↔ guard(c) for all c ∈ Comm (9) z c,i,j → wp(b j , E c,i ) for all c ∈ Comm, all 1 ≤ j ≤ k and all 1 ≤ i ≤ |c| (10)
z c,i,j for all c ∈ Comm and 1 ≤ i ≤ |c| (11) where the current partition Π = π is given by π = {b 1 , . . . , b k }, |c| refers to the number of assignments of c and E c,i denotes the ith assignment of c. Enumerating the satisfying assignments will now induce sets of simultaneously enabled commands and the corresponding target block combinations.
Parametric Markov chains. If the probabilities in a given probabilistic program are not concrete values but rather parameters, it corresponds to a parametric Markov chain [8] instead of a DTMC. As the only part of our algorithm that deals with probabilities is the computation of the probability distribution induced by a command and a target block combination, it is fairly straightforward to incorporate parameters. Instead of computing a concrete value associated with each successor block, we symbolically derive an expression involving the parameters and only consider two parametric probability distributions equal if they syntactically coincide (in a certain normal form). This way, the computed quotient preserves all PCTL* properties for all possible parameter values.
Conclusion and Further Work
We have presented an Smt-based approach to extract, from a probabilistic program specified in the Prism modelling language, the Markov chain representing its coarsest bisimulation quotient. No state space is generated-our bisimulation minimisation is a truly symbolic program manipulation. Experiments yielded encouraging results, even without optimisations such as formula simplification, which we plan to incorporate in future work. Application of the Smt-based approach to either parametric programs or programs with infinite state space but finite bisimulation quotient is straightforward and the approach can easily be adapted to perform compositional minimisation. We therefore believe that this approach represents a promising alternative to enumerative and BDD-based bisimulation minimisation algorithms.
