Per-pixel mirror-based measuring : um novo método para aquisição para vídeo de alta velocidade by Lima, Jonathan Alis Salgado
Universidade de Brasília
Instituto de Ciências Exatas
Departamento de Ciência da Computação
Per-pixel mirror-based measuring: Um novo me´todo
para aquisic¸a˜o para v´ıdeo de alta velocidade
Jonathan Alis Salgado Lima
Dissertac¸a˜o apresentada como requisito parcial
para conclusa˜o do Mestrado em Informa´tica
Orientadora
Prof.ª Dr.ª Myle`ne C. Q. Farias
Coorientador
Prof. Dr. Cristiano Miosso
Bras´ılia
2014
Universidade de Bras´ılia — UnB
Instituto de Cieˆncias Exatas
Departamento de Cieˆncia da Computac¸a˜o
Mestrado em Informa´tica
Coordenadora: Prof.ª Dr.ª Alba Cristina M. de Melo
Banca examinadora composta por:
Prof.ª Dr.ª Myle`ne C. Q. Farias (Orientadora) — CIC/UnB
Prof. Dr. Bruno Luiggi Macchiavello — CIC/UnB
Prof. Dr. Ricardo von Borries — University of Texas at El Paso (UTEP)
CIP — Catalogac¸a˜o Internacional na Publicac¸a˜o
Lima, Jonathan Alis Salgado.
Per-pixel mirror-based measuring: Um novo me´todo para aquisic¸a˜o para
v´ıdeo de alta velocidade / Jonathan Alis Salgado Lima. Bras´ılia : UnB,
2014.
109 p. : il. ; 29,5 cm.
Dissertac¸a˜o (Mestrado) — Universidade de Bras´ılia, Bras´ılia, 2014.
1. compressive sensing , 2. amostragem de v´ıdeo, 3. eficieˆncia luminosa,
4. independeˆncia termporal
CDU 004
Enderec¸o: Universidade de Bras´ılia




Instituto de Ciências Exatas
Departamento de Ciência da Computação
Per-pixel mirror-based measuring: Um novo me´todo
para aquisic¸a˜o para v´ıdeo de alta velocidade
Jonathan Alis Salgado Lima
Dissertac¸a˜o apresentada como requisito parcial
para conclusa˜o do Mestrado em Informa´tica
Prof.ª Dr.ª Myle`ne C. Q. Farias (Orientadora)
CIC/UnB
Prof. Dr. Bruno Luiggi Macchiavello Prof. Dr. Ricardo von Borries
CIC/UnB University of Texas at El Paso (UTEP)
Prof.ª Dr.ª Alba Cristina M. de Melo
Coordenadora do Mestrado em Informa´tica
Bras´ılia, 09 de Agosto de 2014
Agradecimentos
Primeiramente, agradec¸o a minha professora e orientadora Myle`ne, que acreditou em
mim, me incentivou e convidou a fazer o mestrado. Tal incentivo foi fundamental para a
minha perseveranc¸a, motivac¸a˜o e meu sucesso. Agradec¸o ao meu co-orientador Cristiano,
que pulou de para-quedas no meio do meu mestrado e me ajudou muito numa a´rea que
nem eu nem Myle`ne e´ramos especialistas. Agradec¸o ao tempo, dedicac¸a˜o e pacieˆncia que
eles dedicaram a mim. Foi de extrema importaˆncia para a conclusa˜o deste trabalho.
Agradec¸o a Chengbo Li, pela atenc¸a˜o e pela disponibilidade de fornecer os co´digos de
minimizac¸a˜o TV3D do TVAL3 que foram utilizados neste trabalho.
Agradec¸o aos meus amigos Amanda, Ariane, Gabriela, Helard, Lucas e Paula. Com
eles convivi va´rios dias, tivemos aulas juntos, muito estudo, viagens e aventuras. Esse
meu mestrado na˜o seria a seria a mesma coisa sem eles. Aprendi muito com eles, tanto
de cunho acadeˆmico, como coisas da vida. Definitivamente, ocuparam um espac¸o no meu
corac¸a˜o.
Agradec¸o aos meus pais Jose´ Alis e Clara que amo muito, por acreditar em mim e
pelo apoio. Agradec¸o por ainda deixarem eu morar com eles, por na˜o exigirem que eu
lave louc¸a, por deixar eu levar esse estilo de vida peculiar. Sem isso acho que eu na˜o
conseguiria concluir este trabalho.
Agradec¸o a` secretaria do Programa de Po´s-Graduac¸a˜o em Informa´tica (PPGInf) (em
especial a Paula e a professora Alba) por todo o apoio com as burocracias necessa´rias,
agradec¸o tambe´m ao o´rga˜o de Coordenac¸a˜o de Aperfeic¸oamento de Pessoal de Nı´vel Su-
perior (CAPES) pelo apoio financeiro.
iv
Resumo
Vı´deos adquiridos em alta resoluc¸a˜o temporal teˆm aplicac¸o˜es em va´rios segmentos
como cieˆncia, indu´stria, seguranc¸a, entretenimento, esportes, etc. Pore´m, as caˆmeras que
adquirem v´ıdeos em alta resoluc¸a˜o temporal sa˜o muito caras e, portanto, ha´ uma neces-
sidade de desenvolvimento de novas formas de aquisic¸a˜o. Novas arquiteturas de caˆmeras
computacionais teˆm utilizado aquisic¸a˜o em caˆmeras comuns de baixa resoluc¸a˜o temporal
e a teoria de compressive sensing para reconstruir v´ıdeos de maior resoluc¸a˜o temporal.
Pore´m, as te´cnicas de aquisic¸a˜o presentes na literatura apresentam dependeˆncia temporal
entre as medidas e descarte de informac¸a˜o luminosa. Neste trabalho, apresentamos um
novo me´todo para a aquisic¸a˜o de medidas lineares denominado Per-pixel mirror-based me-
asuring (PPM). O me´todo proposto apresenta medidas temporalmente independentes e
aproveita 100% da informac¸a˜o luminosa. Nossa metodologia de testes consiste em simular
os modos de aquisic¸a˜o presentes na literatura e o me´todo proposto, adquirir amostras
de um conjunto de v´ıdeos (sinte´ticos e reais), reconstruir utilizando o mesmo algoritmo
de reconstruc¸a˜o e, finalmente, avaliar os resultados utilizando uma me´trica de qualidade.
Nas simulac¸o˜es, avaliamos os resultados testando variac¸o˜es de diversos paraˆmetros, como
resoluc¸a˜o espacial do v´ıdeo, resoluc¸a˜o temporal, quantidade de movimento, nu´mero de
dimenso˜es da reconstruc¸a˜o, etc. Os resultados mostram que a te´cnica proposta apresenta
melhor desempenho quanto a qualidade dos v´ıdeos reconstru´ıdos do que as outras te´cnicas
testadas. Trabalhos futuros incluem testar novas configurac¸o˜es da te´cnica, testar novos
me´todos de reconstruc¸a˜o e avaliar a construc¸a˜o de um hardware que possa viabilizar a
te´cnica em caˆmeras.




Video acquisition in high temporal resolution has several aplications in science, in-
dustry, segurity, entertainment, sports, etc. However, high speed cameras are expensive
and, therefore, there is a gread need for new acquisition methods. New computational
cameras arquitecture have been using acquisition using common low speed cameras and
compressive sensing theory for reconstructing high speed videos. But acquisition tech-
niques present in literature show time dependence among the measures and throw away
light information. This work presents a new linear acquisition method named Per-Pixel
mirror-based measuring (PPM). The proposed method presents temporal independent
measures and keeps 100% of light information. Our test methodology consists of sim-
ulating the acquisition methods present in literature and proposed method, acquiring
measures from a set of videos (synthetic and natural), reconstructing the videos with the
same algorithm and, finally, comparing the results using a quality metric. On simulations,
we evaluate the results testing variations considering temporal and space resolutions of the
videos, ammount of video motion, number of reconstruction dimensions, etc. The results
show that PPM presents better performance than other techniques with respect to the
quality of the reconstructed videos. Future works include testing new configurations of
the technique, testing new reconstruction methods and evaluating hardware contruction
for bringing the technique to video cameras.
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Este trabalho apresenta um novo me´todo para aquisic¸a˜o de v´ıdeo de alta resoluc¸a˜o
temporal a partir de uma caˆmera com sensores comuns de baixa resoluc¸a˜o temporal de-
nominado Per-Pixel Mirror-Based Measuring. O me´todo proposto necessita de um novo
dispositivo a ser introduzido em uma caˆmera comum para adquirir as amostras, e a partir
delas, o v´ıdeo de alta resoluc¸a˜o temporal e´ obtido utilizando compressive sensing. Avalia-
mos o me´todo proposto, comparando os seus resultados de reconstruc¸a˜o com os resultados
obtidos a partir de outros me´todos dispon´ıveis na literatura. A avaliac¸a˜o e´ feita em termos
de qualidade objetiva e subjetiva e de tempo de reconstruc¸a˜o.
Este cap´ıtulo apresenta a relevaˆncia das aplicac¸o˜es da aquisic¸a˜o de v´ıdeo de alta reso-
luc¸a˜o temporal e as vantagens de utilizar caˆmeras com sensores comuns para adquirir estes
sinais. Descrevemos ainda, um conjunto de me´todos presentes na literatura, detalhando
suas vantagens e desvantagens; esta ana´lise permite observar quais aspectos devem ser
atacados por um novo sistema de aquisic¸a˜o de v´ıdeo em alta resoluc¸a˜o temporal, como
o proposto nesta pesquisa. Apresentamos tambe´m a proposta deste trabalho, com as
hipo´teses e objetivos considerados no seu desenvolvimento. Finalmente, descrevemos a
organizac¸a˜o desta dissertac¸a˜o.
1.1 Motivac¸a˜o
A aquisic¸a˜o de v´ıdeos a alta resoluc¸a˜o temporal e´ muito requisitada em va´rias apli-
cac¸o˜es na indu´stria. Uma destas aplicac¸o˜es consiste em analisar coliso˜es controladas de
carros com o objetivo de verificar a sua seguranc¸a. Assim, pesquisadores podem analisar
as imagens e entender melhor a interac¸a˜o entre as partes do carro e os ocupantes e deter-
minar quais aspectos do carro precisam ser aperfeic¸oados para uma maior seguranc¸a. A
mesma ideia e´ aplicada em diversos tipos de teste, com o objetivo de medir a resisteˆncia de
produtos a quedas, impactos, tenso˜es, bem como inferir ponto de fusa˜o, etc. A Figura 1.1
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apresenta um conjunto de imagens que ilustra o momento em que uma broca de furadeira
se quebra. Para ser poss´ıvel observar tal efeito, e´ necessa´ria uma resoluc¸a˜o temporal de
30.000 quadros por segundo [45].
Figura 1.1. Um conjunto de quadros obtidos a partir de um v´ıdeo adquirido
a 30.000 quadros por segundo. Neste exemplo, a captura do momento exato da
quebra do bico da furadeira ilustra a importaˆncia de uma alta resoluc¸a˜o temporal
para este tipo de aplicac¸a˜o. Fonte: [45].
Assim como existem aplicac¸o˜es na indu´stria, existem tambe´m na academia. Neste
caso, as imagens captadas sa˜o utilizadas para entender o funcionamento de fenoˆmenos es-
pec´ıficos, representando uma importante ferramenta para pesquisas cient´ıficas. Entre os
exemplos das aplicac¸o˜es de v´ıdeo de alta velocidade na cieˆncia, podemos citar a ana´lise bio-
mecaˆnica, onde e´ poss´ıvel visualizar melhor o comportamento de tecidos, ossos e mu´sculos
humanos nas condic¸o˜es de movimento ou estresse, conforme ilustrado na Figura 1.2(a).
Existem ainda aplicac¸o˜es em microscopia, co mo objetivo de analisar o movimento de mi-
crorganismos e suas func¸o˜es celulares, como ilustrado na Figura 1.2(b). Outra aplicac¸a˜o e´
para visualizac¸a˜o do fluxo de fluidos de densidade varia´vel, o que pode fornecer um melhor
entendimento de seu comportamento sobre diversas condic¸o˜es (Schlieren photography, um
processo ilustrado na Figura 1.2(c) [13]).
Tambe´m existem aplicac¸o˜es militares, nas quais se pode observar como as minas e
exploso˜es afetam os materiais militares ou analisar como os proje´teis atravessam o ar e os
materiais em geral. Existem aplicac¸o˜es ate´ mesmo na a´rea de entretenimento. Na Figura
1.2(d) podemos observar flechas atravessando balo˜es. Observamos tambe´m aplicac¸o˜es no
esporte, onde a resoluc¸a˜o temporal pode ajudar a observar com clareza o que aconteceu
com os jogadores em lances duvidosos, ou observar se a bola passou ou na˜o das linhas do
campo. Todas essas aplicac¸o˜es exigem uma resoluc¸a˜o temporal de ate´ milhares de quadros
por segundo, o que na˜o e´ poss´ıvel a olho nu ou com caˆmeras convencionais.
O nu´mero de aplicac¸o˜es para v´ıdeos de alta resoluc¸a˜o temporal aumenta quando a
taxa de quadros por segundo atinge a ordem de trilho˜es. A essa velocidade de aquisic¸a˜o,
o tempo entre quadros e´ ta˜o pequeno que a luz viaja apenas de´cimos de mil´ımetros e,
assim, e´ poss´ıvel observar fo´tons. Com isso, podemos observar a luz e como ela se espalha
nos materiais, incluindo diversos efeitos o´ticos. Isso permite, por exemplo, a visualizac¸a˜o
de cenas e ate´ mesmo a sua modelagem 3D por volta de uma parede. No esquema proposto




Figura 1.2. Diversas aplicac¸o˜es de v´ıdeo de alta velocidade. (a) Aplicac¸a˜o em
biomecaˆnica, neste caso as imagens a 2000 FPS ajudam a entender o comportamento
dos mu´sculos na atividade de corrida. (b) Aplicac¸a˜o em microbiologia, neste caso as
imagens a 500 FPS ajudam a ilustrar como e´ o fluxo de fluidos internos nas ce´lulas.
(c) Visualizac¸a˜o do fluxo dos gases gerados no processo de se acender um fo´sforo. (d)
As imagens a 2000 FPS ajudam a observar melhor como balo˜es estouram, mostrando
que o material dos balo˜es perdem sua integridade estrutural muito ra´pido, e a a´gua
parece flutuar por algum tempo. Fonte: [45]
num anteparo e no objeto a ser observado. Alguns dos fo´tons voltam a` caˆmera. Medindo
o tempo entre fo´tons e a intensidade, e´ poss´ıvel estimar o formato dos objetos que esta˜o
por tra´s de uma parede. O esquema e´ representado pela Figura 1.3.
1.1.1 Viabilidade de Caˆmeras de Alta Velocidade
Caˆmeras de v´ıdeo esta˜o demandando cada vez mais resoluc¸a˜o espacial e temporal. Nos
u´ltimos anos, a tecnologia dos sensores nas caˆmeras de v´ıdeo tem aumentado considera-
velmente a resoluc¸a˜o espacial (nu´mero de pixels) das caˆmeras. As caˆmeras de v´ıdeo atuais
chegam a resoluc¸o˜es superiores a 40 Megapixels (milho˜es de pixels) [12]. Ate´ mesmo ce-
3
Figura 1.3. Exemplo de um processo computacional de formac¸a˜o de imagens
para uma aplicac¸a˜o em visualizac¸a˜o por tra´s da parede. Nesta aplicac¸a˜o e´ poss´ıvel
obter uma modelagem 3D dos objetos atra´s de uma parede a partir da reflexa˜o de
fo´tons pela porta. A caˆmera requer uma taxa de trilho˜es de quadros por segundo,
permitindo a ana´lise da diferenc¸a de tempo entre as detecc¸o˜es de fo´tons para estimar
as posic¸o˜es dos objetos correspondentes. Fonte: [54]
lulares apresentam caˆmeras com resoluc¸a˜o entre 8 e 13 Megapixels [44], alguns chegando
a 41 Megapixels [41]. Pore´m, considerando caˆmeras para aquisic¸a˜o de v´ıdeo, a resoluc¸a˜o
temporal, ou seja, o nu´mero de quadros por segundo (frames per second - FPS) na˜o tem
aumentado na mesma proporc¸a˜o que a resoluc¸a˜o espacial. As caˆmeras comuns teˆm cerca
de 30 a 60 quadros por segundo [47]. Portanto, na˜o e´ poss´ıvel obter os v´ıdeos de alta
resoluc¸a˜o temporal a partir de caˆmeras convencionais.
A forma mais intuitiva para adquirir um v´ıdeo em alta resoluc¸a˜o temporal e´ utilizando
caˆmeras de v´ıdeo de alta velocidade (high-speed video cameras) [45]. Estas caˆmeras uti-
lizam sensores sens´ıveis e ra´pidos, podendo fazer a aquisic¸a˜o de v´ıdeo em alta resoluc¸a˜o
temporal (com soluc¸o˜es comerciais podendo chegar a dezenas de milhares de FPS) sob
certas condic¸o˜es de luminosidade. Infelizmente, atualmente essas caˆmeras ainda sa˜o muito
caras.
Outra forma de adquirir v´ıdeo de alta velocidade e´ utilizando um conjunto de diversas
caˆmeras alinhadas para adquirir as imagens a va´rios quadros por segundo [57, 58]. Pore´m,
esta tambe´m e´ uma alternativa cara, uma vez que exige dezenas de caˆmeras muito bem
sincronizadas.
Essas alternativas convencionais se mostram invia´veis em muitas aplicac¸o˜es, por as-
pectos econoˆmicos e de praticidade. Sendo assim, baratear o processo de aquisic¸a˜o de
v´ıdeo de alta velocidade e´ um passo importante na popularizac¸a˜o da captura de v´ıdeo em
alta resoluc¸a˜o temporal.
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1.2 Me´todos e Problemas Relacionados a` Obtenc¸a˜o
de Vı´deo de Alta Velocidade Usando Sensores
Comuns
Os me´todos convencionais de aquisic¸a˜o de v´ıdeo em alta resoluc¸a˜o temporal sa˜o geral-
mente limitados pela crite´rio de Nyquist-Shannon, o qual estabelece uma taxa de aquisic¸a˜o
de medidas suficiente para se obter o sinal adequadamente. Embora este crite´rio estabe-
lec¸a um nu´mero suficiente de amostras a serem adquiridas para se obter o sinal, geralmente
e´ poss´ıvel obter o sinal mesmo com um nu´mero menor de medidas. Pore´m, os me´todos
convencionais de aquisic¸a˜o de v´ıdeo em alta resoluc¸a˜o temporal utilizam o nu´mero ma´ximo
de medidas dado pelo crite´rio de Nyquist-Shannon, seja por caˆmeras de alta velocidade
(em que os sensores se atualizam muito ra´pido e muitas medidas sa˜o tomadas), seja por
vetor de caˆmeras (em que o nu´mero de medidas e´ multiplicado pelo nu´mero de caˆmeras).
Novos me´todos, baseados em avanc¸os nas a´reas de caˆmeras computacionais e compres-
sive sensing, teˆm conseguido reconstruir v´ıdeos em alta resoluc¸a˜o temporal a partir de
um nu´mero de medidas menor que a exigida pela taxa de Nyquist [47, 23, 26, 25]. Esses
me´todos utilizam uma aquisic¸a˜o de um nu´mero bem menor de medidas (lineares) do que
a resoluc¸a˜o do sinal que se deseja obter, sendo o v´ıdeo completo reconstru´ıdo posterior-
mente por um processo de otimizac¸a˜o nume´rica. Este tipo de me´todo de reconstruc¸a˜o
se baseia no fato de que as cenas naturais sa˜o aproximadamente esparsas em algum do-
mı´nio conhecido e, a partir de algoritmos de otimizac¸a˜o que exploram esta esparsidade,
e´ poss´ıvel obter um sinal muito aproximado do sinal desejado. Desta forma, a resoluc¸a˜o
temporal na˜o fica limitada a` taxa de quadros da caˆmera.
Va´rios trabalhos baseados em compressive sensing em v´ıdeos e caˆmeras computacio-
nais ja´ foram realizados para obter v´ıdeos de alta resoluc¸a˜o temporal sem utilizar sensores
de alta velocidade. Alguns desses trabalhos incluem aquisic¸a˜o por um u´nico pixel, ou
aquisic¸a˜o por um modelador de luz global, ou aquisic¸a˜o por um modelador de luz por pi-
xel. Entre esses trabalhos, alguns se limitam a tipos espec´ıficos de cenas, tais como cenas
com tipos espec´ıficos de movimento (movimento linear [24, 36, 1, 20], ou perio´dico [51]),
enquanto outros trabalhos aceitam cenas arbitra´rias, com qualquer tipo de movimento
[16, 55, 47, 25, 26, 23].
Takar et al. propuseram um esquema de aquisic¸a˜o e recuperac¸a˜o de imagens conhecido
como single pixel camera [52, 16], que utiliza com apenas um sensor para a aquisic¸a˜o e tem
sua reconstruc¸a˜o baseada em me´todos de compressive sensing. Nesse esquema, a luz de
um padra˜o aleato´rio de pixels e´ escolhida para atingir um u´nico sensor. A cada atualizac¸a˜o
do sensor, o padra˜o e´ alterado para outro padra˜o aleato´rio. A partir de poucas medidas
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fornecidas pelo sensor, em uma quantidade muito menor que o nu´mero de amostras da
imagem, uma nova imagem e´ reconstru´ıda utilizando te´cnicas de otimizac¸a˜o.
Para v´ıdeos, o processo de aquisic¸a˜o e´ semelhante. Entretanto, a cena e´ exposta pelo
tempo desejado, alterando-se o padra˜o continuamente. Enta˜o, o v´ıdeo e´ reconstru´ıdo
usando uma otimizac¸a˜o que explora a redundaˆncia espac¸o-temporal do v´ıdeo [16, 55].
Como existem sensores u´nicos que operam em frequeˆncias muito altas, a aquisic¸a˜o de
v´ıdeo a alta velocidade e´ poss´ıvel. Chan et al. utilizaram um transmissor e receptor de luz
operando em frequeˆncias na ordem de Terahertz, e puderam recuperar radiac¸o˜es em cenas
a frequeˆncia de 100 Gigahertz [9]. Sankaranarayanan et al. se basearam na single pixel
camera para adquirir e reconstruir v´ıdeos [51]. Apesar de conseguir uma reconstruc¸a˜o com
poucas medidas, a te´cnica e´ limitada a v´ıdeos que podem ser modelados como sistemas
dinaˆmicos lineares.
Apesar da te´cnica single pixel camera mostrar resultados razoa´veis com apenas um
pixel, e´ poss´ıvel utilizar uma caˆmera de v´ıdeo com uma grande quantidade de sensores
para adquirir cenas e, assim, obter uma qualidade mais satisfato´ria. Um modelador de luz
global seleciona o tempo em que os sensores da caˆmera ira˜o receber a luz. Veeraraghavan
et al. [53] utilizam um modulador de luz global em sua te´cnica para a aquisic¸a˜o de v´ıdeos
perio´dicos de alta velocidade. Pore´m, apesar de obter o´timos resultados, o uso de um
modelo para o movimento da cena limita a variedade de cenas que podem ser capturadas.
Ramesh et al. [1] utilizaram a aquisic¸a˜o por modulador de luz global para eliminar o
efeito de borra˜o (motion blur) de cenas com movimento ra´pido, pore´m com a limitac¸a˜o de
que a cena deve ser representada como um sistema dinaˆmico linear. Tambe´m utilizando
um sistema de aquisic¸a˜o por modelador de luz global, Holloway et al. propuseram uma
te´cnica de caˆmera computacional sem restric¸a˜o com relac¸a˜o ao tipo de movimento da cena
[26]. Eles reconstroem a cena tanto por otimizac¸a˜o da esparsidade de diferenc¸as finitas dos
v´ıdeos reais, como por treinamento de diciona´rio. Embora na˜o tenham obtido resultados
melhores que outras te´cnicas dispon´ıveis na literatura, a sua viabilidade e´ superior pois
os modeladores de luz globais ja´ esta˜o dispon´ıveis em certas caˆmeras comerciais.
Uma outra forma de aquisic¸a˜o poss´ıvel consiste em utilizar um modelador de luz por
pixel. Esse modulador seleciona o tempo de exposic¸a˜o a` luz isoladamente para cada sensor.
Tal me´todo ainda na˜o esta´ presente em caˆmeras comerciais, sendo que as implementac¸o˜es
existentes utilizam um dispositivo externo acoplado ao sistema o´tico das caˆmeras. Recen-
temente, diversos trabalhos teˆm utilizado a aquisic¸a˜o dessa maneira em seus algoritmos
para resolver o problema de reconstruc¸a˜o por compressive sensing em v´ıdeos. Gupta et
al. utilizaram esse tipo de aquisic¸a˜o em sua te´cnica para recuperac¸a˜o do volume espac¸o-
temporal de um v´ıdeo [23]. Nessa te´cnica, e´ poss´ıvel escolher a resoluc¸a˜o espac¸o-temporal
apo´s a captura apenas recombinando as medidas. O restante da cena e´ preenchida por
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interpolac¸a˜o. Com um algoritmo que detecta movimento e´ poss´ıvel reconstruir as partes
do v´ıdeo que teˆm maior movimento com melhor resoluc¸a˜o temporal, e as partes mais
contantes com uma maior resoluc¸a˜o espacial. A te´cnica, pore´m, se baseia na forma do
modelador por pixel que conta com uma entrada de luz bastante reduzida, o que limita a
captac¸a˜o a cena´rios iluminados intensamente (que gerariam v´ıdeos bastante ruidosos).
Tambe´m adquirindo a cena utilizando um modulador por pixel, pore´m com um fluxo
maior de luz, Reddy et al. utiliza um algoritmo de reconstruc¸a˜o que se baseia em minimi-
zar o fluxo o´tico [47]. Ele obte´m bons resultados para cenas que poderiam ser facilmente
comprimidas. Pore´m, os resultados obtidos na˜o sa˜o muito bons em cenas com muitas
transic¸o˜es (como por exemplo, um bala˜o estourando). A partir de um processo de aquisi-
c¸a˜o similar, Hitomi et al. propuseram algoritmo de reconstruc¸a˜o baseado na minimizac¸a˜o
da esparsidade da cena em uma base criada a partir de inu´meros pequenos trechos de
um conjunto de v´ıdeos pre´-escolhidos, representando um diciona´rio pre´-treinado [25]. A
te´cnica obte´m resultados similares aos da te´cnica de Reddy.
Como mostrado, muitas das te´cnicas de caˆmeras computacionais que utilizam os me´-
todos atuais de aquisic¸a˜o apresentam problemas quanto a` eficieˆncia de absorc¸a˜o luminosa.
Outras funcionam melhor em tipos espec´ıficos de cenas. Outro problema de alguns dos
me´todos atuais e´ a dependeˆncia temporal entre as amostras, isto causa dificuldades na
separac¸a˜o apropriada do conteu´do de quadros subsequentes. Neste trabalho tentamos
atacar esses problemas atrave´s da proposta de um novo me´todo de aquisic¸a˜o.
1.3 Hipo´tese e Objetivos
Como vimos, diversas te´cnicas utilizam alguns me´todos de aquisic¸a˜o linear de v´ıdeos
e reconstroem os v´ıdeos em alta resoluc¸a˜o temporal. Pore´m, os me´todos na˜o teˆm boa
eficieˆncia de luz e apresentam dependeˆncia temporal entre as medidas. No´s admitimos a
hipo´tese de que um me´todo de aquisic¸a˜o que tenha maior eficieˆncia luminosa e apresente
independeˆncia temporal entre as medidas pode levar a melhores resultados do que os
me´todos tradicionais. Considerando isso, no´s trac¸amos os seguintes objetivos de pesquisa:
• Propor um me´todo de aquisic¸a˜o via´vel fisicamente, temporalmente independente
e com eficieˆncia o´tica igual ou superior a observada em outros me´todos presentes
na literatura, executar testes simulados para comparar o desempenho do me´todo
proposto com os outros me´todos da literatura e avaliar os resultados.
Mais especificamente, vamos:
• Avaliar os me´todos de amostragem de v´ıdeo na literatura e observar o n´ıvel de
eficieˆncia de luz de cada um dos me´todos, e o n´ıvel de dependeˆncia das amostras,
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ale´m de classificar outras vantagens e desvantagens dos me´todos de amostragem na
literatura e em comparac¸a˜o com o proposto;
• Implementar e avaliar o me´todo proposto para reconstruc¸a˜o de v´ıdeos de refereˆncia,
para comparac¸a˜o;
• Verificar a viabilidade de implementar o me´todo proposto em hardware;
• Na simulac¸a˜o, variar apenas o me´todo de amostragem, sendo assim, os demais pa-
raˆmetros devem se manter inalterados em cada teste. Paraˆmetros como o v´ıdeo
de teste, o tamanho dele, a taxa de ganho amostragem, e principalmente o mesmo
me´todo de reconstruc¸a˜o devem ser empregados nos testes;
• Testar paraˆmetros e observar a influeˆncia deles no resultado. A resoluc¸a˜o espacial
do v´ıdeo, a resoluc¸a˜o temporal, v´ıdeos sinte´ticos e reais, o n´ıvel de movimentac¸a˜o
do v´ıdeo, robustez da amostragem ao ru´ıdo, reconstruc¸o˜es 2D ou 3D, entre outros;
• Verificar as vantagens e desvantagens do me´todo, decidir se este me´todo e´ via´vel ou
na˜o em relac¸a˜o aos outros me´todos, e estabelecer as restric¸o˜es de uso;
• Avaliar os recursos computacionais empregados nos testes, tais como tempo de exe-
cuc¸a˜o e memo´ria.
1.4 Justificativa
Se for poss´ıvel propor um me´todo de aquisic¸a˜o de v´ıdeo que leve a melhores resultados
de reconstruc¸a˜o do que os me´todos na literatura, e se for poss´ıvel implementar o hardware
ou pelo menos avaliar a sua viabilidade, podemos cogitar incluir o dispositivo nas caˆme-
ras de v´ıdeo. Desta forma, mesmo as caˆmeras normais podera˜o adquirir medidas para
reconstruc¸a˜o de v´ıdeo de alta velocidade. Com isso, os v´ıdeos de alta velocidade estariam
acess´ıveis para uma gama bem maior de usua´rios.
Mesmo que a implementac¸a˜o do dispositivo que implementa o me´todo ainda na˜o seja
via´vel comercialmente para os padro˜es atuais de resoluc¸o˜es das caˆmeras de v´ıdeo conven-
cionais, esta pesquisa pode responder qual e´ a importaˆncia da independeˆncia temporal
para a reconstruc¸a˜o de v´ıdeo de alta velocidade e a influeˆncia da quantidade de informac¸a˜o
luminosa captada. Esta resposta pode levar a outros me´todos de aquisic¸a˜o, que podem
vir a ser melhores do que o proposto. Sendo assim, o me´todo proposto pode contribuir
para novas formas de aquisic¸a˜o de medidas em compressive sensing em outras aplicac¸o˜es.
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1.5 Estrutura da Dissertac¸a˜o
No Cap´ıtulo 2, apresentamos os conceitos necessa´rios para o entendimento do trabalho.
Entre eles os conceitos de sinais discretos, transformadas, compressive sensing, aquisic¸a˜o
de v´ıdeo digital e os me´todos de amostragem de medidas lineares para reconstruc¸a˜o de v´ı-
deo de alta velocidade com compressive sensing. Para efeito de comparac¸a˜o, apresentamos
o modelador de luz global e modeladores por pixel.
No Cap´ıtulo 3, apresentamos um novo esquema de aquisic¸a˜o de v´ıdeo, denominado
Per-Pixel Mirror-Based Measuring, bem como a comparac¸a˜o deste me´todo com outros
me´todos considerando aspectos como a propriedade de incoereˆncia, tipo de dependeˆncia
entre as medidas, e eficieˆncia luminosa, entre outros. Mostramos as variac¸o˜es poss´ıveis do
me´todo. Apresentamos tambe´m o modelo de reconstruc¸a˜o para testes comparativos entre
os me´todos de aquisic¸a˜o, bem como os algoritmos de reconstruc¸a˜o utilizados e detalhes
de implementac¸a˜o.
No Cap´ıtulo 4, apresentamos os resultados nume´ricos de nossas simulac¸o˜es dos diversos
me´todos de aquisic¸a˜o, com paraˆmetros referentes ao tipo de sinal testado (imagens, v´ıdeos
sintetizados, v´ıdeos reais, resoluc¸a˜o temporal e espacial), robustez ao ru´ıdo, dimensa˜o do
algoritmo de reconstruc¸a˜o (2D ou 3D). Avaliamos tambe´m os recursos computacionais e
discutimos os resultados.
No Cap´ıtulo 5, analisamos quais os objetivos foram alcanc¸ados neste trabalho. Ale´m
disso, apresentamos os pro´ximos passos do trabalho, gerados a partir de novas ideias que




Neste cap´ıtulo, sa˜o apresentados conceitos ba´sicos relacionados ao tema da pesquisa.
Apresentamos os conceitos de sinais em domı´nios discretos e representac¸o˜es por transfor-
madas lineares. Em seguida, apresentamos a teoria de compressive sensing que e´ consi-
derada de grande interesse para a amostragem e reconstruc¸a˜o de v´ıdeo em alta resoluc¸a˜o
temporal. Finalmente, apresentamos os conceitos ba´sicos de aquisic¸a˜o de v´ıdeo digital,
para mostrar os principais me´todos de aquisic¸a˜o de medidas lineares para reconstruir
v´ıdeos de alta velocidade presentes na literatura.
2.1 Sinais em Domı´nio Discreto e Representac¸o˜es por
Transformadas Lineares
Um sinal em domı´nio discreto e´ uma sequeˆncia de nu´meros indexados por nu´meros
inteiros. Por exemplo a sequeˆncia real
x[n], n ∈ Z
e´ um sinal em domı´nio discreto, onde em cada posic¸a˜o n o sinal assume um valor real x[n].
Um sinal em domı´nio discreto pode ser de durac¸a˜o finita ou infinita. Ele tem durac¸a˜o
finita se esta´ definido em um intervalo finito
N1 ≤ n ≤ N2,
com −∞ < N1, N2 <∞ e N2 > N1. O comprimento desse sinal e´ N = N2 −N1 + 1 [38].
Podemos ver um sinal real em domı´nio discreto iniciando em N1 = 0 e de tamanho N
como um vetor de RN , em que cada valor x[n] representa um componentes desse vetor.
Assim cada ponto de RN representa um u´nico sinal.
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Um sinal representado dessa forma e´ um sinal de domı´nio unidimensional, pois apenas
um ı´ndice e´ necessa´rio para a indexac¸a˜o. O sinal e´ de domı´nio bidimensional se sua
intensidade varia em func¸a˜o de duas dimenso˜es (e.g. x[n,m] representa uma imagem).
Um v´ıdeo, por sua vez, e´ uma sequeˆncia de imagens, que pode ser vista como um sinal de
domı´nio tridimensional x[n,m, t].
2.1.1 Representac¸o˜es por Transformadas Lineares
Uma vez definido um sinal x[n], 0 ≤ n ≤ N −1, de comprimento N , temos uma repre-
sentac¸a˜o dele na forma temporal. Podemos representar esse sinal como uma combinac¸a˜o
linear de impulsos deslocados δ[n− k] (sinal que tem valor igual a 1 na posic¸a˜o n = k, e





Pore´m, esta e´ apenas uma forma de representar este sinal. Podemos tambe´m o representar
como combinac¸a˜o linear de outros tipos de sinais diferentes de impulsos deslocados.
Uma forma geral de representar sinais em domı´nio discreto e´ utilizando transformadas









X[k]ψ[k, n], 0 ≤ n ≤ N − 1, (2.2)
onde X[k] sa˜o os coeficientes da transformada de N pontos do sinal x[n]. (2.1) e´ co-
nhecida como equac¸a˜o de ana´lise e (2.2) e´ conhecida como equac¸a˜o de s´ıntese. Nessas
equac¸o˜es, ψ[k, n] sa˜o sequeˆncias conhecidas como func¸o˜es de base da transformada direta,
de tamanho N cada. Assim, o sinal x[n] pode ser representado por uma combinac¸a˜o
linear de ψ[n, k], ponderadas pelos coeficientes X[k]. ψ∗[k, n] sa˜o as func¸o˜es de base da
transformada inversa, que sa˜o as verso˜es conjugadas complexas de ψ[k, n].
A transformada e´ definida como sendo ortonormal se as func¸o˜es ψ[k, n] e ψ∗[k, n]
satisfazem a condic¸a˜o de ortonormalidade, dada pela seguinte equac¸a˜o:
N−1∑
n=0
ψ[k, n]ψ∗[l, n] =
1, l = k,0, l 6= k.
Em outras palavras, as bases ψ[k, n] e ψ∗[k, n] sa˜o ortonormais entre si.
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Por exemplo, se utilizarmos as exponenciais complexas
1√
N
ej2pikn/N , com n, k ∈







Assim, temos uma representac¸a˜o do sinal x[n] como um somato´rio de bases exponenciais





e−j2pikn/N sa˜o ortonormais entre si. Logo, podemos obter os coeficientes da transfor-







Apo´s o ajuste de colocar os fatores escalares
1√
N
na equac¸a˜o de s´ıntese 2.3, obtemos











Esse par de equac¸o˜es e´ conhecido como transformada discreta de Fourier (discrete
Fourier transform - DFT). Da mesma forma, outras transformadas sa˜o definidas a partir
da selec¸a˜o de func¸o˜es de base diferentes.
2.1.2 Notac¸a˜o Matricial das Transformadas
Considere um sinal em domı´nio discreto finito unidimensional x de tamanho N , que
pode ser visto como um vetor ~x coluna N × 1 no espac¸o RN , com elementos x[n]. Re-
presentaremos as func¸o˜es de base como N vetores N × 1 ψi, i = [1, . . . , N ]. Utilizando a






x = Ψs, (2.5)
em que s e´ o vetor de coeficientes N × 1.
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Para o exemplo dado pela Equac¸a˜o 2.1.1, no qual a base e´ formada por impulsos
deslocados, Ψ e´ a matriz identidade. A DFT de x[n] e´ obtida ao multiplicar a matriz
Ai,j = e−j2piil/N , com 0 ≤ i, l ≤ N − 1, pelo sinal x[n].
2.2 Compressive Sensing
O teorema da amostragem de Nyquist-Shannon diz que uma taxa de amostragem de
um sinal igual a duas vezes a maior frequeˆncia do sinal, e´ suficiente para o sinal ser
reconstru´ıdo sem perda de informac¸a˜o [38]. Chamamos essa taxa de captura de taxa de
Nyquist, a qual e´ geralmente utilizada nos processos de aquisic¸a˜o tradicionais de sinais.
Em muitas aplicac¸o˜es, o sinal conte´m frequeˆncias muito altas e, para a sua aquisic¸a˜o,
a taxa de Nyquist e´ muito alta. Ta˜o alta que os sensores necessa´rios para capturar a
estas taxas podem ser muito caros. Como muitos dados sa˜o gerados, o armazenamento e
transmissa˜o do sinal se torna dif´ıcil. Particularmente, para sinais de v´ıdeo que teˆm uma
grande quantidade de dados, e´ necessa´rio realizar uma compressa˜o dos dados no domı´nio
do espac¸o e do tempo. Ale´m disso, os sensores temporais de alta frequeˆncia sa˜o muito
caros.
Compressive sensing [6, 8, 14, 7, 3] e´ um novo me´todo de captura e representac¸a˜o de
sinais aproximadamente esparsos a uma taxa significantemente inferior a taxa de Nyquist.
Esse me´todo adquire o sinal por projec¸o˜es lineares em um nu´mero menor do que a taxa
de Nyquist, em uma base em que o sinal seja aproximadamente esparso. Ale´m disso, o
me´todo reconstro´i o sinal por otimizac¸a˜o em medidas de esparsidade do sinal, considerando
a restric¸a˜o das projec¸o˜es lineares.
Na sec¸a˜o seguinte, apresentamos o conceito de esparsidade de um sinal, caracter´ıstica
necessa´ria para aplicar o me´todo compressive sensing. Tambe´m apresentaremos o processo
de aquisic¸a˜o e recuperac¸a˜o do sinal.
2.2.1 Sinais Esparsos e Aproximadamente Esparsos
Um sinal e´ dito esparso na base Ψ se os coeficientes desse sinal representado nessa
base sa˜o esparsos, ou seja, apenas poucos coeficientes deste sinal sa˜o na˜o nulos nesta base.
Denotaremos um sinal com K coeficientes na˜o nulos de sinal K -esparso, ou seja, ele e´ uma
combinac¸a˜o linear de apenas K colunas de Ψ. Quanto menor o valor de K, mais esparso
e´ o sinal. A Figura 2.1 ilustra um sinal 6-esparso de comprimento 64.
Um sinal e´ dito aproximadamente esparso se a representac¸a˜o do sinal na base Ψ tem
poucos coeficientes altos e muitos coeficientes com valores desprez´ıveis. Os sinais naturais,
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n
x[n]
Figura 2.1. Exemplo de um sinal em representac¸a˜o esparsa (domı´nio transfor-
mado). Apenas 6 dos 64 coeficientes sa˜o na˜o nulos.
Em compressa˜o de sinais, as propriedades de sinais esparsos ou aproximadamente es-
parsos sa˜o bastante utilizadas. Se um sinal e´ esparso na base Ψ, podemos representar/en-
viar apenas os poucos coeficientes na˜o nulos, juntamente com suas posic¸o˜es. Na hora de
reconstruir o sinal completo, utilizamos apenas esses poucos coeficientes para recupera´-lo.
Desta forma obtemos uma reconstruc¸a˜o perfeita. Para sinais aproximadamente esparsos,
em um processo de compressa˜o com perdas, os coeficientes com pouca energia sa˜o despre-
zados (geralmente na fase de quantizac¸a˜o) e a reconstruc¸a˜o na˜o e´ perfeita. A qualidade do
sinal reconstru´ıdo dependera´ da quantidade de coeficientes desprezados e da importaˆncia
perceptual desses coeficientes [40].
2.2.2 Aquisic¸a˜o por Medidas Lineares
Seja N o tamanho do sinal x a ser adquirido. Suponha que este sinal e´ K -esparso em
uma base Ψ (ou seja, x = Ψs, em que s tem apenasK coeficientes na˜o nulos), comK  N .
Seja y a projec¸a˜o linear de x em um conjunto de M < N vetores Φi, i = [1, · · · ,M ] de
tamanho N . Considerando o conjunto de vetores como a matriz Φ de tamanho M × N ,
podemos representar y por
y = Φx = ΦΨs = Θs, (2.6)
em que Θ = ΦΨ e´ uma matriz M × N . Chamaremos Φ de matriz de medidas. Temos,
enta˜o, o processo de aquisic¸a˜o de y, no qual y tem apenas M medidas lineares de x.
De fato, na maioria das aplicac¸o˜es utilizando compressive sensing, o sinal x na˜o e´
conhecido a priori (ate´ porque, se x ja´ fosse conhecido, na˜o precisar´ıamos o reconstruir).
Os hardwares na verdade obteˆm o sinal y em seu processo de aquisic¸a˜o, a partir de
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um processo que simula a relac¸a˜o y = Θx, sem que essa operac¸a˜o matricial tenha sido
realizada.
2.2.3 O Problema da Reconstruc¸a˜o
O problema da reconstruc¸a˜o consiste em recuperar o sinal x de tamanho N ou a sua
representac¸a˜o esparsa s na base Ψ, a partir das M medidas lineares y e da matriz de
medidas Φ. Para sinais K -esparsos existem infinitos s′ que satisfazem Θs′ = y, pois Θ e´
uma matriz sub-determinada (Θ tem tamanho M ×N , com M < N , ou seja, tem menos
linhas que colunas). Devemos encontrar o s′ que seja exatamente K -esparso. Temos,
portanto, que resolver um sistema linear inverso subdeterminado.
2.2.4 Projeto da Matriz de Medidas
A matriz de medidas Φ deve permitir que o sinal x de tamanho N possa ser recons-
tru´ıdo a partir de apenas M amostras. Esse, aparentemente, e´ um problema mal posto1,
pois M < N . Se x e´ K -esparso e se as posic¸o˜es dos coeficientes diferentes de zero sa˜o
conhecidas, enta˜o o problema pode ser resolvido para M ≥ K. Uma condic¸a˜o necessa´ria e
suficiente para que o problema seja bem posto e´ que todo vetor v que tenha K coeficientes
na˜o nulos deve obedecer a seguinte equac¸a˜o [3]:
1−  ≤ ||Θv||2||v||2 ≤ 1 +  (2.7)
para algum  > 0 pequeno. Ou seja, a matriz Θ deve preservar os comprimentos de todos
os vetores K -esparsos. Em geral, as posic¸o˜es dos coeficientes na˜o-nulos na˜o sa˜o conhecidas.
Entretanto, uma condic¸a˜o suficiente para a soluc¸a˜o esta´vel para sinais exatamente K -
esparsos ou aproximadamente esparsos e´ que Θ satisfac¸a 2.7 para qualquer vetor v 3K-
esparso. Essa condic¸a˜o e´ a propriedade de isometria restrita (restricted isometry propriety
- RIP) [3, 6] e, quanto mais o valor de  se aproxima de zero, melhor essa condic¸a˜o e´
satisfeita. Outra condic¸a˜o relacionada, conhecida como incoereˆncia, requer que as linhas
de Φ na˜o possam representar esparsamente as colunas de Ψ e vice-versa.
Para construirmos uma matriz Φ de tal forma que Θ = ΦΨ satisfac¸a a RIP, ter´ıamos





poss´ıveis combinac¸o˜es de sinais K -esparsos de tamanho N .
Pore´m, se escolhermos Φ tomando M linhas aleato´rias da matriz identidade, com alta
probabilidade ela satisfaz a RIP [14]. Para satisfazer a incoereˆncia, basta escolher Ψ de
tal forma que a representac¸a˜o das linhas de Φ na˜o sejam esparsas. Para a Φ escolhida,
1Um problema bem posto e´ um problema que tem uma u´nica soluc¸a˜o e ha´ pouca variac¸a˜o em sua
soluc¸a˜o quando ha´ pouca variac¸a˜o nas condic¸o˜es iniciais deste problema. Um problema mal posto admite
mais de uma soluc¸a˜o se a sua soluc¸a˜o varia muito com pequenas variac¸o˜es nas condic¸o˜es iniciais [46]
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podemos escolher Ψ como, por exemplo, a matriz de coeficientes da DFT, pois os coefici-
entes da DFT aplicadas a sinais do tipo δ[n− k] (que correspondem a`s linhas de Φ ) teˆm
mo´dulo 1 em qualquer posic¸a˜o, ou seja, na˜o sa˜o esparsas.
Uma forma de medir a incoereˆncia de um sistema de compressive sensing, juntamente
com suas relac¸o˜es de transformada esparsificante, matriz de medidas, nu´mero de medidas,
e´ atrave´s da func¸a˜o Transform Point Spread Function (TPSF) proposta por Lustig et al.
[34]. Essa func¸a˜o e´ definida da seguinte forma:
TPSF (i, j) = e∗jΨΦ∗ΦΨ∗ei, (2.8)
em que ej e´ o vetor-coluna de tamanho N com todos os componentes iguais a zero, exceto
na posic¸a˜o j. Idealmente, e´ desejado que a TPSF(i,j) tenha energia muito baixa e um
comportamento ruidoso para i 6= j. Isto implica que artefatos de aliasing introduzidos
por sub-amostragem produzam uma incerteza relativamente pequena ao resolver o i-e´simo
coeficiente da transformada no j-e´simo coeficiente [43].
Para o caso em que o sinal ja´ e´ esparso, e na˜o aplicamos nenhuma transformada espar-
sificante (ou seja, Ψ e´ igual a identidade), a TPSF se reduz a` Point Spread Function(PSF):
PSF (i, j) = e∗jΦ∗Φei. (2.9)
Uma forma simples de se avaliar a incoereˆncia de um sistema de compressive sensing,
e´ medir o ma´ximo lo´bulo lateral (sidelobe-to-peak - SPR), dado por:
max
i 6=j
∣∣∣∣∣PSF (i, j)PSF (i, i)
∣∣∣∣∣ . (2.10)
A Figura 2.2 ilustra alguns resultados intermedia´rios do ca´lculo das func¸o˜es PSF e a
TPSF para um Ψ igual a` transformada wavelet e Φ igual a uma func¸a˜o de sub-amostragem
de coeficientes aleato´rios da transformada discreta de Fourier, aplicados a um impulso.
O resultado final dos processos ilustrados pela Figura 2.2(a) e 2.2(b), mostra um sinal
parecido com o sinal de entrada: um impulso na mesma posic¸a˜o que o sinal de entrada,
pore´m, existem pequenas perturbac¸o˜es de pouca intensidade nas outras posic¸o˜es. Ao se
multiplicar o sinal resultante por um impulso na mesma posic¸a˜o (que e´ a parte do processo
mostrado em 2.9 mas na˜o ilustrado na Figura 2.2), o resultado conte´m alta energia. Se
multiplicarmos o sinal resultante pelo impulso em alguma outra posic¸a˜o, o resultado tem
baixa energia. Este e´ o comportamento esperado para um sistema de compressive sensing
incoerente.
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Figura 2.2. Exemplo de parte do processo da aplicac¸a˜o das func¸o˜es PSF e TPSF,
adaptado de [34]. a) Ilustra parte do processo do PSF para uma sub-amostragem dos
coeficientes da FFT. Ha´ um pico grande e um ru´ıdo de baixa energia fora do ponto
escolhido como sinal impulso de entrada, isso mostra que a sub-amostragem da FFT
apresenta baixa incoereˆncia. b) Ilustra parte do processo da TPSF para a mesma φ,
pore´m no domı´nio wavelet. Esta configurac¸a˜o apresenta o mesmo comportamento,
enta˜o o sistema de compressive sensing desta forma e´ incoerente.
2.2.5 Projeto do Algoritmo de Reconstruc¸a˜o
Para obter as poss´ıveis soluc¸o˜es, precisamos primeiro definir o tipo de me´trica que









para qualquer r ∈ R+∗ . Essa classe de me´trica e´ a mais gene´rica das me´tricas utilizadas
nos processos de reconstruc¸a˜o por compressive sensing. Como por exemplo as me´tricas
`0, `1, `2, entre outras. Definimos como bola `r todos os pontos do espac¸o RN que teˆm a
mesma `r.
Minimizac¸a˜o da `2
Quando escolhemos o valor de r = 2, obtemos a me´trica `2. Ela e´ bastante conhecida
como norma de um vetor, pois mede a distaˆncia euclidiana do vetor ate´ a origem [19].
Uma abordagem cla´ssica para a soluc¸a˜o de problemas lineares inversos e´ encontrar o vetor
com a menor `2, resolvendo o problema dado pela equac¸a˜o:
sˆ = argmins′(||s′||2), sujeito a Θs′ = y. (2.12)
Essa otimizac¸a˜o tem a soluc¸a˜o fechada da forma sˆ = ΘT (ΘΘT )−1y. Pore´m, a minimizac¸a˜o
da `2 quase nunca leva a uma soluc¸a˜o esparsa, pois ela mede a energia do sinal, que nem
sempre esta´ relacionada com a sua esparsidade.
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Na Figura 2.3, podemos ver geometricamente porque a soluc¸a˜o gerada na˜o e´ esparsa,
em um exemplo para N=2. A bola `2 e´ formada por todos os pontos em R2 que teˆm a
mesma `2, nesse caso representada pelo c´ırculo. Ao minimizar a `2 mantendo a restric¸a˜o
Θs′ = y (representada pelo segmento de reta), estamos procurando o c´ırculo de menor
raio que intercepte a reta. A soluc¸a˜o final e´ o sinal representado pelo ponto vermelho em
2.3(b). Podemos ver que esse sinal na˜o e´ esparso, pois o ponto que representa a soluc¸a˜o
final na˜o se encontra nem no eixo x, nem no eixo y, ou seja, na˜o conte´m nenhum valor
zero em suas coordenadas.
(a) (b)
Figura 2.3. Minimizac¸a˜o da `2 para um domı´nio de tamanho 2. a) A soluc¸a˜o





0 , se r = 01 , se r 6= 0,
enta˜o, por 2.11, a me´trica `0 de um vetor soma 1 para cada elemento do vetor que e´
diferente de zero, e soma zero caso contra´rio. Ou seja, essa me´trica conta o nu´mero de
elementos na˜o nulos deste vetor. Enta˜o, a otimizac¸a˜o dada pela equac¸a˜o:
sˆ = argmins′(||s′||0), sujeito a Θs′ = y (2.13)
recupera um sinal K -esparso fielmente. Pore´m, o problema de minimizac¸a˜o 2.13 e´ um






poss´ıveis posic¸o˜es de entradas na˜o nulas de s′ sejam testadas. Desta forma, a utilizac¸a˜o
da `0 na˜o e´ via´vel em aplicac¸o˜es reais, uma vez que, mesmo para sinais pequenos, o tempo
de execuc¸a˜o se torna demasiadamente grande.
Minimizac¸a˜o da `1
A otimizac¸a˜o baseada na me´trica `1 e´ definida pela seguinte equac¸a˜o:
sˆ = argmins′(||s′||1), sujeito a Θs′ = y. (2.14)
Resolvendo essa equac¸a˜o podemos recuperar sinais K -esparsos, pois o hiperplano y = Θs′
corta a menor bola `1 onde aparece a maior quantidade de zeros. Observe que a `1 de
um vetor e´ linear em relac¸a˜o aos termos deste vetor. Enta˜o, 2.14 e´ um problema de
programac¸a˜o linear.
Vamos utilizar o mesmo exemplo apresentado na Figura 2.3 para mostrar geometrica-
mente porque a `1 e´ mais adequada para sinais esparsos. A bola `1 e´ representada pelo
quadrado, o qual inclui todos os pontos em R2 que teˆm a mesma `1. Ao minimizar a `1
mantendo a restric¸a˜o Θs′ = y (representada pelo segmento de reta), estamos procurando
o menor quadrado que intercepta a reta. A soluc¸a˜o final e´ o ponto vermelho na Figura
2.4(b). Note que a soluc¸a˜o final e´ mais esparsa, pois tem uma coordenada igual a zero.
Podemos ver que a menor bola `1 vai interceptar a reta (no geral, o hiperplano) sempre
no ponto com maior quantidade de zeros.
(a) (b)
Figura 2.4. Minimizac¸a˜o da `1 para um domı´nio de tamanho 2. a) A soluc¸a˜o
inicial, e com as iterac¸o˜es e´ escolhido o ponto que tem a menor `1, como mostrado
em b), neste caso a soluc¸a˜o escolhida e´ mais esparsa.
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Minimizac¸a˜o da Variac¸a˜o Total (Total Variation)
A minimizac¸a˜o `1 tem sido amplamente utilizada desde a descoberta que a minimizac¸a˜o
`1 leva a soluc¸o˜es pro´ximas em relac¸a˜o a minimizac¸a˜o `0. Entretanto, para reconstruc¸a˜o de
imagens, pesquisas mostram que o uso da minimizac¸a˜o da variac¸a˜o total (total variation
- TV) tem levado a melhores resultados. As imagens reconstru´ıdas pela minimizac¸a˜o TV
apresentam bordas mais definidas, o que caracteriza melhor a imagem e leva a melhores
resultados do que a `1 [30]. Seja Dis o gradiente discreto do vetor s. O problema de
otimizac¸a˜o utilizando a minimizac¸a˜o TV e´ um pouco diferente do problema descrito pela
Equac¸a˜o 2.14. A partir das mesmas medidas, resolvemos o seguinte problema
sˆ = argmins′(||Dis′||r) sujeito a y = Θs′, (2.15)
para r = 1 ou r = 2. O modelo de TV e´ denominado isotro´pico para r = 2, e denominado
anisotro´pico para r = 1 [32].
Ao resolver o problema descrito por 2.15 no lugar do problema descrito por 2.14,
estamos alterando o modelo para melhor representar imagens. Ao inve´s de procurar a
imagem mais esparsa na base escolhida, estamos procurando pela imagem com o menor
`1 ou `2 do gradiente, isto diminui os elementos de alta frequeˆncia que causavam oscilac¸o˜es
na imagem [7]. Neste trabalho, utilizamos o modelo anisotro´pico, e denotaremos a me´trica
TV desta forma como ||.||TV .
2.2.6 Compressive Sensing para Sinais Aproximadamente Es-
parsos
Normalmente os sinais de imagem e v´ıdeo na˜o sa˜o exatamente esparsos, mas eles sa˜o
aproximadamente esparsos em alguma base Ψ. Em outras palavras, poucos dos seus coe-
ficientes teˆm muita energia, enquanto que a maioria teˆm baix´ıssima energia. Geralmente
na fase de quantizac¸a˜o de um processo de compressa˜o, esses coeficientes de pouca energia
sa˜o desconsiderados. O sinal reconstru´ıdo sem esses coeficientes fica indistingu´ıvel do sinal
original, segundo a percepc¸a˜o humana [40].
Na pro´xima sec¸a˜o, consideramos que esses coeficientes de pouca energia atuam no
sinal da mesma forma que medidas ruidosas atuariam, uma vez que na˜o e´ necessa´rio
saber exatamente o valor desse ru´ıdo em cada coeficiente. Assim, ao modelar a aquisic¸a˜o
considerando medidas ruidosas, teremos uma boa aproximac¸a˜o para a reconstruc¸a˜o de
um sinal na˜o exatamente K-esparso, mas apenas aproximadamente esparso. Neste caso,
o valor dos coeficientes de baixa energia na˜o e´ importante.
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2.2.7 Aquisic¸a˜o por Medidas Lineares Ruidosas
Seja Θ a mesma matriz de 2.6, o processo de aquisic¸a˜o e´ semelhante. A diferenc¸a e´
apenas que assumimos que o dado adquirido e´ ruidoso, ou seja, adicionamos um erro e a`
2.6 [7]:
y = Θs+ e, (2.16)
no qual e e´ uma pequena perturbac¸a˜o com amplitude limitada ||e||2 < δ, para δ > 0
pequeno.
2.2.8 Reconstruc¸a˜o a Partir de Medidas Ruidosas
Apo´s adquirir as amostras, temos que recuperar o sinal. Baseando-se no fato de que
Θ satisfaz a propriedade da isometria restrita, obtemos uma boa aproximac¸a˜o da soluc¸a˜o
resolvendo o problema de otimizac¸a˜o dado pela equac¸a˜o abaixo:
sˆ = argmins′(||s′||1) sujeito a ||y −Θs′||2 < δ. (2.17)
Os problemas de otimizac¸a˜o dessa forma sa˜o conhecidos como problemas de otimizac¸a˜o
com restric¸a˜o quadra´tica. A soluc¸a˜o na˜o e´ exatamente a soluc¸a˜o exata, mas uma aproxi-
mac¸a˜o suficientemente boa. Esta soluc¸a˜o difere do sinal original apenas por um n´ıvel de
ru´ıdo [7] que obedece a seguinte desigualdade
||sˆ− s||2 < C · δ, (2.18)
em que C e´ uma constante. Assim, o erro da reconstruc¸a˜o e´ proporcional ao ru´ıdo do
sinal original.
2.3 Aquisic¸a˜o de Vı´deo Digital
Em uma cena, uma fonte de luz ilumina os objetos, que absorvem parte da luz e
refletem outra parte. A luz que foi refletida passa pelo obturador da caˆmera e e´ capturada
pelos sensores da caˆmera durante um certo per´ıodo de tempo. Assim, obtemos um quadro
do v´ıdeo e o processo se repete a cada instante de tempo (tempo de integrac¸a˜o da caˆmera).
A velocidade em que cada quadro e´ obtido e´ relacionado com a resoluc¸a˜o temporal da
caˆmera, a qual e´ medida em taxa de quadros por segundo (frames per second - FPS), que
e´ igual ao inverso do tempo de integrac¸a˜o da caˆmera.
A Figura 2.5 ilustra o processo de captura de uma imagem em uma caˆmera digital.
Como cada sensor tem um formato quadrado, a imagem recebida e´ amostrada de acordo
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com o tamanho dos pixels. Apo´s esse processo, a imagem e´ quantizada por um conversor
analo´gico-digital (ADC). Ao final, obtemos uma sinal em domı´nio discreto quantizado e
em duas dimenso˜es, ou seja, uma imagem em n´ıveis de cinza [21].
(a) (b)
Figura 2.5. a) Um sensor e seus componentes e b) um exemplo de uma disposic¸a˜o
de va´rios sensores em forma matricial utilizados para aquisic¸a˜o de imagem [21].
Para caˆmeras coloridas, filtros por cores sa˜o utilizados. Esses filtros deixam passar as
ondas com luz em frequeˆncias espec´ıficas (vermelho, verde e azul), como vemos na Figura
2.6(a). Na Figura 2.6(b) vemos que ha´ mais sensores capturando o verde do que sensores
capturando as outras cores, isso se deve ao fato do sistema visual humano ser mais sens´ıvel
ao verde do que a`s outras cores.
2.3.1 Tempo de Integrac¸a˜o e de Exposic¸a˜o
O tempo de integrac¸a˜o da caˆmera e´ o tempo total do intervalo entre dois quadros
consecutivos. Ao final desse tempo, a amplitude do sinal ele´trico de sa´ıda de cada sensor
e´ proporcional a quantidade de fo´tons que o atingiram durante esse tempo. Esse tempo e´
fixo e depende da capacidade de renovac¸a˜o dos sensores.
O tempo de exposic¸a˜o e´ o tempo em que os sensores ira˜o efetivamente receber luz. Em
v´ıdeos, esse tempo e´ menor ou igual ao tempo total de integrac¸a˜o, pois e´ limitado a taxa
FPS da caˆmera. Nos sensores atuais, esse tempo e´ ajusta´vel. E´ poss´ıvel escolher o in´ıcio




Figura 2.6. Sensores para aquisic¸a˜o de imagens coloridas. Filtros sa˜o utilizados
para obter os 3 canais de cores. a) Sensores coloridos deixam passar apenas a luz
correspondente a` cor do filtro e refletem as outras cores. b) A disposic¸a˜o dos filtro de
cores. Conte´m mais filtros verdes para tomar proveito das caracter´ısticas do sistema
visual humano, que e´ mais sens´ıvel ao verde.
2.3.2 A Escolha do Tempo de Exposic¸a˜o
Caˆmeras digitais conte´m um padra˜o chamado ISO 2, que indica o n´ıvel de sensibilidade
a` luz dos sensores da caˆmera [27]. O ISO e´ controlado aumentando ou diminuindo o ganho
da sa´ıda nume´rica do n´ıvel de luz dos sensores. Os padro˜es ISO sa˜o 100, 200, 400, 800,
1600, etc. Os valores padro˜es variam exponencialmente, sendo que pro´ximo valor e´ igual
dobro do valor anterior.
Se o tempo de exposic¸a˜o for muito pequeno, o sensor recebe pouca luz. Uma forma
de equilibrar a quantidade de luz e´ aumentar o ISO dos sensores. Pore´m, isso aumenta a
relac¸a˜o entre o ru´ıdo de medida e a informac¸a˜o de luz lida, aumentando o ru´ıdo de leitura
dos sensores e gerando uma imagem mais ruidosa. A Figura 2.7 ilustra uma comparac¸a˜o de
duas imagens capturadas com a mesma caˆmera com dois tempos de exposic¸a˜o diferentes,
mas com a quantidade de luz equilibrada pelo ISO. Pode-se observar a influeˆncia do ISO
na quantidade de ru´ıdo.
Se escolhermos um tempo de exposic¸a˜o muito grande, teremos uma u´nica imagem
que corresponde a todo o tempo de integrac¸a˜o da caˆmera. Para cenas com pouco ou
nenhum movimento na˜o ha´ problema. Mas em cenas com movimento ra´pido, aparece um
efeito ’borrado’ devido ao movimento (motion blur), como ilustrado na Figura 2.8. Nesse
efeito, observamos um borra˜o causado pela trajeto´ria do movimento durante o tempo
de exposic¸a˜o. Logo, acabamos perdendo informac¸a˜o da configurac¸a˜o da cena em tempos
2ISO e´ uma abreviac¸a˜o de International Organization of Standardization, um corpo governamental
baseado na europa que mante´m padro˜es para uma vasta variedade de assuntos. Entre os padro˜es ditados
por este corpo, os valores padro˜es de sensibilidade dos sensores de caˆmeras digitais tambe´m esta˜o inclu´ıdos,
e receberam o acroˆnimo desta instituic¸a˜o.
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Figura 2.7. Influeˆncia do indicador de sensitividade ISO no ru´ıdo obtido pelos
sensores, adaptado de [22]. Na parte da esquerda da imagem, o tempo de exposic¸a˜o
e´ muito maior, o que permite um valor pequeno de ISO. Na parte da direita da
imagem, o tempo de exposic¸a˜o e´ muito menor, o que requer um valor do ISO bem
maior para obter o mesmo n´ıvel de intensidade. Em consequeˆncia disso, o n´ıvel de
ru´ıdo e´ muito maior.
espec´ıficos da imagem. Obtemos enta˜o uma integrac¸a˜o (soma infinitesimal dos quadros
pelo tempo) de todas as configurac¸o˜es da cena durante todo o tempo de exposic¸a˜o.
(a) (b)
Figura 2.8. Borra˜o de movimento (Motion Blur) devido ao alto tempo de expo-
sic¸a˜o. Em (a) a caˆmera acompanha o carro, percebe-se o efeito motion blur nas
letras no fundo. Em (b) o guarda-chuva rotaciona rapidamente e, pelo movimento
ser circular, a parte interna dele se move mais lentamente do que a parte externa.
Podemos observar que o efeito motion blur esta´ mais evidente na parte externa do
guarda-chuva, onde a quantidade de movimento da cena e´ maior.
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2.3.3 Moduladores de Luz
Moduladores de Luz Globais
Muitas vezes deseja-se um controle maior sobre a exposic¸a˜o da caˆmera. Em algumas
aplicac¸o˜es [26, 1, 53] e´ necessa´rio que a exposic¸a˜o na˜o seja controlada por apenas um
instante de tempo que se inicia e termina durante o tempo de integrac¸a˜o. Nessas apli-
cac¸o˜es, a exposic¸a˜o se inicia e termina va´rias vezes durante o tempo de integrac¸a˜o, em
instantes de tempo arbitra´rios, como ilustrado na Figura 2.9. Chamaremos os disposi-
tivos e arquiteturas de sensores que aplicam este tipo de exposic¸a˜o de moduladores de
luz globais. Atualmente, algumas caˆmeras comerciais ja´ possuem esse modo de exposic¸a˜o
implementado.
Figura 2.9. Exposic¸a˜o por modulador global. No gra´fico de cima, vemos o esquema
tradicional de exposic¸a˜o, ligamos e desligamos a exposic¸a˜o apenas uma vez durante
o tempo de integrac¸a˜o (linha tracejada). Com o modulador global, podemos ligar e
desligar a exposic¸a˜o quando desejarmos durante o tempo de integrac¸a˜o.
Moduladores de Luz Espaciais
Em algumas aplicac¸o˜es [23, 47, 25] e´ desejado uma forma ainda maior de controle
sobre a exposic¸a˜o. Nessas aplicac¸o˜es, ale´m do controle temporal da exposic¸a˜o como feita
por moduladores de luz globais, deseja-se que o controle seja independente para cada
pixel. Chamamos este tipo de moduladores de moduladores de luz espaciais (spatial
light modulators - SLD). Ao controlar a luz adquirida em cada posic¸a˜o espacial, inclui-
se tambe´m a possibilidade do comportamento dos espelhos ser o mesmo em todos os
instantes. Neste caso, eles tambe´m funcionam como moduladores de luz globais.
Existem, atualmente, alguns dispositivos que implementam a modulac¸a˜o de luz espa-
cial. Um deles e´ conhecido como digital micromirror device (DMD) [15, 39, 5]. O DMD
e´ implementado por um conjunto de microespelhos, um para cada pixel, que mudam a
angulac¸a˜o de acordo com um controle. Ha´ dois tipos poss´ıveis de orientac¸o˜es. A pri-
meira angulac¸a˜o aponta para a lente que leva a luz ao conjunto de sensores. A segunda
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aponta para fora da lente. Dessa forma, a luz recebida por cada sensor pode ser ligada
ou desligada. Na Figura 2.10(a) vemos uma ilustrac¸a˜o de como funciona o DMD.
A te´cnica conhecida como single pixel camera (SPC) [52] utiliza um modulador por
pixel, implementada com um DMD. Neste caso, a luz de todos os pixels ligados vai ate´
um u´nico sensor e a luz desligada e´ perdida. Ilustramos o processo na Figura 2.10(b).
(a)
(b)
Figura 2.10. Funcionamento do dispositivo de espelhos DMD e sua aplicac¸a˜o na
te´cnica Single Pixel Camera (SPC). a) Ilustrac¸a˜o do dispositivo DMD. Os espelhos
que recebem ‘0’ sa˜o inclinados para algo que absorve a luz e os espelhos que recebem
‘1’ sa˜o inclinados para a lente. b)Uso do DMD para a te´cnica SPC [52].
Vale citar que outros dispositivos tambe´m podem implementar o tipo de exposic¸a˜o
controlada indivualmente para cada pixel. Pore´m, estes dispositivos na˜o modulam o pixel
em ‘ligado’(‘1’) e ‘desligado’(‘0’) inclinando espelhos. Eles controlam a absorc¸a˜o de luz e
reflexa˜o de luz alterando a caracter´ıstica do fisico-qu´ımica dos espelhos correspondentes
a cada pixel durante o tempo. Por exemplo, dispositivos utilizando cristal l´ıquido (liquid
crystal on silicon - LCoS) [28, 37, 4] ou efeitos magne´tico-o´ticos [48, 49], entre outras
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alternativas que oferecem magnitudes de velocidade de atualizac¸a˜o na ordem de terahertz
[10, 11].
Ale´m de aplicac¸o˜es em modelamento de luz por pixel para v´ıdeos de alta resoluc¸a˜o
temporal (o foco deste trabalho), o dispositivo DMD tambe´m apresenta aplicac¸o˜es em
litografia, onde e´ utilizado para impressa˜o de chips de DNA para descoberta de drogas,
exibic¸a˜o volume´trica de imagens tridimensionais, telecomunicac¸o˜es, holografia, codificac¸a˜o
de informac¸a˜o, entre muitas outras aplicac¸o˜es [17].
2.4 Modos de Aquisic¸a˜o de Medidas Lineares de Vı´-
deo
Como mencionado na Sec¸a˜o 2.2, a teoria de compressive sensing nos permite recu-
perar um sinal esparso em uma determinada base, a partir de poucas medidas lineares.
Geralmente, a aquisic¸a˜o do sinal e´ feita realizando medidas aleato´rias em algum domı´nio
transformado, como por exemplo a DFT. Pore´m, para a aquisic¸a˜o de v´ıdeos, as amostras
so´ podem ser obtidas no domı´nio espac¸o-temporal, pois os sensores leˆem apenas a quan-
tidade de luz em um u´nico espac¸o por um certo tempo. Desta forma, obte´m-se um valor
de intensidade luminosa para cada pixel a cada quadro.
Nesta sessa˜o, vamos mostrar as me´todos de aquisic¸a˜o de medidas lineares para com-
pressive sensing em v´ıdeo propostas na literatura. Seja uma caˆmera com resoluc¸a˜o espacial




. Os me´todos de aquisic¸a˜o de medidas lineares sa˜o descritos considerando essas
constantes.
2.4.1 Forma Tradicional de Aquisic¸a˜o de Cenas
A forma tradicional de aquisic¸a˜o das cenas em uma caˆmera de v´ıdeo digital consiste
em captar a luz de cada quadro utilizando N sensores (pixels) por um certo intervalo de
tempo. O tempo de in´ıcio e fim da exposic¸a˜o da caˆmera pode ser escolhido, desde que
esteja dentro do intervalo de tempo de integrac¸a˜o.
Nesse me´todo, a u´nica varia´vel e´ o tempo de exposic¸a˜o desejado. Se escolhermos
um tempo de exposic¸a˜o muito longo, as imagens com movimento aparecera˜o borradas,
o chamado efeito motion blur. Contudo, se escolhermos um tempo de exposic¸a˜o muito
curto, a imagem pode ficar muito escura ou ruidosa. Isso acontece porque a quantidade
de luz que atinge cada sensor diminui, pois cada sensor recebe luz por um intervalo de
tempo menor. Ale´m disso, perdemos informac¸a˜o luminosa pois o tempo de exposic¸a˜o a`
luz e´ menor que o intervalo de tempo total de integrac¸a˜o da caˆmera.
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Ao final do tempo de integrac¸a˜o, obtemos uma imagem de tamanho N na qual cada
pixel conte´m toda a luz que atingiu o sensor durante o tempo de exposic¸a˜o.
2.4.2 Me´todo de Aquisic¸a˜o por Modulador Global
Em algumas caˆmeras atuais (como por exemplo a Point Grey Dragonfly 2) e´ poss´ıvel
obter um controle ainda maior sobre a exposic¸a˜o. Nelas, e´ poss´ıvel ligar e desligar o fluxo
de luz nos sensores a uma taxa maior que a taxa de quadros da caˆmera. Chamaremos
esse me´todo de aquisic¸a˜o de modulador global (flutter shutter - FS), pois este tipo de
aquisic¸a˜o utiliza um modulador global.
Suponha que queremos dividir o tempo de exposic¸a˜o em k unidades temporais de
mesma durac¸a˜o de tal forma que o tempo de exposic¸a˜o 1/q e´ dividido em k unidades de
1/(q ·k). Neste trabalho, chamaremos cada unidade de tempo de sub-quadro. No me´todo
de aquisic¸a˜o FS, o tempo de exposic¸a˜o e´ dividido em sub-quadros, de tal forma que cada
sub-quadro pode ter sua exposic¸a˜o ligada ou desligada para todos os pixels.
O esquema de aquisic¸a˜o por modulador global e´ apresentado na Figura 2.11. Ao final
do tempo de integrac¸a˜o, obtemos uma imagem de tamanho N , na qual cada pixel conte´m
toda a luz correspondente aos quadros que estavam ‘ligados’, contendo assim a informac¸a˜o
de va´rios sub-quadros de tempos distintos. A menos que os sub-quadros estejam todos
‘ligados’ durante todo tempo de integrac¸a˜o (o que corresponde ao modo tradicional de
aquisic¸a˜o), cada pixel recebe uma quantidade menor de luz, ou seja, parte da informac¸a˜o
luminosa e´ perdida. Esse modo de aquisic¸a˜o e´ utilizado por Holoway et al. em sua te´cnica
Flutter Shutter Video Camera [26], com cerca de 66% de eficieˆncia luminosa.
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Figura 2.11. Me´todo de aquisic¸a˜o por modulador global. A primeira coluna
corresponde a aquisic¸a˜o tradicional, onde todos os sub-quadros sa˜o considerados
para formar a imagem. A segunda coluna ilustra o padra˜o dos sub-quadros ‘ligados’
ou ‘desligados’. A terceira coluna mostra a aplicac¸a˜o do padra˜o a` luz da cena, no qual
ao final do tempo de integrac¸a˜o obtemos uma combinac¸a˜o linear dos sub-quadros
da cena original.
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2.4.3 Me´todo de Aquisic¸a˜o por Modulador por Pixel
Com moduladores por pixel (per-pixel shutter - PPS), temos um controle de exposic¸a˜o
ainda maior do que com os moduladores globais, uma vez que podemos ‘ligar’ e ‘desligar’
qualquer um dos N pixels durante o intervalo de tempo de exposic¸a˜o. Para tal, utilizamos
digital micromirror device (DMD) [15], um dispositivo que ainda na˜o esta´ implementado
nas caˆmeras atuais, exigindo que seja utilizado em um sistema o´tico externo a` caˆmera.
A Figura 2.12 mostra como e´ o sistema o´tico que implementa o PPS. A luz da imagem
que queremos adquirir passa por uma das lentes e chega ate´ o DMD. A luz que atinge os
espelhos ‘desligados’ e´ direcionada a uma superf´ıcie escura, para a menor reflexa˜o de luz,
enquanto que a luz que atinge os espelhos ‘ligados’ e´ direcionada ate´ outra lente e, enta˜o,
a luz segue ate´ os sensores da caˆmera.
Figura 2.12. Sistema o´tico externo que implementa o me´todo per-pixel shutter
(PPS), adaptado de [18].
De forma semelhante ao que acontece no FS, para utilizar esse me´todo de aquisic¸a˜o
para adquirir amostras de v´ıdeo, escolhemos o tempo de cada sub-quadro como uma fraca˜o
do tempo total de exposic¸a˜o. Desta forma, para qualquer sub-quadro, podemos escolher
livremente se um pixel recebe ou na˜o a luz que chegaria ao pixel.
Esse me´todo de aquisic¸a˜o e´ utilizado de duas formas. Na primeira, cada pixel e´ ‘ligado’
em um u´nico sub-quadro. Assim, ao final do tempo de integrac¸a˜o, todos os N pixels
recebem a luz apenas pelo per´ıodo de tempo de um u´nico sub-quadro, ou seja, cada
pixel na˜o conte´m informac¸o˜es luminosas de sub-quadros distintos. A Figura 2.13 ilustra o
funcionamento da me´todo, mostrando a forma em que se adquire as medidas lineares nos
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sensores da caˆmera. Nesta Figura, o n´ıvel de intensidade luminosa adquirida foi adaptada
para melhor visualizac¸a˜o do processo de aquisic¸a˜o.
Essa forma de aquisic¸a˜o e´ utilizada por Gupta et al. em sua te´cnica conhecida como
flexible voxels [23], Hitomi et al. utiliza esta forma de exposic¸a˜o em sua te´cnica que utiliza
treinamento de diciona´rio [25], entre outras. Um dos problemas desse me´todo de aquisic¸a˜o
e´ que se perde a grande maioria da informac¸a˜o luminosa no v´ıdeo obtido. Neste trabalho,
utilizaremos a abreviac¸a˜o PPS1 para denominar esse me´todo.
Uma segunda forma de aquisic¸a˜o e´ poss´ıvel, na qual, em quaisquer sub-quadros, os
pixels sa˜o ‘ligados’ e ‘desligados’ independentemente. Ao final do tempo de integrac¸a˜o,
obtemos uma imagem que, para cada pixel, e´ somada a luz que o sensibilizou durante
os sub-quadros em que ele estava ‘ligado’. Ou seja, cada pixel conte´m a informac¸a˜o
temporal de va´rios quadros simultaˆneos. Na Figura 2.14 e´ ilustrado o esquema de aquisic¸a˜o
de medidas lineares utilizando o me´todo PPS2. Reddy et al. utilizam esta forma de
aquisic¸a˜o em sua te´cnica programable pixel compressive camera(P2C2) [47]. Entretanto,
a implementac¸a˜o deste me´todo de aquisic¸a˜o nessas te´cnicas gera uma perda de cerca de
50% da informac¸a˜o luminosa. Nesse trabalho, utilizaremos a abreviac¸a˜o PPS2 para esse
me´todo.
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Figura 2.13. Aquisic¸a˜o pela primeira configurac¸a˜o do me´todo per-pixel shutter
(PPS1). A primeira coluna corresponde a aquisic¸a˜o tradicional, onde todos os sub-
quadros sa˜o considerados para formar a imagem ao final do tempo de integrac¸a˜o. A
segunda coluna ilustra, para cada sub-quadro, o padra˜o de pixels ‘ligados’, que sa˜o
na˜o-intercalados entre sub-quadros distintos. A terceira coluna ilustra a aplicac¸a˜o
do padra˜o a` luz da cena. Ao final do tempo de integrac¸a˜o obtemos uma combinac¸a˜o
linear dos sub-quadros da cena original operados (operac¸a˜o matema´tica equivalente
a multiplicac¸a˜o de cada sub-quadro pelo padra˜o) com os padro˜es correspondentes.
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Figura 2.14. Aquisic¸a˜o pelo me´todo PPS2. A primeira coluna corresponde a`
aquisic¸a˜o tradicional, onde todos os sub-quadros sa˜o considerados para formar a
imagem. A segunda coluna ilustra o padra˜o de pixels ‘ligados’ para cada sub-quadro,
onde cada pixel e´ intercalado com os pixels de mesma posic¸a˜o em alguns sub-quadros
distintos. Na terceira coluna, ilustramos a aplicac¸a˜o do padra˜o a` luz da cena. Ao
final do tempo de integrac¸a˜o, obtemos uma combinac¸a˜o linear dos sub-quadros da
cena original operados com os padro˜es correspondentes.
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Cap´ıtulo 3
Me´todo de Aquisic¸a˜o Per-Pixel
Mirror-Based Measuring
No cap´ıtulo anterior, apresentamos os principais me´todos de aquisic¸a˜o de v´ıdeos, de-
talhando suas vantagens e desvantagens. Em particular, discutimos os desafios no que se
diz respeito a quantidade de informac¸a˜o luminosa adquirida e a` informac¸a˜o conflituosa
entre sub-quadros que pode comprometer a reconstruc¸a˜o da cena.
Neste cap´ıtulo, apresentamos uma nova proposta para aquisic¸a˜o de medidas lineares de
v´ıdeos. Em seguida, comparamos as caracter´ısticas do me´todo proposto com os me´todos
apresentados no cap´ıtulo anterior. Apresentamos tambe´m um modelo de reconstruc¸a˜o
para os me´todos de aquisic¸a˜o, com o objetivo de realizar uma comparac¸a˜o justa. E, por
fim, sa˜o apresentados detalhes das implementac¸o˜es dos testes.
3.1 Per-Pixel Mirror-Based Measuring
Os modos de aquisic¸a˜o apresentados no cap´ıtulo anterior sofrem de dois problemas.
O primeiro e´ que muita da informac¸a˜o luminosa e´ perdida. O segundo e´ que, exceto na
primeira forma do modulador por pixel , ao final do tempo de exposic¸a˜o os pixels conte´m
informac¸a˜o visual de va´rios sub-quadros.
Por causa disso, precisamos de uma nova forma de adquirir medidas lineares no domı´nio
espac¸o-temporal que na˜o desperdice informac¸a˜o luminosa e que na˜o combine a informa-
c¸a˜o temporal entre sub-quadros distintos. Apresentamos, neste trabalho, um modelo de
aquisic¸a˜o denominado per-pixel mirror-based measuring (PPM).
A primeira etapa do nosso trabalho e´ a proposta de um novo dispositivo chamado high-
precision digital micromirror device (HP-DMD). Este dispositivo seria uma versa˜o com
melhor precisa˜o do DMD, em que cada micro espelho teria a precisa˜o angular suficiente
para redirecionar a luz recebida para qualquer outro pixel. Ale´m disso, o HP-DMD poderia
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mudar o seu aˆngulo mais ra´pido que o FPS da caˆmera, assim como o DMD o faz. Note
que tal dispositivo, ale´m de oferecer muitas outras opc¸o˜es de comportamento do fluxo da
luz entre os pixels, ele tambe´m pode simular o comportamento do DMD e, assim, pode
funcionar para todos os me´todos de aquisic¸a˜o apresentados.
Seja N o nu´mero de pixels da caˆmera e k o nu´mero de sub-quadros. No me´todo
PPM, em cada sub-quadro, escolhemos N/k pixels para receber a luz dos N pixels corres-
pondentes ao sub-quadro atual. Para cada um dos N/k pixels, k espelhos aleato´rios sa˜o
direcionados para esses pixels. No sub-quadro seguinte, outros N/k pixels sa˜o escolhidos
e os espelhos sa˜o redirecionados para estes pixels. No fim dos k sub-quadros, cada um dos
N pixels recebera˜o luz de k espelhos. O me´todo proposto e´ ilustrado na Figura 3.1. Em
termos da operac¸a˜o matema´tica correspondente, esse processo implica que cada um dos
pixels recebera´ a soma do valor de intensidade luminosa de k pixels aleato´rios.
Ao final do tempo de integrac¸a˜o desse processo de aquisic¸a˜o, nenhuma luz e´ descartada,
pois toda a luz e´ redirecionada para outro pixel. Nenhuma luz e´ redirecionada para fora
dos pixels e, assim, toda luz e´ absorvida pelos pixels. Ale´m disso, toda a luz de um u´nico
sub-quadro e´ refletida em um u´nico conjunto de N/k pixels. Isso significa que a luz de
cada sub-quadro na˜o se mistura a` luz de outro sub-quadro, ou seja, na˜o ha´ dependeˆncia
temporal entre as medidas, embora ocorra dependeˆncia espacial, diferentemente das outras
formas de aquisic¸a˜o. Observe que essa forma de aquisic¸a˜o e´ semelhante com a forma de
aquisic¸a˜o apresentada na SPC, na qual jogamos a luz de 50% dos pixels para um u´nico
sensor e descartamos o restante da luz proveniente. Se a luz descartada for direcionada
para um outro sensor, obter´ıamos um resultado equivalente a configurac¸a˜o de um sub-
quadro da proposta de aquisic¸a˜o proposta, considerando k = N/2.
O PPM pode receber algumas variac¸o˜es em sua configurac¸a˜o. Cada pixel de cada
quadro pode receber a luz de k espelhos. Uma primeira e´ uma configurac¸a˜o tal que, para
cada sub-quadro, o mesmo pixel recebe a luz dos mesmos espelhos aleato´rios. Chamaremos
essa configurac¸a˜o de PPM1, conforme ilustrado na Figura 3.1.
Em uma segunda configurac¸a˜o, podemos escolher pixels aleato´rios diferentes para cada
pixel em cada sub-quadro diferente. Chamaremos esta configurac¸a˜o de PPM2, ilustrada na
Figura 3.2. Note que o me´todo do PPM1 (ver a primera coluna da Figura 3.1) apresenta o
mesmo padra˜o de espelhos em todos os sub-quadros. No me´todo PPM2, cada sub-quadro
apresenta o pro´prio padra˜o aleato´rio de espelhos (ver a primera coluna da Figura 3.2).
Desta forma, tal configurac¸a˜o pode ser mais interessante que o PPM1 para, pois pode
satisfazer melhor as propriedades de incoereˆncia.
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Figura 3.1. Me´todo de aquisic¸a˜o proposto em sua primeira (PPM1) para N = 80,
e M = 20 e k = 4. Para cada sub-quadro, apenas uma pequena faixa de pixels
(M/k = 5 pixels) recebe luz. O padra˜o de espelhos e´ o mesmo para todos os sub-
quadros.
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Figura 3.2. Me´todo de aquisic¸a˜o PPM, na configurac¸a˜o PPM2 para N = 80,
e M = 20 e k = 4. Para cada sub-quadro, apenas uma pequena faixa de pixels
(M/k = 5 pixels) recebe luz. O padra˜o de espelhos e´ diferente para cada sub-
quadro.
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3.2 Comparac¸a˜o Entre os Me´todos de Aquisic¸a˜o
3.2.1 Propriedades Gerais
Podemos classificar os me´todos de aquisic¸a˜o apresentadas nesse trabalho como via´-
veis ou invia´veis de serem implementadas em uma caˆmera digital. Dentre os me´todos
via´veis, algumas ja´ sa˜o implementadas naturalmente nas caˆmeras, enquanto outras preci-
sam de um dispositivo extra externo ja´ dispon´ıvel. A nossa proposta (PPM) necessita de
um dispositivo que ainda na˜o existe. Na Tabela 3.1 sa˜o apresentadas informac¸o˜es sobre
viabilidade e o tipo de dependeˆncia entre as medidas.
Tabela 3.1. Me´todos de aquisic¸a˜o e suas vantagens e desvantagens.
Aquisic¸a˜o Viabilidade em caˆmera de v´ıdeo Dependeˆncia
Tradicional Via´vel em todas as caˆmeras temporal
FS Via´vel em algumas caˆmeras temporal
PPS1 Requer dispositivo DMD nenhuma
PPS2 Requer dispositivo DMD temporal
PPM1 Requer dispositivo HPDMD espacial
PPM2 Requer dispositivo HPDMD espacial
Nı´vel de Luz e Pre´-visualizac¸a˜o
As Figuras 2.11, 2.13 e 2.14, que representam respectivamente os me´todos FS, PPS1
e PPS2, na˜o correspondem a` real quantidade de luz adquirida. O n´ıvel de intensidade de
luz recebida em cada figura foi alterado para melhor visualizac¸a˜o. A Figura 3.3 ilustra
melhor o n´ıvel de intensidade de luz adquirida em cada sub-quadro de todas os me´todos.
Ela tambe´m mostra, na u´ltima coluna, as medidas obtidas e uma poss´ıvel pre´-visualizac¸a˜o
dos quadros a partir delas.
Podemos observar na primeira linha a aquisic¸a˜o de uma caˆmera de alta velocidade, a
qual conte´m sensores ra´pidos e sens´ıveis. Cada um dos sub-quadros e´ adquirido (note que
assim requer maior largura de banda). As figuras apresentam intensidade de luz signifi-
cativa e representam bem o movimento. Nas demais linhas, os sensores sa˜o comuns. A
sexta coluna indica o quadro resultante ao final do tempo de integrac¸a˜o, o que e´ realmente
obtido pelos sensores, e compo˜e as medidas dos me´todos de aquisic¸a˜o. A segunda linha
(Figura 3.3(b)) representa o modo de aquisic¸a˜o natural nas caˆmeras. Como o tempo de
exposic¸a˜o de cada sub-quadro e´ pequeno e os sensores sa˜o comuns, enta˜o pouca luz e´
adquirida em cada um deles. Pore´m, ao final do tempo de integrac¸a˜o, a imagem obtida
conte´m uma boa intensidade luminosa pois conte´m a soma de todas os cinco sub-quadros.









Figura 3.3. Comparativo de intensidade de luz para cada sub-quadro de todas os
me´todos. (a) representa a aquisic¸a˜o por sensores sens´ıveis e ra´pidos em uma caˆmera
de alta velocidade; (b) representa aquisic¸a˜o em uma caˆmera normal; (c) mostra o
me´todo FS; (d) ilustra o PPS1; (e) representa o PPS2, (f) representa o PPM1 e (g)
ilustra o PPM2. A u´ltima coluna representa a imagem obtida ao final do tempo de
integrac¸a˜o, que equivale a`s medidas para cada me´todo e pode ser vista como uma
pre´-visualizac¸a˜o do conjunto de quadros obtidos ao final da reconstruc¸a˜o.
integrac¸a˜o nas partes em movimento. Na terceira linha (Figura 3.3(c)) e´ ilustrado o modo
de aquisic¸a˜o FS. A quantidade de luz obtida e´ proporcional ao nu´mero de sub-quadros
escolhidos. Neste caso, 60%, pois 3 dos 5 sub-quadros foram escolhidos. A quarta linha
(Figura 3.3(d)) ilustra o PPS1. No cap´ıtulo anterior, a Figura 2.13 foi ajustada para
melhor visualizac¸a˜o do processo de aquisic¸a˜o, pore´m na˜o ilustra bem a quantidade de luz
que e´ adquirida. A real quantidade de luz obtida e´ bem pequena (nesse caso, 20%). A
pre´-visualizac¸a˜o apresenta motion blur com padro˜es aleato´rios nas partes que conte´m mo-
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vimento, pore´m, as partes imo´veis esta˜o muito bem vis´ıveis. A quinta linha (Figura 3.3(e))
ilustra o PPS2. Novamente, a Figura 2.14 na˜o ilustra muito bem a quantidade de luz ad-
quirida para o me´todo PPS2. De cada sub-quadro, apenas metade da luz e´ adquirida,
raza˜o que se mante´m no quadro final obtido pelos sensores. Logo, a pre´-visualizac¸a˜o fica
muito comprometida, mesmo nas partes sem nenhum movimento. A sexta linha (Figura
3.3(f)) ilustra o PPM1, enquanto que a se´tima (Figura 3.3(g)) ilustra o PPM2. Nesses
casos, toda a luz e´ concentrada em apenas uma porc¸a˜o dos pixels em cada sub-quadro.
Como isso acontece para todos os sub-quadros e esses pixels na˜o se interceptam, toda luz
e´ obtida. Pore´m a pre´-visualizac¸a˜o e´ muito ruidosa (por causa da dependeˆncia espacial
das medidas) e na˜o fornece nenhuma informac¸a˜o visual.
Compensac¸a˜o do Ru´ıdo
Uma forma de corrigir a intensidade de luz adquirida pelos sensores e´ ajustando o
ISO da caˆmera, como descrito na Sec¸a˜o 2.3.2. Para a aquisic¸a˜o de cenas com pouca luz,
podemos aumentar o ISO da caˆmera para obter uma leitura de luz maior nos sensores.
Como a luz e´ de fato captada apenas ao final do tempo de aquisic¸a˜o, o ru´ıdo de medida dos
sensores e´ somado apenas no quadro formado pelas medidas, assim, quanto maior o ISO,
maior a quantidade de ru´ıdo. A Tabela 3.2 mostra uma estimativa da quantidade de luz e
a proporc¸a˜o de ru´ıdo gerado ao aumentar o ISO de tal forma que a quantidade de luz seja
equivalente entre os me´todos, que e´ dada pelo inverso da quantidade de luz adquirida pelos
me´todos de aquisic¸a˜o. Observe que a eficieˆncia luminosa do me´todo proposto propicia um
n´ıvel de ru´ıdo menor do que a das outros me´todos.
Tabela 3.2. Percentagem de informac¸a˜o luminosa adquirida em cada me´todo e
quantidade de ru´ıdo adquirido ao alterar o ISO para obter a mesma quantidade de
luz que o me´todo tradicional.
Me´todo de Informac¸a˜o Ru´ıdo para
Aquisic¸a˜o luminosa equivaleˆncia de luz
Tradicional 100% 1×
FS 50% a 67% 1,5× a 2×
PPS1 100/k% k×





Outro paraˆmetro que deve ser considerado quando comparamos as diversos me´todos
e´ suas matrizes de medidas satisfazem as propriedades de incoereˆncia. Na sec¸a˜o 2.2.4 do
cap´ıtulo anterior, vimos que e´ poss´ıvel medir a incoereˆncia de uma matriz de medidas
utilizando a func¸a˜o TPSF. Para isso vamos comparar a TPSF do me´todo PPM com a
TPFS do me´todo PPS1, que e´ equivalente, em termos de operac¸o˜es matema´ticas, a fazer
sub-amostragem aleato´ria, te´cnica que e´ amplamente utilizada nas aplicac¸o˜es de compres-
sive sensing. Obter a TPSF de uma matriz de medidas e´ custoso computacionalmente
(mesmo com as otimizac¸o˜es descritas na Sec¸a˜o 3.5). Por isso, fazemos comparac¸o˜es para
sinais em domı´nio 1D de tamanho 100, e para sinais de domı´nio 2D de tamanho 32× 32.
Por limitac¸o˜es computacionais, na˜o realizamos os testes com sinais de domı´nio 3D. Logo,
os me´todos de amostragem exclusivos para reconstruc¸a˜o 3D (PPS2 e FS) na˜o puderam
ser implementados. Os me´todos PPS2 e FS na˜o podem ser implementados para um so´
quadro pois extrapolam o nu´mero de medidas dada pela taxa de sub-amostragem. No
caso PPS2, se obedecesse o nu´mero de medidas, ele seria igual ao PPS1, e tambe´m sofreria
da baixa eficieˆncia luminosa. No caso FS, se o quadro estivesse ligado, ter´ıamos 100% das
medidas, e se estivesse desligado, seriam zero medidas, ou 100% de medidas com energia
igual a zero, ou seja, imposs´ıvel de obter a quantidade de medidas diferente disso.
Fizemos a comparac¸a˜o do TPSF para a matriz de medidas (Φ) correspondente aos
me´todos PPM e PPS1, e para os domı´nios transformados (Ψ) como sendo a DCT (1D e
2D), o operador de diferenc¸as finitas (TV), e a identidade. O fator de sub-amostragem e´
de 4×. Os resultados podem ser visualizados nas Figuras 3.4 e 3.5.
O comportamento que melhor satisfaz a propriedade de incoereˆncia e´ aquele em que a
diagonal principal, a energia da TPSF e´ alta se comparada a energia da TPSF nos outros
pontos. Ale´m disso, o comportamento do sinal fora da diagonal principal e´ ruidoso e de
baixa energia. Sendo assim, podemos observar que para o PPM com ψ igual a DCT, a
TPSF satisfaz esse comportamento. Para o PPS1 com ψ igual a DCT, o comportamento
e´ parecido, apresentando grande energia na diagonal principal e baixa fora dela. Pore´m,
o comportamento da fora da diagonal sugere algo mais previs´ıvel que um ru´ıdo.
As imagens centrais (Figuras 3.4 e 3.5, (c) e (d)) apresentam o Ψ igual ao opera-
dor de diferenc¸as finitas. Apesar de observarmos o comportamento em que a diagonal
principal conte´m um sinal com energia, fora dela a energia ainda e´ muito alta. Por este
comportamento, conclui-se que esse sistema de compressive sensing na˜o conte´m uma alta
incoereˆncia. Acreditamos que ao aumentar o tamanho do sinal, a incoereˆncia tambe´m
deve aumentar. Sustentamos esse argumento no resultados para reconstruc¸a˜o com v´ıdeos
de tamanho maior, que ficaram melhores, como pode ser visto no pro´ximo cap´ıtulo.
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(a) TPSF:PPM - DCT (c) TPSF:PPM - TV (e) PSF:PPM
(b) TPSF:PPS1 - DCT (d) TPSF:PPS1 - TV (f) PSF:PPS1
Figura 3.4. Resultado das func¸o˜es TPSF e PSF para um sinal de domı´nio 1D de
dimenso˜es 1× 100, e taxa de subamostragem de 4×.
3.3 Outras Variac¸o˜es do PPM
3.3.1 PPM em Blocos
Embora usamos apenas as configurac¸o˜es PPM1 e PPM2 como modo de aquisic¸a˜o neste
trabalho, e´ poss´ıvel aplicar o me´todo proposto de formas diferentes. Uma delas e´ escolher
os espelhos a partir de posic¸o˜es espec´ıficas. Por exemplo, escolher apenas os espelhos na
mesma linha do pixel que esta´ recebendo a luz. Outra abordagem seria escolher apenas
os espelhos de uma regia˜o pro´xima (um bloco quadrado por exemplo) ao pixel que esta´ o
recebendo a luz. Tal abordagem poderia diminuir a dependeˆncia espacial entre as medidas
para pixels que esta˜o mais pro´ximos ou pixels em uma mesma linha. Outra vantagem
seria na pre´-visualizac¸a˜o, na qual poder´ıamos visualizar uma versa˜o em baixa resoluc¸a˜o
espacial do v´ıdeo a ser reconstru´ıdo utilizando apenas as medidas capturadas. Uma das
desvantagem destas alterac¸o˜es diz respeito a incoereˆncia. Sem a limitac¸a˜o de espelhar os
pixels por toda a imagem, a incoereˆncia pode ser comprometida.
Um exemplo de uma poss´ıvel pre´-visualizac¸a˜o a partir das medidas do PPM por blocos
e´ ilustrado na Figura 3.6. Neste caso, as medidas foram tomadas em blocos de tamanho
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(a) TPSF:PPM - DCT (b) TPSF:PPS1 - DCT
c) TPSF:PPM - TV (d) TPSF:PPS1 - TV
(e) PSF:PPM (f) PSF:PPS1
Figura 3.5. Resultado das func¸o˜es TPSF e PSF para um sinal 2D de dimenso˜es
32× 32, e taxa de subamostragem de 4×.
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25 (5×5), ou seja, apenas os pixels em uma vizinhanc¸a de 5×5 sa˜o escolhidos para serem
integrados conjuntamente para formar as medidas. A partir das medidas, cada pixel na
Figura 3.6 foi formado por 5 pixels consecutivos. Obtemos uma pre´-visualizac¸a˜o com 5
quadros de alta velocidade, mas com a resoluc¸a˜o espacial 25 vezes menor.
Figura 3.6. Quadros gerados pela pre´-visualizac¸a˜o a partir das medidas PPM por
blocos 5×5.
Neste trabalho, focamos na ana´lise do me´todo nas configurac¸o˜es PPM1 e PPM2. Po-
re´m, para avaliar poss´ıveis ganhos na pre´-visualizac¸a˜o, mostramos tambe´m alguns testes
com o PPM por blocos. Avaliamos tambe´m se esta forma compromete a qualidade de
reconstruc¸a˜o.
3.3.2 PPM para Super-resoluc¸a˜o
Super-resoluc¸a˜o e´ o processo em que, a partir de uma ou mais imagens de menor reso-
luc¸a˜o, obtemos uma imagem de resoluc¸a˜o maior. No contexto de aquisic¸a˜o e reconstruc¸a˜o
de imagens em compressive sensing, o processo de super-resoluc¸a˜o consiste em adquirir
uma quantidade menor de pixels, e reconstruir a imagem de alta resoluc¸a˜o [42]. Neste
sentido, o me´todo de aquisic¸a˜o PPM tambe´m pode ser utilizado para super-resoluc¸a˜o.
Suponha que temos uma caˆmera com resoluc¸a˜o igual a M pixels e, temos como obje-
tivo, tirar uma u´nica foto. Suponha que introduz´ıssemos o dispositivo HPDMD na caˆmera
e aplica´ssemos o me´todo de amostragem PPM para um quadro, utilizando uma taxa de
sub-amostragem de fator k. Ao aplicar o me´todo PPM, apenas M/k amostras seriam
adquiridas. O processo de reconstruc¸a˜o recuperaria uma imagem de resoluc¸a˜o M a partir
de M/k medidas. O que ainda na˜o seria super-resoluc¸a˜o, pois a imagem resultante teria
a mesma resoluc¸a˜o da imagem obtida pela caˆmera.
Agora, suponha que o dispositivo HPDMD tenha um nu´mero muito maior de espelhos,
por exemplo N , tal que N = Mk. Ao realizarmos o mesmo processo de aquisic¸a˜o com esses
novos paraˆmetros, obtemos M amostras, ou seja, o nu´mero correspondente a` resoluc¸a˜o
da caˆmera. Mas, a partir do processo de reconstruc¸a˜o, obtemos uma imagem de tamanho
N , k vezes o tamanho da resoluc¸a˜o da caˆmera. O processo esta´ ilustrado na Figura 3.7.
Como esse me´todo na˜o recupera v´ıdeos de alta velocidade, na˜o e´ preciso dividir o
tempo de integrac¸a˜o em sub-quadros. O conjunto de pixels que recebem a luz e´ sempre
o mesmo (que sa˜o todos os sensores da caˆmera), pois na˜o ha´ a necessidade de dividir as
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Figura 3.7. Me´todo de aquisic¸a˜o PPM para super-resoluc¸a˜o para uma caˆmera com
M = 4 pixels, e um HPDMD com N = 20 espelhos.
medidas temporalmente. O padra˜o de espelhos pode ser u´nico tambe´m, pois o objetivo e´
reconstruir imagens. Nesse caso, na˜o precisamos mover o conjunto de espelhos para cada
sub-quadro. Assim eles ficam numa posic¸a˜o fixa e isso pode trazer diversas vantagens na
construc¸a˜o do dispositivo.
No caso de reconstruc¸a˜o de v´ıdeo de alta velocidade, temos a liberdade de escolher a
taxa de sub-amostragem arbitra´ria no processo de aquisic¸a˜o. A u´nica consequeˆncia dessa
escolha e´ que se a taxa for muito grande, a qualidade da reconstruc¸a˜o na˜o fica satisfato´ria,
pois ha´ poucas medidas para o grande nu´mero de quadros a serem reconstru´ıdos. Para
super-resoluc¸a˜o existe uma limitac¸a˜o quanto a taxa de sub-amostragem. O nu´mero de
espelhos no HPDMD determina o tamanho da imagem reconstru´ıda. Se considerarmos
que o nu´mero de espelhos no HPDMD e a resoluc¸a˜o espacial da caˆmera sa˜o fixos, a taxa
de sub-amostragem tambe´m sera´ fixa. Ou seja, perdemos toda a liberdade de escolher a
taxa de sub-amostragem livremente. E´ importante salientar que o me´todo PPM oferece
um compromisso entre as resoluc¸o˜es espacial e temporal. Podemos escolher aumentar a
resoluc¸a˜o temporal de um v´ıdeo, ou aumentar a resoluc¸a˜o espacial na mesma taxa, mas
na˜o os dois ao mesmo tempo. Inicialmente, o foco deste trabalho na˜o foi utilizar o PPM
para super-resoluc¸a˜o, e sim para captura de v´ıdeo para reconstruc¸a˜o em alta resoluc¸a˜o
temporal. Por isso, na˜o comparamos os outros me´todos de super-resoluc¸a˜o a partir de
compressive sensing [59, 18, 47, 1] com o me´todo de super-resoluc¸a˜o pelo PPM aqui
proposto. Mas de fato, em uma das simulac¸o˜es que realizamos neste trabalho (Sec¸a˜o 4.1),
parte do processo de reconstruc¸a˜o de v´ıdeos de alta resoluc¸a˜o temporal inclui as mesmas
simulac¸o˜es que poderiam ser feitas para reconstruc¸a˜o de imagens em super-resoluc¸a˜o.
Enta˜o, este trabalho tambe´m mostra um potencial para super-resoluc¸a˜o.
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3.4 Modelo de Reconstruc¸a˜o dos Vı´deos
Apo´s adquirir as medidas, o pro´ximo passo e´ reconstruir o v´ıdeo de alta velocidade.
Atualmente, existem algumas formas de reconstruir as cenas apenas com as medidas
lineares no domı´nio do tempo. Nessa sessa˜o, apresentamos os detalhes de uma te´cnica de
reconstruc¸a˜o de imagens e v´ıdeos que utilizamos nos nossos testes, relacionando-as com
as formas de aquisic¸o˜es citadas anteriormente neste trabalho.
Na Sessa˜o 2.2.5 apresentamos a ideia de algoritmo de reconstruc¸a˜o baseado na mi-
nimizac¸a˜o da Variac¸a˜o total (Total Variation - TV [32, 50]), utilizando o problema de
otimizac¸a˜o dado pela equac¸a˜o:
sˆ = argmins′(||s′||TV ) sujeito a y = ΦΨs′. (3.1)
Nesta equac¸a˜o, Φ e´ a matriz que representa o me´todo de aquisic¸a˜o e Ψ e´ a base trans-
formada. Nesse trabalho, tomamos as medidas no domı´nio espac¸o-temporal, ou seja,
o mesmo domı´nio dos pixels. Se considerarmos isto, Ψ e´ a identidade. Considerando
que ||s||TV = ||Dis||1 e fazendo a substituic¸a˜o s′′ = Dis′, 3.2 e´ equivalente ao seguinte
problema de otimizac¸a˜o:
sˆ = argmins′′(||s′′||1) sujeito a y = ΦD−1i s′′. (3.2)
Enta˜o, nesse caso, esse me´todo e´ equivalente a` minimizac¸a˜o `1, onde a transformada
esparsificante e´ o operador de diferenc¸as finitas invertido.
Φ e´ a operac¸a˜o linear correspondente ao modo de aquisic¸a˜o. Para os testes desse
trabalho, utilizaremos os diversos modos de aquisic¸a˜o mostrados no Cap´ıtulo 2, e o modo
de aquisic¸a˜o proposto neste cap´ıtulo. Com o modo de reconstruc¸a˜o fixo, e variando
apenas o modo de aquisic¸a˜o, podemos avaliar corretamente a efica´cia do modo de aquisic¸a˜o
proposto.
Sobre a aquisic¸a˜o de um v´ıdeo, se as medidas de um dado modo de aquisic¸a˜o forem
independentes temporalmente, e´ poss´ıvel reconstruir cada sub-quadro separadamente. E
tambe´m aplicar o me´todo para imagens. Os me´todos que entram nessa categoria sa˜o os
PPS1 e o PPM. Enta˜o, primeiramente realizamos os testes com imagens, comparando os
me´todos para os quais a reconstruc¸a˜o e´ a minimizac¸a˜o TV2D. Note que desse modo na˜o
e´ poss´ıvel tirar proveito das redundaˆncias temporais.
Em um outro caso, quando as medidas forem temporalmente dependentes (como em
FS, PPS2), tambe´m podemos utilizar esses me´todos para reconstruc¸a˜o TV2D dos conjun-
tos de sub-quadros de teste. Em v´ıdeos, podemos testar todos os me´todos de aquisic¸a˜o
apresentados neste trabalho. Podemos aplicar a reconstruc¸a˜o TV2D em cada linha ou
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coluna atrave´s do tempo, tratando independentemente cada linha ou coluna, mas levando
em considerac¸a˜o as redundaˆncias temporais [26]. A outra opc¸a˜o e´ a reconstruc¸a˜o 3D do
sinal, que leva em considerac¸a˜o as redundaˆncias espaciais e temporais dos sub-quadros do
v´ıdeo como um todo. Entre os me´todos de aquisic¸a˜o/reconstruc¸a˜o, com fins de compara-
c¸a˜o, adicionamos tambe´m, a aquisic¸a˜o sub-amostrada com medidas igualmente espac¸adas
e a reconstruc¸a˜o por interpolac¸a˜o.
A Tabela 3.3 mostra a compatibilidade entre os diversos modos de aquisic¸a˜o e de
reconstruc¸a˜o.
Tabela 3.3. Me´todos de aquisic¸a˜o e reconstruc¸a˜o compat´ıveis.
Aquisic¸a˜o/Reconstruc¸a˜o Interpolac¸a˜o TV2D: espacial TV2D: linhas por tempo TV3D
Sub-amostragem X X X X
FS X × X X
PPS1 X X X X
PPS2 X × X X
PPM X X X X
Para avaliar os resultados, comparamos a qualidade da reconstruc¸a˜o de cada modo de
aquisic¸a˜o utilizando a reconstruc¸a˜o compat´ıvel. Como medida de desempenho, utilizamos
a medida de relac¸a˜o sinal-erro (signal-to-error ratio - SER) entre a imagem original e cada
uma das imagens obtidas. O SER e´ uma medida de similaridade entre dois sinais dada
por um nu´mero. Quanto maior o SER, mais similar sa˜o os dois sinais considerados. Se
representarmos o sinal original por sig1 e o sinal reconstru´ıdo por sig2, a fo´rmula para o
ca´lculo do SER e´





Note que essa relac¸a˜o difere da relac¸a˜o sinal-ru´ıdo (signal-noise ratio - SNR) apenas
na nomenclatura, pois ao inve´s de medir a energia no ru´ıdo, estamos medindo o erro da
reconstruc¸a˜o do sinal em relac¸a˜o a um sinal original.
3.5 Implementac¸a˜o
3.5.1 O algoritmo TVAL3
Para nossas simulac¸o˜es, utilizamos o algoritmo de reconstruc¸a˜o por minimizac¸a˜o da to-
tal variation desenvolvido por Chenbo Li, conhecido como TV minimization by Augmented
Lagrangian and ALternating direction ALgorithms(TVAL3) [32, 30]. Sua implementac¸a˜o
para vetores 1D e 2D esta´ dispon´ıvel online [29].
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Em nossos testes, fazemos tambe´m a reconstruc¸a˜o 3D. Para tal, utilizamos a imple-
mentac¸a˜o 3D do TVAL3 fornecida pelo mesmo autor [31]. O algoritmo tem como entradas
as medidas, o tamanho do sinal a ser reconstru´ıdo, paraˆmetros de opc¸o˜es (tais como, nu´-
mero ma´ximo de interac¸o˜es, toleraˆncia, mais restric¸o˜es, a soluc¸a˜o inicial, etc) e o operador
linear que toma as medidas. A soluc¸a˜o inicial utilizada pelo algoritmo na˜o e´ necessari-
amente a de menor energia. O algoritmo utiliza por padra˜o a soluc¸a˜o inicial dada pela
matriz de medidas transposta vezes as medidas, mas ele tambe´m da´ a opc¸a˜o para o usua´rio
fornecer uma outra soluc¸a˜o inicial. O operador linear que simula o processo de aquisic¸a˜o
(Φ) pode ser tanto a matriz de medidas, quanto um function handle para uma func¸a˜o que
opera um vetor da mesma forma que a matriz de medidas. O function handle esperado
recebe o vetor de entrada e um inteiro que indica o modo. O modo 1 aplica o operador
no vetor de entrada, e o modo 2 aplica o operador na forma transposta.
3.5.2 A func¸a˜o que Simula o HPDMD e a Matriz de I´ndices
Para os modos de aquisic¸a˜o, foi criada uma func¸a˜o chamada HPDMD, que simula o
comportamento do dispositivo HPDMD. Assim, com ela e´ poss´ıvel implementar todos os
modos de aquisic¸a˜o mostrados neste trabalho, apenas mudando a matriz de medidas. O
algoritmo 1 implementa a func¸a˜o correspondente ao HPDMD.
A matriz de medidas que simula o comportamento do HPDMD conte´m ‘1’ nas posic¸o˜es
dos pixels escolhidos para receberem a luz do espelho correspondente aquela linha, e ‘0’
nas demais posic¸o˜es. Como cada espelho so´ pode estar apontado para um u´nico pixel, so´
existe um valor ‘1’ por coluna.
A matriz mtx define o modo de aquisic¸a˜o que deve ser equivalente a` multiplicac¸a˜o da
matriz de medidas pelo vetor x. Cada elemento da matriz e´ um ı´ndice correspondente a
uma posic¸a˜o do vetor, ou seja, os elementos da matriz mtx sa˜o nu´meros naturais limitados
de 1 ate´ tamanho de x.
No modo 1, para cada linha de mtx, a func¸a˜o seleciona a posic¸a˜o do vetor x correspon-
dente aos ı´ndices dessa linha e soma , gerando uma medida. E isso acontece para todas as
linhas de mtx. No modo 2 e´ aplicada a correspondente a` matriz de medidas transposta.
Para cada linha da matriz de medidas transposta, escolhemos a amostra correspondente
ao ı´ndice no vetor de entrada para compor cada elemento da sa´ıda.
Por definic¸a˜o, os espelhos do HPDMD na˜o podem mirar sua luz para dois pixels ao
mesmo tempo, enta˜o, por isso, e´ adicionada a limitac¸a˜o de que para cada conjunto de
medidas no mesmo tempo (por exemplo, as primeiras M/k medidas correspondentes ao
primeiro sub-quadro), na˜o se tenham ı´ndices repetidos. Na pra´tica, durante um conjunto
de k sub-quadros, o mesmo pixel em sub-quadros diferentes sa˜o indexados por nu´meros
diferentes (o i-e´simo pixel no j-e´simo sub-quadro e´ indexado por i + jN). Enta˜o o teste
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Algorithm 1: Func¸a˜o que implementa o HPDMD. x e´ o vetor a ser operado, mtx e´ a
matriz de ı´ndices em que as linhas e colunas conte´m nu´meros naturais na˜o repetidos.
mode e´ o modo de operac¸a˜o, 1 e´ o modo direto, 2 e´ o modo transposto, N e´ o tamanho
do sinal a ser reconstru´ıdo, M e´ o nu´mero de medidas. No modo 1, y recebe as medidas
a partir da soma das linhas de mtx. No modo 2, y recebe os valores de x nas posic¸o˜es
dadas por mtx.
de validac¸a˜o necessita que a matriz mtx na˜o contenha nenhum valor repetido. E tal
verificac¸a˜o foi adicionada ao co´digo.
Vamos exemplificar como a implementac¸a˜o simula dois modos de aquisic¸a˜o, PPS1 e
PPM, para um vetor de uma dimensa˜o. No caso que queremos obter 3 medidas de um
vetor de 6 posic¸o˜es (N = 6 e M = 3). Por exemplo v = [2, 3, 5, 7, 11, 13]. Pelo modo
PPS1 (equivalente a escolher amostras aleato´rias), se queremos escolher as amostras 3, 6
e 1 (que e´ o caso em que apenas os espelhos 3, 6 e 1 esta˜o ligados), a matriz de medidas
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e o processo de aquisic¸a˜o e´ dado por:
y =

0 0 1 0 0 0
0 0 0 0 0 1
















Note que a matriz de medidas tem um tamanho de 3 × 6. Pore´m, atrave´s da func¸a˜o








PMue e´ bem menor que a matriz de medidas. Essa operac¸a˜o e´ realizada chamando
y = HPDMD(v,m1, 1, N,M). Desta forma, economizamos bastante espac¸o e tempo.

























Esta operac¸a˜o e´ equivalente ao comando vˆ = HPDMD(y,m1, 2, N,M). A mtx ainda
e´ a mesma, ou seja, ainda ha´ economia de espac¸o e tempo de execuc¸a˜o. O vetor vˆ gerado
por esse processo mante´m as amostras escolhidas, pore´m perde os valores na˜o escolhidos.
Para o me´todo PPM, se quisermos tomar 3 medidas deste mesmo vetor v, em que cada
par de espelhos (por exemplo 4 e 6; 5 e 2; e 1 e 3) esta´ apontado para um pixel diferente,
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gerando 3 medidas, o processo de aquisic¸a˜o e´ expresso pelas seguintes equac¸o˜es:
y =

0 0 0 1 0 1
0 1 0 0 1 0




























Desta forma, o tamanho da matriz passada tambe´m diminui muito em relac¸a˜o a matriz
de medidas. O processo e´ chamado pelo comando y = HPDMD(v,m2, 1, N,M).

























Esta expressa˜o e´ equivalente a vˆ = HPDMD(y,m2, 2, N,M). O resultado nesse caso
preserva a soma do sinal, pore´m perde os valores individuais.
Em geral, considerando que N e´ o tamanho do sinal original, M o nu´mero de medidas,
e k = N/M a taxa de sub-amostragem, a matriz de ı´ndices mtx e´ de tamanho no ma´ximo
M × k (o nu´mero de colunas e´ no ma´ximo k por causa da limitac¸a˜o de que cada espelho
so´ pode estar apontado para um pixel de cada vez), ou seja, muito menor do que a matriz
de medidas original, que seria de tamanho M × N . Desta forma, temos uma reduc¸a˜o
de Θ(N)2 para Θ(N) em espac¸o de armazenamento. O tempo de excecuc¸a˜o tambe´m
cai na mesma proporc¸a˜o. Isso e´ de suma importaˆncia, pois ao se trabalhar com v´ıdeos
grandes, a implementac¸a˜o pode ficar impratica´vel nos computadores atuais. Por exemplo,
um v´ıdeo HD de 16 quadros tem N = 1280× 720× 16 = 14.745.600 pixels. No processo
de aquisic¸a˜o e reconstruc¸a˜o desse v´ıdeo com taxa de sub-amostragem de 16, ou seja, com
um M=N/16=921.600, a matriz de medidas teria tamanho M ×N , ou seja, a matriz teria
13.589.544.960.000 posic¸o˜es. Se cada entrada corresponder a um byte, precisar´ıamos de
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aproximadamente 12,96 terabytes para armazenar a matriz de medidas. Se armazenar
ja´ e´ dif´ıcil, operar com ela e´ mais dif´ıcil ainda. Nesse caso, a matriz de ı´ndices (mtx)
teria tamanho entre 900 kilobytes e 14 megabytes, um ganho considera´vel. No caso de
1 segundo de um v´ıdeo de resoluc¸a˜o 4k a 60 FPS, precisar´ıamos de aproximadamente
13,75 petabytes para armazenar a matriz de medidas, enquanto a matriz de ı´ndices teria
tamanho entre 30 e 475 megabytes. Sa˜o valores ainda pratica´veis, mesmo para resoluc¸a˜o
dos v´ıdeos perto do ma´ximo da tecnologia atual.
3.5.3 Implementac¸a˜o dos Me´todos de Amostragem com a HPDMD
para Vı´deos
Para a implementac¸a˜o da amostragem utilizando a func¸a˜o HPDMD para imagens e
v´ıdeos, consideramos a entrada 2D ou 3D como um vetor coluna. E´ necessa´rio adaptar
tanto a matriz de medidas quanto o modo de amostragem a isso.
Suponha, por exemplo, um v´ıdeo de tamanho 2 × 3 × 3. Os seus ı´ndices seriam
representados de 1 a 18, onde os ı´ndices de 1 a 6 correspondem ao primeiro sub-quadro,
os ı´ndices de 7 a 12 correspondem ao segundo, e os ı´ndices de 13 a 18 ao terceiro sub-
quadro. Primeiramente, representamos na matriz primeiro na forma de soma, onde a
soma com 0 representa o primeiro quadro, a soma com 6 representa o segundo quadro, e a
soma com 12 representa o terceiro quadro. Mostramos como deve ser a matriz de ı´ndices
para o processo de aquisic¸a˜o de um v´ıdeo de tamanho 2 × 3 × 3, com N=18 e M=6, ou
seja, uma taxa de sub-amostragem de 3x.
Para uma aquisic¸a˜o FS onde sa˜o escolhidos o primeiro e terceiro sub-quadro, o v´ıdeo
poderia ser adquirido pela func¸a˜o HPDMD com a matriz mtx igual a:

0 + 1 12 + 1
0 + 2 12 + 2
0 + 3 12 + 3
0 + 4 12 + 4
0 + 5 12 + 5












Desta forma, o primeiro e terceiro sub-quadros inteiro sa˜o somados, exatamente como a
forma de aquisic¸a˜o FS. O segundo sub-quadro e´ descartado, o que leva a uma eficieˆncia
luminosa de 2/3.
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O zero na soma significa que a amostra e´ tomada do primeiro quadro, o 6 significa que
ela e´ tomada do segundo quadro, e o 12 significa que ela e´ tomada do terceiro. Assim,
apo´s o processo de aquisic¸a˜o, obtemos o terceiro e quinto pixel do primeiro quadro, o
primeiro e quarto pixel do segundo quadro, e o segundo e sexto pixel do terceiro quadro.
Desta forma, na soma final, temos apenas um pixel de cada sub-quadro, sendo que cada
um destes pixels esta´ em sua posic¸a˜o original dentro do quadro. Como no PPS1, 2/3 dos
pixels originais sa˜o descartados.
Utilizando o me´todo de aquisic¸a˜o PPS2 para aquisic¸a˜o de um v´ıdeo deste tamanho, a
matriz de ı´ndices e´: 
0 + 1 12 + 1
6 + 2
0 + 3 6 + 3














Apo´s o processo de aquisic¸a˜o, o primeiro pixel do resultado conte´m a soma do primeiro
pixel do primeiro e terceiro sub-quadros, o segundo pixel do resultado conte´m o valor do
segundo pixel do segundo quadro, o terceiro pixel conte´m a soma do terceiro pixel do
primeiro e segundo sub-quadros, o quarto pixel conte´m a soma do u´ltimo pixel do segundo
e terceiro sub-quadros, o quinto pixel conte´m o quinto pixel do primeiro sub-quadro, e
o sexto conte´m o pixel correspondente do u´ltimo sub-quadro. Desta forma, simulamos
o modo de aquisic¸a˜o PPS2 assim como ele e´. Note que metade dos pixels originais sa˜o
descartados.
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O me´todo PPM1 poderia ser representado pela matriz:

0 + 2 0 + 6 0 + 5
0 + 3 0 + 1 0 + 4
6 + 2 6 + 6 6 + 5
6 + 3 6 + 1 6 + 4
12 + 2 12 + 6 12 + 5












Os dois primeiros pixels recebem 3 pixels distintos do primeiro sub-quadro, o terceiro
e quarto pixels recebem as medidas dos pixels de mesma posic¸a˜o, pore´m do segundo
sub-quadro. O mesmo acontece com os dois u´ltimos pixels, pore´m recebem as medidas do
u´ltimo sub-quadro. Note que as medidas de cada um dos sub-quadros esta˜o bem separadas
das medidas dos outros sub-quadros. E´ poss´ıvel obter as medidas correspondentes a
apenas o primeiro sub-quadro separadamente das outras medidas. Pore´m, as medidas
esta˜o embaralhadas espacialmente.
Por fim, o PPM2 poderia ser representado por:

0 + 2 0 + 6 0 + 5
0 + 3 0 + 1 0 + 4
6 + 3 6 + 5 6 + 2
6 + 6 6 + 4 6 + 1
12 + 4 12 + 1 12 + 2












A diferenc¸a entre o PPM2 e o PPM1 e´ que os pixels escolhidos de cada sub-quadro sa˜o
diferentes. Vemos que tanto no PPM1 como no PPM2, todos os pixels sa˜o representados
na matriz, enta˜o a eficieˆncia luminosa e´ de 100%.
Apo´s realizar o processo de aquisic¸a˜o, chamamos a func¸a˜o que reconstro´i o sinal. Para





No cap´ıtulo anterior foi apresentado o me´todo de aquisic¸a˜o PPM, assim como um
modelo para reconstruc¸a˜o dos v´ıdeos. Neste cap´ıtulo, apresentamos os testes do modelo
de reconstruc¸a˜o para o me´todo proposto e para os me´todos dispon´ıveis na literatura, con-
forme apresentadas na Sec¸a˜o 1.1. Os testes foram feitos para imagens, v´ıdeos sintetizados
e v´ıdeos naturais. Testamos as variac¸o˜es de dimenso˜es, robustez ao ru´ıdo, e comparamos
os tempos de reconstruc¸a˜o.
4.1 Testes em Imagens
Inicialmente, escolhemos uma imagem de tamanho N em n´ıveis de cinza e taxa de
sub-amostragem k. Tomamos apenas N/k medidas a partir de cada um dos me´todos de
aquisic¸a˜o selecionados. Isso simula a aquisic¸a˜o de apenas um sub-quadro em um tempo
de exposic¸a˜o de 1/k do tempo total de integrac¸a˜o de cada quadro da caˆmera. A partir das
aquisic¸o˜es PPS1 e PPM, reconstru´ımos por minimizac¸a˜o da TV2D. Tambe´m utilizamos
uma reconstruc¸a˜o por interpolac¸a˜o a partir de uma sub-amostragem igualmente espac¸ada.
Neste primeiro teste, utilizamos treˆs imagens: a primeira de tamanho 64 × 64 (N =
4.096), a segunda de tamanho 256×256 (N = 65.536) e a terceira de tamanho 1024×1024
(N = 1.048.576). Utilizaremos k = 4 para as 3 imagens. Apenas variando o tamanho da
imagem, podemos testar os resultados para diferentes resoluc¸o˜es de imagem.
Nas Figuras 4.1, 4.2, 4.3 e 4.4 sa˜o apresentadas imagens reconstru´ıdas utilizando os
diferentes me´todos. Na Tabela 4.1 sa˜o mostrados os valores de SER para cada um dos
testes. Podemos observar que o SER correspondente a` aquisic¸a˜o utilizando a interpolac¸a˜o
tem um resultado semelhante ao obtido com PPS1 por minimizac¸a˜o TV. Entretanto, a
aquisic¸a˜o pelo PPM obteve resultados melhores.
Observe tambe´m que quanto maior a imagem, maior a diferenc¸a entre a qualidade do
resultado entre os me´todos de aquisic¸a˜o, como pode ser visto nas imagens apresentadas
55
Tabela 4.1. Me´trica SER para cada me´todo e cada imagem.
SER Subamostragem e interpolac¸a˜o PPS1 e TV2D PPM e TV2D
64× 64 19,3 18,4 22,2
256× 256 16,5 16,0 23,2
1024× 1024 21,2 21,5 29,3
(a) Original (b) SER=19,3 (c) SER=18,4 (d) SER=22,2
Figura 4.1. Resultado da reconstruc¸a˜o para uma imagem de 64 por 64. (a)
Imagem original. (b) Sub-amostragem igualmente espac¸ada e reconstruc¸a˜o por
interpolac¸a˜o, SER=19,3. (c) Amostragem pelo me´todo PPS1 e reconstruc¸a˜o por
TV2D, SER=18,4. (d) Amostragem pelo me´todo PPM e reconstruc¸a˜o por TV2D,
SER=22,2.
nas Figuras 4.2, 4.3 e 4.4. Em particular, a imagem apresentada nas Figuras 4.3 e 4.4
ficou com uma qualidade muito boa considerando que temos apenas 1/4 das medidas.
Mesmo pequenos detalhes foram recuperados muito bem.
O resultado desse teste mostra o potencial do me´todo para v´ıdeo de alta velocidade.
Se dividirmos os quadros de uma caˆmera em 4 e tomarmos medidas lineares de cada sub-
quadro, podemos recuperar 4 imagens de qualidade ta˜o boa quanto as mostradas neste
teste, em que cada uma corresponde temporalmente a cada sub-quadro da cena. Desta
forma, conseguimos aumentar a resoluc¸a˜o temporal em 4 vezes, mantendo a resoluc¸a˜o
espacial constante. Alcanc¸amos isso independente da redundaˆncia temporal da cena, ou
seja, os 4 sub-quadros podem ser completamente diferentes uns dos outros. Ale´m disso,
podemos observar o potencial para super-resoluc¸a˜o nesse teste. As medidas poderiam ser
tomadas por uma caˆmera com 1/4 da resoluc¸ao da imagem reconstru´ıda, o que configura
um aumento de resoluc¸a˜o.
As cenas em geral teˆm muita redundaˆncia temporal. Logo, acreditamos que se as
explorarmos, podemos ter resultados ainda melhores. Desta forma, na pro´xima sec¸a˜o,
apresentamos os resultados da aplicac¸a˜o dos me´todos de aquisic¸a˜o para sinais de v´ıdeo,
utilizando-se das redundaˆncias temporais.
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(a) Original (b) SER=16,5
(c) SER=16,0 (d) SER=23,2
Figura 4.2. Resultado de reconstruc¸a˜o para uma imagem de 256 por 256. (a)
Imagem original. (b) Sub-amostragem igualmente espac¸ada e reconstruc¸a˜o por
interpolac¸a˜o, SER=16,5. (c) Amostragem pelo me´todo PPS1 e reconstruc¸a˜o por
TV2D, SER=16,0. (d) Amostragem pelo me´todo PPM e reconstruc¸a˜o por TV2D,
SER=23,2.
4.2 Testes em Vı´deos Sintetizados
Nesta sec¸a˜o apresentamos os testes em sinais de v´ıdeos sintetizados que simulam os
aspectos gerais de um v´ıdeo natural, como movimento, oclusa˜o, deformac¸a˜o e mudanc¸a
de intensidade luminosa de objetos. Os objetos escolhidos foram elipses (fantomas) e
retaˆngulos. Eles foram escolhidos por serem largamente utilizados na a´rea de compressive
sensing, para reconstruc¸a˜o de imagens me´dicas, e funcionam melhor com a reconstruc¸a˜o
TV.
A Figura 4.5(a) ilustra um quadro do v´ıdeo de teste sintetizado. A partir desse v´ıdeo,
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(a) Original (b) Interpolada, SER=21,2
(c) MP1,SER=21,5 (d) NI,SER=29,3
Figura 4.3. Resultado de reconstruc¸a˜o para uma imagem de 1024 por 1024. (a)
Imagem original. (b) Sub-amostragem igualmente espac¸ada e reconstruc¸a˜o por
interpolac¸a˜o, SER=21,2. (c) Amostragem pelo me´todo PPS1 e reconstruc¸a˜o por
TV2D, SER=21,5. (d) Amostragem pelo me´todo PPM e reconstruc¸a˜o por TV2D,
SER=29,3.
montamos 2 conjuntos de testes, variando o me´todo de reconstruc¸a˜o. O primeiro conjunto
de teste utiliza reconstruc¸a˜o 2D das colunas pelo tempo, enquanto que o segundo conjunto
utiliza reconstruc¸a˜o 3D. Os resultados sa˜o apresentados nas subsec¸o˜es a seguir.
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(a) Original (b) Interpolada, SER=21,16
(c) MP1,SER=21,50 (d) NI,SER=29,25
Figura 4.4. Resultado em um trecho de 64 por 128 da imagem de 1024 por 1024.
(a) Imagem original. (b) Sub-amostragem igualmente espac¸ada e reconstruc¸a˜o por
interpolac¸a˜o, SER=21,2. (c) Amostragem pelo me´todo PPS1 e reconstruc¸a˜o por
TV2D, SER=21,5. (d) Amostragem pelo me´todo PPM e reconstruc¸a˜o por TV2D,
SER=29,3.
4.2.1 Reconstruc¸a˜o 2D: Colunas dos Sub-quadros pelo Tempo
Para os 5 me´todos de aquisic¸a˜o (no domı´nio temporal), utilizamos os v´ıdeos sinteti-
zados nos tamanhos 100 × 100 com 128 quadros, 100 × 100 com 256 quadros, e 200 ×
200 com 128 quadros e 200 × 200 com 256 quadros. Foram utilizadas 4 taxas de sub-
amostragem: 50%, 25%, 12.5% e 6.25%. Na Tabela 4.2 sa˜o apresentados os resultados das
simulac¸o˜es. Para melhor visualizac¸a˜o, os resultados tambe´m esta˜o ilustrados no gra´fico
da Figura 4.6. Para ilustrac¸a˜o da qualidade visual da reconstruc¸a˜o, um quadro do v´ıdeo
de teste (200×200×128) e´ apresentado na Figura 4.5(b), para o qual foi utilizado uma
taxa de subamostragem de 16×.
Percebe-se que o PPM2 apresentou o melhor resultado entre os me´todos de aquisic¸a˜o
para a maioria das taxas de sub-amostragem. O PPM2 so´ na˜o se mostrou o melhor no
caso em que a taxa de amostragem e´ de 2x, e chegou a ter desempenho inferior ao FS para
os menores tamanhos de v´ıdeo. Por outro lado, note que essa taxa de sub-amostragem
e´ a menos interessante. Na maior parte dos casos, o PPS2 mostra o segundo melhor
desempenho. Podemos observar uma grande diferenc¸a de desempenho entre PPM1 e
PPM2, o que mostra que escolhendo um padra˜o de espelhos diferente a cada sub-quadro
leva a uma grande diferenc¸a no valor do SER da reconstruc¸a˜o.
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(a) (b)
Figura 4.5. Um dos quadros da reconstruc¸a˜o do v´ıdeo do fantoma de tamanho
200×200 ×128, utilizando o PPM2 a uma taxa de sub-amostragem de 16x. a) o
quadro original. b) o quadro reconstru´ıdo: SER = 17,8dB.
Tabela 4.2. SER (dB) dos v´ıdeos reconstru´ıdos em relac¸a˜o ao v´ıdeo original.
Tamanho Me´todo de Taxa de sub-amostragem
do v´ıdeo aquisic¸a˜o k = 2 k = 4 k = 8 k = 16
FS 40.3 6.5 3.8 3.2
100× PPS1 10.7 3.6 0.4 -2.0
100× PPS2 10.8 8.2 6.1 4.6
128 PPM1 15.3 10.9 3.7 -0.2
PPM2 36.5 29.9 22.4 7.5
FS 37.8 5.9 3.6 2.5
100× PPS1 10.6 3.6 0.3 -2.1
100× PPS2 10.7 7.8 6.1 4.6
256 PPM1 15.3 11.2 3.8 0.2
PPM2 37.7 29.6 23.0 7.7
FS 37.4 9.0 5.4 4.1
200× PPS1 13.4 7.6 1.1 -1.2
200× PPS2 13.4 9.9 8.0 6.6
128 PPM1 25.7 21.4 10.1 1.9
PPM2 41.2 35.9 28.9 17.8
FS 36.3 7.5 5.4 4.0
200× PPS1 13.4 7.5 1.1 -1.2
200× PPS2 13.4 10.0 8.0 6.7
256 PPM1 25.1 21.5 9.9 2.3
PPM2 41.2 35.6 28.9 18.3
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Figura 4.6. Gra´ficos para o teste em v´ıdeos sintetizados 2D, das linhas pelo tempo.
No eixo x sa˜o observados os diversos me´todos de aquisic¸a˜o. 1 para o FS, 2 para o
PPS1, 3 para o PPS2, 4 para o PPM1 e 5 para o PPM2. O eixo y apresenta a
qualidade das reconstruc¸o˜es, dadas pelo SER em dBs.
Observe que, para v´ıdeos maiores, os resultados sa˜o sempre melhores, resultado que
esta´ em concordaˆncia com os resultados para imagens apresentados na sec¸a˜o anterior. A
expectativa e´ obter resultados ainda melhores quando utilizamos a reconstruc¸a˜o 3D, pois
ela leva em considerac¸a˜o as redundaˆncias temporais e espaciais.
4.2.2 Reconstruc¸a˜o 3D
Repetimos os testes anteriores com reconstruc¸a˜o por TV3D. Os v´ıdeos de testes sa˜o
os mesmos do teste anterior. O que muda neste teste e´ que a reconstruc¸a˜o e´ realizada
utilizando a TV3D. Os resultados sa˜o apresentados na Tabela 4.3 e na Figura 4.7.
Observe que, a reconstruc¸a˜o pela TV3D a partir do PPM (tanto PPM1 quanto PPM2)
melhorou significativamente na maioria dos casos, com ganhos de ate´ duas dezenas de dB
em SER. Ale´m disso, podemos observar um padra˜o quanto a` qualidade de reconstruc¸a˜o
de acordo com o nu´mero de quadros e a resoluc¸a˜o espacial do v´ıdeo. Com a resoluc¸a˜o
espacial fixa e variando apenas o nu´mero de quadros, os resultados na˜o se alteraram muito.
Pore´m, quando aumentamos o tamanho dos quadros, o resultado melhorou bastante. Isso
aconteceu em todos os me´todos de aquisic¸a˜o e todas as taxas de sub-amostragem, sendo
mais evidentes para o me´todo proposto e para taxas de sub-amostragem maiores. Poderia
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Tabela 4.3. SER (dB) me´dios dos v´ıdeos reconstru´ıdos para os me´todos de aqui-
sic¸a˜o testados, para a reconstruc¸a˜o TV2D das colunas pelo tempo.
Tamanho Me´todo de Taxa de sub-amostragem
do v´ıdeo aquisic¸a˜o k = 2 k = 4 k = 8 k = 16
FS 42.9 6.3 2.4 1.7
100× PPS1 9.2 3.0 -0.3 -1.7
100× PPS2 9.3 11.1 6.7 5.3
128 PPM1 27.2 20.1 12.2 1.2
PPM2 67.2 55.6 33.7 8.7
FS 42.4 8.5 1.2 0.74
100× PPS1 9.2 2.7 -0.3 -1.7
100× PPS2 9.3 11.6 7.0 5.3
256 PPM1 31.2 18.6 11.5 1.9
PPM2 76.8 55.7 32.9 8.8
FS 49.5 9.0 4.9 4.8
200× PPS1 11.8 12.0 0.8 -1.4
200× PPS2 11.7 13.8 10.4 8.4
128 PPM1 33.7 27.4 24.9 8.2
PPM2 71.3 55.2 44.3 22.6
FS 36.8 9.0 6.8 1.9
200× PPS1 11.8 12.0 0.8 -1.4
200× PPS2 11.7 14.1 10.4 8.5
256 PPM1 48.3 33.2 25.9 6.4
PPM2 73.1 58.8 44.9 25.6
ser argumentado que isso e´ devido ao nu´mero de pixels, pois ao aumentar a resoluc¸a˜o ou
o nu´mero de quadros, estamos aumentando o nu´mero de pixels. Entretanto, o primeiro
conjunto de v´ıdeos tem tamanho 100 × 100 × 128 = 1.280.000 pixels, o segundo tem
tamanho 100× 100× 256 = 2.560.000 pixels, o terceiro tem 200× 200× 128 = 5.120.000
pixels e o quarto, 200 × 200 × 256 = 10.240.000 pixels. Embora o segundo conjunto de
v´ıdeos tenha o dobro de pixels do primeiro, e o quarto conjunto de v´ıdeos tenha o dobro
do terceiro, a diferenc¸a entre as qualidades de reconstruc¸a˜o e´ pequena. Por exemplo, para
o PPM2 a uma taxa de subamostragem de fator 16, o SER pulou de 8,7 para 8,8 dBs
com o dobro do tamanho no caso do primeiro para o segundo conjunto de v´ıdeos; e pulou
de 22,6 para 25,6 para o dobro de pixels do terceiro para o quarto conjunto de v´ıdeos. A
diferenc¸a de qualidade de reconstruc¸a˜o entre o segundo e o terceiro conjunto de v´ıdeos, o
qual tambe´m tem o dobro de pixels, e´ muito maior (de 8,8 para 22,6). Enta˜o, a resoluc¸a˜o
espacial do v´ıdeo e´ mais importante para um bom desempenho do que o nu´mero total de
pixels no v´ıdeo.
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Figura 4.7. SER das reconstruc¸o˜es utilizando a TV3D do v´ıdeo do v´ıdeo sintetizado
do fantoma, para taxas de 2, 4, 8 e 16. Em cada gra´fico, o 1 se refere ao me´todo FS,
o 2 se refere ao PPS1, o 3 ao PPS2, o 4 se refere ao PPM1 e o 5 se refere ao PPM2.
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(a) Sub-quadro 85 do v´ıdeo original (b) FS
(c) PPS1 (d) PPS2
(e) PPM1 (f) PPM2
Figura 4.8. Teste com os me´todos FS, PPS1,PPS2, PPM1 e PPM2 a partir de um
v´ıdeo de tamanho 200×200 ×128, a uma taxa de sub-amostragem de 16x.
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Na Figura 4.8 e´ apresentado um sub-quadro do resultado das reconstruc¸o˜es utilizando
as 5 me´todos de aquisic¸a˜o a partir do mesmo v´ıdeo de teste, com um fator de sub-
amostragem de 16x. Este e´ o sub-quadro de nu´mero 85 para o v´ıdeo do fantoma sintetizado
de tamanho 200×200×128. A Figura 4.8(a) mostra o sub-quadro original. Ele e´ o quinto
quadro de um conjunto de 16 quadros utilizados para o mesmo conjunto de medidas, em
todas os me´todos de aquisic¸a˜o testadas. Observe o c´ırculo branco na parte superior desta
imagem. Nos quadros anteriores, esse c´ırculo esta´ numa posic¸a˜o diferente. Nos quadros
iniciais deste conjunto de sub-quadros, esse c´ırculo vai se aproximando da borda de cima,
ate´ chegar nela, e enta˜o e´ rebatido para outra direc¸a˜o. Ao final do conjunto de 16 sub-
quadros, o c´ırculo se encontra numa posic¸a˜o completamente diferente. A qualidade da
reconstruc¸a˜o utilizando o me´todo FS, como ilustrado na Figura 4.8(b) fica muito distante
da qualidade do quadro original. Isto mostra a influeˆncia dos quadros adjacentes.
A reconstruc¸a˜o a partir do PPS1 (Figura 4.8(c)) na˜o apresenta resqu´ıcios de quadros
anteriores ou posteriores, uma vez que este me´todo na˜o apresenta dependeˆncias tempo-
rais entre as medidas de sub-quadros distintos. Pore´m, muita informac¸a˜o da cena ficou
faltando, pois a quantidade de informac¸a˜o luminosa adquirida e´ muito baixa para uma
reconstruc¸a˜o fiel da cena.
A reconstruc¸a˜o a partir do me´todo PPS2, ilustrado na Figura 4.8(d), mostra resqu´ıcios
dos sub-quadros anteriores. Isso mostra que a dependeˆncia temporal das medidas nesse
modo de amostragem pode influenciar no resultado da reconstruc¸a˜o, especialmente para
a´reas em que ha´ movimento maior. Observamos que quanto maior o fator de subamos-
tragem, maior sera´ essa dependeˆncia e os resqu´ıcios de mais quadros comprometera˜o a
qualidade da imagem.
O me´todo PPM mostra como esses dois problemas podem ser abordados ao mesmo
tempo. Na˜o vemos resqu´ıcios dos sub-quadros adjacentes utilizados para o mesmo con-
junto de medidas. Ale´m disso, a cena esta´ mais completa do que no resultado obtido com
o me´todo PPS1 porque 100% de informac¸a˜o luminosa foi adquirida. O resultado do PPM2
(Figura 4.8(f)) ficou melhor que o resultado do PPM1 (Figura 4.8(e)), mostrando que o
padra˜o de espelhos aleato´rio por sub-quadro leva a melhores resultados. Podemos ver
que os me´todos com independeˆncia temporal conseguem separar melhor as informac¸o˜es
temporais.
4.2.3 Robustez ao Ru´ıdo
E´ importante testar o qua˜o robusta ao ru´ıdo e´ o nosso me´todo e como essa robustez
afeta a qualidade da reconstruc¸a˜o. Uma vez que os sensores das caˆmeras sa˜o sens´ıveis a
ru´ıdo, as medidas tambe´m sa˜o afetadas pelo ru´ıdo durante a aquisic¸a˜o dos v´ıdeos, para
qualquer um dos modos de aquisic¸a˜o.
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Fizemos testes com o mesmo tipo de v´ıdeo utilizado nos testes anteriores, apenas adi-
cionando ru´ıdo a`s medidas. E´ importante frisar que para simular o processo de aquisic¸a˜o,
o ru´ıdo deve ser adicionado a`s medidas e na˜o ao v´ıdeo do qual estamos pegando as amos-
tras, pois o ru´ıdo e´ gerado nos sensores. No caso do FS e PPS2, amostras de sub-quadros
distintos sa˜o somadas e, em seguida, e´ adicionado o ru´ıdo. Se o ru´ıdo fosse primeiramente
somado ao v´ıdeo, ter´ıamos nas medidas a soma de va´rios valores de ru´ıdos Gaussianos de
uma so´ vez, o que e´ equivalente a somar um u´nico valor nas medidas. Esse valor tambe´m
e´ gerado por um ru´ıdo Gaussiano, mas com uma variaˆncia diferente. O nu´mero de valores
somados e´ cerca de k/2, uma vez que cerca de metade do v´ıdeo e´ jogado fora. No caso
do PPM (tanto PPM1 quanto PPM2), as amostras sa˜o somadas entre pixels distintos do
mesmo sub-quadro. Pore´m, e´ equivalente a somar um u´nico valor, mas com variaˆncia
diferente. A variaˆncia e´ afetada de forma diferente em relac¸a˜o aos PPS2 e FS, pois sa˜o
somados k valores. Apenas no caso PPS1 na˜o ha´ diferenc¸a entre somar os valores ao v´ıdeo
ou nas medidas, uma vez que as medidas sa˜o formadas por amostras aleato´rias do v´ıdeo,
e na˜o pela soma delas.
Em suma, adicionar o ru´ıdo a`s medidas torna o processo justo, pois cada me´todo de
amostragem tem um efeito diferente na variaˆncia. O mais justo para realizarmos uma
avaliac¸a˜o do efeito do ru´ıdo em todos os me´todos e´ adicionar ru´ıdo a`s medidas, pois,
dependendo do modo de amostragem, o ru´ıdo adicionado ao v´ıdeo tem pesos diferentes
sobre as medidas.
Em nosso teste, no´s somamos a cada amostra um valor aleato´rio com func¸a˜o de dis-
tribuic¸a˜o de probabilidade normal com me´dia zero. A variaˆncia foi ajustada em valores
igualmente espac¸ados dentro de uma escala exponencial. Os testes da sec¸a˜o anterior su-
geriram que o nu´mero de quadros influencia pouco nos resultados, enta˜o decidimos fazer
este teste com um nu´mero pequeno de quadros. Utilizamos v´ıdeos sinte´ticos de tamanho
100× 100× 16. Os resultados sa˜o apresentados na na Figura 4.9.
Podemos ver que, embora a reconstruc¸a˜o sem ru´ıdo do PPM2 tenha ficado muito
boa, ela decai rapidamente ao adicionarmos ru´ıdo a`s medidas. Enta˜o, nosso me´todo
de aquisic¸a˜o na˜o e´ ta˜o robusta ao ru´ıdo quando reconstru´ıda com a TV3D. O PPS2 se
mostra muito boa em relac¸a˜o a robustez ao ru´ıdo. Para taxas de sub-amostragem maiores,
a qualidade da reconstruc¸a˜o ficou praticamente esta´vel.
4.2.4 PPM2 Dividida em Blocos
Na Sec¸a˜o 3.3.1 vimos que o me´todo PPM, se dividida em blocos, pode trazer van-
tagens em relac¸a˜o a` visualizac¸a˜o, dependendo do tamanho do bloco. Quanto menor o
tamanho do bloco, melhor a pre´-visualizac¸a˜o, pois um tamanho de bloco menor pouco
diminui a resoluc¸a˜o espacial dela. Pore´m, o tamanho do bloco pode alterar a qualidade da
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Figura 4.9. SER das reconstruc¸o˜es ao adicionar ru´ıdo a`s medidas
reconstruc¸a˜o. Com blocos muito pequenos, apenas os pixels mais pro´ximos sa˜o somados.
Desta forma, a informac¸a˜o na˜o se espalha e a incoereˆncia pode ser afetada. Nesta sec¸a˜o,
medimos a influeˆncia do tamanho do bloco na qualidade da reconstruc¸a˜o.
A partir do fantoma de tamanho 512 por 512 de 16 quadros, tomamos medidas utili-
zando o me´todo PPM2 divididos em blocos. O tamanho do bloco e´ a varia´vel de controle
do teste, de tal forma que ele varia em quadrados de laterais de 16 ate´ 512, com passos
de 16 em 16. Os resultados sa˜o apresentados na Figura 4.10.
Podemos observar nos gra´ficos ilustrados na Figura 4.10 que para blocos pequenos, os
resultados da reconstruc¸a˜o na˜o sa˜o muito bons. Mas, a medida que o tamanho do bloco
aumenta, a qualidade da reconstruc¸a˜o aumenta ate´ se estabilizar. Quanto maior a taxa de
sub-amostragem, maior e´ o ponto em que a qualidade se estabiliza. O tamanho do bloco
a partir do qual se atinge estabilidade e´ de 48×48 para taxa de sub-amostragem e´ 2×,
enquanto que, para uma taxa de sub-amostragem de 16× o tamanho do bloco mı´nimo e´
144x144. Pore´m, nestes casos, os quadros de pre´-visualizac¸a˜o ficam com resoluc¸a˜o muito
pequena.
Como o ganho para a pre´-visualizac¸a˜o na˜o e´ muito grande e a qualidade na˜o varia
muito depois do tamanho mı´nimo do bloco de estabilizac¸a˜o, os demais testes sera˜o feitos
sem utilizar o PPM2 por blocos.
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Figura 4.10. SER das reconstruc¸o˜es a partir do me´todo PPM2 por blocos.
4.3 Vı´deos Naturais
Os fantomas mostrados nas Sec¸o˜es anteriores teˆm a caracter´ıstica de serem muito
esparsos em relac¸a˜o ao operador de diferenc¸as finitas de amostras consecutivas, o que
e´ medido pelo operador TV. Enta˜o, os resultados com minimizac¸a˜o TV sa˜o, de forma
geral, bons. Infelizmente, os v´ıdeos naturais na˜o sa˜o ta˜o esparsos em relac¸a˜o a esse
operador como os v´ıdeos sinte´ticos de fantomas. Nesta sec¸a˜o, apresentamos teste de como
os me´todos de aquisic¸a˜o se comportam com v´ıdeos naturais.
Os resultados em v´ıdeos sinte´ticos forneceram boas direc¸o˜es sobre os paraˆmetros que
levam aos melhores resultados:
• Vı´deos de maior resoluc¸a˜o espacial apresentam melhor qualidade de reconstruc¸a˜o.
• Aparentemente, o nu´mero de quadros a serem reconstru´ıdos juntos na˜o afeta consi-
deravelmente a qualidade das reconstruc¸o˜es.
• Para maiores taxas de sub-amostragem e maiores n´ıveis de ru´ıdo, o PPS2 mostrou
um bom resultado.
Considerando isso, selecionamos para teste um conjunto de v´ıdeos em resoluc¸a˜o HD
(720 × 1280 pixels, 50 quadros por segundo). De cada um dos v´ıdeos, escolhemos um
conjunto de 16 quadros para os testes de simulac¸a˜o da aquisic¸a˜o e reconstruc¸a˜o. A escolha
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do nu´mero de quadros se deve, entre outros fatores, a` dificuldade de processar v´ıdeos com
grande resoluc¸a˜o espacial e com muitos quadros. Como, de acordo com os resultados
obtidos para os fantomas, a resoluc¸a˜o espacial tem maior impacto sobre a qualidade da
reconstruc¸a˜o do que o nu´mero de quadros, decidimos minimizar o nu´mero de quadros para
poder aumentar a resoluc¸a˜o espacial do v´ıdeo sem aumentar drasticamente o tamanho dos
v´ıdeos (armazenamento em memo´ria). Entretanto, o nu´mero de quadros depende da taxa
de sub-amostragem. Para testar a taxa de sub-amostragem de 16x, precisamos de um
mı´nimo de 16 quadros de um v´ıdeo original. Desta forma, cada modo de amostragem vai
gerar 1 quadro com as amostras, sendo este o nu´mero de amostras que sa˜o captadas pelos
sensores da caˆmera de cada vez. Em suma, 16 e´ o nu´mero mı´nimo de quadros que devemos
capturar para simular o processo de aquisic¸a˜o para uma taxa de sub-amostragem de 16x.
Evidentemente, os me´todos PPS1 e PPM permitem um nu´mero qualquer de quadros,
mas como vamos comparar todos os me´todos, os v´ıdeos devem obedecer as condic¸o˜es
compat´ıveis para todos os me´todos.
Os v´ıdeos escolhidos foram obtidos do banco de dados The Consumer Digital Video
Library (CDVL). Os v´ıdeos sa˜o na˜o-comprimidos (formato avi) com resoluc¸a˜o 720×1280,
capturados a 50 FPS e possuem sub-amostragem de cor a 4:2:0. Para testes deste tipo, e´
importante que os v´ıdeos sejam de alta qualidade e sem degradac¸o˜es vis´ıveis, a utilizac¸a˜o
de v´ıdeos comprimidos poderia afetar os resultados por causa da introduc¸a˜o de degradac¸a˜o.
Por exemplo, a blocagem de uma compressa˜o JPEG cria bordas entre os blocos 8×8,
ao mesmo tempo que deixa as regio˜es constantes por partes [56]. A criac¸a˜o de regio˜es
constantes poderia ajudar na reconstruc¸a˜o por minimizac¸a˜o TV.
De cada um dos v´ıdeos, selecionamos 16 quadros para os testes. Em alguns dos v´ıdeos,
os quadros eram seguidos, e de outros escolhemos os quadros com saltos maiores, pore´m
constantes entre os quadros, com a ideia de simular uma movimentac¸a˜o maior entre alguns
deles. A Tabela 4.4 mostra os v´ıdeos e os quadros escolhidos de cada um. A Figura 4.11
mostra o primeiro e u´ltimo quadro de cada um dos v´ıdeos escolhidos. Quanto maior a
diferenc¸a entre o primeiro e u´ltimo quadro, maior e´ a atividade temporal de cada v´ıdeo.
Nos testes anteriores realizados nos fantomas, vimos que os melhores resultados para
as maiores taxas de sub-amostragem foram obtidos para os me´todos PPS2 e PPM2. Ale´m
disso, o me´todo PPS2 mostrou a melhor robustez ao ru´ıdo. Como estes testes demandam
uma considera´vel quantidade de tempo e espac¸o em disco, escolhemos apenas os me´todos
de aquisic¸a˜o PPS2 e PPM2 para estes testes.
Ale´m disso, devido a problemas na soluc¸a˜o inicial para o algoritmo utilizado para
TV3D para o me´todo PPM2, reconstruimos o v´ıdeo obtido pelo me´todo PPM2 pela TV3D
com a soluc¸a˜o inicial dada pela reconstruc¸a˜o da TV2D dos sub-quadros isoladamente.
Como vimos na implementac¸a˜o descrita na Sec¸a˜o 3.5, as medidas obtidas podem ser
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Tabela 4.4. Os quadros de inicio e final e os saltos dos v´ıdeos, note que cada um
conte´m 16 quadros.
Video Quadro inicial Salto em quadros Quadro final
1 402 1 417
2 80 2 830
3 440 1 455
4 1 1 16
5 70 1 85
6 20 20 320
7 1100 50 1550
8 300 1 315
9 96 1 111
10 30 1 45
11 60 2 90
12 100 30 550
separadas, de tal forma que as primeiras M/k medidas correspondam ao primeiro sub-
quadro, as pro´ximas M/k medidas ao segundo sub-quadro, e assim sucessivamente ate´
o u´ltimo sub-quadro. Desta forma, podemos adquirir as medidas isoladamente de cada
sub-quadro a partir das medidas do v´ıdeo 3D. E assim, podemos reconstruir cada um
dos sub-quadros isoladamente. Efetuamos a reconstruc¸a˜o da TV3D a partir das medidas
PPM2, mas com a soluc¸a˜o inicial dada pela reconstruc¸a˜o 2D dos sub-quadros isolados.
Chamamos essa configurac¸a˜o de PPM3. Para fins de comparac¸a˜o, tambe´m mostramos
nos resultados os sub-quadros reconstru´ıdos isoladamente pela TV2D, que sa˜o tomados
pelo PPM3 como soluc¸a˜o inicial. Chamaremos essa soluc¸a˜o inicial de PPM-2D.
Os resultados do SER das reconstruc¸o˜es para os me´todos PPS2, PPM2, PPM-2D e
PPM3, para as taxas de sub-amostragem de 4, 8 e 16 sa˜o apresentadas na Tabela 4.5. A
u´ltima linha desta tabela apresenta o resultado me´dio para todos os v´ıdeos. Para fins de
melhor visualizac¸a˜o, os resultados tambe´m sa˜o apresentados na Figura 4.12.
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v2, quadro 1 v2, quadro 16 v7, quadro 1 v7, quadro 16
v1, quadro 1 v2, quadro 16 v8, quadro 1 v8, quadro 16
v3, quadro 1 v3, quadro 16 v9, quadro 1 v9, quadro 16
v4, quadro 1 v4, quadro 16 v10, quadro 1 v10, quadro 16
v5, quadro 1 v5, quadro 16 v11, quadro 1 v11, quadro 16
v6, quadro 1 v6, quadro 16 v12, quadro 1 v12, quadro 16
Figura 4.11. O primeiro e u´ltimo quadro de cada um dos 12 v´ıdeos escolhidos para
os testes. Eles foram obtidos a partir de uma escolha de quadros de v´ıdeos originais,
de acordo com a Tabela 4.4.
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Tabela 4.5. SER (dB) me´dio dos v´ıdeos naturais reconstru´ıdos.
Video PPS2 PPM2 PPM-2D PPM3
k= 4 8 16 4 8 16 4 8 16 4 8 16
1 11.3 10.0 8.4 12.7 9.1 7.3 15.0 12.4 10.7 15.8 13.2 11.5
2 15.1 13.4 11.9 17.4 12.3 10.0 20.2 17.0 14.7 20.4 17.5 15.3
3 18.4 17.9 14.6 21.7 13.9 11.1 27.7 23.9 21.3 27.1 24.0 21.7
4 12.1 10.2 9.2 15.0 12.1 10.4 17.0 14.7 13.3 17.2 14.9 13.5
5 13.3 12.0 10.1 18.9 11.8 8.4 30.2 25.9 22.2 25.9 22.0 19.7
6 16.7 14.4 13.5 17.3 12.3 9.7 24.3 20.9 18.7 22.0 19.4 17.9
7 11.7 9.6 7.2 14.3 10.4 8.6 24.1 21.8 20.4 19.7 17.4 17.0
8 11.9 10.5 8.8 14.8 9.5 7.0 19.8 16.7 14.4 19.2 16.6 14.5
9 10.6 8.0 5.8 14.0 8.5 5.5 23.0 21.0 18.6 22.9 20.6 18.2
10 16.0 13.1 11.6 20.8 11.6 8.5 26.5 22.8 20.1 28.0 24.1 21.3
11 17.4 14.5 13.4 20.4 14.9 12.2 29.2 25.1 21.5 26.5 23.2 20.5
12 13.2 11.1 9.2 14.8 10.5 8.7 25.2 21.3 18.5 22.5 19.6 17.1
Me´dia 14.0 12.5 10.3 16.8 11.4 9.0 23.5 20.3 17.9 22.3 19.4 17.3
Figura 4.12. SER da reconstruc¸a˜o dos 12 v´ıdeos para cada me´todo testado. Em
cada gra´fico, o eixo x se refere ao nu´mero do v´ıdeo, e o eixo y se refere ao SER (dB)
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Comparando a reconstruc¸a˜o do PPS2 com o PPM2, para uma taxa de sub-amostragem
4x, o PPM2 teve melhor desempenho (SER me´dio de 14 para o PPS2 e 16,8 para PPM2).
Pore´m, com o aumento da taxa, o PPS2 comec¸ou a ter um melhor desempenho do que o
PPM2 para a maioria dos casos, apresentando um menor decaimento dos valores de SER.
Esse comportamento foi vis´ıvel no teste de robustez ao ru´ıdo. Apesar do PPM2
apresentar melhores resultados do que o PPS2, quanto maior o ru´ıdo e taxa de sub-
amostragem, melhor a qualidade de reconstruc¸a˜o utilizando o PPS2. De tal forma que o
PPS2 e o PPM2 apresentam desempenhos equivalentes para os maiores n´ıveis de ru´ıdo
testados. O modelo utilizado para v´ıdeos naturais assume que eles sa˜o aproximadamente
esparsos, ou seja, seriam equivalentes a um sinal esparso somado a um ru´ıdo de baixa
energia. Ao se adquirir as medidas, o ru´ıdo tambe´m e´ medido. Como o PPM2 na˜o mos-
trou boa robustez ao ru´ıdo como o PPS2, faz sentido que os v´ıdeos naturais reconstru´ıdos
pelo PPM2 tenham uma qualidade mais baixa de que os reconstru´ıdos com o PPS2 em
taxas de sub-amostragem ainda maiores.
Pore´m, o PPS2 na˜o gerou o melhor desempenho em todos os casos da taxa de sub-
amostragem 16x. O PPM2 apresentou melhor desempenho para os v´ıdeos 4 e 7. O v´ıdeo 4
mostra dois quadros sem nenhuma informac¸a˜o visual relevante e 14 quadros com um v´ıdeo
normal de um homem caminhando. Sendo assim, ha´ uma transic¸a˜o abrupta do conteu´do
das cenas. O v´ıdeo 7 mostra um v´ıdeo com movimento de caˆmera. Inicialmente, a cena
mostra uma casa com um campo ao lado. Em seguida, a caˆmera se aproxima da casa
e das a´rvores, terminando de baixo da copa de uma das a´rvores, onde ha´ um grupo de
pessoas se movimentando. Para compor o v´ıdeo de testes, tomamos um quadro a cada 50,
com o objetivo de simular a aproximac¸a˜o da caˆmera de forma mais ra´pida. A transic¸a˜o
de quadros e´, portanto, muito grande, assim como no v´ıdeo 4.
A Figura 4.13 ilustra o segundo e terceiro quadros do v´ıdeo 4, e suas reconstruc¸o˜es
para a taxa de sub-amostragem 16x. A Figura 4.14 ilustra o primeiro e de´cimo sexto
quadro do v´ıdeo 7 e suas respectivas reconstruc¸o˜es para a taxa de 16x.
Para o me´todo PPS2, a reconstruc¸a˜o do segundo quadro do v´ıdeo 4 mostra uma clara
influeˆncia do quadro seguinte. Em particular, podemos ver claramente o efeito de motion
blur em ambos os quadros. Para o me´todo PPM2, o segundo e terceiro quadros ficaram
bem ruidosos, pore´m, ha´ muita redundaˆncia do conteu´do de um quadro em outro. Para o
me´todo PPM3, a reconstruc¸a˜o do segundo quadro sofre uma influeˆncia do terceiro em uma
intensidade muito menor, e o terceiro quadro ficou mais fiel ao original. A soluc¸a˜o inicial
dada pelo PPM-2D, entretanto, na˜o mostra influeˆncia dos outros quadros no segundo
quadro, pore´m a qualidade do terceiro quadro e´ pior em qualidade visual em relac¸a˜o ao
terceiro quadro do PPM3.
Como o video 7 apresenta grande atividade temporal entre os quadros subsequentes,
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(a) Quadro 2 original (b) Quadro 3 original
(c) Quadro 2 - PPS2: SER=4,9 (d) Quadro 3 - PPS2: SER=9,4
(e) Quadro 2 - PPM2: SER=26,9 (f) Quadro 3 - PPM2: SER=8,0
(g) Quadro 2 - PPM-2D: SER=28,7 (h) Quadro 3 - PPM-2D: SER=11,2
(i) Quadro 2 - PPM3: SER=26,4 (j) Quadro 3 - PPM3: SER=11,5
Figura 4.13. Reconstruc¸o˜es do segundo e terceiro quadros do v´ıdeo 4 a partir das
diversos me´todos, a uma taxa de 16x (6,25% das amostras).
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(a) Quadro 1 original (b) Quadro 16 original
(c) Quadro 1 - PPS2: SER=7,6 (d) Quadro 16 - PPS2: SER=5,3
(e) Quadro 1 - PPM2: SER=6,7 (f) Quadro 16 - PPM2: SER=7,3
(g) Quadro 1 - PPM-2D: SER=22,5 (h) Quadro 16 - PPM-2D: SER=12,1
(i) Quadro 1 - PPM3: SER=20,2 (j) Quadro 16 - PPM3: SER=11,2
Figura 4.14. Reconstruc¸o˜es do primeiro e u´ltimo quadros do v´ıdeo 7 a partir das
diversos me´todos, a uma taxa de 16x (6,25% das amostras).
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Tabela 4.6. Medida de movimento utilizada para medir a atividade temporal dos
v´ıdeos dada por 4.1. Quanto maior o valor obtido pela me´trica, maior o movimento
do v´ıdeo.
Vı´deo 10 3 11 2 5 9 6 1 8 4 12 7
Movimento 1849 2711 4911 5146 5483 5556 6873 7193 7332 8876 9572 11068
o me´todo PPS2 apresentou um resultado pior, pois reconstruc¸a˜o dos quadros tem muita
influeˆncia do conteu´do dos outros quadros. No me´todo PPM2 as reconstruc¸o˜es ficaram
muito ruidosas, pore´m, com os quadros bem definidos. Ja´ o PPM3 ficou bem melhor que
ambos, apresentando boa definic¸a˜o da informac¸a˜o nos quadros e pouco ru´ıdo. Entretanto,
neste caso, a pro´pria soluc¸a˜o inicial dada pelo PPM-2D obteve um desempenho melhor
que o PPM3. Observe que a mistura de conteu´do entre os quadros e´ inexistente, e a
qualidade dos quadros isoladamente e´ superior.
Esse comportamento sugere que uma grande transic¸a˜o dos quadros subsequentes fa-
vorece o nosso me´todo PPM, nas suas diversas variac¸o˜es. A partir disso, surgiu a ideia
de medir a transic¸a˜o temporal entre os quadros e verificar se essa tendeˆncia e´ verdadeira.
Ale´m disso, podemos comparar o desempenho da soluc¸a˜o inicial com o da soluc¸a˜o final
do PPM3 ao se variar a quantidade de movimento.
Para medir a quantidade de movimento, escolhemos uma medida simples, que soma
os valores absolutos das diferenc¸a entre os quadros. Assim, quanto maior a diferenc¸a
entre os quadros, ou seja, maior a transic¸a˜o entre os quadros, maior e´ o valor da medida.
A` medida, e´ adicionado um fator de normalizac¸a˜o da energia do v´ıdeo, pois v´ıdeos com
maior luminaˆncia me´dia poderiam ter um peso maior na medida do que v´ıdeos com
menor luminaˆncia me´dia. Para um v´ıdeo V , de dimenso˜es p× q× r, a me´trica e´ calculada
utilizando a seguinte equac¸a˜o:
∑r−1







k=1 V (i, j, k)V (i, j, k)∗
. (4.1)
Com essa me´trica, classificamos os v´ıdeos de acordo com sua atividade temporal.
A Tabela 4.6 mostra o resultado da aplicac¸a˜o da medida de movimento aos v´ıdeos. Os
resultados foram ordenados de acordo com a quantidade de movimento (ordem crescente).
A Figura 4.15 mostra a relac¸a˜o entre a me´trica e o SER da reconstruc¸a˜o.
Com taxa de sub-amostragem 4x, o PPM2 apresenta melhor desempenho que o PPS2.
Pore´m, quando a taxa aumenta, o PPS2 comec¸a a superar o PPM2. O aumento da quan-
tidade de movimento sugere que a diferenc¸a entre o PPS2 e o PPM2 diminui. Entretanto,
em todos os casos, o PPM3 e a inicializac¸a˜o PPM-2D, mostraram uma desempenho muito
melhor que o PPM2 e o PPS2.
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Figura 4.15. SER ordenados pela me´trica de movimento para taxas de 4x, 8x e
16x. Em azul e´ o PPS2, em vermelho e´ o PPM2, em verde o PPM-2D, e o preto
corresponde ao PPM3.
Para visualizar melhor este comportamento, analisamos um trecho em zoom de mais
dos v´ıdeos 9 e 8. A Figura 4.16(a) ilustra um trecho de uma a´rea de 600×600 do pri-
meiro quadro do v´ıdeo 9. Note que existe uma sombra que cobre as costas do homem.
Essa sombra se move durante os quadros. As Figuras 4.16(b), (c), (d) e (e) mostram a
reconstruc¸a˜o utilizando PPS2, PPM2, PPM-2D e PPM3, respectivamente, com uma taxa
de sub-amostragem de 16x (6.25% das amostras). No quadro reconstru´ıdo pelo PPS2, as
costas do homem esta˜o vis´ıveis. Entretanto, as costas do homem so´ estariam vis´ıveis nos
quadros seguintes. Ou seja, o PPS2 na˜o separa muito bem os quadros. Por outro lado, a
reconstruc¸a˜o com o PPM2 mostrou-se muito ruidosa (Figura 4.16(c)). Tanto o PPM-2D
quanto o PPM3 ficaram muito melhores. O PPM-2D apresentou um SER um pouco me-
lhor, mas ainda e´ muito pro´ximo do PPM3. Visualmente o PPM3 esta´ um pouco melhor,
com menos artefatos caracter´ısticos da minimizac¸a˜o TV.
A Figura 4.17(a) mostra um trecho de 300×300 do v´ıdeo 8. O v´ıdeo conte´m uma
multida˜o de pessoas correndo, apresentando muito movimento. As Figuras 4.17(b), (c),
(d) e (e) mostram as reconstruc¸o˜es dos me´todos PPS2, PPM2, PPM-2D e PPM3, res-
pectivamente, com taxa de sub-amostragem de 4x (a partir de 25% das amostras). Na
reconstruc¸a˜o PPS2 e´ poss´ıvel ver muito motion blur. Como antes, a imagem reconstru´ıda
com o PPM2 esta´ ruidosa, e os PPM-2D e PPM3 apresentam melhores qualidades visuais.
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(a) original
(b) PPS2 (c) PPM2
(d) PPM-2D (e) PPM3
Figura 4.16. Resultados para os me´todos PPS2, PPM2, PPM-2D e PPM3 para o
v´ıdeo 9, com taxa de sub-amostragem de 16x.
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(a) original
(b) PPS2 (c) PPM2
(d) PPM-2D (e) PPM3
Figura 4.17. Resultados para os me´todos PPS2, PPM2, PPM-2D e PPM3 para o
v´ıdeo 8, com taxa de sub-amostragem de 4x.
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E´ dif´ıcil entender porque o PPM-2D mostrou o´timos resultados. Testamos poucos
nu´meros de quadros no teste com v´ıdeos sintetizados (apenas 128 e 256) para deduzir que
os resultados seriam melhores poucos quadros em v´ıdeos naturais. Acreditamos que o
resultado 2D ficou melhor pois o nu´mero de quadros reconstru´ıdos no PPS2 e PPM2 era
muito pequeno, e a resoluc¸a˜o espacial 2D era grande suficiente pro PPM-2D apresentar
um bom desempenho. Mais testes com v´ıdeos naturais de tamanhos e nu´mero de quadros
diferentes seriam necessa´rios para investigar este desempenho. Infelizmente precisar´ıamos
de mais recursos computacionais e mais tempo para testar essa hipo´tese.
4.4 Ana´lise dos Tempos de Execuc¸a˜o
Para todos os testes, o mesmo algoritmo de reconstruc¸a˜o foi utilizado, variando apenas
a forma de aquisic¸a˜o. E´ importante analisar o tempo de execuc¸a˜o dos testes para verificar
se a forma de aquisic¸a˜o pode influenciar na velocidade em que a reconstruc¸a˜o e´ obtida.
Todos os testes foram feitos utilizando o mesmo computador: um PC com 4 cores
do processador Intel(R) Xeon(R) CPU E31220 U em 3093 MHz, 64 bits e 8 gigabytes
de memo´ria ram. As implementac¸o˜es foram feitas em MATLAB. O tempo medido e´
relativo apenas ao algoritmo de reconstruc¸a˜o, ou seja, na˜o medimos o tempo tomado na
abertura dos dados, simulac¸a˜o da aquisic¸a˜o ou no salvamento dos dados. Ale´m de serem
muito pequenos relac¸a˜o ao tempo de reconstruc¸a˜o, podemos avaliar a influeˆncia do tipo
de amostragem exatamente no tempo de reconstruc¸a˜o, e na˜o outros fatores.
Como o algoritmo e´ de otimizac¸a˜o, ele itera um certo nu´mero de vezes ate´ que a
soluc¸a˜o obtida seja pro´xima suficiente das condic¸o˜es desejadas, ou quando um nu´mero
ma´ximo de iterac¸o˜es for atingido. Em nenhum caso mostrado aqui, o algoritmo alcanc¸ou
o nu´mero ma´ximo de 300 iterac¸o˜es, ou seja, para todos os testes apresentados a mı´nima
TV foi alcanc¸ada.
Vı´deos Sintetizados
Inicialmente avaliamos os tempos de execuc¸a˜o dos testes para reconstruc¸a˜o dos v´ıdeos
sintetizados. As Figuras 4.18 e 4.19 apresentam os gra´ficos de tempo de reconstruc¸a˜o
para os testes feitos a partir das reconstruc¸o˜es 2D das colunas pelo tempo e reconstruc¸a˜o
3D, respectivamente. Em geral, o tempo me´dio de reconstruc¸a˜o a partir dos me´todos
de amostragem foi proporcional ao tamanho do sinal reconstru´ıdo, com algumas poucas
excec¸o˜es.
No caso de reconstruc¸a˜o das linhas pelo tempo, o me´todo proposto em sua primeira
configurac¸a˜o apresentou um tempo de reconstruc¸a˜o um pouco maior nos casos em que
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Figura 4.18. Tempos de reconstruc¸a˜o dos testes de reconstruc¸a˜o 2D das colunas
pelo tempo.
Figura 4.19. Tempos de reconstruc¸a˜o dos testes de reconstruc¸a˜o 3D para v´ıdeos
sintetizados.
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o a taxa de sub-amostragem e´ maior. O PPM2 apresentou melhor desempenho quando
comparado ao PPM1.
No caso da reconstruc¸a˜o 3D, houve muita variac¸a˜o no tempo de reconstruc¸a˜o com taxas
de sub-amostragem mais baixas. Pore´m, para taxas de sub-amostragem maiores, o tempo
de reconstruc¸a˜o foi parecido para todas os me´todos de aquisic¸a˜o. Enta˜o, a partir dos
dados, na˜o e´ poss´ıvel concluir que um dos me´todo leva vantagem em tempo de execuc¸a˜o
da reconstruc¸a˜o em relac¸a˜o aos outros.
Influeˆncia do Ru´ıdo no Tempo de Reconstruc¸a˜o
Vamos analisar agora os testes da robustez ao ru´ıdo, quanto ao seu tempo de recons-
truc¸a˜o. O gra´ficos na Figura 4.20 ilustram os tempos de execuc¸a˜o para cada uma dos
me´todos, para diferentes n´ıveis de ru´ıdo.
Figura 4.20. Tempos de reconstruc¸a˜o dos testes de reconstruc¸a˜o 3D com ru´ıdo nas
medidas.
Para a reconstruc¸a˜o sem ru´ıdo, o tempo de execuc¸a˜o na˜o variou muito. Pore´m, mesmo
ao adicionar um ru´ıdo de baixa intensidade, o tempo das reconstruc¸o˜es aumentou bas-
tante. Na maioria dos casos, o tempo de reconstruc¸a˜o mais do que dobrou. Com taxas de
sub-amostragem menores, o me´todo proposto apresenta os piores resultados. Mas, surpre-
endentemente, com o aumento da taxa de sub-amostragem, o me´todo proposto apresenta
o melhor resultado no que diz respeito ao tempo de reconstruc¸a˜o.
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Como ja´ foi mencionado, com as maiores taxas de sub-amostragem, o me´todo proposto
se mostrou menos robusta ao ru´ıdo que por exemplo o PPS2. Tal comportamento sugere
um compromisso entre o tempo de execuc¸a˜o e a qualidade de reconstruc¸a˜o.
Influeˆncia do Tamanho do Bloco do Me´todo PPM2 no Tempo de Reconstruc¸a˜o
Na Sec¸a˜o 3.3.1 propomos uma alterac¸a˜o no me´todo PPM2, na qual as medidas sa˜o
escolhidas a partir de amostras que esta˜o pro´ximas, em um mesmo bloco. Enta˜o, medimos
a qualidade de reconstruc¸a˜o ao variar o tamanho do bloco. Vamos agora analisar se o
tamanho do bloco pode trazer alguma vantagem no tempo de reconstruc¸a˜o. A Figura
4.21 ilustra os tempos de reconstruc¸a˜o para esse teste.
Figura 4.21. Tempos de reconstruc¸a˜o dos testes de reconstruc¸a˜o do PPM2 ao
variar o tamanho do bloco.
Peculiarmente, o comportamento do tempo de execuc¸a˜o e´ muito parecido com o com-
portamento da qualidade da reconstruc¸a˜o. Nos casos em que a qualidade de reconstruc¸a˜o
tem o pior desempenho, o tempo de reconstruc¸a˜o tambe´m tem o pior desempenho (me-
nores tamanhos de bloco). A partir de um certo tamanho de bloco (que varia de acordo
com a taxa de sub-amostragem), a qualidade e tempo de reconstruc¸a˜o se estabilizam.
Isso reforc¸a a ideia de que ao dividir o v´ıdeo em blocos muito pequenos o ganho em
tempo na˜o e´ muito. So´ e´ interessante dividir em blocos em relac¸a˜o tanto a qualidade e
tempo de reconstruc¸a˜o quando o tamanho do bloco e´ grande, caso em que na˜o ha´ nenhuma
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Tabela 4.7. Average SER (dB): reconstructed natural videos.
Taxa 4x 8x 16x
PPS2 1760 1313 1096
PPM2 1776 1499 1178
PPM-2D 1499 1173 976
PPM3 1499+1373=2871 1173+1139=2316 976+1015=1991
vantagem aparente. E mesmo assim, o desempenho apenas se equipara ao caso em que
na˜o ha´ divisa˜o em blocos.
Vı´deos Naturais
Fizemos testes com 12 v´ıdeos avaliando a qualidade de reconstruc¸a˜o dos me´todos
PPS2, PPM2 e PPM3, que e´ baseada no PPM2 com inicializac¸a˜o dos quadros a partir
da TV2D. Nesta Sec¸a˜o avaliamos o tempo da reconstruc¸a˜o desses me´todos aplicados a
v´ıdeos naturais. No caso do PPM3, foi adicionado ao tempo de reconstruc¸a˜o o tempo
tomado para a inicializac¸a˜o dos quadros. Os resultados podem ser vistos na Figura 4.22,
e a me´dia dos resultados dos v´ıdeos na Tabela 4.7.
Figura 4.22. Tempos de reconstruc¸a˜o dos testes de reconstruc¸a˜o 3D para v´ıdeos
naturais para os me´todos PPS2, PPM2, PPM3 e PPM-2D.
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Um comportamento que podemos observar e´ que o tempo diminui ao aumentar a
taxa de sub-amostragem. Os me´todos PPS2 e PPM2 apresentaram melhores tempos de
reconstruc¸a˜o que o PPM3, pois a soluc¸a˜o inicial na˜o e´ obtida por va´rios passos de um
algoritmo de reconstruc¸a˜o. O PPM-2D e´ de 10 a 30% mais ra´pido do que o PPS2 e o
PPM2, e isto se deve ao fato de termos 16 reconstruc¸o˜es 2D ao inve´s de 1 reconstruc¸a˜o
3D 16 vezes maior. O PPM3 foi mais lento porque ele tem como entrada o resultado de
reconstruc¸a˜o do PPM-2D. Sendo assim, para o PPM3, ale´m do tempo de reconstruc¸a˜o,
contabilizamos tambe´m o tempo da reconstruc¸a˜o da entrada. Observa-se, entretanto que
o tempo de reconstruc¸a˜o sem a inicializac¸a˜o e´ menor do que os tempos para o PPS2 e
o PPM2 e equivalente ao do PPM-2D. Conclu´ımos que o PPM-2D apresenta um o´timo
resultado de reconstruc¸a˜o em termos do tempo de execuc¸a˜o. Em aplicac¸o˜es que exigem
menos tempo, o PPM-2D pode ser a alternativa mais via´vel.
4.5 Discussa˜o dos Resultados
Fizemos diversas simulac¸o˜es de reconstruc¸a˜o a partir de diversos me´todos de amostra-
gem, inclusos os da literatura e o me´todo proposto e suas variac¸o˜es. Avaliamos, princi-
palmente, a qualidade dos v´ıdeos reconstru´ıdos a partir dos me´todos de aquisic¸a˜o.
Para a reconstruc¸a˜o de v´ıdeos com apenas 1 quadro (imagem), o me´todo PPM mostrou
o melhor resultado na qualidade de reconstruc¸a˜o (SER entre 5 e 8 dB acima) em relac¸a˜o ao
outro me´todo testada (PPS1). Nos casos em que a resoluc¸a˜o espacial e´ maior, o resultado
e´ ainda melhor. Para a maior resoluc¸a˜o, a reconstruc¸a˜o dos quadros separados e´ boa o
suficiente para taxas de sub-amostragem de 4x.
Foram feitos tambe´m testes para v´ıdeos sintetizados bastante esparsos no domı´nio
espacial e no temporal.Testamos com todos os me´todos de aquisic¸a˜o, e os resultados
mostram que o PPM2 obteve sempre as melhores qualidades de reconstruc¸a˜o, tanto para
o teste de linhas pelo tempo, como para a reconstruc¸a˜o 3D. A diferenc¸a em dB foi grande,
mostrando que para estas condic¸o˜es (v´ıdeos esparsos no domı´nio TV e com maior resoluc¸a˜o
espacial) conseguimos qualidades de reconstruc¸a˜o com o PPM2 com defeitos visualmente
impercept´ıveis, mesmo a uma taxa de sub-amostragem de fator 16x. Isto significa que,
se o conteu´do do v´ıdeo for suficientemente esparso, a partir de medidas de uma caˆmera
que implementa o PPM2, poder´ıamos obter um v´ıdeo com o conteu´do perceptualmente
intacto e 16 vezes mais ra´pido que a taxa de captura da caˆmera. Isto e´ algo que na˜o
conseguimos com as outros me´todos para o mesmo conteu´do de v´ıdeo.
Pore´m, nem sempre temos o caso de esparsidade ideal. Para isto testamos a robustez
ao ru´ıdo. Este ru´ıdo adicionado serve como teste tanto para medir a influeˆncia do ru´ıdo
de medida no resultado, como para tornar o v´ıdeo menos esparso no domı´nio TV. Todos
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os me´todos sofreram uma queda de qualidade da reconstruc¸a˜o ao adicionarmos um pouco
de ru´ıdo a`s medidas. O me´todo proposto na˜o apresentou um bom comportamento para
maiores n´ıveis de ru´ıdo, enquanto que o PPS2 (me´todo que preserva a posic¸a˜o espacial
das medidas, mas tem dependeˆncia temporal) manteve a qualidade nos maiores n´ıveis de
ru´ıdo. Por outro lado, a qualidade do PPM1 e do PPM2 (independentes temporalmente,
pore´m dependentes espacialmente) ca´ıram rapidamente.
Os v´ıdeos naturais na˜o sa˜o realmente muito esparsos no domı´nio TV. Nas simulac¸o˜es
para v´ıdeos naturais, o me´todo PPM2 obteve resultados piores do que o PPS2 na maioria
dos casos (em alguns poucos casos, nos v´ıdeos de maior movimentac¸a˜o, o PPM2 obteve
melhores SER), quando a taxa de sub-amostragem e´ maior. Pore´m, ao introduzir a
reconstruc¸a˜o quadro a quadro como soluc¸a˜o inicial para o me´todo proposto (PPM3), o
resultado ficou muito melhor em todos os casos, com um SER de cerca de 70% maior. De
fato, a pro´pria reconstruc¸a˜o 2D quadro a quadro ja´ fornece um resultado muito bom, com
um SER equivalente, o qual foi melhorado utilizando a TV 3D em alguns poucos casos,
pelo menos visualmente.
Analisamos tambe´m o tempo de execuc¸a˜o. Em geral, o algoritmo de reconstruc¸a˜o teve
tempo de execuc¸a˜o aproximadamente linear com o tamanho do v´ıdeo. De forma geral,
houve pouca variac¸a˜o quanto ao tempo de execuc¸a˜o a partir dos diferentes os me´todos
de amostragem. A maior diferenc¸a foi para o PPM3, pois este me´todo reconstro´i duas
vezes, levando aproximadamente o dobro do tempo que as outros me´todos. Em termos de
qualidade, o PPM3 apresentou um desempenho parecido com a reconstruc¸a˜o 2D. Enta˜o




Conclusa˜o e Trabalhos Futuros
Nesta dissertac¸a˜o focamos em desenvolver e avaliar comparativamente um novo me´todo
de aquisic¸a˜o de v´ıdeo com sensores comuns, com o objetivo de reconstruir v´ıdeos de
alta velocidade, denominado per-pixel mirror-based measuring (PPM). Neste cap´ıtulo,
apresentamos as nossas concluso˜es sobre o trabalho desenvolvido, incluindo as principais
contribuic¸o˜es do me´todo proposto. Apresentamos tambe´m uma ana´lise das limitac¸o˜es do
nosso me´todo e sugesto˜es para trabalhos futuros.
5.1 Conclusa˜o
Na introduc¸a˜o discutimos os problemas dos me´todos de aquisic¸a˜o para v´ıdeo de alta
velocidade na literatura. Entre os problemas mais relevantes, esta˜o a baixa eficieˆncia
luminosa e a dependeˆncia temporal entre as medidas. Nossa hipo´tese inicial e´ que uma
te´cnica de aquisic¸a˜o que apresente vantagens em relac¸a˜o a esses quesitos pode levar a
um melhor resultado de reconstruc¸a˜o. Com isto em vista, propomos um novo me´todo de
reconstruc¸a˜o. O me´todo PPM, mistura espacialmente as intensidades da luz por espelhos,
de tal forma que nenhuma luz e´ jogada fora. A luz e´ mantida separada para cada sub-
quadro distinto, o que garante a propriedade de independeˆncia temporal. O me´todo ainda
permite algumas variac¸o˜es em sua configurac¸a˜o, que permitem maior incoereˆncia, e ate´
super-resoluc¸a˜o.
Fizemos simulac¸o˜es em que testamos os me´todos de medidas para v´ıdeo de alta ve-
locidade existentes na literatura e o me´todo proposto. Na maioria dos casos, o me´todo
proposto obteve melhor qualidade de reconstruc¸a˜o. Os testes consistiam em obter uma
quantidade reduzida de medidas de um v´ıdeo de alta velocidade a partir dos diversos me´-
todos de aquisic¸a˜o. Os v´ıdeos foram reconstru´ıdos com o mesmo algoritmo (minimizac¸a˜o
total variation) de reconstruc¸a˜o para todos os me´todos. Com o resultado da reconstruc¸a˜o
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em ma˜os, o comparamos com o v´ıdeo de alta velocidade original com a me´trica signal-to-
error ratio (SER) e avaliamos a qualidade da reconstruc¸a˜o.
Primeiramente, testamos os me´todos utilizando v´ıdeos sintetizados que sa˜o muito es-
parsos no domı´nio TV, favorecendo a reconstruc¸a˜o. Para diversos tamanhos de v´ıdeo,
para algumas variac¸o˜es do algoritmo de reconstruc¸a˜o 2D e 3D e para diversas taxas de
sub-amostragem, o me´todo proposto apresentou um resultado melhor em relac¸a˜o aos ou-
tros me´todos, tanto visualmente quanto em SER. Pore´m, no teste em que adicionamos
ru´ıdo a`s medidas, a te´cnica na˜o mostrou tal vantagem.
Utilizamos tambe´m v´ıdeos reais nos nossos testes para um conjunto reduzido de ce-
na´rios: testamos apenas a segunda melhor te´cnica da literatura (PPS2) com a nossa
proposta. O PPS2 mostrou melhores resultados do que o PPM2 para v´ıdeos com baixo
movimento, enquanto que o PPM2 apresentou resultados semelhantes ao PPS2 para v´ı-
deos com maior quantidade de movimento. Ao verificarmos que nossa te´cnica na˜o divergia
muito da soluc¸a˜o inicial, resolvemos utilizar a soluc¸a˜o 2D dos quadros individuais como
soluc¸a˜o inicial. Utilizamos parte das medidas para reconstruir cada quadro separadamente
(PPM-2D). Ao final, o resultado ficou muito bom, com menos ru´ıdo e sem dependeˆncia de
conteu´do. A reconstruc¸a˜o 3D a partir dessa soluc¸a˜o (PPM3) ficou com qualidade muito
pro´xima, pore´m na˜o houve melhora em relac¸a˜o ao PPM-2D nos casos de maior movi-
mento. Escolhemos o PPM-2D e o PPM3 como a melhores me´todos, pois seus resultados
apresentam pouco ru´ıdo e se comportam bem com movimento. Quando o v´ıdeo apresenta
um pouco mais de movimento, o PPM-2D apresenta um desempenho um pouco melhor.
Ale´m disso, o PPM-2D mostrou-se a mais ra´pido.
Contribuic¸a˜o
Desenvolvemos o PPM, uma nova forma de aquisic¸a˜o para compressive sensing de
v´ıdeo de alta velocidade que produz medidas temporalmente independentes, e e´ lumino-
samente eficiente. O me´todo proposto apresentou resultados muito bons quando com-
parado aos outros me´todos dispon´ıveis na literatura. O trabalho desta dissertac¸a˜o sera´
apresentado na confereˆncia EUSIPCO 2014 que acontecera´ em Lisboa em setembro [33].
Ao inve´s de se jogar amostras fora, o PPM forma as medidas a partir da soma de
amostras de posic¸o˜es distintas. Isto pode levar a um novo modo de adquirir medidas em
sistemas de compressive sensing. Geralmente, em compressive sensing, as medidas sa˜o
alguns coeficientes em algum domı´nio transformado de um sinal. Mas existem casos em
que temos o sinal completo e fazemos o descarte das medidas. Nestes casos, ao inve´s de
descartar as medidas, podemos obte´-las como no PPM, somando amostras no lugar de
descarta´-las. Vimos que para esse tipo de amostragem proposto, utilizando a DCT como
domı´nio transformado, apresenta uma incoereˆncia pelo menos ta˜o boa quanto ao descarte
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de amostras para sinais unidimensionais de tamanho 100 (na˜o pudemos testar para sinais
maiores). Isso da´ o indicativo de que o PPM pode ser utilizada tambe´m para outras
aplicac¸o˜es de compressive sensing na qual na˜o descartamos medidas.
Limitac¸o˜es
A principal limitac¸a˜o do me´todo proposto e´ que ainda na˜o existe o HPDMD, o dispo-
sitivo f´ısico utilizado na implementac¸a˜o do PPM. E´ preciso ainda averiguar se e´ poss´ıvel
adaptar o dispositivo DMD de tal forma que ele possa ter uma resoluc¸a˜o suficiente para
direcionar a luz de um espelho para outros pixels.
O me´todo proposto apresenta independeˆncia temporal, mas na˜o dependeˆncia espacial.
Com isso, a luz de posic¸o˜es espaciais distintas e´ misturada em suas medidas. Sendo assim,
as medidas perdem sua posic¸a˜o espacial e na˜o e´ poss´ıvel visualizar uma representac¸a˜o em
imagem dos quadros reconstru´ıdos, como nos outros me´todos. Ale´m disso, alguns casos,
quando existe maior ru´ıdo nas medidas, a qualidade da reconstruc¸a˜o diminui, chegando a
n´ıveis de SER pro´ximos aos obtidos a partir dos outros me´todos.
5.2 Trabalhos Futuros
5.2.1 Outras Variac¸o˜es do PPM
O me´todo proposto e´ adapta´vel o suficiente para apresentar variac¸o˜es em sua configu-
rac¸a˜o, das quais pudemos testar algumas. Pore´m existem ainda mais variac¸o˜es a serem
testadas. Entre as variac¸o˜es, estamos considerando avaliar me´todos de aquisic¸a˜o h´ıbridos
e aquisic¸a˜o para super-resoluc¸a˜o.
Me´todos Hı´bridos
Embora o PPM tenha mostrado resultados muito bons, este resultado na˜o pode ser ge-
neralizado. Por exemplo, nos casos em que ha´ muito ru´ıdo nas medidas o seu desempenho
cai consideravelmente. O dispositivo HPDMD permite implementar todos os me´todos de
aquisic¸a˜o para v´ıdeos de alta velocidade mostrados neste trabalho. Uma poss´ıvel extensa˜o
deste trabalho consiste em propor me´todos h´ıbridos que utilizem parte das medidas de
um dos me´todos, e outra parte das medidas de outro me´todo. Assim podemos aproveitar
as vantagens de dois ou mais me´todos.
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Super-resoluc¸a˜o
Na sec¸a˜o 3.3.2 vimos a possibilidade do me´todo proposto ser utilizada para super-
resoluc¸a˜o. Fizemos testes equivalentes ao que seriam ao reconstruir os sinais em uma
resoluc¸a˜o espacial maior, como no teste de imagens (na Sec¸a˜o 4.1) e na reconstruc¸a˜o das
soluc¸o˜es iniciais no PPM-2D (Sec¸a˜o 4.3). Surpreendentemente, os resultados foram satis-
fato´rios. Logo, um dos pro´ximos passos inclui testar o me´todo proposto com o objetivo
espec´ıfico de obter super-resoluc¸a˜o, e comparar com os outros me´todos utilizados para o
mesmo fim. Ale´m disso, observamos que a implementac¸a˜o em hardware do dispositivo
proposto para a aplicac¸a˜o de super-resoluc¸a˜o e´ mais simples que para a aquisic¸a˜o de v´ıdeo
de alta velocidade, o que torna a aplicac¸a˜o atrativa.
5.2.2 Reconstruc¸a˜o
Ate´ agora exploramos apenas a reconstruc¸a˜o por minimizac¸a˜o da variac¸a˜o total no
domı´nio espacial. Pro´ximos passos incluem testar outros tipos de reconstruc¸a˜o. Entre eles
cogitamos inicialmente a reconstruc¸a˜o por treinamento de diciona´rio e por minimizac¸a˜o
em outros domı´nios.
Reconstruc¸a˜o por Treinamento de Diciona´rio
Uma outra forma de reconstruc¸a˜o e´ por treinamento de diciona´rio, para representac¸a˜o
esparsa [2, 25, 35, 26]. As imagens naturais representadas nas bases como DCT ou wavelet
na˜o sa˜o exatamente esparsas, ou seja, possuem muitos coeficientes com baixa energia. O
ideal e´ buscarmos uma base que represente as imagens e v´ıdeos de tal forma que os sinais
sejam exatamente esparsos, ou seja, com poucos coeficientes de alta energia e que a grande
maioria dos coeficientes seja nulo.
Podemos enta˜o treinar um diciona´rio com uma grande quantidade de imagens e v´ıdeos.
Assim, qualquer v´ıdeo natural poderia ser representado por uma combinac¸a˜o linear das
bases desse diciona´rio. O v´ıdeo seria reconstru´ıdo pela substituic¸a˜o de cada bloco do v´ıdeo
pelo item do diciona´rio que melhor o represente. Essa representac¸a˜o seria exatamente
esparsa, pois apenas um nu´mero pequeno de blocos seriam escolhidos. Ale´m de que
qualquer v´ıdeo teria a mesma esparsidade de qualquer outro de mesmo tamanho, pois os
coeficientes que correspondem aos blocos na˜o escolhidos seriam todos iguais a zero.
Reconstruc¸a˜o por Minimizac¸a˜o no Domı´nio Transformado
Uma outra ideia para reconstruc¸a˜o seria utilizar medidas neste mesmo domı´nio espac¸o-
temporal, mas reconstruir em algum domı´nio transformado. O algoritmo de minimizac¸a˜o
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escolhido minimiza o problema equivalente a:
sˆ = argmins′(||s′||1) sujeito a y = ΦΨs′, (5.1)
com Ψ = D−1i . Podemos escolher um algoritmo diferente que, ao inve´s de minimizar a
TV, minimize a me´trica `1 de algum outro domı´nio transformado. Desta forma, a matriz
Ψ pode ser escolhida com mais liberdade e assim podemos escolher uma que leve a maiores
valores de incoereˆncia.
5.2.3 Implementac¸a˜o em Hardware
Para que o PPM seja realiza´vel nas caˆmeras comerciais, e´ necessa´rio que o dispositivo
HPDMD esteja implementado. A ideia da implementac¸a˜o da HPDMD surge a partir de
um dispositivo DMD. Em trabalhos futuros, podemos observar o dispositivo DMD e ve-
rificar qual e´ a precisa˜o dos dispositivos mecaˆnicos que alteram a angulac¸a˜o dos espelhos.
Com isso podemos avaliar se e´ poss´ıvel atingir o n´ıvel de precisa˜o necessa´ria para a im-
plementac¸a˜o do HPDMD. Caso contra´rio, podemos cogitar utilizar outras tecnologias na
implementac¸a˜o de um dispositivo equivalente ao HPDMD.
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