ABSTRACT This paper presents a Bayesian approach to sheries stock assessment using the delay di erence model to describe nonlinear population dynamics. Given a time series of annual catch and e ort data, models in the Deriso-Schnute family predict exploitable biomass in the following year from biomass in the current and previous year and from past spawning stock. A state-space model is used as it allows to incorporate both random errors in the biomass dynamics equations and the observations. Because the biomass dynamics are nonlinear, the common Kalman lter is generally not applicable for parameter estimation. However, it will be demonstrated that the Bayesian approach can handle any form of nonlinear relationship in the state and observation equations as well as realistic distributional assumptions. Di culties with posterior calculations are overcome by the Gibbs sampler in conjunction with the adaptive rejection Metropolis sampling algorithm.
Introduction
Delay di erence models bridge the gap between complex fully age-structured models and simple surplus production models (e.g. Hilborn and Walters (1992) for a review).
Whereas the age-structured methods model the population cohorts in numbers-at-age and are usually applied to catch-at-age data, the simpler surplus production models can be t when only catch and e ort data are available, e.g., in situations where it is impractical, di cult or expensive to age the species. However, the surplus production models sacri ce biological realism in the description of biomass dynamics for the sake of mathematical simplicity.
Population dynamic models in general relate exploitable biomass in year t + 1 to biomass, growth, recruitment, natural mortality, and catch in the previous year t. Sur- plus production models (Schaefer (1954) , Pella and Tomlinson (1969) , and Fox (1970)) in particular aggregate the terms for growth, recruitment, and natural mortality to one combined term called \surplus production". They have been popular and widely used in practical stock assessment because the models are parsimonious in the number of parameters, simple tting procedures are readily available (Polachek 1993) , and they produce \management" parameters such as maximum sustainable yield and virgin biomass. On the other hand, the complex age-structured models (Fournier and Archibald 1982; Megrey 1989 ) enjoy greater credibility in the stock assessment community and more detailed management decisions, such as size limitations and gear mesh size restrictions, can be based on their outcomes (Punt et al. 1995; Hilborn and Walters 1992) . However, this is typically at the expense of obtaining comprehensive age information (but see also Francis (1992) and McAllister et al. (1994) for applications where fully age-structured models are t to relative abundance data) and of making assumptions on vulnerability and growth.
The delay di erence model was developed by Deriso (1980) and its important contribution to sheries population theory was realized immediately (cf. Walters 1980 ). Deriso's model was generalized by Schnute (1985) and extended to length-structured data by Fournier and Doonan (1987) and Schnute (1987) . Delay di erence models can be placed conceptually midway between surplus production and catch-at-age models.
They do not attempt to aggregate terms for recruitment, growth and natural mortality into surplus production but retain individual parameters for these in the model. Thus, in contrast to the surplus production models, the parameters of the delay di erence model preserve their biological interpretability and practical signi cance. Like catchat-age methods they can be termed \age-structured", as they make initial detailed assumptions on the biomass dynamics in each age class. These age-speci c equations, however, are collapsed to just one equation for the entire population. Hence, no age data are required for tting delay di erence models, making them applicable to most sheries. The delay di erence model thus captures the advantages of both classes: like the fully age-structured model, it has a sound footing in biological theory, yielding parameters of immediate practical biological relevance, while at the same time retaining the one-dimensional biomass dynamics and data requirements of the adhoc surplus production models. Information on growth, age at recruitment, and natural mortality that it needs is often available from independent sources.
As has been pointed out in the literature (Pella 1993; Polachek 1993 ) two stochastic components have to be taken into account when tting population dynamics models, natural variability underlying the annual biomass dynamics transitions (process error) and uncertainty in the observed abundance indices due to measurement and sampling error (observation error). Both process and observation error can be incorporated in a very natural way by casting the problem into the framework of dynamic state-space modelling of modern time series methodology (e.g. Fahrmeir and Tutz 1994) . Statespace models relate time series observations (here the relative abundance indices fI t g, e.g. catch per unit e ort, CPUE, from commercial sheries) to unobserved states (here the biomasses fB t g) by a stochastic observation model for I t given B t . The states are assumed to follow a stochastic transition model (here the delay di erence model).
Given the observations fI t g the estimation of the states B t ; t = 1; : : : ; N, is the primary goal of statistical inference, termed \ ltering" for t = N, \smoothing" for t < N, and \prediction" for t > N. Thus, by treating the annual biomasses as unknown states, one explicitly allows for stochasticity in the populations dynamics through speci cation of their conditional distribution given previous states, further unknown model parameters, and explanatory variables (such as catch). At the same time, the observations are linked to the biomasses and measurement error is encompassed by specifying the conditional distribution of each observed relative abundance index given the state of the stock in that year.
State-space models have been successfully applied in engineering, economics, management science, and biology (West and Harrison 1997) . A number of prominent time series models, e.g. autoregressive moving-average, structural time series, and dynamic regression models can be described and dealt with in a exible and unifying way.
State-space models have only recently been introduced and applied in sheries modeling (Sullivan 1992; Pella 1993; Schnute 1994; Reed and Simons 1996; Kimura et al. 1996 ) using the classical maximum likelihood (ML) approach to parameter estimation.
For approximately normally distributed data and linear state transitions, the famous Kalman lter (Kalman 1960) has found numerous applications in the ML analysis of time series data (e.g. West and Harrison 1997) . The Kalman lter depends crucially on the linearity of state-space equations, which is generally not warranted in delay difference or surplus production models. Even the extended Kalman lter for nonlinear models (e.g. Pella 1993; Gudmundsson 1994 ) relies heavily on linear approximations.
Although the ML approach has been well explored, a Bayesian approach to statespace modeling in sheries is still outstanding. There have been recent Bayesian stock assessment analyses using population dynamics models (McAllister et al. 1994; Raftery et al. 1995; Kinas 1996; McAllister and Ianelli 1997) , but none of these have employed a state-space model and none have successfully incorporated both process and observation error, as detailed in the discussion at the end of this paper.
We will show that a Bayesian approach (Carlin et al. 1992; Gamerman 1997) can handle any form of nonlinearity in the state and observation equations as well as realistic distributional assumptions. The biologically meaningful interpretations of the parameters in a delay di erence model permit one to make e cient use of auxiliary information on growth or natural mortality in the elicitation of prior distributions. This makes a Bayesian approach particularly attractive for tting delay di erence models.
More compelling reasons why a Bayesian technique should be the method of choice for stock assessment are given in Punt and Hilborn (1997) . Trying to avoid an engagement in philosophical debates about the foundations of statistics (the interested reader is referred to Berger and Wolpert 1988) , we would like to emphasize the pragmatic advantages of Bayesian inference (Gelman et al. 1995) . Its exibility and generality allows one to cope with very complex problems through the quanti cation of uncertainty and application of the Bayes' rule (Equation (5)). Fitting complicated, highly nonlinear multiparameter models { such as those in sheries population dynamics { is possible within the Bayesian paradigm. Consequently, we propose a fully Bayesian approach to statistical inference in the delay di erence model by an integration into the scheme of nonlinear state-space models. Following Carlin et al. (1992) , we advocate the Gibbs sampler for posterior computation in nonlinear state-space models for its ease of implementation, and we demonstrate its e ectiveness. The Gibbs sampler, as described for instance in Casella and George (1992) , Tierney (1994), and O'Hagan (1994) , is a special Markov Chain Monte Carlo (MCMC) method that uses each of the one-dimensional full conditional posterior distributions in turn to generate a sample from the joint posterior distribution of all the unknowns. The paper is organized as follows: In the rst section we will set up the assumptions and speci cations for the delay di erence equations that describe the population dynamics. Section 2 will introduce the general Bayesian setup for parameter estimation and the computational techniques to calculate the posterior distributions. Prior and likelihood speci cations for a speci c delay di erence model are given in section 3, and section 4 describes the Gibbs sampling approach including the calculation of the full conditional densities. Section 5 illustrates the feasibility of the proposed Bayesian analysis using the dataset on yellow n tuna (Thunnus albacares) previously analyzed by Kimura et al. (1996) , and contrasts the results obtained by the two distinct approaches.
It is also compared to results obtained from a surplus production model, implemented as described in Millar, R.B. and Meyer, R. 1998. Nonlinear state-space modeling of sheries biomass dynamics using the Gibbs sampler. Technical Report STAT9802. As the ultimate objective of Bayesian stock assessment is to provide sheries management with risks of alternative management options, we will point out how the results obtained from the Bayesian analysis can be used for decision analysis. This is the topic of section 6. Section 7 closes with a discussion on the general merits, exibility, and potential of the novel approach proposed.
Delay Di erence Population Dynamics
We proceed from data information given in the form of a time series of catches fC t g N t=1 and relative abundance indices fI t g N t=1 in years t = 1; : : : ; N. To derive the deterministic delay di erence equations (cf. Hilborn and Walters 1992) , speci c assumptions on the stock's weight-age relationship and natural mortality are needed and will be speci ed in the following. We make the usual assumption of so called knife-edged recruitment of sh at age a = k years but note that Deriso (1980) provided an approach for allowing also incomplete recruitment to be modeled. The mean weight of an a year old sh is assumed to be a linear function of the weight at age a ? 1, i.e. ! a = + ! a?1 for a k:
(1)
The model implies that the annual weight increment decreases by the factor as ! a+1 ? ! a = (! a ? ! a?1 ), where 0 < < 1 is Ford's growth coe cient. Some straightforward mathematical manipulations show the equivalence to Schnute's (1985) generalization of Deriso's growth model:
for j 0 where ! k+j is the weight of a (k + j)-year old sh and ! k?1 is the prerecruitment weight (assumed to be 0 in Deriso's original formulation). In the following application, the growth parameters and ! = ! k?1 ! k are assumed to be known, i.e. assessed from independent sources of information, to compare results with those in Kimura et al. (1996) . In general, however, these may well be regarded as unknown model parameters.
Let N a;t denote the population number at age a in year t. Assuming that all ages of recruited sh have equal natural mortality and are equally vulnerable to the shery, the annual change for each cohort is described by N a+1;t+1 = s t N a;t
where s t denotes the total survival probability in year t. We assume that shing takes place in a pulse at the start of each year so that under independence of shing and natural mortality s t = s N t s F t where s F t = B t ? C t B t and the natural survival probability s N t = e ?M is constant (and assumed to be known in the practical application discussed later on in order to make results comparable to those of Kimura et al. (1996) , but M can in general be regarded as an additional parameter to be estimated in the Bayesian framework). Let R t denote total biomass of recruits assumed to enter in a pulse in year t.
Under the above assumptions on growth, mortality, and the fact that the total biomass B t of the stock that is fully vulnerable to shing at the start of year t can be written as
the cohort population dynamics equation can be collapsed to one delay di erence equation, predicting the biomass in the next year as a linear function of the biomass in the current and the previous year and the biomass of new recruits added to the stock. For details on the actual derivation, the reader is referred to Schnute (1985) or Hilborn and Walters (1992, pp. 332-335 
assuming that the observed relative abundance index is proportional to the total biomass. This is a simplifying assumption which is often made but often not real-istic as catchability might increase with decreasing stock size, for instance. If this is suspected, time-dependent catchability parameters should be speci ed in the model. The rst mathematical techniques employed for parameter estimation in the delay di erence model were ML under the assumption of a normal distribution for process error only (see Hilborn and Walters 1992) , and nonlinear least squares, allowing only for observation error by treating the biomass dynamics delay di erence equations as deterministic (Punt 1988; Ludwig and Walters 1989) . However, the extreme in uence of the presumed ratio of the measurement and process error variances on parameter estimates is well known (cf. Ludwig and Walters 1981; Schnute 1989; Schnute 1991; Polachek et al. 1993; Pella 1993) . Using a state-space implementation, we will be able to account for both observation and process error. Schnute (1994) comments on two problems associated with ML estimation in statespace sheries models: the necessity to solve high-dimensional integrals when calculating the likelihood function and the inability to estimate the unknown states, although they have as much biological importance as the unknown model parameters. He comes to the conclusion that both problems can be addressed by shifting to a Bayesian perspective. Even as early as 1980, Deriso mentions in his discussion that it might be possible to improve on parameter estimates by taking a Bayesian approach in assigning prior probability distributions to certain parameters based on information about growth, recruitment, and catchability which is often available from independent assessments. Yet, at that early stage, Bayesian approaches were hindered by computational problems of the multiparameter integrations needed to calculate posterior probability distributions. These impediments have been overcome by the immense progress made within the last decade in Bayesian computational technology via Markov Chain Monte
Carlo methods (see Gilks et al. (1996) for an introduction). MCMC approaches to dynamic models represent some of the currently critical research frontiers in Bayesian time series modelling. To encourage its use in sheries, the Bayesian approach to the analysis of nonlinear state-space models will be explained in the next sections.
General Framework for Bayesian Stock Assessment
The Bayesian paradigm enables the stock assessment scientist to include substantive knowledge as well as subjective opinion into the analysis through the elicitation of informative priors for the model parameters. Thus, she can make full use of the whole collection of historical experience and incorporate basic biological knowledge, expert judgment, and information from inferences for related species and stocks.
The Bayesian approach to stock assessment in general consists of two conceptually and practically distinct steps:
1. Constructing a full probability model which consists of a joint probability distribution for all observable (here the CPUE's) and unobservable quantities (here biomasses and model parameters).
2. By conditioning on the observed data, calculating the posterior distribution, i.e., the conditional probability distribution of the unobservables of interest, given the observed data.
In the rst step, the joint probability density p(y; ) of the observations y = (y 1 ; : : : ; y N ) and the unobservables = ( 1 ; : : : ; n ) can be written as the product of two densities, referred to as the prior density p( ) and the sampling density or likelihood function p(yj ), i.e.
p(y; ) = p( )p(yj ):
In the light of the data, our opinion as to the state of nature is then updated to the posterior distribution. Conditioning on the known value of y and using the fundamental Bayes' rule yields the posterior Thus, the second step, though conceptionally easy, is indeed a formidable problem in general because it requires high-dimensional integration to obtain the normalization constant p(y) and to calculate one-dimensional characteristics, and possibly further di erentiation to compute posterior distributions of transformations. Before the development of Markov Chain Monte Carlo (MCMC) there have been essentially three di erent approaches to handle this multidimensional integration (see Evans and Swartz (1995) for an overview):
i) Asymptotic approximations like the normal approximations based on Taylor series expansion of the logarithm of the posterior density around its mode, and the more precise Laplace approximations (Tierney and Kadane 1986) ,
ii) numerical integration via Gaussian quadrature techniques (Gamerman 1997, chapter 3. 3), and
iii) Monte Carlo integration via the hit-and-miss method (Rubinstein 1979) , the more e cient importance sampling (O'Hagan 1994) and sampling/importance resampling (Rubin 1987 , Smith and Gelfand (1992 ).
Laplace expansion relies on large sample asymptotics and the approximations can be very bad in small sample situations. Gaussian quadrature su ers from the curse of dimensionality in that the amount of computation rises exponentially with the number of parameters. Monte Carlo integration via importance sampling substitutes the deterministic integration by a statistical estimation problem, that of estimating the mean of a certain multivariate distribution. This can be done by drawing a random sample and estimating the expectation by the sample mean. Although applicable to high-dimensional problems, the conventional Monte Carlo methods can be very inefcient in certain situations. For a more detailed criticism of Monte Carlo integration from a Bayesian point of view see O'Hagan (1987) . The e ciency of the SIR algorithm depends heavily on the importance density which should be chosen close to the joint posterior density and have heavier tails to ensure an adequate coverage of the relevant posterior regions. This will be hard to achieve in high dimensions. Asymptotic ap-proximations and numerical integration not only require a high degree of mathematical sophistication of the data analyst but also customizing the estimation routine to each speci c problem. A major breakthrough for the routine implementation of Bayesian inference was the realization that any high-dimensional integration can be performed by using MCMC methods of which the Gibbs sampler is an important special case.
Instead of generating a sequence of independent samples from the joint posterior, in MCMC a Markov chain is constructed, whose equilibrium distribution is just the joint posterior. Thus, after running the Markov chain for a certain "burn-in" period, one
obtains ( n ), that converges to the joint posterior as its equilibrium distribution (see Gilks et al. (1996) ).
Consequently, if all the full conditional distributions are available, all that is required is sampling iteratively from these. Once a sample f( ); m = 1; : : : ; kg, respectively, and there is no need for high-dimensional integration or di erentiation, respectively.
We will follow these two fundamental steps in a Bayesian stock assessment of yellow n tuna, Thunnus albacares, in the eastern tropical Paci c Ocean, using a state space implementation of the delay di erence model. The data, consisting of catch in million pounds and CPUE in pounds per boat day for the years 1934 to 1967, are taken from Pella and Tomlinson (1969) and listed in Table 1 . The dataset has been Table 1 - near here previously analyzed by Kimura et al. (1996) using the Kalman lter. We chose this historical dataset to demonstrate the viability of our nonlinear state-space approach via Gibbs sampling and to compare results to those of ML-estimation via Kalman ltering.
Constructing the Joint Probability Model
In order to make results comparable to the analysis by Kimura et al. (1996) , we make the same assumptions on the xed model parameters. We assume linear growth in weight at age, i.e. = 1, ! = 0, and an instantaneous natural mortality rate of M = 0:6. Recruitment is assumed to be constant for all years, i.e. R t = R for all t = 1; : : : ; N = 34, and not equal to the equilibrium recruitment (Kimura et al. 1996) to allow for the possibility of a change in recruitment with the onset of shing.
As an initial Gibbs sampling implementation in terms of total biomass exhibited extremely slow convergence, we divided the state equations by K to avoid high correlations between the states and carrying capacity. Thus, expressing the unknown total and recruitment biomasses as proportions of carrying capacity K, i.e., by the transformations P t = B t K ; k = 1 K ; r = R K ; and Q = qK
in (4) I t = QP t + v t for t = 1; : : : ; N:
We assume independent normal errors for fu t g and fv t g. Speci cally, u t N(0; The unobservables in the delay di erence model are (k; r; Q; 2 ; 2 ; P 1 ; : : : ; P N ). The joint prior density is given (using a repeated application of Bayes' theorem) 
The speci cation of prior distributions in a Bayesian analysis is one of the most controversial issues. Walters and Ludwig (1994) and Punt and Hilborn (1997) give some general guidelines for selecting priors for parameters of stock assessment models. Following the advice of Punt and Hilborn (1997) . As our prior information does not permit the speci cation of a prior correlation structure among the parameters, we assumed them to be independent.
K, Q, and 2 can be regarded as scale parameters and a noninformative prior is therefore uniform on the log scale. An informative prior could in principle be constructed for r from recruitment data of related species and stocks. Here, we choose to construct a vague prior on r by using information on natural mortality of yellow n tuna. With the assumption of assumption of linear growth at age, i.e. = 1 and ! = 0 in Equation (1), and using Equations (2) and (3) 
In the following section we will describe an MCMC technique to sample from the posterior distribution.
Sampling from the Posterior Distribution
The large number of unobservables (34 states plus 5 parameters) clearly rules out numerical techniques to do the required integrations. In their recent review on the Bayesian approach to sheries stock assessment and decision analysis, Punt and Hilborn (1997) describe three Monte Carlo methods for posterior calculations: grid search, the Metropolis-Hastings algorithm, and the SIR algorithm. They favour the last two algorithms because of their superior performance. The SIR algorithm has been successfully applied in Bayesian stock assessment using relative abundance data by McAllister et al. 1994 , Raftery et al. (1995 , and Kinas (1996) , and by McAllister and Ianelli (1997) using catch-age data. However, its e ciency depends crucially on the development of a good importance function that gives a reasonable approximation to the posterior.
A frequently used candidate is the prior, a choice that can be very ine cient. McAllister and Ianelli (1997) suggest a multivariate t-density, which requires a nonlinear minimization to nd the posterior modes and an estimate of the inverse of the Hessian matrix of the posterior density. This makes the use of the SIR algorithm rather complicated and computationally expensive. Therefore, we suggest the Gibbs sampler which requires generating from merely univariate densities without the necessity of calculating derivatives and the use of numerical optimization procedures.
A Gibbs sampling approach to dynamic nonlinear state-space models has been proposed by Carlin et al. (1992) , and this is the approach taken here for the implementation of state-space delay di erence models.
First, we have to calculate the univariate full conditional posterior densities for all 39 unobservables in the model. The full conditional posterior density (up to a constant of proportionality) of a certain parameter i can be constructed from the joint posterior of , the product of (8) and (9), by simply extracting the terms that involve i . The forms of the full conditional densities for the unobserved quantities are given in the appendix.
Since we use a conjugate prior for 2 its full conditional posterior densities is again inverse gamma. Similarly, the full conditional posterior density of 2 is inverse gamma.
Due to nonlinearity in the state equations, the full conditionals for the states P t and the parameters k, r, and Q are rather complex. A simple rejection method (Devroye 1986 ), as proposed by Carlin et al. (1992) is no longer feasible because the acceptance probability would be too close to zero to be e cient. Therefore, we used the recently developed MCMC method of \adaptive rejection Metropolis sampling", ARMS (Gilks et al. 1995; Gilks and Neal 1997) , to sample from an arbitrarily complex and not necessarily log-concave density. This is a \Metropolized" version of adaptive rejection sampling which uses rejection sampling to drive a Markov chain that converges to the full conditional posterior. Similar to rejection sampling, it only requires the full conditional density to be known up to a normalization constant. Like the derivative-free version of adaptive rejection sampling for log-concave densities, ARMS constructs an envelope function without specifying derivatives. A subroutine written in the programming language C is available from Gilks et al. (1995) .
We use ARMS to simulate not only from the full conditionals for P t , k, r, and Q but for all other unobservables. The use of fast generators for normal and inverse gamma variables (e.g. Devroye 1986 ) could accelerate the implementation, however we observed adequate performance with the universal method.
Comparison of Results
We performed 250,000 cycles of the Gibbs sampler and thinned the chain by taking every 25th observation to avoid highly correlated values. For the remaining 10,000 samples we used a burn-in of 1000 which yielded a nal chain of length 9,000.
Extensive convergence diagnostics were calculated for the states P 1 ; P 34 ; P 35 , and the parameters K; r; Q; 2 , and 2 using the CODA software of Best et al. (1995) .
All chains passed the Heidelberger and Welch (1983) stationarity and halfwidth test.
The Raftery and Lewis (1992) convergence diagnostics con rmed that the thinning, burn-in period and minimum sample size were su cient. Lags and autocorrelations within each chain were reasonably low. Geweke's (1992) Z-scores do not fall within the extreme tails of a standard normal distribution, suggesting that the chain fully converged. Trace plots and kernel estimates for the marginal posterior densities for the above unobservables are listed in Figure 1 . The prior density is shown as well Figure 1 near here for those parameters with a proper prior distribution. Kernel density estimates of the marginal prior densities for the states P 1 ; P N ; P N=1 were obtained by using the Gibbs sampler to sample from the joint prior (Equation (8)). Summary statistics including mean, standard deviation, and the 25%, 50%, and 75% quantiles are given in Table 2 . Table 2 - near here As can be seen from the kernel density plot in Figure 1 , the posterior distribution of carrying capacity K is positively skewed, with posterior mean close to the upper quartile. An interquartile range from 852 to 1,890 million pounds for K captures the two virgin biomass estimates of 1,300 and 950 million pounds given by Kimura et al. (1996) under two di erent assumptions on the error variances. Pella's (1993) analysis using a Kalman lter implementation of a surplus production model gives a carrying capacity estimate of 1,415 million pounds which is midway between the posterior median and mean of K in Table 2 .
The posterior medians of the biomasses vary from 453 to 1,180 million pounds over the period from 1934 to 1967, and compare with a biomass range of 400 to 1,000 million pounds from Kimura's analysis (under the assumption of predominantly measurement error) and a biomass range of 500 to 1,500 million pounds from Pella's (1993) analysis (under the assumption of mainly process error).
As to the forecasting problem, the delay di erence model predicts a biomass with posterior mean equal to 51.1% 14.3% of carrying capacity for the following year, 1968. Kimura et al. (1996) analyzed this dataset by ML using the Kalman lter. This requires that all parameters enter linearly in the process and observation equations. However, the delay di erence equations, written as in Kimura et al. (1996) were assumed to be known in the Kalman lter implementation of Kimura et al. (1996) . Although all parameters including the process and measurement error variances can be estimated using the Kalman lter when their ratio 2 = 2 is known, Kimura et al. (1996) observe that the estimation of the ratio from the data is impractical as the likelihood function appears to be insensitive to this ratio. Pella (1993) gives ML estimates of 2 = 32; 775 and 2 = 46 but comments that measurement error might be underestimated by the Kalman lter methodology. Kimura et al. (1996) We also tted a surplus production model to the data. For the surplus production term that aggregates growth, recruitment, and natural mortality we used the twoparameter Schaefer (1954) function g(B) = sB(1? B K ) where K is the carrying capacity and s the so-called \intrinsic growth rate". Note that the Schaefer surplus production function is a symmetric function of the previous biomass, it is zero if the previous biomass is zero or if the previous biomass is at its carrying capacity, i.e. when the population is in equilibrium where production due to growth and recruitment equals natural mortality. Using the same transformation P t = B t =K as in the delay di erence model, the corresponding nonlinear state-space model has state equations: P 1 = 1 + u 1 P t+1 = P t + sP t (1 ? P t ) ? 1 K C t + u t t = 1; : : : ; N ? 1;
and observation equation as in (4). We used a Bayesian approach with the same prior assumptions on the common parameters K; Q; 2 , and 2 as for the delay di erence model and a rather vague lognormal prior for s (as derived in Millar and Meyer 1998) with 10% and 90% quantiles equal to 0.1 and 1.0, respectively. As already mentioned in the introduction, biological interpretability of the parameters in the delay di erence model facilitates the elicitation of informative priors. This is a much harder task for compound parameters such as the intrinsic growth rate in the surplus production model.
The results are given in Table 3 . With a posterior median of 2250 million pounds, this Table 3 near here surplus production model gives a higher estimate of carrying capacity than the delay di erence model and Pella's (1993) implementation of the surplus production model via Kalman ltering.
We plotted the posterior medians of the total biomasses B 1 ; : : : ; B N in Figure 2 and included the ML/Kalman lter biomass estimates from Kimura et al (1996) under the two di erent assumptions on the error variances. Unlike Kimura's predictions under Figure 2 near here the assumption 1) of mainly process error, our predicted CPUEs do not follow strictly the observed CPUEs. It is not surprising that the Bayesian t is in between that of the Kalman lter t under assumption 1) of process error only and assumption 2) when at least some measurement error is assumed.
The predicted CPUE's Q P t (= q B t ) for both the delay di erence and the surplus production model, overlaid by the observed CPUEs, are shown in Figure 3 . In their recent review on the Bayesian approach for sheries stock assessment and decision analysis, Punt and Hilborn (1997) elaborate on how the results of a Bayesian analysis can be used to quantify risks associated with alternative management actions.
The interested reader is also referred to Francis (1997) for a recent review on \Risk in sheries management".
For expository purposes, we will indicate here the typical way in which the output of the previous Bayesian stock assessment can be used as input to a decision analysis. Let us suppose that the alternative management options consist of setting di erent constant catch quotas for the next ve years, a xed annual TAC of 150, 180, 200, and 220 million pounds. But note that more complex feedback-control decision rules that depend on the current estimated state of the stock can easily be dealt with in the Bayesian statespace framework. Fisheries management will seek to assess the potential impact of these options. In practice, these impacts will be measured by various performance indicators such as decline/increase in stock size, minimum population size, or the variation in the exploitation rate, depending on management objectives. The performance measure chosen in this exemplary decision analysis is the probability of the biomass at the end of the management period, i.e. the beginning of year 1973, to fall below the threshold of 30% of virgin biomass.
It is straightforward to estimate this probability for a given set of catch quotas using MCMC simulation. The task is to generate a random sample from the marginal posterior distribution of P N+6 . Because this has a representation as a product of conditional posterior distributions of the previous states p(P N+6 jfI t g N t=1 ) / p(P N+6 jP N+5 ; P N+4 ; k; r; 2 ) : : : p(P N+1 jP N ; P N?1 ; k; r;
2 ) p(P t ; t = 1; : : : ; N; k; r; Q; 2 ; 2 j fI t g N t=1 )
we only have to sample sequentially from the conditional posterior distribution of P N+1 ; : : : ; P N+6 for each sample value we already obtained from the posterior distribution of all the other unobservables. In practice, this is done by adding these six unknowns and their state equations to the set of unobservables in the existing Gibbs sampling program. Then, a consistent estimate of the probability that P N+6 < 0:3 is given by the corresponding relative frequency in the sample.
A clearly represented summary that could be presented to managers is in the form of a table that gives the estimate of this risk (and possibly other performance indicators) and the posterior medians of the predicted annual depletions (possibly together with corresponding interquartile ranges) for each management option. This is illustrated in Table 4 . In addition, the posterior density of the future annual biomasses could be Table 4 near here plotted. A plot would be preferred to a single summary statistic in this case because the biomass distributions are skewed.
Because a decision analysis uses parameter estimates from a population dynamics model, its quality depends crucially on that of the estimates, and the ability of the stock assessment model to capture and quantify most of the uncertainty, in particular to account for both process and observation error. As this is the strength of Bayesian state-space methodology, a risk assessment based on its outcomes will ultimately provide an improvement to management advice.
Discussion
The nonlinear state-space approach to stock assessment within the Deriso-Schnute model family handles the problem of parameter estimation, smoothing, ltering, and forecasting very e ciently. This is accomplished using a Bayesian approach to statistical inference via the Gibbs sampler.
This approach o ers a superior alternative to the existing techniques of nonlinear least squares and ML via Kalman ltering. Application of the Kalman lter su ers from some severe restrictions: Unless the (more complicated) extended Kalman lter is employed, it requires linearity of state and observation equations in all the model parameters (as also in Reed and Simons, 1996, and Sullivan, 1992) . The normal distribution assumption is crucial and the variances of process and observation errors (or at least their ratio) must be known. As stated in Pella (1993) it is not possible to \cleanly disentangle process from measurement error". To estimate an unknown state at time t, only the previously estimated biomasses of the preceding time points enter in the forward projections, thus not making full use of all the information provided in the data. This can be overcome, however, using xed-interval smoothing as outlined in Pella (1993) . In the special application to Deriso-Schnute models, the assumptions of the Kalman lter are not met when w > 0 although Kimura et al. (1996) concludes from simulation studies, that the Kalman lter results are not severely biased when applied in this general case. When trying to nd the parameter values that maximize the likelihood function one has to rely on numerical optimization procedures that are guaranteed only to nd a local not the global maximum. Furthermore, measures of precision of the ML estimates cannot be provided as the information matrix in most biomass dynamics applications is singular or its determinant is close to zero, making asymptotic variance estimates obtained by matrix inversion doubtful.
In contrast to these constraints, the Bayesian approach can handle arbitrary distributional assumptions as well as any form of nonlinear relationships in the state and observation equations. Process error of the biomass dynamics equation is not only conned to recruitment variability but comprises variation due to growth, mortality, and environmental in uences. There is no need for a restriction to constant recruitment.
A three-parametric recruitment function (of the spawning stock S t in year t) R t = R(S t ) = S t (1 ? S t ) 1= (10) (e.g. Schnute, 1985) which includes the constant productivity, Ricker, Beverton-Holt, and Schaefer functions as special cases could be speci ed. As pointed out by a referee, there is no reason that the conventional assumption that all of the process error is due to variation in recruitment could not be incorporated in the biomass dynamics equations. Furthermore di erent assumptions on shing mortality such as those given in Schnute (1985) can be made. Important extensions would be to consider stochastic natural mortality which, for comparative purposes, was assumed to be known in this application. Stochastic historical catches can be incorporated by distinguishing between observed catches,Ĉ t , and true catches, C t , and adding the observation equation C t = C t + v C t . In the Bayesian analysis, measurement and process errors are clearly separated and the precision of error variance estimates (as of all the other parameters) can be assessed in detail from the posterior densities.
Apart from ease and standardization, one of the major advantages of our implementation using the all-purpose subroutine ARMS to sample from any non-logconcave density is that it allows specifying more realistic distributions than the normal for measurements and states. This does not cause any further complications as all that is required is the speci cation of the logarithm of the density up to an additive constant { no derivatives or modes of the densities are necessary (as in the tuning of the multivariate t-distribution in implementations of SIR).
So far, none of the Bayesian stock assessment models have used state-space methodology. McAllister et al. (1994) and McAllister and Ianelli (1997) tted a fully agestructured model to relative abundance data, respectively to relative abundance and catch-age data, allowing for observation error with known variance but using deterministic annual transitions of the numbers of sh in each age class, treating only annual recruitment as subject to random uctuations. As noted above, this case is easily subsumed in a state-space model. Similarly, Raftery et al. (1995) consider a deterministic population dynamics model for bowhead whales and develop a pseudo-Bayesian approach for \deterministic simulation models" which has been heavily criticized by pure Bayesians (Wolpert 1995) for being prone to the Borel paradox and violating fundamental statistical principles such as the likelihood and stopping-rule principle. Raftery et al. (1995) regard the population dynamics model as a deterministic simulation model with input parameters (in their application consisting of age-speci c natural mortality and fertility rates, kill records, and initial population size) and output parameters (the population size for each year broken down by age and sex). They propose to specify all premodel information on input and output parameters through a \premodel" distribution. This encompasses all available information including that of the data but not including that from the simulation model itself. In analogy to the Bayesian paradigm that updates the prior distribution to the posterior distribution by conditioning on the data, the \premodel" distribution is updated to the \postmodel" distribution through the simulation model. Like Wolpert (1995), we do not agree that this may be viewed as a generalization of standard Bayesian inference to deal with simulation models. Instead, we think that a more natural approach within the coherent Bayesian paradigm would be to integrate these into the framework of state-space models, regarding the model outputs as unknown states, incorporating any prior information about these in a stochastic distribution of the states, and relating these unknown states to the data through stochastic observation equations. Kinas (1996) uses a Bayes approach to estimating the parameters of a surplus production model using adaptive importance sampling and SIR. The speci cation of his model comes probably closest to a state-space model, allowing for both process and observation error. However, only the parameters of the surplus production model and the observation error variance are estimated. Although alluding to the biomass dynamics equations as stochastic, Kinas (1996) does not estimate the unknown states, the annual biomass of orange roughy, in a coherent Bayesian way by treating them as unobservables, like the model parameters, and specifying a joint prior distribution.
Instead he employs an adhoc time series tting procedure for predicting these states.
Our Bayesian state-space methodology could be readily applied to the model speci ed in Kinas (1996) using the Gibbs sampler for posterior computation.
Depending on the parametrization and the correlation among the parameters, mixing in the Gibbs sampler could be slow and subsequent observations could be highly correlated. High autocorrelations can be overcome by a reasonable thinning of the chain as suggested by the Raftery and Lewis diagnostics on a small test chain. Reparametrizations and joint updating of several parameters may have to be considered.
The practical construction of the full conditional posterior densities is not a substantial task. It only requires calculating the joint posterior density up to a normalization constant, i.e. the product of prior and likelihood. The full conditional posterior density of a certain component i , say, can then be obtained by simply ignoring all terms in the joint density that do not depend on i as these are subsumed in the normalization constant. This procedure can be automated. It compares with the task in a general Metropolis-Hastings algorithm to specify a proposal density q( j (m) ) (depending on the current state (m) ) to generate a new random variate which will then be accepted with probability ( j m ) = min Following the \divide et impera" principle, the Gibbs sampler reduces the problem of generating an n-dimensional random variate to that of drawing n univariate random variates, a comparatively simple task. Moreover, the MH algorithm { just like the SIR algorithm { su ers from the general di culty of choosing an n-dimensional proposal density which is both easy to sample from and close to the target density.
Because of large sample asymptotics, a multivariate normal or t-distribution is often the proposal density of choice, which requires nding the mode of the posterior as well as di erentiation to calculate the inverse of the Hessian, needed to specify its mean and covariance matrix. The e ciency of the MH algorithm depends crucially on the choice of these parameters, like the center, scale, and degrees of freedom of the t-distribution, and these should be tuned so that the acceptance probability is roughly 0.3 (see Casella and George 1992; Gamerman 1997 for recommendations) . This is because a MH chain that makes only small jumps has a high acceptance rate but mixes slowly as it takes a long time to traverse the whole parameter space; whereas a chain with large proposal steps will have low acceptance probabilities, making the chain stay at its current value for long periods and thereby resulting in slow mixing as well. Most likely, the costs of calculating the proposal density and ne-tuning the MH algorithm will balance those of specifying the full conditionals for the Gibbs sampler and nding reparametrizations with low posterior correlations. A practical comparison as to the relative performance of the MH algorithm and the Gibbs sampler in stock assessment applications is beyond the scope of this paper but an important issue that will have to be investigated.
The computation time needed to run a large chain has not been a problem at all in our implementations of surplus production and delay di erence models. For a problem with 40 unobservables the run of a C program generating 250,000 cycles of the Gibbs sampler using ARMS for all full conditionals took about 90 minutes on a SUN ULTRA.
This suggests that the Gibbs sampler might be a feasible option in a Bayesian analysis of more complicated age-or size-structured models such as those of Schnute (1987) , Fournier and Doonan (1987) , Raftery et al. (1995), or McAllister and Ianelli (1997) , and a contender for the SIR algorithm.
Despite of all the pros reviewed in the introduction, delay di erence models have been used only rarely in practical stock assessments (Gallaway et al. 1983; Quinn et al. 1984; Deriso 1985 : Jacobson et al. 1987 Wankowski and Williams 1987; Zheng and Walters 1988; Punt 1988; Sampson 1990; Polovina 1991; Collie and Walters 1991; Hall and Brown 1995) , especially when compared to the prominent surplus production models. Reasons for this may be the strong assumptions that delay di erence models make on linear growth of weight at age (Equation (1)) and on equality of spawning and exploitable biomasses when modeling recruitment as a function of spawning stock size as through Equation (10). These may often be violated in practical applications.
However, the latter is of no concern in this particular application where recruitment is independent of the spawning biomass, and in general, the delay di erence model allows for an annual recruitment rate that can be any arbitrary time series (Equation (4)).
Another reason that could have deterred from their application may be the mathematically more complicated form of the delay di erence equations which incorporate time lags and recruitment functions and make parameter estimation more involved. However, they have been widely used in simulation studies and proved valuable tools that provide insight into population dynamics, temporal changes, and the understanding of age-structure e ects in exploited stocks (Hilborn and Walters 1992) . We hope that with the new methodology for parameter estimation provided here, delay di erence models will come to enjoy greater popularity in future practical stock assessments, in tune with their biological relevance.
Appendix
In the following, let g(P t ) = by Kimura et al. (1996) under Assumption 1 (process error only) and Assumption 2 (process and measurement error) as explained in chapter 5. 
