The applications that are related to classification problem are wide-ranging. In fact, differentiating between patients with strong prospects for recovery and those highly at risk, between good credit risks and poor ones, or between promising new firms and those likely to fail, are among the most known of these applications. To solve such classification problem, several approaches have been applied. In this paper, on one hand, we dealt with the parametric approach illustrated by the use of Fisher's linear discriminant function, Smith's quadratic discriminant function and the logistic discriminant model. On the other hand, we studied the non-parametric approach such as linear programming models as alternatives to the parametric
Introduction
Many practical problems can be reduced to the assignment of various objects to different classes. For example in the case of the medical diagnosis, it is a question of recognizing the pathology of a given patient; the purposes correspond to the patients and the classes with various pathologies. In the economy field, a bank wants to know if a customer applying for a loan is a good or bad customer while being based on several variables like the age, the profession, former fidelity, the required credit.
Indeed, there are three parametric discriminant methods. The first is the linear discriminant function who is the oldest discriminant method initiated by Fischer in 1936. It is the optimal combination which separates the averages from two groups. This method of discrimination requires that the sample be distributed normally and that the variances-covariances matrices of the two groups are homogeneous. The second method is the quadratic function suggested by Smith in 1947. This method supposes the normality of the sample with heterogeneous variances-covariances matrices. The last parametric method of discrimination is the logistic regression, which is an econometric method whose endogenous variable is binary; it requires neither the normality of the sample nor the homogeneity of the variancescovariances matrices of the groups.
Discriminant analysis methods
The methods of discriminant analysis were largely studied. The literature on this subject is very abundant. We present in this paragraph a short description of these methods. The aim of these methods is to produce decisions concerning the membership or not of an object to a class by using discriminant functions also called decision functions. This kind of methods is based on Fisher's work (1936) . According to the forms of the classes, we can find various types of discrimination:
Linear discriminant Function (LDF)
This method consists in separating the classes by linear frontiers in order to group the points to be classified around the centre of gravity of the class (the average of the class) and to create a linear hyperplane between the classes. The application of this method requires certain assumptions: the normality distribution of the sample, homogeneity of the variances-covariances matrices and an important size of the basic sample.
If we have n variables, the discriminant function is: ) (
This function depends on parameters 1 1 , , + n n w w w K . The determination of these parameters is done by an algorithm of training, which aims at satisfying the criterion associated with the model. According to the data, the criterion more used to adjust these parameters is that which generally aims at minimizing the error of classification.
If we have k classes, we define k discriminant functions:
The rule of assignment is given as follows:
For better illustrating the method, the majority of the authors consider the case of two groups G 1 and G 2 , which are defined by two variables x 1 and x 2 . The LDF procedure is illustrated by the Diagram below: The LDF method consists in identifying the hyperplane, which is crossing the double scatter of points representative of the two groups, will have the best discriminating powers of the two groups:
-The distance 1 z and 2 z are maximized; -The area of uncertainty is the possible weakest; -The high number of good classified
Quadratic discriminant function (QDF)
The quadratic discriminant function was proposed by Smith in 1947, supposes the normality of the sample with heterogeneous variances-covariances matrices. This procedure is given by the following equation: This quadratic function minimizes the total probability of misclassification, the assignment rule assigns X to group 1 if and only if:
and to group 2 otherwise
Logistic regression (LGD)
Logistic regression is a widely used statistical modelling technique in which the probability of a dichotomous outcome is related to a set of potential predictor variables in the form:
Where p is the probability of the outcome of interest, 0 β is the intercept term, 
which is the logarithm of the ratio of two probabilities of the outcome of interest. These variables are usually selected for inclusion by using some form of backward or forward stepwise regression technique (Neter, Kutner, Nachtsheim, & Wasserman, 1996; Pampel, 2000) even thought these selection techniques may be prone to problems. In addition, the maximization of the likelihood function is usually applied as the convergent criterion to estimate the coefficients of corresponding parameters when the logistic regression models are utilized.
The logistic regression model does not necessarily require the assumptions of LDA. However, Harrell and Lee (1985) found that logistic regression is as efficient and accurate as LDA even though the assumptions of LDA are satisfied. One advantage of LDA is that ordinary least square estimation procedure can be implemented to estimate the coefficients of the linear discriminant function, whereas maximum likelihood methods are required for the estimation of logistic regression models. Another advantage of LDA over logistic regression is that prior probabilities and misclassification costs can easily be incorporated into the LDA approach (Desai et al., 1996) . 
Linear programming models
To simplify, we will consider only the discrimination problem with two groups, although there are other models being able to be applied to the problems with more than two groups. In this section, we will expose only three types of the classification models: the MMD model, the MSD model and the RS model. 
The linear programming models for the resolution of the classification problems are used to determine the coefficients j w , , , 2 ,
for variable j and the constant term b. These different models enable to determine the discriminant function, which will be used to classify new observations in one of the two groups. For example, for a new observation i, ,
is the value of the variable j if:
: the observation is classified in group 1;
: the observation is classified in group 2;
: the observation can not be classified.
2.1
The MMD model (6) is a normalization constraint to avoid the trivial solution (that is, an all zero solution).
The MSD model
The "Minimize the Sums of Deviations" model (MSD) was proposed by Bajgier and Hill [12] and Freed and Glove [4, 5] . The objective of this formulation is to minimize the total group overlap. This model can be formulated as follows:
and b are unrestricted in sign, and 0
for all i. A normalization constraint (equation (9)) is needed to avoid a trivial solution.
The classification rule of MSD model is:
The RS model
To solve the classification problems, which contain outliers, Ragsdale and Stam [2] propose the RS model. The RS LP formulation can be set up as follows:
Where j w is unrestricted in sign, for
for all i. 
Empirical study
To compare the parametric approaches and the non-parametric approaches we consider the data set of 30 applicants. This data set is divided into two equal groups of applicants: applicants who were accepted, and were good credit (Group 1 "good loans"); applicants who were accepted, but defaulted on their loans obligations (Group 2 "bad loans"). Further, the two groups are characterized by four quantitative variables (income (x 1 ), a number of cards (x 2 ), age (x 3 ) and number of children (x 4 )).
The results of statistical approaches

• Result of LDF procedure
The aim of this method is to select, among the set of variables, the most significant variables and to determine the Fisher's linear discriminant function. The table 1 illustrates the most significant variables given by the stepwise procedure using the Lambda of Wilks This table shows that the most significant variables are the income and the number of cards. Now, we must determine the coefficients of these variables and the constant term to give the Fisher's linear discriminant function. The Table 2 below gives the coefficients of linear dicriminant function: 
By using the equation (10) we can classify the new observation into group 1 or group 2, also we can determine the hit ratio of classification. The classification result is given by the following table 3: According to table 3, we can notice that there are only two observations that are misclassified. Therefore, the hit ratio given by the LDF procedure in the original sample and the cross-validation sample is 93.3%.
This value indicates that the equation (10) gives a good discrimination between the two applicants groups and can be used to classify the new observations.
To confirm the result given by table 3 we consider the following figure (cf. By examining this figure, we can note that only observation n°1 and n°30 are misclassified. Indeed, observation n°1 belongs to group1 but it is classified into group 2; and observation n°30 belongs to group 2 and is classified into groupe1 (the red observations). Hence, the analytical result was confirmed graphically by the figure 2.
•
Result of Quadratic discrimination function
To apply the quadratic discriminant function we must determine the variancescovariances matrices of the two groups. Let 1 S and 2 S be the variances-covariances matrices of the G 1 and G 2 , respectively such as: 
S
According to the quadratic discriminant function, the observation is classified into group 1 if and only if: According to table 4, only two observations of group 2 (observations n°26 and n°30) are misclassified considering their classification score, which is equal, respectively, to 5 and 5.76 exceeds the critical level of quadratic discrimination function (3.3) . From where, the hit ratio given by this procedure of discrimination is equal to 93.3%. We notice that the two procedures of discrimination (LDF and QDF) give the same hit ratio, but they haven't the same misclassified observations.
• Result of logistic regression
If the assumptions of LDF procedure and QDF procedure aren't verified, we recourse to the logistic regression. This type of procedure doesn't require any assumption. The aim of the logistic regression is to estimate the parameters of the following equation:
For observation i, we suppose that:
The estimation of parameters as well as the significativity of variables are given in the following table5: 
respectively, the probabilities to belong to G 1 and G 2 . Therefore, an observation x will be classified in the group having the greatest probability. The classification result of logistic regression is given by the following table 6: According to the table 6 and the probabilities, we notice that there are only 3 misclassified observations (n°1, n°25 and n°30). From where, the hit ratio given by this procedure of discrimination is equal to 89.95%. The following figure (cf. Fig3) confirms the above result:
Hy perplane This figure shows that the observations n°1, n°25 and n°30 (red observations) are three misclassified observations. Indeed, observation n°1 is located on the left of the hyperplane, while the observations n°25 and n°30 are located on the right of the hyperplane. Hence, the analytical result was confirmed graphically by the figure 3.
The results of linear programming models
• gives the hard discrimination between the two applicants groups.
This result shows that the MSD model is a very effective discrimination procedure to resolve the classification problems.
• Result of the RS model The "good and badly" classified observations and the hit ratio are given by the following table 8: . Whereas, for group 1 all observations are good classified. From where, the hit ratio of RS model is equal to 93.3%.
Result of the MMD model
The weightings and the cut-off value given by the MMD model are equal to The scores and assignment group of applicants are given in the following table 9: Table 9 Scores and assignment group of applicants (MMD model) According to the ). Therefore, the hit ratio is equal to 93.3% and the classification result of MMD model is given by the following table 10: To recapitulate, we consider the following table 11, which summarizes the different classification results found by the parametric and non-parametric methods This table shows the effectiveness of the non-parametric methods compared to the parametric methods. Indeed, the hit ratio of linear programming models is, in most cases, greater than that's of parametric methods. Furthermore, the linear programming models are more flexible than the parametric methods; this is due to the presence of the constraints in the linear programming models.
Conclusion
The aim of this paper is the comparison between parametric methods and nonparametric methods to resolve the classification problems. Indeed, the recourse to the linear programming models is justified by the violation of certain assumptions in the statistical discriminant methods. Such assumptions are the distribution's normality, the homogeneity of variance-covariance matrix, the sample's size and the absence of outliers in data.
The classification results of the different methods applied on our data set concerning the credit scoring for the private individuals showed that, in the majority of cases, the classification result of linear programming models is more efficient than the result of statistical methods. Moreover, our study showed that, the linear programming models are more flexible in such a way to allow the analyst to incorporate some a priori information in the models. Nevertheless, this does not exclude the use of statistical techniques once the required hypothesises are satisfied.
