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Abstract
In this article, we study the existence/multiplicity results for the following variable
order nonlocal Choquard problem with variable exponents
(−∆)
s(·)
p(·)u(x) = λ|u(x)|
α(x)−2u(x) +
(∫
Ω
F (y, u(y))
|x− y|µ(x,y)
dy
)
f(x, u(x)),
x ∈ Ω,
u(x) = 0, x ∈ Ωc := RN \ Ω,
where Ω ⊂ RN is a smooth and bounded domain, N ≥ 2, p, s, µ and α are con-
tinuous functions on RN × RN and f(x, t) is Carathédory function with F (x, t) :=∫ t
0
f(x, s)ds. Under suitable assumption on s, p, µ, α and f(x, t), first we study the
analogous Hardy-Sobolev-Littlewood-type result for variable exponents suitable for the
fractional Sobolev space with variable order and variable exponents. Then we give the
existence/multiplicity results for the above equation.
Key words: Choquard problem, Hardy-Sobolev-Littlewood inequality, Variable or-
der fractional p(·)- Laplacian, concave-convex nonlinearities.
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1 Introduction
Consider the following nonlocal Choquard problem involving variable order and variable
exponents
(−∆)
s(·)
p(·)u(x) =
(∫
Ω
F (y, u(y))
|x− y|µ(x,y)
dy
)
f(x, u(x)), x ∈ Ω,
u = 0, x ∈ Ωc := RN \Ω,

 (1.1)
where Ω ⊂ RN is a smooth and bounded domain, N ≥ 2, p ∈ C(RN × RN , (1,∞)),
s ∈ C(RN × RN , (0, 1)) and µ ∈ C(RN × RN ,R). Also f ∈ C(Ω× R,R) is a Carathéodory
function with the antiderivative F (x, t) given by
F (x, t) :=
∫ t
0
f(x, s)ds.
The nonlocal operator (−∆)
s(·)
p(·) is defined, in the sense of Cauchy principle value, as
(−∆)
s(·)
p(·)u(x) := P.V.
∫
RN
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))
|x− y|N+s(x,y)p(x,y)
dy, x ∈ RN , (1.2)
The nonlinearity on the right side of (1.1) is motivated by the equation
−∆u+ V u = (Iα ∗ u
p)up−1,
where Iα : R
N → R is a Riesz potential defined for x ∈ RN \ {0} by
Iα(x) =
Aα
|x|N−α
.
P. Choquard introduced this equation in for describing an electron trapped in its own hole.
This equation also appears in the theory of the polaron at rest ([32]) and in modeling self-
gravitating matter as given in [27]. In [20], Lieb has studied the existence and uniqueness
of the minimizing solution for the problem
−∆u+ u = (|x|µ∗F (u))f(u) in RN ,
where f(t) has critical growth. The multiplicity results for the Brezis-Nirenberg type prob-
lem of the nonlinear Choquard equation has been studied by Gao and Yang in ([15]-[16]).
Here the author have considered
−∆u =
(∫
Ω
|u|2
∗
µ
|x− y|µ(x,y)
dy
)
u2
∗
µ−1 + λu, x ∈ Ω, and u = 0, x ∈ ∂Ω,
where 2∗µ =
(2N−µ)
(N−2) , 0 < µ < N . For more results on Choquard problem involving concave-
convex nonlinearities we refer ([30]-[31],[35]-[36]).
In recent years, problems involving nonlocal operators have gained a lot of attentions due
to their occurrence in real-world applications, such as, the thin obstacle problem, optimiza-
tion, finance, phase transitions and also in pure mathematical research, such as, minimal
surfaces, conservation laws etc. The celebrated work of Nezza et al. [12] provides the
necessary functional set-up to study these nonlocal problems using variational method. We
refer [23] and references therein for more details on problems involving semi-linear fractional
Laplace operator. In continuation to this, the problems involving quasilinear nonlocal frac-
tional p-Laplace operator are extensively studied by many researchers including Squassina,
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Palatucci, Mosconi, Rădulescu et al. (see [14, 22, 28, 29] ), where the authors studied var-
ious aspects, viz., existence, multiplicity and regularity of the solutions of the quasilinear
nonlocal problem involving fractional p-Laplace operator. Recently, Choquard problem in-
volving nonlocal operators have been studied by Squassina et.al in [10] and Mukerjee and
Sreenadh in [31]. In [31], authors have discussed the Brezis–Nirenberg type problem of
nonlinear Choquard equation involving the fractional Laplacian
(−∆)su =
(∫
Ω
|u|2
∗
µ,s
|x− y|µ(x,y)
dy
)
u2
∗
µ,s−2u+ λu, x ∈ Ω, and u = 0, x ∈ RN \Ω.
As the variable growth on the exponent p in the local p(x)-Laplace operator, defined as
div(|∇u|p(x)−2∇u), makes it more suitable for modeling the problems like image restora-
tion, obstacle problems compared to p-Laplace operator, henceforth, it is a natural inquisi-
tiveness to substitute the nonlocal fractional p-Laplace operator with the nonlocal operator
involving variable exponents and variable order as defined in (1.2) and expect better mod-
eling. In analogy to the Lebesgue spaces with variable exponents (see [13, 11]), recently
Kaufmann et al. introduced the fractional Sobolev spaces with variable exponents in [19].
Some results involving fractional p(·)-Laplace operator and associated fractional Sobolev
spaces with variable exponents are studied in [4, 5].
Very recently Alves, Rădulescu and Tavares have studied generalized Choquard equations
driven by non-homogeneous operators in [2]. In [3], Alves et.al have proved a Hardy-
Littlewood-Sobolev-type inequality for variable exponents and used it to study the quasi-
linear Choquard equations involving variable exponents. Motivated by this, in our present
work, we will establish a Hardy-Littlewood-Sobolev-type result for the functions in nonlocal
Sobolev spaces with variable order and variable exponents as defined in the section 3. Then
using this result, we study the combined effect of concave and convex nonlinearities on the
existence and multiplicity of solutions for nonlocal Choquard problem involving variable or-
der and variable exponents. To the best of our knowledge, this is the first work addressing
the variable order nonlocal Choquard problem with variable exponents.
In section 2 we first state the main results of this article. In section 3 we give the prelimi-
naries on fractional Sobolev spaces with variable order and variable exponents. We would
like to emphasis that here we are defining and establishing the embedding theorems for the
nonlocal fractional order spaces, when the exponent p as well as the order s admit variable
growth. We give the proofs of the main results in section 4.
2 Statements of the main theorems
First for any real valued function Φ defined on a domain D, we set
Φ− := inf
D
Φ(x) and Φ+ := sup
D
Φ(x). (2.1)
We also define the function space
C+(D) := {Φ ∈ C(D,R) : 1 < Φ
− ≤ Φ+ <∞}.
We consider the following assumptions on the variable order s, variable exponents p and µ
appearing in (1.1).
(S1) s : RN × RN → R is a continuous and symmetric function, i.e., s(x, y) = s(y, x) for
all (x, y) ∈ RN × RN with 0 < s− ≤ s+ < 1.
(P1) p ∈ C+(R
N ×RN ) is continuous and symmetric function, i.e., p(x, y) = p(y, x) for all
(x, y) ∈ RN × RN with s+p+ < N .
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(µ1) µ : RN×RN → R is symmetric function, i.e., µ(x, y) = µ(y, x) for all (x, y) ∈ RN×RN
with 0 < µ− ≤ µ+ < N .
Theorem 2.1. Let Ω be a smooth bounded domain in RN , N ≥ 2. Assume (S1), (P1) and
(µ1) hold and s and p are uniformly continuous in RN × RN . Let q ∈ C+(R
N × RN ) such
that
2
q(x, y)
+
µ(x, y)
N
= 2 for all (x, y) ∈ RN × RN ,
and r ∈ C+(R
N ) ∩M where
M :=
{
p(x, x) ≤ r(x)q− ≤ r(x)q+ < p∗s(x) :=
Np(x, x)
N − s(x, x)p(x, x)
for all x ∈ RN
}
.
Then for u ∈W s(x,y),p(x,x),p(x,y)(RN ) (as defined in section 3), |u|r(·)∈ Lq
+
(RN )∩Lq
−
(RN )
with ∫
RN
∫
RN
|u(x)|r(x)|u(y)|r(y)
|x− y|µ(x,y)
dxdy ≤ C
(
‖|u|r(·)‖2
Lq+ (RN )
+‖|u|r(·)‖2
Lq− (RN )
)
where C > 0 is a constant, independent of u.
Next using the above inequality, we study the existence of the solution of the following
variable order nonlocal Choquard equation with variable exponents:
(−∆)
s(·)
p(·)u(x) =
(∫
Ω
F (y, u(y))
|x− y|µ(x,y)
dy
)
f(x, u(x)), x ∈ Ω,
u = 0, x ∈ RN \ Ω,

 (2.2)
where f ∈ C(Ω×Ω,R) is a Carathéodory function and F (x, t) =
∫ t
0 f(x, s)ds for a.e. x ∈ Ω
with the following assumptions:
(F1) There exists a constant M > 0 and a function r ∈ C+(R
N ) ∩M with r− > p+ such
that
|f(x, t)|≤M(|t|r(x)−1), for all (x, t) ∈ Ω× R.
(F2) There exist a constant Θ > p+ such that 0 < ΘF (x, t) ≤ 2tf(x, t) for all nonzero
t ∈ R and for a.e. x ∈ Ω.
We define the weak solution of problem (2.2) in the functional space X0, defined in section
3, as follows:
Definition 2.2. A function u ∈ X0 is called a weak solution of (2.2), if for every w ∈ X0
we have ∫
RN×RN
|u(x) − u(y)|p(x,y)−2(u(x)− u(y))(w(x) − w(y))
|x− y|N+s(x,y)p(x,y)
dxdy
=
1
2
∫
Ω
∫
Ω
F (x, u(x))f(y, u(y))w(y)
|x− y|µ(x,y)
dxdy.
We have the following existence result for the nontrivial solution for (2.2).
Theorem 2.3. Let Ω be a smooth bounded domain in RN , N ≥ 2. Assume (S1), (P1) and
(µ1) and let q be as in (2.1). Also assume that f(x, t) satisfies (F1) and (F2). Then the
problem (2.2) admits a nontrivial solution.
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Next motivated by the pioneer work of Cerami et al. [1] on problems involving concave
and convex nonlinearities in case of local operator and [6] in case of nonlocal operator, we
study the existence of multiple solutions for variable order nonlocal problem with variable
exponents involving concave and convex nonlinearities.
(−∆)
s(·)
p(·)u(x) = λ|u(x)|
α(x)−2u(x) +
(∫
Ω
F (y, u(y))
|x− y|µ(x,y)
dy
)
f(x, u(x)), x ∈ Ω,
u = 0, x ∈ RN \ Ω,
}
(2.3)
where f and F be as in Theorem 2.3.
Definition 2.4. A function u ∈ X0 is called a weak solution of (2.3), if for every w ∈ X0
we have ∫
RN×RN
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(w(x) − w(y))
|x− y|N+s(x,y)p(x,y)
dxdy
= λ
∫
Ω
|u(x)|α(x)−2u(x)w(x)dx +
1
2
∫
Ω
∫
Ω
F (x, u(x))f(y, u(y))w(y)
|x− y|µ(x,y)
dxdy.
Theorem 2.5. Let Ω be a smooth bounded domain in RN , N ≥ 2. Assume (S1), (P1),
(µ1) and (F1) − (F2) and let q be as in (2.1). We also assume that the variable exponents
α(·) ∈ C+(Ω) such that α
+ < p−. Then there exists Λ > 0 such that for all λ ∈ (0,Λ), the
problem (2.3) admits at least two distinct nontrivial weak solutions.
3 Fractional Sobolev spaces with variable order and variable
exponents
In this section, we introduce fractional Sobolev spaces with variable order and variable
exponents and establish the preliminary lemmas and embeddings associated with these
spaces. For that, we assume that s(·, ·) and p(·, ·) satisfy (S1) and (P1), respectively. We
also assume that β ∈ C+(Ω). Recalling the definition of the Lebesgue spaces with variable
exponents in [13], we introduce the fractional Sobolev space with variable order and variable
exponents as follows:
W =W s(x,y),β(x),p(x,y)(Ω)
:=
{
u ∈ Lβ(x)(Ω) :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy <∞, for some λ > 0
}
.
We set
[u]
s(x,y),p(x,y)
Ω := inf
{
λ > 0 :
∫
Ω×Ω
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1
}
as semi-norm. Then (W, ‖·‖W ) is a reflexive Banach space equipped with the norm
‖u‖W := ‖u‖Lβ(x)(Ω)+[u]
s(x,y),p(x,y)
Ω .
Remark 1. If A1 ⊆ A2 are two bounded open sets in R
N , then one can check that
[u]
s(x,y)p(x,y)
A1
≤ [u]
s(x,y)p(x,y)
A2
.
We have the following Sobolev-type embedding theorem for W .
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Theorem 3.1. Let Ω ⊂ RN , N ≥ 2 be a smooth bounded domain and s(·, ·), p(·, ·) satisfy
(S1) and (P1), respectively. Let β ∈ C+(Ω) such that β(x) ≥ p(x, x) for all x ∈ Ω.
Assume that γ ∈ C+(Ω) such that γ(x) < p
∗
s(x) for x ∈ Ω. Then there exits a constant
K = K(N, s, p, β, γ,Ω) > 0 such that for every u ∈W ,
‖u‖Lγ(x)(Ω)≤ K‖u‖W .
Moreover, this embedding is compact.
Proof. Here we follow the approach as in [19]. Since p, β, γ, s are continuous on the
compact set Ω, it follows that
inf
x∈Ω
{ Np(x, x)
N − s(x, x)p(x, x)
− γ(x)
}
= k1 > 0. (3.1)
Using (3.1) and continuity of the functions p, β, γ and s, we get a finite family of disjoint
open balls {B′i}
k
i=1 with radius ǫ = ǫ(p, β, γ, s, k1) satisfying Ω ⊆ ∪
k
i=1 B
′
i such that
Np(z, y)
N − s(z, y)p(z, y)
− γ(x) =
k1
2
> 0 (3.2)
for all (z, y) ∈ Bi×Bi and x ∈ Bi, i = 1, 2, . . . , k, where Bi = Ω∩B
′
i for each i = 1, 2, . . . , k.
We set
pi = inf
(z,y)∈Bi×Bi
(p(z, y)− δ) (3.3)
and
si = inf
(z,y)∈Bi×Bi
s(z, y). (3.4)
Again by using continuity of p, q, γ and s we can choose δ = δ(k1), with p
− − 1 > δ > 0,
ti ∈ (0, si) and ǫ > 0 such that (3.2), (3.3) and (3.4) give us
p∗ti :=
Npi
N − tipi
≥
k1
3
+ γ(x) (3.5)
and
β(x) ≥ p(x, x) > pi (3.6)
for all x ∈ Bi, i = 1, 2, . . . , k. Indeed, from (3.3) as pi = inf
(z,y)∈Bi×Bi
p(z, y) − δ(k1) <
p(x, x) ≤ β(x) for each x ∈ Bi, we have (3.6). Using embedding results (Theorem 6.7,
Theorem 6.9 in [12]) for fractional Sobolev spaces, we get a constant C = C(N, pi, ti, ǫ, Bi) >
0 such that
‖ u ‖
L
p∗ti (Bi)
≤ C
{
‖u‖Lpi (Bi)+
(∫
Bi×Bi
|u(x)− u(y)|pi
|x− y|N+tipi
dxdy
) 1
pi
}
. (3.7)
Since |u(x)|=
k∑
i=1
|u(x)|XBi , we have
‖u‖Lγ(x)(Ω)≤
k∑
i=1
‖u‖Lγ(x)(Bi). (3.8)
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From (3.5), we get γ(x) < p∗ti for all x ∈ Bi, i = 1, ..., k. Hence we can take ai ∈ C+(Ω)
such that 1γ(x) =
1
p∗ti
+ 1ai(x) . Therefore by applying Hölder’s inequality, we obtain
‖u‖Lγ(x)(Bi)≤ k2‖u‖L
p∗ti (Bi)
‖1‖Lai(x)(Bi)≤ k3‖u‖L
p∗ti (Bi)
, (3.9)
where the constants k2, k3 > 0. Hence from (3.8) and (3.9), we deduce
‖u‖Lγ(x)(Ω)≤ k4
k∑
i=1
‖u‖
L
p∗ti (Bi)
, (3.10)
where k4 > 0 is a constant. Again from (3.6), we get pi < β(x) for all x ∈ Bi, i = 1, ..., k.
Therefore by arguing in a similar way as above, we obtain
m∑
i=1
‖u‖Lpi (Bi)≤ k5‖u‖Lβ(x)(Ω), (3.11)
where k5 > 0 is a constant. Next, for each i = 1, ..., k, we can choose bi ∈ C+(Bi×Bi) such
that
1
pi
=
1
p(x, y)
+
1
bi(x, y)
. (3.12)
We define a measure in Bi ×Bi, as
dµ˜(x, y) =
dxdy
|x− y|N+(ti−s(x,y))pi
. (3.13)
Using Hölder’s inequality combining with (3.12) and (3.13), it follows that there exist some
constants k6, k7 > 0 such that
{∫
Bi×Bi
|u(x)− u(y)|pi
|x− y|N+tipi
dxdy
} 1
pi
=
{∫
Bi×Bi
(
|u(x)− u(y)|
|x− y|s(x,y)
)pi dxdy
|x− y|N+(ti−s(x,y))pi
} 1
pi
=
[ ∫
Bi×Bi
(U(x, y))pidµ˜(x, y)
] 1
pi
≤ k6 ‖U‖Lp(x,y)(µ˜, Bi×Bi) ‖1‖Lbi(x,y)(µ˜, Bi×Bi)
≤ k7 ‖U‖Lp(x,y)(µ˜, Bi×Bi), (3.14)
where the function U is defined in Bi ×Bi as U(x, y) =
|u(x)−u(y)|
|x−y|s(x,y)
, x 6= y. Now let λ′ > 0
be such that ∫
Bi×Bi
|u(x)− u(y)|p(x,y)
(λ′)p(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1. (3.15)
Choose
di := sup
{
1, sup
(x,y)∈Bi×Bi
|x− y|s(x,y)−ti
}
and λi = λ
′di. (3.16)
7
Combining (3.15) and (3.16), we deduce
∫
Bi×Bi
(
U(x, y)
λi
)p(x,y)
dµ˜(x, y)
=
∫
Bi×Bi
(
|u(x)− u(y)|
λi|x− y|s(x,y)
)p(x,y)
dxdy
|x− y|N+(ti−s(x,y))pi
=
∫
Bi×Bi
|x− y|(s(x,y)−ti)pi
di
p(x,y)
|u(x)− u(y)|p(x,y)
(λ′)p(x,y)|x− y|N+s(x,y)p(x,y)
dxdy
≤
∫
Bi×Bi
|u(x)− u(y)|p(x,y)
(λ′)p(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1.
Thus from the above, we obtain ‖U‖Lp(x,y)(µ˜, Bi×Bi)≤ λi = λ
′di, which together with
Remark 1 implies
‖U‖Lp(x,y)(µ˜, Bi×Bi)≤ k8[u]
s(x,y),p(x,y)
Bi
≤ k8[u]
s(x,y),p(x,y)
Ω , (3.17)
where k8 = max
{i=1,2,...,k}
{di} > 1. Taking into account (3.14) and (3.17), we get
{∫
Bi×Bi
|u(x)− u(y)|pi
|x− y|N+tipi
dxdy
} 1
pi
≤ k8[u]
s(x,y),p(x,y)
Ω ,
which gives us
m∑
i=1
{∫
Bi×Bi
|u(x)− u(y)|pi
|x− y|N+tipi
dxdy
} 1
pi
≤ k9[u]
s(x,y),p(x,y)
Ω , (3.18)
where k9 > 0 is a constant. Thus, using (3.10), (3.11) and (3.18), we deduce
‖u‖Lγ(x)(Ω) ≤ k4
k∑
i=1
‖u‖
Lp
∗
i (Bi)
≤ k10
m∑
i=1
{
‖u‖Lpi (Bi)+
(∫
Bi×Bi
|u(x)− u(y)|pi
|x− y|N+tipi
dxdy
) 1
pi
}
≤ k11
{
‖u‖Lβ(x)(Ω)+[u]
s(x,y),p(x,y)
Ω
}
= K(N, s, p, β, γ,Ω)‖u‖W ,
where the constants k10, k11 and K > 0. This proves that the space W is continuously
embedded in Lγ(x)(Ω). The compactness of this embedding in the bounded domain Ω
can be established by suitably extracting a convergent subsequence in Lγ(x)(Bi) for each
i = 1, ..., k of a bounded sequence {um} in W and arguing as above.
Next we state the Sobolev-type embedding theorem for W s(x,y),p(x,x),p(x,y)(RN ×RN ). The
proof follows using the similar arguments as in [18], where the authors have considered the
case s(x, y) = s, constant.
Theorem 3.2. Let s(·, ·), p(·, ·) be uniformly continuous functions satisfying (S1) and (P1),
respectively. Assume that γ ∈ C+(R
N ) is a uniformly continuous such that γ(x) ≥ p(x, x)
for x ∈ RN and inf
x∈RN
(p∗s(x)− γ(x)) > 0. Then W
s(x,y),p(x,x),p(x,y)(RN×RN ) is continuously
embedded into Lγ(x)(RN ).
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For studying nonlocal problems involving the operator (−∆)
s(·)
p(·) with Dirichlet boundary
data via variational methods, we define another new fractional type Sobolev spaces with
variable order and variable exponents. One can refer [23] and references therein for this type
of spaces in fractional p-Laplacian framework. Let (S1), (P1) hold true and the variable
exponent β ∈ C+(Ω) such that β(x) ≥ p(x, x) for all x ∈ Ω. Set Q := (R
N×RN)\(Ωc×Ωc)
and define
X = Xs(x,y),β(x),p(x,y)(Ω)
:=
{
u : RN → R : u|Ω ∈ L
β(x)(Ω),
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy <∞, for some λ > 0
}
.
The space X is a normed linear space equipped with the following norm:
‖u‖X := ‖u‖Lβ(x)(Ω)+ inf
{
λ > 0 :
∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1
}
.
Next we define the subspace X0 of X as
X0 = X
s(x,y),β(x),p(x,y)
0 (Ω) := {u ∈ X : u = 0 a.e. in Ω
c}.
It can be verified that the following is a norm on X0, defined as :
‖u‖X0 := inf
{
λ > 0 :
∫
Q
|u(x) − u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1
}
.
Remark 2. For u ∈ X0, it follows that∫
Q
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+sp(x,y)
dxdy =
∫
RN×RN
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+sp(x,y)
dxdy.
Hence
‖u‖X0= inf
{
λ > 0 :
∫
RN×RN
|u(x)− u(y)|p(x,y)
λp(x,y)|x− y|N+s(x,y)p(x,y)
dxdy < 1
}
.
Definition 3.3. For u ∈ X0, we define the modular function ρX0 : X0 → R:
ρX0(u) :=
∫
RN×RN
|u(x)− u(y)|p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy. (3.19)
The interplay between the norm in X0 and the modular function ρX0 can be studied in
the following lemmas:
Lemma 3.4. Let u ∈ X0 and ρX0 be defined as in (3.19). Then we have the following
results:
(i) ‖u‖X0< 1(= 1;> 1) ⇐⇒ ρX0(u) < 1(= 1;> 1).
(ii) If ‖u‖X0> 1, then ‖u‖
p−
X0
≤ ρX0(u) ≤ ‖u‖
p+
X0
.
(iii) If ‖u‖X0< 1, then ‖u‖
p+
X0
≤ ρX0(u) ≤ ‖u‖
p−
X0
.
Lemma 3.5. Let u, um ∈ X0, m ∈ N. Then the following statements are equivalent:
(i) lim
m→∞
‖um − u‖X0= 0,
(ii) lim
m→∞
ρX0(um − u) = 0.
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The proofs of Lemma 3.4 and Lemma 3.5 follow in the same line as the proofs of Theorem
3.1 and Theorem 3.2, respectively, in [13].
Now, we study the following Sobolev-type embedding theorem for the space X0. The proof
of this theorem is motivated from [4], where the author studied the result for s(x, y) = s,
constant.
Theorem 3.6. Let Ω be a smooth bounded domain in RN , N ≥ 2 and s(·, ·) and p(·, ·)
satisfy (S1) and (P1), respectively. Let β ∈ C+(Ω) such that p(x, x) ≤ β(x) < p
∗
s(x) for all
x ∈ Ω. Then for any γ ∈ C+(Ω) with 1 < γ(x) < p
∗
s(x) for all x ∈ Ω, there exits a constant
C = C(N, s, p, γ, β,Ω) > 0 such that for every u ∈ X0,
‖u‖Lγ(x)(Ω)≤ C‖u‖X0 .
Moreover, this embedding is compact.
Proof. First we note that, as β is continuous on Ω, using Tietze extension theorem, we can
extend β on RN continuously such that β satisfies p(x, x) ≤ β(x) < p∗s(x) for all x ∈ R
N .
Also γ ∈ C+(Ω) can be extended continuously on R
N such that 1 < γ(x) < p∗s(x) for all
x ∈ RN . Next, we claim that there exists a constant C ′ > 0 such that
‖u‖Lβ(x)(Ω)≤
1
C ′
‖u‖X0 for all u ∈ X0. (3.20)
This is equivalent to proving that, for A := {u ∈ X0 : ‖u‖Lβ(x)(Ω)= 1}, inf
u∈A
‖u‖X0 is
achieved. Let {um} ⊂ A be a minimizing sequence, that is, ‖um‖X0↓ infu∈A‖u‖X0 := C
′ as
m→∞. This implies that {um} is bounded in X0 and L
β(x)(Ω) and hence in W. Therefore,
up to a subsequence um ⇀ u0 in W as m → ∞. Now from Theorem 3.1, it follows that
um → u0 strongly in L
β(x)(Ω) as m → ∞. We extend u0 to R
N by setting u0(x) = 0 on
x ∈ Ωc. This implies um(x) → u0(x) a.e. x ∈ R
N as m → ∞. Hence by using Fatou’s
Lemma, we have∫
RN×RN
|u0(x) − u0(y)|
p(x,y)
|x − y|N+s(x,y)p(x,y)
dxdy ≤ lim inf
m→∞
∫
RN×RN
|um(x)− um(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy,
which implies that ‖u0‖X0≤ lim infm→∞‖um‖X0= C
′ and thus u0 ∈ X0. Also, as ‖u0‖Lβ(x)(Ω)=
1, we get u0 ∈ A. Therefore ‖u0‖X0= C
′. This proves our claim and hence (3.20). From
(3.20), it follows that
‖u‖W= ‖u‖Lβ(x)(Ω)+[u]
s(x,y),p(x,y)
Ω ≤ ‖u‖Lβ(x)(Ω)+‖u‖X0≤ (1 +
1
C′
)‖u‖X0 ,
which implies that X0 is continuously embedded in W . As Theorem 3.1 gives that W is
continuously embedded in Lγ(x)(Ω), it follows that there exists a constant C(N, s, p, γ, β,Ω)
> 0 such that
‖u‖Lγ(x)(Ω)≤ C(N, s, p, γ, β,Ω)‖u‖X0 . (3.21)
To prove that the embedding given in (3.21) is compact, let {vm} be a bounded sequence
in X0. This implies that {vm} is bounded in W . Hence using Theorem 3.1, we infer that
there exists v0 ∈ L
γ(x)(Ω) such that up to a subsequence vm → v0 strongly in L
γ(x)(Ω) as
m→∞. This completes the theorem.
Using Theorem 3.6 together with the fact that X0 is a closed subspace of the reflexive
space W s(x,y),β(x),p(x,y)(RN ) with respect to the norm ‖·‖X0 , we have the following propo-
sition.
Proposition 3.7. (X0, ‖·‖X0) is a uniformly convex and reflexive Banach space.
Remark 3. From now onwards we take β(x) = p(x, x) and consider the function space
X
s(x,y),p(x,x),p(x,y)
0 (Ω) as the solution space for problem (2.2) and (2.3). For brevity, we still
denote the space X
s(x,y),p(x.x),p(x,y)
0 (Ω) by X0.
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4 Proofs of main theorems
In Proposition 2.4 in [3], Alves et al. have established the Hardy-Sobolev-Littlewood-type
result for variable exponents. Here we establish the analogous result appropriate to prove
(2.1) for functions in X0.
Proposition 4.1. Let s, p, q, µ and r be as in Theorem 2.1. Let there exists sequences
{(xn, yn)} and {(x
′
n, y
′
n)} in R
N × RN such that lim
n→∞
p(xn, yn) = p
+, lim
n→∞
q(xn, yn) = q
+
and lim
n→∞
p(x′n, y
′
n) = p
−, lim
n→∞
q(x′n, y
′
n) = q
−. Then for h ∈ Lp
+
(RN ) ∩ Lp
−
(RN ) and
g ∈ Lq
+
(RN ) ∩ Lq
−
(RN ) we have∣∣∣∣
∫
RN
∫
RN
hg
|x− y|µ(x,y)
dxdy
∣∣∣∣ ≤ c1 (‖h‖Lp+(RN )‖g‖Lq+(RN )+‖h‖Lp−(RN )‖g‖Lq− (RN )) ,
where c1 > 0 is a constant, independent of h and g.
Proof. From (2.1), first we note that
µ+ = sup
RN×RN
µ(x, y) = 2N
(
1−
1
2p(x, y)
−
1
2q(x, y)
)
≤ 2N
(
1−
1
2p+
−
1
2q+
)
.
Also as
lim
n→∞
µ(xn, yn) = 2N lim
n→∞
(
1−
1
2p(xn, yn)
−
1
2q(xn, yn)
)
= 2N
(
1−
1
2 lim
n→∞
p(xn, yn)
−
1
2 lim
n→∞
q(xn, yn)
)
= 2N
(
1−
1
2p+
−
1
2q+
)
,
we get that
µ+ = 2N
(
1−
1
2p+
−
1
2q+
)
.
Similarly we have
µ− = 2N
(
1−
1
2p−
−
1
2q−
)
.
Now as∣∣∣∣
∫
RN
∫
RN
hg
|x− y|µ(x,y)
dxdy
∣∣∣∣ ≤
∫
RN
∫
RN
|hg|
|x− y|µ(x,y)
dxdy
≤
∫
RN
∫
RN
|hg|
|x− y|µ+
dxdy +
∫
RN
∫
RN
|hg|
|x− y|µ−
dxdy
≤ c1
(
‖h‖Lp+(RN )‖g‖Lq+(RN )+‖h‖Lp−(RN )‖g‖Lq− (RN )
)
,
where the last inequalities follows from the Hardy-Littlewood-Sobolev type of inequality
for constant exponent case in [21].
Proof of Theorem 2.1:
Using the Sobolev embedding theorem( Theorem 3.2), it is easy to check that |u|r(·)∈
Lq
+
(RN ) ∩ Lq
−
(RN ). Now the proof follows by taking h(x) = g(x) = |u|r(x) and q(x, y) =
p(x, y) in the Theorem 2.1. 
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Next we use the variational method to prove the existence of solution of (2.3). We
consider the associated energy functional J : X0 → R, given as
J(u) =
∫
RN×RN
|u(x)− u(y)|p(x,y)
p(x, y)|x − y|N+s(x,y)p(x,y)
dxdy −
1
2
∫
Ω
∫
Ω
F (x, u(x))F (y, u(y))
|x− y|µ(x,y)
dxdy.
Note that as in section 3 in [3], Theorem 2.1 guarantees that J is well-defined and C1 on
X0, with the derivative J
′ : X0 → X
∗
0 , given as
〈J ′(u), w〉 =
∫
RN×RN
|u(x)− u(y)|p(x,y)−2(u(x)− u(y))(w(x) − w(y))
|x− y|N+s(x,y)p(x,y)
dxdy
−
∫
Ω
∫
Ω
F (x, u(x))f(y, u(y))w(y)
|x− y|µ(x,y)
dxdy, (4.1)
where u,w ∈ X0. Here 〈·, ·〉 denotes the duality pairing between X0 and its dual X
∗
0 . Thus
by the standard critical point theory, the weak solutions of (2.2) are characterized by the
critical points of J . Also J admits the mountain-pass geometry. Precisely, we have the
following lemma.
Lemma 4.2. Let the assumptions in Theorem 2.3 hold. Then
(i) there exists δ > 0, such that J(u) ≥ ζ > 0 for all u ∈ X0 with ‖u‖X0= δ.
(ii) there exists φ ∈ X0 with ‖φ‖X0> δ such that J(φ) < 0.
Proof. (i). First using (F1) and Lemma 3.4 and Theorem 3.6, we note that for u ∈ X0,
F (x, u(x)) ∈ Lq
+
(Ω) ∩ Lq
−
(Ω). Indeed from (F1) we have F (x, 0) = 0 and thus
‖F (·, u(·))‖Lq+ (RN )= ‖F (·, u(·))‖Lq+ (Ω) ≤ c2
(∫
Ω
|u(x)|r(x)q
+
dx
)1/q+
≤ c2max
(
‖u‖r
+
Lr(x)q+ (RN )
, ‖u‖r
−
Lr(x)q+ (RN )
)
≤ c3max
(
‖u‖r
+
X0, ‖u‖
r−
X0
)
, (4.2)
where the constant c2, c3 > 0 are independent of u. Similarly for u ∈ X0 we can check
that F (x, u(x)) ∈ Lq
−
(Ω). Hence from Theorem 2.1 and (4.2) we infer that∣∣∣∣
∫
RN
∫
RN
F (x, u(x))F (y, u(y))
|x− y|µ(x,y)
dxdy
∣∣∣∣ ≤ C (‖F (·, u(·))‖2Lq+ (RN )+‖F (·, u(·))‖2Lq− (RN )
)
≤ c4
{
max{‖u‖2r
+
X0 , ‖u‖
2r−
X0 }
}
(4.3)
for some constants C, c4 > 0 independent of u. Using Lemma 3.4 and (4.3), for ‖u‖X0< 1,
we have
J(u) =
∫
RN×RN
|u(x)− u(y)|p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy
−
1
2
∫
Ω
∫
Ω
F (x, u(x))F (y, u(y))
|x− y|µ(x,y)
dxdy
≥
1
p+
‖u‖p
+
X0
−c5
(
max{‖u‖2r
+
X0 , ‖u‖
2r−
X0 }
)
≥
1
p+
‖u‖p
+
X0
−c5‖u‖
2r−
X0 ,
where c5 > 0 is independent of u ∈ X0. Now noting that r
− > p+, we can choose δ > 0
sufficiently small such that J(u) ≥ ζ > 0 for all u ∈ X0 with ‖u‖X0= δ.
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(ii). Recalling Lemma 4 in [33] and using (F2), it follows that there exist two constants
l1, l2 > 0 such that
F (x, t) ≥ l1|t|
Θ/2 (4.4)
for all x ∈ Ω and |t|≥ l2. Now, for ξ ∈ C
∞
0 (Ω) with ξ > 0 and t > 0 sufficiently large, using
Lemma 3.4 and (4.4), we deduce that
J(tξ) =
∫
RN×RN
|tξ(x) − tξ(y)|p(x,y)
p(x, y)|x − y|N+s(x,y)p(x,y)
dxdy −
1
2
∫
Ω
∫
Ω
F (x, tξ(x))F (y, tξ(y))
|x− y|µ(x,y)
dxdy
≤
tp
+
p−
‖ξ‖p
+
X0
−
l21t
Θ
2
∫
Ω
∫
Ω
|ξ(x)|Θ/2|ξ(y)|Θ/2
|x− y|µ(x,y)
dxdy.
Since p+ < Θ in (F2), it follows that J(tξ) → −∞ as t → +∞. This guarantees the
existence of φ ∈ X0 such that J(φ) < 0.
Next we recall Lemma A.1 in [17] for variable exponent Lebesgue spaces which is used
to prove that J satisfies Palais-Smale condition.
Lemma 4.3. Let ν1(x) ∈ L
∞(Ω) such that ν1 ≥ 0, ν1 6≡ 0. Let ν2 : Ω→ R be a measurable
function such that ν1(x)ν2(x) ≥ 1 a.e. in Ω. Then for every u ∈ L
ν1(x)ν2(x)(Ω),
‖ |u|ν1(·)‖Lν2(x)(Ω)≤‖ u ‖
ν−1
Lν1(x)ν2(x)(Ω)
+ ‖ u ‖
ν+1
Lν1(x)ν2(x)(Ω)
.
Lemma 4.4. Let the assumptions in Theorem 2.3 hold. Then for any c ∈ R, the functional
J satisfies the Palais-Smale ( in short (PS)c) condition.
Proof. Let {um} ⊂ X0 be a (PS)c sequence of the functional J , that is, J(um) → c and
‖J ′(um)‖X∗0→ 0 as m → ∞. Note that, {um} is bounded in X0. Indeed, if {um} is
unbounded in X0, for m large enough, using Lemma 3.4 and Theorem 3.6 together with
(F2), we have
om(1) + c+ ‖um‖X0
≥ J(um)−
1
Θ
〈J ′(um), um〉
=
∫
RN×RN
|um(x) − um(y)|
p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy −
1
2
∫
Ω
∫
Ω
F (x, um(x))F (y, um(y))
|x− y|µ(x,y)
dxdy
−
1
Θ
∫
RN×RN
|um(x)− um(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy +
1
Θ
∫
Ω
∫
Ω
F (x, um(x))f(y, um(y))um(y)
|x− y|µ(x,y)
dxdy
>
( 1
p+
−
1
Θ
)∫
RN×RN
|um(x) − um(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy
+
∫
Ω
∫
Ω
F (x, um(x))
[
1
Θ
f(y, um(y))um(y)−
1
2
F (y, um(y))
]
|x− y|µ(x,y)
dxdy
>
( 1
p+
−
1
Θ
)
‖um‖
p−
X0
.
Since 1 < p− ≤ p+ < Θ in (F2), from the above expression, we get a contradiction
and hence the sequence {um} is bounded in X0. Since X0 is a reflexive Banach space
( Proposition 3.7), it follows that there exists u1 ∈ X0 such that up to a subsequence,
um ⇀ u1 weakly in X0 and um(x) → u1(x) point-wise a.e. x ∈ R
N as m → ∞. We claim
that um → u1 strongly in X0 as m→∞. We define I : X0 → X
∗
0 , as
〈I(u), w〉 :=
∫
RN×RN
|u(x)− u(y)|p(x,y)−2(u(x) − u(y))(w(x) − w(y))
|x− y|N+s(x,y)p(x,y)
dxdy,
(4.5)
13
where u,w ∈ X0. Since {um} is bounded in X0 and ‖J
′(um)‖X∗0→ 0 as m → ∞, for
w = um − u1, taking into account (4.1) and (4.5), we deduce
om(1) = 〈J
′(um), (um − u1)〉
= 〈I(um), (um − u1)〉 −
∫
Ω
∫
Ω
F (x, um(x)f(y, um(y))(um − u1)(y)
|x− y|µ(x,y)
dxdy. (4.6)
Now using Theorem 2.1 and Theorem 3.6 we can estimate the second term in the right
hand side of (4.6) as follows. First we note that∣∣∣∣
∫
Ω
∫
Ω
F (x, um(x))f(y, um(y))(um(·)− u1(·))
|x− y|µ(x,y)
dxdy
∣∣∣∣
≤ C‖F (·, um(·))‖Lq+ (Ω)‖f(·, um(·))(um(·)− u1(·))‖Lq+ (Ω)
+ C‖F (·, um(·))‖Lq− (Ω)‖f(·, um(·))(um(·)− u1(·))‖Lq− (Ω)
≤ c6max
{
‖um‖
r+
Lr(x)q
+
(Ω)
, ‖um‖
r−
Lr(x)q
+
(Ω)
}
‖f(·, um(·))(um(·) − u1(·))‖Lq+ (Ω)
+ c6max
{
‖u‖r
+
Lr(x)q− (Ω)
, ‖u‖r
−
Lr(x)q− (Ω)
}
‖f(·, um(·))(um(·)− u1(·))‖Lq− (Ω)
≤ c7max
{
‖um‖
r+
X0 , ‖um‖
r−
X0
}
‖f(·, um(·))(um(·)− u1(·))‖Lq+ (Ω)
+ c7max
{
‖um‖
r+
X0 , ‖um‖
r−
X0
}
‖f(·, um(·))(um(·)− u1(·))‖Lq− (Ω),
(4.7)
where the constants C, c6, c7 > 0 are independent of um. Now using (F1), together with
Hölder’s inequality and Lemma 4.3 and the fact that um → u1 strongly in L
q−r(x)(Ω) as
m→∞, we have
‖f(·, um(·))(um(·)− u1(·))‖
q+
Lq+ (Ω)
=
∫
Ω
|f(y, um(y))(um(y)− u1(y))|
q+dy
≤M q
+
∫
Ω
|um(y)|
(r(y)−1)q+ | |(um(y)− u1(y))|
q+dy
≤ c8‖u
(r(·)−1)q+
m ‖
L
r(x)
r(x)−1 (Ω)
‖(um − u1)
q+‖Lr(x)(Ω)
≤ c9
(
‖um‖
(r+−1)q+
Lr(x)q+(Ω)
+‖um‖
(r−−1)q+
Lr(x)q+ (Ω)
)
‖(um − u1)‖
q+
Lq+r(x)(Ω)
≤ c10
(
‖um‖
(r+−1)q+
X0
+‖um‖
(r−−1)q+
X0
)
‖(um − u1)‖
q+
Lq
+r(x)(Ω)
≤ c11‖(um − u1)‖
q+
Lq
+r(x)(Ω)
= om(1). (4.8)
Here c8, c9, c10 and c11 are non-negative constants independent of um, u1. Again arguing
similarly as above, we obtain
‖f(·, um(·))(um(·)− u1(·))‖Lq− (Ω)= om(1). (4.9)
Thus from (4.6)-(4.9), we deduce that
〈I(um), (um − u1)〉 → 0 and 〈I(u1), (um − u1)〉 → 0 as m→∞,
which imply
〈(I(um)− I(u1)), (um − u1)〉 = om(1). (4.10)
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Next we recall the following inequalities due to Simon [34]: For all x, y ∈ RN , we have
 |x− y|
p ≤ 1p−1
[ (
|x|p−2x− |y|p−2y
)
. (x− y)
] p
2
(|x|p+|y|p)
2−p
2 , 1 < p < 2,
|x− y|p ≤ 2p
(
|x|p−2x− |y|p−2y
)
. (x− y) , p ≥ 2,
(4.11)
We define Ω1 := {(x, y) ∈ R
N ×RN : 1 < p(x, y) < 2}, Ω2 := {(x, y) ∈ R
N ×RN : p(x, y) ≥
2} and denote vm = um − u1. Then we have the following estimate.
ρX0(vm) =
∫
RN×RN
|vm(x)− vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy
=
∫
Ω1
|vm(x)− vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy +
∫
Ω2
|vm(x)− vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy. (4.12)
Now for (x, y) ∈ Ω1, taking into account Lemma 3.4, Hölder’s inequality, Lemma 4.3 and
(4.11), we deduce∫
Ω1
|vm(x) − vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy
≤
1
(p− − 1)
∫
Ω1
[{
|um(x)− um(y)|
p(x,y)−2(um(x) − um(y))(vm(x) − vm(y))
|x− y|N+s(x,y)p(x,y)
−
|u1(x) − u1(y)|
p(x,y)−2(u1(x) − u1(y))(vm(x)− vm(y))
|x− y|N+s(x,y)p(x,y)
}p(x,y)/2
×
{
|um(x)− um(y)|
p(x,y)+|u1(x)− u1(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
} 2−p(x,y)
2
]
dxdy
≤
1
(p− − 1)
∫
RN×RN
[{
|um(x) − um(y)|
p(x,y)−2(um(x)− um(y))(vm(x) − vm(y))
|x− y|N+s(x,y)p(x,y)
−
|u1(x) − u1(y)|
p(x,y)−2(u1(x) − u1(y))(vm(x)− vm(y))
|x− y|N+s(x,y)p(x,y)
}p(x,y)/2
×
{
|um(x)− um(y)|
p(x,y)+|u1(x)− u1(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
} 2−p(x,y)
2
]
dxdy
≤
1
(p− − 1)
∫
RN×RN
[{
|um(x) − um(y)|
p(x,y)−2(um(x)− um(y))(vm(x) − vm(y))
|x− y|N+s(x,y)p(x,y)
−
|u1(x) − u1(y)|
p(x,y)−2(u1(x) − u1(y))(vm(x)− vm(y))
|x− y|N+s(x,y)p(x,y)
}p(x,y)/2
×
{(
|um(x)− um(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
) 2−p(x,y)
2
+
(
|u1(x)− u1(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
)} 2−p(x,y)
2
]
dxdy
= c12
∫
RN×RN
[{
g1(x, y)
p(x,y)
2 · g2(x, y)
2−p(x,y)
2
}
+
{
g1(x, y)
p(x,y)
2 · g3(x, y)
2−p(x,y)
2
}]
dxdy
≤ c12
[
‖g
p(·,·)
2
1 ‖
L
2
p(x,y) (RN×RN )
{
‖g
2−p(·,·)
2
2 ‖
L
2
2−p(x,y) (RN×RN )
+ ‖g
2−p(·,·)
2
3 ‖
L
2
2−p(x,y) (RN×RN )
}]
≤ c12
[{
‖g1‖
p+
2
L1(RN×RN )+‖g1‖
p−
2
L1(RN×RN )
}
×
{
‖g2‖
2−p+
2
L1(RN×RN )
+‖g2‖
2−p−
2
L1(RN×RN )
+‖g3‖
2−p+
2
L1(RN×RN )
+‖g3‖
2−p−
2
L1(RN×RN )
}]
,
(4.13)
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where c12 > 0 is some constant independent of um, u1 and gi, i = 1, 2, 3 are defined as
follows.
g1(x, y) =
[
|um(x)− um(y)|
p(x,y)−2(um(x)− um(y))(vm(x)− vm(y))
|x− y|N+s(x,y)p(x,y)
−
|u1(x) − u1(y)|
p(x,y)−2(u1(x) − u1(y))(vm(x)− vm(y))
|x− y|N+s(x,y)p(x,y)
]
,
g2(x, y) =
[
|um(x)− um(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
]
,
g3(x, y) =
[
|u1(x) − u1(y)|
p(x,y)
|x − y|N+s(x,y)p(x,y)
]
.
Finally using Lemma 3.4 and (4.13), it follows that∫
Ω1
|vm(x) − vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy
≤ c12
[{
〈(I(um)− I(u1)), (um − u1)〉
p+
2 + 〈(I(um)− I(u1)), (um − u1)〉
p−
2
}
×
{
ρX0(um)
2−p+
2 + ρX0(um)
2−p−
2 + ρX0(u1)
2−p+
2 + ρX0(u1)
2−p+
2
}]
. (4.14)
Combining (4.10) and (4.14) and using the fact that {um} is bounded in X0, we estimate∫
Ω1
|vm(x)− vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy → 0 as m→∞. (4.15)
Again for (x, y) ∈ Ω2, taking into account Lemma 3.4, Hölder’s inequality, Lemma 4.3,
(4.10) and Simon’s inequality (4.11), we deduce∫
Ω2
|vm(x)− vm(y)|
p(x,y)
|x− y|N+s(x,y)p(x,y)
dxdy ≤ 2p
+
〈(I(um)− I(u1)), (um − u1)〉 = om(1). (4.16)
Thus from (4.12), (4.15) and (4.16), we get
ρX0(vm)→ 0 as m→ 0.
Therefore Lemma 3.5 gives us lim
m→∞
‖um − u1‖X0→ 0. This completes the lemma.
Now, we give the proof of Theorem 2.3.
Proof of Theorem 2.3:
From Lemma 4.2 and Lemma 4.4, it follows that J satisfies the Mountain pass geometry
and Palais-Smale condition. Therefore by using Mountain pass theorem, we infer that there
exists u1 ∈ X0, a critical point of J , with
J(u1) = c¯ > 0. (4.17)
Also as J(0) = 0, thanks to (F1), we get that u1 is a non-trivial weak solution of the
problem (2.2).
Proof of Theorem 2.5:
Note that the weak solutions for the problem (2.3) are characterized by the critical points
of the following C1-functional associated with (2.3).
Jλ(u) =
∫
RN×RN
|u(x)− u(y)|p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy − λ
∫
Ω
|u|α(x)
α(x)
dx
−
1
2
∫
Ω
∫
Ω
F (x, u(x))F (y, u(y))
|x− y|µ(x,y)
dxdy.
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First we claim that there exists Λ > 0 such that for every λ ∈ (0,Λ) we can find ζλ > 0
and 0 < δλ << 1 such that Jλ(u) ≥ ζλ > 0 for all u ∈ X0 with ‖u‖X0= δλ. Indeed, using
Lemma 3.4, Theorem 3.6, Theorem 2.1 together with (F1) and (F2), for ‖u‖X0< 1, we
have
Jλ(u) =
∫
RN×RN
|u(x)− u(y)|p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy − λ
∫
Ω
|u|α(x)
α(x)
dx
−
1
2
∫
Ω
∫
Ω
F (x, u(x))F (y, u(y))
|x− y|µ(x,y)
dxdy
≥
1
p+
‖u‖p
+
X0
−
λ
α−
max
{
‖u‖α
−
Lα(x)(Ω)
, ‖u‖α
+
Lα(x)(Ω)
}
− c13max
{
‖u‖2r
−
X0 , ‖u‖
2r+
X0
}
≥
1
p+
‖u‖p
+
X0
−
λc14
α−
‖u‖α
−
X0−c13‖u‖
2r−
X0
≥
{
1
p+
−
λc14
α−
‖u‖α
−−p+
X0
−c13‖u‖
2r−−p+
X0
}
‖u‖p
+
X0
, (4.18)
where the constants c13, c14 > 0 are independent of u. Now for each λ > 0 we define the
function, Tλ : (0,+∞)→ R as
Tλ(t) = c14
λ
α−
tα
−−p+ + c13t
2r−−p+.
Since we have 1 < α− < p+ < r−, it follows that lim
t→0
Tλ(t) = lim
t→∞
Tλ(t) = +∞. Thus we
can find infimum of Tλ. Note that equating
T ′λ(t) =
α− − p+
α−
λc14 + c13(2r
− − p+)t2r
−−α− = 0,
we get t0 = t =
(
λ p
+−α−
(2r−−p+)α− ·
c14
c13
)1/(2r−−α−)
. Clearly t0 > 0. Also it can be checked that
T ′′λ (t0) > 0 and hence infimum of Tλ(t) is achieved at t0. Now observing that
Tλ(t0) = λ
c14
α−
(
λ
p+ − α−
(2r− − p+)α−
·
c14
c13
) α− − p+
2r− − α−
+ c13
(
λ
p+ − α−
(2r− − p+)α−
·
c14
c13
)2r− − p+
r− − α−
= λ
2r− − p+
r− − α− · c15 → 0 as λ→ 0
+, (4.19)
for some constant c15 > 0 independent of u. Therefore we infer from (4.18) that there exists
Λ > 0 such that for any λ ∈ (0,Λ), we can choose ζλ > 0 and 0 < δλ << 1 such that
Jλ(u) ≥ ζλ > 0 for all u ∈ X0 with ‖u‖X0= δλ. (4.20)
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On the other hand, for ξ ∈ C∞0 (Ω), ξ > 0 we have
Jλ(tξ) =
∫
RN×RN
|tξ(x)− tξ(y)|p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy − λ
∫
Ω
|tξ|α(x)
α(x)
dx
−
1
2
∫
Ω
∫
Ω
F (x, tξ(x))F (y, tξ(y))
|x− y|µ(x,y)
dxdy
≤
tp
+
p−
‖ξ‖p
+
X0
−
l21t
Θ
2
∫
Ω
∫
Ω
|ξ(x)|Θ/2|ξ(y)|Θ/2
|x− y|µ(x,y)
dxdy
→ −∞ as t→ +∞.
Thus there exists Φ ∈ X0 such that
‖Φ‖X0> δλ and Jλ(Φ) < 0. (4.21)
Using the fact that Jλ(0) = 0 (thanks to (F1)) and from (4.20)-(4.21), it follows that Jλ
admits a mountain-pass geometry. Also using the similar arguments as in the proof of
Lemma 4.4 and the compactness of the embedding X0 into L
α(x)(Ω), one can check that
the functional Jλ satisfies the Palais-Smale condition (PS)c for any c ∈ R. Hence from
Mountain pass theorem, we infer that there exists a non-trivial weak solution, u1λ (say) of
the problem (2.3) with Jλ(u1λ) > 0.
Now we prove the existence of the second weak solution of (2.3). Under the assumptions in
Theorem 2.5, there exists ϕ ∈ X0, ϕ > 0 such that Jλ(tϕ) < 0 for all t → 0
+. Indeed for
ϕ ∈ C∞0 (Ω) such that ϕ > 0 and for sufficiently small 0 < t, ‖tϕ‖X0< 1. Then from (F2)
and Lemma 3.4, we obtain
Jλ(tϕ) =
∫
RN×RN
|tϕ(x)− tϕ(y)|p(x,y)
p(x, y)|x− y|N+s(x,y)p(x,y)
dxdy − λ
∫
Ω
|tϕ|α(x)
α(x)
dx
−
1
2
∫
Ω
∫
Ω
F (x, tϕ)F (y, tϕ)
|x− y|µ(x,y)
dxdy
≤
tp
−
p−
‖ϕ‖p
−
X0
−
λtα
+
α+
∫
Ω
|ϕ(x)|α(x)dx.
As α+ < p−, it follows that J(tϕ) < 0 as t→ 0+. Hence we infer that
inf
u∈Bδλ (0)
Jλ(u) = c < 0, (4.22)
where Bδλ(0) = {u ∈ X0 : ‖u‖X0≤ δλ}. Now by applying Ekeland variational principle, for
given any ǫ > 0 there exists wǫ ∈ Bδλ(0) such that
Jλ(wǫ) < inf
u∈Bδλ (0)
Jλ(u) + ǫ (4.23)
and
Jλ(wǫ) < Jλ(u) + ǫ‖u− wǫ‖X0 , for all u ∈ Bδλ(0), u 6= wǫ. (4.24)
We choose ̺ > 0 such that
0 < ̺ < inf
u∈∂Bδλ (0)
Jλ(u)− inf
u∈Bδλ (0)
Jλ(u). (4.25)
Putting together (4.23) and (4.25), we obtain Jλ(wǫ) < inf
u∈∂Bδλ (0)
Jλ(u), which implies wǫ ∈
Bρ(0). By taking u = wǫ + tv in (4.24) with t > 0 and v ∈ Bδλ(0) \ {0}, we deduce
Jλ(wǫ)− Jλ(wǫ + tv) ≤ δλt‖v‖X0 .
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Thus
lim
t→0
Jλ(wǫ)− Jλ(wǫ + tv)
t
≤ δλ‖v‖X0 ,
that is, for all v ∈ Bδλ(0), we have
〈−J ′λ(wǫ), v〉 ≤ δλ‖v‖X0 . (4.26)
Replacing v by −v in (4.26), we get
(J ′λ(wǫ), v) ≤ δλ‖v‖X0 . (4.27)
Taking into account (4.26) and (4.27), we obtain
‖J ′λ(wǫ)‖X∗0≤ δλ. (4.28)
From (4.28), it follows that there exists a sequence {wm} ⊂ Bδλ(0) such that
Jλ(wm)→ c and J
′
λ(wm)→ 0 in X
∗
0 when m→∞.
Therefore from Lemma 4.4 and (4.22), we can conclude that there exists u2λ ∈ Bδλ(0) ⊂ X0
such that wm → u2λ strongly in X0-norm as m→∞ with
Jλ(u2λ) = c < 0. (4.29)
Thus we get that u2λ is a nontrivial weak solution of (2.3). Now from (4.17) and (4.29), we
have Jλ(u1λ) > 0 > Jλ(u2λ), and hence u1λ 6= u2λ. 
References
[1] A. Ambrosetti, H. Brézis and G. Cerami, Combined effects of concave and convex
nonlinearities in some elliptic problems, J. Funct. Anal. 122 (1994), 519–543.
[2] C. O. Alves, V. D. Rădulescu and L. S. Tavares, Generalized Choquard Equations
Driven by Nonhomogeneous Operators, Mediterr. J. Math. 16(1) (2019), 20.
[3] C. O. Alves and L. S. Tavares, A Hardy–Littlewood–Sobolev-Type Inequality for Vari-
able Exponents and Applications to Quasilinear Choquard Equations Involving Variable
Exponent, Mediterr. J. Math. 16(2) (2019), 55.
[4] A. Bahrouni, Comparison and sub-super solution principles for the fractional p(x)-
Laplacian, J. of Math. Anal. Appl. 458 (2018), 1363–1372.
[5] A. Bahrouni and V. D. Raˇdulescu, On a new fractional Sobolev space and applications
to nonlocal variational problems with variable exponent, Discrete Contin. Dyn. Syst.
Ser. S. 11 (2018), 379–389.
[6] B. Barrios, E. Colorado, R. Servadei and F. Soria, A critical fractional equation concave-
convex power nonlinearities, Ann. Inst. H. Poincaré Anal. Non Linéaire. 31 (2015),
875–900.
[7] L. Brasco, E. Lindgren and E. Parini, The fractional Cheeger problem, Interfaces and
Free Bound. 16(3) (2014), 419–458.
[8] L. Brasco and E. Parini, The second eigenvalue of the fractional p−Laplacian, Adv.
Calc. Var. 9(4) (2015), 323–355.
19
[9] M. Clapp and D. Salazar, Positive and sign changing solutions to a nonlinear Choquard
equation, J. Math. Anal. Appl. 407 (2013), 1–15.
[10] P. D’Avenia, G. Siciliano and M. Squassina, On fractional Choquard Equations, Math.
Models Methods Appl. Sci. 25(8) (2015), 1447–1476.
[11] L. Diening, P. Harjulehto, P. Hästö and M. Ružicka, Lebesgue and Sobolev spaces with
variable exponents, Lecture Notes in Math. vol. 2017, Springer–Verlag, Heidelberg,
2011.
[12] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. Math. 136 (2012), 521–573.
[13] X. L. Fan and D. Zhao, On the spaces Lp(x)(Ω) and Wm,p(x)(Ω), J. Math. Anal. Appl.
263 (2001), 424–446.
[14] G. Franzina and G. Palatucci, Fractional p-eigenvalues, Riv. Math. Univ. Parma (N.S.).
5 (2014) , 373–386.
[15] F. Gao and M. Yang, On the Brezis-Nirenberg type critical problem for nonlinear
Choquard equation, Sci. China Math. 61 (2018), 1219–1242.
[16] F. Gao and M. Yang, On nonlocal Choquard equations with Hardy–Littlewood–Sobolev
critical exponents, J. of Math. Anal. Appl. 448 (2017), 1006-1041.
[17] J. Giacomoni, S. Tiwari and G. Warnault, Quasilinear parabolic problem with p(x)-
Laplacian: existence, uniqueness of weak solutions and stabilization, NoDEA Nonlinear
Differential Equations Appl. 23 (2016), Art. 24.
[18] K. Ho and Y. Kim, A-priori bounds and multiplicity of solutions for nonlinear elliptic
problems involving the fractional p(·)− Laplacian, Nonlinear Analysis. 188 (2019), 179–
201.
[19] U. Kaufmann, J. D. Rossi and R. Vidal, Fractional Sobolev spaces with variable expo-
nents and fractional p(x)-Laplacians, Electron. J. Qual. Theory Differ. Equ. 76 (2017),
1–10.
[20] E. Lieb, Existence and uniqueness of the minimizing solution of Choquard’s nonlinear
equation, Studies in Appl. Math. 57 (1976), 93–105.
[21] E. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, vol. 14, Amer. Math.
Soc., Providence, Rhode Island, 2001.
[22] G. Molica Bisci and V. D. Rădulescu,Multiplicity results for elliptic fractional equations
with subcritical term, NoDEA Nonlinear Differential Equations Appl. 22 (2015), 721–
739.
[23] G. Molica Bisci, V. D. Raˇdulescu and R. Servadei, Variational methods for nonlocal
fractional problems. Encyclopedia of Mathematics and its Applications, vol. 162, Cam-
bridge University Press, Cambridge, 2016.
[24] V. Moroz and J. Van Schaftingen, Existence of groundstates for a class of nonlinear
Choquard equations, Trans. Amer. Math. Soc. 367(9) (2015), 6557–6579.
[25] V. Moroz and J. Van Schaftingen, Ground states of nonlinear Choquard equations:
Hardy-Littlewood-Sobolev critical exponent, Commun. Contemp. Math. 17 (2015), 12.
20
[26] V. Moroz and J. Van Schaftingen, A guide to the Choquard equation, J. Fixed Point
Theory Appl. 19(1) (2017), 773–813.
[27] I. M. Moroz, R. Penrose and P. Tod, Spherically-symmetric solutions of the Schrödinger-
Newton equations Class. Quantum Gravity. 15 (1998), 2733-2742.
[28] S. Mosconi and S.Squassina, Nonlocal problems at nearly critical growth, Nonlinear
Anal. 136 (2016), 84–101.
[29] S. Mosconi and M. Squassina, Recent progresses in the theory of nonlinear nonlocal
problems, Bruno Pini Math. Anal. Semin. 7 (2017), 147–164.
[30] T. Mukherjee and K. Sreenadh, Positive solutions for nonlinear Choquard equation
with singular nonlinearity, Complex Var. Elliptic Equ. 62 (2017), 1044–1071.
[31] T. Mukherjee and K. Sreenadh, Fractional Choquard equation with critical nonlinear-
ities, NoDEA Nonlinear Differential Equations Appl. 24 (2017), Art. 63.
[32] S. Pekar, Untersuchung über die Elektronentheorie der Kristalle, Akademie, Berlin,
1954.
[33] R. Servadei and E. Valdinoci, Variational methods for nonlocal operators of elliptic
type, Discrete Contin. Dyn. Syst. 33 (2013), 2105–2137.
[34] J. Simon, Régularité de la solution d’une équation non-linéaire dans Rn, Lectures notes
in Mathematics, Journée d’Analyse Non Linéaire, Bénilan P, Proc. Conf., Besanob,
1977.
[35] T. Wang, Existence and nonexistence of nontrivial solutions for choquard type equa-
tions, Electron J of Differ Equ. 3 (2016), 1–17.
[36] T. Wang, Existence of positive ground-state solution for Choquard-type equations,
Mediterr. J. Math. 14(1) (2017), 15.
21
