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Abstract
In this paper we consider some types of second-order elliptic eigenvalue problems (EVPs) for vector valued functions
on a convex polygonal domain in the plane, with nonstandard boundary conditions (BCs) of nonlocal type. The aim of
the paper is twofold. First, we pass to a variational form of the EVP, which is shown to be formally equivalent to the
dierential EVP and which is proved to t into the well-known general framework of abstract elliptic EVPs for bilinear
forms in Hilbert spaces, treated, e.g., in Raviart, Thomas, Introduction a l’analyse numerique des equations aux derivees
partielles, 3rd Edition, Masson, Paris, 1992. This implies the existence of exact eigenpairs with suitable properties. Next,
we study nite element approximation methods for this problem. We argue that similar convergence results and error
estimates hold as those established, e.g., in Dautray, Lions, Analyse numerique et calcul numerique pour les sciences
et les techniques, tome 2, Masson, Paris, 1985, Chapitre 12, Raviart, Thomas, Introduction a l’analyse numerique des
equations aux derivees partielles, 3rd Edition, Masson, Paris, 1992 or Strang, Fix, An Analysis of the Finite Element
Method, Prentice-Hall, Englewood Clis, NJ, 1973 for elliptic EVPs for a scalar function, with classical local BCs of
Dirichlet, Neumann or Robin type. Here the nonlocal character of the BCs constitutes a major diculty in the analysis,
requiring the introduction and error estimation of a new, suitably modied (vector) Lagrange interpolant on the FE-mesh.
The theoretical error estimate for the eigenvalues is conrmed by an illustrative numerical example. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In this paper we outline nite element methods (FEMs) for complex types of second-order elliptic
eigenvalue problems (EVPs) for vector valued functions on a bounded interval or a convex polygonal
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in the plane. The nonstandard character of these problems is that the components of the vector
functions are coupled through some (or all) of the boundary conditions (BCs). In 2D-problems
these BCs are of nonlocal type at one or more parts of the boundary of the domain.
1.1. A motivating example in 1D
As an orientating example in 1D, consider the following EVP. Find a real number  and a set
of four corresponding smooth functions u1; : : : ; u4 on the (reference) interval [0; 1], which obey the
respective dierential equations (DEs):
−(piu0i)0 + qiui = ui in [0; 1] (i = 1; : : : ; 4);
along with classical Robin (or Neumann) BCs in one end point
u0i(1) + iui(1) = 0 (i = 1; : : : ; 4)
and along with the coupling BCs or transition conditions (TCs) in the other end point
u1(0) = u2(0) = u3(0) = u4(0); (1.1)
4X
i=1
u0i(0) = 0: (1.2)
The physical motivation for this type of EVP lies in a closely related transient boundary value
problem (BVP) of parabolic type, studied in [9], which models for instance the diusion of electrons
through a cross of conducting wires, taking into account the Kirchho laws.
The parabolic BVP mentioned may be extended to a parabolic BVP in a fan of convex polygonals
with one common side, along which the respective unknown functions are coupled by (partly)
nonlocal conditions. This motivates us to consider also the 2D-extension of the EVP above.
1.2. Statement of the 2D-problems
As a model problem in 2D, we consider the following EVP on a bounded convex polygonal
domain 
:
(P): Find 2R and a set of M corresponding functions ui 2H 2(
) (i = 1; : : : ; M), which obey
the respective second-order DEs
− div(pi  grad ui) + qiui = ui in 
; (1.3)
along with the coupling BCs
MX
i=1
Z
 1
@ui
@
ds= 0; (1.4)
u1 =   = uM = constant on  1 (1.5)
and along with classical Robin BCs, say,
− @ui
@
= iui on  2: (1.6)
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Here,  1 is a side of 
 and  2 represents the union of the other sides. The constant in (1.5) is not
given a priori, but must be determined as part of the problem. In (1.4) and (1.6), @ui=@ stands for
the conormal derivative of ui relative to the matrix pi, i.e.,
@ui
@
=
2X
l;m=1
(pi)lm
@ui
@xm
nl;
n = (n1; n2) being the outward normal unit vector to @
.
The usual regularity, symmetry and ellipticity conditions on the data are imposed, viz., for
i = 1; : : : ; M ,
(pi)lm 2L1(
); (l; m= 1; 2); qi 2L1(
); i 2L1( 2);
(pi)12 = (pi)21 a:e: in 
;
92R; > 0:
2X
l;m=1
(pi)lmlm>(21 + 
2
2); 8(1; 2)2R2; a:e: in 
;
9 ~q2R; ~q> 0: qi> ~q a:e: in 
;
i>0 a:e: in  2:
We may also consider a dual EVP, which diers from the EVP above in that the coupling BCs
now read
MX
i=1
Z
 1
ui ds= 0; (1.4a)
@u1
@
=   = @uM
@
= constant on  1; (1.5a)
where again the constant is not given a priori.
Apart from the physical motivation, given in Section 1.1, nonlocal BCs of type (1.4){(1.5) may
also arise in the context of mathematical modelling of soil venting, see [7].
1.3. Outline of the paper
An outline of the paper is now in order. We restrict ourselves to 2D-problems, the analysis for
1D-problems being similar, but simpler.
In Section 2, by passing to a suitable product Sobolev space setting, each of these dierential EVPs
can be given a proper, formally equivalent variational or weak formulation, with a 2-fold aim. First,
the variational EVPs constructed can be argued to t into the general framework of abstract elliptic
EVPs for symmetric, bounded, (strongly) coercive bilinear forms in Hilbert spaces, as studied, e.g.,
in [4,10]. This, in turn, implies the existence of exact eigenpairs with suitable properties.
Secondly, in Section 3, the variational EVPs serve as the starting point for the construction of
proper FEMs, both with and without numerical quadrature, the convergence and error estimates of
which are analyzed. A crucial role is played by a density theorem for the involved space of trial-
and test vector functions V , obeying the nonstandard essential BCs, with respect to the product
second- (or third-) order Sobolev space on the domain. Moreover, in some cases, it is found that,
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due to the particular form of the coupling BCs, the vector piecewise Lagrange interpolant on the
FE-mesh of a vector function v2V with smooth components, will not belong to the approximation
space VhV constructed. This is an essential diculty, as classical interpolation theory, usually
underlying the convergence and error analysis of FEMs, is no longer applicable. To overcome this
diculty, a modied or imperfect vector piecewise Lagrange-interpolant is properly introduced and
the corresponding estimates are derived. This leads to a suitable approximation property of the space
Vh relative to the space V . As a nal result, the approximate eigenvalues and the approximate vector
eigenfunctions are found to obey error estimates similar to those established, e.g., in [12,13] for
simpler types of EVPs. In the same section, attention is also paid to computational aspects of the
FEMs introduced, the main task being the identication of a suitable basis of the spaces Vh and the
construction of the stiness and mass matrix of the corresponding generalized algebraic EVP.
In Section 4 we give an illustrative numerical example, the exact eigenpairs of which can be
determined.
The methods presented in this paper can be extended to some other types of EVPs for vector
functions, the components of which obey a mixture of coupling BCs. This is briey mentioned in
Section 5.
For a comprehensive review on FEMs for EVPs (for a scalar eigenfunction) with pointwise
Neumann or Dirichlet BCs, we may refer to [2]. A classical text on general classes of EVPs, in an
abstract setting, for bilinear forms on V W where the Hilbert spaces V and W may be dierent,
is [1].
2. Variational formulation of the nonstandard EVPs
2.1. Variational form
We introduce the following spaces of vector functions:
H = (L2(
))M ;
V = fv= (v1; : : : ; vM )2 (H 1(
))M j v1 =   = vM = constant on  1g:
(2.5)
In what follows, we will also denote (Hs(
))M by [Hs(
), s2N, equipped with its natural product
norm k:kcs;
 and semi-norm j:jcs;
.
We rst deal with the model EVP, i.e., (1.3){(1.6). Multiply both sides of (1.3) with a test
function vi 2H 1(
), integrate over 
 and use Green’s theorem. Add the resulting equations for
i= 1; : : : ; M . Restricting v= (v1; : : : ; vM ) to belong to the space V , given by (2.5), and invoking the
BCs (1.4){(1.6), we arrive at the variational EVP
Find [; u]2R V : a(u; v) = (u; v)H 8v2V; (2.6)
where
a(u; v) =
MX
i=1
Z


0@ 2X
l;m=1
(pi)lm
@ui
@xl
@vi
@xm
+ qiuivi
1A dx + MX
i=1
Z
 2
iuivi ds;
while (: ; :)H stands for the natural innerproduct in the product space H .
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The dual EVP (1.3), (1.4a), (1.5a), (1.6) leads to formally the same variational EVP (2.6),
however with a dierent, suitably chosen space of trial and test functions, viz.,
V =
(
v= (v1; : : : ; vM )2 [H 1(
)

MX
i=1
Z
 1
(vi) ds= 0
)
: (2.5a)
2.2. Formal equivalence
For the model problem we may use standard arguments, see [12]. Thus, applying Green’s theorem
reversely, choosing suitable (vector) test functions and invoking classical density results in L2(
)
and in L2( 2), see, e.g., [14, P.94] for the latter, we obtain:
Proposition 2.1. The EVP (1:3){(1:6) is formally equivalent with the variational problem (2:6);
where the space V of trial- and test vector functions is dened by (2:5).
For the dual EVP the proof of the formal equivalence of the dierential EVP and its variational
form is more involved. Apart from the usual density properties in L2(
) and L2( 2), we need two
successive auxiliary results, which must be proved carefully.
Lemma 2.1. Let V be given by (2:5a). Consider
V0;  2 = fv2H 1(
) j v= 0 on  2g; V  = (V0;  2)M \ V (2.7)
and take
W =
(
w = (w1; : : : ; wM )2 (L2( 1))M

MX
i=1
Z
 1
wi ds= 0
)
; (2.8)
equipped with its natural product norm k:kW .
Then V   fvj 1  (v1j 1 ; : : : ; vM j 1) j v2V g is dense in W.
Proof. Take w = (w1; : : : ; wM )2W and > 0 arbitrarily. By the density of the space V0;  2 
fvj 1 j v2V0;  2g in L2( 1), see, e.g., [14, P.94], there exist functions w0i=v0i , v0i 2V0;  2 (i=1; : : : ; M),
such that
kwi − w0ikL2( 1)6

3
p
M
: (2.9)
Denote
PM
i=1
R
 1
w0i ds= a
0. Schwarz’ inequality in L2( 1) then implies that
ja0j6
MX
i=1
Z
 1
jwi − w0i j ds6M (meas 1)1=2

3
p
M
:
We may suppose that a0 6= 0. We take
0<
ja0j
2
(meas 1)−1=2M−1:
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Again by the density of V0;  2 in L2( 1), there exist functions w
00
i = v
00
i ; v
00
i 2V0;  2 (i = 1; : : : ; M),
such that
kwi − w00i kL2( 1)60<

6
p
M
: (2.10)
Denoting
PM
i=1
R
 1
w00i ds= a
00, we nd as above that
ja00j6M (meas 1)1=20< ja
0j
2
: (2.11)
We rst consider the case that a0a0060. Then, there exists a constant C 2 [0; 1], such that Ca0+(1−
C)a00=0. The function v=(v1 ; : : : ; v

M ), with v

i =Cv
0
i +(1−C)v00i (i=1; : : : ; M), belongs to V  by
construction. Put wi = v

i j 1 , then w = (w1 ; : : : ; wM )2 V . Moreover we obtain, by (2.9){(2.10),
kwi − wi kL2( 1)6Ckwi − w0ikL2( 1) + (1− C)kwi − w00i kL2( 1)6

2
p
M
and hence kw − wkW6=2.
Next, we consider the case that a0a00> 0. From (2:1) we infer that (2a00 − a0)a00< 0. Thus,
there exists a constant C 2 [0; 1], such that (C − 1)a0 + (2 − C)a00 = a. Again by construction, the
corresponding vector function v = (C − 1)v0 + (2 − C)v00 belongs to V . Considering wi = vi j 1
(i = 1; : : : ; M), and invoking again (2.9){(2.10), we moreover have
kwi − wi kL2( 1)6(1− C)kwi − w0ikL2( 1) + (2− C)kwi − w00i kL2( 1)6
2
3
p
M
and hence kw − wkW62=3, where w = (w1 ; : : : ; wM ).
Lemma 2.2. Let (fi)Mi=1 2 (L2( 1))M . Then the following two statements are equivalent:
(i) 9C 2R: f1(s) =   = fM (s) = constant on  1;
(ii)
PM
i=1
R
 1
fi(vi) ds= 0; 8v= (v1; : : : ; vM )2V ;
where the function space V  is given by (2:7).
Proof. For an M -tuple (f1; : : : ; fM ) fullling (i), clearly also (ii) holds, by the denition of V .
Conversely, suppose that (ii) is fullled. By the previous lemma, this implies that
MX
i=1
Z
 1
(fi − C)wi ds= 0; 8w = (w1; : : : ; wM )2W; 8C 2R; (2.12)
where W is given by (2.8).
Putting
C =
PM
i=1
R
 1
fi ds
M meas 1
and fi = fi − C (i = 1; : : : ; M);
we have that (f1 ; : : : ; f

M )2W .
By choosing wi=fi (i=1; : : : ; M) and C=C
 in (2.12), we get that fi =0 on  1 (i=1; : : : ; M).
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Proceeding along similar lines as for Proposition 2.1, but now also invoking Lemma 2.2, we may
arrive at:
Proposition 2.2. The EVP (1:3); (1:4a){(1:5a); (1:6) is formally equivalent with the variational
problem (2:6); where the space of trial and test functions is now dened by (2:5a).
2.3. Existence of exact eigenpairs
Our aim is to show that the variational EVPs (2.6) can be put in the general framework of
abstract elliptic EVPs in Hilbert spaces, as studied, e.g., in [10]. This rests upon some properties of
the bilinear form and of the function spaces involved. These properties are stated in the proposition
below, the proof of which is straightforward:
Proposition 2.3. Let V be the function space dened by (2:5) or (2:5a). Then we have
(1) The space V is closed in [H 1(
); hence it is a Hilbert space.
(2) The space V is compactly and densily embedded in the Hilbert space H.
(3) The bilinear form a(: ; :) is bounded; symmetric and strongly coercive on V  V .
As in [10, Theoreme 6.2-1], these properties imply the following existence theorem to hold.
Theorem 2.1. (1) The EVP (2:6) has an innite sequence of eigenvalues (l)1l=1; without a nite
accumulation point; all eigenvalues being strictly positive and having nite multiplicity. We may
arrange them as
0<1626    ! +1;
where each eigenvalue occurs as many times as given by its multiplicity.
(2) The corresponding (vector) eigenfunctions (ul)1l=1 may be chosen to form a Hilbert basis of
the space V; given by (2:5); resp. by (2:5a); orthonormal w.r.t. a(: ; :); (
p
lul)1l=1 then constitutes
a Hilbert orthonormal basis of H .
Remark 2.1. When for one or more of the coecient functions qi (i=1; : : : ; M), appearing in (1.3),
no strictly positive lower bound exists, the bilinear form a(: ; :) is only coercive. In this case the
theorem above must be slightly adapted, cf. [10, Remarque 6.2-2].
2.4. A density property
In the next section we will introduce nite element approximations of the EVPs (2.6). We aim
at extending the error analysis of FEMs, established, e.g., in [10{13] for scalar or for vector EVPs
with standard BCs or TCs. Proceeding along similar lines as in these references, a density property
of the space V , (2.5), resp. (2.5a), is seen to be crucial for the convergence of the FEMs. This
property is dealt with in the following two lemmas.
Lemma 2.3. Consider the space V dened by (2:5). Then [Hs(
) \ V is dense in V; s2N0.
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Proof. Denoting (C1( 
))M by [C1( 
), we will prove that [C1( 
)\ V is dense in V . To this end,
consider V0;  1 = fv2H 1(
) j v= 0 on  1g and notice that the space V may be decomposed as
V = 1 (V0;  1)M ; with 1= span f(1; : : : ; 1)g ;
where 1 is identied with the function which takes the constant value 1 a.e. in 
. In other words, any
function v2V may be written as v=w+C, with C=(C; : : : ; C); (C 2R), and w2 (V0;  1)M . The density
of C1( 
)\V0;  1 in V0;  1 , see [14, P92], implies the existence of a sequence (’n)n2N [C1( 
)\
(V0;  1)
M , for which ’n!w in [H 1(
), as n!1. Consequently, (’n+C)n2NV , and ’n+C! v
in [H 1(
).
Lemma 2.4. Consider the space V dened by (2:5a). Then [Hs(
) \ V is dense in V; s2N0.
Proof. Again, we prove that [C1( 
)\V is dense in V . To this aim, take v2V and > 0 arbitrarily.
By the density of C1( 
) in H 1(
), there exists a vector function ’2 [C1( 
), for which
kv− ’kc1; 
6 3 :
By rephrasing the arguments of Lemma 2.1, starting from the vector function ’ we may construct
a vector function ’ 2 [C1( 
) \ V , for which kv− ’kc1; 
6.
3. Finite element approximations
3.1. The discrete EVPs
Let (h)h!0 be a family of triangulations of the domain 
 in triangular or rectangular elements
K . The family of triangulations is assumed to be regular and quasi-uniform in the sense of [3, pp.
132 and 140], respectively, implying the existence of constants 1> 0 and 2> 0, such that
hK61K 8K 2 h; 8h; (3.1)
h62hK 8K 2 h; 8h; (3.2)
where hK denotes the diameter of the element K , K stands for the supremum of the diameters of
the spheres inscribed in K , and h=maxK 2 h hK .
Let k be a given integer. We consider the following spaces of vector functions on 
:
Xh = (Xh;
)M with Xh;
 =
n
v2C0( 
) j vjK 2P(K); 8K 2 h
o
and
Vh = fv= (v1; : : : ; vM )2Xh j v1 = v2 =   = vM = constant on  1g (3.3)
for the model problem (V being dened by (2.5)), or
Vh =
(
v= (v1; : : : ; vM )2Xh

MX
i=1
Z
 1
vi ds= 0
)
(3.4)
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for the dual problem (V being dened by (2.5a)). Here P(K) stands for the polynomial spaces Pk(K)
(of polynomials of degree 6k on K) or Qk(K) (of polynomials of degree 6k in each variable on
K), when K is a triangle or a rectangle, respectively.
Clearly, both for the dual EVP and for the model EVP we have that VhV .
In what follows, we also consider the usual global set of nodes (ajh)Nj=1 in 
, associated to h and
k, (N  N (h; k)), and being chosen in each element according to [3, pp. 43{60]. By (’jh)Nj=1Xh;

we denote the canonical basis of Xh;
, corresponding to these nodes, i.e. ’jh (j = 1; : : : ; N ) is the
unique function from Xh;
, for which ’jh(alh)= jl (l=1; : : : ; N ). In what follows, we will omit the
sub-index h when no confusion is possible. For convenience, we renumber the nodes in such a way
that the rst I of them belong to 
n 1, while the remaining N − I nodes belong to  1.
The consistent mass nite element approximation of the EVPs (2.6) reads
Find [h; uh]2R Vh: a(uh; vh) = h(uh; vh)H 8vh 2Vh; (3.5)
where Vh is given by (3.3) for the model problem and by (3.4) for the dual problem.
In practice, the integrals over elements K 2 h, and their sides, appearing at the left-hand side of the
integral identity (3.5) will not (or cannot) be evaluated exactly. We resort to numerical quadrature per
element (and per side of an element) with precision 2k +1, such as the Gauss{Legendre quadrature
formula, see, e.g., [5,12]. Moreover, the integrals over elements K 2 h, appearing at the right-hand
side, will be approximated by a numerical quadrature rule with precision 2k−1, such as the Lobatto
rule, see also [5,12].
Thus, instead of (3.5), we consider the EVP
Find [ ~h; ~uh]2R Vh: ah( ~uh; vh) = ~h( ~uh; vh)h 8vh 2Vh; (3.6)
where the bilinear form ah(: ; :) : VhVh ! R, results from a(: ; :) by the Gauss{Legendre quadrature
per element and, similarly, (: ; :)h corresponds to (: ; :)H when using the Lobatto quadrature rule.
3.2. Error analysis for the 2D model problem
To obtain error estimates for the approximate eigenpairs [h; uh] of (3.5), relative to the corre-
sponding eigenpairs [; u] of (2.6), we want to extend the procedure established in [10{13] for FEMs
for scalar or vector EVPs with standard BCs and TCs. On account of Lemma 2.3, we must only
rely upon the following approximation property of the space Vh relative to V .
Lemma 3.1. Let V and Vh be given by (2:5) and (3:3); respectively. Then we have; for r=1; : : : ; k;
inf
vh 2 Vh
n
jv− vhjc0; 
 + hjv− vhjc1; 
o6C hr+1kvk [r+1; 
 8v2V \ [Hr+1(
): (3.7)
Proof. Take v2V \ [H 2(
) and recall that H 2(
) ,! C0( 
). Consequently, we may consider the
vector piecewise Lagrange interpolant hv  (hv1; : : : ; hvM )2Xh of v= (v1; : : : ; vM ), with respect
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to the triangulation h and the nodes in each element K 2 h. By denition, we have
hvi =
NX
j=1
vi(aj)’j: (3.8)
Denoting by C the constant trace of vi on  1 (i = 1; : : : ; M), we evidently have
hvi =
IX
j=1
vi(aj)’j + C
NX
j=I+1
’j  ih + C h (i = 1; : : : ; M): (3.9)
The functions ih 2Xh;
 (i = 1; : : : ; M), clearly vanish on  1, while the function  h 2Xh;
 takes the
value 1 in all nodes of  1 and hence  h  1 on  1. Consequently, hv1 =   =hvM =C on  1, and
hence hv2Vh. Then (3.7) follows from well-known interpolation error estimates for hvi relative
to vi (i = 1; : : : ; M), see, e.g., [3, Theorem 3.2.1].
Let P :V ! Vh be the elliptic projection operator, associated with a(: ; :), i.e.
a(v− Pv; w) = 0 8v2V; 8w2Vh: (3.10)
As a consequence of (3.7) this projection operator retains the properties of the classical projection
operator, established, e.g., in [12].
Lemmas 2:3 and 3:1, together with the properties of the elliptic projector (3.10), imply well-known
error estimates for the approximate eigenpairs [h; uh], as established, e.g., in [12,13] for vector EVPs
with local BCs, to remain valid for the present type of EVP and of approximation spaces chosen.
Thus, optimally, l; h − l = O(h2k). When l is simple, we optimally have for the corresponding
eigenfunctions (normalised in H), that jjul; h − uljjc1; 
 =O(hk) and kul; h − ulkH =O(hk+1).
For the case of a multiple exact eigenvalue, similar estimates as, e.g., in [12] remain valid. In
particular, we have:
Theorem 3.1. Let l be an (L+1)-fold exact eigenvalue; i.e.; l−1<l=l+1 =   =l+L <l+L+1
(L 6= 0). Let l+t; h, 06t6L; be the corresponding eigenvalues of (3:5); with associated eigen-
functions ul+t; h; orthonormalized in H . Assume that the eigenspace corresponding to l belongs to
[Hk+1(
). Then; there exists a set of exact eigenfunctions (Ul+t(h))06t6L; corresponding to l and
orthonormal in H; such that
kUl+t(h)− ul+t; hkc1; 
6Chk; 06t6L; (3.11)
where C is a constant; independent of h.
When; in addition; the boundary value problem for a(: ; :) is regular (in the sense of [3;
pp: 138]); the order of convergence can be increased by 1 unit in the H -norm.
Moreover, the approach of [13], where estimates similar to (3.11) have been established for a
xed set of exact eigenfunctions, can be extended to the present situation as well.
Finally, also the error analysis for numerical quadrature FEMs for EVPs with local BCs, out-
lined, e.g., in [12], can be shown to remain valid in the present case, on account of the Lemma’s
mentioned above. Actually, when the quadrature formulae used have a sucient precision (see Sec-
tion 3.1), the estimates for the eigenpairs of (3.6) will be formally the same as for those of (3.5).
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However, to preserve the rate of convergence, higher regularity assumptions must be imposed on
the data. More specically, we must require that (pi)lm 2W 2k;1(
) (l; m=1; 2); qi 2W 2k;1(
), and
i 2W 2k;1( 2) (i = 1; : : : ; M).
3.3. Error analysis for the 2D dual problem
Take v2V \ H 2(
), V being given by (2.5a). As in the previous subsection, we consider the
piecewise vector Lagrange{interpolant hv  (hv1; : : : ; hvM ) of v in Xh. Denoting
j =
Z
 1
’j ds; j = I + 1; : : : ; N;
we have, taking into account representation (3.8) of hvi (i = 1; : : : ; M),
MX
i=1
Z
 1
(hvi) ds=
MX
i=1
NX
j=I+1
vi(aj)j: (3.12)
In general, the sum at the right-hand side will not equal zero, and hence hv 62Vh. Consequently,
we can no longer rely upon estimates from interpolation theory for the error analysis of the FEMs
| in particular for the proof of the approximation property (3.7).
To overcome this major diculty, we introduce an imperfect vector piecewise Lagrange interpolant
~hv of v, involving the suitable modication of 1 vector component in 1 nodal point on  1.
Denition 3.1. Let v= (v1; : : : ; vM )2 (C0( 
))M . We dene its imperfect vector piecewise Lagrange
interpolant ~hV on the FE-mesh by
~hv2Xh; ( ~hvi)(aj) = vi(aj); when i 6= M or j 6= N
and
( ~hvM )(aN ) =− 1N
24 MX
i=1
N−1X
j=I+1
vi(aj)j +
M−1X
i=1
vi(aN )N
35 :
By construction we have:
Lemma 3.2.
~hv2Vh; 8v2V \ H 2(
):
Next, we need to estimate the error v − ~hv, committed in the imperfect interpolation. This is
achieved in the following propositions.
Proposition 3.1. Take v=(v1; : : : ; vM )2V\ [H 2(
) and denote Kvi=hvijK and ~Kvi= ~hvijK ; 8K 2
h; (i = 1; : : : ; M). Let m2N; m= 1; : : : ; k + 1.
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(1) There exists a constant C > 0; independent of h and of v; such that 
MX
i=1
X
K 2 h
jvi − ~Kvij2m;K
!1=2
6C
8<:
 
MX
i=1
X
K 2 h
jvi −Kvij2m;K
!1=2
+ max
K 2 N
jKvM − ~KvM jm;K
9=; ;
(3.13)
where N = fK 2 hjaN 2Kg.
(2) Let  KaN be the shape function on K associated to the node aN ; i.e.;  
K
aN  ’N jK . Then
jKvM − ~KvM jm;K6 1jN j 
"
MX
i=1
Z
 1
jvi −hvij ds
#
 j KaN jm;K 8K 2 N : (3.14)
Proof. (1) Notice that the local interpolants Kvi 2P(K) and ~Kvi 2P(K) of vi take the same
values in all nodes of the element K , and hence are equal, when i 6= M or K 62 N . Moreover, the
number of elements in N is uniformly bounded: by 2 in the case of a rectangular mesh, and by
b=0c in the case of a triangular mesh. Here, bxc denotes the largest integer not exceeding x, and
0 is the angle entering the usual minimum-angle condition, which, we recall, is equivalent to (3.1).
(2) From the denitions of KvM and ~KvM we have
KvM − ~KvM =
8<:vM (aN ) + 1N
24 MX
i=1
N−1X
j=I+1
vi(aj)j +
M−1X
i=1
vi(aN )N
359=;  KaN :
Next invoke (3.12) and the essential BC incorporated in V; (2.5a).
This result leads to the following error estimates for the imperfect interpolant:
Proposition 3.2. Let r=1; : : : ; k and m=0; : : : ; r+1. Then; there exists a constant C > 0; independent
of h; such that 
MX
i=1
X
K 2 h
jvi − ~Kvij2m;K
!1=2
6C hr+1−mkvk [r+2; 
; v2V \ [Hr+2(
); (3.15)
where the left-hand side may be replaced by jv− ~hvjcm;
 when m= 0; 1.
Proof. As in [6], the proof mainly consists in deriving upper bounds for the three factors entering
the right-hand side of (3.14). First, adapting the arguments given there | in particular invoking
(3.1){(3.2) | we may arrive at
j KaN jm;K6C h1−m 8K 2 N (m= 0; : : : ; k + 1); (3.16)
where C = C(k), and
jN j>C h; (3.17)
where C = C(k;  1).
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Next, leaning upon the continuous imbedding Hr+2(
) ,! Hr+1(@
), see [8, Theorem 6.7.8],
together with a classical result from interpolation theory in 1D, see, e.g., [3, Theorem 3.2.1], we
moreover have
MX
i=1
Z
 1
jhvi − vij ds6
MX
i=1
kvi −hvikL2( 1)  (meas 1)1=2
6Chr+1kvk [r+2; 
 8v2V \ [Hr+2(
) (r = 1; : : : ; k); (3.18)
where C = C( 1; 
; k).
Substituting estimates (3.16){(3.18) in (3.14), and combining the resulting estimate with a standard
result for jvi −Kvijm;K (i=1; : : : ; M), see [3, Theorem 3.1.5], the inequality (3.13) leads to (3.15).
Compared to standard interpolation error estimates, see, e.g., [3, Theorem 3.2.1], we had to increase
the assumed order of regularity of the components of the interpolated vector function v by 1, in
order to retain the same order of convergence in terms of h. This will be reected systematically in
all estimates leaning upon (3.15). In particular, we obtain the following approximation property of
Vh relative to V .
Lemma 3.3. Let V and Vh be given by (2:5a) and (3:4); respectively. Then we have; for r=1; : : : ; k;
inf
vh 2 Vh
fjv− vhjc0; 
 + h jv− vhjc1; 
g6Chr+1 kvk [r+2; 
 8v2V \ [Hr+2(
):
Consequently, the optimal estimates obtained in Section 3.2 for the model problem remain valid
(both for FEMs with and without numerical quadrature), provided that the exact eigenfunctions
show a higher regularity. In particular, Theorem 3.1 may be rephrased, assuming however that the
eigenspace considered now belongs to [Hk+2(
) (instead of [Hk+1(
)).
3.4. Computational aspects
The main task is to identify a suitable basis for the approximation spaces Vh, (3.3), resp. (3.4).
Recall that (aj)Nj=1 denotes the global set of nodes in 
 and (’j)
N
j=1 is the corresponding (scalar)
canonical basis.
We rst deal with the model problem. We directly have:
Proposition 3.3. The space Vh; (3:3); can be decomposed as
Vh = Yh  span f	hg;
where
Yh = fv= (v1; : : : ; vM )2Xh j v1 = : : := vM = 0 on  1g (3.19)
and where 	h = ( h; : : : ;  h);  h being introduced in (3:9).
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Moreover, the vector functions
(i)jh =
0@0; : : : ; 0| {z }
i−1
; ’j; 0; : : : ; 0| {z }
M−i
1A (j = 1; : : : ; I ; i = 1; : : : ; M); (3.20)
constitute a (tensor product) basis of the space Yh. Consequently, we also have:
Proposition 3.4. The set of MI + 1 functions f(i)jh j j = 1; : : : ; I ; i = 1; : : : ; Mg [ f	hg constitutes a
basis of Vh; (3:3).
Next, we deal with the dual problem. We directly have:
Proposition 3.5. The space Vh; (3:4); can be decomposed as
Vh = Yh  Zh;
where Yh is again given by (3:19) and where
Zh =
(
v= (v1; : : : ; vM )2Xh jvi(aj) = 0 when aj 62 1 (i = 1; : : : ; M); and
MX
i=1
Z
 1
vi ds= 0
)
:
(3.21)
It remains to identify a proper basis for the space Zh (3.21). To this end, we introduce the
following special vector functions from Xh, which fulll in a nontrivial way the nonlocal coupling
condition on  1, entering (3.21). Let
	(i)jh =
0@0; : : : ; 0| {z }
i−1
; ’j; 0; : : : ; 0| {z }
M−i−1
;− j
N
’N
1A ; (j = I + 1; : : : ; N ; i = 1; : : : ; M − 1); (3.22)
	(M)jh =

0; : : : ; 0; ’j − jN ’N

; (j = I + 1; : : : ; N − 1): (3.23)
We readily get:
Proposition 3.6. The set of M (N − I)− 1 vector functions (3:22){(3:23) constitutes a basis for Zh
(3:21).
Adding to this basis of Zh the basis (3.20) of Yh, we arrive at a proper basis of the space Vh,
(3.4), the dimension of this space being MN − 1.
For both the model problem and the dual problem we renumber the basisfunctions as (l)
Nd
l=1,
where Nd denotes the dimension of the respective approximation spaces Vh. Putting
uh =
NdX
l=1
cll;
the EVP (3.5) may be rewritten as a generalized algebraic EVP, viz.,
Find [h; ch]2R RNd :Kch = hMch; (3.24)
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where ch=[c1; : : : ; cNd ]
T and where K and M are the stiness and mass matrix, respectively, dened
in the usual way.
Due to the particular form of the chosen basisfunctions, related to the nonstandard coupling BCs
on  1, the stiness matrixK has a transparent structure. We may start from a block diagonal matrix,
where the ith block along the diagonal corresponds to the scalar EVP on 
, consisting of the DE
(1.3), the Robin BC (1.6) and a classical Neumann BC on  1. The construction of K is then
eected by taking suitable linear combinations of the rows and columns of this matrix, according
to the special form of the basisfunctions involved. Evidently, the same remark applies to the mass
matrix M.
Analogously, we obtain an algebraic version of the numerical quadrature EVP (3.6).
4. An illustrative example
To illustrate the analysis above by a numerical example, the exact eigenpairs of which can be
determined, we resort to a model problem in 1D, viz, the EVP stated in the introduction, with
pi  1, qi  0 (i = 1; : : : ; 4).
The exact eigenvalues of this EVP are found to be
4l+1 = 4l+2 = 4l+3 = l22; 4(l+1) =

l+
1
2
2
2; l2N:
For the consistent mass FEM we use a linear mesh with n+ 1 equidistant nodes (thus, k = 1 in
the 1D analogon of Section 3.1, and h = 1=n). The results for the exact eigenvalues 4; : : : ; 11 are
shown in Table 1, revealing a very good agreement between the exact and the approximated values.
Moreover, both the theoretical O(h2)-convergence and the expected approximation from above are
conrmed. Finally, the approximate eigenvalues are found to show the same multiplicity as the
underlying exact ones. (The three-fold eigenvalue 1;2;3 = 0 has been omitted in this table, because
it was found back exactly.)
For 5;6;7, the results are also illustrated in Figs. 1 and 2. Fig. 2 reveals the optimal relation
logR  C − 2 log n:
Here R stands for the relative error and C denotes a constant, independent on h.
Table 1
Numerical results. Case of a linear mesh.
4 = 2:46740 5; 6; 7 = 9:8696 8 = 22:2066 9;10;11 = 39:4784
n h4 R in % 
h
5; 6; 7 R in % 
h
8 R in % 
h
9;10;11 R in %
4 2.49927 1.29 10.38664 5.24 24.87212 12.00 48 21.59
8 2.47534 0.32 9.99708 1.29 22.85586 2.92 41.54657 5.24
16 2.46938 0.08 9.90135 0.32 22.36760 0.72 39.98832 1.29
32 2.4679 0.02 9.87753 0.08 22.24677 0.18 39.60541 0.32
64 2.46752 0.005 9.87159 0.02 22.21664 0.045 39.51014 0.08
128 2.46743 0.001 9.87010 0.005 22.20912 0.011 39.48634 0.02
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Fig. 1. Approximation of 5; 6; 7 by subsequent mesh renement.
Fig. 2. R versus n (logarithmic scale) for 5; 6; 7.
5. Some extensions
The analysis above can be extended to other types of EVPs with a mixture of coupling BCs, of
which we give some examples below.
Denote by  1 and  2 two dierent sides of 
, and let 16l6M0<M . Then (1.4){(1.5) might be
replaced by the following set of coupling conditions:
M0X
i=1
Z
 1
@ui
@
ds= 0; (5.1)
u1 =   = uM0 = constant on  1 (5.2)
and
MX
i=M0+1
Z
 2
@ui
@
ds+
Z
 2
@ul
@
ds= 0; (5.3)
uM0+1 =   = uM = ul constant on  2: (5.4)
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Here, only part of the M unknown functions u1; : : : ; uM | say the rst M0 of them | are coupled
on the side  1, while the remaining ones are coupled on another side  2, not only mutually, but also
with a specic element of the rst set.
Evidently, these coupling BCs must be completed with classical BCs on the remaining parts of
@
.
We may also allow for the dual type of coupling on the side  2, thus replacing (5.3){(5.4) by
MX
i=M0+1
Z
 2
ui ds+
Z
 2
ul ds= 0; (5.5)
@uM0+1
@
=   = @uM
@
=
@ul
@
= constant on  2: (5.6)
Moreover, we can restrict ourselves again to coupling on one side  1 of the domain, imposing
however a mixture of the direct and the dual type of coupling BCs. More precisely, (5.1){(5.2)
may be combined with (5.5){(5.6), where  2 is replaced by  1, of course.
Finally, these dierent types of coupling can be mixed and combined in many dierent ways (in
particular involving all sides of 
), leading to EVPs with very complicated BCs. Mutatis mutandis,
the procedure above may be extended to those cases as well.
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