Let X be an abstract compact orientable CR manifold of dimension 2n − 1, n 2, and let L k be the k-th tensor power of a CR complex line bundle L over X. We assume that condition Y (q) holds at each point of X. In this paper we obtain a scaling upper-bound for the Szegö kernel on (0, q)-forms with values in L k , for large k. This gives after integration weak Morse inequalities, analogues of the holomorphic Morse inequalities of Demailly. By a refined spectral analysis we obtain also strong Morse inequalities. We apply the strong Morse inequalities to the embedding of some convex-concave manifolds.
Introduction and statement of the main results
The purpose of this paper is to establish analogues of the holomorphic Morse inequalities of Demailly for CR manifolds. Demailly [16] proved remarkable asymptotic Morse inequalities for the ∂ complex constructed over the line bundle L k as k → ∞, where L is a holomorphic hermitian line bundle. Shortly after, Bismut [8] gave a heat equation proof of Demailly's inequalities, which involves probability theory. Later Demailly [17] and Bouche [11] replaced the probability technique by a classical heat kernel argument.
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The book [26] introduced an argument based on the asymptotic of the heat kernel of the Kodaira Laplacian by using the rescaling of the coordinates and functional analytic techniques inspired by Bismut-Lebeau [9, §11] (see also ). A different approach was introduced by Berndtsson [7] and developed by Berman [5, 6] ; they work with the Bergman kernel and use the mean value estimate for eigensections of the Kodaira Laplacian. The idea of all these proofs is localization of the analytic objects (eigenfunctions, kernels) and scaling techniques. See also Fu-Jacobowitz [21] for related results on domains of finite type.
Inspired by Bismut's paper, Getzler [22] gave an expression involving local data for the large k limit of the trace of heat kernel of the ∂ b -Laplacian on L k , where L is a CR line bundle over a CR strongly pseudoconvex manifold. But Getzler didn't infer from this asymptotics Morse inequalities for the ∂ b -complex.
In this paper we introduce a method that produces Morse inequalities with computable bounds for the growth of the ∂ b coholmology and allows also more general CR manifolds. Our approach is related to the techniques of Berman [5] and Shaw-Wang [32] .
In a project developed jointly with R. Ponge [31, 29] we use the heat kernel asymptotics and Heisenberg calculus to prove holomorphic Morse inequalities for a line bundle endowed with the CR Chern connection. This method predicts similar results and applications as of the present paper.
For a complex manifold with boundary, the ∂ b -cohomology of the boundary is linked to the ∂-cohomology of the interior, cf. Kohn-Rossi [25] , Andreotti-Hill [2, 3] . Stephen S.T. Yau [33] exhibited the relation between the ∂ b -cohomology of the boundary of a strictly pesudoconvex Stein analytic space with isolated singularities and invariants of the singular points. Holomorphic Morse inequalites for manifolds with boundary were obtained by Berman [6] and in [28, 30] (cf. also [26, Ch. 3] ). The bounds in the Morse inequalities appearing in this paper are similar to the boundary terms in Berman's result [6] . For the relation between the boundary and interior cohomology of high tensor powers L k see also [27] .
On the other hand, the ∂ b -complex on an abstract CR manifold has important consequences for the embedability and deformation of the CR-structure, see the embedding theorem of Boutet de Monvel [13] for strictly pseudoconvex CR manifolds and the paper of Epstein-Henkin [19] .
In this paper we will study the large k behavior of the Szegö kernel function Π (q) k (x), which is the restriction to the diagonal of the integral kernel of the projection Π (q) k on the harmonic (0, q)-forms with values in L k . The Szegö kernel for functions on a strictly pseudoconvex CR manifold was studied by Boutet de Monvel [12] and Boutet de Monvel-Sjöstrand [14] and has important applications in complex analysis and geometry.
1.1. Terminology and Notations. Let (X, Λ 1,0 T (X)) be a compact orientable CR manifold of dimension 2n − 1, n 2. Fix a smooth Hermitian metric ( | ) on CT (X) so that Λ 1,0 T (X) is orthogonal to Λ 0,1 T (X) and (u | v) is real if u, v are real tangent vectors, where Λ 0,1 T (X) = Λ 1,0 T (X) and CT (X) is the complexified tangent bundle. Then there is a real non-vanishing vector field T on X which is pointwise orthogonal to Λ 1,0 T (X) ⊕ Λ 0,1 T (X). The Hermitian metric ( | ) on CT (X) induces, by duality, a Hermitian metric on the complexified cotangent bundle CT * (X) that we shall also denote by ( | ). Let Λ 0,q T * (X) be the bundle of (0, q) forms of X. The Hermitian metric ( | ) on CT * (X) induces a Hermitian metric on Λ 0,q T * (X) also denoted by ( | ). Let D ⊂ X be an open set. Let Ω 0,q (D) denote the space of smooth sections of Λ 0,q T * (X) over D. Similarly, if E is a vector bundle over D, then we let Ω 0,q (D, E) denote the From now on, we let (L, h L ) be a CR Hermitian line bundle over X, where the Hermitian fiber metric on L is denoted by h L . We will denote by φ the local weights of the Hermitian metric. More precisely, if s is a local trivializing section of L on an open subset D ⊂ X, then the pointwise norm of s is (1.4) |s(x)| 2 h L = e −φ(x) , φ ∈ C ∞ (D; R). Let L k , k > 0, be the k-th tensor power of the line bundle L. The Hermitian fiber metric on L induces a Hermitian fiber metric on L k that we shall denote by h L k . If s is a local trivializing section of L then s k is a local trivializing section of L k . For f ∈ Ω 0,q (X, L k ), we denote the poinwise norm |f (x)| 2 := |f (x)| 2 h L k . We write ∂ b,k to denote the tangential Cauchy-Riemann operator with values in L k :
where s is a local trivialization of L on an open subset D ⊂ X and u ∈ Ω 0,q (D). We obtain a ∂ b,k -complex (Ω 0,• (X, L k ), ∂ b,k ) with cohomology (1.6) H • b (X, L k ) := ker ∂ b,k / Im ∂ b,k . We denote by dm = dm(x) the volume form on X induced by the fixed Hermitian metric ( | ) on CT (X). Then we get natural global L 2 inner products ( | ) k , ( | ) on Ω 0,q (X, L k ) and Ω 0,q (X) respectively. Let (1.7) ∂ * b,k : Ω 0,q+1 (X, L k ) → Ω 0,q (X, L k ) be the formal adjoint of ∂ b,k with respect to ( | ) k . The Kohn Laplacian with values in L k is given by
We extend (q) b,k to the L 2 space by
b,k u ∈ L 2 (0,q) (X, L k )}. Consider the space of harmonic forms (1.9) H q b (X, L k ) := Ker (q) b,k . By [24, 7.6-7.8] , [20, 5.4.11-12] , [15, , condition Y (q) implies that (q) b,k is hypoelliptic, has compact resolvent and the strong Hodge decomposition holds. Hence (1.10) dim H q b (X, L k ) < ∞ , H q b (X, L k ) ⊂ Ω 0,q (X, L k ) , H q b (X, L k ) ∼ = H q b (X, L k ) . Let f j (x) ∈ Ω 0,q (X, L k ), j = 1, . . . , N, be an orthonormal frame for the space H q b (X, L k ). The Szegö kernel function is defined by
It is easy to see that Π (q) k (x) is independent of the choice of orthonormal frame and
1.3. The main results. We will express the bound of the Szegö kernel with the help of the following Hermitian form.
Definition 1.4. Let s be a local trivializing section of L and φ the corresponding local weight as in (1.4) . The Hermitian quadratic form M φ p on Λ 1,0 T p (X), p ∈ D, defined by
where d is the usual exterior derivative and
In Proposition 6.1 we show that in the embedded case M φ p is the restriction of the Chern curvature of the holomorphic extension of L. But in the abstract case the definition of M φ p depends on the choice of local trivializations. However, set R φ(p), q = s ∈ R; M φ p + sL p has exactly q negative eigenvalues and n − 1 − q positive eigenvalues , (1.14) where the eigenvalues of the Hermitian quadratic form M φ p + sL p , s ∈ R, are calculated with respect to ( | ). It turns out (see Proposition 4.2) that the function
does not depend on the choice of φ, where det(M φ x + sL x ) is the product of all the eigenvalues of M φ x + sL x . Thus, the function (1.15) is well-defined. Since M φ x and L x are continuous functions of x ∈ X, we conclude that the function (1.15) is continuous. Now, the main result of this work is the following
From (1.12), Theorem 1.5 and Fatou's lemma, we get weak Morse inequalities on CR manifolds.
Theorem 1.6. We have for k → ∞
From the classical work of Kohn [24, Th. 7.6] , [20, , [15, , we know that if Y (q) holds, then (q) b,k has a discrete spectrum, each eigenvalues occurs with finite multiplicity and all eigenforms are smooth. For λ ∈ R, let H q b, λ (X, L k ) denote the spectral space spanned by the eigenforms of (q) b,k whose eigenvalues are bounded by λ. We denote by Π (q) k, λ the restriction to the diagonal of the integral kernel of the orthogonal projector on H q b, λ (X, L k ) and call it the Szegö kernel function of
∈ Ω 0,q (X, L k ), j = 1, . . . , M, is any orthonormal frame for the space H q b, λ (X, L k ). The following is one of the main results.
for all x ∈ X.
By integrating (1.20) we obtain the following semi-classical Weyl law:
There is a sequence µ k > 0, µ k → 0, as k → ∞, such that for any sequence ν k > 0 with lim k→∞
From Theorem 1.8 and the linear algebra argument from Demailly [16] and [27] , we obtain strong Morse inequalities on CR manifolds (see §6):
Theorem 1.9. If Y (j) holds, for all j = 0, 1, . . . , q, then as k → ∞ q j=0
If Y (j) holds, for all j = q, q + 1, . . . , n − 1, then as k → ∞
In section 6.1, we will state our main results in the embedded case, that is, when X is a real hypersurface of a complex manifold M and the bundle L is the restriction of a holomorphic line bundle over M. In this case the form M φ p is the restriction to Λ 1,0 T p (X) of the curvature form R L . To wit, we deduce from the weak Morse inequalities (Theorem 1.5):
Corollary 1.10. Let M be a complex manifold of dimension n and let D = {p ∈ M : r(p) < 0} be a strongly pseudoconvex compact domain with smooth definition function r : M → R which is strictly plurisubharmonic in a neighbourhood of X = ∂D. Let (L, h L ) be a Hermitian holomorphic line bundle whose curvature is proportional to the Levi form of D on X, i.e. there exists a smooth function λ : X → R such that R L = λL r on the holomorphic tangent bundle of X.
Example 1.11. Let N be a compact complex manifold of dimension n and (E, h E ) be a positive line bundle on N. Let D = {v ∈ E * ; |v| h E * < 1} be the Grauert tube, set X = ∂D and let π : X → N be the canonical projection. Then we can apply Corollary 1.10 and we obtain that the ∂ b -cohomology of the CR line bundle L := π * E satisfies dim H q b (X, L k ) = o(k n+1 ) as k → ∞ for all 1 q n − 1. To exemplify the use of the strong Morse inequalities on CR manifolds, we formulate a condition to guarantee that a CR line bundle is big in the embedded cases. Theorem 1.12. Let M be a relatively compact open subset with C ∞ boundary X of a complex manifold M ′ of dimension n. Furthermore, let L be a Hermitian holomorphic line bundle over M ′ with positive curvature R L . We assume that the Levi form of X is non-degenerate and has at least two negative and two positive eigenvalues. Let λ 1 (x), . . . , λ n−1 (x) be the eigenvalues of the Levi form with respect to R L . Assume that λ j < 0, j = 1, . . . , n − , λ j > 0, j = n − + 1, . . . , n − 1,
, at each point of X, then there is a positive constant c, such that dim H 0 b (X, L k ) ck n . In §6, we will give examples which satisfy the assumptions of Theorem 1.12. Keeping in mind the notion of q-pseudoconvexity and pseudoconcavity of Andreotti-Grauert [1] we introduce the following. Definition 1.13. A complex manifold M with dim C M = n is called a (n − 2)-convexconcave strip if there exists a smooth proper map ρ : M → R whose Levi form ∂∂ρ has at least three negative and three positive eigenvalues on M. The function ρ is called an exhaustion function. Theorem 1.14. Let M be a (n − 2)-convex-concave strip with exhaustion function ρ. Let a ∈ R be a regular value of ρ and set X := {ρ = a}. Assume that there exists a holomorphic line bundle L → M whose curvature form R L is positive on X and the Levi form ∂∂ρ| X satisfies the assumptions of Theorem 1.12. Then the line bundle L is big. Therefore, the transcendence degree of the meromorphic function field K M equals n = dim C M and the Kodaira map Φ k : M · · · −→ P(H 0 (M, L k ) * ) is an immersion outside a proper analytic set.
1.4. Sketch of the proof of Theorem 1.5. To simplify the exposition we consider only the case q = 0, i.e. we show how to pointwise estimate the function lim sup
It is easy to see that for all x ∈ X we have
k (x) is called the extremal function. For a given point p ∈ X, by definition, there is a sequence
. . , n − 1, is an orthonormal basis for Λ 1,0 T p (X) and the Levi form and local weight are given by L p = n−1 j=1 λ j dz j ⊗ dz j and
. Moreover, α k is harmonic with respect to the scaled Kohn Laplacian b,Hn is the Kohn Laplacian defined with respect to the CR structure U j,Hn := ∂ ∂z j − 1 √ 2 iλ j z j ∂ ∂θ , j = 1, . . . , n − 1, and the weight e −ψ 0 , ψ 0 = βθ + n−1 j,t=1 µ j,t z j z t . Since Y (q) holds,
s,(k) is hypoelliptic with loss of one derivative. Thus, the standard techniques for partial differential operators (Rellich's theorem and Sobolev embedding theorem) yield a subsequence α k j converging uniformly with all the derivatives on any compact subset of H n to a smooth function α, which is harmonic with respect to 
Computing the extremal function in the model case explicitly (see §4) finishes the proof of (1.17). This paper is organized as follows. In §2 we first introduce the extremal function and we relate it to the Szegö kernel function. Then we introduce the scaled Kohn Laplacian b,Hn on the Heisenberg group we estimate in Theorem 2.9 the Szegö kernel function on X in terms of the extremal function on the Heisenberg group. The latter is computed explicitely in §3. In §4 we use this information in order to prove the local Morse inequalities (1.17) and by integration the weak Morse inequalities (1.18) . In §5 we analyse the spectral function of (q) b,(k) and deduce the semi-classical Weyl law, thus proving Theorems 1.7-1.9. In §6 we specialize the previous results to the case of an embedded CR manifold and prove Theorems 1.12 and 1.14. Moreover, we exemplify our results in two concrete examples, one of a Grauert tube over the torus and the other of a quotient of the Heisenberg group. k,J (x). We first introduce some notations. For p ∈ X, we can choose an orthonormal frame e 1 (y), . . . , e n−1 (y) for Λ 0,1 T * y (X) varying smoothly with y in a neighborhood U of p. For a multiindex J = (j 1 , . . . , j q ) ∈ {1, . . . , n − 1} q we write |J| = q. We say that J is strictly increasing if 1 j 1 < j 2 < · · · < j q n − 1. Then (e J (y) := e j 1 ∧ · · · ∧ e jq ) 1 j 1 <j 2 <···<jq n−1 is an orthonormal frame for Λ 0,q T * y (X). For f ∈ Ω 0,q (X, L k ), we
, where ′ means that the summation is performed only over strictly increasing multiindices. We call f J the component of f along e J . It will be clear from the context what frame is being used. The extremal function S (q) k,J along the direction e J is defined by
Lemma 2.1. For a given local orthonormal frame {e J (y); |J| = q, J strictly increasing}
k,J (y). Proof. Let (f j ) j=1,...,N be an orthonormal frame for the space H q b (X, L k ). On U we write Π k,J (y) , for all strictly increasing J, |J| = q. Fix a point p ∈ U and a strictly incresing J, |J| = q. For simplicity, we may assume that φ(p) = 0. Put
We can check that u ∈ H q b (X, L k ) and u = 1. Hence,
k,J for all strictly increasing J with |J| = q and the lemma follows.
2.2.
The scaling technique. For a given point p ∈ X, let U 1 (y), . . . , U n−1 (y) be an orthonormal frame of Λ 1,0 T y (X) varying smoothly with y in a neighborhood of p, for which the Levi form is diagonalized at p. Furthermore, let s be a local trivializing section of L on an open neighborhood of p and |s| 2 = e −φ . We take local coordinates (x, θ) = (z, θ) = (x 1 , . . . , x 2n−2 , θ), z j = x 2j−1 + ix 2j , j = 1, . . . , n − 1, defined on an open set D of p such that ω 0 (p) = √ 2dθ, (x(p), θ(p)) = 0, ( ∂ ∂x j (p) | ∂ ∂xt (p)) = 2δ j,t , ( ∂ ∂x j (p) | ∂ ∂θ (p)) = 0, ( ∂ ∂θ (p) | ∂ ∂θ (p)) = 2, j, t = 1, . . . , 2n − 1, and
), for j, t = 1, . . . , n − 1 and λ j , j = 1, . . . , n − 1 are the eigenvalues of L p . This is always possible, see [4, p. 157-160] . In this section, we work with this local coordinates and we identify D with some open set in R 2n−1 . Put
(2.6) Let ( | ) kφ and ( | ) kφ 0 be the inner products on the space Ω 0,q c (D) defined as follows:
where D ′ (D, Λ 0,q T * (X)) denotes the space of distribution sections of D over Λ 0,q T * (X). We extend the inner products ( | ) kφ and ( | ) kφ 0 to the spaces L 2 (0,q) (D, kφ) and L 2 (0,q) (D, kφ 0 ) respectively. We have the unitary identification
In this section, we identify u withû and
In the sequel we denote by α∧ the operator of left exterior multiplication with a form α. The adjoint of this operator is denoted by α ∧, * .
If
Let (e j (z, θ)) j=1,...,n−1 denote the basis of Λ 0,1 T * (z,θ) (X), dual to (U j (z, θ)) j=1,...,n−1 . Then
Note that e ∧, * j = i U j , the interior product with U j . Thus,
where ∂ * ,kφ b u = e kR ∂ * s u and U * ,kφ 0 j is the formal adjoint of U j with respect to ( | ) kφ 0 , j = 1, . . . , n − 1. We can check that
where ǫ(U +k(UR)) denotes remainder terms of the form a j (z, θ) U j +k(U j R) with a j smooth, matrix-valued and independent of k, for all j, and similarly for ǫ(U * ,kφ 0 + k(UR)) and f (z, θ) ∈ C ∞ independent of k.
We recall some notations we used before for the convenience of the reader. For r > 0,
Let P be a partial differential operator of order one on F k (D log k ) with C ∞ coefficients. We write P = a(z, θ) ∂ ∂θ + 2n−2 j=1 a j (z, θ) ∂ ∂x j , a, a j ∈ C ∞ (F k (D log k )), j = 1, . . . , 2n − 2. The partial diffferential operator P (k) on D log k is given by
Let f ∈ C ∞ (F k (D log k )). We can check that
From (2.9) and (2.16), we can check that if f ∈ Ω 0,q (F k (D log k )), then
where s j ∈ C ∞ (D log k ), j = 1, . . . , n − 1, are independent of k. We also have
We define now the scaled Kohn Laplacian:
From (2.3) and (2.5), we can check that
on D log k , where ǫ k is a sequence tending to zero with k → ∞ and Z j,k is a first order differential operator and all the derivatives of the coefficients of Z j,k are uniformly bounded in k on D log k , j = 1, . . . , n − 1. Similarly, from (2.5) and (2.6), we can check that
on D log k , where δ k is a sequence tending to zero with k → ∞ and V j,k is a first order differential operator and all the derivatives of the coefficients of V j,k are uniformly bounded in k on D log k , j = 1, . . . , n − 1. From (2.23), (2.24) and (2.17), (2.19), (2.21), it is straightforward to see that
where ε k is a sequence tending to zero with k → ∞ and P k is a second order differential operator and all the derivatives of the coefficients of P k are uniformly bounded in k on D log k .
The Sobolev norm on this space is given by
We need the following Proposition 2.4. For every r > 0 with D 2r ⊂ D log k and s ∈ N ∪ {0}, there is a constant C r,s > 0 independent of k, such that are uniformly bounded in k, if we go through the proof of [15, pp. 193-199 ] (see also Remark 2.5 below), it is straightforward to see that C r,s can be taken to be independent of k.
, j, t = 1, . . . , n − 1, and of kF * k φ 0 , F * k m} and B = {all the eigenvalues of L p }. From the proof of Kohn, we see that for r > 0, s ∈ N 0 , there exist a semi-norm P on C ∞ (D 2r ) and a strictly positive continuous function F :
Proof. Fix r > 0, r small and let χ ∈ C ∞ 0 (D r ), χ = 1 on D r 2 . Identify α k with a form in R 2n−1 by extending with zero. Then
where χα k denotes the Fourier transform of χα k . Proposition 2.4 implies that there exists C ′ > 0 independent of k such that α k kF * k φ 0 ,n,Dr C ′ . The lemma follows. Now, we can prove the first part of Theorem 1.5 (estimate (1.16)).
Using (2.22) and (2.13), it is not difficult to see that
Let x 0 be another point of X near 0. We can repeat the procedure above and get k −n |u k ( x 0 )| 2 C( x 0 ), with C( x 0 ) independent of k. In view of Remark 2.5, we see that the constant C( x 0 ) can be taken to be uniformly bounded in some neighborhood of 0. Since X is compact, we get that there is a constant C ′ 0 independent of k, such that k −n |u k (x 0 )| 2 C ′ 0 for all x 0 ∈ X. Thus, for a local orthonormal frame {e J ; |J| = q, J strictly increasing} we have k −n S
k,J ). From this and Lemma 2.1, the theorem follows.
2.3. The Heisenberg group H n . We pause and introduce some notations. We identify R 2n−1 with the Heisenberg group H n := C n−1 × R. We also write (z, θ) to denote the coordinates of
are orthonormal bases for the bundles Λ 1,0 T (H n ) and CT (H n ), respectively. Then
is the basis of CT * (H n ) which is dual to {U j,Hn , U j,Hn , −T ; j = 1, . . . , n − 1}. We take the Hermitian metric ( | ) on Λ 0,q T * (H n ) such that {dz J : |J| = q, J strictly increasing} is an orthonormal basis of Λ 0,q T * (H n ). The Cauchy-Riemann operator ∂ b,Hn on H n is given by
, where β and µ j,t , j, t = 1, . . . , n − 1, are as in (2.4) . Note that
Let ( | ) ψ 0 be the inner product on Ω 0,q c (H n ) defined as follows:
The Kohn Laplacian on H n is given by . Then there is a subsequence α k j of {α k } such that for each strictly increasing multiindex J, |J| = q, α k j , J converges uniformly with all its derivatives on any compact subset of H n to a smooth function α J . Furthermore, if we put α = ′ |J|=q α J dz J , then b,Hn α = 0. Proof. Fix a strictly increasing multiindex J, |J| = q, and r > 0. From (2.26) and Remark 2.5, we see that for all s > 0, there is a constant C r,s , C r,s is independent of k, such that α k,J s,Dr C r,s for all k. Rellich 's compactness theorem [34, p. 281 ] yields a subsequence of {α k,J }, which converges in all Sobolev spaces W s (D r ) for s > 0. From the Sobolev embedding theorem [34, p. 170], we see that the sequence converges in all C l (D r ), l 0, l ∈ Z, locally unformly. Choosing a diagonal sequence, with respect to a sequence of D r exhausting H n , we get a subsequence α k j ,J of {α k,J } such that α k j ,J converges uniformly with all derivatives on any compact subset of H n to a smooth function α J .
Let J ′ be another strictly increasing multiindex, |J ′ | = q. We can repeat the procedure above and get a subsequce α k js ,J ′ of α k j ,J ′ such that α k js ,J ′ converges uniformly with all derivatives on any compact subset of H n to a smooth function α J ′ . Continuing in this way, we get the first statement of the proposition. Now, we prove the second statement of the proposition. Let P = (p 1 , . . . , p q ), R = (r 1 , . . . , r q ) be multiindices, |P | = |R| = q. Define
For j, t = 1, . . . , n − 1, define
We may assume that α k,J converges uniformly with all derivatives on any compact subset of H n to a smooth function α J , for all strictly increasing J, |J| = q. Since , it is not difficult to see that for all strictly increasing J, |J| = q, we have
on D log k , where ǫ k is a sequence tending to zero with k → ∞ and P k,J is a second order differential operator and all the derivatives of the coefficients of P k,J are uniformly bounded in k on D log k . by letting k → ∞ in (2.35) we get
on H n , for all strictly increasing J, |J| = q. From this and the explicit formula of (q) b,Hn (see (2.34)), we conclude that Proof. Fix a strictly increasing J, |J| = q. We claim that
J,Hn (0).
s,(k j ) β k j = 0 on D log k j . In view of Proposition 2.8, we see that there is a subsequence β k js of β k j such that for each J, β k js ,J converges uniformly with all derivatives on any compact subset of H n to a smooth function β J . Furthermore, if we put β = ′ |P |=q β P dz P , then (q) b,Hn β = 0. From (2.30), we can check that β ψ 0 1. Thus,
J,Hn (0). 
Note that lim
Φ 0 = n−1 j,t=1 µ j,t z j z t . We have Hn |v(z, θ)| 2 e −Φ 0 (z) dv(z)dv(θ) = 1 . Put L 2 (0,q) (H n , Φ 0 ) = {u ∈ D ′ (H n ; Λ 0,q T * (H n )); Hn |u| 2 e −Φ 0 dv(z)dv(θ) < ∞}. Choose χ(θ) ∈ C ∞ 0 (R) so that χ(θ) = 1 when |θ| < 1 and χ(θ) = 0 when |θ| > 2 and set χ j (θ) = χ(θ/j), j ∈ N. Let (3.1)v j (z, η) = R v(z, θ)χ j (θ)e −iθη dv(θ) ∈ Ω 0,q (H n ), j = 1, 2, . . . .
From Parseval's formula, we have
We callv(z, η) the Fourier transform of v(z, θ) with respect to θ. Formally, From Fubini's theorem, C n−1 |v(z, η)| 2 e −Φ 0 (z) dv(z) < ∞ for almost all η ∈ R. More precisely, there is a negligeable set A 0 ⊂ R such that C n−1 |v(z, η)| 2 e −Φ 0 (z) dv(z) < ∞, for every η / ∈ A 0 .
Moreover, we have
Let s ∈ L 2 (0,q) (H n , Φ 0 ). Assume that |s(z, η)| 2 dv(η) < ∞ and |s(z, η)| dv(η) < ∞ for all z ∈ C n−1 . Then, from Parseval's formula, we can check that
(3.4)
We pause and introduce some notations. Fix η ∈ R, put
We take the Hermitian metric ( | ) on the bundle Λ 0,q T * (C n−1 ) of (0, q) forms of C n−1 so that {dz J ; |J| = q, J strictly increasing} is an orthonormal basis. We also let Ω 0,q (C n−1 ) denote the space of smooth sections of Λ 0,q T * (C n−1 ) over C n−1 . Let Ω 0,q c (C n−1 ) be the subspace of Ω 0,q (C n−1 ) whose elements have compact support in C n−1 and let ( | ) Φη be the inner product on Ω 0,q
be the complex Laplacian with respect to ( | ) Φη , where ∂ * ,Φη is the formal adjoint of ∂ with respect to ( | ) Φη . We can check that
(3.7)
Now, we return to our situation. We identify Λ 0,q T * (C n−1 ) with Λ 0,q T * (H n ). Set
We remind thatv(z, η) is given by (3.2). Proof. Let A 0 ⊂ R be as in the discussion after (3.3). Thus, for all η / ∈ A 0 ,
We only need to prove the second statement of the theorem. Let f (z) ∈ Ω 0,q c (C n−1 ). Put h(η) = C n−1 α(z, η)
(3.12) From Lemma 3.2 below, we know that Choose χ(θ) ∈ C ∞ 0 (R) so that χ(θ) = 1 when |θ| < 1 and χ(θ) = 0 when |θ| > 2. Then,
b,Hn ]S(z, θ))e −ψ 0 (z,θ) dv(θ)dv(z).
(3.16)
We can check that [χ( θ j ) ,
b,Hn ] is a first order partial differential operator and all the coefficients of [χ( θ j ) ,
b,Hn ] converge to 0 as j → ∞ uniformly in θ and locally uniformly in z. Moreover, from Parseval's formula, (3.11) and (3.14), we can check
b,Hn ]S(z, θ))e −ψ 0 (z,θ) dv(θ)dv(z) = 0.
From this and (3.16), we conclude that R −R |h(η)| 2 dv(η) = 0. Letting R → ∞, we get h(η) = 0 almost everywhere. We have proved that for a given f (z) ∈ Ω 0,q c (C n−1 ),
, we can find f j ∈ Ω 0,q c (C n−1 ), j = 1, 2, . . ., such that {f 1 , f 2 , . . .} is a dense subset of W 2 (0,q) (C n−1 ). Moreover, we can take {f 1 , f 2 , . . .} so that for all g ∈ Ω 0,q c (C n−1 ) with supp g ⊂ B r := {z ∈ C n−1 ; |z| < r}, r > 0, we can find f j 1 , f j 2 , . . ., supp f jt ⊂ B r , t = 1, 2, . . ., such that f jt → g for t → ∞ in W 2 (0,q) (C n−1 ). Now, for each j, we can repeat the method above and find a measurable set A j ⊃ A 0 , |A j | = 0 (A 0 is as in the beginning of the proof), such that (α(z, η) | Φη f j (z)) Φη = 0 for all j. Let g ∈ Ω 0,q c (C n−1 ) with supp g ⊂ B r . From the discussion above, we can find f j 1 , f j 2 , . . ., supp f jt ⊂ B r , t = 1, 2, . . ., such that f jt → g in W 2 (0,q) (C n−1 ), t → ∞. Then, for η / ∈ A, 
where λ |z| 2 = n−1 j=1 λ j |z j | 2 .
Proof. For any g ∈ Ω 0,q c (C n−1 ), we can check that
where t = 1, . . . , n − 1,
where t = 1, . . . , n − 1, and
where j, t = 1, . . . , n − 1. From (3.18), (3.19) , (3.20) and the explicit formulas for Φη (see (2.34) and (3.7)), the lemma follows. 3.2. Estimates for the extremal function on the Heisenberg group. We will use the same notations as before. For η ∈ R, put
Φη be the Bergman projection, i.e. the orthogonal projection onto Ker 
Φη with respect to ( | ) Φη . We take the Hermitian metrix ( | ) on Λ 1,0 T z (C n−1 ), z ∈ C n−1 , so that ∂ ∂z j , j = 1, . . . , n − 1, is an orthonormal basis. Let The following is essentially well-known (see Berman [5] ). Φη (z, z) = 0, for all z ∈ C n−1 . If η ∈ R q , let Z 1 (η), . . . , Z n−1 (η) be an orthonormal frame of Λ 1,0 T z (C n−1 ), for which M Φη is diagonal. We assume that M Φη Z j (η) = ν j (η)Z j (η) for j = 1, . . . , n − 1, with ν j (η) < 0 for j = 1, . . . , q and ν j (η) > 0 for j = q + 1, . . . , n − 1. Let (T j (η)) j=1,..., n−1 , denote the basis of Λ 0,1 T * z (C n−1 ), which is dual to (Z j (η)) j=1,..., n−1 . Then,
In particular,
Since the Levi form is non-degenerate and Y (q) holds, we conclude that R q ⊂ [−R, R] for some R > 0.
We return to our situation. Let u(z, θ) ∈ Ω 0,q (H n ), u ψ 0 = 1, (q) b,Hn u = 0. As before, letv(z, η) be the Fourier transform of u(z, θ)e − β 2 θ with respect to θ. From Theorem 3.1, we know that for α defined in (3.8) we have
We have the following Lemma 3.5. For J strictly increasing, |J| = q, z ∈ C n−1 , we have that
for almost all η ∈ R.
Proof. Let ϕ ∈ C ∞ 0 (C n−1 ) such that C n−1 ϕ(z)dv(z) = 1, ϕ 0, ϕ(z) = 0 if |z| > 1. Put f j (z) = j 2n−2 ϕ(jz)e Φη (z) , j = 1, 2, . . .. Then, C n−1 f j (z)e −Φη (z) dv(z) = 1 and f j (z) → δ 0 in the sense of distributions with respect to ( | ) Φη , that is,
for all z 0 = (z 0,1 , z 0,2 , . . . , z 0,n−1 ) ∈ C n−1 . Now,
(3.29)
From (3.27) , (3.28) and (3.29) , we get for all z 0 ∈ C n−1 ,
for almost all η ∈ R. The lemma follows.
Put u(z, θ) = ′ |J|=q u J (z, θ)dz J . We have the following Proposition 3.6. For |J| = q, J is strictly increasing, we have
. Then, χ ε → δ 0 , ε → 0 + in the sense of distributions. Letχ ε be the Fourier transform of χ ε . We can check that |χ ε (η)| 1 for all η ∈ R,χ ε (η) =χ(εη) and lim ε→0χε (η) = lim ε→0χ (εη) =χ(0) = 1. Let ϕ(z) be as in the proof of Lemma 3.5. Put g j (z) = j 2n−2 ϕ(jz)e Φ 0 (z) , j = 1, 2, . . .. Then, for J is strictly increasing, |J| = q, we have
From (3.4), we see that
(3.32) From (3.26) and Theorem 3.3, we see that
for almost all η ∈ R. Thus, for fixed j,
From this and Lebesque dominated convergence theorem, we conclude that (v(z, η) | g j (z)dz J )e −Φ 0 (z) dv(η)dv(z).
Put f j (η) = 1 2π (v(z, η) | g j (z)dz J )e −Φ 0 (z) dv(z). Sincev(z, η) ∈ Ω 0,q (C n−1 ) for almost all η, we have lim j→∞ f j (η) = 1 2πv J (0, η) almost everywhere. Now,
(here we used (3.26) and Theorem 3.3)
where C 1 , C 2 , C 3 are positive constants. From this and Lebesque dominated convergence theorem, we conclude that
Thus,
Since |v(w, η)| 2 e −Φ 0 (w) dv(η)dv(w) = 2π we obtain from Lemma 3.5 that
(3.37) From (3.37) and (3.36), the proposition follows.
From Proposition 3.6, we know that for all u(z, θ) = ′ |J|=q u J (z, θ)dz J ∈ Ω 0,q (H n ), 3.3. The Szegö kernel function on the Heisenberg group. In the rest of this section, we calculate the extremal function for the Heisenberg group (see Theorem 3.10).
For η ∈ R, we can find z j (η) = n−1 t=1 a j,t (η)z t , j = 1, . . . , n − 1, such that Φ η = n−1 j=1 ν j (η) |z j (η)| 2 , where ν 1 (η), . . . , ν n−1 (η), are the eigenvalues of M Φη , a j,t (η) ∈ C, j, t = 1, . . . , n − 1. If η ∈ R q , we assume that ν 1 (η) < 0, . . . , ν q (η) < 0, ν q+1 (η) > 0, . . . , ν n−1 (η) > 0. The following is essentially well-known (see [5] ). 
where α(z, η) is as in (3.38) and λ |z| 2 := n−1 j=1 λ j |z j | 2 .
Proposition 3.9. We have that Moreover, we have Proof. In view of the proof of Lemma 3.2, we see that
Φη α)(z, η)dv(η) = 0.
We get (3.42). Now, |u(z, θ)| 2 e −ψ 0 (z,θ) dv(z)dv(θ)
(3.46) From Parseval's formula, we have
In view of (3.47), (3.46) becomes
From (3.40), we can check that 1 2π |α(z, η)| 2 e −Φη (z) dv(z)dv(η) = 1 so we infer (3.43). We obtain (3.44) from the following 
Szegö kernel asymptotics and weak Morse inequalities on CR manifolds
In this section we first study the properties of the Hermitian form M φ p introduced in Definition 1.4, especially its dependence of local trivializations. We then prove (1.17), i.e. the second part of Theorem 1.5 (cf. Theorem 4.4). Finally, we prove Theorem 1.6.
Let s be a local trivializing section of L on an open subset D ⊂ X. Let φ be the weight of the Hermitian metric h L relative to s, that is, the point-wise norm of s is |s(x)| 2 = e −φ(x) , φ ∈ C ∞ (D; R). Until further notice, we work on D. Recall that M φ p , p ∈ D, is the Hermitian quadratic form on Λ 1,0 T p (X) defined by 
Proof. Recall that for a 1-form g and vectorfields V 1 , V 2 we have
The lemma follows. 
Proof. From (4.4), we can check that
(4.7)
From (4.6), (4.7) and (4.1), we see that
.
. We can check that α(p) = −2iL p (U(p), V (p)). Since W g = 0 and
Similarly, we have Combining (4.9), (4.10) with (4.8), we get
The proposition follows.
Recall that R φ(p),q was defined in (1.14) . From (4.5), we see that
(4.11)
Since Y (q) holds, R φ(p),q ⊂ [−R, R] for some R > 0. From (4.5) and (4.11), we see that the function
x and L x are continuous functions of x, we conclude that
Remark 4.3. We take local coordinates (x, θ) = (z, θ) = (x 1 , . . . , x 2n−2 , θ), z j = x 2j−1 + ix 2j , j = 1, . . . , n − 1, as in (2.3) and (2.4) defined on some neighborhood of p. Then, it is straight forward to see that L p = n−1 j=1 λ j dz j ⊗ dz j and M φ p = n−1 j,t=1 µ j,t dz t ⊗ dz j . Thus,
and R φ(p),q = s ∈ R; the matrix (µ j, t + sδ j, t λ j ) n−1 j, t=1 has q negative eigenvalues and n − 1 − q positive eigenvalues . Proof. For p ∈ X, let (x, θ) = (z, θ) = (x 1 , . . . , x 2n−1 ), z j = x 2j−1 +ix 2j , j = 1, . . . , n−1, be the coordinate as in (2.3) and (2.4) defined on some neighborhood of p. From Theorem 2.9, we have that lim sup k→∞ k −n Π (q)
J,Hn (0). From Theorem 3.10, we know that ′ |J|=q S (q) J,Hn (0) = (2π) −n Rq det M Φη dv(η), where M Φη is as in (3.21) and R q is as in (3.22) . Thus, (4.14) lim sup
From (3.21), (3.22) and the definition of Φ η (see (3.5)), we see that
and R q = η ∈ R; the matrix µ j, t − √ 2ηδ j, t λ j n−1 j, t=1 has q negative eigenvalues and n − 1 − q positive eigenvalues . Set β k (z, θ) = χ k ( √ kz, kθ) ′ |J|=q u J ( √ kz, kθ)e J (z, θ) ∈ Ω 0,q (D). Here χ is a smooth function, 0 χ 1, supported on D 1 which equals one on D 1 2 and χ k (z, θ) = χ( z log k , θ √ k log k ). We remind that (e j ) j=1,..., n−1 denotes the basis of Λ 0,1 T * (X), which is dual to (U j ) j=1,..., n−1 , where (U j ) j=1,..., n−1 are as in (2.3) . We notice that for k large,
. From Proposition 2.3 and (2.34), we have
, where ε k is a sequence tending to zero with k → ∞ and P k is a second order differential operator and all the derivatives of the coefficients of P k are uniform bounded in k. Note that (q) b,Hn u = 0 and sup (z,θ)∈D log k |kF * k φ 0 − ψ 0 | → 0 as k → ∞ (φ 0 is as in (2.6)). From this, (5.4) and (5.3), we deduce that there is a sequence δ k > 0, independent of the point p and tending to zero such that
Similarly, we have for all m ∈ N
is as in (2.5)). We can check that
for all k, and where m(z, θ)dv(z)dv(θ) is the volume form. Note that m(0, 0) = 1. Moreover, we have by (2.22) ).
(5.10) From (5.5) and the fact that F * k β k kF * k φ 0 1, we deduce that there is a sequence µ k > 0, independent of the point p and tending to zero such that
Similarly, from (5.6), we can repeat the procedure above with minor changes and get
for all m ∈ N. Now, we can prove Proposition 5.1. Let ν k > 0 be any sequence with lim k→∞ µ k ν k = 0, where µ k is as in (5.11) . Then, lim inf k→∞ k −n Π
Proof. Let α k be as in (5.7) . From (5.1), we have
as k → ∞. Thus, lim k→∞ α 2 k = 0. Since α k → 1 as k → ∞, we get (5.13) lim
Now, we claim that
On D, we write α 2 k = s k k n 2 e kR β 2 k , β 2 k ∈ Ω 0,q (D). From (2.26) and the proof of Lemma 2.6, we see that
for some r > 0. Now, we have
Moreover, from (2.26) and using induction, we get
for some r ′ > 0, where C ′ > 0 is independent of k. We can check that for all m ∈ N,
Here we used (5.12) . Combining (5.18), (5.17), (5.16) with (5.15), we get
Hence (5.14) follows. From this and (5.8), we conclude
Proposition 5.2. Let ν k > 0 be any sequence with ν k → 0, as k → ∞. Then,
Proof. The proof is a simple modification of the proof of Theorem 4.4 and in what follows these modifications will be presented. Let α k ∈ H q b, kν k (X, L k ) with α k = 1. On D, we write α k = s k k n 2 e kR β k , β k ∈ Ω 0,q (D). From (2.26) and using induction, we get
We can check that (
Thus, the conclusion of Proposition 2.8 is still valid and the rest of the argument goes through word by word.
Proof of Theorems 1.7, 1.8 and 1.9. We can repeat the proof of Theorem 2.7 and conclude that for any sequence (ν k ) with ν k → 0, as k → ∞, there is a constant C 0 independent of k, such that k −n Π (q) k, kν k (x 0 ) C 0 for all x 0 ∈ X. From this, Proposition 5.1 and Proposition 5.2 and the fact that the sequence (µ k ) in (5.11) is independent of the point p, we get Theorem 1.7. By integrating Theorem 1.7 we obtain Theorem 1.8. By applying the algebraic Morse inequalities [26, Lemma 3.2.12] to the ∂ b,k -complex (1.5) we deduce in view of Theorem 1.8 the strong Morse inequalities of Theorem 1.9.
Examples
In this section, some examples are collected. The aim is to illustrate the main results in some simple situations. First, we state our main results in the embedded case. 
Note that V, ∂φ − ∂φ = V, ∂φ = Vφ and U, ∂φ − ∂φ = U, −∂φ = −Uφ. From this observation, (6.1) becomes
Since U(r) = V(r) = 0 in a neighborhood of p in M ′ , we have
where U| X is the restriction to X of U and similarly for V and φ. From this observation and (6.2), we conclude that
From (6.3) and Lemma 4.1, the proposition follows.
We denote by R L X the restriction of R L to Λ 1,0 T (X). As before, let L p be the Levi form of X at p ∈ X. We define the set R φ(p),q as in (1.14 
holds, for all j = 0, 1, . . . , q, then
If condition Y (j) holds, for all j = q, q + 1, . . . , n − 1, then
Proof of Theorem 1.12. The hypothesis of Theorem 1.12 imply that R φ(p),0 is nonempty and R φ(p),1 = ∅ for all p ∈ X. Thus the strong Morse inequalities (6.5) for q = 1 imply the conclusion. where ̺ k = max M \B k rank Φ k is the maximum rank of the Kodaira map
and B k is the base locus of H 0 (M, L k ). Moreover, the field of meromorphic functions K M is an algebraic field of transcendence degree a(M) dim M and κ(L) := max k ̺ k a(M). By (6.6) and (6.7) we obtain that ̺ k = n for large k and the desired conclusions follow.
A gobal version of Theorem 1.14 goes like follows. Proof. Let us first observe that under the given hypotheses, there exist b < 0 < c sucht that M ′ = {b < ρ < c} is a (n − 2)-convex-concave strip which fulfills the assumptions of Theorem 1.14. By (6.6), dim H 0 (M ′ , L k ) = O(k n ), k → ∞. Since M ′ is Andreottipseudoconcave, a theorem of Dingoyan [18] (which generalizes classical results of Barth, Chow and Rossi) shows that there exists a divisor H ⊂ M \ X such that the restriction morphisms H 0 (M \ H, L k ) → H 0 (M ′ , L k ) and H 0 (M, L k ⊗ [−H]) → H 0 (M ′ , L k ) are isomorphisms.
Holomorphic line bundles over complex torus. Let
T n := C n /( √ 2πZ n + i √ 2πZ n ) be the flat torus and let L λ be the holomorphic line bundle over T n with curvature the (1, 1)-form Θ λ = n j=1 λ j dz j ∧ dz j , where λ j , j = 1, . . . , n, are given non-zero integers. More precisely, L λ := C n × C/ ∼ , where (z, θ) ∼ ( z, θ) if z − z = (α 1 , . . . , α n ) ∈ √ 2πZ n + i √ 2πZ n , θ = exp n j=1 λ j (z j α j + 1 2 |α j | 2 ) θ . We can check that ∼ is an equivalence relation and L λ is a holomorphic line bundle over T n . For [(z, θ)] ∈ L λ we define the Hermitian metric by [(z, θ)] 2 := |θ| 2 exp(− n j=1 λ j |z j | 2 ) and it is easy to see that this definition is independent of the choice of a representative (z, θ) of [(z, θ)]. We write φ λ (z) to denote this Hermitian fiber metric. Note that ∂∂φ λ = Θ λ . From now on, we assume that λ j < 0, for j = 1, . . . , n − and λ j > 0, for j = n − + 1, . . . , n.
Let L * λ be the dual bundle of L λ and let . L * λ be the norm of L * λ induced by the Hermitian fiber metric on L λ . Consider the compact CR manifold of dimension 2n + 1 X = {v ∈ L * λ ; v L * λ = 1}; this is the boundary of Grauert tube of L * λ . Let π : L * λ → T n be the natural projection from L * λ onto T n . Let L µ be another holomorphic line bundle over T n determined by the constant curvature form Θ µ = n j=1 µ j dz j ∧ dz j , where µ j , j = 1, . . . , n, are given non-zero integers. The pullback line bundle π * L µ is a holomorphic line bundle over L * λ . The Hermitian fiber metric φ µ on L µ induces a Hermitian fiber metric on π * L µ that we shall denote by ψ. If we restict π * L µ on X, then π * L µ is a CR line bundle over the CR manifold X.
The part of X that lies over a fundamental domain of T n can be represented in local holomorphic coordinates (z, ξ), where ξ is the fiber coordinates, as the set of all (z, ξ) such that r(x, ξ) := |ξ| 2 exp( n j=1 λ j |z j | 2 ) − 1 = 0 and the fiber metric ψ may be written as ψ(z, ξ) = n j=1 µ j |z j | 2 . We can identify L p with 1 dr(p) n j=1 λ j dz j ∧ dz j . It is easy to see that ∂∂ψ(p)| Λ 1,0 T (X) = n j=1 µ j dz j ∧ dz j . We get for all p ∈ X, s ∈ R, ∂∂ψ(p)| Λ 1,0 T (X) + sL p = n j=1 µ j + s dr(p) λ j dz j ∧ dz j .
Thus, if µ j = λ j , j = 1, . . . , n, and q = n − , n − n − , then R φ(p),q = ∅, for all p ∈ X. From this and Theorem 6.2, we obtain Theorem 6.4. If µ j = λ j , j = 1, . . . , n, and q = n − , n − n − , then dim H q b (X, (π * L µ ) k ) = o(k n+1 ) , as k → ∞ . If µ j = |λ j |, j = 1, . . . , n, we can check that R φ(p),0 > 0, for all p ∈ X, where R φ(p),0 denotes the Lebesque measure of R φ(p),0 . Moreover, if q > 0 and q = n − , n−n − , then R φ(p),q = ∅, for all p ∈ X. From this observation and strong Morse inequalities (Theorem 6.2), we obtain Theorem 6.5. If µ j = |λ j |, j = 1, . . . , n, and Y (0), Y (1) hold, then dim H 0 b (X, (π * L µ ) k ) = O(k n+1 ) , as k → ∞ . 6.3. Compact Heisenberg groups: non-embedded cases. Let λ 1 , . . . , λ n−1 be given non-zero integers. Let C H n = (C n−1 × R)/ ∼ , where (z, θ) ∼ ( z, θ) if z − z = α ∈ √ 2πZ n−1 + i √ 2πZ n−1 , θ − θ + i n−1 j=1 λ j (z j α j − z j α j ) ∈ πZ . We can check that ∼ is an equivalence relation and C H n is a compact manifold of dimension 2n − 1. The equivalence class of (z, θ) ∈ C n−1 × R is denoted by [(z, θ) ]. For a given point p = [(z, θ)], we define Λ 1,0 T p (C H n ) to be the space spanned by ∂ ∂z j − iλ j z j ∂ ∂θ , j = 1, . . . , n − 1 . It is easy to see that the definition above is independent of the choice of a representative (z, θ) for [(z, θ)]. Moreover, we can check that Λ 1,0 T (C H n ) is a CR structure. Thus, (C H n , Λ 1,0 T (C H n )) is a compact CR manifold of dimension 2n − 1. We take a Hermitian metric ( | ) on the complexified tangent bundle CT (C H n ) such that ∂ ∂z j − iλ j z j ∂ ∂θ , ∂ ∂z j + iλ j z j ∂ ∂θ , ∂ ∂θ ; j = 1, . . . , n − 1 is an orthonormal basis. The dual basis of the complexified cotangent bundleis dz j , dz j , ω 0 := dθ + n−1 j=1 (iλ j z j dz j − iλ j z j dz j ); j = 1, . . . , n − 1 .
The Levi form L p of C H n at p ∈ C H n is given by L p = n−1 j=1 λ j dz j ∧ dz j . From now on, we assume that λ 1 < 0, . . . , λ n − < 0, λ n − +1 > 0, . . . , λ n−1 > 0. Thus, the Levi form has constant signature (n − , n − 1 − n − ). Now, we construct a CR line bundle over C H n . Let L = (C n−1 × R × C)/ ≡ where (z, θ, η) ≡ ( z, θ, η) if (z, θ) ∼ ( z, θ) , η = η exp( n−1 j=1 µ j (z j α j + 1 2 |α j | 2 )) , for α = z − z . where µ 1 , . . . , µ n−1 , are given non-zero integers. We can check that ≡ is an equivalence relation and L is a CR line bundle over C H n . For (z, θ, η) ∈ C n−1 × R × R we denote [(z, θ, η)] its equivalence class. It is easy to see that the pointwise norm [(z, θ, η)] 2 := |η| 2 exp − n−1 j=1 µ j |z j | 2 is well-defined. In local coordinates (z, θ, η), the weight function of this metric is φ = n−1 j=1 µ j |z j | 2 . Note that ∂ b = n−1 j=1 dz j ∧ ( ∂ ∂z j + iλ j z j ∂ ∂θ ) , ∂ b = n−1 j=1 dz j ∧ ( ∂ ∂z j − iλ j z j ∂ ∂θ ). Thus d(∂ b φ − ∂ b φ) = 2 n−1 j=1 µ j dz j ∧ dz j and M φ p = n−1 j=1 µ j dz j ∧ dz j . Hence M φ p + sL p = n j=1 (µ j + sλ j )dz j ∧ dz j , for all p ∈ C H n , s ∈ R. Thus, if µ j = λ j , for all j, and q = n − , n − 1 − n − , then R φ(p),q = ∅, for all p ∈ X. From this and Theorem 1.6, we obtain Theorem 6.6. If µ j = λ j , j = 1, . . . , n − 1, and q = n − , n − 1 − n − , then dim H q b (C H n , L k ) = o(k n ) , as k → ∞ . If µ j = |λ j | for all j, we can check that R φ(p),0 > 0, for all p ∈ X, where R φ(p),0 denotes the Lebesque measure of R φ(p),0 . Moreover, if q > 0 and q = n − , n − 1 − n − , then R φ(p),q = ∅, for all p ∈ X. From this observation and the strong Morse inequalities (Theorem 1.9), we obtain Theorem 6.7. If µ j = |λ j |, j = 1, . . . , n − 1, and Y (0), Y (1) hold, then
