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Abstract
We prove that the necessary conditions for a quadruple system with a cyclic resolution to exist are suffi-
cient for all possible v and all λ ≡ 0 (mod 3).
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1. Introduction
A t-(v, k,λ) design is an ordered pair (V ,B) consisting of a set of v points V and those k-
subsets B (called blocks), for which every t-subset of V occurs in exactly λ blocks. (V ,B) is a
quadruple system of order v if t = 3 and k = 4. It is well known that necessary conditions for the
existence of a t-(v, k,λ) design are
λ
(
v − i
t − i
)
≡ 0
(
mod
(
k − i
t − i
))
, (1)
for any nonnegative integer i with 0 i  t . In particular, by (1), a 3-(v,4,3) design exists only
if v ≡ 0 (mod 2).
(V ,B) is resolvable if there is a partition of B into sets, called resolution classes, each of
which forms a partition of V . Then, it trivially follows that v ≡ 0 (mod k). A maximal partial
resolution class of V is the set of s disjoint k-subsets, from which at most k−1 points are absent.
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number of blocks. A cyclic maximal partial resolution of (V ,B) is a partition of B into the set
of maximal partial resolution classes for which a cyclic group of order v maps points to points
bijectively, and maximal partial resolution classes to maximal partial resolution classes, where
|V | = v. When v ≡ 0 (mod k), this is simply called a cyclic resolution (more strictly point-
cyclic resolution [8,9]). It is not clear who first considered the problem of cyclic resolutions, but
problems like this appear to be quite classical ones for t = 2; for example we refer to [1] or [6]
for the case where k = 4 and v ≡ 1 (mod 4), or where k = 2 and v ≡ 0 (mod 2), respectively.
A 2-design with a cyclic resolution is also called a cyclically resolvable cyclic 2-design [5]. Here
we shall use this terminology for t  3 according to the case t = 2. Many researchers [5,8,9,12,
13] have studied this topics for the case where t = 2, k  3 and v ≡ 0 (mod k), on which some
progress have been made in the last decade, but far from settled in general.
To find a cyclic Steiner quadruple system is an important open problem in design theory. Thus
the problem of finding Steiner quadruple systems with cyclic resolutions appears to be harder.
However as shown in this paper, a quadruple system of order v with λ = 3 having a cyclic
resolution exists for all possible v.
It was shown by Köhler [11] and Kleemann [10] that a cyclic 3-(v,4,3) design exists for
all possible v. In this paper, we first establish that their designs admit a cyclic maximal partial
resolution for all possible v, which implies an important assertion that the necessary conditions
for a cyclically resolvable cyclic 3-(v,4, λ) design to exist are sufficient for all possible v and all
λ ≡ 0 (mod 3). To our knowledge, this is the first general series of such designs with constant
and small indices for t  3. In the last part of this paper, we also discuss a noncyclic group action
on resolutions of quadruple systems.
2. A cyclic group action on a maximal partial resolution
First we adopt the notion of k-difference cycles introduced by Köhler [11]. Let A  Zv be the
additive group of residue classes modulo v, and
(
A
k
)
the set of all k-subsets of A. A natural action
of A on
(
A
k
)
partitions the elements into orbits
(
A
k
)
/A. Let B = {b1, . . . , bk} and C = {c1, . . . , ck}
be elements of
(
A
k
)
such that bi < bi+1, ci < ci+1 for all 1  i < k, then B and C are in the
same orbit if and only if the two vectors (b2 − b1, b3 − b2, . . . , b1 − bk) and (c2 − c1, c3 − c2,
. . . , c1 − ck) differ only in a cyclic permutation of their components. An equivalence relation ∼
between the vectors above can be described in this way. We consider a map φk from elements of
Tk,v to quadruples of A containing 0 such that
φk : (a1, a2, . . . , ak) →
{
0, a1, a1 + a2, . . . ,
k−1∑
i=1
ai
}
,
where Tk,v = {(a1, . . . , ak) ∈ Ak |∑ki=1 ai = v}. Then, φk induces a bijection from Tk,v/∼ to(
A
k
)
/A. Elements of Tk,v/∼ are said to be k-difference cycles, and a cycle (a1, a2, . . . , ak) such
that (a1, a2, . . . , ak) ∼ (a1, ak, . . . , a2) is called symmetric. Köhler proved [11] that all symmetric
4-difference cycles yield a simple cyclic 3-(v,4,3) design for all v ≡ 2 (mod 4). Similarly, for
v ≡ 0 (mod 4), Kleemann [10] constructed a cyclic 3-(v,4,3) design by using all symmetric
4-difference cycles; in this case, each of quadruples with the cycle (v/4, v/4, v/4, v/4) is used
exactly three times, and hence these designs are nonsimple.
Throughout this paper, let N = 2AA, N¯ = A \ N and h = v/2.
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v ≡ 2 (mod 4).
Proof. For v ≡ 2 (mod 4), we consider starters of maximal partial resolution classes defined as
follows:
(1) {{0, v/2,2t,−2t}} ∪ {{2t + i,−2t − i, i + v/2,−i + v/2} | 1 i  (v − 2)/4 − t} ∪ {{i,−i,
i − 2t,−i + 2t} | 1 i  t − 1}, 1 t  (v − 2)/4,
(2) {{i,−i, i + v/2,−i + v/2} | 1 i  (v − 2)/4},
(3) {{2i,−2i,2i + 2t + 1,−2i + 2t + 1} | 1 i  (v − 2)/4}, 0 t  (v − 6)/4.
It is easily checked that the resolution classes in (1) cover the cycles (b, a, c, a) with b, c ∈
N \ {0}, b 	= c, and the cycles (a, a, b, b). Similarly, the resolution classes in (2) and (3) cover
the cycles (a, b, a, b), and the cycles (b, a, c, a) with b, c ∈ N¯ \ {h}, b 	= c, respectively. Hence,
quadruples in the resolution classes (1), (2) and (3) generate a 3-(v,4,3) design, which completes
the proof. 
Theorem 2.2. The Köhler’s 3-(v,4,3) design admits a cyclic maximal partial resolution for all
v ≡ 2 (mod 4).
Köhler [11] provided no information on a cyclic group action on a (maximal partial) resolu-
tion. In this sense, Theorem 2.2 gives a strengthening of his result.
Next, we consider the case where v ≡ 0 (mod 4). For 1 t  v/4 − 1, let
Pt =
{{i,−i, i − 2t + v/2 + 1,−i + 2t + v/2 − 1} ∣∣ v/4 + t  i  v/2 − 1}
∪ {{0, v/2, t,−t}}∪ {{i,−i, i − 2t,−i + 2t} ∣∣ 1 i  t − 1},
and let P = {Pt | 1 t  v/4−1}. As an immediate consequence, we have the following lemma.
Lemma 2.3. If v ≡ 0 (mod 4), then P covers the cycles (b, a, c, a) with b, c ∈ N \ {0}, b 	= c,
and the cycles (a, a, b, b).
Lemma 2.4. There exists a cyclically resolvable cyclic 3-(v,4,3) design for all v ≡ 0 (mod 8).
Proof. Let v ≡ 0 (mod 8).
We first consider starters of resolution classes defined as follows:
(2.1) {{0, v/4, v/2,3v/4}} ∪ {{i,−i, i + v/2,−i + v/2} | 1 i  v/4 − 1},
(2.2) {{i,−i + 1, i + v/2,−i + v/2 + 1} | 1 i  v/4},
(2.3) {{i, v/4 + i, v/2 + i,3v/4 + i} | 1 i  v/4}.
The orbit of a resolution class of type (2.1) is of length v/4, and the resolution class of
type (2.3) is invariant under the action of A. Therefore, each of quadruples with the cycle
(v/4, v/4, v/4, v/4) appears exactly three times; twice in the orbits of starters of type (2.1) since
v ≡ 0 (mod 8), and once in the orbits of starters of type (2.3). Hence, these cover the cycles
(a, b, a, b).
Second, we construct another types of resolution classes covering the cycles (b, a, c, a) with
b, c ∈ N¯ \ {h}, b 	= c. For a positive integer  with 1    v/4, let e1, = {,− + 1} and
e2, = {,−+ 1} + v/2. We define the complete graph on the points {e1,i | 1 i  v/4}, which
admits a 1-factorization since v ≡ 0 (mod 8). We regard all edges as quadruples, that is, for
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⋃
e1,i ) ∪ (⋃ e1,i′). Then, we can obtain
(v − 4)/4 collections, each of which consists of v/8 quadruples partitioning the set {,− + 1 |
1  v/4}. Therefore, the 〈σv/2〉-images of such collections form resolution classesX1, where
σ is the permutation on A defined by xσ = x + 1. Next, we define the set X2 of (v − 4)/4
resolution classes so that e1,x ∪ e1,y, e1,z ∪ e1,w, e2,x ∪ e2,y, e2,z ∪ e2,w are in the same resolution
class of X1 if and only if e1,x ∪ e2,y , e2,x ∪ e1,y, e1,z ∪ e2,w, e2,z ∪ e1,w are in the same resolution
class of X2. Then, it is easy to see that X = X1 ∪ X2 covers the cycles (b, a, c, a) with b, c ∈
N¯ \ {h}, b 	= c.
Thus, a 3-(v,4,3) design can be generated by the quadruples in the resolution classes of
types (2.1), (2.2), (2.3) and X , together with P in Lemma 2.3, which completes the proof. 
Example 1. In order to make the construction presented in Lemma 2.4 clear, we give the starters
X of resolution classes for v = 16. We choose a 1-factorization of the complete graph on
{e1,1, e1,2, e1,3, e1,4} as{{{e1,1, e1,2}, {e1,3, e1,4}},{{e1,1, e1,3}, {e1,2, e1,4}},{{e1,1, e1,4}, {e1,2, e1,3}}}.
Then, we give X =X1 ∪X2, where
X1 =
{{e1,1 ∪ e1,2, e1,3 ∪ e1,4, e2,1 ∪ e2,2, e2,3 ∪ e2,4}, {e1,1 ∪ e1,3, e1,2 ∪ e1,4,
e2,1 ∪ e2,3, e2,2 ∪ e2,4}, {e1,1 ∪ e1,4, e1,2 ∪ e1,3, e2,1 ∪ e2,4, e2,2 ∪ e2,3}
}
,
X2 =
{{e1,1 ∪ e2,2, e1,3 ∪ e2,4, e2,1 ∪ e1,2, e2,3 ∪ e1,4}, {e1,1 ∪ e2,3, e1,2 ∪ e2,4,
e2,1 ∪ e1,3, e2,2 ∪ e1,4}, {e1,1 ∪ e2,4, e1,2 ∪ e2,3, e2,1 ∪ e1,4, e2,2 ∪ e1,3}
}
.
It remains to consider the case where v ≡ 4 (mod 8). In this case, for a symmetric cycle
x = (b, a, c, a) with b, c ∈ N¯ , it is immediate that
φ4(x) ∩ 4A = {0} if and only if φ4(x) is a transversal of A/4A. (2)
Lemma 2.5. For v ≡ 4 (mod 8), let x = (b, a, c, a) such that b, c ∈ N¯ and φ4(x) ∩ 4A = {0}.
(a) If b 	= c, then the A-orbit of φ4(x) has a partition into four resolution classes preserved
under the action of A, and
(b) if b = c 	= v/4, then the A-orbit of φ4(x) has a partition into two resolution classes preserved
under the action of A, and
(c) the A-orbit of φ4((v/4, v/4, v/4, v/4)) forms the A-invariant resolution class.
Proof. (a) For any x ∈ 4A, y ∈ N¯ , and for z ∈ N \4A such that z 	= x+h, {{x, x+y, z, z+y}τ |
τ ∈ 〈σ 4〉} forms a resolution class in the A-orbit of length 4.
(b) We may take a way similar to the case (a) for z = x + h.
(c) The A-invariant resolution class is given as type (2.3) in the proof of Lemma 2.4. 
Lemma 2.6. There exists a cyclically resolvable cyclic 3-(v,4,3) design for all v ≡ 4 (mod 8).
Proof. Let v ≡ 4 (mod 8). For a nonnegative integer  with 0    v/4 − 1, let f1, =
{4,−4 + 1}, f2, = {4,−4 + 1} + v/2, and let F1, = {f1,j ∪ f1,j ′ | 4j + 4j ′ = 8},
F2, = {f2,j ∪ f2,j ′ | 4j + 4j ′ = 8}. Then, by v ≡ 4 (mod 8), {F1, | 0    v/4 − 1} and
{F2, | 0    v/4 − 1} form near 1-factorizations of the complete graphs on {f1, | 0   
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classes:
Q0 =
{{0,1, v/2, v/2 + 1}}∪F1,0 ∪F2,0,
Q = {f1,2−1 ∪ f2,2} ∪F1,2−1 ∪F2,2,
for 1  (v − 4)/8. Then, it is checked that quadruples in((
(v−4)/8⋃
=1
Q
)∖
R
)
∪ (Q0 \ {{0,1, v/2, v/2 + 1}})
cover the cycles x = (b, a, c, a) such that b, c ∈ N¯ and |φ4(x) ∩ 4A| = 2, where
R= {f1,2m−1 ∪ f2,2m ∣∣ 1m (v − 4)/8}.
On the other hand, we note thatR∪{{0,1, v/2, v/2+1}} includes cycles (b, a, c, a) for suitable
b, c ∈ N¯ such that φ4(x) ∩ 4A = {0}. For each cycle (b, a, c, a) such that b, c ∈ N¯ and φ4(x) ∩
4A = {0}, except the cycles in R∪ {{0,1, v/2, v/2 + 1}}, by applying Lemma 2.5, we construct
the orbits of resolution classes, where we construct the A-invariant resolution class twice.
To use the Kleemann’s construction of 3-(v,4,3) designs, it suffices to construct a resolu-
tion class covering the cycles (b, a, b, a) with b, a ∈ N \ {0} and the cycle (v/4, v/4, v/4, v/4)
once, which is just the resolution class of type (2.1) in the proof of Lemma 2.4, where the cycle
(v/4, v/4, v/4, v/4) appears once since v ≡ 4 (mod 8). Thus, quadruples in the resolution classes
obtained above, together with P in Lemma 2.3, yield a 3-(v,4,3) design, which completes the
proof. 
Example 2. We give a cyclic resolution of a 3-(12,4,3) design according to the construction
presented in Lemma 2.5. We first construct the following resolution classes:
Q1 =
{{4,9,2,11}, {0,1,8,5}, {6,7,10,3}},
Q0 =
{{0,1,6,7}, {4,9,8,5}, {10,3,2,11}},
P1 =
{{4,8,9,3}, {5,7,10,2}, {0,6,1,11}},
P2 =
{{5,7,8,4}, {0,6,2,10}, {1,11,9,3}}.
{4,9,2,11} in Q1 correspond to the cycle (3,2,5,2). The remaining cycles (b, a, c, a) such that
b, c ∈ N¯ and φ4((b, a, c, a))∩ 4A = {0} are (9,1,1,1), (8,1,2,1) and (3,3,3,3), for which, by
applying Lemma 2.5(a) and (c), we construct resolution classes S1 and S2 defined as follows:
S1 =
{{11,0,1,2}, {3,4,5,6}, {7,8,9,10}},
S2 =
{{10,0,1,3}, {2,4,5,7}, {6,8,9,11}},
and
T = {{0,3,6,9}, {1,4,7,10}, {2,5,8,11}}
twice; in the present case, (1,1,5,5) corresponding to {0,1,6,7} in Q0 is the unique cycle of
form (a, b, a, b) with a, b ∈ N¯ and b 	= c, we do not need to use Lemma 2.5(b). Finally, let U be
the resolution class defined as (2.1) in the proof of Lemma 2.4
U = {{0,3,6,9}, {1,11,7,5}, {2,10,8,4}}.
Then, {Q0,Q1,P1,P2,S1,S2,T ,T ,U} in the sense of multiset forms the desired starters.
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Theorem 2.7. The Kleemann’s 3-(v,4,3) design is resolvable, and admits a cyclic resolution for
all possible v.
By summarizing our results obtained from Lemmas 2.1, 2.4 and 2.6, we obtain the following
theorems.
Theorem 2.8. The necessary conditions for the existence of a 3-(v,4, λ) design with a cyclic
maximal partial resolution are sufficient for all possible v and all λ ≡ 0 (mod 3).
Theorem 2.9. The necessary conditions for the existence of a cyclically resolvable cyclic 3-
(v,4, λ) design are sufficient for all possible v and all λ ≡ 0 (mod 3).
In the reminder of this paper, we discuss a noncyclic group action on resolutions. The follow-
ing is due to [7].
Corollary 2.10. The necessary conditions for the existence of a resolvable quadruple system with
Dv acting transitively on points and preserving resolution classes are sufficient for all possible
v and all λ ≡ 0 (mod 3).
Proof. Let  be the permutation on A defined by ξ = −ξ . Then, it is easy to see that the reso-
lution constructed from Lemmas 2.4 and 2.6 is invariant under the action of A  〈〉  Dv . 
Given a finite group G, a resolvable t-(v, k, λ) design is G-invariantly resolvable if it admits
G as an automorphism group which preserves a resolution. For an Abelian group A, Buratti [3,4]
presented a general method of constructing A-invariantly resolvable 2-designs. In his method A
acts regularly on points, while in Corollary 2.10, Dv is not regular on points and non-Abelian.
We refer the reader [14] for a point-nontransitive group action on resolutions. Moreover, Beth
and Jungnickel [2] found G-invariantly resolvable 3-(v,4,3) designs if G  PSL(2, q) for an
odd prime power q ≡ 3 (mod 4). In general, little is known about a non-Abelian group action on
resolutions of t-designs with constant and small indices even for t = 2.
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