type (porous plate funnel, tension table) and pressuretype cell apparatus (Richard chamber) with both undis-
known AP approach (Arya and Paris, 1981) .
tion relationships.
Specific PTF have been developed for Brazilian soils (Tomasella et al., 2000; Tomasella et al., 2003) using more than 500 soil horizons. The development of PTF T he soil water retention curve or the soil water equations adapted for the condition of the Brazilian content-matric potential relationship expresses the weathered soils allowed a better estimate of the van capacity of soils to store water for plant growth, which Genuchten (1980) retention curve parameters, when is a very important soil property for irrigation and hycompared with the performance of PTFs derived for drological modeling. Several laboratory procedures are soils from temperate climates (Tomasella et al., 2000) . employed for the determination of soil water retention However, the validity of the AP model for Brazilian curves, but they can be basically grouped in suctionsoils has not been verified yet. The main limitation is the difficulty to obtain precise and detailed particle-size distribution data using the conventional sieving, pipette, of size R i to natural pore length using the scaling factor ␣. Originally, Arya and Paris (1981) introduced ␣ as conSoil Water Retention Curves stant (␣ ϭ 1.38) and the model proved to work relatively In this paper we calculate an ␣-value for a set of 104
Experimental soil-water data were characterized with the van Genuchten equation (1980): Brazilian soil samples and obtain also an expression for ␣ as a function of the soil water content, ␣ ϭ f(), instead of the ␣ ϭ f() proposed by Basile and D'Urso (1997) , because the former relationship showed to be more useful and easy to apply in the model solution, due to the interdependence of and ␣ (see procedure to derive the ␣-value in the Material and Methods section below). The model validation was performed with both constant (␣ ϭ 1.38, 0.938, and the specific ␣-value determined for this set of Brazilian soils) and a variable ␣ ϭ f() approaches.
MATERIALS AND METHODS

Soil Data Set
Three sets of soil samples were collected and used for the validation of the AP model. Two sets were collected in the regions of Sã o Carlos (24 samples) and Piracicaba (22 samples) both in the state of Sã o Paulo. The third set was collected in 34 different locations in the Rio Grande do Sul State (58 samples). Table 1 contains the mean, standard deviation, maximum and minimum values of some physical properties of the 104 soil samples, while their texture distribution is shown in Fig. 1 . 
where (N m
Ϫ1
) is the surface water tension in the air-water where r and s (m 3 m
Ϫ3
) are the residual and saturated soil interface, ⌰ is the contact angle (assumed as ⌰ ϭ 0), w (kg water content, respectively, (kPa) is the soil matric potential, m Ϫ3 ) is the water density, and g (m s
Ϫ2
) is the acceleration of and ␥ and n are fitting parameters with no physical meaning.
gravity. In the international system of units, ϭ 0.0728 N These parameters ( r , s , ␥, and n ) were obtained by nonlinear least-squares fitting (Wraith and Or, 1998) , using the tool Solver m
Ϫ1
, and g ϭ 9.81 m s
Ϫ2
. of Excel from Microsoft (Microsoft Corp., Redmond, WA).
Second, the calculation of the soil water content from the soil particle-size distribution as the contribution of each fracParticle-Size Distribution Analysis Procedure tion to soil wetting: Disturbed soil samples for particle-size analysis were collected in triplicate from each location. Samples (40 g of oven dried soil) were predispersed overnight with 10 mL of 1 M NaOH and 200 mL of distilled water. Predispersed samples were mechanically dispersed during 5 min for sandy soils, 10 min for medium texture soil and 15 min for clayey soils in a high speed shaker (model 936-2, Hamilton Beach, Washington, NC) and analyzed in groups of 10 samples with an automatic ␥-ray attenuation equipment at the Embrapa Agricultural Instrumentation soil laboratory in Sã o Carlos. (Naime et al., 2001) . Time for analyzing each sample was around 18 min and therefore the analysis of each group of 10 samples was performed in about 3 h. Details of the ␥-ray attenuation method for soil particle-size analysis can be found elsewhere (Vaz et al., 1992; Oliveira et al., 1997; Vaz et al., 1999; and Naime et al., 2001 ).
The average particle-size distribution data for each sample was fitted with a logistic Sigmoidal function (Arya et al., 1999) using the software Origin from Microcal (Northampton, MA). Other functions suggested by Hwang and Powers (2003) were also tested, but the logistic one was selected based on best performance. The logistic fitted curves were used to estimate the soil water retention with the AP model.
Arya and Paris Model
The AP model is mainly supported by two assumptions. First, the capillary equation that relates soil matric potential ( i ) and pore radius, r i : Once the scaling factor ␣ is known, retention curves can be estimated with the AP model, pairing water content (Eq. [3]) with soil matric potential (Eq. [7] ). The number nally suggested by Arya and Paris (1981) as 20 diameter classes (1, 2, 3, 5, 10, 20, 30, 40, 50, 70, 100, 150, 200 , 300, 400, 600,
800, 1000, 1500, and 2000 m). In the validation presented here these same 20 diameter classes are used. where φ (m 3 m
Ϫ3
) is the soil porosity and w i (kg kg
Ϫ1
) is the soil mass of the i th fraction calculated with a sigmoidal model Procedure to Derive ␣ fitted to the cumulative particle-size distribution data. Soil porosity can be estimated from information on soil bulk denThe scaling factor ␣ (Eq.
[ 4]) is obtained through the adjustsity s (kg m Ϫ3 ) and soil particle density p (kg m Ϫ3 ): φ ϭ 1 Ϫ ment of measured soil water retention data to the model for ( s / p ). a great number of soil samples using a combination of Eq. Porous radius (r i ) is determined from soil particle radius 
where n i is the number of particles of a size class i and e is where soil matric potential i is estimated from the van Gen- water content values, which in turn are calculated from PSD values relative to the particle-size segmentation used.
data at each of the particle radii considered.
The most frequent value obtained (data fitted with a Therefore, ␣ can be estimated for each radius class for all Gaussian distribution) was ␣ ϭ 0.977, which is between soil samples and a constant ␣ value (representative of all soils) the values proposed by Arya and Paris (1981) ( 1.38) is obtained from the mode of the frequency distribution of and by Arya and Dierolf (1992) by Arya and Dierolf (1992) it was obtained ␣ ϭ 0.938. In Eq.
[8], ␣ can also be assumed as a function of . This content up to approximately 40% of sand (Fig. 3a) , and dependence was originally proposed by Basile and D'Urso decreased with clay content (Fig. 3b) , especially for soils (1997) . However, due to the interdependence of ␣ and in with more than 40% of clay.
the application of the AP model, the use of the ␣ ϭ f()
The dependence of ␣ with is presented in Fig. 4 In all cases, the use of the ␣ ϭ f() approach improved are obtained only for sandy soils in retention curves and the AP estimation. For the two sandy soils (Fig. 5) , ␣ ϭ clayed soils have higher water saturation than sandy 1.38 provided a better estimation than the estimation soils. The data scatter observed in Fig. 3 may have sevobtained with ␣ ϭ 0.938 and 0.977, but using ␣ ϭ 1.38 eral sources of errors from the experimental determinacaused a great overestimation of for the two clayed tion of the PSD and the soil water retention data and soils, especially for the lower water content range valits fitting using the logistic (sigmoidal) and the van Genues (Fig. 6 ). uchten (1980) functions, respectively.
A complete comparison of measured and estimated retention data for all soils is presented in Fig. 7, showing Estimation of the Retention Curves measured and estimated soil water content at the specific soil matric potential used in the experimental re- Table 3 shows an example of the retention curve tention curves (Table 2) , considering both ␣-constant estimation with the AP model using both ␣-constant (0.938, 0.977, and 1.38), and ␣-variable approaches. Ta-(0.977) and ␣ ϭ f() approaches for a sandy soil of the ble 4 shows the root mean square deviation and coeffiRio Grande do Sul soil set. The largest difference in the cients of the linear fitting between measured and estiestimation of occurred at the lower particle diameter mated at the applied matric potentials for ␣ ϭ 1.38, Table 4 . Linear regression coefficients of measured and esti-␣ ϭ 0.938, ␣ ϭ 0.977, and ␣ ϭ f(). 
