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Recently Mazenko and Das and Mazenko [1–4] introduced a non-equilibrium field theoretical approach to
describe the statistical properties of a classical particle ensemble starting from the microscopic equations of mo-
tion of each individual particle. We use this theory to investigate the transition from those microscopic degrees
of freedom to the evolution equations of the macroscopic observables of the ensemble. For the free theory, we
recover the continuity and Jeans equations of a collisionless gas. For a theory containing two-particle inter-
actions in a canonical perturbation series, we find the macroscopic evolution equations to be described by the
Born-Bogoliubov-Green-Kirkwood-Yvon hierarchy (BBGKY hierarchy) with a truncation criterion depending
on the order in perturbation theory. This establishes a direct link between the classical and the field-theoretical
approaches to kinetic theory that might serve as a starting point to investigate kinetic theory beyond the classical
limits.
I. INTRODUCTION
In a series of recent papers Mazenko and Das and Mazenko
[1–4] have developed a method to describe the evolution of
a classical particle ensemble in a non-equilibrium statisti-
cal field theory approach. While similar attempts exist, this
particular approach distinguishes itself by starting from the
microscopic degrees of freedom of all individual particles,
namely from the laws governing the free propagation and mi-
croscopic interaction of particles. Those are usually very sim-
ple equations of motion like for example Hamilton’s equa-
tions. At the same time, information about macroscopic col-
lective fields and their statistical properties can be extracted
by means of operators.
Inspired by the straightforward transition from microscopic to
macroscopic properties, this paper is a first attempt at compar-
ing this new access to kinetic theory with a conventional one.
In the conventional approach, the starting point is the time
evolution of an ensemble’s phase space distribution function.
Successive integration over degrees of freedom leads to the
time evolution of the one particle phase space distribution.
This evolution depends on the two particle phase space dis-
tribution, whose evolution in turn depends on the three par-
ticle phase space distribution and so on: The evolution of an
n-particle phase space distribution depends on the (n+1) parti-
cle phase space distribution. This results in a formally infinite
hierarchy of coupled partial differential equations known as
the BBGKY hierarchy [5–9] (named after Bogoliubov, Born,
Green, Kirkwood and Yvon).
To be able to solve this system of equations, this hierarchy
must be truncated at some point. The easiest non-trivial trun-
cation is to express the two particle distribution in terms of
a collision term depending only on the one particle distribu-
tion. This reduces the hierarchy to a single equation, the well
known Boltzmann equation. If no particle interactions occur,
the equation simplifies further as the collision term vanishes.
From the collision-less Boltzmann equation, the continuity
and Jeans equations for a collision-less gas can be derived by
taking the zeroth and first moments with respect to a momen-
tum integration.
In the non-equilibrium field theoretical approach, a collision-
less gas is described by a free generating functional. In the
first part of this paper, we shall extract the macroscopic equa-
tions describing the ensemble’s evolution from this functional
and compare it to the equations derived classically. Within
the field theoretical approach, two-particle interactions can be
systematically turned on in a perturbation series. The link
between this perturbation approach and the BBGKY hierar-
chy will be investigated in the second part of this paper. We
begin with a brief review of the most important ideas of non-
equilibrium statistical field theory, mainly to introduce the no-
tation used throughout this paper. For a thorough derivation
of the formalism we would like to direct non-expert readers to
a compact review in the second and third chapter of [10] or to
the original papers [1–4].
II. NON-EQUILIBRIUM STATISTICAL FIELD THEORY
The derivation of the non-equilibrium statistical field the-
ory begins with the equation of motion of an n-component
classical field ϕa in d space-time dimensions
E(ϕa) = ϕ˙a + E0(ϕa) + EI(ϕa) = 0 (1)
where the equation of motion is split into the free part E0 and
a part EI that contains all interactions between field compo-
nents.
For a classical theory, the field can only evolve from an initial
into a final state if the transition satisfies the above equation
of motion. Starting from this requirement and for once set-
ting the interaction part of the equation of motion to zero, one
can derive the centre piece of the theory, the free generating
functional
Z0[J,K] =
∫
dΓi
∫ f
i
Dϕa
∫
Dχa
× exp
{
i
∫ f
i
dt
[
χa (ϕ˙a + E0(ϕa) + Ka) + Jaϕa
]}
=
∫
dΓi
∫ f
i
Dϕa δd [ϕ˙a + E0(ϕa) + Ka] exp {i ∫ f
i
dt Jaϕa
}
(2)
where a sum over repeated indices is implied. The χa is an
auxiliary field that was introduced as a functional Fourier con-
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2jugate to the equation of motion, and the fields Ja and Ka were
added as source fields for ϕa and χa. The integral measure
dΓi := P[ϕ(i)a ] d
dϕ(i)a (3)
is an integration over the initial field configuration weighted
by an initial probability distribution. In analogy to quantum
field theory the term in the exponent of the free generating
functional (2) can be identified with an action times the imag-
inary unit.
The delta distribution in the free functional contains the free
equation of motion augmented by an inhomogeneity Ka. For a
linear equation, the homogeneous part is solved by a retarded
Green’s function GR(t, t′) such that the solution for the whole
equation in the delta distribution is
ϕ¯a(t) = GR(t, ti)ϕ (i)a −
∫ t
ti
dt′GR(t, t′) Ka(t′) (4)
which simplifies the free generating functional to
Z0[J,K] =
∫
dΓi exp
{
i
∫ f
i
dt Jaϕ¯a
}
. (5)
So far, no approximation was necessary to arrive at this free
functional starting from the equation of motion. Hence, it con-
tains all the microscopic information about the free evolution
of every single degree of freedom for given initial conditions.
By construction it is not necessary to know all the initial con-
ditions in detail, as would be impossible for a system with
many degrees of freedom. Instead, it is sufficient to require
an initial probability distribution. The integration over this
distribution then corresponds to an ensemble average. The
quantities to be averaged are specified by applying appropri-
ate functional derivatives with respect to the source fields as
these derivatives bring down the time evolved degrees of free-
dom from the exponential. For example, a general field corre-
lator reads
〈~ϕ j1 (x1) . . . ϕ jm (xm)~χ jm+1 (xm+1) . . . ~χ jm+n (xm+1)〉 (6)
=
δ
iδJ j1 (x1)
· · · δ
iδJ jm (xm)
· · · δ
iδK jm+n (xm+n)
Z0[J,K]
∣∣∣∣∣
J=0=K
.
As the time evolution of the degrees of freedom does not gen-
erally result in an equilibrium state, the above expression cor-
responds to a non-equilibrium ensemble average at the time
specified in the functional derivatives.
Altogether, the free functional keeps track of the evolution of
all microscopic properties of the classical field while at the
same time it provides an easy access to statistical properties
which can be extracted by taking functional derivatives with
respect to the source fields.
A. Ensemble of classical particles
The above general case of an n-component field can be
specified to a canonical ensemble of N point particles with
each particle j characterised by its position ~q j and momen-
tum ~p j that are bundled into the six dimensional phase space
vector ~x j = {~q j, ~p j}>. Consequently, the integral measure dΓi
is
dΓi = P
(
~q (i)1 , ~p
(i)
1 , . . . , ~q
(i)
N , ~p
(i)
N
) ∏
j
d3q(i)j d
3p(i)j (7)
For each particle, we also need to introduce both auxiliary and
source fields
~χ j =
{
~χq j , ~χp j
}>
, ~J j =
{
~Jq j , ~Jp j
}>
, ~K j =
{
~Kq j , ~Kp j
}>
.
(8)
where the superscript T denotes a transposed vector.
For the sake of easy notation we bundle the respective quan-
tities of all N particles into a single tensorial object which is
denoted by a boldface character. Defining the N-dimensional
column vector ~e j, whose only non-vanishing entry is unity at
component j, they read
Jq := ~Jq j ⊗ ~e j , Jp := ~Jp j ⊗ ~e j , J :=
(
~Jq j
~Jp j
)
⊗ ~e j ,
x := ~x j ⊗ ~e j , K := ~K j ⊗ ~e j , (9)
with a scalar product defined as
〈a,b〉 :=
(
~a j ⊗ ~e j
) (
~bk ⊗ ~ek
)
= ~a j · ~bk δ jk = ~a j · ~b j . (10)
In this context, the angular brackets represent the scalar prod-
uct, everywhere else they indicate the non-equilibrium ensem-
ble average described in the last section.
If the particles’ equations of motion arise from an ordinary
Hamiltonian system in Euclidean space, the free part of the
equation of motion E0 is solved by the retarded Green’s func-
tion
GR(t, t′) =
( I3 t−t′m I3
0 I3
)
θ(t − t′) (11)
=:
(
gqq(t, t′) gqp(t, t′)
gpq(t, t′) gpp(t, t′)
)
θ(t − t′) (12)
with I3 the three dimensional unit matrix.
Then, the free generating functional of the theory reads
Z0 [J,K] :=
∫
dΓi Z∗0 [J,K] =
∫
dΓi exp
{
i
∫ f
i
dt 〈J(t), x¯(t)〉
}
(13)
where we used the abbreviation Z∗0 [J,K] to denote the inte-
grand of the functional and the solution of the free equation of
motion augmented by the inhomogeneity ~K is
x¯ j(t) = GR(t, ti)~x
(i)
j −
∫ t
ti
dt′GR(t, t′)~K j(t′) . (14)
B. Collective fields
While the generating functional is built upon the micro-
scopic degrees of freedom and their evolution equation, it is
3possible to extract information about macroscopic collective
fields by means of operators which is an important advantage
of this theory. An example for such a collective field is the
spatial number density. A collective spatial particle density
field at position ~q and time t is just the sum over all point par-
ticle contributions at this position and time
ρ(t, ~q) =
∑
j
δd(~q − ~q j(t)) . (15)
Fourier transforming this expression and replacing the particle
positions by derivatives with respect to the conjugate source
field ~qi(t) → δiδJq j (t) yields the particle density operator in
Fourier space
Φˆρ(t,~k) =
∑
j
Φˆρ j (t,~k) =
∑
j
exp
{
−i~k · δ
iδJq j (t)
}
. (16)
In the next chapter and also later in this work we will intro-
duce several additional collective fields besides the density.
These can be included into the free functional with the help of
conjugate collective source fields, e.g. Hρ for the density. For
simplicity of notation, all required collective fields are bun-
dled into a single vector Φˆ = {Φˆρ, . . . } that is paired with a
conjugate source vector H = {Hρ, . . . } using the scalar prod-
uct
H · Φˆ =
∑
a
∫
dt d3k Ha(t,~k)Φa(t,~k) . (17)
A free generating functional containing collective fields can
then be defined as
Z0 [H, J,K] := eiH·Φˆ
∫
dΓi exp
{
i
∫ f
i
dt 〈J(t), x¯(t)〉
}
. (18)
Functional derivatives with respect to the collective source
fields allow to easily extract the collective field information
from the microscopic dynamics. For example, the density ex-
pectation value is calculated as〈
ρ(t,~k)
〉
=
δ
iδHρ(t,~k)
Z0 [H, J,K]
∣∣∣∣∣
0
, (19)
where the evaluation at zero is a shorthand notation for J =
0 = K,H = 0.
C. Turning on interactions
So far, the interacting part of the equations of motion has
been neglected. If it is non-zero, an additional term χa EI(ϕa)
appears in the integrand in the exponent of (2). In order to use
the described simplifications for the free part of the generating
functional, the additional term can be turned into an operator
and pulled in front of the integral. This defines the interaction
operator Sˆ I as
S I =
∫
dt χaEI(ϕa) ↔ Sˆ I =
∫
dt
δ
iδKa(t)
EI
(
δ
iδJa(t)
)
.
(20)
With this operator, the interacting generating functional for an
N-particle ensemble can be written as
Z[H, J,K] =eiSˆ I eiH·Φˆ
∫
dΓi exp
{
i
∫ f
i
dt 〈J(t), x¯(t)〉
}
. (21)
Here, the K-derivative contained in the interaction operator
acts on the inhomogeneous term in x¯ and thus alters the parti-
cle trajectories.
If the interaction is caused by one-particle potentials of the
form v(~q − ~qi), an interaction operator can be derived via the
acceleration of each particle due to the collective potentials of
all other particles
~˙p j(t) = −
∑
i, j
∂~q v(~q − ~qi(t))
∣∣∣∣∣
~q=~q j(t)
= −
∑
i, j
∫
d3q d3q′
[
∂~q v(~q − ~q′)
]
δd(~q − ~q j(t)) δd(~q′ − ~qi(t))
= −
∑
i, j
∫
d3q d3q′
[
∂~q v(~q − ~q′)
]
ρ j(t, ~q) ρi(t, ~q′) (22)
where in the last step the delta distribution was identified with
the expression for the one-particle density. Using (20) and (1),
the interaction is
S I(t) =
∑
(i, j)
∫
dt d3q d3q′
(
∂~q v(~q − ~q′)
)
ρ j(t, ~q) ρi(t, ~q′) χp j (t)
(23)
where (i, j) abbreviates the sum over i and j with i , j.
A partial integration turns this expression into
S I(t) = −
∑
(i, j)
∫
dt d3q d3q′ B j(t, ~q) v(~q − ~q′) ρi(t, ~q′) (24)
where a new collective field was identified that describes the
response of the ensemble to the interaction potential and is
consequently called response field. This field and its operator
expression in Fourier space can be written as
B j(t, ~q) = ∂~q ρ j(t, ~q) χp j (t) (25)
↔ ΦˆB j (t,~k) = i~k Φˆρ j (t, ~q)
δ
iδKp j (t)
. (26)
By replacing the collective fields by derivatives with respect
to the corresponding source fields, the interaction can then be
turned into an operator
Sˆ I = −
∑
(i, j)
∫
dt
d3k
(2pi)3
v(~k)
δ
iδHρi (t,~k)
δ
iδHB j (t,−~k)
. (27)
For practical calculations the exponential function containing
the interaction operator must be expanded into a perturbation
series. In the most simple case, this is just a Taylor expansion
in the interaction strength. The generating functional in n-th
order perturbation theory hence is
Z[H, J,K](n) =
(
1 + iSˆ I + · · · + inn! Sˆ nI
)
eiH·Φˆ (28)
×
∫
dΓi exp
{
i
∫ f
i
dt 〈J(t), x¯(t)〉
}
.
4III. EXAMPLE CALCULATION IN THE FIELD
THEORETICAL APPROACH
To allow a better access to the field theoretical approach,
we provide an exemplary calculation in this section. It is not
directly related to the rest of this paper and can be skipped
by readers already familiar with the theory. For all others, we
hope that this calculation will enable a better understanding of
the theory and hence of the main part of this work.
As an easy model, we consider an ensemble of N intially un-
correlated particles with mass m = 1 in any given unit. Their
initial positions and momenta are both described by a spheri-
cally symmetric, three dimensional Gaussian probability dis-
tribution with unit width such that the initial probability dis-
tribution is
P(~q (i), ~p (i)) =
∏
j
exp
{
− 12 |~p (i)j |2
}
(2pi)3/2
exp
{
− 12 |~q (i)j |2
}
(2pi)3/2
(29)
In the free theory, i.e. if any external forces or interactions
between the particles are excluded, the expectation value of
the density field in Fourier space at time t is calculated by
applying a functional derivative with the respect to the density
source fields to the free functional:〈
ρ(t,~k)
〉(0)
=
δ
iδHρ(t,~k)
Z0 [H, J,K]
∣∣∣∣∣
0
(30)
=
∑
i
∫
dΓi Φˆρi (t,~k)Z
∗
0 [H, J,K]
∣∣∣∣∣
0
=
∑
i
∫
dΓi exp
{
−i~k · q¯i(t)
}
where we inserted (16) in the second line and used that
Z∗0 [H, J,K]
∣∣∣
0 = 1 once the source fields are set to zero. Here,
the superscript (0) indicates that the expectation value is cal-
culated in a non-interacting theory. Inserting the definition of
dΓi (7) with the probability distribution (29) yields〈
ρ(t,~k)
〉(0)
=
∑
i
∫ ∏
j
d3p (i)j d
3q (i)j
1
(2pi)3
 (31)
× exp
{
−1
2
|~p (i)i |2 −
1
2
|~q (i)i |2 − i~k ·
(
~q (i)i + ~p
(i)
i t
)}
.
All that remains to do, is to solve the integrals. For j , i
the d3q j and d3p j integrations are just integrations over a nor-
malised (Gaussian) distribution and hence only yield a factor
of one. The d3qi and d3pi integrations can be solved by com-
pleting the squares in the exponential function which results
in 〈
ρ(t,~k)
〉(0)
=
∑
i
exp
{
−1
2
|~k|2
(
1 + t2
)}
. (32)
A Fourier transform back into real space gives the position
dependent density field
〈
ρ(t, ~q)
〉(0)
=
N
(2pi (1 + t2))3/2
exp
{
− |~q|
2
2
(
1 + t2
)} . (33)
The expression shows that the particle distribution remains a
Gaussian that broadens with time, i.e. the particle cloud dis-
perses in the absence of interactions as it is expected due to
the particle’s random velocities.
This behaviour will change once an interaction between par-
ticles is turned on, which can be achieved with the perturba-
tive approach described by equation (28). In this example we
calulate the influence of an attractive Gaussian interaction in
first order perturbation theory. The configuration and Fourier
space representations of the potential read
v(~q ) = −A · exp
{
−1
2
|~q |2
}
↔ v(~k′) = −A · exp
{
−1
2
|~k′|2
}
(34)
Although such a potential is not common in nature, we choose
it because it allows to perform most calulations analytically
and hence is well suited for this exemplary calulation. Calcu-
lations for more realistic potentials, for example gravity or a
van-der-Vaals potential proceed analogously, only more of the
integrations must be calculated numerically.
Independently of the exact form of the potential, the density
expectation value in Fourier space in first order pertubation
theory reads〈
ρ(t,~k )
〉(≤1)
= (1 + iSˆ I) Φˆρ(t,~k)Z0 [H, J,K]
∣∣∣∣∣
0
(35)
=:
〈
ρ(t,~k )
〉(0)
+
〈
ρ(t,~k )
〉(1)
.
(Note that the interaction operator and the collective field op-
erator commute, which can be seen by a direct calculation.)
The first term in the above expression is the density expec-
tation value for the free theory (33) and the second term de-
scribes the contribution due to interaction in first order, which
is indicated by the superscript (1), while the sum of both
terms, i.e. the full density expectation value up to first or-
der is denoted by the superscript (≤ 1).
The first order contributions can be expanded to read〈
ρ(t, ~q)
〉(1)
= iSˆ I
δ
iδHρ(t,~k)
Z0 [H, J,K]
∣∣∣∣∣
0
(36)
= iSˆ I
∑
i
∫
dΓi exp
{
−i~k · q¯i(t)
}
Z∗0 [H, J,K]
∣∣∣∣∣
0
.
The next step is to apply the interaction operator. According to
(27) it contains a density field operator and a response field op-
erator where the latter contains another density operator and a
K-derivative. The two density operators can be pulled past the
exponential function in the above expression and can hence be
applied directly to the free functional. This is not possible for
the K-derivative which acts on both the exponential factor and
the generating functional:〈
ρ(t,~k )
〉(1)
= −
∑
(i′, j′)
∑
i
∫
dΓidt′
d3k′
(2pi)3
v(~k′) e−i~k
′·q¯i′ (t′)
× ei~k′·q¯ j′ (t′) ~k′ · δ
iδK j′ (t′)
(
e−i~k·q¯i(t) Z∗0 [H, J,K]
∣∣∣∣∣
0
)
.
(37)
5For the remaining derivative, we get
δ
iδK j′ (t′)
(
e−i~k·q¯i(t) Z∗0 [H, J,K]
∣∣∣∣∣
0
)
= (38)(
−~k
(
δ
δK j′ (t′)
q¯i(t)
)
+
∫
dt′〈J(t′), δ
δK j′ (t′)
x¯(t′)〉
)
× e−i~k·q¯i(t) Z∗0 [H, J,K]
∣∣∣∣∣
0
.
If the source fields are set to zero, the second term vanishes
identically. Together with the definition of the time evolved
particle position (14) and the Green’s functions (11) we arrive
at
δ
iδK j′ (t′)
(
e−i~k·q¯i(t) Z∗0 [H, J,K]
∣∣∣∣∣
0
)
(39)
=~k gqp(t, t′) θ(t − t′) δi j′ e−i~k·q¯
=~k
t
m
θ(t − t′) δi j′ exp
{
−i~k ·
(
~q (i)i +
t
m
~p (i)i
)}
which can be inserted back into (37):〈
ρ(t,~k )
〉(1)
= −
∑
(i′,i)
∫
dt′
d3k′
(2pi)3
∏
l
d3q(i)l d
3p(i)l
e−
1
2 |~p (i)l |2
(2pi)3/2
× e
− 12 |~q (i)l |2
(2pi)3/2
 v(~k′) (~k′ · ~k) t θ(t − t′)
× e−i~k′·
(
~q (i)i′ +t
′·~p (i)i′
)
ei
~k′·
(
~q (i)i +t
′·~p (i)i
)
e−i~k·
(
~q (i)i +t·~p (i)i
)
(40)
where dΓi was already made explicit and we used m = 1. At
this point all conceptual steps are over, all that remains to do
is solving the integrals.
As before, for l , i, l , i′ the d3ql and d3pl integrations just
run over a normalised distribution and yield a factor of one.
The remaining position and momentum integrations are per-
formed by completing the squares in the exponents. For the
potential (34) the d3k can be solved in a similar way which
results in
〈
ρ(t,~k )
〉(1)
= A
∑
(i′,i)
∫
dt′ e−
1
2 a(t
′) |~k|2 · |~k|2 b(t′) θ(t − t′) (41)
with the functions a(t′) and b(t′) defined as
a(t′) :=
(2 + 3t2 − 2tt′ + (2 + t2)t′2)
3 + 2t′2
(42)
b(t′) :=
(2pi)3t (1 + tt′)
(3 + 2t′2)5/2
. (43)
A Fourier transform back into real space is best performed in
spherical coordinates of the Fourier vector d3~k. With k := |~k|
and r := |~q| we get
〈ρ(t, r)〉(1) = A N(N − 1)
∫ t
0
dt′
exp
{
− r22a(t′)
}
(2pia(t′))3/2
(44)
×
(
3a(t′) − r2
) b(t′)
a2(t′)
Due to its finite range, the dt′ integration must be performed
with the help of error function tables or numerically. As the
function is well behaved this integration proceeds without any
difficulties. As described above, the full density expectation
value up to first order is the sum of the free theory contribution
(33) and this first order contribution:
〈ρ(t, r)〉(≤1) = N 1
((1 + t2) pi)3/2
exp
{
− |~q|
2(
1 + t2)
)} (45)
+ A N(N − 1)
∫ t
0
dt′
exp
{
− r22a(t′)
}
(2pia(t′))3/2
(
3a(t′) − r2
) b(t′)
a2(t′)
.
It shows that the evolution of the density field can no longer
be described by the widening of a single Gaussian function.
In Fig. 1 we illustrate the time evolution of the radial density
profile for an ensemble of N = 106 particles and different
values of the interaction strength A. One can see, that the
attractive interaction slows down the dispersion of the particle
cloud or in the case of the stronger interaction even contracts
the cloud in the beginning before the dispersion takes over.
For higher values of r negative densities appear which is a
clear signal that the first pertrubative order breaks down and
higher orders must be included.
IV. FREE THEORY AND COLLISIONLESS GASES
A. Velocity field
So far, operator expressions for a collective density field
and a response field have been introduced. We need to aug-
ment this by an operator for the local velocity field. Remain-
ing in the picture of discrete point particles, we expect the
velocity field to be entirely contributed by the velocities of all
individual particles at their respective positions ~q j. The new
collective field can then be defined as
~U(t, ~q) =
∑
j
~p j(t)
m
δd(~q − ~q j(t)) (46)
The delta distribution ensures that only particles at ~q may con-
tribute to the velocity field at this position. A Fourier transfor-
mation turns this into
~U(t,~k) =
∑
j
~p j(t)
m
e−i~k·~q j(t) =
∑
j
~p j(t)
m
ρ j(k, t) , (47)
where the number density (16) was identified in the last step.
Replacing the particle positions and momenta by functional
derivatives with respect to ~Jq j (t) and ~Jp j (t) we arrive at the
one-particle operator expression
Φˆ ~U, j(t,~k) =
1
m
δ
iδ ~Jp j (t)
Φˆρ, j(k, t)
=
1
m
δ
iδ ~Jp j (t)
exp
−i~k · δiδ ~Jq j (t)
 . (48)
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FIG. 1. Expectation value for the number density in dependence of the radial position r for an ensemble of N = 106 particles. Both the
particle’s initial positions and momenta are described by a three dimensional Gaussian probability distribution of unit width. The panel on the
left hand side shows the time evolution in the free theory, i.e. without any interactions between the particles or with an external field. Here, the
particle dispersion due to the random particle momenta is clearly visible.
In the second and third panel a Gaussian shaped attractive two-particle interaction is included in first order perturbation theory with different
amplitudes A. For the weaker interaction (middle panel) one can see that the particle dispersion is slowed down by the interaction and in case
of the stronger interaction (right panel) the particle cloud even contracts for small times, before the dispersive effects take over again.
A closer inspection of (47) or (48) shows that the newly de-
fined collective field is not a velocity but a velocity density.
The density enters because the particle position is specified
by the delta distribution. To construct a pure velocity field
one would need to omit the delta distribution, but this comes
at the cost of loosing the position dependence of the velocity
field. Another possibility would be to integrate out the particle
positions. But we aim at constructing an operator expression
and the integral measure d3q j cannot be replaced by functional
derivatives. Thus, it is not possible to define an operator that
extracts only the information of a local velocity field.
It is quite intuitive why this should be so: All microscopic
fields are attached to point particles such that they have the
form of delta distributions. In particular, this is the case for
microscopic velocity (or momentum) fields. In the transition
from the microscopic fields to a collective field, the delta dis-
tribution turns into a number density and the microscopic ve-
locity fields into a velocity density. Hence, introducing the at-
tribute ‘natural’ for fields that can be extracted from the func-
tional by means of a single operator, the simplest natural field
containing velocity information is the velocity density.
Despite this, for notational convenience we define the one par-
ticle velocity operator
Φˆ~u j (t) =
1
m
δ
iδ ~Jp j (t)
. (49)
According to the preceding discussion this operator may never
appear alone. It must always be combined with a one particle
density operator that carries the same particle index or a simi-
lar field containing position information. Later in this chapter
we will introduce the phase space density operator that may
also serve as a companion to the velocity operator.
With this definition the notation of correlators becomes very
transparent. The expectation value for the velocity density
simply reads〈
(ρ~u)(t,~k)
〉
=
∑
j
Φˆ(ρ~u) j (t,~k)Z0[J,K]
∣∣∣∣∣
0
=
∑
j
Φˆρ j (t,~k) Φˆ~u j (t)Z0[J,K]
∣∣∣∣∣
0
(50)
where the brackets (ρ~u) indicate that the particle indices of the
density and velocity operators need to match.
More complex particle properties and the associated collective
fields can also be constructed with the velocity operator. For
example〈
(ρ~u · ~u)(t,~k)
〉
=
∑
j
Φˆ(ρ~u·~u) j (t,~k)Z0[J,K]
∣∣∣∣∣
0
(51)
=
∑
j
Φˆρ j (t,~k) Φˆ~u j (t) · Φˆ~u j (t)Z0[J,K]
∣∣∣∣∣
0
,
and〈
(ρ~u ⊗ ~u)(t,~k)
〉
=
∑
j
Φˆ(ρ~u⊗~u) j (t,~k)Z0[J,K]
∣∣∣∣∣
0
(52)
=
∑
j
Φˆρ j (t,~k) Φˆ~u j (t) ⊗ Φˆ~u j (t)Z0[J,K]
∣∣∣∣∣
0
would yield the squared absolute velocity density and the
stress energy tensor.
Combining more than one natural field, it is now possible to
calculate the ensemble averaged velocity field by
~u(t,~k) =
〈
(ρ~u)(t,~k)
〉〈
ρ(t,~k)
〉 , (53)
where both expectation values must be derived independently.
7B. Equations governing the collisionless gas
The density and velocity operators (16) and (49) define a
doublet of collective fields Φˆ =
(
Φˆρ, Φˆ~u
)
. With the help of
a corresponding source field H =
(
Hρ,H~u
)
those collective
fields are included in the free functional
Z0 [H, J,K] = eiH·Φˆ
∫
dΓi exp
{
i
∫ f
i
dt 〈J(t), x¯(t)〉
}
. (54)
We shall use this functional as a starting point to study how the
microscopic properties of the ensemble translate into the dy-
namic laws of the macroscopic fields, or put differently, how
the time evolution for the density and velocity density fields
follow from the microscopic dynamics. We begin by calculat-
ing the change in time of the density expectation value
∂t
〈
ρ(t,~k)
〉
= ∂t
∑
j
δ
iδHρ j (t,~k)
Z0 [H, J,K]
∣∣∣∣∣
0
= ∂t
∑
j
Φˆρ j (t,~k)Z0 [H, J,K]
∣∣∣∣∣
0
= ∂t
∑
j
∫
dΓi e−i
~k·q¯ j(t) Z∗0 [H, J,K]
∣∣∣∣∣
0
. (55)
If no further operators need to be applied, the source fields can
be set to zero and the generating functional becomes unity.
Then, the only remaining time dependent quantities in this
expression are the positions of the particles q¯ j. For K = 0
their time derivative is
∂t q¯ j
∣∣∣
K=0 = ∂t
(
gqq(t, ti)q
(i)
j + gqp(t, ti)p
(i)
j
)
=
1
m
gpp(t, ti)p
(i)
j =
p¯ j
m
∣∣∣
K=0 , (56)
where the definition of the Green’s function in a classical force
free Hamiltonian system (11) was used. Equation (55) then
reads
∂t
〈
ρ(t,~k)
〉
= −i~k
∑
j
∫
dΓi
p¯ j
m
e−i~k·q¯ j Z∗0 [H, J,K]
∣∣∣∣∣
0
. (57)
The integrand can be identified with the terms the j-th parti-
cle’s velocity and density operators would extract from the
functional. This allows to rewrite the above expression in
terms of operators and finally as the expectation value of the
velocity density field
∂t
〈
ρ(t,~k)
〉
= − i~k
∑
j
Φˆ(ρ~u) j (t,~k)Z0 [H, J,K]
∣∣∣∣∣
0
= − i~k
〈
(ρ~u)(t,~k)
〉
. (58)
While this equation was derived entirely from the microscopic
dynamics it now depends only on the macroscopic fields. Be-
fore commenting further on this equation we want to derive
a similar equation for the evolution of the velocity density
field. Starting again from the time derivative of the expec-
tation value, one can proceed as before: apply the collective
field operators to the free functional, take the time derivative
and rewrite the result in terms of field correlators. This yields
∂t
〈
(ρ~u)(t,~k)
〉
= ∂t
∑
j
δ
iδHρ j (t,~k)
δ
iδH~u j (t)
Z0 [H, J,K]
∣∣∣∣∣
0
= ∂t
∑
j
∫
dΓi e−i
~k·q¯ p¯ j
m
Z∗0 [H, J,K]
∣∣∣∣∣
0
= −i~k
∑
j
∫
dΓi
p¯ j
m
⊗ p¯ j
m
e−i~k·q¯ Z∗0 [H, J,K]
∣∣∣∣∣
0
,
(59)
where ∂t p¯ j = 0 in the absence of external forces was used.
Inserting operators for the integrand, we again arrive at an
equation that entirely depends on macroscopic fields
∂t
〈
(ρ~u)(t,~k)
〉
= −i~k
∑
j
Φˆρ j (t,~k) Φˆ~u j (t) ⊗ Φˆ~u j (t)Z0 [H, J,K]
∣∣∣∣∣
0
= −i~k
〈
(ρ~u ⊗ ~u)(t,~k)
〉
. (60)
A Fourier transform turns equations (58) and (60) into
∂t
〈
ρ(t, ~q)
〉
+ ∂~q
〈
(ρ~u)(t, ~q)
〉
= 0 (61)
∂t
〈
(ρ~u)(t, ~q)
〉
+ ∂~q
〈
(ρ~u ⊗ ~u)(t, ~q)〉 = 0 . (62)
The first equation evidently has the form of a continuity equa-
tion and the second equation is the Jeans equation of a colli-
sionless system.
The two equations above describe the evolution of the macro-
scopic collective fields in the same way as in a classical ap-
proach to kinetic theory. However, within this field theoreti-
cal approach the connection between the microscopic dynam-
ics of each particle and the macroscopic ensemble evolution
becomes much more apparent. Apart from not allowing any
interactions, all assumptions about the microscopic dynamics
entered in (56) when the Green’s functions and their deriva-
tives where specified. Here, the relevant expressions were
∂t gqq(t, ti) = 0, ∂t gqp(t, ti) = gpp(t, ti)/m and gpq(t, ti) = 0.
As long as these assumptions hold, we expect the dynamics of
the macroscopic fields to be described by the continuity and
Jeans equations (61) and (62). If these microscopic properties
would be changed, the associated equations for the macro-
scopic fields could be found easily using the procedure de-
scribed above.
Additionally, this approach to kinetic theory hints at the rea-
son for one of the peculiarities of particle ensembles: While
the trajectory of each individual particle is described by the
perfectly linear Hamilton equations, the equations governing
the evolution of the particle ensemble are non-linear. More
precisely, they are non-linear in the experimental observables:
the density and the velocity fields. As argued above, the ve-
locity is not a natural field, as it cannot be simply extracted
by means of an operator expression from the generating func-
tional. Instead, it must be assembled from two separate corre-
lators
~u(t,~k) =
〈
(ρ~u)(t,~k)
〉〈
ρ(t,~k)
〉 . (63)
8This expression is evidently non-linear. If expressed only in
natural fields – in this case the particle density and the velocity
density – the continuity equation is indeed linear and the same
is true for the Jeans equation. Hence, we expect the source
of the non-linearity to be due to the difference between the
natural collective fields and the observables.
V. INTERACTING THEORY AND THE BBGKY
HIERARCHY
A. Interaction operator
So far, we could associate the microscopic dynamics con-
tained in the free generating functional to the macroscopic
equations of a collisionless system. Once interactions are
turned on, we expect that also the macroscopic evolution
equations are influenced. We will study these effects on the
time evolution of the phase space density instead of the spatial
density field as it enables an easier comparison with conven-
tional theories.
The transition from the free theory to a theory containing in-
teractions can be achieved by applying an interaction operator
to the free functional as described in section II C. As described
in the first chapter, the interaction caused by the one-particle
potentials v(|~q1 − ~q2|) that depend only on the radial distance
from the particle reads
S I = −
∑
(i, j)
∫
dt d3q1 d3q2 v(~q1 − ~q2)B j(t, ~q1) ρi(t, ~q2) , (64)
where (i, j) denotes the sum over i and j with i , j and the
one particle density field ρi(t, ~q) and response field B j(t, ~q) are
defined as
B j(t, ~q) = ~χp j∂~q δd(~q − ~q j(t)) (65)
ρi(t, ~q) = δd(~q − ~qi(t)) . (66)
Inserting Fourier representations for the potential and the two
delta distributions and performing the d3q1 and d3q2 integra-
tions yields
S I = −
∑
(i, j)
∫
dt
d3k
(2pi)3
v(~k)
[
−i~k> ~χp j ei~k·~q j
]
e−i~k·~qi (67)
with ~k the Fourier conjugate to position. For the purpose of
calculating the time evolution of the phase space density un-
der the influence of interactions we want to rewrite the above
expression such that it covers all of phase space
S I = −
∑
(i, j)
∫
dt
d6s
(2pi)6
v(~k)
[
−(2pi)3 δd(~` ) i~k> ~χp j ei~s·~x j
]
e−i~s·~xi ,
(68)
where ~x = {~q, ~p}> is the six dimensional phase space position
with its Fourier conjugate ~s = {~k, ~`}>. The Dirac distribution
δd(~` ) ensures that the previous expression is recovered once
the d3` integration is performed.
In analogy to the density field (16), the exponential functions
can now be identified with the one point phase space density
in Fourier space
f (t, ~s ) :=
∑
i
e−i~s·~xi(t) (69)
and the term in brackets defines a phase space response field
to the potential
D j(t,−~s ) := −(2pi)3 δd(~` ) i~k · ~χp j (t) f j(t,−~s ) . (70)
Replacing all expressions for particle positions and momenta
once again by the respective functional derivatives yields the
one particle operators for the phase space density and the re-
sponse field
Φˆ f j (1) = exp
−i~s>1 δiδ ~J j(t1)
 (71)
ΦˆD j (−1) = −(2pi)3 δd(~`1 )~k>1
δ
δ~Kp j (t1)
exp
i~s>1 δiδ ~J j(t1)
 ,
(72)
where the arguments are henceforth abbreviated as (t1, ~s1) →
(1) and (t1,−~s1)→ (−1).
Also including the operator for the velocity (49) yields a
triplet of collective field operators Φˆ = (Φˆ f , Φˆ~u, ΦˆD) with their
corresponding source fields H = (H f ,H~u,HD).
Finally, the interaction operator reads
Sˆ I = −
∑
(i, j)
∫
d1 v(~k1)
δ
iδHD j (−1)
δ
iδH fi (1)
= −
∑
(i, j)
∫
d1 v(~k1) ΦˆD j (−1) Φˆ fi (1) (73)
with the abbreviation d1 = d6s1/(2pi)6dt1.
There is a subtlety within the definition of the interaction
operator: The response field operator contains a K-derivative
that may interfere with operators applied earlier, as we will
describe in detail later. However, when the expression for
the interaction was turned into an operator by inserting func-
tional derivatives for the phase space positions and auxiliary
fields, those derivatives were only meant to act on the free
functional or terms originating from operators applied earlier.
Consequently, the K derivatives must never act on operators
within the same interaction term.
B. Perturbative approach
To actually apply the interaction operator, the exponential
containing the operator is expanded into a power series
Z[H, J,K] =
∑
n
(iSˆ I)n
n!
Z0[H, J,K] . (74)
9that must be truncated at some order. As demonstrated in the
example, the collective field correlators are again calculated
by applying appropriate functional derivatives to the interact-
ing generating functional the same way as was done in the free
theory. Hence, the n-th order term of the phase space density
correlator reads
〈
f (t, ~s )
〉(n)
=
∑
particles
(−i)n
n!
∫
d1¯ · · · dn¯
(
v(~k1¯) · · · v(~kn¯)
)
(75)
×
[
ΦˆD j1 (−1¯) Φˆ fi1 (1¯) · · · ΦˆD jn (−n¯) Φˆ fin (n¯)
]
× Φˆ fµ (t, ~s )Z0[H, J,K]
where the sum runs over the external particle index µ as well
as all internal particle pairs jn, in with jn , in. Here, the term
‘internal particle index’ or ‘internal field’ is reserved for those
fields and their indices that originate from the interaction oper-
ator and are integrated over, while ‘external field’ or ‘external
particle index’ is used for fields and indices appearing in the
correlator itself.
In the above expression, applying all operators to the func-
tional yields a multitude of terms, especially due to the deriva-
tives with respect to the K source fields contained in the re-
sponse field operator. Those derivatives may not only act on
the free functional but also on the results of earlier operator
applications. Fortunately, most of these terms vanish once the
source fields are set to zero.
The remaining terms can be found with the following consid-
eration: If a response field operator is applied to the free func-
tional, it brings down a J source field due to the K-derivative
acting on the inhomogeneous source term in x¯(t) (Eq. (14)).
Once J is set to zero, this term will vanish unless an additional
derivative with respect to J was applied. The J-derivatives in
turn are contained in the phase space density, response field
and velocity operators. Thus, the non-vanishing terms are ex-
actly those in which each response field operator is paired with
a second field operator. This is in accordance with the physi-
cal meaning of the response field: It characterises the response
of the ensemble to operators applied earlier. Standing alone,
it does not have any physical meaning.
To better understand the physical impact of the response field
operator we want to “contract” it with other fields, i.e. we
want to rewrite the combined operator pairs such that only op-
erators with a self-contained physical meaning remain. This
will also significantly simplify future calculations because the
remaining operators can be applied independently.
Starting with a response field - phase space density pair and
denoting the contraction by a connecting line we get
ΦˆD j (−1) Φˆ fi (2)Z0[H, J,K] (76)
= ΦˆD j (−1)
∫
dΓi e−i~s2·x¯i(t2)Z∗0[H, J,K]
where the phase space density operator was already applied.
By the definition of operator pairs, the K-derivative in the re-
sponse field may only act on the expression that was extracted
by the density operator. Here, the only K-dependence is hid-
den within the x¯i(t2) defined in (14). Its derivative is
δ
δKp j (t1)
x¯i(t2) = −δi j gxp(t2, t1)θ(t2 − t1) (77)
with
gxp(t2, t1) =
(
gqp(t2, t1)
gpp(t2, t1)
)
(78)
a (6×3) dimensional matrix combining two of the free theory’s
Green’s functions. Following from this we get
ΦˆD j (−1) Φˆ fi (2)Z0[H, J,K]
= −i~k>1 (2pi)3 δd(~`1 ) δi j θ(t2 − t1) g>xp(t2, t1) ~s2
×
∫
dΓi ei~s1·x¯ j(t1)e−i~s2·x¯i(t2)Z∗0[H, J,K] . (79)
Rewriting the two exponential functions as phase space den-
sity operators acting on the free functional and dropping the
latter from the notation, the final result of the contraction reads
ΦˆD j (−1) Φˆ fi (2) = −i~k>1 (2pi)3 δd(~`1) δi j θ(t2 − t1) (80)
× g>xp(t2, t1) ~s2 Φˆ f j (−1) Φˆ fi (2) .
Similar calculations for contractions with a velocity field or a
second response field yield
ΦˆD j (−1) Φˆ~ui (2) = −i~k>1 (2pi)3 δd(~`1)
i
m
δi j θ(t2 − t1) (81)
× gpp(t2, t1) Φˆ f j (−1)
ΦˆD j (−1) ΦˆDi (−2) = i~k>1 (2pi)3 δd(~`1) δi j θ(t2 − t1) (82)
× g>xp(t2, t1) ~s2 Φˆ f j (−1) ΦˆDi (−2) ,
where the response field that reappears in the last expression
must be contracted further. Note that both the phase space
density and the response field reappear in the result of their
contractions, while the velocity operator does not due to its
linearity in K. As a consequence, the former two fields may
be part of further contractions but the velocity fields can par-
ticipate only in one. This will become important later.
Some of the contractions vanish once a time ordering is estab-
lished. If a contraction couples a response field to any other
field set later in time, the causal direction is violated and the
term is nullified by the Heaviside functions that appear in (80)
to (82). Also, contractions at equal times are forbidden by the
definition of the interaction operator.
Without loss of generality we can set
t1 ≤ t2 ≤ · · · ≤ tn ≤ t . (83)
Then, the phase space correlator in n-th order perturbation
theory reduces to
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〈
f (t, ~s )
〉(n)
=
∑
particles
(−i)n
n!
∫
d1¯ · · · dn¯
(
v(~k1¯) · · · v(~kn¯)
)
(84)
×
 Φˆ fi1 (1¯) −−−→ΦˆD j1 (−1¯) · · · Φˆ fin (n¯) −−−→ΦˆD jn (−n¯)

× Φˆ fµ (t, ~s )Z0[H, J,K] ,
where the arrows denote a sum over all possible combinations
of contractions with fields to the right. From a physical point
of view, one can support this result by arguing that response
fields characterise the reaction of the ensemble to all events
set earlier in time.
C. Time evolution of the phase space density
Before we proceed to derive the evolution equations of the
phase space density and evolution equations of phase space
correlators, we once more want to emphasise our notation as
it is different from the one conventionally used. Conventional
kinetic theory starts from the N-particle distribution and the
commonly used notation is adapted to that. There, for exam-
ple f (2)(t, ~x1, ~x2) describes the two particle phase space distri-
bution. In this work however, the notation becomes impracti-
cal, as we will need the superscript to describe the order in per-
turbation theory. Also we do not start from the N-particle but
from the one particle phase space distribution. In consequence
we use a notation that is unwieldy in the conventional deriva-
tion but very useful within the field theoretical approach. We
apologise for any confusion this might cause and hope that
the following lines will clarify the relation of the distribution
functions in the two different notations:
conventional notation notation in this work
f (1)(t, ~x1) ⇔ 〈 f (t, ~x1)〉
f (2)(t, ~x1, ~x2) ⇔ 〈 f (t, ~x1) f (t, ~x2)〉
f (3)(t, ~x1, ~x2, ~x3) ⇔ 〈 f (t, ~x1) f (t, ~x2) f (t, ~x3)〉
· · ·
(85)
The derivation of kinetic theory within the field theoretical ap-
proach now starts from the time derivative of the expectation
value for the one point phase space density ∂t
〈
f (t,~k)
〉
.
In the interacting theory, the time derivative acts on the exter-
nal phase space density as well as on all contractions including
it. All internal fields and their contractions only depend on the
times t1, t2, . . . , tn.
In analogy to the time derivative of the density operator (58),
the time derivative of the phase space density written as an
operator equation for K = 0 is found to be
∂t Φˆ fµ (t, ~s ) = −i~k Φˆ( f~u)µ (t, ~s ) (86)
where any external forces were neglected. Using this result,
the time derivative of the contraction (80) is
∂t ΦˆD j (−n¯) Φˆ fµ (t, ~s) = ∂t
(
−i~k>1 (2pi)3 δd(~`1) δ jµ θ(t − tn) g>xp(t, tn) ~s Φˆ f j (−n¯) Φˆ fµ (t, ~s )
)
= − i~k>1 (2pi)3 δd(~`1)
[
δ jµ θ(t − tn) g>pp(t, tn)~k
1
m
Φˆ f j (−n¯) Φˆ fµ (t, ~s )
+ δ jµ θ(t − tn) g>xp(t, tn) ~s Φˆ f j (−n¯)
(
−i~k> Φˆ( f~u)µ (t, ~s )
)
+δ jµ δd(t − tn) g>xp(t, tn) ~s Φˆ f j (−n¯) Φˆ fµ (t, ~s )
]
, (87)
where the three terms arise from the derivative acting on the
Green’s functions, the phase space density and the Heavi-
side function. For the first term the relations ∂t gqp(t, tn) =
gpp(t − tn)/m and ∂t gpp(t, tn) = 0 were used. Identifying the
contractions (80) and (81) we get
∂t ΦˆD j (−n¯) Φˆ fµ (t, ~s ) = −i~k> ΦˆD j (−n¯) Φˆ fµ (t, ~s ) Φˆ~uµ (t) (88)
− i~k> ΦˆD j (−n¯) Φˆ fµ (t, ~s ) Φˆ~uµ (t)
−i~k>1 (2pi)3 δd(~`1) δd(t − tn) ~` Φˆ fµ (t, ~s − ~sn)
where in the last line the constraints from the delta function
were already used to get gqp(0) = 0, gpp(0) = I3 and to com-
bine the two appearing phase space density operators into a
single one
δ jµ δd(t − tn) Φˆ f j (tn,−~sn¯) Φˆ fµ (t, ~s )Z0[H, J,K] (89)
= δd(t − tn) e−i(~s−~sn¯)·x¯µ(t) Z0[H, J,K]
= δd(t − tn) Φˆ fµ (t, ~s − ~sn¯)Z0[H, J,K] .
In (88) the first two terms differ only in their contractions, a
contraction with the density field in the first and with the ve-
locity field in the second term. This contraction pattern is ex-
actly what one would expect from a contraction with a phase
space density flow operator Φˆ( f~u) j (t, ~s ) = Φˆ f j (t, ~s ) Φˆ~u j (t, ~s )
which allows to combine the two terms into a single one that
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contains only natural field operators:
∂t ΦˆD j (−n¯) Φˆ fµ (t, ~s ) = −i~k> ΦˆD j (−n¯) Φˆ( f~u)µ (t, ~s ) (90)
−i~k>1 (2pi)3 δd(~`1) δd(t − tn) ~` Φˆ fµ (t, ~s − ~sn¯) .
In the full interacting phase space correlator (84) more than
one contraction with the external phase space density may oc-
cur. The time derivative then acts on each of these contractions
independently. Now, in principle one would need to distin-
guish between the response field operators that may act on the
newly appearing phase space density flow and those which
act on the phase space density. As argued above, though, a
velocity field can take part only in a single contraction. Con-
sequently, the density flow reduces to the phase space density
after the contraction in (90) and no distinction is necessary.
The second term in (90) arises once for each possible contrac-
tion with the external phase space density and hence n times
in the n-th order perturbation term. As there is no way to
distinguish the different response field operators, those terms
can be combined into a single one by a renaming of variables.
Altogether
∂t
〈
f (t, ~sµ)
〉(n)
=
∑
particles
(−i)n
n!
∫
d1¯ · · · dn¯
(
v(~k1¯) · · · v(~kn¯)
)
×
 Φˆ fi1 (1¯) −−−→ΦˆD j1 (−1¯) · · · Φˆ fin (n¯) −−−→ΦˆD jn (−n¯)

× (−i~k>) Φˆ( f~u)µ (t, ~s )Z0[H, J,K]
+
∑
particles
(−i)(n−1)
(n − 1)!
∫
d1¯ · · · dn − 1
(
v(~k1¯) · · · v(~kn−1)
)
×
 Φˆ fi1 (1) −−−→ΦˆD j1 (−1¯) · · · Φˆ fin−1 (n − 1) −−−→ΦˆD jn−1 (−n − 1)

×
∫
d6sn
(2pi)6
v(~kn¯) i~k>n¯ (2pi)
3 δd(~`n¯ ) i~` Φˆ fin (t, ~sn)
× Φˆ fµ (t, ~s − ~sn¯)Z0[H, J,K] (91)
where the integrand in the last line contains the remainder of
the n-th interaction operator. Notice that in the second term
in , µ because µ = jn was used to arrive at this equation and
in , jn is required by the definition of the interaction operator.
By identifying the two terms with collective field correlators
in perturbation theory we arrive at the simple result
∂t
〈
f (t, ~s )
〉(n)
= −i~k · 〈( f~u)(t, ~s )〉(n) (92)
+i~` ·
∫
d6sn¯
(2pi)6
v(~kn¯) i~kn¯ (2pi)3 δd(~`n¯ )
〈
f (t, ~sn¯) f (t, ~s − ~sn¯)〉(n−1)
where the dot denotes a scalar product. A Fourier transform
back into phase space turns this into
∂t
〈
f (t, ~x )
〉(n)
= −∂~q 〈( f~u)(t, ~x )〉(n) (93)
+
∫
d6xn¯
[
∂~q v(~q − ~qn¯)
]
· ∂~p 〈 f (t, ~xn¯) f (t, ~x)〉(n−1) .
The first term is a common convection term that describes how
the phase space density is carried around by the macroscopic
phase space flow. The second term contains a two point phase
space correlator that characterises how the phase space density
is altered by interactions with all other phase space points.
To solve this differential equation, another equation describing
the time evolution of the two point phase space correlator is
needed. Such an equation can be derived with the tools given
above. We get
∂t
〈
f (t, ~s1) f (t, ~s2)
〉(n)
=
〈[
∂t f (t, ~s1)
]
f (t, ~s2)
〉(n) (94)
+
〈
f (t, ~s1)
[
∂t f (t, ~s2)
]〉(n)
Each of the time derivatives acting on a phase space correla-
tor is now described by (91) as neither the presence of the
second external field nor its contractions interfere with the
time derivative or any of the combinatorics. Only some care
must be taken regarding the particle indices. For the two ex-
ternal fields let the particle indices be µ1 and µ2 with µ1 , µ2.
The additional external index in¯ appears in the second term of
∂t f (t, ~s1) with in¯ , µ1 again required by the calculation lead-
ing up to this expression. Now, two cases remain, µ2 , in¯ and
µ2 = in¯. The first yields three independent phase space den-
sity operators and hence a three point correlator. In the second
case the two operators with matching particle indices can be
combined into a single one as demonstrated in (89):
δµ2in¯ Φˆ fµ2 (t, ~s2) Φˆ fin¯ (t, ~sn¯) = Φˆ fµ2 (t, ~s2 + ~sn¯) . (95)
With a similar distinction for the second term in (94), the time
derivative of the two point phase space correlator finally reads
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∂t〈 f (t, ~s1) f (t, ~s2)〉(n) = − i~k1 · 〈( f~u)(t, ~s1) f (t, ~s2)〉(n) (96)
+ i~`1 ·
∫
d6sn¯
(2pi)6
v(~kn¯) i~k>n¯ (2pi)
3 δd(~`n¯ )
〈
f (t, ~s1 − ~sn¯) f (t, ~s2 + ~sn¯)〉(n−1)
+ i~`1 ·
∫
d6sn¯
(2pi)6
v(~kn¯) i~k>n¯ (2pi)
3 δd(~`n¯ )
〈
f (t, ~sn¯) f (t, ~s1 − ~sn¯) f (t, ~s2)〉(n−1)
− i~k2 · 〈 f (t, ~s1) ( f~u)(t, ~s2)〉(n)
+ i~`2 ·
∫
d6sn¯
(2pi)6
v(~kn¯) i~k>n¯ (2pi)
3 δd(~`n¯ )
〈
f (t, ~s1 + ~sn¯) f (t, ~s2 − ~sn¯)〉(n−1)
+ i~`2 ·
∫
d6sn¯
(2pi)6
v(~kn¯) i~k>n¯ (2pi)
3 δd(~`n¯ )
〈
f (t, ~sn¯) f (t, ~s1) f (t, ~s2 − ~sn¯)〉(n−1) ,
with its Fourier transformation back into phase space
∂t〈 f (t, ~x1) f (t, ~x2)〉(n) = − ∂~q1 ·
〈
( f~u)(t, ~x1) f (t, ~x2)
〉(n) (97)
− ∂~q2 ·
〈
f (t, ~x1) ( f~u)(t, ~x2)
〉(n)
+
[
∂~q1v(~q1 − ~q2)
]
· ∂~p1
〈
f (t, ~x1) f (t, ~x2)
〉(n−1)
+
[
∂~q2v(~q2 − ~q1)
]
· ∂~p2
〈
f (t, ~x1) f (t, ~x2)
〉(n−1)
+
∫
d6xn¯
[
∂~q1v(~q1 − ~qn¯)
]
· ∂~p1
〈
f (t, ~xn¯) f (t, ~x1 − ~xn¯) f (t, ~x2)〉(n−1)
+
∫
d6xn¯
[
∂~q2v(~q2 − ~qn¯)
]
· ∂~p2
〈
f (t, ~xn¯) f (t, ~x1) f (t, ~x2 − ~xn¯)〉(n−1) .
The first two terms are again convection terms describing
the transport of the phase space density at the two phase
space points separately. The next two terms include the
momentum changes due to forces between the two phase
space points. Finally, the last two terms describe the impact
of the remaining phase space distribution on the evolution
of the phase space density at the two points. Here, the three
point correlator appears and a third equation describing its
time evolution is needed to complete the system of differential
equations (93) and (97). The time evolution of the three point
correlator can again be calculated, however, in this equation
the four point correlator appears. It is tedious but not hard to
convince oneself – by taking time derivatives of ever higher
correlators – that this iteration indeed continues: The time
evolution of a phase space correlator always involves terms
that depend on the next higher correlator.
Thus an infinite hierarchy of partial differential equations
unfolds. In classic kinetic theory it is known as the BBGKY
hierarchy (named after Born, Bogoliubov, Green, Kirkwood
and Yvon). In fact the first two equations (93) and (97) of
the hierarchy agree up to a summation convention with the
equation for the BBGKY hierarchy derived in Lifschitz and
Pitajewski using a traditional approach.
D. Truncation criterion
In contrast to the classical derivation of the BBGKY hier-
archy, within this field theoretical approach a truncation crite-
rion is already contained within the theory. To see this, we re-
turn to the equations for the time evolution of the phase space
density in n-th order perturbation theory (93). The two-point
correlator appears only in the (n−1)-st order perturbation the-
ory – reduced by one order. This is repeated in the time evolu-
tion of the two point correlator (97): the three point correlator
is again reduced by one order in perturbation theory and so
on for each further step up the hierarchy. Once the 0th or-
der is reached only convection terms and no higher correla-
tors appear in the evolution equation and thus the hierarchy
ends. This shows how the truncation criterion is directly re-
lated to the initial order in perturbation theory. Starting from
n-th order corresponds to a truncation after the (n+ 1)-st point
correlator.
In the free theory in particular, the hierarchy already ends af-
ter the expectation value for the one point phase space density.
This is the assumption used classically to arrive at the conti-
nuity and Jeans equation. And indeed, in chapter IV B of this
paper we managed to relate the free theory to a collisionless
gas ensemble governed by those equations.
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VI. CONCLUSION
For an ensemble of classical particles in Euclidean space,
we used the non-equilibrium statistical field theory approach
introduced by Mazenko and Das and Mazenko [1–4] to di-
rectly relate the microscopic ensemble properties to the evolu-
tion equations of macroscopic quantities. For non-interacting
particles described by the free generating functional, we found
the evolution equations for the density and velocity density
fields to be the continuity and Jeans equations of a collision-
less gas. Here, the macroscopic evolution equations follow
from very straightforward calculations, in which especially
the transitions between the microscopic to macroscopic en-
semble properties become transparent.
From our derivations we also attempted to explain why those
macroscopic evolution equations show non-linearities even
though the underlying microscopic equations are perfectly lin-
ear. We saw that this is caused by a difference between natural
collective fields and observables.
Leaving the collision-less ensemble, we investigated a gener-
ating functional containing a distance dependent two-particle
interaction potential in a canonical perturbation series. Here,
we found the time evolution of the one point phase space
density to depend on a two point phase space density corre-
lator. The time evolution of this correlator in turn depends
on the three point correlator and so on. In other words, we
derived the Bogoliubov-Born-Green-Kirkwood-Yvon hierar-
chy (BBGKY hierarchy) within the framework of the non-
equilibrium statistical field theory (equations 93 and 97). To
do so, we did not need to start from the N-particle phase space
distribution as is the case in the conventional approach. In-
stead, this field theoretical approach allows to directly calcu-
late the evolution equation for the one point phase space dis-
tribution.
We also found that a truncation criterion for the hierarchy is
directly related to the order in perturbation theory.
This establishes a link between the conventional and the field
theoretical approach to kinetic theory which allows to better
understand the new field theoretical access and might also
serve as a starting point to further investigate kinetic theory.
For example, conventionally, it seems impossible to describe
the properties of an ensemble for which the BBGKY hierarchy
was not truncated after the second or maybe the third level.
The system of coupled differential equations simply becomes
too complex to solve. However, within the field theoretical
approach it is possible to go to ever higher orders in pertur-
bation theory and extract the ensemble’s statistical properties
without ever needing to solve those differential equations.
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Appendix A: Familiar form of the Jeans equation
The time evolution of the velocity density was derived in
section IV B to read
∂t
〈
(ρ~u)(t, ~q)
〉
+ ∂~q
〈
(ρ~u ⊗ ~u)(t, ~q)〉 = 0 . (A1)
This equation can be brought into a more familiar form by
adding a zero
∂t
〈
(ρ~u)
〉
+ ∂~q
[〈
(ρ~u ⊗ ~u)〉 − 〈ρ~u〉 ⊗ 〈ρ~u〉〈ρ〉
]
(A2)
+ ∂~q
〈
ρ~u
〉 ⊗ 〈ρ~u〉
〈ρ〉 = 0
and identify the terms in the bracket with the microscopic ve-
locity dispersion tensor
σ2 :=
〈
(ρ~u ⊗ ~u)〉 − 〈ρ~u〉 ⊗ 〈ρ~u〉〈ρ〉 = 〈(ρ~umic ⊗ ~umic)〉 . (A3)
The two remaining terms can be rewritten in the following
way
∂t
〈
(ρ~u)(t, ~q)
〉
= ∂t
(
〈ρ〉
〈
(ρ~u)(t, ~q)
〉
〈ρ〉
)
(A4)
= 〈ρ〉 ∂t
( 〈
(ρ~u)(t, ~q)
〉
〈ρ〉
)
+
〈
(ρ~u)(t, ~q)
〉
〈ρ〉 ∂t 〈ρ〉
∂~q
〈
ρ~u
〉 ⊗ 〈ρ~u〉
〈ρ〉 =
(〈
ρ~u
〉 · ∂~q) 〈ρ~u〉〈ρ〉 +
〈
ρ~u
〉
〈ρ〉
(
∂~q · 〈ρ~u〉) . (A5)
Inserting those expressions in (A2) and using the continuity
equation (61) to cancel two of the terms finally yields
〈ρ〉 ∂t
〈
(ρ~u)
〉
〈ρ〉 +
(〈
ρ~u
〉 · ∂~q) 〈ρ~u〉〈ρ〉 + ∂~q σ2 = 0 , (A6)
which has the familiar form of the Jeans equation for a
collision-less gas.
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