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Abstract—The proximal gradient algorithm is a popular itera-
tive algorithm to deal with penalized least-squares minimization
problems. Its simplicity and versatility allow one to embed non-
smooth penalties efficiently. In the context of inverse problems
arising in signal and image processing, a major concern lies
in the computational burden when implementing minimization
algorithms. For instance, in tomographic image reconstruction,
a bottleneck is the cost for applying the forward linear operator
and its adjoint [1], [2]. Consequently, it often happens that these
operators are approximated numerically, so that the adjoint
property is no longer fulfilled. In this paper, we focus on the
proximal gradient algorithm stability properties when such an
adjoint mismatch arises. By making use of tools from convex
analysis and fixed point theory, we establish conditions under
which the algorithm can still converge to a fixed point. We
provide bounds on the error between this point and the solution
to the minimization problem. We illustrate the applicability of
our theoretical results through numerical examples in the context
of computed tomography.
Index Terms—Proximal gradient algorithm, adjoint mismatch,
convergence analysis, fixed point methods, image reconstruction,
computed tomography.
I. INTRODUCTION
Inverse problems appear in various fields of science and
engineering. Linear inverse problems stem from observation
models of the form:
y = Hx + b, (1)
where y ∈ RM is the vector of observed data, x ∈ RN is
the unknown signal, H ∈ RM×N is a linear operator, and
b ∈ RM is a noise term. The aim is then to recover an
estimate of x given H and y. The fact that H is usually
poorly conditioned makes the inverse problem solution very
sensitive to noise. An efficient strategy of resolution is to
recast the problem as the minimization of a sum of two terms:
a data fidelity term and a penalization term. When the data
fidelity term is quadratic, the problem falls into the class of
penalized least-squares minimizations. A very simple way for
minimizing such a composite cost function is the proximal
gradient algorithm (PGA) [3], which is an instance of the
forward-backward algorithm [4]. The basic idea behind this
scheme is to alternate an explicit step of gradient descent on
the data fidelity term with an implicit proximity step on the non
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necessarily smooth penalization term. The observation matrix
H and its adjoint H> are involved in the computation of the
gradient step. In practical implementations of PGA, it may
however happen that the adjoint of the forward operator H
is purposefully replaced by an approximation of it, denoted
hereafter by K ∈ RN×M .
For instance, approximation of the adjoint operator occurs in
large scale tomographic imaging [5], as practiced in industrial
non-destructive testing and diagnostic medical imaging [6],
[7]. The acquisition pipeline consists in rotating an X-ray
source and a detector around an object of interest. The forward
operation is named the projector and its adjoint, the backpro-
jector. These operators are acting in a continuous domain, and
their discretization is not straightforward because the sampling
rate on a Cartesian grid is not constant by rotation. Accuracy
is increased when the discretization is performed at a high
sampling rate, at the price of a high computation burden.
Symmetric projection/backprojection pairs are available but
they rely on advanced interpolation schemes and are not GPU-
friendly [8], [9]. Thus, in practice, while oversampling in
the image domain is performed and leads to an accurate
projection operator, the discretization of the backprojector
is often simplified, resulting in an adjoint mismatch [10],
[11]. Hence, instabilities are expected in the convergence of
the reconstruction algorithm, as errors may accumulate over
iterations [12].
Recently, several authors have investigated convergence
conditions for specific forms of PGA in the presence of adjoint
mismatch and the impact over the asymptotic solution [5],
[13], [14]. These works focus on the case when the cost
function is a least-squares term without any regularization,
PGA being then reduced to a linear iteration. Among them,
[13] gave conditions of convergence in the finite dimensional
case without regularization, generalizing the earlier work of
[5]. They later proposed in [14] a modification of the iterative
scheme to ensure convergence despite the mismatch. The
approach followed in the analysis of [13] could be extended
in a direct manner to the case when the regularization term is
a quadratic function too. However, up to our knowledge, the
effect of an adjoint mismatch on PGA convergence, in the case
of a more generic prior associated with a nonlinear proximal
operator, has never been studied. We can only mention the
work in [15] that addresses adjoint mismatch in a least-squares
problem reformulated as a set linear constraints, and therefore
does not rely on a proximal gradient-based scheme.
In this paper, we provide the first analysis of PGA in the
presence of adjoint mismatch, when solving a penalized least-
squares problem. In Section II, we give necessary conditions
to preserve the convergence of PGA with an adjoint mismatch.
Furthermore, we study how this mismatch converts into a
discrepancy between the fixed point of the algorithm and the
“true” minimizer of the original objective function. Finally,
a numerical example arising from computed tomography is
provided in Section IV. Section V concludes this work.
II. OPTIMIZATION BACKGROUND
A. Notation and definitions
In this paper, the underlying signal space is the N -
dimensional Euclidean space RN endowed with the standard
scalar product 〈·, ·〉 and the norm ‖·‖. Moreover, |||L||| denotes
the spectral norm of squared matrix L and KerL designates
its nullspace. The class of functions which are proper, convex,
lower-semicontinuous on RN and take values in R ∪ {+∞}
is denoted by Γ0(RN ). For every g ∈ Γ0(RN ), dom g is the
domain of g and ∂g is the subdifferential of g. If x ∈ RN , the










We say that f : RN 7→ RN is coercive if
lim
‖x‖→+∞
f(x) = +∞ (3)
A key property to ensure the convergence of PGA is the
cocoercivity of the involved gradient operator or of its ap-
proximation. Let us recall that operator A : RN → RN is η-
cocoercive with η ∈ [0,+∞[ if, for every (x,y) ∈ (RN )2,
η‖Ax−Ay‖2 6 〈x− y, Ax−Ay〉. (4)
B. Proximal gradient algorithm for the penalized least-
squares criterion
To find an estimate of x, defined in (1), we focus on solving





‖y −Hx‖2 + g(x) + κ
2
‖x‖2, (5)
where g ∈ Γ0(RN ) is a suitable possibly non-smooth regular-
ization function and κ ∈ [0,+∞[. When κ > 0, the objective
function in (5) is strongly convex and we deal with an elastic
net-like penalization [17]. For optimization problem (5), PGA







where x0 ∈ RN is the initial estimate, (θn)n∈N ∈]0, 1] are
relaxation parameters and γ ∈ ]0,+∞[ is the gradient step
size. An instance of this algorithm is the well-known iterative
soft-thresholding algorithm (ISTA), obtained when κ = 0
and g is the `1 norm used to promote the sparsity of the
resulting solution [18]–[20] (see [21] for extensions to other
regularization functions).
If θn ∈ [ε, 1] with ε ∈]0, 1[ and γ ∈]0, 2/(|||H|||2 + κ)[, the
sequence (xn)n∈N generated by Algorithm (6) converges to a
solution to Problem (5) when such a solution exists [4], [19],
[22]. Note that, although there exist variants of PGA which
use an iteration dependent step size, we will assume for the
sake of simplicity that the step size remains fixed.
III. ADJOINT MISMATCH
A. Mismatched algorithm
As mentioned earlier, in some practical implementations, the
adjoint H> is approximated by an operator K. This leads to







We propose to analyze the convergence properties of Algo-
rithm (7), by relying on fixed point theory. To this end, we
introduce operator
Tγ : RN → RN
x 7→ proxγg((1− γκ)x− γK(Hx− y)) (8)
with γ ∈ ]0,+∞[. This operator will play a key role in
the characterization of the limit points of (7). We will show
that the convergence of Algorithm (7) is guaranteed under
cocoercivity conditions on matrix L = KH + κId .
B. Regularity of the modified gradient descent operator
When K 6= H>, the main difficulty is that the operator
κId + K(H · −y) is no longer guaranteed to be the gradient
of the smooth part of our objective function. We however
give conditions under which it remains a cocoercive operator,
thus allowing to preserve a stable behavior of the iterative
scheme (7). The following result can be established:
Proposition III.1 Let λmin (resp. λmax) be the minimum
(resp. maximum) eigenvalue of (L + L>)/2. Let λ+min be
the minimum positive eigenvalue of (L + L>)/2 and let
β = |||L− L>|||/2.









if dim(Ker(L + L>)) = dim(KerL)
1/λmax if β = 0.
(ii) If λmin > 0, then L is cocoercive with constant
η =
2
|||(Id + (L− L>)(L + L>)−1)(L + L>)1/2|||2
.
Remark III.2 A simple condition for ensuring that λmin is
positive is to choose κ > −λ̃min where λ̃min is the minimum
eigenvalue of (KH+H>K>)/2. In this case, λ+min = λmin >
0, while Ker(L + L>) and KerL reduce to the null space.
C. Fixed points
Although our mismatched PGA may no longer minimize
an objective function, it still converges to a fixed point under
suitable conditions. It is easy to check that the fixed points
of iteration (7) are those of operator Tγ . We now provide
conditions ensuring that such a set of fixed points FixTγ is
non empty and reduces to a singleton.
Proposition III.3
(i) Let γ ∈ ]0,+∞[ and let x̃ ∈ RN . We have x̃ ∈ FixTγ if




∣∣ 0 ∈ K(Hx− y) + ∂g(x) + κx}. (9)
(ii) If λmin > 0, then F is a closed and convex set.
(iii) Assume that L is cocoercive. F is nonempty if one of the
following condition holds:
a) dom ∂g = RN and
x 7→ 1
2
〈x | Lx〉+ g(x) (10)
is coercive;
b) dom g is bounded.
(iv) In addition, F is a singleton if λmin > 0 and one of the
following condition holds:
d) λmin 6= 0;
e) g is strongly convex.
Eq. (9) highlights the fact that any fixed point of Tγ is a
solution to an equilibrium rather than satisfies some optimality
condition.
Furthermore, when the conditions in Remark III.2 are met,
the above result guarantees the existence of a unique fixed
point x̃ for Tγ , which can be viewed as an approximation to
the minimizer of Problem (5). We now quantify the distance
between these vectors.
Proposition III.4 Let x̂ be the minimizer of Problem (5). Let
ν ∈ [0,+∞[ be the strong convexity modulus of g. Either
ν > 0 or λmin 6= 0. The following upper bound on the error
incurred by the mismatch holds:
‖x̃− x̂‖ 6 χ |||H> −K||| ‖Hx̂− y‖ (11)
where χ = (ν + 2λmin)−1.
The resulting upper bound on the error is thus proportional to
the product of the norm of the mismatch on the adjoint and
the norm of an approximation of the noise in the observation
model. When κ is large, the distance to the ”true” minimizer
is smaller but the obtained solution becomes more biased with
respect to the ground truth.
D. Convergence result
The convergence of the mismatched PGA follows from
standard results concerning the forward-backward algorithm
for solving monotone inclusion problems [16]:
Proposition III.5 Assume that L is η-cocoercive. Let γ ∈
]0, 2η[ and δ = 2−γ/(2η). Let (θn)n∈N be a sequence in [0, δ]
such that
∑
n∈N θn(δ−θn) = +∞. Suppose that F 6= ∅. Then
the sequence (xn)n∈N generated by Algorithm (7) converges
to a point x̃ ∈ F .
If L is self-adjoint positive semidefinite (i.e. β = 0 and
λmin > 0), then λmax = |||L||| and Propositions III.1 and
III.5 provide 2/|||L||| as a strict upper bound on step size γ
in order to guarantee the convergence of the algorithm. This
recovers the classical upper bound on the step size value for
the algorithm (7) in the special case when K = H>.
IV. APPLICATION TO TOMOGRAPHIC RECONSTRUCTION
A. Problem statement
We now illustrate our theoretical results through an example
of tomographic image reconstruction in fan-beam geometry
with a truncated field of view. This acquisition model arises
for instance in medical application for image-guidance in
interventional radiology and surgery, where the detector has
a limited size and truncation is unavoidable when scanning
large body parts such as the abdomen. For such an under-
determined inverse problem, iterative reconstruction methods
have proven their superiority over filtered backprojection [23].
In observation model (1), H is the projection matrix, y
represents the tomographic measurements, x is a phantom,
and b an additive i.i.d. Gaussian noise drawn from N (0, 0.2).
To quantify the error introduced by K, we compute δ as the
average over 20 realizations of the ratio 〈Hu,v〉/〈u,Kv〉
with (u,v) uniformly sampled in ([0, 1]N )2. The farther δ
from 1, the farther K from H>.
B. Implementation
(a) K (b) H>
Fig. 1: Zoom on the backprojection of a uniform view
We consider a grid of N = 128 × 128 pixels sampling
a geometrical abdomen phantom (values between 0.036 and
1.5). The source-to-object distance and the source-to-image
distance were respectively set to 180 pixels and 270 pixels.
Fig. 2: Decay of the error along iterations for Algorithms (6) and (7) and two
choices of κ parameter.
Fig. 3: Original phantom (top left), and reconstruction results using Algorithm
(7) with κ1 (top right), Algorithm (6) with κ2 (bottom left) and Algorithm
(7) with κ2 (bottom right).
The detector has 128 bins of size 0.53 pixels. We simulated
90 projections at uniformly spaced angular positions within
interval [0°, 180°], so that M = 90×128. This simulation was
performed with the ASTRA Toolbox [24] on Matlab, which
allows the explicit computation of matrices H and K. ASTRA
GPU implementation of the projector and backprojector is
such that the operators are not matched: the backprojector
is pixel-driven [25] as it is always the case in analytical
reconstruction approaches, whereas the projector is ray-driven
[26]. Matrix H was computed using ASTRA line-length ray
driven projector [27] and K was generated using a pixel-driven
backprojector, which led to δ = 1.0076. In our settings, H>
contains 1.0778% nonzero elements whereas this percentage
decreases to 0.89% for K. Figure 1 shows the backprojec-
tion of constant measurements at a single angle using either
H> or K.
An estimate of x is obtained by adopting a compressed sensing
approach [28]–[30]. More precisely, we solve the penalized
least squares problem (5) with g = λ‖W · ‖1, W being the
Symlet 2 wavelet transform, and λ > 0 the regularization
parameter. We ran algorithms (6) and (7), for two choices of
κ. With value κ = κ1, L is not cocoercive, while with value
κ = κ2, L becomes cocoercive, and thus the convergence
of scheme (7) is ensured. In practice, we computed the
smallest negative eigenvalue λ̃min of the symmetric matrix
(KH+H>K>)/2. Then κ2 was chosen slightly greater than
|λ̃min| so that λmin > 0, while κ1 is taken as a small value not
satisfying this requirement. Altogether, we have κ1 = 0.01,
κ2 = 6.5, λ = 0.45, θn ≡ 1, and γ = 1.9/(|||H|||2 + κ).
The stopping precision on the relative distance between
two consecutive iterates is 10−7 and the maximum number
of iterations is 104.
C. Results
Figure 2 displays the reconstruction error ‖x − xn‖ with
respect to the iterations when applying either Algorithm (6) or
(7). The plots confirm that, with value κ1, PGA only converges
when the exact adjoint H> is used but diverges when using K,
as was expected from our theoretical analysis. More precisely,
in the latter case, Algorithm (7) shows an initial convergence
trend that reaches a minimum discrepancy point close to the
minimizer obtained with H> before diverging. Nevertheless
it would be difficult for the user to know when to stop the
iterations so as to obtain this intermediary good solution. For
value κ2, both (6) and (7) converge to fixed points that are
close to each other, again confirming our theoretical analysis.
The corresponding reconstruction errors are 0.3512 and 0.3625
respectively. Note that PGA without mismatch requires less
iterations to reach convergence than PGA using K.
The reconstructed solutions are shown on Figure 3. We also
computed the signal-to-noise ratio (SNR) over a central region
of interest of 10 × 10 pixels. When value κ2 is used, the
reconstructed image obtained with K (SNR = 25.06 dB) looks
almost the same as the image obtained without mismatch (SNR
= 26.02 dB). In contrast, value κ1 yields a reconstruction with
K that is deteriorated by artifacts and a lower SNR (SNR
= 22.32 dB) compared to the solution given by H> (SNR
= 24.41 dB). In a nutshell, as soon as the convergence of
PGA is ensured, an unmatched projector/backprojector pair
gives a similar reconstruction quality than the matched pair but
may lead to a slower convergence. Let us emphasize that, in a
practical context, the decrease of the convergence rate would
be compensated by a reduced computation cost for operator K.
V. CONCLUSION
In this paper, we have presented necessary conditions to en-
sure the convergence of the proximal gradient algorithm when
the adjoint of the linear operator involved in the differentiable
part of the cost function is not fully computed but approxi-
mated. We have characterized the distance between the final
solution and the solution to the original optimization problem.
The technical conditions we obtained reconcile theory with
practical implementations of PGA iteration in the context of
X-ray tomographic imaging. A natural extension to this work
will be to mitigate convergence instabilities when the adjoint
operator is obtained by simplifying the physical model of the
forward operator, as happens for instance in the context of
SPECT imaging [5], [31].
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