Abstract. The aim of this survey paper is to give an updated overview of results on low discrepancy sequences obtained via Atanassov's methods. These methods first initiated for Halton sequences have been later on extended to generalizations of these sequences and to (t, s)-sequences, the other well known family of low discrepancy sequences, including polynomial arithmetic analogues of Halton sequences.
Introduction
Halton sequences and their more or less empirical scramblings by means of permutations are a popular family of low discrepancy sequences (see the end of this section). Their relevance in practical settings has been confirmed by various authors over the years (see [9] for a survey). But it is the remarkable discovery of Atanassov [1] that has renewed their interest from a theoretical point of view: thanks to a new approach using an argument of diophantine geometry, Atanassov has been able to divide by a factor s! the previous constant c s in the leading term of discrepancy estimates for Halton sequences. Further, in the same paper [1] , Atanassov carries out a new significant breakthrough for a special class of scrambled Halton sequences that involves deep periodicity properties of these sequences. Together, these two approaches are now referred to as Atanassov's methods. Following their careful analysis of Atanassov's paper in [35] , Fau re, Lemieux and Wang [14] have been able to extend his methods to linear scramblings of Halton sequences (by means of non singular lower triangular matrices) and, in the end, to (t, s)-sequences, the other famous family of low discrepancy sequences. Later on, Faure and Lemieux [11] have obtained a significant improvement of the constant c s for (t, s)-sequences in even bases with a refinement of Atanassov's method for such bases. All these extensions and improvements already show the adaptability of Atanassov's methods. Finally, last but not least, new developments by Tezuka in [34] -on the discrepancy of polynomial arithmetic analogues of Halton sequences and generalized Niederreiter sequences (see [32] ) -add up a new scope to the fruitful contribution of Atanassov in the area of low discrepancy sequences.
This survey is organized as follows: Section 2 is devoted to Halton sequences and their extensions, Section 3 to (t, s)-sequences and Section 4 to generalized Niederreiter sequences and polynomial analogues of Halton sequences, in each case within the framework of Atanassov's methods.
We end the introduction with the notion of discrepancy that will be used throughout the paper. Various notions exist but here we only consider the so-called extreme discrepancy, which corresponds to the worst case error in the domain of complexity of multivariate problems. Let I s = [0, 1) s and let be given a point set P N = {X 1 , . . . , X N } ⊂ I s and an interval J of I s of the form J = It is well known that D * (P N ) ≤ D(P N ) ≤ 2 s D * (P N ). For an infinite sequence X, we denote by D(N, X) and D * (N, X) the discrepancies of its first N points. Note that several authors have a 1/N factor when defining the above quantities. A sequence satisfying D * (N, X) ∈ O((log N ) s ) is typically considered to be a low-discrepancy sequence. But the constant hidden in the O notation needs to be made explicit to make comparisons possible across sequences. This is achieved in many papers with an inequality of the form A common approach to compare low-discrepancy sequences is to assume the second term above can be neglected and to study the behavior of the constant c s as a function of s, i.e., people consider the asymptotic behavior of the sequence as N goes to infinity.
Atanassov's methods for Halton sequences 2.1 Review of Halton sequences
Halton sequences are s-dimensional sequences, with values in the hybercube I s . They are obtained using one-dimensional van der Corput sequences in base b for each coordinate, but in order to have good distribution properties, it is necessary to choose pairwise coprime bases, the simplest choice being to take the first s primes. So, let us first recall the definition of a van der Corput sequence in base b, denoted S b : Its nth term (n ≥ 1) is defined as
where a r (n) is the r-th digit of the b-adic expansion of
where the b i 's, for i = 1, . . . , s, are pairwise coprime.
A one-dimensional generalized van der Corput sequence [5] is obtained first by choosing a sequence Σ = (σ r ) r≥0 of permutations of Z b = {0, 1, . . . , b − 1}. Then, the nth term of the sequence is defined as
If the same permutation σ is used for all digits, i.e., if σ r = σ for all r ≥ 0, then we use the notation S σ b to denote S Σ b . The van der Corput sequence in base b defined in (2.1) is obtained by taking σ r = id for all r ≥ 0, where id stands for the identity permutation over Z b .
A generalized Halton sequence [7] is defined by choosing s sequences of permutations Σ i = (σ i,r ) r≥0 , i = 1, . . . , s, and then by defining the nth point X n ∈ I s of the sequence as
where the b i 's are pairwise coprime bases and the sequences Σ i (1 ≤ i ≤ s) satisfy σ i,r (0) = b i − 1 for infinitely many r. In applications, the bases b i are usually chosen as the first s prime numbers. In this case, we denote the ith base as p i instead of b i .
Review of previous bounds for the discrepancy of Halton sequences
This subsection describes results that have been established on Halton sequences since their introduction in 1960 and before the major breakthrough of Atanassov. To avoid confusions, we will denote the original Halton sequences as in (2.1) by H, the generalized Halton sequences as in (2.2) by GH and the so-called modified Halton sequences constructed by Atanassov as HA (see (2.7) below). We can already observe that these HA sequences are a special case of GH sequences.
It was first Meijer [19] who improved a loose bound of Halton [15] to the inequality
Next, Faure [4, 6] further improved the bound to
rewritten later with another proof by Niederreiter [23, p. 29] as (with the same c s )
Finally, Faure [7] remarked that his proof in [4] extends easily to GH sequences. But the major theoretical improvement goes back to Atanassov [1, Theorem 2.1], with a completely different proof.
Atanassov's methods applied to Halton sequences
In his paper [1] , Atanassov introduces in fact two new methods concerning Halton sequences H and their generalizations GH, hence the plural for methods. The first one, based on an argument of diophantine geometry coupled with a specific signed splitting technique, makes the constant c s in (1.1) smaller by a factor s! compared to the previous bound (2.3), a major improvement. The second method, much more elaborated, leads to a new important improvement for a class of generalized Halton sequences based on specific periodicity properties of these sequences. We present these results in the following Theorems 2.1 and 2.4. Then, we will give the main ingredients for the proof of Theorem 2.1 so as to present Atanassov's first method which is the backbone of all other extensions and generalizations obtained until now. To save room, we will postpone details for the proof of Theorem 2.4 to the next subsection within the framework of Halton sequences scrambled with matrices.
Theorem 2.1 (Atanassov). For any integer N ≥ 1, the discrepancy of Halton sequences satisfies
4) where u is 0 when all numbers b i are odd, and
if b i is the even number among them.
Therefore estimate (1.1) holds with constant
By making the constant c s smaller by a factor s!, it is now going to 0 as s goes to infinity, whereas previously it was tending to infinity super-exponentially! Moreover, as for the preceding bounds, it is easy to extend this last result to generalized Halton sequences GH. From now on, we will use the value of c s given by (2.5) for GH sequences and denote it c s (GH Finding sets of admissible integers is not a difficult task and amounts to solving integer linear systems. Many choices are possible and lists have been provided, see for instance [2] and [9] .
With the help of admissible integers, Atanassov defines his modified Halton sequence HA as follows: For each coordinate i (1 ≤ i ≤ s), let T i = (τ i,r ) r≥0 be the sequence of permutations of Z p i defined by
where k 1 , . . . , k s are admissible integers for the prime numbers p 1 , . . . , p s . Then, the modified Halton sequence HA associated with admissible integers k 1 , . . . , k s is the generalized Halton sequence (as defined in (2.2)):
This special choice of permutations T i leads to the best bounds found until now for generalized Halton sequences:
Theorem 2.4 (Atanassov). For any integer N ≥ 1, the discrepancy of modified Halton sequences HA satisfies the following bound, where
The proof of this result is very long and difficult to follow. In the technical report [35] , we checked carefully each step of the proof and provided three alternative proofs for an important intermediary result (Prop. 4.1 in [1] ) whose proof contains a little inaccuracy. As announced above, we will give some hints in the next subsection.
After rewriting, Atanassov took out the leading constant c s as in (1.1), the remaining terms from (2.8) being collected in the complementary term O((log N ) s−1 ) in (1.1), thus getting: 
This lemma is a direct consequence of the so-called elementary interval property satisfied by Halton sequences. An elementary interval in bases b 1 , . . . , b s is an interval of the form [30, p. 9] where, as far as we know, this term appears for the first time concerning Halton sequences. Then, thanks to the Chinese remainder theorem, for any integer k ≥ 0, any elementary interval contains exactly one point of the point set {(S
This Lemma is the most important one throughout the proofs of Theorems 2.1 and 2.4 and their analogs in the various extensions found until now. It is the core of the improvement by a s! factor in the bounds for the discrepancy of different generalizations of Halton sequences. Its proof is based on an argument of diophantine geometry which asserts that the number of positive solutions (j 1 , . . . , j k ) of inequality b
· For details, see [1, Definition 3.1 and Lemma 3.2] and the corresponding passages in [35] and [3] . Definition 2.7. Consider an interval J ⊆ I s . We call a signed splitting of J any collection of intervals J 1 , . . . , J n and respective signs 1 , . . . , n equal to ±1, such that for any (finitely) additive function ν on the intervals in I s , we have
The following lemma is taken from [1] (see also [3, Lemma 3 .40]), in a slightly modified form (Lemma A.3.4 is an intermediary that can be skipped).
Then the collection of intervals
The signed splitting technique is interesting since it leads to the improvement by a 2 s factor in the bounds for the discrepancy, but of course less than the diophantine geometry argument in Lemma 2.6. Signed splittings coupled with signed numeration systems have been introduced first in [4, 6] to improve bounds for Halton sequences and Faure sequences ((0, s)-sequences in the framework of (t, s)-sequences).
Now we are in a position to prove Theorem 2.1.
Proof. We first need to recall basic things about signed numeration systems. For a given base b ≥ 2 we write any z ∈ [0, 1) as
The existence and unicity of such expansions are obtained by induction, see [1, p. 21-22] or [35, p. 12-13] where more details are given. It is worth pointing out that the expansion starts at b 0 and as a result, it is easy to see that a 0 is either 0 or 1. Now we can begin the proof in itself. Pick any (z (1) , . . . , z (s) ) ∈ [0, 1) s and expand each z (i) as 
j=1 , obtaining a signed splitting
), where j = (j 1 , . . . , j s ). Since V and A( . ; P N ) are both additive, so is any scalar linear combination of them, and hence A(J; P N ) − N V (J) may be expanded as
where we rearrange the terms so that in Σ 1 we put the terms j such that b
js s ≤ N and in Σ 2 the rest. Notice that in Σ 1 , the j i 's are small, so the corresponding I(j) is bigger. Hence, Σ 1 deals with the coarser part whereas Σ 2 deals with the finer part. Notice also that if j i = n i for some i, then p j 1 1 · · · p js s > N , so that s-tuples j for which some j i = n i are not taken into account in Σ 1 . Hence, according to the definition of intervals I(j), Lemma 2.5 applies to all intervals I(j) with j ∈ Σ 1 .
It is easy to deal with Σ 1 in the case where all b i are odd: from Lemma 2.5 and since z
Hence, applying Lemma 2.6 with k = s, c
which is the first part of the bound of Theorem 2.1.
In the case where one b i is even, getting (b i − 1)/2 instead of b i /2 in the leading term of (2.4) needs a trick developed by Atanassov in his proof [1, pp. 22-23] which implies a further complementary term denoted u in Theorem 2.1. This trick will be used later in the case of (t, s)-sequences in an even base b. Interested readers are directed to this part for more details.
The terms gathered in Σ 2 give the second part of the bound of Theorem 2.1. The idea of Atanassov is to divide the set of s-tuples (j 1 , . . . , j s ) in Σ 2 into s disjoint sets included in larger ones for which Lemma 2.6 applies and gives the desired upper bound. His proof is very terse. It has been rewritten in detail in [35] and we refer the reader to this note for further information.
Scrambling Halton sequences with matrices
In this section, we generalize Atanassov's methods from [1] to Halton sequences scrambled with matrices, especially the method where he uses admissible integers to get a smaller constant c s . We start with the simplest case of Theorem 2.1 from [1] extended with matrices. These results come from [14] .
Halton sequences scrambled with lower triangular matrices. The idea of scrambling s-dimensional sequences with non-singular lower triangular (NLT) matrices goes back to [33] where Tezuka introduced generalized Faure sequences. Going back to Halton sequences, we use this idea to scramble Halton sequences, as described in the following definitions (see also [18, App. B]). Definition 2.9. A linearly scrambled van der Corput sequence is obtained by choosing an ∞ × ∞ matrix C = (C r,l ) r≥0,l≥0 with elements in Z b , and then defining the nth term of this one-dimensional sequence as
Definition 2.10. A linearly scrambled Halton (LSH) sequence (X n ) n≥1 , based on NLT matrices A 1 , . . . , A s , where A i has entries in Z p i , is obtained as
where S A i p i , for 1 ≤ i ≤ s, are linearly scrambled van der Corput sequences.
Theorem 2.11 (Faure, Lemieux, Wang) . An LSH sequence satisfies the discrepancy bound (1.1) with c s given by (2.5) (the same constant as for GH sequences).
The proof of this theorem closely follows the proof of Theorem 2.1. But here, the use of NLT matrices A i implies that there might be infinitely many y n,r = b − 1 in (2.13). This introduces disruptions in the proof (when using elementary intervals), as it does for (t, s)-sequences generalized with linear scramblings [32, 33] or with global function fields [25] . Hence, as in these papers, we must introduce a truncation operator to overcome this difficulty.
, . . . , S As ps ) and N ≥ 1, we define
and we refer to [P N ] as the first N points of a truncated version of the sequence X. For short, we write X (i)
n ] ps,ns ).
Apart from the adaptation of lemmas to the truncated version of sequences, the proof in itself is the same as in the preceding subsection for Theorem 2.1, see [14] for complete details.
Scrambling Halton sequences with admissible matrices. In this section, we show that by using admissible integers to construct the matrices A i of an LSH sequence, we obtain sequences satisfying the same improved discrepancy bound as in Theorem 2.4, obtained for modified Halton sequences. We first need a few definitions, including an extension of admissible integers and the so-called"generating-matrices" analog of these integers, which we call "admissible matrices". Definition 2.13. Given non-negative integers α 1 , . . . , α s , β 1 , . . . , β s and k 1 , . . . , k s , we define the quantity
Notice that setting β i = 0 for all i in Equation (2.14) corresponds to Equation (2.6) in the definition of admissible integers. Definition 2.14. Let A 1 , . . . , A s be NLT matrices in distinct prime bases p 1 , . . . , p s and let k 1 , . . . , k s be admissible integers for these bases. Then the matrices A i , i = 1, . . . , s are admissible if the jth entry on their diagonal has the form k Atanassov's modified Halton sequence corresponds to the case where A i is diagonal and β i = 0 for all i, while if we take A i diagonal and β i = 1, then we obtain the sequences used in the experiments in [2] (where the authors also apply digital shifts chosen independently mod p i ). It is important to take β i ≥ 1 for applications in QMC methods, otherwise the sequences behave like original Halton sequences in the usual ranges of sample sizes, see [ 
The proof of Theorem 2.15 follows closely that of Theorem 2.4. As announced at the beginning of Subsection 2.3, we give here the main steps of the proof of both theorems (recalling inside parentheses the corresponding lemmas from [1] with a label A as announced before).
The proof essentially proceeds through an intermediate result called Proposition 4.1 in [1] . Here this result must be adapted to the more general setting of admissible matrices, and it is described in a slightly different version in the following proposition. Note that the complementary term in the O form can be written explicitly as in the formulation of Theorem 2.4. 
where T (N ) = {j|p
, with r i (m) = max(1, min(2m, 2(p i − m))) and · denotes the "distance to the nearest integer" function.
The proof of this proposition results from two lemmas, the second one being the key lemma of what we called the second Atanassov method at the beginning of Subsection 2.3, see [14, Proposition 1] for a detailed proof. In the following, we only give the guidelines and the announced lemmas. 
where
and e(x) = exp(2iπx).
In fact, this lemma is a special case of [20, Satz 2] in which arbitrary integers m i , 1 ≤ i ≤ s, are equal to 1 for all i. It is applied in Lemma 2.18 below, but to the counting function A(J; [P N ]) in place of a C (b, c). Hence, the discrepancy function will be estimated by means of a trigonometric sum, which in turn will give the part
(k i ; j) −1 in the upper bound of Proposition 2.16 (see (2.14) for the meaning of P
). This relation with trigonometric sums is possible thanks to the fine periodicity properties of Halton sequences, properties that are not shared by (t, s)-sequences. 
i and let n 0 (whose existence will be proved) be the smallest integer such that
n ] ps,ns ) has been introduced in Definition 2.12). Suppose that [X n 0 ] belongs to
and let ω = {ω t } ∞ t=0 in Z s be defined by ω
i and the indices n of the terms [X n ] ∈ [P N ] belonging to I are of the form n = n 0 + t
(ii) For these indices n, [X n ] ∈ J if and only if for some integers l 1 , . . . , l s , l i ∈ {b i , . . . , c i − 1}, the following system of congruences is satisfied by t:
(iii) If C is the largest integer with n 0 + (C − 1) C (b, c) . Hence, as already noted, the discrepancy function is estimated by means of a trigonometrical sum, which gives the part
in the upper bound of Proposition 2.18. The proof of Proposition A.4.1 is mainly the same as that of Proposition 2.16 where the brackets have to be removed and where β i = 0. The only subtle difference is in the split into two cases, j i ≥ 1 for all i or not. This distinction was ignored by Atanassov whereas it appears crucial at a stage of the proof (see [35] for complete details).
We still need two more technical lemmas before proceeding to the proof of Theorem 2.4. The first one is directly from [1] , and is useful to bound the upper bound derived in Proposition 2.16.
The next one is useful to count the vectors j ∈ T (N ), over which the sum that is bounded in Proposition 1 is defined. In [1, p. 30-31] , this is achieved in the text of the proof but, for the sake of clarity, we prefer to state it as a last lemma.
Lemma 2.20. Let a ∈ Z s be a vector of non-negative integers and let U (a) := {j ;
We are now ready to sketch the proof of Theorem 2.15.
Proof. As in the proof of Theorem 2.1, we first write the discrepancy function of [P N ] on J using (2.11) and similarly get
The terms gathered in Σ 2 are still in O((log N ) s−1 ) and those in Σ 1 are divided in two sums bounded separately as follows (where t(j) is the discrepancy function on j):
Now, using Proposition 2.16 and the fact that each j ∈ T (N ) is inside a box U (a) such that the s-tuples a satisfy p
i ≤ N , we get that the first term on the right-hand side of (2.15) is bounded by
We also note that the second term on the right-hand side of (2.15) is in O(log s−1 N ). We then apply Lemma 2.6 with c = 1 and p i = p K i and get the bound
for the number of s-tuples a enumerated in the first sum of (2.16). Next we use Lemma 2.20 to enumerate and count the number of vectors j in U (a) considered in the inner sum of (2.16). These two results together with Lemma 2.19 give us the bound
for Σ 1 . The final result can then be obtained after a few further simplifications and using the fact that, as explained in [26] , a discrepancy bound holding for the truncated version of the sequence also applies to the untruncated version.
Atanassov's method for (t, s)-sequences

Review of (t, s)-sequences
The concept of (t, s)-sequences has been introduced by Niederreiter [21, 22] to give a general framework for various constructions including Sobol' sequences [31] , Faure sequences [6] , and later Niederreiter-Xing sequences [25] . The former (t, s)-sequences without truncation are now called (t, s)-sequences in the narrow sense and the others just (t, s)-sequences (Niederreiter-Xing [25] , Definition 2 and Remark 1). In this paper, we will sometimes use intentionally "in the broad/narrow sense" to emphasize the difference.
Review of bounds for the discrepancy of (t, s)-sequences
Bounds for the discrepancy of (t, s)-sequences in the narrow sense have been established by Niederreiter in [21] with constant c s in (1.1):
In the same paper an improved bound with c s (
is obtained for s = 2, for s = 3 and b = 2, and for s = 4 and b = 2.
More recently, Kritzer [17] , still for (t, s)-sequences in the narrow sense and in dimension s ≥ 2, obtained constants Further, in the same paper, Kritzer states the conjecture that, when the base b is even, the constant c s for s ≥ 2 should be
This conjecture has recently been proved by Faure and Kritzer [8] (see Theorem 3.13 below) using the same approach as for the bounds (3.1) to (3.3) . This approach first initiated by Sobol' in [31] and further developed by Faure [6] and Niederreiter [21] is based on the study of (t, m, s)-nets prior to (t, s)-sequences and of course is completely different from Atanassov's method. As for (t, s)-sequences in the broad sense, Niederreiter and Xing [24] showed that constant c s (N ) in (3.1) is still valid, but not Kritzer for c s (K) in (3.2 ) and (3.3).
Atanassov's method applied to (t, s)-sequences
In this subsection, we apply the first Atanassov's method to (t, s)-sequences (in the broad sense) in arbitrary bases. The special case of even bases with Kritzer's conjecture is deferred to the next subsection. In what follows, P N (X) denotes the set containing the first N points of a sequence X and until the end, we set n := log N/ log b .
We refer to [P N (X)] as the first N points of a truncated version of X.
The two first lemmas would be trivial without the truncation operator, we refer to [11] 
is a nondecreasing function of N .
The next lemma is the corresponding version of the fundamental Lemma 2.6. j ≤ c for j ≥ 1, where c is some fixed number. Then
Proof. For each m ∈ {0, 1, . . . , k}, fix a subset L = {i 1 , . . . , i m } of {1, . . . , k} and consider the contributions of all the k-tuples j with j r > 0 for r ∈ L, and j r = 0 for r / ∈ L, with 
Expanding both sides of (3.5), the result now follows since
Definition 3.7. Consider an interval J ⊆ I s . We call a signed splitting of J any collection of intervals J 1 , . . . , J n and respective signs 1 , . . . , n equal to ±1, such that for any (finitely) additive function ν on the intervals in I s , we have ν(J) =
The following lemma, slightly reformulated, is taken directly from [1, Lemma 3.5] (see also [3, Lemma 3 .40]).
be an s-dimensional interval and, for each 1 ≤ i ≤ s, let n i ≥ 0 be given integers. Set z
We can now announce the main result of this subsection [11, Theorem 2] : Theorem 3.9 (Faure, Lemieux). For any (t, s)-sequence X (in the broad sense) in any base b and for any N ≥ 1 we have
Proof. We still use signed numeration systems as in (2.10) and thanks to Lemma 3.8, we arrive to the analog of Equation (2.11). Then, with few changes with respect to the proof of Theorem 2.1, the sums Σ 1 and Σ 2 are bounded with the help of Lemma 3.6 and lead to the desired estimate (3.6). See [11, p. 70-72] for a detailed proof. Unfortunately, an inaccuracy in the use of a signed splitting in this proof leads to an error in the range of the second sum in (3.6), starting from k = 1 in [11] instead of k = 0. The correct writing of this signed splitting can be found in the proof of Theorem 1 in [13] where also the missing term in the sum is cleared up. See also the end of Section 4 for some more comments.
>From Theorem 3.9 we have the following corollary:
Corollary 3.10. The discrepancy of a (t, s)-sequence X in base b satisfies (1.1)with
The constant c s is the same as c s (N ) for odd bases, while it is larger than c s (N ) by a factor b/(b − 1) for even bases. So far, we are not able to reach the constants c s (K) obtained by Kritzer [17] in (3.2) . However, for even bases we are able to substantially improve upon c s (K) and get quite close to c s (Conj) in (3.4) . This new result is the topic of the next subsection.
The special case of even bases for (t, s)-sequences
Improved bound using Atanassov's method The technique used to get our improved bounds for (t, s)-sequences in even bases is an adaptation of the one used by Atanassov in [1] to handle the case of an even base in Halton sequences. The result is as follows [11, Theorem 3] : Theorem 3.11 (Faure, Lemieux) . For any (t, s)-sequence X (in the broad sense) in an even base b and for any N ≥ b s we have
Proof. We only give some hints, see [11, 12] for a detailed proof (with the same inaccuracy as before). At the outset, the proof is the same as for Theorem 2.1, like for Theorem 3.9, until Equation (2.11) for the discrepancy function A(J;
The end of the proof, concerning Σ 2 , is the same too and gives the last term in the bound (3.7) . Hence, what remains to do is to deal with Σ 1 . To this end, we split up the set {(j 1 , . . . , j s ) ; b j 1 · · · b js ≤ N } into two parts:
The part S provides the biggest contribution to the bound and hence gives the leading term in (3.7): using (2.12), thanks to the clever trick of Atanassov, we obtain
Now we deal with S . Taking the logarithm, (j 1 , . . . , j s ) ∈ S is equivalent to
Similarly to what is done in the proof of [1, Lemma 3.2] (see also [3, Lemma 3 .38]), we finally prove that the total contribution from S is at most
Going from the truncated to the untruncated version of the sequence results from the arguments given in [26] , as explained at the end of the proof of Theorem 3.9.
Corollary 3.12. The discrepancy of a (t, s)-sequence X in an even base b satisfies (1.1) with
Compared to the conjecture of Kritzer (3.4), we still have the gap b 2 / (2(b 2 − 1) ). This gap comes from our inability to insert in our proof using Atanassov's method the better bounds in one dimension deduced from our knowledge of van der Corput sequences (see [11, Section 2] ).
Further improved bound in an even base using Kritzer's method. Motivated by our approach in [11] that comes close to his conjecture in [17] , Kritzer investigated more thoroughly the classical method of bounding the discrepancy of (t, s)-sequences via the elementary interval property involved in (t, m, s)-nets. Thanks to two clever counting lemmas, he has been able to reach the desired constant c s (Conj) in the leading term of Equation (1.1), but without an explicitly computable bound. Then, I joined him to overcome this last difficulty and we obtained the following result written here in condensed form only for sequences, see [8, Theorem 2] for complete details. 
where a if b is odd.
In conclusion, the first Atanassov's method works well for arbitrary (t, s)-sequences in any base and it gives a significant improvement of previous results in even bases.
But, until now, it still suffers from a small gap in the leading term after the new result above [8, Theorem 2] . On the other hand, the first of Atanassov's methods provides an explicit bound much simpler than that in Theorem 3.13 which can have an interest in the framework of QMC Methods when comparing sequences in the non-asymptotic regime. 4 Atanassov's methods for generalized Niederreiter sequences and (t, e, s)-sequences Generalized Niederreiter sequences and polynomial Halton sequences have been introduced by Tezuka [32] in 1993. They give a general framework to extensions of digital (t, s)-sequences by means of left multiplication of generating matrices with nonsinguar lower triangular matrices, such as the so-called generalized Faure sequences which are largely implemented in computer softwares (e.g. Finder from Columbia University [29, 28] ). The idea is to define the radical inverse function with respect to polynomial arithmetic over finite fields instead of the radical inverse b-adic function in van der Corput sequences and hence obtain polynomial arithmetic analogues of Halton sequences.
In a recent paper [34] , Tezuka obtains a remarkable upper bound for the discrepancy of generalized Niederreiter sequences, completely different from previous bounds deduced from the classical approach by (t, m, s)-nets. More generally, Tezuka extends (t, m, s)-nets and (t, s)-sequences to new (t, m, e, s)-nets and (t, e, s)-sequences, in which e = (e 1 , . . . , e s ) is an s-tuple of positive integers, in such a way that (t, s)-sequences appear as (t, (1, . . . , 1), s)-sequences and he proves the following theorem. This theorem is the starting point of new recent improvements of constants c s for special (t, s)-sequences constructed via global function fields by Hofer and Niederreiter [16] and Niederreiter and Yeo [27] . This way, c s (T ) deduced from Theorem 4.1 wins over c s (F K) from [8] , at least for all sufficiently large s (see [16, 27, Section 5] for complete details).
Here, from the point of view of this survey, the most striking fact is in the proof of Theorem 4.1 since it follows step by step the first Atanassov's method in the proof of Theorem 2.1. The main trick is to change prime numbers p i for powers of base b, that is b e i . Lemmas A.3.1 to A.3.5 from Atanassov follow with the necessary adaptations, the fundamental argument of diophantine geometry in Lemma A.3.3 being the same with inequality e 1 j 1 + · · · + e k j k ≤ α (for positive α) instead of p
The proof in itself is formally the same with split sums Σ 1 and Σ 2 dealt with in the same way. We refer to [34] for readers interested in the details and to [16, 27] for a slightly more general definition of (t, m, e, s)-nets and (t, e, s)-sequences useful in the context of (t, s)-sequences constructed via global function fields.
Finally, we would like to mention our recent work with C. Lemieux [13] on a variant of the first Atanassov's method in which we obtain improvements on Theorems 3.9, 3.11 and 4.1, thanks to a combinatorial argument and a careful worst-case analysis in place of the diophantine argument in Atanassov's methods. This variant has already generated some prospect to R. Hofer in light of our talk at the RICAM workshop in October 2013. But while studying our manuscript, she found an inaccuracy in the use of signed splittings for the proof of Theorem 1 (the analog Theorem 3.9 above). This inaccuracy is also present in [1, p. 22] , [3, p. 79] and [11, p. 70] at the same crucial step of the proofs. But it can be easily overcome and has only a marginal effect on the result as explained at the end of Theorem 3.9 (A detailed update will be done in the finalization of [13] and in the Note [35] ). We gratefully thank Roswitha Hofer for pointing out this inaccuracy to us. In the end, all these latest developments are quite illustrative of the vitality of the approach of Atanassov in the study of low-discrepancy sequences.
