We provide a competitive analysis framework for online prefetching and buffer management algorithms in parallel I/O systems, using a read-once model of block references. This has widespread applicability to key I/O-bound applications such as external merging and concurrent playback of multiple video streams. Two realistic lookahead models, global lookahead and local lookahead, are defined. Algorithms NOM and GREED based on these two forms of lookahead are analyzed for shared buffer and distributed buffer configurations, both of which occur frequently in existing systems. An important aspect of our work is that we show how to implement both the models of lookahead in practice using the simple techniques of forecasting and flushing.
¤ portions of ¥ ¤ blocks each, the algorithm GREED based on local lookahead is shown to be optimal, and NOM is within a constant factor of optimal. Thus we provide a theoretical basis for the intuition that global lookahead is more valuable for prefetching in the case of a shared buffer configuration whereas it is enough to provide local lookahead in case of the distributed configuration. Finally, we analyze the performance of these algorithms for reference strings generated by a uniformly-random stochastic process and we show that they achieve the minimal expected number of I/Os. These results also give bounds on the worst-case expected performance of algorithms which employ randomization in the data layout.
Introduction
The increasing imbalance between the speeds of processors and I/O devices has resulted in the I/O subsystem becoming a bottleneck in many applications. The use of multiple disks to build a parallel I/O subsystem has been advocated to enhance I/O performance and system availability [3] , and most current high-performance systems incorporate some form of parallel I/O.
Prefetching is a powerful technique to reduce the I/O latency seen by an application. This is particularly true in a parallel I/O system where prefetching can be effectively used to obtain parallelism in disk access, so that the disks are most efficiently used. To fully exploit this potential, it is important to design and implement prefetching and buffer management algorithms that ensure that the most useful blocks are fetched and retained in the I/O buffer.
We consider a parallel I/O system consisting of $ independent disks that can be accessed in parallel [12] . The data for the computation is spread out among the disks in units of blocks. A block is the unit of access from a disk. As far as I/O is concerned, the computation is characterized by a reference string consisting of an ordered sequence of blocks that the computation accesses. In general, the reference string corresponding to a computation can consist of an arbitrary interleaving of reference strings of several concurrent applications. For the computation to successfully access a data-block, it should be resident in the internal memory of the computer system. By serving a reference string, we refer to the act of carrying out a series of I/O operations that make it possible for the computation to access blocks in the order specified by the reference string.
A recent study [6] focussed on the off-line problem of serving an arbitrary but fully known reference string of blocks spread across $ parallel, independent disks using parallel prefetching in conjunction with page replacement 1 . The authors presented and analyzed a very clever but somewhat complicated approximation algorithm for this problem. However, the practical issue of devising an online algorithm in the framework of competitive analysis [9] for the same problem was not addressed.
The performance of parallel versions of LRU and MIN [2] was analyzed in [11] . Modeling a distributed parallel I/O system, with independent disks and a partitioned I/O buffer, they defined a parallel version of MIN, and showed that it is optimal. The performance of online algorithms in a more tightly coupled system where the buffer can be shared by the different disks was not considered.
In this paper we present a competitive analysis framework for parallel prefetching algorithms on parallel disk systems for a restricted family of reference strings. In contrast to the requirement [6] of knowing a priori the entire reference string exactly, our parallel prefetching approach is based on models of bounded lookahead that are easily realizable in practice.
Our restricted family of reference strings are called read-once consumption sequences, in which all references are read-only and no block is read more than once. Such read-once reference strings arise very naturally and frequently in I/O-bound applications running on parallel disk systems: external merging and mergesorting (including carrying out several of these concurrently [13] ) and real-time retrieval and playback of multiple streams of multimedia data, such as compressed video and audio.
Since no block is referenced more than once, it would seem that we only need to be able to fetch blocks in the order of their appearance in the reference string, in order to design an optimal prefetching algorithm. When the I/O buffer can hold insufficient to prefetch accurately. In fact in certain cases the optimal off-line algorithm does not follow the policy of fetching blocks in the order of their appearance in the reference string: at times it needs to prefetch blocks that are referenced much later in the future, before blocks on some other disk that are about to be referenced in the immediate future. An important corollary is that information beyond the next memory load of references is necessary to make the performance of these algorithms optimal.
As illustration, consider a system consisting of 3 disks with an I/O buffer of capacity 6. Assume that blocks labeled ' ) ( ; continuing in this manner we obtain a schedule of length 9. In an alternative schedule, Figure 2 , which does not always fetch in order, at step 2 disk 2 is idle (even though there is buffer space) and which occurs even later than 0 ) 5 is prefetched. However, the overall length of the schedule is 7, better than the schedule that fetched in the order of It is unclear as to how I/Os ought to be scheduled on a parallel I/O system. The first step in this direction would be to know bounds on the achievable performance of scheduling policies knowing the next memory load of requests, and how these bounds may be achieved. We obtain the interesting result that there are read-once reference sequences such that any parallel prefetching algorithm with a bounded lookahead of
times as many parallel I/O operations as does the optimal off-line prefetching algorithm that knows the entire sequence. Using novel techniques, we go on to show that a simple prefetching algorithm called NOM that uses the bounded % -block lookahead to fetch blocks from a disk in the order of their appearance in the reference string never incurs more than OT U $ X V times the number of parallel I/O operations required by the optimal off-line prefetching algorithm. Thus,
is a tight fundamental bound on the performance of bounded-lookahead parallel prefetching relative to optimal off-line parallel prefetching.
Motivated by the above results, in this paper we study online parallel prefetching algorithms for read-once sequences in several models varying in parallel disk configuration and the nature of lookahead available to the algorithm. Last but not least, we identify practical situations in which our models of lookahead are applicable and in fact, can be efficiently implemented using techniques such as forecasting and flushing [1] .
Precise descriptions of I/O performance metrics, lookahead models, and parallel disk configurations are given in section 1.1. Our parallel prefetching algorithms NOM and GREED are described in section 1.2. In section 2, we discuss practical situations in which lookahead may not be readily available. In section 3, we state and prove upper and lower bounds on competitive ratios for the shared buffer configuration for both forms of bounded lookahead. Section 4 gives similar results for the distributed buffer configuration. We consider the performance of our parallel disk prefetching and buffer management schemes in a probabilistic setting in section 5. In section 6 we describe how to implement the two forms of lookahead by using simple and practical techniques such as flushing and forecasting.
Model and Main Results
We consider the standard PDM (parallel disk model) consisting of $ blocks, at most one from each disk, may be read concurrently into the buffer. Note that the parallel prefetching algorithm decides the disks from which blocks are to be prefetched, weighing the parallelism obtainable against the buffer space occupied by the blocks which are read. We measure the performance of a parallel prefetching algorithm on a reference string R by counting the number of parallel I/O operations required to serve that reference string. Hence, we shall use the abbreviated term "I/O" to refer to a "parallel I/O step".
In the targeted applications (video servers and external merging), a form of simple prefetching used in practice is to prefetch consecutive data blocks from a stream, with the aim of reducing the average seek time. In the parallel I/O model, by treating this larger unit of fetch as a block, the gains from reduced average access time can be combined with the performance benefits of disk parallelism. For a fixed size of the I/O buffer, there is a tradeoff between the benefits of a larger block size and the achievable I/O parallelism, with the latter dominating at practical buffer sizes [5] .
We consider only read-once reference strings in which each block appears exactly once. In order to enable prefetching we consider two natural models of bounded lookahead in this paper: Global Mblock lookahead permits the prefetcher to know precisely the % references in the reference string immediately following the last reference. In local lookahead only one block (the next reference missing in the buffer) from each disk is known to the prefetcher, beyond what is present in the buffer. We consider two natural configurations of the parallel disk system, modeling commonly found I/O architectures. We refer to these as the distributed buffer configuration and the shared buffer configuration respectively, and are illustrated in Figure 3 .
Global
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Distributed Buffer:
In this configuration each disk has a local, private buffer of % Q $ blocks. A disk's buffer is used exclusively for holding blocks read from that disk, and cannot be used to buffer blocks of other disks.
Shared Buffer:
In this configuration there is a common buffer of % blocks that is shared globally among all the disks.
For read-once sequences, we consider both a worst-case model wherein each block of the readonce sequence may be requested from any arbitrary disk and a stochastic model wherein each block is requested, independent of the others, from a randomly chosen disk. In the worst-case model, the competitive ratio of algorithms using only local lookahead, running in the shared buffer configuration is at least
and is thus optimal among all algorithms using local lookahead.
e
In the worst-case model, GREED has a competitive ratio of h for the distributed buffer configuration, and is hence optimal among all algorithms (online and off-line). On the other hand, NOM has a competitive ratio of a constant i j h , and is hence near-optimal.
e For stochastically generated reference strings of length d , NOM incurs the minimum expected number of I/Os, namely
, in both the shared and distributed buffer configurations working with a buffer of size
respectively in the two configurations to achieve the same I/O performance.
Prefetching Algorithms
All the algorithms we consider generate a valid schedule; that is, in the resulting schedule a block must be present in the buffer before it is consumed and the number of blocks present in buffer must never exceed the buffer size. For the shared buffer this means that there are at most % blocks in the buffer at any time; in the case of distributed buffer there are never more than % Q $ buffered blocks from any disk. We say that a valid schedule is normal if each parallel I/O contains a demand block; that is, the block which is to be consumed next, thereby necessitating that I/O. Finally, the optimal algorithm (OPT) generates an optimal schedule which minimizes the total number of parallel I/Os among all valid schedules. Note that the optimal algorithm may be an off-line algorithm.
We define scheduling algorithms NOM and GREED, that make use of % -block and local lookahead respectively. Both these algorithms do not evict a block once it has been fetched into the I/O buffer, till a request for that block has been serviced. Also, as these algorithms service read-once reference strings, once a request for a block has been serviced, the requested block is evicted from the buffer.
The performance of these algorithms are analyzed in section 3 for the shared buffer configuration, and in section 4 for the distributed buffer configuration.
NOM: algorithm uses global
% -block lookahead to build a normal schedule as follows: on every parallel I/O it fetches a block from each disk that has an unread block in the current global % -block lookahead, provided there is space in the (local) buffer.
As the depth of lookahead used by NOM is % , or one memory-load, there will always be free buffer space for the unread blocks in the shared buffer configuration. However, in the distributed buffer configuration, some local buffers may be full, and no reads from the associated disks can occur.
GREED : algorithm uses local lookahead to build a normal schedule as follows: on every parallel I/O it fetches the next block not in buffer from each disk provided there is space available in the (local) buffer. In the distributed buffer configuration, if there is no buffer space in some local buffer then no block is read from that disk. In the shared buffer configuration, if there are less than $ free blocks when the I/O is made, then only the demand block is fetched.
To illustrate the functioning of NOM and GREED algorithms consider the reference string
The letter denotes the disk from which the block is requested and the subscript denotes the block index within the disk. Let
The following is the schedule generated by NOM for the shared buffer configuration. , which is then prefetched. From the schedule above it can be seen that NOM requires a total of six I/Os.
For the same reference string the schedule generated by GREED is as follows. 
Practical Issues concerning Lookahead
In this section, we consider local lookahead in the context of two distinct types of parallel disk data layout strategies for applications such as external merging and video servers that generate read-once consumption sequences. It may be observed that both the above-mentioned applications involve sequentially retrieving data blocks from multiple streams laid out on disk. Fundamental difficulties [12, 8, 1] arise from the fact that (except in special circumstances) the different streams are "consumed" at varying, dynamically changing rates. Local lookahead can play a key role in implementing prefetching and buffer management in such circumstances.
Local lookahead refers to being able to tell, for each disk, at any point of time, which diskresident block will be referenced the earliest. In the "run on a disk" scheme analyzed in [8] , it is possible to obtain a direct implementation of local lookahead using simple prediction techniques [7, 1] . This can be achieved without requiring any information to be implanted in the data blocks, as in more sophisticated data layout schemes [1] . This is the case in certain existing database systems [8] or in video servers with each video clip stored entirely on a disk.
However, there are certain algorithmic advantages to having the streams striped across the $ disks during merging or merge sorting, as pointed out in [1] . Existing and proposed video servers generally either stripe video clips across disks in a round robin fashion or employ more sophisticated forms of striping [10] . The video server in [10] uses independently chosen random permutations as orderings of the $ disks in which to place successive groups of $ contiguous blocks of a clip. (Such randomized striping helps prevent extended durations of time in which an I/O hot spot moves from one disk to the next in cyclic order because disk blocks from several video clips have active portions co-located on the same disk, getting consumed at uniform rates. The random permutation ensures that the hot spot does not move in synchrony from one disk to the next and so on.) In these situations, local lookahead does not come for free and involves picking out, for each disk, one block from the set of next blocks of all the streams on that disk. It is in these circumstances that the forecasting data structure [1] can be fruitfully employed to implement local lookahead with negligible preprocessing overhead, as we discuss in section 6.2.
Shared Buffer Configuration
In the shared buffer configuration a globally shared buffer is used to cache blocks fetched in an I/O. Since the buffer is shared by all disks, there is no specific portion of the buffer allocated to any particular disk as in the distributed buffer configuration. Hence it is possible to allocate buffer space unevenly to different disks. This allows the initiation of prefetches even on disks from which already a lot of blocks have been prefetched and buffered, which is not possible in the distributed buffer configuration.
This choice in allocating buffer space to different disks makes prefetching and buffer management difficult and challenging. The buffer management algorithm has to judiciously allocate buffer space among blocks fetched from different disks. In order to service the reference string with the least number of I/Os, the number of disks busy during each I/O ought to be maximized. However excessive prefetching may fill up the shared buffer with prefetched blocks, which may not be used till much later. Such blocks have the adverse effect of choking the buffer and reducing the parallelism in fetching more immediate blocks. But, counter to intuition, it is not always better to prefer fetching a block just because that block is required earlier than another. Such situations are presented and used to give a lower bound on the performance of algorithms using global % -block lookahead in section 3.1. Hence a good prefetching and buffer management algorithm ought to co-operatively decide how much buffer space to allocate for a particular I/O and which blocks ought to be (pre)fetched in a particular I/O, so that the entire reference string can be serviced in the least number of I/Os.
In this section we study the on-line version of the above problem, wherein the entire reference string is not available to the algorithm. Instead the algorithm is allowed only the limited knowledge, of future requests, given by references in the lookahead.
Global -block Lookahead
We first study the performance of algorithms which, at any time, have knowledge of the next memory-load of future accesses, or the next % references. This is interesting since at any instant the buffer can hold at most % blocks; hence algorithms which have such knowledge might intuitively keep the buffer filled with immediately important blocks and thereby be expected to perform very well. This is true in the limited sense that global % -block lookahead is more useful than local lookahead. Global % -block lookahead gives information regarding the relative order of reference of blocks from disks, which can be effectively used to perform prefetches cleverly.
However, surprisingly, we shall show that any algorithm that uses only global % -block lookahead is fundamentally limited to have a competitive ratio of at least
. This non-intuitive bound is primarily due to the fact that in the shared buffer configuration, knowledge of the reference string beyond the next % blocks, can be used to perform more effective prefetching.
Lower Bound
Given any online parallel prefetching algorithm that employs % -block lookahead, we show how to construct a nemesis reference string R , that forces the online algorithm to perform S 6 T a U $ W V times the number of I/Os incurred by the optimal off-line algorithm OPT on R .
As discussed before, global % -block lookahead provides information regarding the next memory-load of data. Hence, we consider the performance of these algorithms in a sequence of block references, each of length % . This intuition is naturally captured by the concept of phase. 
Bad phase Good phase Figure 4 : Illustration of Bad and Good phases Figure 4 illustrates the distribution of blocks on different disks in the two kinds of phases. Note that if no block from a bad phase were to be prefetched prior to the beginning of the phase, at least % f d Q U $ I/Os need to be performed to serve the requests in that phase. We will force any online algorithm to get into a situation where its limited lookahead prevents it from prefetching a substantial number of blocks for the next bad phase.
The blocks referenced in good phases are striped across all $ disks. This guarantees that all the requests can be serviced with exactly % Q $ fully parallel I/Os, provided that the number of free blocks in the buffer at the start of the phase is at least $ . Given any deterministic online algorithm with a bounded lookahead of % blocks, we show below how to construct a nemesis reference string from good and bad phases, depending on 's prefetching decisions. 
À
In the following lemma we show how to construct an off-line schedule that serves the same set of requests in much fewer I/Os. Essentially, during the I/Os for the first bad phase, the off-line schedule prefetches blocks from bad disks of all future bad phases thus reducing the number of I/Os that need to be performed in future bad phases to 
Upper bound on the Competitive Ratio
From theorem 1, the competitive ratio of any online algorithm using global % -block lookahead is
. This raises the question as to whether we can design an algorithm which can match this bound. We shall show in this section that a simple algorithm NOM can match the lower bound up to constant factors.
In this section we prove an upper bound on the ratio of the number of I/Os required by NOM to the number of I/Os required by the optimal off-line algorithm in the shared buffer configuration. The following lemma ensures that, while considering optimal algorithms that service read-once reference strings, it suffices to consider simple off-line prefetching algorithms that never evict prefetched blocks before they are referenced. We omit the simple proof here: we can cancel I/Os for blocks which are evicted before the block is referenced with no increase in the number of parallel I/Os. We can now present the notion of a useful block that plays a key role in our analysis. 
À
We shall now prove Theorem 2 considering the following mutually exclusive cases. 
Local Lookahead
In this section, we consider the benefits of using pure local lookahead: that is, the prefetching algorithm has no access to any information regarding the relative order of consumption of blocks originating from different disks. It turns out that this is a very powerful advantage for the adversary in the shared buffer configuration. The adversary can force a higher lower bound on the competitive ratio of online algorithms based only upon local lookahead relative to that for online algorithms that can use global % -block lookahead. In Theorem 3 below, we show for the shared buffer configuration that any algorithm using only local lookahead can perform S 6 T $ X V times as bad as the optimal off-line algorithm. Note that this is the worst possible competitive ratio for any algorithm which generates a normal schedule. This is because any algorithm which generates a normal schedule, initiates I/Os only on demand and hence performs at most one I/O per block in the reference string. Hence, clearly, if the length of the reference string is d , the most number of I/Os that the algorithm can do is d ; while the least number of I/Os that the optimal algorithm could do is d Q $
(fetching $ blocks in each parallel I/O). Therefore, a simple algorithm like GREED can easily match the bound.
The proof of the lower bound is similar to that of Theorem 1; that is, we construct a reference string that can fool any given algorithm that uses only local lookahead into performing a large number of I/Os. 
Distributed Buffer Configuration
Local Lookahead
In the distributed buffer configuration there is no possibility of using free blocks from some other disk's local buffer. Intuitively the best we can do is to prefetch from a disk whenever possible. This, in fact, is the optimal algorithm in this configuration of the buffer (among all algorithms -online and off-line).
Theorem 4
In the distributed buffer configuration, GREED is the optimal algorithm, performing the least number of parallel I/Os.
Proof :
In [11] it was proved that an algorithm, P-MIN, minimizes the number of parallel I/Os in the distributed buffer configuration, when the reference string can have repetitions. When P-MIN is restricted to read-once reference strings it behaves like GREED. Hence GREED is optimal. À
Global -block lookahead
From Theorem 4, algorithm GREED that uses only local lookahead, is optimal in the distributed buffer configuration. It is not difficult to construct a reference string this I/O, NOM will prefetch a block from a disk T S g if there are any unbuffered blocks from that disk. On the other hand OPT consumed a block from the buffer of disk This information can easily be implanted in each block of each stripe of each stream with negligible increase in occupied disk space. We refer the reader to [1] for details regarding the maintenance and use of the forecasting data structure during the streaming and estimates of the marginal memory requirements of such an approach.
