Abstract One of the central aspects of biomolecular recognition is the hydrophobic effect, which is experimentally evaluated by measuring the distribution coefficients of compounds between polar and apolar phases. We use our predictions of the distribution coefficients between water and cyclohexane from the SAMPL5 challenge to estimate the hydrophobicity of different explicit solvent simulation techniques. Based on molecular dynamics trajectories with the CHARMM General Force Field, we compare pure molecular mechanics (MM) with quantummechanical (QM) calculations based on QM/MM schemes that treat the solvent at the MM level. We perform QM/ MM with both density functional theory (BLYP) and semiempirical methods (OM1, OM2, OM3, PM3). The calculations also serve to test the sensitivity of partition coefficients to solute polarizability as well as the interplay of the quantum-mechanical region with the fixed-charge molecular mechanics environment. Our results indicate that QM/ MM with both BLYP and OM2 outperforms pure MM. However, this observation is limited to a subset of cases where convergence of the free energy can be achieved.
Introduction
The relative solubility of compounds in water and apolar phases is an important element in toxicology, pharmacology and environmental sciences. It also plays a central role in biology in form of the hydrophobic effect, which basically affects all intermolecular interactions in aqueous solution. A classical measure for hydrophobicity is the distribution of compounds between two immiscible phases, such as water and cyclohexane. Therefore, such partition or distribution coefficients can serve as benchmark systems to gauge hydrophobicity of different simulation techniques.
In the most simple case, the partition coefficient P of a compound C is given by
and is based on the respective concentrations C ½ in the two phases. This assumes an ideal solution. We use the abbreviations ''wat'' for water and ''chx'' for cyclohexane.
The partition coefficient is related to the free energy of transfer between the two phases, DA wat!chx via
where k is the Boltzmann constant and T is the temperature. Thus, it is often more convenient to use the decadic logarithm of P (rather than P itself), since log P is directly proportional to the free energy of transfer, i.e., log P ¼ ÀDA wat!chx kT lnð10Þ :
Often the compound does not exist as a single chemical species, but rather in multiple different forms, such as different protonation states, tautomers or multimers. If the experimental determination of the concentrations cannot distinguish between the different species, the result becomes a distribution coefficient, D, that combines the concentrations of all possible states of the compound in each phase. Thus,
where c is the activity coefficient and the numbers of possible states (j,k) can also be different in the cyclohexane and the water phase (e.g., the possibility of microsolvation in the apolar phase by dragging water molecules along). Distribution coefficients become most relevant if the compound exists in different protonation states [1] . This aspect makes the distribution coefficients here also realistic benchmark systems for ligand binding, since binding processes are also affected by changes of protonation states [2] . In this context, the apolar phase can be considered a form of homogenous hydrophobic binding pocket.
One of the challenges associated with the computational prediction of distribution coefficients is properly accounting for the change of the solute-solvent electrostatic interactions from a polar to an apolar environment. In nature, the charge distribution of the solute would respond to such changes, but this is not possible in force fields using fixed charges (unless different solute parameters are used in the two phases). One possible way to address this problem is to employ multi-scaling, where molecular mechanics (MM) are combined with quantum-mechanical (QM) methods. Such QM/MM techniques have received increasing attention in the context of free energy calculations, starting from the pioneering works of Gao and Warshel, [28] [29] [30] [31] [32] and including generalizations and extensions made by others [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] . A special focus in that regard is also the development of semi-empirical quantum mechanical methods (SQM), [45] [46] [47] [48] which provide a minimalistic description of the QM wave function, leading to a favorable cost/benefit ratio. Recent developments of polarizable force fields also motivate our interest in benchmark systems involving drastic changes of the environment's polarity [49, 50] . By using QM or SQM, the change of the solute charge distribution is accounted for in the postprocessing of the MM trajectories.
In the following, we describe how MM trajectories can be combined with QM/MM and SQM/MM energy functions to obtain partition coefficients for the 53 molecules of the SAMPL5 challenge [51] . This is done by recomputing energies of configurations sampled with MM at the desired QM or SQM level of theory. Since the individual configurations are independent of each other, these QM/MM and SQM/MM energy calculations are embarrassingly parallel and can be performed on computer clusters with high efficiency. In particular, we focus on the BLYP functional, which has outperformed several other density functional theory methods in recent hydration free energy calculations [52] . Furthermore, we test several semi-empirical methods, including OM1, OM2, OM3 and PM3 [48, [53] [54] [55] [56] . This provides an assessment of the compatibility of SQM with the MM solvent representations [57] .
The remainder of this paper is organized as follows. We first outline the methods employed in more detail. We then present the results for MM, QM/MM, and various SQM/ MM approaches and assess their different performances. For MM and QM/MM, this is done for the complete data set, which was also the basis of our submissions. Since OMx parameters are only available for a subset of the molecules, the corresponding results are discussed separately and were not part of our submissions to the challenge. We compare their differences and critically assess the convergence of the QM/MM results with BLYP and the SQM/MM results from OMx and PM3. The Appendix contains transfer free energy data for other semi-empirical methods such as AM1, [58] MNDO, [59] MNDO/d, [60] and MNDOC [61] as well as dispersion-corrected OM2-D3 [62] . A complete description of the QM implicit solvent results, as well as the effect of protonation states on the distribution coefficients is given in a companion paper in the same issue [63] .
Methods
We calculated the transfer free energies from water to cyclohexane of the 53 molecules in the SAMPL5 distribution coefficient challenge (see Fig. 1 ) [51] . The structures were used exactly as provided by the organizers. No additional calculations were performed to determine tautomeric states of the molecules. Only the neutral, uncharged form of each molecule was used (the effect of pK a predictions are considered in our companion paper) [63] . The SAMPL challenges [22, 41, [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] have emerged as a central venue for computational chemists to compare their methods based on blinded, high quality experimental data, and are therefore an ideal framework for our evaluation of MM, QM/MM and SQM/MM. Each transfer free energy was calculated with the standard thermodynamic cycle [83] [84] [85] [86] [87] . The calculation of the transfer free energy from water to cyclohexane (DA wat!chx ) consisted of four steps: First, the charges of the solute were gradually turned off in water (DA wat elec ). Second, the uncharged solute was mutated to dummy atoms without any non-bonded interactions (DA wat vdw ). This state corresponds to a dummy molecule in the gas phase plus the aqueous environment. Third and fourth, the analogous steps were carried out in the cyclohexane phase (DA chx elec and DA chx vdw ). Thus, each water-cyclohexane transfer free energy was calculated according to:
The corresponding thermodynamic cycle is depicted in Fig. 2 .
MM simulations
All free energy calculations were conducted with CHARMM, [88, 89] using the CHARMM General Force Field (CGenFF) for organic molecules [90] . The MM free energy differences were computed with Bennett's Acceptance ratio method [91] [92] [93] . In all aqueous solvent simulations 1906 TIP3P water molecules [94, 95] were present. To approximately reproduce the ionic strength of the reported experimental conditions (ca. pH 7.6, 136 mM NaCl, 2.6 mM KCl, 7 mM Na 2 PO 4 , 1.46 mM KH 2 PO 4 plus 0.27 M DMSO and 0.18 M acetonitrile), six sodium and six chlorine ions were added to the water box. The simulation boxes were cubes with side lengths between 38.55 and 38.75 Å , which was the average box size from 0.5 ns of constant pressure simulations. The corresponding apolar phase simulations included 337 cyclohexane molecules with box sizes between 39.93 and 40.18 Å . A Nosé-Hoover thermostat was used to keep the temperature at 300 K. Long range electrostatic interactions were computed with the Particle Mesh Ewald method [96] and Lennard-Jones interactions were switched off between 10 and 12 Å . All molecules were first equilibrated for 0.5 ns using constant pressure, followed by an equilibration of each k alchemical transformation state for 0.5 ns using constant volume. Production simulations of each phase were conducted for 5 ns. All simulations used a time step of 1 fs, saving frames every 1000 steps. SHAKE [97] was used to keep all bonds involving hydrogens in the solvent rigid. To ensure proper sampling of all relevant solute degrees of freedom, k-Hamiltonian Replica Exchange [98] was employed to exchange structures between neighboring k points every 1000 steps. Standard deviations were calculated from ten block averages of 500 frames each.
The free energy simulations in each phase were divided into 32 k states. DA elec was calculated in five steps, where the charges were scaled by factors of 1.00, 0.90, 0.75, 0.50, 0.25, and 0.00. DA vdw was calculated by turning off the van der Waals interactions in 23 equidistant steps (k = 1.0, 0.957, . . ., 0.0435, 0.0). For molecules 65, 83 and 92 an additional point at k = 0.022 was necessary to achieve converged results. Soft cores, as implemented with the PSSP command in the PERT module of CHARMM, were used with the default parameters to avoid the end point problem [88, 99] .
QM/MM and SQM/MM corrections
The QM/MM potential energy calculations were performed with Q-Chem [100] driven by the CHARMM/Q-Chem interface [101] . SQM/MM potential energy evaluations were performed with a local version of the MNDO program [102] . Electrostatic embedding was used (i.e., the QM or SQM solute is polarized by the MM point charges of the solvent, but the solute-solvent van der Waals interactions are still calculated on the MM level). The MM!(S)QM/MM free energy corrections were computed with the Zwanzig equation (also known as Free Energy Perturbation or the Exponential Formula) [103] . The Zwanzig equation was chosen here because of restricted computational resources and because recent work indicates that the limiting factor for multi-scale free energy simulations is not the free energy method, but rather the phase space overlap between MM and QM [104, 105] . In particular, five different methods were evaluated: (a) the density-functional theory method BLYP [106, 107] with the 6-31G* basis set, and four semi-empirical methods (b) OM1, [48, 53] (c) OM2, [48, 54] (d) OM3, [48, 55] and (e)PM3 [56] . 2 Thermodynamic cycle to calculate the transfer free energy from water (wat) to cyclohexane (chx). In each leg of the cycle, the solute is turned into an uncharged solute, followed by removing the van der Waals interactions, which turns the solute into a dummy molecule To obtain transfer free energies, the MM transfer free energy was combined with QM/MM and SQM/MM corrections, 
Results and discussion
The transfer free energies from water to cyclohexane for the 53 molecules of the SAMPL5 distribution coefficient challenge based on CGenFF [90] are reported in Table 1 . The presented data corresponds to our submission number 26. The table also includes the pathway-dependent van der Waals contributions (second column) and electrostatic contributions (third column) to the transfer free energy, as well as the corresponding logP values (fourth column). The experimental logD reference data are given in the rightmost column. The coefficient of determination (R 2 ), mean signed deviation (MSD), mean absolute deviation (MAD) and root mean square deviation (RMSD) from the experimental results are given in the last four rows of the table, both in terms of the free energies (kcal/mol) on the left, and in terms of logP (unitless) on the right.
The RMSD of the CGenFF results (4.4 kcal/mol) is almost twice as high as the corresponding RMSD for hydration free energies (2.3 kcal/mol) [41] or binding free energies (2.6 kcal/mol) [72] of the same force field in previous challenges. Thus the deviation is higher than what could be expected from error propagation, if one assumes that both the water and the cyclohexane phase exhibit the same error as the SAMPL4 hydration free energy results ( ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2 Â 2:3 2 p = 3.3 kcal/mol). While the MSE of CGenFF in the SAMPL4 hydration free energy challenge was negligible (0.02 kcal/mol), the MSE here is À1:2 kcal/mol. This indicates that the affinity for the apolar phase is systematically overestimated, or that the affinity for water is systematically underestimated (or both). Since the hydration free energy results in SAMPL4 did not exhibit a systematic error, it is more likely that the systematic error arises in the apolar phase. However, since different molecules were used in the two challenges this might also be an apparent effect of the data sets. The standard deviations are on average 0.3 kcal/mol and lie for most molecules below 0.5 kcal/mol. The only exceptions are molecules 7, 20, 42, 46, 83, 84 and 90. The increased standard deviations for those molecules indicate either sampling issues or insufficient overlap between some of the k points.
The transfer free energy depends on the balance between (a) cavity formation (which corresponds to the strength of the solvent-solvent interactions), (b) solute-solvent van der Waals interactions, and (c) electrostatic solute-solvent interactions. The van der Waals contribution to the transfer free energy (DA vdw , second column) combines the first two effects and, in all cases, favors the apolar phase (DA between À27:4 and À6:5 kcal/mol). This indicates that cavity formation is easier in cyclohexane than in water, and/or that the solute-solvent dispersion forces are stronger in the apolar phase. Since the CHARMM cyclohexane parameters reproduce the experimental enthalpy of vaporization to ca. 0.4 kcal/mol (or 5 %), [90] and the TIP3P water model to ca. 0.3 kcal/mol (3 %) [108] it can be assumed that the solvent-solvent interactions are adequate in both phases (unless the models significantly misrepresent the solvent entropy). Thus, the major unknown here is whether the solute-solvent dispersion interactions exhibit the correct balance in the two phases.
The electrostatic contributions (DA elec , third column) in all cases favor the aqueous phase, which is of course related to the higher polarity of water. It is possible that the usage of the same set of pre-polarized point charges in both the polar and the apolar phase artificially increases lipophilicity. Since the solute point charges were primarily generated with solute-water interactions in mind, they might be too high for the apolar phase. If that is the case, the problem might be mitigated by the use of polarizable force fields or quantum-mechanical methods.
To illustrate the effect of making the solute charges dependent on the environment, multi-scale free calculations were performed with BLYP/6-31G* based on the CGenFF trajectories. The corresponding results are shown in Table 2 and correspond to submission number 43. The solute was treated quantum-mechanically, while the solvent is treated classically via electrostatic embedding. A recent study demonstrated that this scheme can improve the RMSD of hydration free energies of selected molecules from 1.8 kcal/mol with CGenFF to 1.0 kcal/mol [52] .
In contrast to the previous findings, using QM/MM with BLYP for the solute does not lead to a significant improvement of the overall RMSD (4.1 kcal/mol compared to 4.4 kcal/mol with CGenFF-see last row). Interestingly, the mean signed deviation changes sign from MM to QM/ MM (þ0:7 compared to À1:2 kcal/mol-see third row from the bottom), which means that QM/MM is more hydrophilic than MM. Based on recent hydration free energy calculations we expect that this increased hydrophilicity might be even more pronounced when employing hybrid density functional methods or MP2 [52] . Given the relatively high computational costs of QM/MM 
calculations, the only very slight improvement of accuracy might appear discouraging. However, a casual glance at the standard deviations of the free energy correction (DDA BLYP corr , fourth column) reveals that most of the free energy results are not converged. The standard deviations range between 0.6 and 5.7 kcal/mol, with an average of 2.0 kcal/mol, and are often larger than the value of the correction itself. Thus, most of the QM/MM free energy corrections are not statistically significant. This is also highlighted by the direct comparison of the MM and QM/ MM results in Fig. 3 , where most MM results (red) lie within the error bars of the QM/MM results (blue).
The standard deviations of the free energy corrections are similar in both water (second column) and cyclohexane (third column). While the average standard deviation in water is 1.5 kcal/mol, it is 1.1 kcal/mol in cyclohexane. This indicates that convergence is slightly slower in water due to the higher polarity of the environment. However, the remaining difficulties can probably be attributed to the basic differences between the MM and the QM energies surfaces, such as bonded terms [25] . Since the Zwanzig equation with exponential averaging was employed to connect the two energy surfaces, the resulting free energy estimates can contain large systematic errors that overshadow the errors from the underlying Hamiltonian [109] . Moreover, the potential energy differences between QM and MM can become very large due to the nucleus-electron interactions in QM, so the implementation of the Zwanzig equation must also ensure proper numerical stability.
An interesting feature of the comparison of the MM and QM/MM results in Fig. 3 is the steeper slope of the results compared to experiment (LogP MM % 1:3LogD exp þ 1:0 and LogP BLYP % 1:4LogD exp À 0:3). This means that hydrophilic compounds tend to be too hydrophilic and hydrophobic molecules are too hydrophobic in both MM and QM/MM. Accounting for solute polarization via BLYP/6-31G* does not seem to have a major impact on the slope. The exaggerated solvent affinity could be explained in multiple ways: (a) the representation of the solute in one or both phases is incorrect e.g., too strong electrostatic interactions in the aqueous phase or too strong dispersion forces in the cyclohexane phase, (b) some molecules could become more hydrophilic by the introduction of charges in protonizable groups (correcting for this effect would require experimental pK a values), (c) hydrophilic molecules can drag waters along into the apolar phase (microsolvation), (d) molecules can be stabilized in unfavorable environments via di-or multimerization, (e) there could also be a subtle systematic error in the experimental interpretation or setup, (f) there is an unexpectedly high concentration of water in the apolar phase (however, experimental data suggests that the concentration of water in wet cyclohexane is only 1.5 mM-which is comparable to the vapor phase), [110] (g) the results could be affected by the simulation of the wrong tautomers (e.g., for molecules 50, 56, 83). Analogous calculations were performed with the semiempirical methods OM1, OM2, OM3, and PM3. The results are summarized in Table 3 . Since there are only parameters for H, C, N, and O atoms for some of the methods, the data is restricted to a subset of 34 molecules. The data set is referred to as the ''HCNO'' data set. To save space in the table, we also restrict ourselves to the discussion of transfer free energies-especially since logDs can be trivially calculated from the free energies by a multiplication by À1:37. We also omit the standard deviations of the MM and QM/MM results, since they are listed in the previous tables. To allow for a direct comparison to the CGenFF results (MM) and the BLYP results (QM), the respective data are also included in Table 3 (third and fourth column). Compared to the complete data set, the RMSDs of the MM and QM results increase by 0.6 kcal/mol to 5.0 and 4.7 kcal/mol, respectively. Since the errors actually increase by using this subset, it can be assumed that the subset is as challenging as the main set.
The RMSDs of the semi-empirical results range between 4.9 (PM3) and 7.1 kcal/mol (OM1). Thus, the quality of the multi-scale results is about equal to or worse than pure MM. However, the standard deviations indicate that the semi-empirical free energies are also not converged. For all semi-empirical results, the standard deviations range between 1.2 and 15.5 kcal/mol, with an average of 2.8 kcal/mol. An extreme example is molecule 83, which is also the largest molecule in the entire data set (117 atoms). Due to its high number of degrees of freedom, one would expect difficulties in the reweighting process. Indeed, the standard deviations of all semi-empirical methods lie around 7-8 kcal/mol for this molecule. Moreover, the errors for molecule 83 are significantly higher than for the rest of the data set. In the extreme case of OM1, the error amounts to more than 30 kcal/mol. This is symptomatic of a complete lack of phase space overlap in the Zwanzig equation.
To avoid errors that arise from convergence issues with the Zwanzig equation it is preferable to restrict the analysis to molecules with more or less converged free energy results. For this purpose, we provide data for a more ''converged'' subset of molecules (i.e., molecules 10, 11, 15, 19, 26, 27, 55, 56, 60, 61, 63, 67, 69, 70, 71, 72, 75, 81, 82, 85, 86) . These 21 molecules are characterized by an average standard error of all semi-empirical methods below 1 kcal/mol (which corresponds to a standard deviation r\3:1 kcal/mol). Metrics for the additional subset are marked by an asterisk in Table 3 (see last four rows). The cut-off of 1 kcal/mol is admittedly arbitrary, but the experimental data range (between À3:4 and þ5:3 kcal/mol) is preserved and the average value of the experimental data points is 1.4 instead of 1.2 kcal/mol. Thus, the data in the set is only marginally more hydrophilic. Moreover, the median experimental free energy difference is exactly the same for both sets with a value of 2.0 kcal/mol. The main effect is that the average molecular weight over the whole set decreases from 285 to 252 amu.
When comparing the ''converged HCNO'' data set with the ''HCNO'' data set, one can see that most metrics for the MM predictions do not change significantly. The RMSD increases from 5.0 to 5.1 kcal/mol, and the R 2 increases from 0.4 to 0.5. Only the MSD decreases from À1:4 to À3:6 kcal/mol, which indicates that the predictions are on average too hydrophobic. This can be partially attributed to the elimination of some of the relatively large polar molecules (e.g., molecules 83, 74 and 42), whose predictions tended to be significantly too hydrophilic. This is illustrated in Fig 4, where the excluded molecules are marked in turquoise (a negative logD indicates hydrophilicity). This might indicate that it is more difficult to achieve convergence for polar molecules.
In contrast to the MM results, the QM and semi-empirical metrics improve drastically upon elimination of the worst unconverged results. While the RMSDs initially ranged between 4.7 and 7.1 kcal/mol, they now range between 3.5 (OM2) and 5.4 kcal/mol (PM3). Based on this data, QM/MM and OMx/MM perform slightly better than MM (RMSDs of 3.6, 3.5-4.4 kcal/mol versus 5.1 kcal/-mol). Interestingly, in terms of RMSD OM2 performs equally well as BLYP (RMSDs of 3.5 and 3.6 kcal/mol), which might make it appealing for future applications, since the computational costs are drastically lowered by the use of semi-empirical methods. Notably, this finding could also be an effect of selection bias. Therefore, further evidence is required to support this finding. However, the good performance of OMx is further illustrated by extensive recent benchmarks [111] .
The relatively large differences within the OMx family of semi-empirical methods are unexpected. The largest differences of the transfer free energy between OM2 and OM3 in the ''converged'' set can be observed for molecule 69 (þ7:4 kcal/mol), followed by molecules 27 (À4:7 kcal/mol), 11 (þ4:7 kcal/mol) and molecule 70 (þ3:6 kcal/mol). A common feature of those molecules is the presence of amines (cf. Fig. 1 ). However, it should be added that all molecules in the SAMPL5 challenge contain nitrogens, so this is not necessarily a unique feature. Nevertheless, a comparison of the net atomic charges of OM2 and OM3 reveals that the partial charges of carbons adjacent to nitrogen differ by between 0.05-0.07 e, with an average difference of 0.02 e over all 45 atoms. On the other hand, the charge response to the transfer from water to cyclohexane is similar. On average, the OM2 charges change by 0.0228 e, while the OM3 charges change by 0.0227 e upon transfer. Thus, the polarization response to the environment seems to be similar, but the initial partial charges differ.
For the interested reader, we also provide results for the semi-empirical methods AM1, [58] MNDO, [59] MNDO/ d, [60] and MNDOC [61] in the Appendix. Their RMSDs range between 5.5 and 7.5 kcal/mol for the complete set, and 5.5 and 7.7 kcal/mol for the ''converged'' subset and tend to be significantly too hydrophobic (MSE between À0:9 and À3:5 kcal/mol or MSE Ã between À2:8 and À6:0 kcal/mol). The Appendix also contains data for OM2-D3, which uses the dispersion correction by Grimme et al. [48, 62, 112, 113] Even though such corrections only affect the intramolecular solute interactions, it seemed worthwhile to test their influence in view of the finding that the solvation free energy can be very conformation dependent [114] . However, the dispersion corrections do not change the results significantly (an RMSD Ã of 3.41 instead of 3.45 kcal/mol for the ''converged'' data set). Table 4 lists the average computational costs of the different methods. On average, each MM transfer free energy result was obtained with ca. one year of CPU time (8952 CPU hours). This reflects the amount of time spent on equilibration as well as on each single k point of the free energy calculation in both phases. The QM/MM post-processing with BLYP only required 16 % of that time, since only the end points were used and only 1 1000 of the total number of steps was analyzed (in order to decrease the auto-correlation between successive frames). For the semiempirical methods with OMx and PM3, the additional computational costs amount to 0.06 % of the costs of the standard free energy calculation. Considering that the corresponding calculations can also be trivially parallelized, the additional computational burden of the presented protocol is negligible.
Conclusions
The explicit solvent calculations for the complete data set of 53 molecules indicate that QM/MM with BLYP/6-31G* performs similarly to MM with CGenFF (RMSDs of 4.1 and 4.4 kcal/mol, respectively). However, this comparison does not reflect the poor convergence of the Zwanzig equation when conducting multi-scale free energy calculations. By eliminating compounds with high standard deviations (r [ 3:1 kcal/mol, i.e. a standard error [ 1 kcal/mol), QM/ MM appears more favorable than MM with an RMSD of 3.6 versus 5.1 kcal/mol for the HCNO data set. Under those restrictions, also semi-empirical methods perform well with RMSDs of 3.5 kcal/mol for OM2, 4.1 kcal/mol for OM3, 4.4 kcal/mol for OM1 and 5.4 kcal/mol for PM3. However, the possibility of some form of selection bias cannot be excluded in this case, since the relevant subset only contains 22 out of 53 molecules. Nevertheless, the data indicate that the inclusion of solute polarization improves the results.
With the possible exception of OM2, the MM, QM/MM and SQM/MM results exhibit a steeper slope than experiment. Since the solute charges and parameters vary among the different methods this suggests that the incline is not related to the solute parameters per se. All methods use TIP3P water and CGenFF cyclohexane as solvents, so this could be a possible reason for this behavior. Moreover, all solute-solvent interactions make use of the CGenFF Lennard Jones terms. The effect of different protonation states is discussed in our companion paper [63] . Other possible explanations include microsolvation in the apolar phase, as well as di-and multimerization that can stabilize molecules in an unfavorable environment. Such effects will be the focus of our attention in the immediate future. Nevertheless, considering that an improvement of up to 30 % of the RMSD can be achieved for 0.06 % of extra costs, it is definitely worthwhile to employ semi-empirical theory for multi-scale free energy calculations. However, the problems of poor convergence and reliability of the free energy results still need to be addressed in a rigorous way before multi-scale techniques can become standard practice. Table 6 Comparison of transfer free energies from water to cyclohexane, using the normal OM2 semi-empirical method (second column) and OM2 with D3 dispersion correction (OM2-D3, third column). Due to the limited availability of parameters for some of the methods, only results for 34 molecules containing exclusively H, C, N, O atoms are shown. All data in kcal/mol 
