A new, five-place "triple entry" table of 5D logarithms of numbers and of circular ¿unctions is described with the aid of representative excerpts from the table. Instructions for its use are in the form of varied and illustrative examples.
REVIEWS AND DESCRIPTIONS OF TABLES AND BOOKS

106[C, D].-Juan
Garcia, "Nuevas Tablas de Logaritmos," Las Ciencias, Madrid, Spain, v. 19, 1954, p. 567-592. A new, five-place "triple entry" table of 5D logarithms of numbers and of circular ¿unctions is described with the aid of representative excerpts from the table. Instructions for its use are in the form of varied and illustrative examples.
With regard to the logarithmic tabulation of the angles in the intervals (0°, 3°) and (87°, 90°), the table provides a direct and simple interpolation scheme for such angles; the arrangement is "triple entry." Uniformity in the methods of tabulation and interpolation for the angles throughout the interval (0°, 90°) is attained. The table is compact, and its entries can be read simply and efficiently.
Genevevo López
University of California Los Angeles, California 107 [F] .-D. N. Lehmer, Factor The availability of these two monumental tables is a cause for rejoicing among all devotees of the theory of numbers-and only a very few of us are not. The author begins his preparatory note to the first of these volumes, "Factors," with the sentence: "The value of a factor table depends chiefly on its freedom from errors." Time has certainly proved the value of this book for no errors have been reported in it; only two serious errors have been found in the companion volume, "Primes." They are listed here.
p. 11, col. 13, line I, for 8151 read 8051.
p. 14, col. 30, line 55, for 51 read 47. p. 99, col. 20, heading, for 224 read 724. p. 119, col. 25, heading, for 83 read 883. In the review copy the first of these errors has been corrected while the second has been marked but not corrected. The first three were noted by D. H. Lehmer [1] . The last was pointed out by E. G. H. Comfort (Ripon College, Wisconsin) .
Professor Comfort has also pointed out that the description of the Kulik tables in the "Primes" need to be revised in the light of the note by S. A. Joffe [2] . He also noted that he received a copy which had pages 68 and 69 replaced by 28 and 29 and pages 72 and 73 replaced by 48 and 49. The review copy appears faultless in this respect.
Both books have been reproduced by photographic methods from copies of the original edition-which were themselves reproduced photographically from typescript. The original editions were some of the earliest major tables to be produced in this manner.
For those who are not familiar with the tables we give brief descriptions. "Factors" gives the least prime factor of each n < 10017000, provided n is not divisible by 2, 3, 5, 7. The most convenient way of using it is to find q, r such that n = 2l0q + r, 0 < r < 210 (using a desk calculator, for instance). Then, turning to the page given by the first three digits of q and the line given by the last two digits, we read in the column with heading r, the least prime factor of n, or a dash indicating that n is prime. If r is not among the column headings, a factor 2, 3, 5, or 7 is present and must be removed before using the table. Repeated entry into the table gives the complete factorization of n. By means of this a much greater range can be covered than the other modern tables BAAS [3] which give complete factorization.
In "Primes" we find a listing, 5000 to a page, of all the primes up to 10006721.
Both volumes contain careful introductions
which describe the construction of the tables and their checking and printing. In "Primes" there are tables giving comparisons of ir(x), the number of primes <x, with various approximate formulae. In "Factors" there is a list of errors discovered in earlier tables.
reviews and descriptions of tables and books 109[F] .-Albert Gloden, 108, MTAC, v. 4, 1950, p. 224.] 2. S. Hoppenot, Table des Solutions de la Congruence x4 = -1 (mod N) pour 100000 < N < 200000, Brussels, Librairie du " Sphinx," 1935 . [RMT 48, M TAC, v. 1, 1943 3. A. Gloden, "Table des solutions de la congruence X4 + 1 _ 0 (mod p) pour 2.106 < p< 3.10s," Mathematica (Rumania), v. 21, 1945 . [RMT 280, MTAC, v. 2, 1946 4. Albert Delfield, "Table des solutions de la congruence X4 + 1 = 0 (mod p) pour 300000 < p < 350000," Institut Grand-ducal Luxembourg, Section des Sciences, Archives, v. 16, 1946. [ RMT 346, MTAC, v. 2, 1947, p. 210-211.] 5. Albert Gloden, Table des solutions de la congruence x4 + 1 =0 (mod p) pour 350.000 < p < 500.000, Luxembourg, author, 11 rue Jean Jaurès, and Paris, Centre de Documentation Universitaire, 1946 . [RMT 410, MTAC, v. 2, 1947 6. Albert Gloden, Table des Solutions de la Congruence x* + 1 = 0 (mod p) pour 500 000 > p < 600 000, Luxembourg, author, rue Jean Jaurès 11, 1947 . [RMT 491, MTAC, v. 3, 1948 7. A. Gloden, Solutions of x4 + 1 -0 (mod p) for 600000 < p < 800000 [RMT 1169 , MTAC, v. 8, 1954 110 [F] ,-John Leech, "Table of groups of 4, 5, 6, 7 primes from 50 to 100 17000," 1 sheet (photostat), 34 X 23 cm., deposited in UMT File.
The table gives 15« where four primes between 50 and 100 17000 are generated by adding and subtracting 2 and 4 from 15». Those values for which additional primes are generated by addition and subtraction of 8 and of these the values which give additional primes by addition and subtraction of 14 and then of 16 are suitably marked. Double fours, primes of the form 210« ± (11, 13, 17, 19) The main table tells whether any number of the form N = k ■ 2" + 1 is prime or composite for odd k < 100 and all « < 512. If the least factor of N is less than 104 it is listed. For k = 1, 3, 5, 7 the bounds on « are larger, namely 2272, 1280, 1536, 1280 , and for « < 2272 least factors to 106 are listed. Each prime found was tested as a possible factor of any Fermât number Fm = 22"" + 1.
In addition to listing the 14 new factors of Fermât numbers previously reported by Robinson [1] , the table lists 95 -261 + 1 as a factor of F5s. This brings to 30 the number of known composite Fm. There are 118 primes greater than 2260 in the table, but only the three already mentioned [1] are greater than 2608.
There is a list of the 42 Cullen numbers «-2n + 1 with « < 103 for which Cunningham [2] did not find a small factor. These were all tested, and only the smallest, 141-2141 + 1, is a prime.
Robinson has presented this wealth of information in a very careful, pleasing, and useful format which is described in the four-page introduction.
This was achieved despite the poor type font and limitations of the IBM 402.
J. L. Selfridge
University of California Los Angeles, California 1. R. M. Robinson, "Factors of Fermât numbers," MTAC, v. 11, 1957, p. 21-22. 2. A. Cunningham & H. J. Woodall, "Factorisation of Q = (2« =F q) and (q . 2« =F 1), " Messenger Math., v. 47, 1917, p. 1-38. 112[FJ.-Emma Lehmer, "On the location of Gauss sums," MTAC, 1956, v. 10, p. 194-202. ^-i
The generalized Gauss sum of order k is defined by Sk -T. exp (2TÍmk/p), p = kf + 1 and prime. m~°I t is known that -(k -1)V7> < Sk < (k -\)y/p. The author investigates the distribution of Sk for k = 3, 4, 5, 7 with respect to various partitions of the interval (-(k -\)y/p, (k -\)\/p). The research was undertaken to test Kummer's conjecture which states that 53 falls in the intervals ( -2Vf>, -\/p)< (~\/p¡ \/p)i (\/^> 2-\/í) with frequencies of 1 to 2 to 3. It was found that for the first 1000 primes of the form 6« + 1, these ratios became 3 to 4 to 5, tending to disprove the conjecture. File \MTAC, Review 3, v. 9, 1955, p. 26 and MTAC, Review 84, v. 9, 1955, Part I, p. 198 Two classes of matrices M, for which det M, \i(M), (M~l)i} (if existing) and (Mk)ij can be given explicitly, are described. (Here X<(M) denotes the characteristic roots of M.) The matrices are of order p -1, where p is an odd prime, and they are defined in terms of the Legendre symbol , > 0 if p divides « where c is any constant and a any integer. These matrices are, incidentally, useful for the evaluation of programs for inverting and finding the characteristic roots of matrices on computers.
Morris Newman
John Todd [Pnm(x)Jdx = 1.
The functions tabulated are thus identical in every way with those whose behavior is exhibited graphically up to « = 8 in four diagrams in the second and subsequent editions of Jahnke and Emde [1] . Except for the difference of symbolism, they are also those denoted by Fnm (cos 0) in Section 16 of FMR Index. The arguments in the Belousov tables are m = 0(1)36, « = ?w(l)56, 6 = 0(2° .5)90°. Each pair of values of m, n belongs to one column of 37 entries corresponding to the 37 values of 0. The function values are to 6D, without differences. Nine figures were kept in the computations.
The author refers not only to several well-known tables, but also to tables by ía. M. ICheifets [2] , which are stated to give values of associated functions for m = 1(1)12, « = w(l)20, and each 5° of 6. On page 15 are given nine corrections (two of them taken from Kheïfets) to numerical values contained tin R. and L.
Egersdörfer [3] .
A. F. This is a straightforward table of the ordinary Legendre polynomials Pn(cos 0). As the values Po (cos 6) = 1 and P" (cos 0) = 1 are not listed, the tabular arguments are « = 1(1)80 and 8 = 1°(1°)180°, the limit 180° rather than the usual 90° having been chosen for convenience in application.
The function values are to 6D, and are believed accurate to the last place given, since they were calculated to HD on the Michigan Digital Automatic Computer (MIDAC).
No differences are provided. Cosines required in the computations were taken from the NBS 15-place tables.
The table, whose special virtue is the high upper limit of n, was computed in connection with a research program on the engineering applications of lightscattering which has been in progress in the Department of Chemical and Metallurgical Engineering of the University of Michigan for the past ten years.
A. F. jn(x) --= 4/-Jn+i(x), yn{x) = 4/ -Yn+i{x) and Jn+i{x), Yn+i(x) for x = 1(1)50, « = 0(1)iV, in all four cases, where N is such that
Yn+i(x) < 10i° < Fm-iC*). Values are given to 9 decimals for « < x and to 7 significant figures for « > x. These tables only partially overlap earlier tables from which the functions can be derived. We mention a few, extracted from material to appear in the projected second edition of the FMR Index of Mathematical Tables [1] . Bessel Functions Jn+i(x) 12 decimals, « = ¿i + h(l)M + §, x = 1(1)20, 
Stokes's Functions
y ¿x y ¿x with from 7 figures to 9 decimals, with central x-wise differences. Riccati Bessel Functions
Here we mention only the book of tables by R. O. Gumprecht and C. M. Sliepcevich [8] . This gives values of the first function to 6 decimals and of the second to 6 or 7 figures, in each case with the first derivatives, for « = 0(1)« + d, x = 1(1)6(2)10(5)100(10)200(50)400
where d increases fairly steadily from 4 at x = 1 to 20 at x = 400. There is also another inconvenient table giving xjn(x) and its derivative only for very miscellaneous arguments x from 1 • 2 to 640, and for n = 0 ( 1 ) N, where N varies erratically from 6 near x = 2 to 436 at « = 640, usually %x < N < x + 10 approximately. v. 11, 1957, p. 9-16. This paper gives basic values of high precision for use in molecular structure calculations, with special reference to the region 4 < | x \ < 50 in which | x | is inconveniently large for the Taylor series and too small for the asymptotic formula. Table 1 . Values of -Ei (-x) to 18S and of -e*Ei(-x) to 19D for x = 1(1)4(.4)8(1)50. A. F. for 739/2(14) read 0.00437 04731 Q8.
The reviewer has checked this value.
The tables for 2lp and 93 " were computed, using desk machines, by use of recurrence relations such as p%p + x2Ip_i = 1 and 93p = x_1{l -(p + x)2Ip} using initial values obtained from 2lo(x) = -exEi(-x) and
where F(t) is the ratio of the tail area of the normal curve to its bounding Ordinate at t, which has been tabulated (BAAS [2] ). The tables for (Sp and £)p can be obtained similarly from p(p -1)6, + x2(Sp_2 = 1 and £p = ±xr2{ (p + l)Sp+i -(p -1)S"} and expressions for So and 6i in terms of Si(x) = /£, /_1 sint dt and Ci(x) = il, tr1 cost dt and for 6±j(x) in terms of C(x) and S(x). The necessity for care in the use of the recurrence relations is pointed out. The authors state, in a letter to the reviewer, that the results were monitored by calculations of asymptotic representations of 2IP and Sp for large p.
The reviewer checked a substantial portion of the tables for 2IP and S3P using SEAC. It is possible to compute 2IP, for integral p, by use of a Laguerre quadrature formula and, for half-integral p, by use of a Hermite quadrature formula after a trivial change of variable. We can handle S3P, 6P, and 3)p analogously using decompositions into complex partial fractions. The error E in the use of these formulas can be expressed in terms of the divided differences of functions such as y"/(y + x). For example, for 3tP(£ > 0), one has | < x"(m\)2 J n (* + xí) (x + {), 0 < £ < where x¿ is the i-th zero of the Laguerre polynomial of degree m. Thus, e.g., for x = 2, m = 15, p = 4 a crude estimate of the error is 4 X 10-8. As a sample of the accuracy actually obtained, agreement with the present tables was achieved for x > .7 in the cases p = 0 and p = 1.
In addition to the tables, the papers treat the following topics in connection with the functions 2IP) 93p, 6" and 3)p: physical applications (in particular, their origin in the theory of elemental semiconductors), recurrence relations, related \_MTAC, v. 9, 1955, p. 191-194] This function was computed by using a power series for the range 0 < x < 2.0 and by using a different expansion for the range 2.0 < x < 16.0. The maximum error using seven terms of the power series is less than 0.5 X 10~6 and for the second expansion it is approximately 2 X 10~6. The Glancing over the book one cannot help being impressed by the enormous wealth of formulas stacked up in the book and by the astounding formal dexterity which Professor Oberhettinger must have commanded in deriving some of them. On the other hand one also notices some shortcomings. There is no indication of the sources of individual formulas, conditions for validity are given in many cases for real values of the parameters only ; there is no system of numbering the formulas that could be used for reference purposes ; and the bibliography refers only to a few well-known titles. However, one must not forget that all these matters are of secondary interest to most of the actual users of such tables and that the absence of a complicated scholarly apparatus makes for easier reading. Here #0 is the value of <j> at the point chosen as the origin of the coordinate system, F is the drag per unit length of cable when the cable is parallel to the stream, R is the drag per unit length of the cable when the cable is normal to the stream,/ = F/R, T0 is the tension in the cable at the point chosen as origin of the coordinate system, T is the tension in the cable at the point x, y, r = T/T0, £ = Rx/T0, and i¡ = Ry/T0.
These functions called the cable functions are tabulated to four decimal places in this report.
The values of the parameter/ for which the cable functions have been evaluated are 0.01, 0.02 and 0.03. Another important parameter entering into the evaluation of these functions is <j>c, the critical angle of the cable, the value of the angle (b obtained when the cable is freely trailed in the stream and the angle for q(<p) = 0. The values 4>c = 0°(5) to 85° are covered in the tables. These were computed by use of Simpson's rule for the evaluation of integrals. The relative errors in the functions tabulated are said to be less than 0.001 percent.
(B) The cable function tables for small critical angles reported herein are supplementary to those described above. The supplementary tables provide tables for critical angles in the range from 0 to 10 degrees in increments of one degree. More closely spaced intervals of the independent variable in the vicinity of the critical angle d>c are also provided. Numerical integrations were made using the formula
The authors state that "It is believed that the maximum error in any of the tabulated values is never greater than one unit in the least significant figure."
A. H. T. This collection of essays is based on a series of lectures organized in the Extension Division of University of California at Los Angeles and given at that University and repeated elsewhere. Those who did not hear the speakers will be grateful to them, and the editor, E. F. Beckenbach, for providing this volume. Engineers are some of the greatest customers of the automatic computers and much of the present volume is relevant in the field of this journal, and all our readers can profit from reading those essays.
The It is not possible to discuss all the contributions; we shall only comment briefly on a few which are specially relevant to the field of this journal.
In his essay in the first part, R. Courant indicates the importance of a double attack on problems, by modern computing techniques and by penetrating analysis. In the second part, the essays by H. F. Bohnenblust and G. W. Brown give an account of subjects which, although they have largely developed in the last few decades, are becoming more and more used in the programming and operational aspects of engineering.
Some of the articles in the third part are not very closely related with practical computational considerations. However, those of Morrey and Forsythe do get down to numerical cases. Morrey discusses the solution of functional equations, mainly arising in calculus of variation problems. Newton's method is discussed in the finite dimensional case, normed linear spaces are introduced and the Rayleigh-Ritz method is discussed. Examples of the solution of a pair of equations in two variables, a first order differential equation and of a calculus of variations problem are discussed in detail.
Forsythe gives a valuable introduction to the subject of relaxation methods, indicating the scope of the method and its extensions, giving illuminating examples, and discussing the basic questions of convergence which arise. There is an ample bibliography.
Tompkins discusses the method of steep descent in a general framework: the solution of many engineering and physical problems can be represented as minimizing some function of several variables, or some integral. There are accounts of the solution of a system of linear equations by the projection method of Kaczmarz and the conjugate gradient method of Hestenes and Stiefel. After appropriate generalizations, a representative problem of the calculus of variations is discussed and some account is given of recent work in this field which is relevant in connection with computational problems. The concluding essay by D. H. Lehmer is a pleasant introduction to automatic computers and includes many significant remarks. After noting the inadequacy of current machines for handling differential equations involving three space variables and time he adds, "It is only fair to state that there are also inadequacies in the numerical analysis of such problems." He encourages engineers to do their own programming and coding-a list of the machine instructions is almost enough -and most of the tricks of coding will occur to an engineer "who uses his normal budget of native cunning. This book discusses the determination of the distribution of neutrons in space and time in terms of the geometrical configuration and physical properties of the medium they are in under the restrictive assumption that the magnitude of the neutron velocity is unchanged on collision. A very detailed well written treatment of this restricted one-velocity theory is given. This theory is basic to the solution of more general and more realistic problems. Indeed, some of its results have immediate application in such problems as the slowing down of neutrons by elastic collisions and in other problems.
The book is organized into three parts: Part A, Introduction; Part B, Propagation in the absence of scattering collisions; and Part C, One-velocity theory of neutron differsion.
Part B discusses the solutions of the continuity equation for the angular demity function, \l/(r, Ü, t) the number of neutrons per unit volume and unit solid angle moving in the direction of the unit vector 0 ; r and / denote the space coordinates and time respectively.
The continuity equation is discussed for three types of streaming: with no sources in vacuum, with sources described by a function q(r, Ü), and with sources q and absorbers. reviews and descriptions of tables and books Included in this part are four place tables for the collision probability for a slab of half-thickness <j> = a/2, a sphere of radius a, and an infinite cylinder of radius a. These tables are listed in accordance with the values of b/l, a/l and a/l respectively where I is the mean free path. The variable a/l (b/l) ranges from 0.00 to 5.00 in steps of 0.01.
Part C starts with a discussion of the transport equation and some of its properties, discusses this equation for a uniform medium with isotropic scattering and finally shows how the results obtained for the uniform infinite medium may be applied to the solution of finite problems. As the author states explicitly, this book is designed for use as a general text on weather forecasting. Accordingly, its subject matter and style of presentation are strongly slanted toward the interests and needs of the practicing meterologist, and will be of little direct value to the student of mathematics and numerical analysis.
Two chapters, however, deal with computing methods that are interesting, if only for their novelty. In chapter 3, the author outlines a method for extrapolating the position and intensity of certain definite features of atmospheric pressure patterns (e.g., "high," "lows," "fronts," etc.) from one moment to the next. This method is based entirely on the differential geometry of the pressure field and its instantaneous time-derivatives (assumed known). Thus, since it contains essentially no element of physics, it is equally applicable to other time-dependent fields.
Chapter 19 describes a graphical method, originally due to Fjortoft, for solving an equation of the form yVi + *.vVv -*,vv« = o with \f/ constant along a fixed closed curve in the (x, y) plane at all times t, and with \f/ given everywhere within that curve at t =0. Interpreted geometrically, this equation states that the instantaneous local velocity of the VV-field is a vector equal in magnitude, but normal to V^. This provides the basis for a graphical method of extrapolating the V^-field at a slightly later time /, by moving the initial V2^-field for a short time / with the initial local velocity. The remaining problem, that of recovering the ^-field at time / from the extrapolated V2\p-field, is solved by a graphical method of repeated averaging-a procedure that is roughly equivalent to Richardson's method of relaxation. Although such graphical methods are doubtless very ingenious, it is the reviewer's opinion that they are a step backward against the current trend toward the more easily automatized digital type of computation.
Chapter 18, on Numerical Forecasting, was specially prepared for this volume by Dr. Arnt Eliassen of the Oslo University. This section of the book is a clear, concise, and remarkably complete account of the application of numerical methods and high-speed automatic computing techniques to the problem of weather prediction, and is probably of more general interest than the sections discussed above.
On the whole, Professor Petterssen's new book is clearly written, well illustrated, and represents a truly heroic effort to bring the practicing weather forecaster up to date with new and improved tools of his profession. 
« is the number of molecules per unit volume, and nf(x, £)dxd£ is the number of molecules with velocity components in the range £i to £i + d£i in the volume containing the point between xt and xt + dxi (i = 1, 2, 3). The function /(£, x) is approximated by using the solutions of the hydrodynamical equations of conservation of energy, means and momentum. Numerical solutions of the latter equations are involved in the calculations. This book is at first an abbreviated account of the author's work in different fields of numerical analysis. Therefore the reader may take it as a guide to the papers published by Lanczos in various periodicals. The specific contributions of Lanczos to numerical analysis can be listed as follows. First of all he discovered the usefulness of Chebyshev polynomials in many fields where they had not been used before. The reader will find much valuable material in this connection, in particular for solving large linear systems of equations by relaxation, for solving algebraic equations, for telescoping power-series and for the approximation of solutions of linear differential equations ('V-method").
The author's method of computing eigenvalues of matrices by "minimized iterations"
is outlined a little sketchily in chapter III and his more recent invention of "spectroscopic eigenvalue analysis" is described.
But the book gives moreover a general view of numerical analysis. It is very interesting for the specialist who will find even in its more elementary parts Lanczos' personal attitudes and his sometimes very original ideas. It may however be a little hard to read for the beginner. Chapter I deals with algebraic equations and much weight is given to Bernoulli's method called the "method of moments." Stability is discussed by mapping the left half-plane onto the unit circle. One should observe that by this procedure the nearest root to the imaginary axis does not correspond necessarily to the nearest root to the unit circle. Chapter II begins with a theoretical introduction in linear algebra and proceeds to the numerical methods of solving linear equations and eigenvalue problems. Iterative methods are given in Chapter III.
Chapter IV is devoted to harmonic analysis. One of the merits of the book is the extensive discussion of the numerical methods connected with network analysis and Laplace transforms.
In particular the author develops four methods for numerical inversion of Laplace transforms. The chapter is a little heavy because some results are discussed twice in the languages of Fourier and Laplace transforms.
The more classical problems of data analysis (interpolation and smoothing) and quadrature are treated in Chapters V and VI. The reader will find some new and interesting points of view, for instance the improvement of Simpson's rule by end corrections and a very elegant treatment of Hermite's quadrature formulas based on Legendre polynomials.
Error estimates are sometimes a little vague. As an example the estimate 6-5.4 for Simpson's rule can be made exact by multiplying the right side by 5/4 and assuming that the fourth derivative of the integrand does not vanish inside the interval of integration.
At the end of chapter VI there is an interesting application of Hermite's quadrature to eigenvalue problems connected with linear differential equations.
The last chapter of the book gives various methods for the expansion into power series and analytical extension.
It seems to the reviewer that the modern literature on numerical analysis has been taken into account up to 1952 approximately. The Quotient-Difference Algorithm in its simplest form is a numerically effective method for determining the poles of a rational (or meromorphic) function from one of its Taylor expansions.
Based on ideas due to Hadamard, Aitken, Lanczos, and Stiefel, and on concepts of the theory of continued fractions, the algorithm was developed by Rutishauser in three articles in Z. angew. Math. Physik [1, 2, 3] and shown to be an efficient tool for the solution of a number of fundamental problems of numerical analysis. Each of the mentioned articles forms the backbone of one of the chapters of the work under review, but there are many changes and additions. Chapter I furnishes the theoretical basis of the algorithm. Among the new material we mention the didactically valuable rhombus rules ( §3) and an addition theorem for continued fractions ( §10). The latter appears to be a contribution to the formal theor}' of continued fractions and has several applications in the two later chapters. Chapter II deals with applications of the Quotient-Difference Algorithm to the summation of slowly converging series, to the factorization of polynomials, and to the interpolation of functions by sums of exponentials. Much of the new material included here tends to bring the algorithm closer to the computer. One of the disadvantages of the original form of the algorithm is that it occasionally may require dividing by small numbers. It is now shown ( §9) how this can be circumvented by a simple device. Also, the quadratically convergent modification of the algorithm given in the original article for determining the real roots of a real polynomial is now extended so as to yield also conjugate complex roots ( §8). The original method for interpolation is now replaced by a numerically more stable process ( §10). The section dealing with the summation of series is perhaps the least impressive of the chapter. No attempt is made to define a class of series for which application of the algorithm may speed up convergence. Chapter III describes the application of the algorithm to the determination of the eigenvalues and eigenvectors of a not necessarily symmetric or hermitian matrix. Again the author shows his concern with actual computation by including detailed flow diagrams and (as in the other chapters) numerical examples. In three appendices the author discusses several extensions of the algorithm. One of these, the so-called L-R-algorithm, is treated more fully by Rutishauser in an article to appear in volume 49 of the National Bureau of Standards Applied Mathematics Series. On the whole the presentation follows the pattern of the underlying papers in Z. angew. Math. Physik. A few proofs that were originally missing (e.g., of Theorem 1 of chapter III) are now carried out in full. The algorithm is still based on the analytic theory of continued fractions, and the reader's task is not made easier by the fact that no references are made to Perron's standard works on the subject. [In an article which will appear also in the above-mentioned volume 49 of the NBS Applied Mathematics Series, the reviewer has given an introduction to the algorithm which is based solely on the elementary theory of complex variables.] The printing of the whole work is excellent, and the fraction bar has ample opportunity to demonstrate its much-neglected faculty to make complicated formulas easier to read.
The world of computation owes to the author already several pioneering contributions on automatic coding and on the numerical integration of ordinary differential equations. By his impressive work on the Quotient-Difference Algorithm and its ramifications, Rutishauser has firmly established his position as one of the most resourceful and inventive numerical analysts of the present.
Peter Henrici
University of California Los Angeles, California The authors state: "The object of this book is to explain and justify a rapid method of determining the fundamental period of a vibrating system or the condition of stability of an elastic system, with the degree of accuracy usually demanded in engineering problems. . .. . The fundamental principle is due to the third Lord Rayleigh, and it applies not only to vibrating systems with a finite number of degrees of freedom, but also to continuous systems such as a stretched string or metal reed."
The authors only mention that the Rayleigh Principle is intimately related to the principle of least action and state that whenever the differential equations of a problem, dynamical or otherwise, are equivalent to a variational principle, the problem is always soluble by methods analogous to those discussed in this book. However, this intimate relationship is nowhere discussed nor is the relation between variational principle for the system under discussion and the Induction Function G(x, s) (the Green's function of the equations describing the system mentioned).
An outstanding feature of this book is the use of this function G(x, s) to generate sequences of functions fn(x) which approach the first (and higher) proper function of the equations describing the system and the use of these approximate proper functions for the determination of approximations to the proper values of the system. The major portion of the discussion is devoted to a method for determining the first proper function and proper value. However lower and upper bounds are given for the latter quantity and the lower bound is shown to depend on the ratio of the first two proper values. A method for estimating this ratio is also given.
The introductory chapter gives a general account of Rayleigh's Principle, of the problems to which it can be applied, and of the results obtained in subsequent chapters.
Chapters I, II, V, and VI contain many illustrative examples in which the methods derived in some detail in Chapters III and IV are applied. Chapters I and II are mainly concerned with problems in elastic stability and Chapter V deals with vibrating systems.
Chapter VI deals briefly with theorems relating the fundamental frequencies of two systems which themselves are related by inequalities in their mass distributions, or potential energies.
Chapter VII entitled Numerical and Graphical methods discusses one problem : The determination of the fundamental frequency of a tapered Aeroplane strut. Chapter VIII gives a few examples of the determination of equilibrium configurations of elastic systems.
The book is extremely well written and will be particularity useful to those who desire closed formulas for various approximations in engineering problems. Modern numerical analysts and other mathematicians will find this a thought-provoking book and very suggestive of methods for solving engineering problems. However it is an open question as to how suitable the methods discussed in this book are if numerical solutions are to be obtained by the use of automatic digital computers.
A. H. T. The author proposes to triangularize an arbitrary matrix by a sequence of transformations of the form A -* B = S*AS where 5 is a unitary matrix operating on two rows and columns and S* denotes the transposed matrix. No proof is given that the sum of the squares of the absolute values of the sub-diagonal elements decreases to zero. It is known that this sum does not decrease monotonically. A variety of matrices whose elements were picked at random were treated by this method on an IBM 701 and it was shown that for this class of matrices the method converged.
A. H. T. Experience shows that at least half the problems of a modern computing organization involve "linear algebra." Computers, in particular, will therefore welcome Matrix Calculus, which represents the first attempt to cover the whole field in a single volume.
The book is in four parts. Part I, in 85 pages, treats the theory needed in practical applications.
It considers elementary properties of vectors and matrices; errors in A~l caused by small uncertainties in A ; measures of magnitude of A ; decomposition theorems and orthogonalization ; properties of latent roots and latent vectors; bounds for eigenvalues and determinants; and some theory of elementary divisors.
Part II, in 100 pages, considers practical methods for solving linear simultaneous algebraic equations. Direct methods include the elimination and condensation methods of Gauss and Jordan, both for exact and approximate solution; applications of matrix decomposition into triangles and its connections with elimination ; the Gauss-Doolittle process, the methods of Banachiewicz and Cholesky, and Aitken's "triple-product" method. Details are given of desk-computing techniques and their variations of advantage for more automatic equipment. There is also a discussion of ill-conditioned equations and the "error" (accuracy) and "exactness" (precision) of solutions.
Iterative methods discussed include those of Gauss and Seidel, the acceleration devices of Aitken, and the steepest-descent methods of Hestenes, Stiefel, and others. The general theory of iteration, with theorems on convergence and its acceleration, is given at length. Methods for improving an approximate inverse, procedures which always converge and which are therefore considered suitable for automatic computing, and the practical advantages of various scaling operations, are also included.
The inversion of matrices, in about 50 pages, is the topic of Part III. In addition to the obvious applications and extensions of the methods of Part II there is a discussion of partitioning and bordering of matrices, an old but little known method for reducing a matrix to diagonal form, and a lengthy account of special treatment of the matrices arising in geodetic surveying.
The last 100 pages belong to Part IV, the determination of latent roots and vectors. Iterative methods are used to determine the dominant root and associated vector, and perhaps one or two sub-dominant solutions if convergence is slow, in this respect an advantage. For accelerating convergence, or causing convergence to a wanted solution, methods of "vector-deflation" and "matrix-deflation" are fully explained. The construction of the characteristic equation is also discussed, together with its ill-conditioned dangers. There is a mention of Aitken's sequences for "higher" eigenvalues, and a further discussion of elementary divisors. Then come the orthogonal transformation methods of Jacobi and Givens, perturbation methods for improving accuracy, the gradient methods of Hestenes and Karush and the use of Rayleigh's quotient.
Some direct methods are also mentioned, associated with the names of Leverrier, Krylov, Duncan, Hessenburg, Samuelson, and others. These methods effectively form the characteristic equation, and find favor only for matrices of low order.
There is a bibliography of 111 references and a somewhat terse index. Numerous examples illustrate the text (even in Part I), the amount of computation in each method is carefully assessed, and there are many computing hints, close attention to checks, and a willingness, refreshing if not always believed, to give an opinion on the relative merits of the different methods, according to the nature of the matrix, the amount of information required about it, and the computing equipment available.
Few omissions come readily to mind. Perhaps the "escalator" method was worthy of passing mention, however, and the absence of the name of Lanczos, from the section on latent roots, is somewhat surprising.
This reviewer did not find the book easy to read. The emphasis on a "new matrix calculus," with stress on rows and columns, avoidance of the use of individual elements, and accompanying new ideas and notations, together with the vast amount of material contained in relatively few pages, cannot readily be assimilated from the depths of an arm chair. But there is nothing essentially difficult, and the student who really makes the effort with this book and succeeds, can claim, with its author, to be an expert in this field. Simplexes and cones," MTAC, v. 10, 1956, p. 130-137. 137[X, ZJ. 1954) and published in the magazine Instruments and Automation. The second edition reprints three of these and adds eight others. In both cases about half of the papers are on analog computers and applications, the other half being on digital computers and applications.
The articles are written for the general reader, rather than being highly technical. They provide a limited amount of information about a number of specific computers and their business or industrial applications.
The 
Yowell
There is a short introduction by John S. Burlew of the Franklin Institute, a transcription of the discussion of each paper, and a list of those attending the Symposium.
It seems to be a sad fact that workers in the field of automatic coding, who in general are scientific or research personnel, bring a most unscientific and unresearchlike attitude to these symposia. The papers presented at this symposium are, with two and possibly three exceptions, simply descriptions of individual and special-purpose coding systems which are of interest to users of the particular computer for which they were written, and to nobody else. Most of the information contained in these papers could more easily and efficiently have been obtained by interested parties through a users' organization;
by this time such organizations have grown up about most large computers. Evidence of the inefficiency of communication is the turn generally taken in the discussions; questions are often requests for information already given in the paper, and comments generally consist of destructive or petty and obvious criticism. Constructive criticism-the contribution or generation of constructive ideas-is so rare as to be negligible. Some of the papers deserve at least individual mention; one such is the Katz paper. This contains a short discussion of debugging problems that arise in automatically coded programs, which are difficult of solution because, by the very nature of automatic coding, the programmer is insulated from (and may be completely unfamiliar with) the computer. Mr. Katz describes an attempt to produce debugging routines for some compilers for UNIVAC. Automatic debugging is a most interesting and difficult logical problem, and this paper is one of the few in which more rather than less detail would have been welcome.
The Perlis-Smith paper is another refreshing exception. It is, in the final analysis, a description of an automatic coding scheme for the IBM 650, but the language and organization are a pleasure to see ; further, the approach to the problem is at once scientific and comprehensible.
There is a clear, concise description in logical terms of just what the automatic coding problem is, and a clear and convincing justification of the methods used in solution. It may or may not be significant that this is the only paper arising from work at a university.
The last paper, and the last deserving mention, is the Yowell paper. This is quite different from the others in that it describes an attempt (by The National Cash Register Company) to design a computer (the 304) with macro-commands; this is automatic programming by hardware rather than routines. The paper is at once wordy and short, but the novelty of the content makes it interesting.
The tenor of papers and comments makes it clear that the overwhelming majority of those attending the symposium have a distorted idea of just who and what automatic coding is for. Time and again the emphasis is on simplifying programming so that cheaper talent can be used to write programs. This is a case of being right for the wrong reasons. The saving in time and money in making do with low-priced programmers is as nothing when compared with the saving that can be effected if high-priced talent-scientists, engineers, executives-can have access to a computer without having to explain problems or learn programming. The only statement or comment made at the Symposium in support of this philosophy comes from Dr. Perlis and is, in part: "It is the man who proposes the problem who is important, and his ideas are the ones that count." E. P. Netjburg Digital Computer Programming offers for the first time an excellent introduction to the problems of coding for a high speed stored program computer. Such a work has long been needed in this field; McCracken's book will probably remain as the standard of comparison for some time. Since this book will undoubtedly be widely used, not only as a textbook in colleges but also as a training manual within industry, it is felt that a fairly detailed review of the work is indicated. In what follows, the plan of attack will be to cover the book more or less chapter by chapter, and, in general, point up some of its shortcomings. Most of these arise from viewing the book from the point of view of a neophyte in coding, and will possibly seem obvious to the old hands in the business, who can read Digital Computer Programming almost as if it were a novel, exclaiming "Yes, yes!" at every page. Following this survey will come a few remarks on the general philosophy of the book.
In chapter 1 the newcomer is given a brief introduction to stored program computers. It becomes obvious almost immediately that the work is intended as a textbook, as new terms are introduced with fair rapidity. Most of these terms are indicated in italics, and defined contextually, which makes for easy reading, but these terms must be mastered before going on, and will probably require several readings on the part of the student. In order to have a concrete machine with which to work, McCracken invents TYDAC, the TYpical Digital Automatic Computer, a decimalized version of a modern binary scientific machine. A brief history of computing follows, which is fairly complete with one exception. Most of the major users of large scale machines for scientific computing started out by applying standard punched-card machine techniques to engineering calculations, and many of the methods, traditions, and customs which the newcomer to scientific computing encounters have their roots in this early work. Some credit should be paid to these pioneers.
A fairly comprehensive outline of the steps in coding skips mention of one of the most important steps-that of making sure the proposed problem is really the one which should be solved. Often a great deal of labor may be saved by incorporating several small problems into one large systems analysis. On the other hand, it may be too early in the investigation of a problem to tackle more than a small piece at a time. The large amount of time spent receding problems points up a need for more time spent in this phase of solution. Also, no mention is made of the large amount of feedback that ordinarily occurs between the scope of the problem under solution and the method employed.
There is a good survey here of typical applications of digital computers; this might also have included some examples of problems which are not suited to high-speed stored program machines.
A lucid, though conventional, explanation of coding fundamentals is presented in chapter 2. The going is still fairly fast here, and much reference will be made back to the terms previously defined in chapter 1, and to the appendix which contains a complete summary of TYDAC. (A worthy addition to the book would have been a small card, loosely inserted, containing a summary of the instruction codes, etc. Practically every coder for a real machine carries one of these supplied by the manufacturer; TYDAC should not be an exception.) Cogent points which must be remembered are often hidden in the middle of a paragraph ; the book will probably be much underlined.
A good glossary of computing terms would be welcome here. Since this text will find such widespread usage, it is to be regretted that the author did not include what might have become a definitive dictionary of computing terms.
There is a good description of the execution of a three step program which adds two numbers, but the section on multiplication and division processes within the machine is probably overdone. A better use of space here would have been to present the arithmetic registers as they appear before and after the execution of the instructions, as is done in the section on scaling. It is pleasant to see an introductory work which mentions the necessity of clearing the MQ register before division takes place, although more emphasis might have been placed hereespecially in connection with small-integer arithmetic.
In an example on p. 26 several opportunities have been missed to point up the possibility of subtle errors in even such a simple problem as (10 -.4 + B)C. Here, as happens throughout the text, the examples seem fairly simple when the correct answer is given. Only three examples of coding in the entire text are pointed out as containing errors-certainly a far smaller proportion than maintains in reallife coding. A very worthwhile addition to the explanations Would give examples which do not work, and the reasons why.
The exercises appended here, as throughout the work, are excellent. Perhaps the most frequently neglected part of teaching coding is in this realm, and it is refreshing to see examples more typical than A + B = C.
Chapter 3 leads us painlessly through the mysteries of binary and octal number systems. One addition to this chapter that could be made would explain the use of mixed-base number systems for compacting information within a word, as is often done to minimize input-output time or conserve storage space.
The Decimal Point Location Systems, as described in chapter 4, are exceedingly well done. McCracken is to be congratulated on his fearless approach to the so-called "mysteries" of fixed-point coding. There are many experienced coders who could profitably study this explanation. The first method, that of fixing the point in the middle of the word, seems rather awkward and artificial, and should probably have been cut a bit. Here would be a good place to explain the necessity of clearing the MQ before division, but this is not done.
The "graphic" method has long been the favorite of this reviewer, who finds here the first really good explanation of the method. The examples of multiplication miss the fact that in a large proportion of cases a left shift is necessary after the multiply, since both factors may not reach their maximum value at the same time. Also neglected is the problem of finding a full ten digit rounded quotient, which is never presented in the book. The scaling of the remainder after a division is never presented; this should be included. Some simplification could have been made by considering only the number of digits before the point, as the number after is redundant.
To be complete, this method should include a set of rules similar to the 5 step rule given under the scale factor method, and would probably give the "graphic" method more widespread use.
The commonly used scale factor method is accompanied by a good set of rules for its employment, and should dispel much fear on the part of the coder approaching fixed point problems.
In the section on scaling, the author has missed an opportunity to present the coder with a check on the programming of the problem that is often valuable. In coding fixed point arithmetic, the values of the shifts required should normally be small; e.g., 3 or 4 places at the most. If a shift of eight or nine is arrived at in, say, an addition, an insignificant quantity is probably being added. The statement of the problem may be checked at this point, and many errors have been detected in such a fashion.
The coder should be warned, in conjunction with the problem of overflow, that in a large majority of cases the overflow indicator will be turned on by some part of the problem which does logical work, or by subroutines, and that it should be turned off prior to embarking on a sequence of fixed point arithmetical calculations and checked immediately following the sequence.
In this section, as elsewhere, a good deal more space could have been profitably devoted to pointing out possible pitfalls. The examples are generally good, although more requiring "tight" scaling to retain significance could have been included.
Chapters 5 and 6, which deal with address computation and loops, lead the coder quite easily into the real power of stored program machines. Particularly to be commended is the decision to separate the address computation from the testing computation; introductory examples here are often much too complicated. Two objections were noted here. In several examples some of the necessary information is buried in the text, and it would have been better to write out cells containing instructional constants, etc., following the examples. Where this is not done, the somewhat confusing notation "Loc 1400" is used rather than the more common "L(1400)" or "Loc. of 1400."
This section would be a good place to point up the advantages of standardization when writing loops. There are many ways to write a given loop ; the important point is for the coder to pick a single method to use and stick with it-the temptation to be clever is seldom resisted by the neophyte, and usually leads to disaster.
The excellent coder usually develops his own style of coding, and this becomes a major factor in reducing his own mistakes.
There is an excellent paragraph at the bottom of page 77 which bears repeating here.
"Depending on the nature of the loop and of the test, it is possible to make a truly remarkable variety of mistakes in testing. If the loop should be carried out n times, it is quite easy to make mistakes which will result in doing it:
(1) not at all; (2) « -1 times; (3) » + 1 times; (4) 2« times; (5) until the power fails or the machine breaks down. It is fairly safe to say that loops, although one of our most powerful tools, are also a very large source of errors. Whatever other prechecking systems may be used, it is always advisable to go back and check the loop-testing parts of the program. As indicated above, one simple way is to analyze what would happen if the loop were to be executed only once." This succinctly conveys to the coder the main source of errors in coding.
McCracken might have pointed out that once a coder learns to "count to one" (not only in writing loops, but in many other phases of a problem) he is well on the way towards eliminating mistakes in coding.
On page 80 there is a discussion of the time vs. space problem which always seems to bother the new coder. Perhaps this would be a good time to inject the point that very often the best loop is not the shortest, not the fastest, but the one which works the first time. The amount of time spent in debugging a slightly faster or shorter loop often far overshadows the time saved in running the problem. Many coders adopt the policy of writing all loops in a standard fashion, checking the program out, and then going back and "cleaning up the code," one loop at a time, when time considerations are really important.
There is also a gem of wisdom at the beginning of chapter 6 which might have been emphasized more-in coding a loop, start from the inside and work out. This philosophy can be carried to all parts of a problem, and bears repeating many times, although the student may quickly find this out for himself in working out the fine examples at the end of this section.
The chapter on flow charting is well introduced and presented ; unfortunately no attempt has been made to give general rules for problem organization. Moreover, no symbolism has been adopted for indicating the execution of a closed subroutine, whose detailed flow chart may be given elsewhere. Some attention to this point might have helped to keep flow charts from growing almost beyond comprehension.
TYDAC contains, as do most modern scientific computers, a set of index registers. A rather arbitrary, though adequate, set of instructions is provided for operating on them, and an extremely good explanation is made of the distinction between indexable and non-indexable instructions. Another example of a program with an error occurs here, and again the opportunity to point up the advantages of standardized coding is missed.
In chapter 9 the student is introduced to one of the most powerful tools at his disposal-subroutines.
The various methods for entering and leaving a subroutine are well presented, but two methods for communicating information to the subroutine that are commonly used are not emphasized. (These are transmittal via the machine's arithmetic registers and via standard cells in memory.) Several other points are missed that are vital to the discussion. A generally used subroutine must somehow take care of all possibilities of error in inputs, with appropriate error warnings, and must also conform to some prescribed set of conventions regarding the use of overflow indicators, index registers, etc. An example of a subroutine with an error exit is given in one of the examples in a later chapter, but the point is not emphasized. It is in the attention to details such as these that a good subroutine is distinguished from a poor one. The statement is made, on p. 114, that it is not clear whether or not the use of index registers for linking to subroutines will grow. On the contrary, the reviewer feels that one of the most important advantages of the newer machines lies in their built-in features, such as the set index jump instruction and indirect addressing features, which permit subroutines to be constructed with great ease while coding. The closed nature of these subroutines greatly facilitates the check-out phase, and they will undoubtedly become a more and more important part of programming. It is at this point in the book that the coder might have been introduced to good coding practices, and it is unfortunate that the point was not made. The introduction to floating point operation, as given in chapter 10, is generally good. His warning against the injudicious use of floating point is not too strongly made, in the face of the general trend toward hardware incorporating this feature. The new coder may be lulled into a false sense of security if he is not strongly confronted with the pitfalls that can arise. One of the most time-consuming problems for a programmer using built-in floating point operations in a large problem concerns the treatment of underflows and overflows; the routines necessary are not mentioned at all. It should also have been explained that built-in floating point operations are not always exactly analogous to the corresponding fixed point operations; e.g., TYDAC's MQ is cleared in floating point addition. This is often a big source of errors for the new coder.
Input-output methods can be treated only briefly in a book such as this, as McCracken points out, since these are strongly dependent on the actual machine used. This is unfortunate, as perhaps the best way for a coder to learn the differences between numbers, addresses, locations, operations, etc., and at the same time meet non-numeric and numeric data and conversion and scaling problems is to tackle an input or output routine. This is especially true on a binary machine. The statement that a coder need never know input-output will be contested by many, including this reviewer. The inclusion of a console on TYDAC leaves something to be desired in view of the general trend away from having the programmer touch the console, or indeed, operate the machine at all. There might have been a section included, more pertinently, on the problems of organizing the production phase of a problem so that it may easily be run by a professional operator who may have no knowledge at all of the coding or the problem itself.
A load program is presented which uses an initial address and a word count on each card to control loading and the advantages are detailed. The disadvantages should have been presented, too. Suppose the deck has had corrections added, and is somehow out of order? There is no indication that this has happened, and the program might run through to completion, giving wrong answers, ata large cost in machine time. Similarly, no indication is given if a card is missing; much running time can elapse before this is detected. Many problems arise in connection with input-output procedures, and the programmer should be made aware of these early in his career.
The presentation of magnetic tape procedures is again necessarily brief. The inclusion of check-summing as a machine checking feature is good, especially in view of the fact that TYDAC does have a redundancy check indication. The necessity of having programmed checks on the machine operation, even when checking circuits are built in, could probably have been emphasized elsewhere with equal advantage. Here again the coder should be warned that his problem will be run by professional operators unfamiliar with his routine and that he should try to simplify tape handling procedures as much as possible.
Chapter 13 presents a basic introduction to program checkout techniques. Since the average coder spends the largest amount of time in this phase of problem preparation, a much more extensive treatment of the subject would be indicated. Unfortunately, no general set of rules to guide the programmer has as yet been presented. McCracken fails to distinguish the two phases of program checkout: debugging and testing. By debugging is meant the process of making sure that the program does what the coder meant it to do, and by testing is meant the process of making sure that the program solves the problem it is intended to solve. The distinction is strong, and the testing phase is often woefully neglected, even by experienced programmers.
The debugging process is fairly well covered, including the standard techniques of tracing, memory dumping, and breakpoint printing. Also welcome is a description of the "decoding" process of checking a code before it is tried out on the machine, and various methods are presented. An excellent example points up the necessity for picking realistic and non-degenerate test case data, and should decrease the number of times the cry, "But the test case checked perfectly!" is heard.
No rule is given for the procedure to be followed when the newly coded program collapses; a simple one is to try to get the program to execute all of the instructions from beginning to end without regard to the correctness of answers, and then to tackle the arithmetic portion of the code. All such rules are, of course, rather dependent upon the programming system used, and will vary from machine to machine. Another fruitful area for making mistakes is ignored-the procedure for correcting mistakes once they are found. Nowhere is this problem covered, and as the neophyte programmer does not have symbolic techniques at his disposal at this point in the text, he may reach the conclusion that it is necessary to do a great deal of rewriting each time an error is discovered. A few words as to the necessity for leaving room for patching would be in order here. Also, were symbolic methods available to the coder at this point, the ease with which these permit the inclusion of personalized diagnostics could be presented.
It is difficult, in a short chapter, to present relative (or symbolic) programming techniques and give a good indication of their power. The advantages of these techniques are most strongly felt on large problems, and a student is not inclined to go through a large problem example in a new and unfamiliar notation. It is significant, however, that once a coder has mastered relative and symbolic coding systems he usually becomes much more skilled in programming actual machine language. The second exercise in this chapter requires the student to find a "small" error in a routine which has been presented in the text, and points up the fact that even advanced methods lead npt to perfect programs, but to different types of errors, with which the coder must learn to cope. The final sections on interpretive routines, double precision routines, and miscellaneous programming techniques are well written and the examples which accompany these chapters provide the opportunity for the student to apply the principles learned in the early part of the book. In spite of the general level of excellence of this text, there are several areas which have been rather neglected if programming, rather than coding, is to be taught. The first of these is that of program checkout and testing, and the second is that of problem organization. In the majority of classes using this as a text, it is difficult to see how the student can be made aware of the many mistakes he will undoubtedly make in coding the examples given. Certainly few instructors will have time to discover, by the process of decoding, all of the subtle mistakes which an inexperienced coder can make in even the simplest examples. One solution which will undoubtedly be adopted at a few schools, is to code an interpretive routine for a high speed computer to simulate the features of TYDAC, and to provide laboratory sessions in which to try out the problems. If this is not practical, or if a high speed machine is not available, the only alternative would seem to be to standardize coding techniques and penalize the student who uses fancy routines much as he would be penalized in actually trying to check them out on an operating machine. Certainly, as has been indicated in individual cases above, there are many opportunities in the text to point out the various mistakes that can be made, and it would be a great help if a greater portion of the text, and particularly the examples, was devoted to finding errors in routines. There is a trend, particularly among the users of the largest scientific machines, towards finding mistakes without the use of elaborate machine debugging programs. Examples might be given which would contain the original coding for a routine, and the results of running this coding on TYDAC.
(This routine stopped at xxxx. Why?) If necessary, the relevant portions of a memory or console dump could be supplied.
Perhaps the greatest difference between the performance of a mediocre coder and a top-notch programmer lies in the way in which they organize a problem. It is a far cry from writing a set of twenty or fifty instructions to completing a problem containing many thousand orders, and many coders fail to bridge this gap. The good programmer thinks at all times about the possibility of errors, and so arranges his problem to eliminate as many mistakes before they occur as he can. One technique that is widely used is to break the problem into small, self-contained subroutines, trying at all times to isolate the various sections of coding as much as possible. At first glance this appears extremely wasteful of instructions-many of them are communicating information between routines that could well communicate directly with one another. It is in this direct communication,
however, that many mistakes are made, and by isolating the various portions of the code as much as possible the problem is reduced to many much smaller ones. The truth of this seems very obvious to experienced coders, yet it is hard to put across to the newcomer. An extremely valuable addition to the McCracken text would be a rather large problem, perhaps requiring as many as several thousand instructions, broken down into small logical blocks, with descriptions of these blocks. Similar problems could be presented for analysis by the student. This sort of work also has the advantage of being quite easily checkable by the instructor.
The experienced programmer, on reading the text, will probably wonder, as did the reviewer, why symbolic coding was not introduced much earlier rather than being relegated to a few pages at the end of the book. Certainly everyone who is introduced to computer programming in industry is given symbolic coding shortly after he learns the basic operation of the machine. The aim of symbolic coding is to help alleviate some of the burdens of coding, help him in checking and testing his program, and it is probably most useful to start the would-be coder off with as much help as possible, leaving him to concentrate on the essential problems of programming.
Many excellent programmers would be lost without such an aid, and the student is probably no exception.
One final criticism of the book will be raised by many. Why, it will be asked, bother to teach many students to program for a mythical machine which they will never actually use, and bears only a confusing relationship to the machine they will ultimately program, and, additionally, one with so many instructions? This reviewer feels, on the contrary, that it is probably worthwhile for the coder to be familiar with more than one machine, even if one of them is mythical. Machines are continually being manufactured which are larger, faster, and with a larger set of instructions, and the switch from TYDAC to an actual machine will adequately prepare the coder for future machine changes.
In conclusion, it should be stated once more that Digital Computer Programming will probably be the standard text on coding for some time to come, and rightfully so.
C. L. Baker
The RAND Corporation This book attempts a comparison of human brains with digital and analogue computing machines in the endeavor to answer some questions raised by the existence of these machines. These questions: of similarity of mind and machine, of how the human brain works, of what constitutes "thinking," of whether machines "think," are all open fields for controversy. The author presents a many-sided discussion, leaving it to the reader to make his own decisions, and without always disclosing where he himself stands on some of these problems.
Cybernetics, and the concept of negative feedback are discussed in an attempt to determine how the human brain functions. Machines, particularly electronic machines, use the negative feedback principle extensively. How valid are our attempts to introduce this concept into our discussions of the nervous system ? The author shows clearly the value and the limitations of the principle of negative feedback in this application.
In one sense, however, he persistently ignores a fact which to this reviewer should be more often used in these arguments, particularly on the question of whether what a computing machine does constitutes real thinking. This fact is that man has built the machine and has put into it, by virtue of his designs, a predictable pattern of behavior. True, this may be a very complicated pattern, it may involve decisions simulating human thought processes, it may even simulate "learning." But in every case, in the final analysis, a machine has been built which can only do what the designer says it can do. Thus it seems a little odd to take this simulator, this computing machine, and use it as a model of what we suppose the brain to be like. It would be very surprising if it did not resemble the brain in some sense, since we have built it with our own logical thought processes as a model. This seems to be a weakness of the arguments for a mechanistic interpretation of the human brain. One minor criticism concerning usage should be made. The author states, on page 176, for example, that digital and analogue computing machines "think" in that they perform mathematical calculations. This is not correct in a strict sense. These machines perform arithmetical calculations. This is an informative book, and while it avoids dogmatic answers to the problems it states, it does give a wide basis for consideration of validity of the many hypotheses which have been suggested.
W. Sluckin combines interests in two fields ideally situated to help in the discussion of these problems : he is both a psychologist and an electrical engineer.
Each chapter concludes with a pertinent bibliography for additional reading. The concluding miscellaneous section includes a survey of logical function computers, a description of contact grids as an aid to relay network synthesis, a discussion of'statistical programs in industry and description of an equivalence algebra for representation of digital machines. Aside from the content of the papers, interested researchers will find a number of new references associated with several of the articles.
Moreover, the publisher has been quite considerate in providing a list of addresses of the authors as well as short translated summaries of all the papers.
G. Estrin
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