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Abstract
Let G be a real simple linear connected Lie group of real rank one. Then,
X := G/K is a Riemannian symmetric space with strictly negative sec-
tional curvature. By the classiﬁcation of these spaces, X is a real/complex/-
quaternionic hyperbolic space or the Cayley hyperbolic plane. We deﬁne the
Schwartz space C (Γ\G) on Γ\G for torsion-free geometrically ﬁnite sub-
groups Γ of G. We show that it has a Fréchet space structure, that the
space of compactly supported smooth functions is dense in this space, that
it is contained in L2(Γ\G) and that the right translation by elements of
G deﬁnes a representation on C (Γ\G). Moreover, we deﬁne the space of
cusp forms ◦C (Γ\G) on Γ\G, which is a geometrically deﬁned subspace of
C (Γ\G). It consists of the Schwartz functions which have vanishing con-
stant term along the ordinary set ΩΓ ⊂ ∂X and along every cusp. We
show that these two constant terms are in fact related by a limit formula if
the cusp is of smaller rank (not of full rank). The main result of this thesis
consists in proving a direct sum decomposition of the closure of the space
of cusp forms in L2(Γ\G) which respects the Plancherel decomposition in
the case where Γ is convex-cococompact and noncocompact. For technical
reasons, we exclude here that X is the Cayley hyperbolic plane.
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1 Introduction
1.1 Let G be a real simple linear connected Lie group of real rank one. For
these Lie groups, the abelian group A in an Iwasawa decomposition G = NAK
is one-dimensional. Moreover, X := G/K is then a Riemannian symmetric space
with strictly negative sectional curvature. By the classiﬁcation of these spaces, X
is a real/complex/quaternionic hyperbolic space or the Cayley hyperbolic plane.
For technical reasons, we exclude X = OH2 (Cayley hyperbolic plane) at several
places.
1.2 Let Γ be a geometrically ﬁnite subgroup of G. Roughly speaking, Γ is a
torsion-free discrete subgroup of G such that Γ\X is a manifold with possibly
inﬁnite volume having ﬁnitely many cusps (of smaller rank or of full rank, rational
or irrational) and funnels as ends. If the ends consist only of funnels, then Γ is
said to be convex-cocompact.
Here is an example of the shape of a manifold Γ\X (X: upper-half plane) of genus
3 having one cusp (of full rank) and one funnel as ends:
1.3 Since the classical Fourier analysis was so successful, one generalised it to
groups (not necessarily abelian or compact) and even to homogeneous spaces. An
important goal in harmonic analysis is to establish the Plancherel theorem for
L2(Γ\G), providing a Fourier transform. The abstract Plancherel theorem says
that we can decompose this space as a direct integral over the unitary dual Gˆ of
G. Consider now the right regular representation of G on L2(Γ\G). Then, this
unitary representation has a direct integral decomposition into irreducibles:
L2(Γ\G) '
∫ ⊕
Gˆ
Npi⊗ˆVpi dκ(pi) ,
where Vpi is an irreducible unitary representation space of a representation belong-
ing to the class of pi ∈ Gˆ, Npi is a Hilbert space which is called the multiplicity
space of pi in L2(Γ\G) and κ is a Borel measure on Gˆ which is called the Plancherel
measure.
M. Olbrich and U. Bunke determined the Plancherel decomposition quite explicitly
for L2(Γ\G) in the convex-cocompact case (cf. Theorem 11.1 of [BO00, p.155]).
In the presence of cusps, it is in general not known. If pi is however a discrete
series representation, then they showed only that Npi, which is equal to the space
1
(Vpi′,−∞)Γd of Γ-invariant distribution vectors having square-integrable matrix coef-
ﬁcients, is inﬁnite-dimensional. We will provide a more precise description of Npi
(cf. (1.1) on p.7).
By Theorem 11.1 of [BO00, p.155], L2(Γ\G) decomposes into a continuous and a
discrete part:
L2(Γ\G) = L2(Γ\G)ac ⊕ L2(Γ\G)d .
Here, L2(Γ\G)ac is generated by wave packets of matrix coeﬃcients and L2(Γ\G)d
can be further decomposed with the help of representation theory:
L2(Γ\G)d = L2(Γ\G)ds ⊕ L2(Γ\G)res ⊕ L2(Γ\G)U ,
where L2(Γ\G)res is generated by residues of Eisenstein series, L2(Γ\G)U is gen-
erated by matrix coeﬃcients of stable invariant distributions supported on the
limit set and L2(Γ\G)ds is generated by square-integrable matrix coeﬃcients of
discrete series representations (it is denoted by L2(Γ\G)cusp in [BO00]).
Matrix coeﬃcients give in fact the fundamental relation between representation
theory and harmonic analysis.
In the group case (Γ = {e}), the Plancherel theorem was established by Harish-
Chandra in 1976. He ﬁnished his work in [HC76]. It was Harish-Chandra who
found out that the discrete series representations are the key to representation the-
ory and harmonic analysis on connected semisimple Lie groups with ﬁnite center.
Moreover, he classiﬁed the discrete series representations for these groups. Sel-
berg, Gel'fand and Langlands proved the Plancherel theorem in the ﬁnite volume
case (vol(Γ\G) <∞).
1.4 Let us continue by introducing some notations. Let (γ, Vγ) be a ﬁnite-
dimensional representation ofK. We form the homogeneous vector bundle V (γ) :=
G×K Vγ over X and the locally homogeneous vector bundle VY (γ) := Γ\V (γ) over
Y := Γ\X. M. Olbrich and U. Bunke determined in [BO00] the spectral decompo-
sition of the space of sections L2(Y, VY (γ)) over Y with respect to the Casimir oper-
ator and other locally invariant diﬀerential operators when Γ is convex-cocompact
as a consequence of the Plancherel decomposition of L2(Γ\G). Spectral decompo-
sitions of L2(Y, VY (γ)), respectively partial results, were already obtained before
(sometimes cusps are allowed)
• by Patterson [Pat75], for trivial γ and surfaces,
• by Lax-Phillips [LP82, LP84-1, LP84-2, LP85] and Perry [Per87] for trivial
γ and higher dimensional real hyperbolic manifolds,
• by Mazzeo-Phillips [MP90] and Epstein-Melrose-Mendoza [EMM91] for dif-
ferential forms on real, respectively complex, hyperbolic manifolds.
More recent results in the presence of cusps were obtained by Guillarmou-Mazzeo
[GM12] for geometrically ﬁnite real hyperbolic manifolds and by Bunke-Olbrich
[BO07] for rank-one symmetric spaces.
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1.5 In the group case (Γ = {e}) and the ﬁnite volume case, which are extreme
cases of geometrically ﬁnite groups, the so-called cusp forms provide us a geometric
characterisation of (most of) the discrete part of the direct integral decomposi-
tion. We deﬁne the Schwartz space C (Γ\G) as well as the space of cusp forms
◦C (Γ\G) ⊂ C (Γ\G) for geometrically ﬁnite groups (in fact we allow also a twist
by a ﬁnite-dimensional unitary representation). For the analysis of the space of
cusp forms, we restrict us however to the convex-cocompact case.
1.6 The Schwartz space C (Γ\G) consists of Γ-invariant functions satisfying a
certain decay behaviour (involving also derivatives) at inﬁnity, i.e. at the cusps
and at the funnels.
In order to be able to deﬁne this space, we generalise ﬁrst the notion of a Siegel
set (cf. Section 3.4) so that the following holds:
Let S′ be a generalised Siegel set in X at a cusp and let
pi : X ∪ Ω→ Γ\(X ∪ Ω), x 7→ Γx .
Then, pi restricted to S′ is a ﬁnite-to-one map and the closure of the image of S′
under pi represents one end of Γ\(X ∪ Ω).
We use then these sets and sets which are away from the limit set to deﬁne some
seminorms controlling the behaviour of the functions at the cusps and the funnels.
We check that the Schwartz space is indeed a Fréchet space which is contained
in L2(Γ\G) and that the compactly supported smooth functions on Γ\G form a
dense subspace of it (cf. Proposition 3.6.60).
Let us give now the precise deﬁnition of the seminorms controlling the behaviour
at the funnels:
Let ∂X denote the boundary of X and let Λ := ΛΓ ⊂ ∂X be the limit set of Γ.
Let Ω := ΩΓ = ∂X r ΛΓ be the set of ordinary points of Γ.
Let U be an open subset of X which is relatively compact in X ∪ ΩΓ, i.e. the
closure of U in X ∪ ΩΓ is compact.
Picture for G = SL(2,R):
U
Λ
Each element of g ∈ G has a Cartan decomposition g = kgaghg with kg, hg ∈
K, ag ∈ A¯+.
Let U(g) be the universal enveloping algebra of gC and let U(g)l be the vector
subspace of U(g) consisting of elements of order at most l.
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Let l ∈ N0. For r > 0, X ∈ U(g)l1 , Y ∈ U(g)l2 such that l1 + l2 6 l and a function
f ∈ C l(G), set
Upr,X,Y (f) = sup
gK∈U
(1 + log ag)
raρg|LXRY f(g)| .
For the cusps, we deﬁne similarly a seminorm S′pr,X,Y on a generalised Siegel
set, controlling the behaviour of the functions at a cusp, with resembling weight
functions, which depend on ρ (the half-sum of positive restricted roots) and the
rank of the cusp.
The Schwartz space C (Γ\G) on Γ\G consists then of those functions in C∞(Γ\G)
having ﬁnite seminorms. One can show that this deﬁnition is equivalent to Deﬁ-
nition 8.1 in [BO00, p.129] in the convex-cocompact case.
1.7 Let us in the following deﬁne the space of cusp forms on Γ\G. It is a geo-
metrically deﬁned subspace of the Schwartz space. In the convex-cocompact case,
it consists of the Schwartz functions which have vanishing integrals along all the
horospheres in G over which a nonzero Schwartz function is integrable.
Fix an Iwasawa decomposition G = NAK. Let M = ZK(A) and P = MAN
(parabolic subgroup of G). Then, the boundary ∂X ofX is given by G/P = K/M .
All the horospheres in G/K are of the form HSgK,kM := kNk
−1gK (horosphere
passing through gK ∈ X and kM ∈ ∂X).
Let us deﬁne now the constant term along Ω and the constant term along a cusp.
For g ∈ G(Ω) := {g ∈ G | gP ∈ Ω}, h ∈ G and for a measurable function
f : G→ C, we deﬁne
fΩ(g, h) =
∫
N
f(gnh) dn
whenever the integral exists. This function is called the constant term of f along
Ω. It is well-deﬁned if f is a Schwartz function by Proposition 2.3.30.
When the geometrically ﬁnite group Γ is not convex-cocompact, we deﬁne in
addition the constant term at a cusp.
Let Q be a parabolic subgroup of G representing a cusp kM ∈ ∂X (Q = kPk−1).
We call Q Γ-cuspidal.
We choose a Langlands decomposition Q = MQAQNQ so that we can construct
NΓ,Q ⊂ NQ and MΓ,Q ⊂MQ such that
(1) ΓQ := Γ ∩Q is contained in NΓ,QMΓ,Q, and
(2) ΓQ is a cocompact lattice in NΓ,QMΓ,Q.
For MΓ,Q, we can take the smallest possible subset of MQ.
For g ∈ G and for a Γ-invariant measurable function f : Γ\G→ C, we deﬁne
fQ(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f(nmg) dn dm
whenever the integral exists. We call this function the constant term of f along
Q. Again, it is well-deﬁned if f is a Schwartz function (cf. Proposition 3.6.14).
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The space of cusp forms ◦C (Γ\G) on Γ\G consists then of the functions f ∈
C (Γ\G) for which fΩ = 0 and fQ vanishes for every Γ-cuspidal parabolic subgroup
Q. In Section 3.6.10, we determine the cusp forms on Γ\G which are induced from
cusp forms on G.
1.8 We deﬁne the little constant term of a Schwartz function along a cusp:
For g ∈ G and for a Γ-invariant measurable function f : Γ\G→ C, we deﬁne
fQ,lc(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NΓ,QMΓ,Q
f(nmg) dn dm
whenever the integral exists. This function is called the little constant term of f
along Q.
The little constant term is equal to the constant term when we consider it along
a cusp of full rank. Moreover, the constant term at a cusp of a Schwartz function
is zero when the little constant term vanishes at this cusp.
We show in Theorem 3.6.68 that a Schwartz function, with vanishing little constant
term, decays rapidly on a (nongeneralised) Siegel set under some assumptions,
which are always fulﬁlled in the real hyperbolic case.
1.9 We prove that the right translation by elements of G on the Schwartz space,
respectively the space of cusp forms, is a representation of G (see Theorem 3.6.44).
This result also implies that the Schwartz space does not depend on the choices
made in its construction (cf. Proposition 3.6.45).
1.10 We show that, in the real hyperbolic case, the constant term of a Schwartz
function f along a cusp of smaller rank (having not full rank as the cusps in the
ﬁnite volume case) is zero if fΩ = 0 (cf. Theorem 3.7.21). We conjecture that this
result is also true beyond the real hyperbolic case. The main result we need in
the proof is a limit formula:
Let G = SO(1, n)0 = NAK, n > 2, be the identity component of SO(1, n). Let Q
be a Γ-cuspidal parabolic subgroup with associated cusp of smaller rank. Without
loss of generality, Q = P . Let w ∈ K be a representative of the Weyl element
satisfying w2 = Id.
The group A can be identiﬁed with (0,∞) and the unipotent radical N of P can be
identiﬁed with Rn−1 = Rn−k−1 × Rk. The group NΓ,P is identiﬁed with {0} × Rk.
Let nt = (t, 01,n−2) ∈ NΓ,P ≡ Rn−k−1 × {0}.
For simplicity, we state the result here only for right K-invariant Schwartz func-
tions:
Theorem 3.7.20. Let k = dim(NΓ,P ) > 1 and let f ∈ C (Γ\G)K. Then,
lim
t→∞
1
tk
fΩ(κ(ntw), as) (s ∈ (0,+∞))
is up to a constant equal to∫ 1
0
un−
k
2
−2(1− u) k2−1fP (a s
u
) du .
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1.11 In the ﬁnite volume case, the closure of the space of cusp forms is contained in
the discrete part of L2(Γ\G) and it has a small complement (Gel'fand, Selberg,
Langlands). In the group case, Harish-Chandra proved that the closure of the
space of cusp forms is equal to the discrete part of L2(G).
Let us look now at the case, where Γ is convex-cocompact, noncocompact (then
Γ\G has inﬁnite volume). Famous examples, for X being the upper-half plane,
are:
For such Γ's, we show that the closure of the space of cusp forms admits the
following decomposition:
Theorem 2.9.54. ◦C (Γ\G) = L2(Γ\G)ds ⊕ L2(Γ\G)U .
This result was already conjectured by M. Olbrich in 2002 (see [Olb02, p.116]).
In order to obtain this result, it was necessary to investigate the diﬀerent parts
appearing in the Plancherel decomposition.
In this decomposition, matrix coeﬃcients of Γ-invariant distributions supported
on the limit set appear and we determine which matrix coeﬃcients belong to
the space of cusp forms (see Theorem 2.7.11). From this, we can conclude that
L2(Γ\G)U is contained in ◦C (Γ\G).
We prove the following statement using the dual transform (deﬁned in Section
2.9.1):
Theorem 2.9.21. Let γ ∈ Kˆ. Then,
◦C (Γ\G,ϕ)(γ) ∩ C (Γ\G,ϕ) = ◦C (Γ\G,ϕ)(γ) .
It follows then from this theorem and Theorem 2.7.11 (cf. Proposition 2.9.53) that
the space L2(Γ\G)res is orthogonal to the space of cusp forms.
For the continuous part of the decomposition, we show ﬁrst that no nonzero com-
pactly supported wave packet is a cusp form (cf. Proposition 2.9.49).
Second, we show with the help of this result and Theorem 2.9.21 that L2(Γ\G)ac
is actually orthogonal to the space of cusp forms (see Theorem 2.9.51).
A very important role in the proofs play the asymptotic expansions in the sense of
N. Wallach (see Section 2.5) and the Bunke-Olbrich extension map (cf. Deﬁnition
2.5.15).
1.12 It remains to investigate L2(Γ\G)ds:
Let pi denote a discrete series representation. Recall that (Vpi,−∞)Γd consists of the
Γ-invariant distribution vectors f for which the matrix coeﬃcients cf,v (v ∈ Vpi′,K ,
where pi′ is the dual representation of pi) are square-integrable. We denote the
space of Γ-invariant distribution vectors f for which the matrix coeﬃcients cf,v
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(v ∈ Vpi′,K) belong to C (Γ\G) (resp. to ◦C (Γ\G)) by (Vpi,−∞)ΓC (resp. (Vpi,−∞)Γ◦C ).
By Proposition 2.8.18, (Vpi,−∞)ΓC = (Vpi,−∞)
Γ◦C .
We determine in the following a more precise description of the spaces (Vpi,−∞)ΓC =
(Vpi,−∞)Γ◦C , (Vpi,−∞)
Γ
d and (Vpi,−∞)
Γ from which follows that (Vpi,−∞)ΓC is dense in
(Vpi,−∞)Γd .
Let us continue with introducing some more notations. For λ ∈ a∗C, set σλ(man) =
σ(m)aρ−λ. This deﬁnes a representation of P on Vσλ := Vσ. We denote by V (σλ) :=
G×P Vσλ the associated homogeneous bundle over ∂X = G/P .
We denote by piσ,λ the G-representation on the space of sections of V (σλ) given
by the left regular representation of G and call it a principal series representation
of G.
Let us denote the dual representation of σ by σ˜. The space of distribution sections
C−∞(∂X, V (σλ)) is deﬁned by C∞(∂X, V (σ˜−λ))′. Here, we take the strong dual.
We denote the space of Γ-invariant distributions in C−∞(∂X, V (σλ)) which are
smooth on Ω by C−∞Ω (∂X, V (σλ))
Γ and we denote the space of Γ-invariant distribu-
tions in C−∞(∂X, V (σ−λ)) having support on the limit set Λ by C−∞(Λ, V (σ−λ))Γ.
Let (pi, Vpi) be a discrete series representation. Then, Vpi,−∞ can be realised in
C−∞(∂X, V (σ−λ)). Moreover, Vpi,−∞ (realised) is the image of a G-intertwining
operator A : C−∞(∂X, V (σλ))→ C−∞(∂X, V (σ−λ)). Let
D1 = A(C
−∞
Ω (∂X, V (σλ))
Γ) and D2 = C
−∞(Λ, V (σ−λ))Γ ∩ (Vpi,−∞)Γ .
By Bunke-Olbrich [BO00], it is known that D1 is an inﬁnite-dimensional subspace
of the multiplicity space (Vpi,−∞)Γd .
We show that the K-ﬁnite matrix coeﬃcients cf,v with f ∈ D1 ⊕ D2 and v ∈
CK(∂X, V (σ˜λ)) (K-ﬁnite) are cusp forms (cf. Proposition 2.8.24). Furthermore,
we prove that we have the following topological direct sum:
(1.1) (Vpi,−∞)Γd = D1 ⊕D2
(Corollary 2.8.39). It follows from (1.1) that (Vpi,−∞)ΓC = (Vpi,−∞)
Γ◦C is dense in
(Vpi,−∞)Γd . So, L
2(Γ\G)ds is contained in ◦C (Γ\G).
Finally, we determine a more explicit description of (Vpi,−∞)Γ and of (Vpi,−∞)ΓC :
Theorem 2.8.51. We have the following topological direct sum decompositions:
(Vpi,−∞)Γ = A(C−∞(∂X, V (σλ))Γ)⊕D2
and
(Vpi,−∞)ΓC = C
−∞
Ω (∂X, V (σ−λ))
Γ ∩ im(A) = D1 ⊕D2 .
To obtain this result, it was necessary to provide an explicit formula for some
scalar products (cf. Theorem 2.8.29). Our investigations provide also a direct
sum decomposition of the Schwartz space (cf. Proposition 2.8.62).
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1.13 Finally, I would like to thank Prof. M. Olbrich for having given me the
opportunity to work in this beautiful ﬁeld of research, for the many interesting
discussions we had and for helping me to overcome the occurring technical dif-
ﬁculties. A good example is here Appendix C, which was necessary in order to
complete the work about the discrete series representations. Moreover, I would
not have discovered the relation between the constant term of a Schwartz function
along the ordinary set and the constant term of a Schwartz function along a cusp
if my supervisor had not been convinced that there is one. Last but not least, my
thanks go to my family and friends who have accompanied me along the way.
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2 The convex-cocompact case
2.1 Geometric preparations
Let G be a real simple linear connected Lie group of real rank one. We denote its
neutral element by e. Let g be the Lie algebra of G and let gC be its complexiﬁ-
cation.
Let l be a Lie algebra over R. Let U(l) be the universal enveloping algebra of lC
and let U(l)l be the vector subspace of U(l) (ﬁltered algebra) consisting of elements
of order at most l.
Fix a Cartan involution θ of g, i.e. a nontrivial involutive automorphism on g.
We denote the corresponding Cartan involution on G also by θ. Let k be the
1-eigenspace of θ in g and let s be the (−1)-eigenspace of θ in g.
We have: g = k ⊕ s (Cartan decomposition). Let K be the analytic subgroup of
G with Lie algebra k (it is a maximal compact subgroup of G).
Fix a maximal (i.e. one-dimensional) abelian Lie subalgebra a of s (it exists as
s is ﬁnite-dimensional and it is unique up to the adjoint action of K by Lemma
2.1.9 of [Wal88, p.47]). Let A be the analytic subgroup of G with Lie algebra a.
Let M = ZK(A) ⊂ K be the centraliser of A in K. We denote the Lie algebra of
M by m.
Let a∗C denote the complexiﬁed dual of a. For µ ∈ a∗C, we set aµ = eµ(log(a)) ∈ C.
For µ ∈ a∗, set gµ = {X ∈ g | [H,X] = µ(H)X ∀H ∈ a}.
We denote by Φ = Φ(g, a) := {µ ∈ a∗ | µ 6= 0 and gµ 6= {0}} the system of
restricted roots and by Φ+ a system of positive restricted roots. The multiplicity
of µ ∈ a∗ is by deﬁnition mµ := dimR(gµ). Let α ∈ Φ+ be the shortest root of Φ
which is in Φ+.
It follows from Corollary 2.17 of Chapter VII in [Hel78, p.291] that Φ is contained
in {±α,±2α}.
Set n = gα ⊕ g2α and n¯ = g−α ⊕ g−2α. Put A+ = {a ∈ A | aα > 1} and
A¯+ = {a ∈ A | aα > 1}. Let a+ = Lie(A+) and a¯+ = Lie(A¯+).
For s > 0, put A6s = {a ∈ A | aα 6 s} and A>s = {a ∈ A | aα > s}.
We identify a with R as an abelian Lie algebra via the algebra homomorphism
H ∈ a 7→ α(H) ∈ R and we identify A with (0,∞) as a group via the group
homomorphism a ∈ A 7→ aα = eα(log(a)) ∈ (0,∞). Thus, A¯+ ≡ [1,∞) as a set.
Hence, exp: a→ A can be identiﬁed with the exponential map on R.
Deﬁne ρ ∈ a∗ by ρ(H) = 1
2
tr(ad(H)|n) (H ∈ a) .
By construction, ρ is also equal to
1
2
∑
µ∈Φ+
mµµ =
1
2
(mα + 2m2α)α .
We have
X RHn CHn HHn OH2
ρ n−1
2
α nα (2n+ 1)α 11α
.
Let N be the analytic subgroup of G with Lie algebra n. Then, P := MAN is
called a parabolic subgroup of G. Let N¯ = θ(N).
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Each element of g ∈ G has a Cartan decomposition g = kgaghg with kg, hg ∈
K, ag ∈ A¯+. Moreover, if g 6= e, then ag and kgM are uniquely determined.
The quotient space X := G/K is a Riemannian symmetric space of strictly neg-
ative sectional curvature. Its geodesic boundary is ∂X := G/P = K/M . The
Oshima compactiﬁcation (cf. [Osh86]) endows the set X¯ := X ∪ ∂X with a struc-
ture of a compact smooth G-manifold with boundary.
We know from the classiﬁcation of symmetric spaces with strictly negative sec-
tional curvature thatG is a linear group ﬁnitely covering the orientation-preserving
isometry group of X and that X is a real hyperbolic space RHn (n > 1), a com-
plex hyperbolic space CHn (n > 2), a quaternionic hyperbolic space HHn (n > 2)
or the Cayley hyperbolic plane OH2.
Since the restricted root space decomposition is an orthogonal decomposition
with respect to the Killing form (g is the orthogonal direct sum of simultane-
ous eigenspaces), m⊕ a = g0 is orthogonal to n with respect to the Killing form.
Moreover, m = k ∩ g0 is orthogonal to a = s ∩ g0 relative to B. See, e.g., Proposi-
tion 6.40 of Chapter VI in [Kna05, p.370]. Since a = s ∩ g0, a is also orthogonal
to k.
Note that M is equal to K ∩ P and that a is the unique maximal abelian Lie
subalgebra of m⊕ a⊕ n which is orthogonal to the Lie algebra of K.
With respect to the Iwasawa decomposition G = KAN (resp. G = NAK), we
write
g = κ(g)a(g)n(g)
(
resp. g = ν(g)h(g)k(g)
)
with κ(g) ∈ K, a(g) ∈ A and n(g) ∈ N (resp. ν(g) ∈ N, h(g) ∈ A and k(g) ∈ K).
Consider the function G×K 3 (g, k) 7→ a(g−1k). Note that this function descends
to X × ∂X.
Lemma 2.1.1. We can choose the normalisation of the distance function dX (often
simply denoted by d) on X = G/K such that a = aα = ed(eK,aK) for all a ∈ A¯+ ≡
[1,∞). If a ∈ A<1, then a = e−d(eK,aK).
Proof. Let d be a distance function on X (with arbitrary normalisation).
Since X is a Riemannian symmetric with strictly negative sectional curvature (in
particular it is a Hadamard space), the length of a geodesic segment connecting
to points x, y ∈ X is equal to d(x, y).
Let F (H) be equal to ±d(eK, exp(H)K), where the sign ± is positive if H ∈ a¯+
and negative otherwise. Using that eK, a1K and a2K are on a geodesic for
all a1, a2 ∈ A and the above fact, one easily sees that F : a ≡ R → R is a
continuous homomorphism. Since all nonzero continuous homomorphisms from
R to R are of the form x ∈ R 7→ λx ∈ R for some λ 6= 0, F (H) = λα(H)
for some λ 6= 0. We normalise d so that λ = 1. Hence, F (H) = α(H). So,
e±d(eK,aK) = eα(log a) = aα = a for all a ∈ A. The lemma follows.
Consequently,
(2.1) ag = e
d(eK,gK) (g ∈ G)
due to the G-invariance of the metric.
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Let B be the Killing form of g. Then, the Riemannian metric induces a Ad(K)-
invariant inner product B˜ on s. Since g is simple and of real rank one, the adjoint
action of K acts irreducibly on s (K acts transitively on {X ∈ s | B(X,X) = 1}).
It follows now from Schur's lemma that there is a nonzero cdX ∈ R such that
B˜(X, Y ) = cdXB(X, Y ) for all X, Y ∈ s. Thus, cdXB is an Ad(G)-invariant
nondegenerate symmetric bilinear form extending B˜. We denote this form also by
B˜. As both bilinear forms are positive deﬁnite on s, cdX > 0. For X, Y ∈ g, set
〈X, Y 〉 = −B˜(X, θY ). Then, 〈·, ·〉 is an Ad(K)-invariant inner product on g and
|Z| := √〈Z,Z〉, Z ∈ g, deﬁnes a norm on g.
The map H ∈ a 7→ α(H) ∈ R identiﬁes a with R isometrically. Hence, aC can
be isometrically identiﬁed with C and µ ∈ a∗ 7→ 〈α, µ〉 ∈ R identiﬁes a∗ with R
isometrically. Moreover, α is identiﬁed with 1. So, we can identify isometrically
a∗C with C.
Let us determine now the constant cdX explicitly. Let H ∈ a. Then,
|H|2 = B˜(H,H) = cdXB(H,H) = cdX tr
(
ad(H) ad(H)
)
.
As [H, Y ] = 0 for all Y ∈ m⊕ a and [H,X] = µ(H)X for all X ∈ gµ,
tr
(
ad(H) ad(H)
)
= 2mαα(H)
2 + 2m2α
(
2α(H)
)2
= 2
(
mα + 4m2α
)
α(H)2 .
Let H1 ∈ a be such that α(H1) = 1. Then, |H1| = 1. Thus,
1 = |H1|2 = cdX tr
(
ad(H1) ad(H1)
)
= 2cdX
(
mα + 4m2α
)
.
Hence,
(2.2) cdX =
1
2(mα + 4m2α)
.
If µ ∈ a∗, then we deﬁne Hµ ∈ a by B˜(H,Hµ) = µ(H) (H ∈ a). This is well-
deﬁned as B˜ is nondegenerate. We deﬁne a symmetric bilinear form 〈·, ·〉 on a∗ by
〈µ, τ〉 = B˜(Hµ, Hτ ) for all µ, τ ∈ a∗. For µ ∈ a∗, set
|µ| :=
√
〈µ, µ〉 =
√
B˜(Hµ, Hµ)
(well-deﬁned since the Killing form is positive deﬁnite on a ⊂ s).
The two isometries H ∈ a 7→ α(H) ∈ R and µ ∈ a∗ 7→ 〈α, µ〉 ∈ R ﬁx the Haar
measures on A and a∗. We normalise the Haar measures on compact groups such
that the groups have total mass 1.
The push-forward of the Lebesgue measure on n (resp. n¯), normalised by the
condition ∫
N
a(θ(n))−2ρ dn = 1
(
resp.
∫
N¯
a(n¯)−2ρ dn¯ = 1
)
,
deﬁnes a Haar measure on N (resp. N¯). On G we consider the Haar measure
dg = dk dx, where dk is the Haar measure onK and dx is the Riemannian measure
on X = G/K. On discrete groups, we take the counting measure.
Let HSgK,kM := kNk
−1gK be the horosphere passing through gK ∈ X and kM ∈
∂X.
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Lemma 2.1.2. Let a ∈ A. Then, the distance from eK to the horosphere
HSaK,eM = {naK | n ∈ N}
passing through aK ∈ X and eM ∈ ∂X is equal to d(eK, aK) = | log a|.
Proof. Let a ∈ A. As xK 7→ a−1xK is an isometry of X, it suﬃces to prove that
the distance from a−1K to the horosphere HSeK,eM = {n′K | n′ ∈ N} passing
through eK ∈ X and eM ∈ ∂X is equal to d(eK, aK) = | log a|.
Let p = 1
2
(Id−θ). Then, p : g → g is the projection on s ≡ TeKX. Since
B(H,X) = 0 for all H ∈ a and X ∈ n ⊕ n¯, a ⊂ s is orthogonal to p(n) ⊂ s
with respect to B. Thus, {a′K | a′ ∈ A} is orthogonal to {n′K | n′ ∈ N} in X.
As xK 7→ nxK is an isometry of X for every n ∈ N , {na′K | a′ ∈ A} is a geodesic
which is orthogonal to {n′K | n′ ∈ N} for every n ∈ N .
Assume now that a geodesic is orthogonal to {n′K | n′ ∈ N}. Since the latter
space has codimension 1 inX, it follows from the uniqueness property of a geodesic
that it is equal to the geodesic {na′K | a′ ∈ A} for some n ∈ N .
Since a−1K must belong to the geodesic, it follows that {a′K | a′ ∈ A} is the
unique geodesic which passes through a−1K and which is orthogonal to {n′K |
n′ ∈ N}. Hence,
d(a−1K,HSeK,eM) = d(a−1K, eK) = d(eK, aK) = | log a|
as the geodesic {a′K | a′ ∈ A} intersects HSeK,eM = {n′K | n′ ∈ N} at eK.
Lemma 2.1.3. We have:
(2.3) a(g−1k) 6 ag and a(g−1k)−1 6 ag (g ∈ G, k ∈ K) .
Proof. By Lemma 2.1.2,
d(eK,HSgK,eM) = d(eK,HSh(g)K,eM) = d(eK, h(g)K) = d(eK, a(g
−1)K) .
So,
d(eK,HSgK,kM) = inf
n∈N
d(eK, knk−1gK) = inf
n∈N
d(eK, nk−1gK)
= d(eK,HSk−1gK,eM) = d(eK, a(g
−1k)K) = | log a(g−1k)| .
It follows that
a(g−1k) = e±d(eK,HSgK,kM ) (g ∈ G, k ∈ K) ,
where the sign ± is positive (resp. negative) if eK lies inside (resp. outside) the
corresponding horoball. Thus,
| log a(g−1k)| 6 d(eK, kek−1gK) = d(eK, gK) = log ag .
Hence,
a(g−1k) 6 ag and a(g−1k)−1 6 ag
for all g ∈ G and k ∈ K. The lemma follows.
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Lemma 2.1.4. Let n ∈ N and a ∈ A. Then,
ana > aa > a , a2na > an and log ana > | log a| .
Proof. Let n ∈ N and a ∈ A. Then, an 6 anaaa−1 = anaaa by the triangle
inequality for dX . It follows from (2.3) that ana > aa > a. Thus, an 6 a2na and
log ana > log aa = | log a|.
Lemma 2.1.5. For all g, h ∈ G,
1 + log agh 6 (1 + log ag)(1 + log ah) , 1 + log ag 6 (1 + log agh)(1 + log ah)
and
1 + log ah 6 (1 + log ag)(1 + log agh) .
Proof. Let g, h ∈ G. Since it follows from the triangle inequality for the Rieman-
nian metric d on X that agh 6 agah,
log agh 6 log ag + log ah .
Thus,
(1 + log ag)(1 + log ah) = 1 + log ag + log ah + log ag log ah
> 1 + log ag + log ah > 1 + log agh .
We get the second formula by replacing g by gh and h by h−1 and the third formula
by replacing g by g−1 and h by gh.
Lemma 2.1.6. If S1 is a relatively compact subset of G and if S2 is a subset of
P such that {a(h) | h ∈ S2} is relatively compact in A (e.g. S2 is a relatively
compact subset of P ), then there exist constants c1, c2 > 0 such that
c1a(x) 6 a(gxh) 6 c2a(x)
for all g ∈ S1, h ∈ S2 and x ∈ G.
Proof. Let g ∈ S1, h ∈ S2 and x ∈ G. Then,
a(gxh) = a(gκ(x))a(x)a(h) .
The lemma follows as {gκ(x) | g ∈ S1, x ∈ G} is contained in the compact set
S¯1K and as {a(h) | h ∈ S2} is compact.
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We write an element g ∈ N¯MAN as n¯B(g)mB(g)aB(g)nB(g) with n¯B(g) ∈ N¯ ,
mB(g) ∈M , aB(g) ∈ A and nB(g) ∈ N (Bruhat decomposition).
Proposition 2.1.7. Write n¯ ∈ N¯ as n¯ = exp(X + Y ) (X ∈ g−α, Y ∈ g−2α).
Then,
(1) 2 cosh
(
2 log an¯
)
= 1 + |X|2 + (1 + 1
2
|X|2)2 + 2|Y |2 ,
(2) a(n¯) =
√
(1 + 1
2
|X|2)2 + 2|Y |2 ,
(3) aB(wn¯) =
√
1
4
|X|4 + 2|Y |2 (n¯ 6= e) .
Proof. See Theorem 3.8 in Chapter IX of [Hel78, p.414] for a proof. In order to
determine the appearing constant, we use that cdX =
1
2(mα+4m2α)
(see (2.2)).
Deﬁnition 2.1.8. Let X be a set and let f , g be two nonnegative real-valued
functions on X. Then, we write f ≺ g if there exists a positive constant c > 0
such that f(x) 6 cg(x) for all x ∈ X and we say that f is essentially bounded by
g. We use the notation f  g if g ≺ f and f  g if f ≺ g and g ≺ f .
Corollary 2.1.9. We have
an  a(θ(n)) = a(nw) (n ∈ N) .
Let ε > 0. Then,
an  a(θ(n))  aB(nw)
for all n ∈ N such that | log n| > ε.
Proof. Since
aB(nw) = aB
(
w (w−1nw)︸ ︷︷ ︸
∈N¯
)
(n ∈ N) ,
|θ(X)| = |X| = |Ad(w−1)X| (X ∈ n) ,
Ad(w−1)gα ⊂ g−α, Ad(w−1)g2α ⊂ g−2α
and since
earccosh(x) = x+
√
x2 − 1 = x
(
1 +
√
1− 1
x2
)
 x (x ∈ [1,+∞)) ,
the corollary follows immediately from Proposition 2.1.7.
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2.2 Convex-cocompact groups
In this section, we say when a torsion-free discrete subgroup Γ of G is convex-
cocompact.
Let us recall ﬁrst of all the deﬁnition of torsion-free:
Deﬁnition 2.2.1. Let H be a group. Then, we call x ∈ H a torsion element if x
has ﬁnite order. We call H torsion-free if it has no nontrivial torsion elements.
Deﬁnition 2.2.2 ([Bou71, I.10, III.4]).
Let H be a locally compact group and let V be a locally compact topological
space. If H acts continuously on V , then we say that H acts properly if
(2.4) {h ∈ H | h.C ∩ C 6= ∅}
is compact for any compact set C of V .
If H is discrete and acts properly, then (2.4) is ﬁnite and the action is called
properly discontinuous.
Remark 2.2.3. If H acts properly on V , then the space of orbits H\V , endowed
with the quotient topology, is Hausdorﬀ.
Let Γ be a torsion-free discrete subgroup of G. Then, the limit set ΛΓ is by
deﬁnition the set of accumulation points of the Γ-orbit
⋃
γ∈Γ γK in X¯ := X ∪ ∂X
(here X := G/K and ∂X := G/P = K/M). By Proposition 1.4 of [EO73, p.88],
this set is a closed and Γ-invariant subset of ∂X. Let ΩΓ = ∂X r ΛΓ be the set
of ordinary points of Γ. This set is open and clearly also a Γ-invariant subset of
∂X. If no confusion is possible, then we may simply write Ω (resp. Λ) for ΩΓ
(resp. ΛΓ). By Proposition 8.5 of [EO73, p.88], Γ acts properly discontinuously
on X ∪ ΩΓ. As moreover Γ is torsion-free, Γ acts freely on X ∪ ΩΓ.
Deﬁnition 2.2.4.
(1) We say that a left (resp. right) proper action of a group H on a topological
space T is cocompact if the quotient space H\T is a compact space.
(2) We say that a torsion-free, discrete subgroup Γ of G is convex-cocompact if
Γ acts cocompactly on X ∪ Ω.
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2.3 The Schwartz space and the space of cusp forms on Γ\G
2.3.1 The Schwartz space on Γ\G
First, we deﬁne the Schwartz space on Γ\G. Second, we determine some basic
properties of this space.
Let Γ ⊂ G be a convex-cocompact, non-cocompact (Ω 6= ∅), discrete subgroup.
Deﬁnition 2.3.1. Let (ϕ, Vϕ) be a ﬁnite-dimensional unitary representation of Γ.
Deﬁne
C∞(Γ\G,ϕ) = {f ∈ C∞(G, Vϕ) | f(γx) = ϕ(γ)f(x) ∀γ ∈ Γ, x ∈ G} ,
C∞c (Γ\G,ϕ) = {f ∈ C∞(Γ\G,ϕ) | f has compact support modulo Γ}
and
Lp(Γ\G,ϕ) = {f : G→ Vϕ measurable |
f(γx) = ϕ(γ)f(x) ∀γ ∈ Γ, x ∈ G,
∫
Γ\G
|f(x)|pdx <∞}
upslope∼ ,
with the usual identiﬁcations, for p > 1.
Let UΓ be the family of open subsets of X which are relatively compact in X ∪Ω.
Let U ∈ UΓ.
Picture for G = SL(2,R):
U
Λ
For Z ∈ g, set LZf(g) = ddt
∣∣
t=0
f(e−tZg) and RZf(g) = ddt
∣∣
t=0
f(getZ). These
deﬁnitions are extended to U(g) in the well-known way.
Let l ∈ N0. For r > 0, X ∈ U(g)l1 , Y ∈ U(g)l2 such that l1 + l2 6 l and a function
f ∈ C l(G, Vϕ), set
Upr,X,Y (f) = sup
gK∈U
(1 + log ag)
raρg|LXRY f(g)| .
Deﬁnition 2.3.2. Let (ϕ, Vϕ) be a ﬁnite-dimensional unitary representation of Γ.
Then, we deﬁne the Schwartz space C (Γ\G,ϕ) on Γ\G by
{f ∈ C∞(Γ\G,ϕ) | Upr,X,Y (f) <∞ ∀r > 0, X, Y ∈ U(g), U ∈ UΓ} .
We equip C (Γ\G,ϕ) with the topology induced by the seminorms.
By deﬁnition, C (Γ\G) = C (Γ\G, 1), where 1 is the one-dimensional trivial repre-
sentation.
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Remark 2.3.3.
(1) This deﬁnition is a generalisation of Harish-Chandra's Schwartz space (see
7.1.2 of [Wal88, p.230]) as we get this space when we take ϕ = 1 and Γ = {e}
by Theorem 4.5.3 of [Wal88, p.126].
(2) One can show that this deﬁnition is equivalent to Deﬁnition 8.1 in [BO00,
p.129].
Lemma 2.3.4. Let U ∈ UΓ, let r > 0 and let f ∈ C∞(Γ\G,ϕ) be such that
Upr,X,Y (f) is ﬁnite for all X, Y ∈ U(g). For all γ ∈ Γ, there is a constant Cr,γ > 0
such that
γUpr,X,Y (f) 6 Cr,γ Upr,Ad(γ−1)X,Y (f) <∞ (X, Y ∈ U(g)) .
Proof. Let U ∈ UΓ, let r > 0, let f be as above and let X, Y ∈ U(g). Then,
γUpr,X,Y (f) = sup
gK∈U
(1 + log aγg)
raργg|LXRY f(γg)|
6 (1 + log aγ)raργ sup
gK∈U
(1 + log ag)
raρg|LAd(γ−1)XRY f(g)|
= (1 + log aγ)
raργ
Upr,Ad(γ−1)X,Y (f) <∞ ,
where Ad: G→ GL(g) is extended in the well-known way to Ad: G→ GL(U(g)).
This completes the proof of the lemma.
We denote by clo(S) (resp. int(S)) the closure (resp. interior) of a set S in X ∪Ω.
Lemma 2.3.5. There is a set UΓ ∈ UΓ such that
Γ\X = ΓUΓ .
Proof. As the compact set Γ\(X ∪Ω) is covered by ⋃U∈UΓ (U ∪ int(clo(U) ∩ ∂X))
modulo Γ, we can choose ﬁnitely many Ui's in UΓ, say U1, . . . , Ul, such that the
union of them covers X modulo Γ. Take UΓ :=
⋃l
i=1 Ui.
Fix UΓ ∈ UΓ such that the previous lemma holds.
Lemma 2.3.6. C (Γ\G,ϕ) is equal to
(2.5) {f ∈ C∞(Γ\G,ϕ) | UΓpr,X,Y (f) <∞ ∀r ∈ N0, X, Y ∈ U(g)}
as topological spaces.
Proof. Let U ∈ UΓ. Then, this set is covered by ﬁnitely many Γ-translates of UΓ:
There exist γ1, . . . , γs ∈ Γ such that U ⊂
⋃s
i=1 γiUΓ. Let now γ ∈ Γ, X, Y ∈ U(g),
r > 0 and let f be in (2.5).
Let r′ be an integer which is greater or equal than r. Then, UΓpr,X,Y (f) is less or
equal than UΓpr′,X,Y (f) <∞. Thus, there is a constant Cr′,γ > 0 such that
γUΓpr′,X,Y (f) 6 Cr′,γ UΓpr′,Ad(γ−1)X,Y (f) <∞
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by Lemma 2.3.4. So,
Upr,X,Y (f) 6
s∑
i=1
Cr′,γ
UΓpr′,Ad(γ−1)X,Y (f) <∞ .
The lemma follows.
A net fα in C
∞(Γ\G,ϕ) converges to f ∈ C∞(Γ\G,ϕ) if for every compact subset
C of G, fα converges uniformly with all derivatives to f on C. This induces a
topology on C∞(Γ\G,ϕ).
Lemma 2.3.7. The space C∞(Γ\G,ϕ) is complete.
Proof. This well-known result can be proven similarly as in 1.46 of [Rud91, pp.34-
35].
Proposition 2.3.8. The Schwartz space C (Γ\G,ϕ) is a Fréchet space.
Remark 2.3.9. The proof is a straightforward generalisation of that for the case
Γ = {e} (see proof of Theorem 7.1.1 in [Wal88, pp.227-228]).
Proof. We can write U ∈ UΓ as a (possibly inﬁnite) union of open sets in X which
are relatively compact in X. Indeed, U is equal to
⋃
n∈N(U ∩B(eK, n)).
To show that C (Γ\G,ϕ) is a Fréchet space, it suﬃces to prove that C (Γ\G,ϕ)
is sequentially complete as U(g) is countable dimensional and as it is enough to
consider r ∈ N0 and U = UΓ by Lemma 2.3.6.
Let (fj)j be a Cauchy sequence in C (Γ\G,ϕ). Then, (fj)j is a Cauchy sequence
in C∞(Γ\G,ϕ). As C∞(Γ\G,ϕ) is complete by the previous lemma, there exists
f ∈ C∞(Γ\G,ϕ) such that fj converges uniformly with all derivatives to f on
compact subsets of G.
Fix r > 0, X, Y ∈ U(g) and U ∈ UΓ. We have:
Upr,X,Y (f) = sup
n∈N
U∩B(eK,n)pr,X,Y (f) .
By convention, ∅pr,X,Y (f) = 0. Let ε > 0 be given. Let N ∈ N be suﬃciently
large so that Upr,X,Y (fi − fj) < ε2 for all i, j > N . Then,
Upr,X,Y (fi) <
ε
2
+ Upr,X,Y (fN)
for all i > N . Let Nn ∈ N be suﬃciently large (maybe larger than N) so that
U∩B(eK,n)pr,X,Y (f − fi) < ε
2
for all i > Nn. This is possible because for all n ∈ N, there is cn > 0 such that
U∩B(eK,n)pr,X,Y (h) 6 cn sup
gK∈U∩B(eK,n)
|LXRY h(g)| <∞
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for all h ∈ C∞(Γ\G,ϕ). Thus, U∩B(eK,n)pr,X,Y (f) < ε+U∩B(eK,n)pr,X,Y (fN). Hence,
Upr,X,Y (f) 6 ε+ Upr,X,Y (fN) <∞ .
So, f ∈ C (Γ\G,ϕ). Moreover,
U∩B(eK,n)pr,X,Y (f − fj) 6 U∩B(eK,n)pr,X,Y (f − fi) + U∩B(eK,n)pr,X,Y (fi − fj) < ε
for all j > N and i > Nn. It follows that Upr,X,Y (f − fj) 6 ε for all j > N .
Consequently, C (Γ\G,ϕ) is sequentially complete. The proposition follows.
Lemma 2.3.10. The integral
∫
G
a−2ρg (1 + log ag)
−rdg is ﬁnite if and only if r > 1.
Proof. Compare with the lemma in 5.1.3 of [Wal88, p.139].
Since g 7→ ag is left and right K-invariant, there exists a constant c > 0 by Lemma
2.4.2 of [Wal88, p.61] such that∫
G
a−2ρg (1 + log ag)
−r dg = c
∫
A+
γ(a)a−2ρ(1 + log a)−r da ,
where γ(a) :=
∏
µ∈Φ+ sinh(µ(H)). Since
γ(a) 
∏
µ∈Φ+
eµ(log a) = e
∑
µ∈Φ+ µ(log a) = e2ρ(log a) = a2ρ
on A, this integral is ﬁnite if and only if∫
A+
(1 + log a)−r da =
∫ ∞
0
(1 + t)−r dt
is ﬁnite. The lemma follows as the last integral converges if and only if r > 1.
Proposition 2.3.11. The Schwartz space C (Γ\G,ϕ) is contained in L2(Γ\G,ϕ).
Moreover, the injection of C (Γ\G,ϕ) into L2(Γ\G,ϕ) is continuous.
Proof. Let f ∈ C (Γ\G,ϕ) and let r > 0. Then,
|f(g)| 6 UΓpr,1,1(f)(1 + log ag)−ra−ρg
for all g ∈ S := UΓK ⊂ G. We have:
‖f‖22 =
∫
Γ\G
|f(g)|2 dg 6
∫
S
|f(g)|2 dg 6 UΓpr,1,1(f)2
∫
G
(1 + log ag)
−2ra−2ρg dg .
By Lemma 2.3.10, this is ﬁnite for r > 1
2
. The proposition follows.
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2.3.2 Density of C∞c (Γ\G,ϕ) in C (Γ\G,ϕ)
In the following, we do some preparation needed to prove that the space
C∞c (Γ\G,ϕ) of compactly supported smooth functions on Γ\G (viewed as a sub-
space of C (Γ\G,ϕ)) is dense (cf. Proposition 2.3.21).
Lemma 2.3.12. Let µ be a restricted root (µ ∈ {±α,±2α}) and let X ∈ gµ. Let
Y = 1
2
(X + θX) ∈ k. If a ∈ Ar {e}, then
X =
2aµ
a2µ − 1(a
µY − Ad(a)−1Y ) .
Proof. This can easily be proven by direct computation. Compare with Lemma
8.24 of [Kna86, p.227].
Let A′ = Ar {e} ≡ (0,∞)r {1}. Let us denote by C∞b (A+) (resp. C∞b (A′)) the
smooth functions f on A+ (resp. A
′) having uniformly bounded derivatives on
[1 + ε,∞) for every ε > 0 (resp. (0, 1− ε] ∪ [1 + ε,∞) for every ε ∈ (0, 1)).
If f ∈ C∞b (A′), then f |A+ clearly belongs to C∞b (A+).
Let d1, d2 ∈ N0 be such that d1 6 d2. Let p (resp. q) be a polynomial of degree
d1 (resp. d2). Let C be a closed subset of R which does not meet the zeros of q.
Then, p
q
has bounded derivatives of any order on C.
Thus, the following functions belong to C∞b (A
′):
(2.6)
1
x2 − 1 ,
x
x2 − 1 and
x2
x2 − 1 .
Lemma 2.3.13. Let a ∈ A′. Then,
U(g) = U(a)⊕ (Ad(a)−1(k)U(g) + U(g)k) .
Proof. We have
U(k) = C⊕ U(k)k = C⊕ kU(k) .
Let a ∈ A′. By Lemma 2.3.12,
gC = nC ⊕ aC ⊕ kC = aC ⊕ (Ad(a)−1kC + kC) .
Hence,
U(g) = (Ad(a)−1U(k))U(a)U(k) = (C⊕ Ad(a)−1(kU(k)))U(a)(C⊕ U(k)k)
= U(a)⊕ (Ad(a)−1(k)U(g) + U(g)k)
by the Poincaré-Birkhoﬀ-Witt theorem.
Let {Hi} be the natural basis of U(a). Let X ∈ U(a). Write
X =
∑
i
ci(X)Hi .
20
Let {Xa,i} be a basis of U(g) induced from the above decomposition. Let X ∈
U(g). Write
X =
∑
i
ca,i(X)Xa,i .
When we speak in the following of the coeﬃcients of an element X ∈ U(g), then
we mean with this the numbers ca,i(X) ∈ C.
Let pa denote the projection of U(g) to U(a) provided by the previous lemma.
Lemma 2.3.14. Let X ∈ U(g). Then, a ∈ A′ 7→ ci(pa(X)) belongs to C∞b (A′) for
all i.
Proof. Let l ∈ N0. If X ∈ C, there is nothing to prove. If X ∈ gC = nC⊕ aC⊕ kC,
then the lemma follows from Lemma 2.3.12.
Let us prove now by induction that the lemma holds also for every X ∈ U(g)l
(l > 2). Assume that the lemma holds for every X ∈ U(g)l−1. Since
U(g)l = U(g)l−1 ⊕ U(g)l−1g ,
it suﬃces to consider the case, where X = X1X2 with X1 ∈ U(g)l−1 and X2 ∈ g.
We have
U(g)l−1g =
(U(a)l−1 ⊕ (Ad(a)−1(k)U(g)l−2 + U(g)l−2k))(n⊕ a⊕ k)
= U(a)l−1n + Ad(a)−1(k)U(g)l−1 + U(g)l−2kn
+ U(a)l + Ad(a)−1(k)U(g)l−1 + U(g)l−2ka
+ U(g)l−1k .
Here, the terms which are not under the desired form are underlined. In order
to bring these terms in the form we want to have, we use that n is contained in
Ad(a−1)k + k and the following relations:
(1) aAd(a−1)k = Ad(a−1)(k)a + [a,Ad(a−1)k],
(2) kAd(a−1)k = Ad(a−1)(k)k + [k,Ad(a−1)k],
(3) ka = ak + [k, a].
For the new terms appearing containing one of these new Lie brackets, we must
check that we can apply the induction hypothesis. We do this by showing that all
the coeﬃcients of terms not belonging to U(g)k are in C∞b (A′).
Let q = 1
2
(Id +θ). Then, q : g → g is the orthogonal projection on k. Since
q(n) = q(n¯) and q(a) = {0}, q(n)⊕m = q(n⊕m) = k.
Let Y ∈ k andH ∈ a. If Y ∈ m, then [H,Ad(a−1)Y ] = [H,Y ] = 0, [k,Ad(a−1)Y ] =
[k, Y ] ⊂ k and [Y, a] = {0}.
For Zk ∈ gkα and H ∈ a, we have:
(1) [H,Ad(a−1)q(Zk)] = 12a
−k[H,Zk] + 12a
kθ([H,Zk]), where
[H,Zk] ∈ n ⊂ k + Ad(a)±1k .
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(2) Let Y ′ ∈ k. Then,
[Y ′,Ad(a−1)q(Zk)] =
1
2
a−k[Y ′, Zk] +
1
2
akθ([Y ′, Zk]) .
If Y ′ ∈ m, then [Y ′, Zk] ∈ n ⊂ k + Ad(a)±1k.
Let Z ′k ∈ gkα. Then, [q(Z ′k), Zk] ∈ g−α ⊕m⊕ a⊕ n.
(3) [q(Zk), H] ∈ n⊕ θ(n) ⊂ k + Ad(a)−1k.
In the third case, all the coeﬃcients are in C∞b (A
′). In the ﬁrst and the second case,
the maximal growth behaviour is exactly the growth behaviour we are allowed to
have in order to have that the coeﬃcients of the elements of an, respectively kn,
are as desired. The lemma follows now by induction.
We extend α to an algebra homomorphism from U(a) to C.
Deﬁne a homomorphism α˜ : U(a)→ C of Lie algebras by the following conditions:
α˜(X) = 0 for X ∈ aC ⊗ · · · ⊗ aC ⊃ aC ⊗ aC
and
α˜(X) = α(X) for X ∈ C⊕ aC .
Proposition 2.3.15. Let X1, X2 ∈ U(g) and a ∈ A+. Let f : G r K → C be a
smooth bi-K-invariant function. Then, there exist Ha ∈ U(a) (depending both on
X1 and X2) such that a ∈ A+ 7→ α(Ha) belongs to C∞b (A+) and
LX1RX2 f(g)|g=a = RHa f(g)|g=a .
If f(g) = ag, then LX1RX2 f(g)|g=a = α(Ha)a.
If f(g) = log(ag), then LX1RX2 f(g)|g=a = α˜(Ha) log(a).
Remark 2.3.16. ag is not diﬀerentiable at g ∈ K: Let 0 6= H ∈ a. Then,
d
dt
∣∣∣∣
t=0±
aexp(tH) =
d
dt
∣∣∣∣
t=0±
max{tα(H),−tα(H)} = ±α(H) .
So, RHag does not exist when g belongs to K.
Proof. Let X1, X2 ∈ U(g). It follows from the Poincaré-Birkhoﬀ-Witt theorem
that
U(g) = U(a)U(n)U(k) .
By convention, this means that X ∈ U(g) can be written as ∑iHiZiYi with
Hi ∈ U(a), Zi ∈ U(n) and Yi ∈ U(k).
When we bring the left derivatives in U(n) to the right-hand side, then the cor-
responding right derivatives have coeﬃcients in C∞b (A+). Thus, we may assume
without loss of generality that X1 = 1. The ﬁrst part of the proposition follows
now from Lemma 2.3.13 and Lemma 2.3.14.
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The second part follows easily from the ﬁrst part and the following formulas:
(1) RH1 · · ·RHk ag|g=a = RH1 · · ·RHka =
∏k
j=1 α(Hj)a for all Hj ∈ aC and all
a ∈ A+;
(2) RH log(ag)|g=a = RH log(a) = α(H) log(a) for all H ∈ aC and all a ∈ A+;
(3) RH1RH2 log(ag)|g=a = RH1RH2 log(a) = 0 for all H1, H2 ∈ aC and all a ∈ A+.
Corollary 2.3.17. Let X1, X2 ∈ U(g) and let V be a neighbourhood of K in G.
Then, there exists a constant c > 0 (depending on X1, X2) such that
|LX1RX2
(
1 + log(ag)
)| 6 c(1 + log(ag))
for all g ∈ Gr V .
Proof. We have
LX1RX2ag = LAd(k−1g )X1RAd(hg)X2 ax|x=ag .
Let l ∈ N be suﬃciently large so that X1, X2 ∈ U(g)l. Let {Yi} be a basis of U(g)l.
For k ∈ K, write Ad(k)Xj =
∑
i ci,j(k)Yi. Then, supk∈K |ci,j(k)| is ﬁnite for all i,
j. The corollary follows now from Proposition 2.3.15.
Lemma 2.3.18. Let (V, | · |) be a ﬁnite-dimensional normed complex vector space
and let f ∈ C∞(G, V ) be such that supg∈G |LXRY f(g)| < ∞ for all X ∈ U(g),
Y ∈ U(k) (resp. for all X ∈ U(k), Y ∈ U(g)). Then,
sup
g∈G
|LXRY f(g)| <∞
for all X, Y ∈ U(g).
Proof. Let f ∈ C∞(G, V ) be such that supg∈G |LXRY f(g)| <∞ for all X ∈ U(g),
Y ∈ U(k). Let X, Y ∈ U(g). As LXf ∈ C∞(G), we may assume without loss of
generality that X = 1. For g ∈ G, we have
RY f(g) = RAd(hg)Y (Rhgf)(kgag) .
Thus, it remains to prove that supg∈G |RY (Rhgf)(kgag)| < ∞ for any Y ∈ U(g).
Let Y ∈ U(g). By the Poincaré-Birkhoﬀ-Witt theorem, we have
U(g) = U(a)U(n¯)U(k) .
By convention, this means that Y ∈ U(g) can be written as ∑iHiZiYi with
Hi ∈ U(a), Zi ∈ U(n¯) and Yi ∈ U(k).
So, without loss of generality, we may assume that Y = HZU with H ∈ U(a),
Z ∈ U(n¯) and U ∈ U(k). Then, Z ∈ U(n¯)l for some l > 0 and |RY (Rhgf)(kgag)|
(g ∈ G) is less or equal than
|LAd(kg)HRZRU(Rhgf)(kgag)| 6 |LAd(kg)HLAd(ag)ZRU(Rhgf)(kgag)|
= |LAd(kg)HLAd(ag)ZRAd(hg)−1Uf(g)| .
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Let {Zj} be a basis of U(n¯)l. As moreover supg∈G |LXf(g)| <∞ for all X ∈ U(g)
and as Ad(a)Z =
∑
j cj(a)Zj for some coeﬃcients cj(a) such that supa∈A¯+ |cj(a)|
is ﬁnite, supg∈G |LXRY f(g)| is ﬁnite. The second case of the lemma follows from
the isomorphism C∞(G, V )→ C∞(G, V ), f 7→ fˇ , where fˇ(g) := f(g−1).
Recall that we endowed X¯ with a smooth manifold structure by using the Oshima
compactiﬁcation. Let ∆X be the Laplace-Beltrami operator of X.
Lemma 2.3.19. There exists a cut-oﬀ function χ ∈ C∞c (X ∪ Ω, [0, 1]) such that
(1)
∑
γ∈Γ Lγχ = 1,
(2) supgK∈X ag|dχ(gK)| <∞,
(3) supgK∈X ag|∆Xχ(gK)| <∞,
(4) supgK∈X |LXχ(gK)| <∞ for all X ∈ U(g),
We denote by χ∞ the restriction of χ to Ω.
Remark 2.3.20.
(1) It follows from Lemma 2.3.18 that supgK∈X |LXRY χ(g)| <∞ for all X, Y ∈
U(g).
(2) The set {γ ∈ Γ | γ−1U ∩ suppχ 6= ∅} is ﬁnite for every U ∈ UΓ since
χ ∈ C∞c (X ∪ Ω, [0, 1]) and since Γ acts properly discontinuous on X ∪ Ω.
Proof. See Lemma 6.4 of [BO00, p.113].
Let us recall now how the usual topology on C∞c (Γ\G,ϕ) is given.
A net fα in C
∞
c (Γ\G,ϕ) converges to f ∈ C∞c (Γ\G,ϕ) if there is a compact subset
C of G and β such that supp fα ∪ supp f ⊂ ΓC for all α > β and fα converges
uniformly with all derivatives on C.
Proposition 2.3.21. The inclusion of C∞c (Γ\G,ϕ) into C (Γ\G,ϕ) is continuous
with dense image.
Proof. Note ﬁrst of all that C∞c (Γ\G,ϕ) is contained in C (Γ\G,ϕ). Let U ∈
UΓ, d > 0 and X, Y ∈ U(g). It follows from the deﬁnition of the topology on
C∞c (Γ\G,ϕ) that the maps Upd,X,Y are continuous seminorms on C∞c (Γ\G,ϕ).
Thus, C∞c (Γ\G,ϕ) is continuously injected into C (Γ\G,ϕ).
Let us prove now that C∞c (Γ\G,ϕ), viewed as a subspace of C (Γ\G,ϕ), is dense
in C (Γ\G,ϕ). To show this we do a similar argument as in the proof of Theorem
7.1.1 in [Wal88, p.227].
Let h ∈ C∞(R) be such that h(x) ∈ [0, 1] for all x ∈ R, h(x) = 1 if x ∈ [−1, 1]
and h(x) = 0 if x ∈ R : |x| > 2. For r > 0, set ur(g) = h( log(ag)r ). Then, there is
a neighbourhood Vr (r > 0) of K such that ur(g) = 1 for all g ∈ Vr. Thus, ur is
smooth.
24
As every smooth function is locally Lipschitz, as h(n)(0) = 0 for all n ∈ N and as
h(n) (n ∈ N) has compact support, there is a constant cn > 0 such that
(2.7) |h(n)(x)| 6 cn|x|
for all x ∈ R and all n ∈ N. As h(0) = 1, there is a constant c0 > 0 such that
|h(x)− 1| 6 c0|x| for all x ∈ [−2, 2]. As |h(x)− 1| = 1 for all x ∈ R : |x| > 2, the
previous estimate holds also for x ∈ R such that |x| > 2 if we choose c0 > 12 . So,
(2.8) |h(x)− 1| 6 c0|x|
for all x ∈ R. Let X1, X2 ∈ U(g). It follows from (2.7), (2.8), Corollary 2.3.17 and
the chain rule that there is a constant c′X1,X2 > 0 such that
(2.9) |LX1RX2(ur(g)− 1)| 6
c′X1,X2
r
(
1 + log(ag)
)
(g ∈ G) .
By Remark 2.3.20 of Lemma 2.3.19,
S := {γ ∈ Γ | γ−1U ∩ suppχ 6= ∅}
is ﬁnite. Let g ∈ G such that gK ∈ U . Then, |∑γ∈Γ(urχ)(γ−1g) − 1| is less or
equal than ∑
γ∈S
|ur(γ−1g)− 1|χ(γ−1g) .
By (2.9) and as χ takes values in [0, 1], this is again less or equal than
c′1,1
∑
γ∈S
1+log(aγ−1g)
r
(c′1,1 = c0). By Lemma 2.1.5, we can estimate this further by
c1,1 · 1+log(ag)r ,
where c1,1 := c
′
1,1
∑
γ∈S(1 + log(aγ)) (this constant depends on U).
It follows from (2.9), Corollary 2.3.17, Lemma 2.3.19 and the Leibniz rule that
for all X, Y ∈ U(g) such that X ∈ gU(g) or Y ∈ gU(g), there exists a positive
constant cX,Y (depending also on U) such that
|LXRY
(∑
γ∈Γ
Lγ(urχ)
)
(g)| = |
∑
γ∈S
LAd(γ)−1XRY (urχ)(γ
−1g)| 6 cX,Y
r
(
1 + log(ag)
)
for all r > 0 and all g ∈ G such that gK ∈ U .
Since urχ ∈ C∞c (G),
∑
γ∈Γ Lγ(urχ) ∈ C∞c (Γ\G).
Let X, Y ∈ U(g)l and let {Xi} be a basis of U(g)l. Then, there exists a constant
c > 0 (depending on X, Y and U) such that
Upd,X,Y
(∑
γ∈Γ
Lγ(urχ)f − f
)
6 c
r
∑
i,j
Upd+1,Xi,Xj(f)
for all r > 0. It follows that
∑
γ∈Γ Lγ(urχ)f converges to f in C (Γ\G,ϕ).
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2.3.3 The space of cusp forms on Γ\G
In this section, we deﬁne the constant term of a Schwartz function, we show that
it is well-deﬁned and we determine some basic properties of it. The space of cusp
forms is then the space of Schwartz functions having vanishing constant term.
For a set U in ∂X, put
G(U) = {g ∈ G | gP ∈ U} and K(U) = {k ∈ K | kM ∈ U} .
Deﬁnition 2.3.22. For g ∈ G(Ω), h ∈ G and for a measurable function f : G →
Vϕ, we deﬁne
fΩ(g, h) =
∫
N
f(gnh) dn
whenever the integral exists. We call this function the constant term of f .
Remark 2.3.23. We will show in Proposition 2.3.30 that the constant term is
well-deﬁned if f ∈ C (Γ\G,ϕ).
Let E = exp(e1 ⊕ e2) for some vector subspaces e1 ⊂ gα and e2 ⊂ g2α. It follows
that E is invariant under conjugation in A. Let n1 = dimR(e1), let n2 = dimR(e2)
and let ξE =
n1+2n2
mα+2m2α
.
Recall that mα (resp. m2α) denotes the multiplicity of the root α (resp. 2α).
For the moment we are only interested in the case where E = N (then ξE = 1).
We state the following two results however in greater generality as we need it
under this form in the geometrically ﬁnite case.
Lemma 2.3.24. For x ∈ N , set φ(x) = aB(xw). Then, there is a volume form (a
nonvanishing diﬀerential form of highest degree) dx on {x ∈ E | φ(x) = 1} such
that ∫
E
f(n) dn =
∫
A
∫
{x∈E|φ(x)=1}
f(xa) dx a2ξEρ da
for all f ∈ Cc(E).
Remark 2.3.25. It follows from standard integration theory that the above for-
mula holds also if f ∈ L1(E) or if f is a nonnegative measurable function on
E.
Proof. The lemma is standard. We provide a proof for the convenience of the
reader. As hypersurfaces are orientable, {x ∈ E | φ(x) = 1} has a volume form
dy. Let n ∈ N and a ∈ A. Then, n = n¯B(nw)mB(nw)aB(nw)nB(nw)w. Thus,
na = (an¯B(nw)a
−1)mB(nw)aaB(nw)a(a−1nB(nw)a)w .
Hence,
φ(na) = aB(n
aw) = a2aB(nw) = a
2φ(n) .
The map
Φ: {x ∈ E | φ(x) = 1} × A→ E r {e}, (y, a) 7→ ya−1
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is clearly a diﬀeomorphism. Its inverse sends n ∈ E r {e} to (na, a), where
a = aB(nw)
− 1
2 .
So, dn = g(y, a) dy da for some positive measurable function g on E × A (g is
smooth on (E r {e})× A). We have∫
E
f(n(a
′)−1) dn =
∫
A
∫
{x∈E|φ(x)=1}
f((y(a
′)−1)a) g(y, a) dy da
=
∫
A
∫
{x∈E|φ(x)=1}
f(ya) g(y, aa′) dy da .
Let y ∈ E. Since (a′)2ξEρ ∫
E
f(n) dn =
∫
E
f(n(a
′)−1) dn, (a′)2ξEρg(y, a) = g(y, aa′)
for all a, a′ ∈ A. Taking a = 1 shows that g(y, a′) = (a′)2ξEρg(y, 1). The lemma
follows.
Proposition 2.3.26. The integral
(2.10)
∫
θ(E)
a(n¯)−ξEρ(1 + log a(n¯))−d dn¯
is ﬁnite if and only if d > 1. Here, dn¯ denotes the push-forward of the Lebesgue
measure on θ(e1)⊕ θ(e2).
Remark 2.3.27.
(1) It follows from this proposition and Corollary 2.1.9 that∫
θ(E)
a(n¯)−ξEρ(1 + log an¯)−d dn¯
is also ﬁnite if and only if d > 1.
(2) Compare with Theorem 4.5.4 of [Wal88, p.126].
Proof. Let S = {exp(X + Y ) | X ∈ gα, Y ∈ g2α : 14 |X|4 + 2|Y |2 6 1} (compact).
Since a(θ(n))  aB(nw) on N rS by Corollary 2.1.9, (2.10) is ﬁnite if and only if∫
ErS
aB(nw)
−ξEρ(1 + log aB(nw))−d dn .
By Lemma 2.3.24, this is again ﬁnite if and only if∫
A¯+
∫
{x∈E|aB(xw)=1}
a−2ξEρ(1 + 2 log a)−d dx a2ξEρ da
is ﬁnite. The above integral is again equal to
vol({x ∈ E | aB(xw) = 1})
∫
A¯+
(1 + 2 log a)−d da .
The proposition follows as
∫
A¯+
(1 + 2 log a)−d da is ﬁnite if and only if d > 1.
27
In order to show that the constant term is well-deﬁned, we ﬁrst need the following
lemma.
Lemma 2.3.28.
(1) Let d > 1, t > 1 and g, h ∈ G. Then, n 7→ a−tρgnh(1 + log agnh)−d is integrable
over N . Moreover, if ε ∈ [0, d− 1), then there exists a positive constant C,
depending only on d and ε, such that∫
N
a−tρgnh(1 + log agnh)
−d dn 6 Ca(g)−tρa(h−1)−tρ(1 + | log a(g)a(h−1)−1|)−ε .
(2) Let d > 1, t > ξE and g, h ∈ G be such that n(g) = n(h−1) = e. Then,
n 7→ a−tρgnh(1 + log agnh)−d is integrable over E. Moreover, if ε ∈ [0, d − 1),
then there exists a positive constant C, depending only on d and ε, such that∫
E
a−tρgnh(1 + log agnh)
−d dn 6 Ca(g)−tρa(h−1)−tρ(1 + | log a(g)a(h−1)−1|)−ε .
Proof. This proof is inspired by the one of Theorem 7.2.1 in [Wal88, p.231].
Fix g, h ∈ G. Let ε ∈ [0, d − 1), n ∈ N and a ∈ A. Put v = θ(n). By formula
(2.3),
a(v) = a((va−1)a) = a(va−1)a 6 ava−1a = anaa .
Thus, ana > a−1a(v). As in addition ε ∈ [0, d − 1) and the following hold by
Lemma 2.1.4
(1) log ana > | log a| ,
(2) 1 + log ana = 1 +
1
2
log a2na > 1 + 12 log(an) >
1
2
(1 + log av) ,
we have
a−tρna (1 + log ana)
−d 6 atρa(v)−tρ(1 + log ana)−ε(1 + log ana)−d+ε(2.11)
6 2datρa(v)−tρ(1 + | log a|)−ε(1 + log av)−d+ε .
As gnh = κ(g)
(
a(g)
(
n(g)nn(h−1)−1
)
a(g)−1
)
a(g)a(h−1)−1κ(h−1)−1, as E is invari-
ant under conjugation in A and as n(g) = n(h−1) = e or E = N ,∫
E
a−tρgnh(1 + log agnh)
−d+ε dn
is equal to
a(g)−2tρ
∫
E
a−tρna(g)a(h−1)−1(1 + log ana(g)a(h−1)−1)
−d+ε dn .
By (2.11) and as
∫
θ(E)
a(n¯)−ρ(1 + log an¯)−d+ε dn¯ is ﬁnite for all d > 1 + ε by
Proposition 2.3.26, this is less or equal than
Ca(g)tρa(h−1)−tρ(1 + | log a(g)a(h−1)−1|)−εa(g)−2tρ
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for some constant C > 0 depending only on d and ε. So,∫
E
a−tρgnh(1 + log agnh)
−d dn 6 Ca(g)−tρa(h−1)−tρ(1 + | log a(g)a(h−1)−1|)−ε .
Deﬁnition 2.3.29. Let g ∈ G(Ω) and h ∈ G. Then, we denote by Ug,h an open
set in X that is a relatively compact neighbourhood of gP in X ∪Ω and contains
the horosphere gNhK = gNg−1(gh)K passing through ghK ∈ X and gP ∈ ∂X.
Proposition 2.3.30. Let f ∈ C (Γ\G,ϕ), g ∈ G(Ω), h ∈ G and X, Y ∈ U(g).
Then, n 7→ LXRY f(gnh) is integrable over N . Thus, the constant term fΩ is
well-deﬁned (take X = Y = 1). Moreover, if U ∈ UΓ and if r > 1, then there
exists c > 0 (depending only on r) such that∫
N
|LXRY f(gnh)| dn 6 c Up2r,X,Y (f)a(g)−ρa(h−1)−ρ(1 + | log a(g)a(h−1)−1|)−r
for all g ∈ G(Ω) and h ∈ G such that gnhK ∈ U for all n ∈ N .
Proof. Let f ∈ C (Γ\G,ϕ) and X, Y ∈ U(g). Let g ∈ G(Ω) and h ∈ G. Then,
gnh ∈ Ug,h for all n ∈ N . Let now U ∈ UΓ, g ∈ G(Ω) and h ∈ G be as above. For
all d > 0, we have
|LXRY f(x)| 6 Upd,X,Y (f)a−ρx (1 + log ax)−d (xK ∈ Ug,h)
by deﬁnition of C (Γ\G,ϕ). Thus, for r > 1,∫
N
|LXRY f(gnh)| dn 6 Up2r,X,Y (f)
∫
N
a−ρgnh(1 + log agnh)
−2r dn .
By Lemma 2.3.28 applied to E = N , there exists a constant c > 0 (depending
only on r) such that this is again less or equal than
c Up2r,X,Y (f)a(g)
−ρa(h−1)−ρ(1 + | log a(g)a(h−1)−1|)−r .
Corollary 2.3.31. Fix g ∈ G(Ω) and h ∈ G. Then,
f ∈ C (Γ\G,ϕ) 7→ fΩ(g, h) ∈ Vϕ
is linear and continuous. Thus, ◦C (Γ\G,ϕ) is a closed subspace of C (Γ\G,ϕ).
Proof. Observe that the map is linear. Fix g ∈ G(Ω) and h ∈ G. Let f ∈
C (Γ\G,ϕ) and let r > 1. Then, by Proposition 2.3.30, there exists a constant
c > 0, depending on g and h, such that
|fΩ(g, h)| 6 c Ug,hp2r,1,1(f) .
Hence, f 7→ fΩ(g, h) is continuous when g and h are ﬁxed.
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Corollary 2.3.32. Fix f ∈ C (Γ\G,ϕ). For g ∈ G(Ω), h ∈ G and X, Y ∈ U(g),
we have
LXRY
∫
N
f(gnh) dn =
∫
N
LXRY f(gnh) dn .
In particular, fΩ(g, h) depends smoothly on g and h.
Proof. Let us check the assumptions of the theorem about diﬀerentiation of pa-
rameter dependent integrals. Fix X, Y ∈ U(g) and r > 1. By Proposition 2.3.30,
we know that n ∈ N 7→ f(gnh) is integrable. The function g ∈ G 7→ f(gnh) is
smooth for every n ∈ N , h ∈ G as f is smooth.
Let V be an open subset of G which is relatively compact in G(Ω) and letW be an
open, relatively compact subset of G. Choose UV,W ∈ UΓ such that Ug,h ⊂ UV,W
for all g ∈ V and all h ∈ W . By the proof of Proposition 2.3.30 and of Lemma
2.3.28 applied to E = N , there is a constant C > 0 such that
(2.12) |LXRY f(gnh)| 6 C UV,W p2r,X,Y (f)a(θn(g)θnθn(h−1)−1)−ρ
(1 + log aθn(g)θnθn(h−1)−1)
−ra(g)−ρa(h−1)−ρ(1 + | log a(g)a(h−1)−1|)−r
for all g ∈ V , h ∈ W and n ∈ N . By Lemma 2.1.5 and by Corollary 2.1.9, there
exists a constant C ′ > 0 such that
a(θn(g)θnθn(h−1)−1)−ρ(1 + log aθn(g)θnθn(h−1)−1)
−r 6 C ′a(θn)−ρ(1 + log aθn)−r
for all g ∈ V , n ∈ N and h ∈ W . It follows that there is a constant C ′′ > 0,
depending only on V and W , such that (2.12) is bounded by
C ′′a(θn)−ρ(1 + log aθn)−r (n ∈ N) .
This is integrable over N by Proposition 2.3.26. Thus, |LXRY f(gnh)| is uni-
formly bounded by an integrable function for all g ∈ V and all h ∈ W . Hence,
LXRY
∫
N
f(gnh) dn exists and is equal to
∫
N
LXRY f(gnh) dn. The corollary fol-
lows.
Proposition 2.3.33. Let f ∈ C (Γ\G,ϕ).
(1) For g ∈ G(Ω), h ∈ G, γ ∈ Γ, we have
fΩ(γg, h) = ϕ(γ)fΩ(g, h) .
(2) For g ∈ G(Ω), h, x ∈ G, we have
(Rxf)
Ω(g, h) = fΩ(g, hx) .
(3) For g ∈ G(Ω), h ∈ G, a ∈ A, m ∈M , we have
fΩ(gam, h) = a−2ρfΩ(g, amh) .
(4) fΩ(gn1, n2h) = f
Ω(g, h) for all g ∈ G(Ω), h ∈ G, n1, n2 ∈ N .
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Proof. Let f ∈ C (Γ\G,ϕ).
(1) For g ∈ G(Ω), h ∈ G, γ ∈ Γ, we have
fΩ(γg, h) =
∫
N
f(γgnh) dn = ϕ(γ)
∫
N
f(gnh) dn = ϕ(γ)fΩ(g, h) .
(2) For g ∈ G(Ω), h, x ∈ G, we have
(Rxf)
Ω(g, h) =
∫
N
f(gnhx) dn = fΩ(g, hx) .
(3) For g ∈ G(Ω), h ∈ G, a ∈ A, m ∈M , we have
fΩ(gam, h) =
∫
N
f(gamn(am)−1amh) dn
= a−2ρ
∫
N
f(gnamh) dn = a−2ρfΩ(g, amh)
as n 7→ m−1nm is a measure-preserving diﬀeomorphism and as d(a−1na) =
a−2ρdn.
(4) For g ∈ G(Ω), h ∈ G, n1, n2 ∈ N ,
fΩ(gn1, n2h) =
∫
N
f(gn1nn2h) dn =
∫
N
f(gnh) dn = fΩ(g, h)
as N is unimodular.
Deﬁnition 2.3.34. Deﬁne the following subspace of C (Γ\G,ϕ):
◦C (Γ\G,ϕ) = {f ∈ C (Γ\G,ϕ) | fΩ(g, h) = 0 ∀g ∈ G(Ω), h ∈ G} .
We call it the space of cusp forms on Γ\G.
Remark 2.3.35.
(1) This subspace may be considered as the analog of the Harish-Chandra space
of cusp forms on G.
(2) Since fΩ(γg, h) = ϕ(γ)fΩ(g, h) for all γ ∈ Γ, g ∈ G(Ω), h ∈ G by Proposition
2.3.33 (1), it suﬃces to check the condition fΩ(g, h) = 0 for g belonging to
a fundamental set of G(Ω) for Γ.
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2.3.4 The right regular representation of G on the Schwartz space
We show that the right translation by elements of G on the Schwartz space, re-
spectively the space of cusp forms, is a representation of G (see Theorem 2.3.42).
Lemma 2.3.36. Let U be an open subset of X. Then, U is relatively compact in
X ∪ Ω if and only if clo(U) ∩ ∂X is a compact subset of Ω.
Proof. Let U be an open subset of X. If U is relatively compact in X ∪ Ω, then
clo(U) is compact in X ∪ Ω. Hence, clo(U) ∩ ∂X is a compact subset of Ω.
Assume now that clo(U) ∩ ∂X is a compact subset of Ω. Let V be an open,
relatively compact neighbourhood of clo(U)∩∂X ⊂ K/M which is also contained
in Ω. Let V˜ = {kaK | kM ∈ V, a ∈ A+} ∪ V . Then, V˜ is relatively compact in
X ∪ Ω and a neighbourhood of clo(U) ∩ ∂X in X ∪ Ω. Thus, U r V˜ is relatively
compact in X. Hence, U is relatively compact in X ∪ Ω.
Let f be a function on G. For g, x ∈ G, set
Lgf(x) = f(g
−1x) and Rgf(x) = f(xg) .
For f ∈ C (Γ\G,ϕ), deﬁne
pi(g)f(x) := Rgf(x) = f(xg) (g, x ∈ G) .
Clearly, pi(g)(C (Γ\G,ϕ)) ⊂ C∞(Γ\G,ϕ) for all g ∈ G.
For h ∈ G and for a subset U of X, put Uh = {ghK | gK ∈ U}.
Lemma 2.3.37. For every h ∈ G and U ∈ UΓ, clo(Uh)∩∂X is equal to clo(U)∩∂X
and Uh belongs also to UΓ.
Remark 2.3.38. The set {hgK | gK ∈ U} (h ∈ G) belongs also to UΓ if h is
suﬃciently close to e.
Proof. Fix h ∈ G and U ∈ UΓ. Consider a sequence giK in U converging to some
element kM in ∂X. Without loss of generality, we may assume that hgi = hh.
Then, agi tends to ∞ and kgiM converges to kM ∈ ∂X. So, kgiagia−1h k−1h hK =
giK converges also to kM . Note that the limit does not change if we consider
kgiagik
−1
h hK. But (kgiagik
−1
h )K = kgiagiK = giK ∈ U for all i. Thus, kM belongs
also to clo(Uh) ∩ ∂X. Hence, clo(U) ∩ ∂X is contained in clo(Uh) ∩ ∂X.
As the above is also true for Uh instead of U and h−1 instead of h and as U =
(Uh)h
−1
,
clo(Uh) ∩ ∂X = clo(U) ∩ ∂X ⊂ Ω .
It follows now from Lemma 2.3.36 that Uh is an open subset ofX which is relatively
compact in X ∪ Ω, i.e. Uh ∈ UΓ.
Corollary 2.3.39. Let U ∈ UΓ and let S be a relatively compact subset of G.
Then,
⋃
h∈S U
h belongs to UΓ.
Remark 2.3.40. The set
⋃
h∈S{hgK | gK ∈ U} only belongs to UΓ if S is
contained in a suﬃciently small neighbourhood of e.
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Proof. Let U and S be as above. Put US =
⋃
h∈S U
h. As Uh ∈ UΓ and as
clo(Uh) ∩ ∂X = clo(U) ∩ ∂X for all h ∈ G by Lemma 2.3.37, clo(U) ∩ ∂X is
contained in clo(US) ∩ ∂X and US is open in X as it is the union of open sets in
X. Since {ah | h ∈ S} is bounded, the second part of the proof of Lemma 2.3.37
can be generalised to US. Thus, clo(US) ∩ ∂X is equal to clo(U) ∩ ∂X. Hence,
US ∈ UΓ by Lemma 2.3.36.
Proposition 2.3.41. Let U ∈ UΓ, let X, Y ∈ U(g), let f ∈ C (Γ\G,ϕ) and let
r > 0. Then,
(1) Upr,X,Y (Rhf) is ﬁnite for every h ∈ G and Upr,X,Y (Lhf) is ﬁnite when h ∈ G
is suﬃciently close to e;
(2) Upr,X,Y (Rhf − f), Upr,X,Y (Lhf − f) converge to zero when h tends to e.
Proof. To prove this proposition, we do a similar argument as in Lemma 14 of
[HC66, p.21].
Let h ∈ G, x ∈ G, X, Y ∈ U(g), U ∈ UΓ, and let f ∈ C (Γ\G,ϕ). We have
Upr,X,Y (pi(h)f) = sup
gK∈U
(1 + log ag)
raρg|LXRY (Rhf)(g)|
6 (1 + log ah)raρh sup
gK∈U
(1 + log agh)
raρgh|LXRAd(h−1)Y f(gh)|
= (1 + log ah)
raρh
Uhpr,X,Ad(h−1)Y (f) <∞ .
Thus, pi(h)f belongs to C (Γ\G,ϕ). Let {X1, . . . , Xn} be a basis of g. Let H ∈ g.
Write H =
∑n
i=1 ciXi. We clearly have
RexpHf(x)− f(x) =
∫ 1
0
d
ds
∣∣∣∣
s=0
f(x exp(tH) exp(sH)) dt
=
∫ 1
0
d
ds
∣∣∣∣
s=0
f(x exp(tH) exp
(
s
n∑
i=1
ciXi
)
) dt
=
n∑
i=1
ci
∫ 1
0
d
ds
∣∣∣∣
s=0
f(x exp(tH) exp(sXi)) dt .
Hence,
|LXRY (RexpHf)(x)− LXRY f(x)|
6 max
16i6n
|ci| ·
n∑
i=1
∫ 1
0
| LXRY d
ds
∣∣∣∣
s=0
f(x exp(tH) exp(sXi))| dt .
Since all norms are equivalent on Rn, there exists c0 > 0 such that
max
16i6n
|ai| 6 c0 · |
n∑
i=1
aiXi|
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for any ai ∈ R. So, |LXRY (RexpHf)(x)− LXRY f(x)| is less or equal than
c0 · |H|
n∑
i=1
∫ 1
0
|LXRYRXif(x exp(tH))| dt .
Consequently,
Upr,X,Y (Rhf − f) = sup
xK∈U
(1 + log ax)
raρx|LXRY (RexpHf)(x)− LXRY f(x)|
is less or equal than
c0 · |H|
n∑
i=1
sup
xK∈U
(1 + log ax)
raρx
∫ 1
0
|LXRYRXif(x exp(tH))| dt
6 c0 · |H|
n∑
i=1
sup
t∈[0,1]
sup
xK∈U
(1 + log ax)
raρx|LXRYRXif(x exp(tH))| .
Put V =
⋃
Z∈g : |Z|61 U
exp(Z) = {g exp(Z)K | gK ∈ U,Z ∈ g : |Z| 6 1}. Then, V
belongs to UΓ by Corollary 2.3.39. If |H| 6 1, then the above expression is less or
equal than
c · |H|
n∑
i=1
V pr,X,Y+Xi(f) ,
where c := c0 maxZ∈g : |Z|61(1+log aexp(Z))ra
ρ
exp(Z). The proof of the other assertion
works analogously. The remarks 2.3.38 and 2.3.40 tell us to what one has to pay
attention.
Theorem 2.3.42.
(
pi,C (Γ\G,ϕ)) and (pi, ◦C (Γ\G,ϕ)) are representations of G.
Proof. Since the constant term is G-equivariant with respect to the right trans-
lation, it is enough to prove that
(
pi,C (Γ\G,ϕ)) is a representation of G. Fix
X, Y ∈ U(g), r > 0 and U ∈ UΓ. Let f ∈ C (Γ\G,ϕ) and h ∈ G. Then, Uh ∈ UΓ
by Lemma 2.3.37.
By Proposition 2.3.41, pi(h)f belongs to C (Γ\G,ϕ).
Assume that hj → h in G and that fj → f in C (Γ\G,ϕ). Let Nh be a relatively
compact neighbourhood of h in G. Put
U˜h =
⋃
h˜∈Nh
U h˜ = {gh˜K | gK ∈ U, h˜ ∈ Nh} .
This set belongs also to UΓ by Corollary 2.3.39.
Let ε > 0 be given. Let {X1, . . . , Xn} be a basis of g. Deﬁne Xai to be
Xi · · ·Xi︸ ︷︷ ︸
a factors
if a ∈ N := {1, 2, 3, . . . } and to be 1 if a = 0. For m ∈ N0 := {0, 1, 2, . . . }, deﬁne
Im = {α := (α1, . . . , αn) | αi ∈ N0 :
n∑
i=1
αi 6 m} .
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Let Y ∈ U(g)l. Then, Ad(x−1)Y ∈ U(g)l as, by deﬁnition, Ad(x−1)(Y1 ⊗ Y2) =
Ad(x−1)(Y1) ⊗ Ad(x−1)(Y2). As Ad(x−1)Y ∈ U(g) and as Ad(x−1)Y depends
smoothly on x, there are smooth functions cα1,...,αn on G such that
Ad(x−1)Y =
∑
α∈Il
cα1,...,αn(x)X
α1
1 · · ·Xαnn
by the Poincaré-Birkhoﬀ-Witt theorem. As cα1,...,αn(hj) → cα1,...,αn(h) when j →
∞, supα∈Il |cα1,...,αn(h)− cα1,...,αn(hj)| < ε2 for j suﬃciently large. We have
(2.13) Upr,X,Y (pi(h)f − pi(hj)fj)
6 Upr,X,Y (pi(h)f − pi(hj)f) + Upr,X,Y (pi(hj)(f − fj)) ,
where Upr,X,Y (pi(hj)(f − fj)) is less or equal than
max
h˜∈Nh
(
(1 + log ah˜)
raρ
h˜
)
U˜hpr,X,Ad(h−1j )Y (f − fj)
6
∑
α∈Il
max
h˜∈Nh
(
(1 + log ah˜)
raρ
h˜
|cα1,...,αn(h˜)|
)
U˜hpr,X,Xα11 ···Xαnn (f − fj) <
ε
2
for j suﬃciently large. Here, we have used that hj ∈ Nh for j suﬃciently large.
By Proposition 2.3.41 applied to pi(h)f ∈ C (Γ\G,ϕ),
Upr,X,Y (pi(h)f − pi(hj)f) < ε
2
for j suﬃciently large. It follows that (2.13) tends to zero when j goes to∞. This
ﬁnishes the proof of the theorem.
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2.4 Tempered distribution vectors, square-integrable distri-
bution vectors and Schwartz vectors
First, we recall the notion of matrix coeﬃcients of a representation pi of G (on a
reﬂexive Banach space) are. Second, we use the matrix coeﬃcient map in order
to deﬁne tempered distribution vectors, square-integrable distribution vectors and
Schwartz vectors.
Let (pi, Vpi) be a representation of G on a reﬂexive Banach space with dual rep-
resentation (pi′, Vpi′). Then, we deﬁne the space of distribution vectors to be
Vpi,−∞ := (Vpi′,∞)′ (strong dual). Here the subscript ∞ means that we pass to
the subspace of smooth vectors and we endow Vpi′,∞ with the canonical Fréchet
topology. We have then the following inclusions of G-representations
Vpi,∞ ⊂ Vpi ⊂ Vpi,−∞ .
We denote the subspace of K-ﬁnite and smooth vectors of Vpi by Vpi,K . Fur-
thermore, we denote the space of tempered distributions by C ′(Γ\G,ϕ). It is by
deﬁnition the conjugate-linear strong dual of C (Γ\G,ϕ).
Deﬁnition 2.4.1. Let (pi, Vpi) be an admissible G-representation of ﬁnite length
on a reﬂexive Banach space.
We say that a Γ-invariant distribution vector f ∈ (Vpi,−∞⊗Vϕ)Γ is tempered (resp.
square-integrable) if the function
G 3 g 7→ cf,v(g) := 〈f, pi′(g)v〉 ∈ Vϕ ,
called matrix coeﬃcient of pi, belongs to C ′(Γ\G,ϕ) (resp. L2(Γ\G,ϕ)) for all
v ∈ Vpi′,K . We denote the linear subspace of square-integrable (resp. tempered)
Γ-invariant distribution vectors by (Vpi,−∞ ⊗ Vϕ)Γd (resp. (Vpi,−∞ ⊗ Vϕ)Γtemp).
Remark 2.4.2.
(1) This deﬁnition is equivalent to Deﬁnition 8.3 in [BO00, p.130] by Lemma
8.4 of [BO00, p.130].
(2) If f ∈ Vpi,−∞ ⊗ Vϕ and v ∈ Vpi′,∞, then cf,v is smooth as G → Vpi′,∞, g 7→
pi′(g)v is smooth and as f : Vpi′,∞ → Vϕ is continuous and linear.
(3) As L2(Γ\G,ϕ) ⊂ C ′(Γ\G,ϕ), we have
(Vpi,−∞ ⊗ Vϕ)Γd ⊂ (Vpi,−∞ ⊗ Vϕ)Γtemp ⊂ (Vpi,−∞ ⊗ Vϕ)Γ .
We equip (Vpi,−∞ ⊗ Vϕ)Γ with the subspace topology.
Lemma 2.4.3. Let v ∈ (Vpi,−∞⊗Vϕ)Γ. If pi is irreducible and if cv,v′ ∈ L2(Γ\G,ϕ)
for some 0 6= v′ ∈ Vpi′,∞, then cv,v′ ∈ L2(Γ\G,ϕ) for all v′ ∈ Vpi′,∞.
Proof. The proof works completely analogously to the proof of Lemma 1.3.2 in
[Wal88, p.23].
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Deﬁnition 2.4.4. Let (pi, Vpi) be an admissible G-representation of ﬁnite length
on a reﬂexive Banach space.
We say that f ∈ (Vpi,−∞ ⊗ Vϕ)Γ is a Schwartz vector (resp. cuspidal Schwartz
vector) if cf,v ∈ C (Γ\G,ϕ) (resp. cf,v ∈ ◦C (Γ\G,ϕ)) for all v ∈ Vpi′,K . We
denote the space of Schwartz vectors (resp. space of cuspidal Schwartz vectors) by
(Vpi,−∞ ⊗ Vϕ)ΓC (resp. (Vpi,−∞ ⊗ Vϕ)Γ◦C ).
Remark 2.4.5.
(1) Assume further that pi is irreducible. Since K is connected, Vpi′,K = U(g)v
for any nonzero v ∈ Vpi′,K . It follows that f ∈ (Vpi,−∞ ⊗ Vϕ)Γ is a Schwartz
vector (resp. cuspidal Schwartz vector) if and only if there is a nonzero
v ∈ Vpi′,K such that cf,v ∈ C (Γ\G,ϕ) (resp. cf,v ∈ ◦C (Γ\G,ϕ)).
(2) The space (Vpi,−∞ ⊗ Vϕ)ΓC is clearly contained in (Vpi,−∞ ⊗ Vϕ)Γd .
Assume that pi is irreducible. Fix 0 6= v ∈ Vpi′,K . We equip (Vpi,−∞ ⊗ Vϕ)ΓC with
the coarsest topology such that the map f ∈ (Vpi,−∞⊗Vϕ)ΓC 7→ cf,v ∈ C (Γ\G,ϕ) is
continuous. Analogously, we equip (Vpi,−∞⊗ Vϕ)Γd with the coarsest topology such
that the map f ∈ (Vpi,−∞ ⊗ Vϕ)Γd 7→ cf,v ∈ L2(Γ\G,ϕ) is continuous.
As U(g)v is equal to Vpi′,K and as C (Γ\G,ϕ) → C (Γ\G,ϕ), f 7→ RY f and
L2(Γ\G,ϕ)→ L2(Γ\G,ϕ), f 7→ RY f are continuous for every Y ∈ U(g), it follows
that the above two maps are continuous for every v ∈ Vpi′,K . This shows that the
topologies on (Vpi,−∞ ⊗ Vϕ)ΓC and on (Vpi,−∞ ⊗ Vϕ)Γd do not depend on the choice
of v.
Lemma 2.4.6. The inclusions
(Vpi,−∞ ⊗ Vϕ)ΓC ⊂ (Vpi,−∞ ⊗ Vϕ)Γd , (Vpi,−∞ ⊗ Vϕ)Γ ⊂ Vpi,−∞ ⊗ Vϕ
are continuous injections.
Proof.
(1) Consider the following commutative diagram:
(Vpi,−∞ ⊗ Vϕ)ΓC
 _
i

  // C (Γ\G,ϕ)
 _
j

(Vpi,−∞ ⊗ Vϕ)Γd 
 // L2(Γ\G,ϕ)
Let us view (Vpi,−∞⊗Vϕ)ΓC (resp. (Vpi,−∞⊗Vϕ)Γd ) as a subspace of C (Γ\G,ϕ)
(resp. L2(Γ\G,ϕ)). The ﬁrst assertion follows as C (Γ\G,ϕ) ↪→ L2(Γ\G,ϕ)
is continuous.
(2) Since we consider on (Vpi,−∞⊗Vϕ)Γ the subspace topology, (Vpi,−∞⊗Vϕ)Γ ↪→
Vpi,−∞ ⊗ Vϕ is also continuous.
The lemma follows.
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2.5 Some deﬁnitions and known results
We consider the right regular representation of G on L2(Γ\G,ϕ). By the abstract
Plancherel theorem (see for example Theorem 14.10.5 of [Wal92, p.336]), this
unitary representation has a direct integral decomposition into irreducibles:
(2.14) L2(Γ\G,ϕ) F'
∫ ⊕
Gˆ
Npi⊗ˆVpi dκ(pi) ,
where Gˆ denotes the unitary dual of G, Vpi is an irreducible unitary representation
space of a representation belonging to the class of pi ∈ Gˆ, Npi is a Hilbert space
which is called the multiplicity space of pi in L2(Γ\G,ϕ) and κ is a Borel measure
on Gˆ which is called the Plancherel measure. The isomorphism F is a unitary
equivalence of representations, called Fourier transform. The action of G on the
right-hand side is given by IdNpi ⊗ pi.
Deﬁnition 2.5.1. We say that a bounded linear operator Φ: L2(Γ\G,ϕ) →
L2(Γ\G,ϕ) is decomposable if there is a measurable family of bounded linear maps
Lpi : Npi → Npi (pi ∈ Gˆ) such that
Φ(f) = F−1((Lpi ⊗ Id)(Fpi(f))pi∈Gˆ)
for all f ∈ L2(Γ\G,ϕ).
Proposition 2.5.2. Any G-intertwining operator on L2(Γ\G,ϕ) is decomposable.
Proof. If G is a so-called type I group (e.g. an abelian (resp. compact, semisimple)
connected Lie group), then a unitary representation of G admits by the abstract
Plancherel theorem a direct integral decomposition over Gˆ, which is similar to the
one of (pi, L2(Γ\G,ϕ)). Theorem 3.24 of [Fu05, p.77] shows moreover that the
G-intertwining operators are decomposable.
Bunke-Olbrich [BO00] give a much more precise description of the direct integral
decomposition (2.14):
By Corollary 8.7 of [BO00, p.132], Npi can be realised as a subspace of (Vpi′,−∞ ⊗
Vϕ)
Γ
temp, pi ∈ Gˆ, such that we have the following:
(1) The matrix coeﬃcient map c : (Vpi′,−∞ ⊗ Vϕ)Γ ⊗ Vpi,∞ → C ′(Γ\G,ϕ) induces
a map
cpi : Npi⊗ˆVpi → C ′(Γ\G,ϕ) .
We denote the adjoint of cpi by Fpi : C (Γ\G,ϕ)→ Npi⊗ˆVpi.
(2) The maps Fpi satisfy F(f)(pi) = Fpi(f) for all f ∈ C (Γ\G,ϕ).
(3) The space Npi is equal to (Vpi′,−∞ ⊗ Vϕ)Γd if (Vpi′,−∞ ⊗ Vϕ)Γd 6= {0}.
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In particular, the Plancherel measure κ has support on
{pi ∈ Gˆ | (Vpi′,−∞ ⊗ Vϕ)Γtemp 6= {0}}
and κ({pi}) 6= 0 if and only if (Vpi′,−∞⊗ Vϕ)Γd 6= {0}. If (Vpi′,−∞⊗ Vϕ)Γd 6= {0}, then
we choose the Plancherel measure and the scalar product on Npi = (Vpi′,−∞⊗ Vϕ)Γd
such that
(1) κ({pi}) = 1,
(2) the matrix coeﬃcient map cpi induces an isometric embedding of Npi⊗ˆVpi into
L2(Γ\G,ϕ).
In particular, Fpi extends then to a map from L2(Γ\G,ϕ) to (Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi.
The unitary dual Gˆ is the disjoint union of the discrete series representations, the
unitary principal series representations and the complementary series representa-
tions:
Gˆ = Gˆd ∪ Gˆu ∪ Gˆc ,
where
Gˆd := {pi ∈ Gˆ | Vpi is square-integrable} ;
Gˆu := {pi ∈ Gˆ | Vpi is tempered}r Gˆd ;
Gˆc := {pi ∈ Gˆ | Vpi is not tempered} .
By Theorem 11.1 of [BO00, p.155], L2(Γ\G,ϕ) decomposes into a continuous and
a discrete part:
(2.15) L2(Γ\G,ϕ) = L2(Γ\G,ϕ)ac ⊕ L2(Γ\G,ϕ)d .
Here, the space L2(Γ\G,ϕ)ac is generated by wave packets of matrix coeﬃcients
and L2(Γ\G)d can be further decomposed with the help of representation theory:
L2(Γ\G,ϕ)d = L2(Γ\G,ϕ)ds ⊕ L2(Γ\G,ϕ)res ⊕ L2(Γ\G,ϕ)U ,
where L2(Γ\G,ϕ)res is generated by residues of Eisenstein series, L2(Γ\G,ϕ)U is
generated by matrix coeﬃcients of stable invariant distributions supported on
the limit set and L2(Γ\G,ϕ)ds is generated by square-integrable matrix coeﬃcients
of discrete series representations (it is denoted by L2(Γ\G,ϕ)cusp in [BO00]).
The space L2(Γ\G,ϕ)ac corresponds essentially to Gˆu and L2(Γ\G,ϕ)d corre-
sponds essentially to Gˆd∪Gˆc: L2(Γ\G,ϕ)ds corresponds to Gˆd and L2(Γ\G,ϕ)res⊕
L2(Γ\G,ϕ)U corresponds essentially to Gˆc.
In the following sections, we determine the contribution of the space of cusp forms
to each of the appearing spaces.
Let us denote the orthogonal projection on L2(Γ\G,ϕ)ac (resp. L2(Γ\G,ϕ)res,
L2(Γ\G,ϕ)U , L2(Γ\G,ϕ)ds by pac (resp. pres, pU , pds).
Proposition 2.5.3. Let I be a G-intertwining operator on L2(Γ\G,ϕ). Then, I
commutes with pac, pds and pres + pU .
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Proof. As I is decomposable by Proposition 2.5.2,
p(f) = F−1((Lpi ⊗ Id)(Fpi(f))pi∈Gˆ) .
Let p = pac (resp. p = pds, p = pres+pU). By the proof of Theorem 11.1 of [BO00,
p.155],
p(f) = F−1((L′pi ⊗ Id)(Fpi(f))pi∈Gˆ)
with L′pi = 0 or L
′
pi = Id for almost all pi ∈ Gˆ. As Lpi ◦ L′pi = L′pi ◦ Lpi for almost all
pi ∈ Gˆ, the proposition follows.
Let us continue with some elementary consequences of the Plancherel decomposi-
tion.
Lemma 2.5.4. Let pi ∈ Gˆ be such that (Vpi′,−∞ ⊗ Vϕ)Γd 6= {0}. Then, Fpi ◦ cpi is
the identity on (Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi and
(cpi ◦ Fpi)2 = cpi ◦ Fpi .
Proof. Let pi be as above.
(1) For all f, g ∈ Fpi(L2(Γ\G,ϕ)) = (Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi, we have
(Fpi(cpi(f)), g) = (cpi(f), cpi(g)) = (f, g) .
Since f and Fpi(cpi(f)) belong to the Hilbert space (Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi, it
follows that f = Fpi(cpi(f)).
(2) Let f, g ∈ L2(Γ\G,ϕ). As (Vpi′,−∞⊗ Vϕ)Γd 6= {0}, (cpi ◦ Fpi)(f) ∈ L2(Γ\G,ϕ).
Thus, (cpi ◦ Fpi)2(f) is well-deﬁned. Moreover, we have
((cpi ◦ Fpi)2(f), g) = (Fpi((cpi ◦ Fpi)(f)),Fpi(g))Npi⊗Vpi = ((cpi ◦ Fpi)(f), g) .
As (·, ·) is nondegenerate, (cpi ◦ Fpi)2 = cpi ◦ Fpi.
Corollary 2.5.5. Let pi ∈ Gˆ be such that (Vpi′,−∞ ⊗ Vϕ)Γd 6= {0}. Then, cpi ◦ Fpi is
the orthogonal projection on cpi
(
(Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi
)
. Thus,
pd : f ∈ L2(Γ\G,ϕ) 7→
∑
pi∈Gˆ : (Vpi′,−∞⊗Vϕ)Γd 6={0}
cpi(Fpi(f)) ∈ L2(Γ\G,ϕ)d
is the orthogonal projection on L2(Γ\G,ϕ)d.
Proof. The corollary follows from the previous lemma and the equality (cpi◦Fpi)∗ =
cpi ◦ Fpi.
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Corollary 2.5.6. Let pi ∈ Gˆ be such that (Vpi′,−∞⊗Vϕ)Γd 6= {0}, let γ ∈ Kˆ and let
F be a subspace of Vpi(γ). Then,
(2.16) cpi
(
(Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi
)
and
(2.17) Spi,F := cpi((Vpi′,−∞ ⊗ Vϕ)Γd ⊗ F )
are closed in L2(Γ\G,ϕ).
Proof. Let p = Id−cpi ◦ Fpi. Then, p is a continuous orthogonal projection on the
orthogonal complement of (2.16). Thus, (2.16) is equal to ker p and hence closed.
So, Spi,Vpi(γ) = cpi
(
(Vpi′,−∞ ⊗ Vϕ)Γd ⊗ Vpi(γ)
)
= cpi
(
(Vpi′,−∞ ⊗ Vϕ)Γd ⊗ˆVpi
)
(γ) is closed,
too.
Let γ ∈ Kˆ and let F be a subspace of Vpi(γ) (ﬁnite-dimensional). Let F⊥ de-
note the orthogonal complement of F in Vpi(γ). Then, Spi,F is the orthogonal
complement of Spi,F⊥ in Spi,Vpi(γ) and is hence closed.
Fix 0 6= v ∈ Vpi,K . It follows from Corollary 2.5.6 and the open mapping theorem
that the topology on Npi is the coarsest such that
f ∈ Npi 7→ cpi(f ⊗ v)
is continuous. Recall that this topology does not depend on the choice of v.
Let us deﬁne now some representations and some bundles playing an important
role in the following.
Let (σ, Vσ) be a ﬁnite-dimensional unitary representation ofM . Then, we deﬁne its
Weyl-conjugate σw by σw(m) := σ(w−1mw), where w ∈ NK(a) is a representative
of the nontrivial Weyl group element.
We say that σ isWeyl-invariant if σ is equivalent to σw. We assume that σ denotes
a Weyl-invariant representation ofM from now on. It is either irreducible or of the
form σ′ ⊕ σ′w with σ′ irreducible and not Weyl-invariant and it can be extended
in both cases to a representation of NK(a). We denote this extension also by σ.
As σ(w) is only unique up to a sign, we ﬁx such an extension. We denote the dual
representation of σ by σ˜.
Let (γ, Vγ) be a ﬁnite-dimensional representation of K. We form the homogeneous
vector bundle V (γ) := G×K Vγ over X and the locally homogeneous vector bundle
VY (γ) := Γ\G ×K Vγ over Y := Γ\X. Set V (γ, ϕ) = V (γ) ⊗ Vϕ and VY (γ, ϕ) =
VY (γ)⊗ Vϕ.
Let W be a vector space which is equipped with a left K-action. Let
WK = {v ∈ W | k.v = v ∀k ∈ K} .
Consider the tensor product action of K on L2(Γ\G,ϕ) ⊗ Vγ. Using the isomor-
phism L2(Y, VY (γ, ϕ)) ' [L2(Γ\G,ϕ)⊗ Vγ]K , we deﬁne
C (Y, VY (γ, ϕ)) := [C (Γ\G,ϕ)⊗ Vγ]K ⊂ L2(Y, VY (γ, ϕ)) .
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For λ ∈ a∗C, set σλ(man) = σ(m)aρ−λ. This deﬁnes a representation of P on
Vσλ := Vσ. We denote by V (σλ) := G×P Vσλ the associated homogeneous bundle
over ∂X = G/P . Let B = Γ\Ω. Then, VB(σλ) := Γ\V (σλ)|Ω deﬁnes a bundle
over B.
Recall that (ϕ, Vϕ) is a ﬁnite-dimensional unitary representation of Γ. We denote
its dual by (ϕ˜, Vϕ˜).
On the space of sections of V (σλ), we consider the left regular representation of G.
We denote it by piσ,λ and call it a principal series representation of G. We deﬁne
the bundle V (σλ, ϕ) := V (σλ) ⊗ Vϕ on ∂X carrying the tensor product action of
Γ and we deﬁne VB(σλ, ϕ) := Γ\(V (σλ)⊗ Vϕ)|Ω.
The space of distribution sections C−∞(∂X, V (σλ)) (resp. C−∞(∂X, V (σλ, ϕ)))
is deﬁned by C∞(∂X, V (σ˜−λ))′ (resp. C∞(∂X, V (σ˜−λ, ϕ))′). Here, we take the
strong dual. Analogously, we deﬁne C−∞(B, VB(σλ)) (resp. C−∞(B, VB(σλ, ϕ)))
by C∞(B, VB(σ˜−λ))′ (resp. C−∞(B, VB(σ˜−λ, ϕ))′). Here, we take also the strong
dual. We denote the space of Γ-invariant distribution sections by C−∞(∂X, V (σλ))Γ
(resp. C−∞(∂X, V (σλ, ϕ))Γ).
We denote the subspace ofK-ﬁnite functions of C∞(∂X, V (σλ)) by CK(∂X, V (σλ)).
Note that we can identify distribution sections of VB(σλ, ϕ) with Γ-invariant sec-
tions of V (σλ, ϕ)|Ω. By a slight abuse of notation, we denote the subspace of
C−∞(∂X, V (σλ, ϕ)) consisting of Γ-invariant distributions supported on the limit
set by C−∞(Λ, V (σλ, ϕ))Γ.
Let W be a vector space and let A ∈ End(W ). If we write A(f ⊗ v) (f ∈ W ,
v ∈ Vϕ), then this means that we consider simply the trivial action on Vϕ:
A(f ⊗ v) := A(f)⊗ v (f ∈ W, v ∈ Vϕ) .
In contrast to bilinear parings 〈·, ·〉, we will always denote sesquilinear pairings by
(·, ·). By convention, these pairings are complex linear with respect to the ﬁrst
variable.
Deﬁnition 2.5.7 (10.1.2 of [Wal92, p.5], [BO00, p.96]).
Let us consider f ∈ C∞(∂X, V (σλ)) as a function on G taking values in Vσλ and
satisfying
f(gp) = σλ(p)
−1f(g)
for all g ∈ G and p ∈ P . If Re(λ) < 0, then the Knapp-Stein intertwining operator
Jˆwσ,λ : C
∞(∂X, V (σλ))→ C∞(∂X, V (σw−λ))
is deﬁned by the convergent integral
(Jˆwσ,λf)(g) :=
∫
N
f(gnw) dn .
Its continuous extension to distributions is obtained by duality.
Set Jˆσ,λ = σ(w)Jˆ
w
σ,λ. Then, this operator from C
∞(∂X, V (σλ)) to C∞(∂X, V (σ−λ))
does not depend on the choice of w.
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Remark 2.5.8.
(1) The convergence of the integral follows easily from Proposition 2.3.26 applied
to E = N .
(2) We denote Jˆwσ,λ ⊗ Id : C ∗(∂X, V (σλ, ϕ))→ C ∗(∂X, V (σw−λ, ϕ)) also by Jˆwσ,λ.
(3) If Re(λ) > 0, then it is deﬁned by meromorphic continuation (see [KS71] or
Lemma 5.2 of [BO00, p.97]).
The following is a well-known result, which we use in several proofs:
Lemma 2.5.9. Let f be a continuous right M-invariant function on K. Then,∫
K
f(k) dk =
∫
N¯
f(κ(n¯))a(n¯)−2ρ dn¯ =
∫
N
f(κ(nw))a(nw)−2ρ dn .
Remark 2.5.10. The map n¯ 7→ κ(n¯)M is a diﬀeomorphism of N¯ onto K/M r
{wM}.
Proof. Let f be a continuous right M -invariant function on K. Then,∫
K
f(k) dk =
∫
N¯
f(κ(n¯))a(n¯)−2ρ dn¯
by Proposition 8.46 of [Kna05, p.542]. The normalisation is correct as∫
K
1 dk = 1 =
∫
N¯
a(n¯)−2ρ dn¯ .
Thus, ∫
K
f(k) dk =
∫
K
f(wk) dk =
∫
N¯
f(wκ(n¯))a(n¯)−2ρ dn¯ .
Since n ∈ N 7→ w−1nw ∈ N¯ is a diﬀeomorphism transforming dn into dn¯, this is
again equal to ∫
N
f(κ(nw))a(nw)−2ρ dn .
Let ∂X = U ∪Q, where U is open and Q is the complement of U . Let λ ∈ a∗C and
f ∈ C−∞(∂X, V (σλ, ϕ)) with support in Q. Fix gP ∈ U . Let 1N : N → R, n 7→ 1.
As f has support in Q and as the open set G r {gP} = gNwP is diﬀeomorphic
to N , we can identify f with a distribution fN in C
−∞(N, Vσ ⊗ Vϕ) such that∫
N
f(gnw) dn := 〈fN , 1N〉N is equal to Jˆwσ,λf(g).
We show next that matrix coeﬃcients have under certain assumptions an asymp-
totic expansion in the sense of N. Wallach. The following two lemmas are proven
in [BO00, p.110] in the setting of the Poisson transform. For the convenience of
the reader, we redo here the proof for matrix coeﬃcients.
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Lemma 2.5.11. Let ∂X = U ∪ Q, where U is open and Q is the complement
of U . Let λ ∈ a∗C. Let f ∈ C−∞(∂X, V (σλ, ϕ)) with support in Q, let v ∈
CK(∂X, V (σ˜−λ)) be a K-ﬁnite function, let a ∈ A+ and let k ∈ K(U), h ∈ K.
Then, there exist smooth functions ψh,j (j ∈ N) on K(U) such that
(2.18) cf,v(kah) = a
−(λ+ρ)〈(Jˆwσ,λf)(k), v(h−1w)〉+
∞∑
j=1
a−(λ+ρ+jα)ψh,j(k) .
For a 0 and k in a compact subset of K(U), the series converges uniformly. In
particular, for a→∞, we have
(2.19) cf,v(kah) = a
−(λ+ρ)〈(Jˆwσ,λf)(k), v(h−1w)〉+O(a−Re(λ)−ρ−α)
uniformly for k varying in a compact subset of K(U).
Proof. Let U , Q, v and f as above. For k ∈ K(U), h ∈ K and a ∈ A+, we have
cf,v(kah) =
∫
K
〈f(l), piσ˜,−λ(kah)v(l)〉 dl =
∫
K
〈f(l), v(h−1a−1k−1l)〉 dl ,
where the integral is a formal notation meaning that the distribution f has to be
applied to the smooth integral kernel. Since K is unimodular, this yields∫
K
〈f(kwl), v(h−1a−1wl)〉 dl .
By Lemma 2.5.9, this is equal to∫
N¯
〈f(kwκ(n¯)), v(h−1a−1wκ(n¯))〉a(n¯)−2ρ dn¯ .
As n¯ = κ(n¯)a(n¯)n(n¯), κ(n¯) = n¯n(n¯)−1a(n¯)−1. So,
κ(h−1a−1wκ(n¯)) = h−1κ(a−1wn¯n(n¯)−1a(n¯)−1)
= h−1wκ((an¯a−1)︸ ︷︷ ︸
∈N¯
(aa(n¯)−1)︸ ︷︷ ︸
∈A
(a(n¯)n(n¯)−1a(n¯)−1)︸ ︷︷ ︸
∈N
) = h−1wκ(an¯a−1)
and
a(h−1a−1wκ(n¯)) = a(aκ(n¯)) = a(an¯n(n¯)−1a(n¯)−1)
= a((an¯a−1)an(n¯)−1)a(n¯)−1 = a(an¯a−1)aa(n¯)−1 .
Thus, cf,v(kah) is equal to
(2.20) a−(λ+ρ)
∫
N¯
a(n¯)λ−ρa(an¯a−1)−(λ+ρ)〈f(kwκ(n¯)), v(h−1wκ(an¯a−1))〉 dn¯ .
For t > 0, deﬁne at ∈ A by t = a−αt . Deﬁne
Φ: (0,∞)× N¯ → N¯, (t, n¯) 7→ atn¯a−1t .
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As n¯ = g−α ⊕ g−2α, this can be written as
Φ(t, exp(X + Y )) = exp(tX + t2Y ) (X ∈ g−α, Y ∈ g−2α) .
Thus, we can extend Φ and hence
(t, n¯) 7→ a(atn¯a−1t )−(λ+ρ)v(h−1wκ(atn¯a−1t )) = v(h−1watn¯a−1t )
to a function on R×N¯ that has a Taylor expansion relative to t at t = 0 converging
in the space of smooth functions on N¯ with values in V (σ˜−λ). As limt→0 atn¯a−1t =
e ∈ G, it is given by
a(atn¯a
−1
t )
−(λ+ρ)v(h−1wκ(atn¯a−1t )) = v(h
−1w) +
∞∑
j=1
Ah,j(n¯)t
j ,
where Ah,j : N¯ → V (σ˜−λ) are analytic. Inserting this expansion into (2.20) yields
cf,v(kah) = a
−(λ+ρ)
∫
N¯
〈
=f(kwn¯)︷ ︸︸ ︷
a(n¯)λ−ρf(kwκ(n¯)), v(h−1w)〉 dn¯
+
∞∑
j=1
a−(λ+ρ+jα)
∫
N¯
a(n¯)λ−ρ〈f(kwκ(n¯)), Ah,j(n¯)〉 dn¯︸ ︷︷ ︸=:ψh,j(k) .
Since K(U) is open and since k ∈ K(U), there exists a neighbourhood Ne of e in
K such that kNe is still contained in K(U). As kwκ(n¯) ∈ K(Q) if f(kwκ(n¯)) 6=
0, wκ(n¯) ∈ k−1K(Q) for all n¯ ∈ N¯ such that f(kwκ(n¯)) 6= 0. Note that the
intersection of Ne with k
−1K(Q) is empty since U ∩ Q = ∅ and that the set
{n¯ ∈ N¯ | wκ(n¯) 6∈ Ne} is relatively compact. Thus, k 7→ f(kwκ(·)) is a smooth
family of distributions with compact support in N¯ . Hence, the ψh,j's are smooth.
Since
∫
N¯
〈f(kwn¯), v(h−1w)〉 dn¯ is equal to∫
N
〈f(knw), v(h−1w)〉 dn = 〈(Jˆwσ,λf)(k), v(h−1w)〉 ,
we have ﬁnally
cf,v(kah) = a
−(λ+ρ)〈(Jˆwσ,λf)(k), v(h−1w)〉+
∞∑
j=1
a−(λ+ρ+jα)ψh,j(k) .
Let U be an open subset of ∂X. Let V be a relatively compact subset of U . For
any l ∈ N0, any bounded subset A of U(g)l and any f ∈ C∞(U, V (σλ, ϕ)) (viewed
as a function on G with values in Vσ ⊗ Vϕ), set
ρl,A(f) = sup
X∈A,kM∈V
|RXf(κ(k .))| .
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Then, ρl,A is a seminorm on C
∞(U, V (σλ, ϕ)). As it suﬃces to take countably many
seminorms, the seminorms induce a Fréchet space structure on C∞(U, V (σλ, ϕ)).
Deﬁne
C−∞U (∂X, V (σλ, ϕ)) = {f ∈ C−∞(∂X, V (σλ, ϕ)) | f |U ∈ C∞(U, V (σλ, ϕ))} .
We put on C−∞U (∂X, V (σλ, ϕ)) the coarsest topology such that the inclusion map
C−∞U (∂X, V (σλ, ϕ))→ C−∞(∂X, V (σλ, ϕ)) and the restriction map
resU : C
−∞
U (∂X, V (σλ, ϕ))→ C∞(U, V (σλ, ϕ))
are continuous.
Lemma 2.5.12.
(1) Let f ∈ C∞(∂X, V (σλ, ϕ)), v ∈ CK(∂X, V (σ˜−λ)) and k, h ∈ K.
If Re(λ) > 0, then there is ε > 0 (depending on λ but not on f) such that,
for a→∞, cf,v(kah) is equal to
aλ−ρ〈f(k), Jˆwσ˜,−λv(h−1w−1)〉+O(aRe(λ)−ρ−ε)
uniformly in k ∈ K.
If |Re(λ)| < 1
2
and λ 6= 0, then there is ε > 0 (depending on λ but not on
f) such that, for a→∞, cf,v(kah) is equal to
aλ−ρ〈f(k), Jˆwσ˜,−λv(h−1w−1)〉+ a−λ−ρ〈(Jˆwσ,λf)(k), v(h−1w)〉+O(a−
α
2
−ρ−ε)
uniformly in k ∈ K. The remainder depends jointly on λ and f .
(2) Let f ∈ C∞(∂X, V (σ−λ, ϕ)) with Re(λ) > 0, v ∈ CK(∂X, V (σ˜λ)) and k, h ∈
K. Then, there is ε > 0 (depending on λ but not on f) such that, for a→∞,
cf,v(kah) is equal to
aλ−ρ〈(Jˆw−λf)(k), v(h−1w)〉+O(aRe(λ)−ρ−ε)
uniformly in k ∈ K.
(3) Let ∂X = U ∪ Q, where U is open and Q is the complement of U , and let
f ∈ C−∞U (∂X, V (σλ, ϕ)) and let v ∈ CK(∂X, V (σ˜−λ)).
If Re(λ) > 0, then there exists ε > 0 (depending on λ but not on f) such
that, for a→∞, cf,v(kah) is equal to
aλ−ρ〈f(k), Jˆwσ˜,−λv(h−1w−1)〉+O(aRe(λ)−ρ−ε)
uniformly in kM ∈ ∂X varying in a compact subset of U .
If |Re(λ)| < 1
2
and λ 6= 0, then there is ε > 0 (depending on λ but not on
f) such that, for a→∞, cf,v(kah) is equal to
aλ−ρ〈f(k), Jˆwσ˜,−λv(h−1w−1)〉+ a−λ−ρ〈(Jˆwσ,λf)(k), v(h−1w)〉+O(a−
α
2
−ρ−ε)
uniformly in kM ∈ ∂X varying in a compact subset of U . The remainder
depends jointly on λ and f .
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Proof.
(1) Let f ∈ C∞(∂X, V (σλ, ϕ)) with Re(λ) > 0, v ∈ CK(∂X, V (σ˜−λ)) and k, h ∈
K. By Theorem 5.3.4 of [Wal88, p.146],
lim
a→∞
aρ−λcf,v(a) =
∫
N¯
〈f(e), v(n¯)〉 dn¯ =
∫
N
〈f(e), v(w−1nw)〉 dn .
Thus,
lim
a→∞
aρ−λcf,v(kah) = 〈f(k), Jˆwσ˜,−λv(h−1w−1)〉
as cf,v(kah) = cpiσ,λ(k−1)f,piσ˜,−λ(h)v(a). The above integral exists by Lemma
5.3.1 of [Wal88, p.144]. The ﬁrst part of the assertion now follows by Theo-
rem 4.4.3 of [Wal88, p.119].
(2) Let f ∈ C∞(∂X, V (σ−λ, ϕ)) with Re(λ) > 0, v ∈ CK(∂X, V (σ˜λ)) and k, h ∈
K. By Theorem 5.3.4 of [Wal88, p.146],
lim
a→∞
aρ−λcf,v(kah) = lim
a→∞
aρ−λcv,f (h−1waw−1k−1)
= 〈v(h−1w), (Jˆw−λf)(k)〉 = 〈(Jˆw−λf)(k), v(h−1w)〉 .
The above integral exists by Lemma 5.3.1 of [Wal88, p.144]. The second
assertion follows now from Theorem 4.4.3 of [Wal88, p.119].
The second part of the ﬁrst assertion follows from the two assertions we have
just shown and the fact that the leading term in an asymptotic expansion
depends holomorphically on λ ∈ {µ ∈ a∗C | |Re(µ)| < 12 , µ 6= 0} (see sections
12.4, 12.5 and 12.6 of [Wal92]).
(3) LetW,W ′ be compact subsets of U such thatW ⊂ int(W ′). Let χ ∈ C∞c (U)
be such that χ|W1 ≡ 1. Then, f = χf + (1 − χ)f with χf smooth and
supp
(
(1 − χ)f) ⊂ ∂X r int(W ′). The third assertion follows by applying
(1) to χf and Lemma 2.5.11 to (1− χ)f for kM ∈ W .
Deﬁnition 2.5.13. We call the smallest element δΓ ∈ a∗ such that
∑
γ∈Γ a
−(λ+ρ)
γ
converges for all λ ∈ a∗ with λ > δΓ the critical exponent of Γ. We set δΓ = −∞
if Γ is the trivial group.
Remark 2.5.14.
(1) If Γ is nontrivial, then δΓ ∈ [−ρ, ρ).
(2) It follows from (2.1) that this deﬁnition diﬀers only by a ρ-shift from the
one deﬁned in [Cor90].
Let us now introduce the push-down
pi∗ : C∞(∂X, V (σ˜−λ, ϕ˜))→ C∞(B, VB(σ˜−λ, ϕ˜))
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needed to deﬁne the extension map that we will deﬁne in a moment. Let pi(γ) =
piσ˜,−λ(γ)⊗ ϕ˜(γ) (γ ∈ Γ). By using the identiﬁcation
C∞(B, VB(σ˜−λ, ϕ˜)) = C∞(Ω, V (σ˜−λ, ϕ˜))Γ ,
we deﬁne pi∗ by
pi∗(f)(kM) =
∑
γ∈Γ
(pi(γ)f)(kM) (f ∈ C∞(∂X, V (σ˜−λ, ϕ˜)), kM ∈ Ω)
if the sum converges [BO00, p.88]. By Lemma 4.2 of [BO00, p.89], this is the case
when Re(λ) > δΓ.
Deﬁnition 2.5.15 ([BO00, p.91]). For Re(λ) > δΓ, the Bunke-Olbrich extension
map
ext : C−∞(B, VB(σλ, ϕ))→ C−∞(∂X, V (σλ, ϕ))Γ
is deﬁned to be the adjoint of pi∗.
Remark 2.5.16. When we want to make our notation more precise, we denote
ext by extλ.
If X 6= OH2, then ext has a meromorphic continuation to all of a∗C (see Theorem
5.10 of [BO00, p.103]).
Deﬁnition 2.5.17 ([BO00, p.92]). We deﬁne the restriction map
res : C−∞(∂X, V (σλ, ϕ))Γ → C−∞(B, VB(σλ, ϕ))
as the composition of the identiﬁcation map
C−∞(Ω, V (σλ, ϕ))Γ → C−∞(B, VB(σλ, ϕ))
with the restriction
resΩ : C
−∞(∂X, V (σλ, ϕ))→ C−∞(Ω, V (σλ, ϕ)) .
By Lemma 4.5 of [BO00, p.92], it is the left-inverse of ext:
(2.21) res ◦ ext = Id .
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2.6 Invariant distributions supported on the limit set
Recall that we denote the space of Γ-invariant distributions supported on the
limit set by C−∞(Λ, V (σλ, ϕ))Γ. In the following, we provide some information
about these spaces. For further details, see [BO00]. They are important because
L2(Γ\G,ϕ)U ⊕ L2(Γ\G,ϕ)res is generated by matrix coeﬃcients coming from Γ-
invariant distributions supported on the limit set.
By Theorem 4.7 of [BO00, p.93], C−∞(Λ, V (σλ, ϕ))Γ = {0} for all λ ∈ a∗C such
that Re(λ) > δΓ.
Assume that X 6= OH2. Then, C−∞(Λ, V (σλ, ϕ))Γ is ﬁnite-dimensional for all
λ ∈ a∗C by Theorem 6.1 of [BO00, p.109].
Deﬁnition 2.6.1 ([BO00, p.126]). For λ ∈ a∗C, deﬁne
UΛ(σλ, ϕ) := {φ ∈ C−∞(Λ, V (σλ, ϕ))Γ | res ◦Jˆwσ,λ(φ) = 0} .
We call it the space of stable Γ-invariant distributions supported on the limit set.
Remark 2.6.2. The operator res ◦Jˆwσ,λ is well-deﬁned on C−∞(Λ, V (σλ, ϕ))Γ by
Lemma 5.3 of [BO00, p.98].
We denote the space of germs at λ (λ ∈ a∗C) of holomorphic families
µ 7→ fµ ∈ C−∞(∂X, V (σµ, ϕ)) (resp. µ 7→ fµ ∈ C−∞(B, VB(σµ, ϕ)))
by
OλC−∞(∂X, V (σ., ϕ)) (resp. OλC−∞(B, VB(σ., ϕ))) .
Let O0λC−∞(B, VB(σ., ϕ)) be deﬁned by
{fµ ∈ OλC−∞(B, VB(σ., ϕ)) | (µ− λ) ext fµ ∈ OλC−∞(∂X, V (σ., ϕ))} .
Deﬁnition 2.6.3 ([BO00, p.119]). Let
EΛ(σλ, ϕ) = {Resµ=λ extµ(fµ) | fµ ∈ O0λC−∞(B, VB(σ., ϕ))}
(λ ∈ a∗C) be the space of Γ-invariant distributions on the limit set generated by
the singular parts of ext.
Proposition 2.6.4. For any λ ∈ a∗C, EΛ(σλ, ϕ) is contained in C−∞(Λ, V (σλ, ϕ))Γ.
Proof. This follows from the identity res ◦ ext = Id. See Proposition 6.11 of [BO00,
p.119] for a detailed proof.
By Proposition 7.6 of [BO00, p.126], we have
C−∞(Λ, V (σλ, ϕ))Γ = EΛ(σλ, ϕ)⊕ UΛ(σλ, ϕ)
for all Re(λ) > 0.
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Proposition 2.6.5. Let λ ∈ a∗C be such that Re(λ) > 0. Then,
C−∞(Λ, V (σλ, ϕ))Γ 6= {0}
implies that λ ∈ a∗.
Remark 2.6.6. Proposition 7.8 of [BO00, p.127] provides even more information.
It shows for example that {λ ∈ a∗C | Re(λ) > 0,C−∞(Λ, V (σλ, ϕ))Γ 6= {0}} is a
ﬁnite subset of [0, δΓ].
Proof. The proposition follows from Lemma 7.2 and Proposition 7.3 of [BO00,
p.123].
For σ ∈ Mˆ and λ ∈ a∗C with Re(λ) > 0, we denote by (p¯iσ,λ, Iσ,λ±∞) the unique
irreducible subrepresentation of the principal series representation piσ,λ acting on
C±∞(∂X, V (σλ)). We denote the underlying (g, K)-module of Iσ,λ∞ by I
σ,λ.
The Langlands classiﬁcation (cf. Chapter 5 of [Wal88]), a unique Langlands pa-
rameter (σ, λ), σ ∈ Mˆ , λ ∈ a∗C : Re(λ) > 0, is associated to any irreducible
nontempered representation (pi, Vpi) such that Vpi,±∞ is equivalent to (p¯iσ,λ, I
σ,λ
±∞).
Let σ ∈ Mˆ , λ ∈ a∗C with Re(λ) > 0. By Proposition 9.2 of [BO00, p.135], we have
(Vpi,−∞ ⊗ Vϕ)Γd = (Iσ,λ−∞ ⊗ Vϕ)Γd = (Iσ,λ−∞ ⊗ Vϕ)Γtemp
= C−∞(Λ, V (σλ, ϕ))Γ = EΛ(σλ, ϕ)⊕ UΛ(σλ, ϕ) ,
where pi := p¯iσ,λ. If one of these spaces is nontrivial, then pi ∈ Gˆc.
For λ ∈ a∗C, set
C−∞(Λ, V (σλ, ϕ))Γd = C
−∞(∂X, V (σλ, ϕ))Γd ∩ C−∞(Λ, V (σλ, ϕ))Γ .
Lemma 2.6.7. We have
C−∞(∂X, V (σ0, ϕ))Γd = C
−∞(Λ, V (σ0, ϕ))Γd = UΛ(σ0, ϕ) .
Proof. It follows from Lemma 2.5.11 that f ∈ C−∞(Λ, V (σ0, ϕ))Γ is square-
integrable if and only if res ◦Jˆ0f = 0. Thus, C−∞(Λ, V (σ0, ϕ))Γd = UΛ(σ0, ϕ) .
See Proposition 9.5 of [BO00, p.138] for a complete proof.
If pi = p¯iσ,λ ∈ Gˆc, then σ = σw and λ ∈ a∗ (see e.g. Theorem 16.6 in [Kna86,
p.656]).
Let (·, ·) be the scalar product on (Iσ,λ−∞ ⊗ Vϕ)Γd induced by the matrix coeﬃcient
map to L2(Γ\G,ϕ).
By Corollary 10.5 of [BO00, p.145], EΛ(σλ, ϕ) ⊕ UΛ(σλ, ϕ) is orthogonal with re-
spect to (·, ·) if Re(λ) > 0. By Proposition 4.23 of [Olb02, p.45], C−∞(Λ, V (σ0, ϕ))Γ
is either EΛ(σ0, ϕ) or UΛ(σ0, ϕ).
50
2.7 Determination of the cuspidal invariant distributions
supported on the limit set
In this section, we determine the cuspidal invariant distribution vectors among
the invariant distributions supported on the limit set.
Recall that we assume that X 6= OH2. Because of Proposition 2.6.5, we consider
in the following only λ ∈ a¯∗+.
Lemma 2.7.1. If λ ∈ a∗+, f ∈ C−∞(Λ, V (σλ, ϕ))Γ or if f ∈ C−∞(Λ, V (σ0, ϕ))Γd ,
then f is a Schwartz vector.
Remark 2.7.2. If λ ∈ a∗+, then the lemma shows in particular that EΛ(σλ, ϕ) is
contained in the space of Schwartz vectors by Proposition 2.6.4.
Proof. By assumption, λ > 0. Let f be as above and let v ∈ CK(∂X, V (σ˜−λ)).
Let U ∈ UΓ, X, Y ∈ U(g), k ∈ K(Ω), h ∈ K and a ∈ A¯+. There exists an
open relatively compact subset W of Ω such that U is contained in {kaK | k ∈
K(W ), a ∈ A¯+} modulo a relatively compact subset of X. Indeed, we can choose
anyW strictly containing U . Thus, we may assume without loss of generality that
U is of the form {kaK | k ∈ K(W ), a ∈ A¯+}. Hence, there exist smooth functions
ψh,X,Y,j (j ∈ N) on K(Ω) such that
LXRY cf,v(kah) = cpiσ,λ(X)f,piσ˜,−λ(Y )v(kah)
= a−(λ+ρ)〈(Jˆwσ,λpiσ,λ(X)f)(k), piσ˜,−λ(Y )v(h−1w)〉+
∞∑
j=1
a−(λ+ρ+jα)ψh,X,Y,j(k)
by Lemma 2.5.11. If λ = 0, then f ∈ UΛ(σ0, ϕ) by Lemma 2.6.7. So, if λ = 0,
then the real part of the leading exponent of the asymptotic expansion for a→∞
of LXRY cf,v(kah) is less or equal than −ρ−α < −ρ as f ∈ UΛ(σ0, ϕ) implies that
res ◦Jˆwσ,λpiσ,λ(X)f = res ◦ piσw,−λ(X)Jˆwσ,λf = 0. If λ > 0, then it is less or equal
than −λ − ρ < −ρ. As in any case the real part of the leading exponent is less
than ρ, cf,v ∈ C (Γ\G,ϕ).
Proposition 2.7.3.
If f ∈ C−∞(Λ, V (σλ, ϕ))Γ with λ ∈ a∗+, then
(2.22) cΩf,v(g, h) = 〈Jˆwσ,λf(g), Jˆwσ˜,−λv(h−1)〉
for all g ∈ G(Ω), h ∈ G and v ∈ CK(∂X, V (σ˜−λ)).
If f ∈ C−∞(Λ, V (σ0, ϕ))Γd = UΛ(σ0, ϕ), then cΩf,v = 0 for all v ∈ CK(∂X, V (σ˜0)).
Remark 2.7.4. The expression Jˆwσ,λf(g) is well-deﬁned for all g ∈ G(Ω) and all
f ∈ C−∞(Λ, V (σλ, ϕ))Γ by Lemma 5.3 of [BO00, p.98].
Proof. Fix g ∈ G(Ω) and h ∈ G. Let f, v be as above. By Lemma 2.7.1, cf,v
belongs to C (Γ\G,ϕ). So, (cf,v)Ω(g, h) is well-deﬁned.
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Without loss of generality, we may assume that h = e (replace v by piσ˜,−λ(h)v in
order to get the general formula). Then, cf,v(gn) (n ∈ N) is equal to
(2.23) 〈f, piσ˜,−λ(gn)v〉 =
∫
K
〈f(gnk), v(k)〉 dk .
By Lemma 2.5.9, this yields
(2.24)
∫
N
〈f(gnn′w), v(n′w)〉 dn′ =
∫
N
〈f(gn′w), v(n−1n′w)〉 dn′ .
Let 1N : N → R, n 7→ 1. Since f has support in Q and since the open set
G r {gP} = gNwP is diﬀeomorphic to N , we can identify f with a distribution
fN in C
−∞
c (N, Vσ ⊗ Vϕ) such that
∫
N
f(gnw) dn := fN(1N) is equal to Jˆ
w
σ,λf(g).
Let u(n) = v(n−1w) (n ∈ N). Then, (2.24) is again equal to
(fN ∗ uˇ)(n) ,
where uˇ(n) := u(n−1) and ∗ denotes the convolution on N . We have
|u(n)| = a(nw)−λ−ρ|v(κ(nw))| 6 Ca(nw)−λ−ρ ,
where C := ‖v‖∞,K = supk∈K |v(k)|. Let {Xj} be a basis of U(n)l, where l denotes
the order of fN . As fN is a distribution on N having compact support, there exists
a compact subset S of N such that
|(fN ∗ uˇ)(n)| ≺
∑
j
‖LXju‖∞,S ≺ sup
n′∈S
a(n−1n′w)−λ−ρ ≺ a(nw)−λ−ρ
by Proposition 2.1.7. Thus, fN ∗ uˇ is integrable over N if λ ∈ a∗+.
For λ ∈ a∗+, it remains to prove the following:
Claim 2.7.5. If λ ∈ a∗+, then∫
N
(fN ∗ uˇ)(n) dn = 〈fN(1N),
∫
N
uˇ(n) dn〉 .
In other words, cΩf,v(g, e) is equal to 〈Jˆwσ,λf(g), Jˆwσ˜,−λv(e)〉.
Proof. If fN were a compactly supported regular distribution of N with values in
V (σλ, ϕ), then the claim would directly follow by Fubini's theorem. Since this is
not the case, we take the convolution with a test function in order to be able to
apply Fubini.
Let ϕ ∈ C∞c (N) be such that
∫
N
ϕ(n) dn = 1. Since fN and ϕ have compact
support and since ϕ ∗ fN is a smooth compactly supported function on N with
values in Vσ ⊗ Vϕ,∫
N
(fN ∗ uˇ)(n) dn =
∫
N
ϕ(n) dn ·
∫
N
(fN ∗ uˇ)(n) dn =
∫
N
(
ϕ ∗ (fN ∗ uˇ)
)
(n) dn
=
∫
N
(
(ϕ∗fN)∗u
)
(n) dn = 〈
∫
N
(ϕ∗fN)(n) dn,
∫
N
uˇ(n) dn〉 = 〈(ϕ∗fN)(1N),
∫
N
uˇ(n) dn〉
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and
(ϕ ∗ fN)(1N) =
(
(ϕ ∗ fN) ∗ 1N
)
(e) =
(
ϕ ∗ (fN ∗ 1N)
)
(e) =
(
ϕ ∗ fN(1N)1N
)
(e)
= fN(1N)
(
ϕ ∗ 1N
)
(e) = fN(1N)
∫
N
ϕ(n) dn = fN(1N) .
Thus, ∫
N
(fN ∗ uˇ)(n) dn = 〈fN(1N),
∫
N
uˇ(n) dn〉 .
Here, fN(1N) = Jˆ
w
σ,λf(g) and∫
N
uˇ(n) dn =
∫
N
u(n−1) dn =
∫
N
v(nw) dn = Jˆwσ˜,−λv(e) .
Let us now look at the case λ = 0.
De Rham theory asserts that we have the following assertions:
Lemma 2.7.6. Let M be a connected, oriented smooth manifold of dimension n.
Let Ω∗c,∞(M) denote the de Rham complex of compactly supported smooth complex-
valued functions on M . Then,
Hn(Ω∗c,∞(M)) ' C .
The isomorphism is given by [ω] 7→ ∫ ω ∈ C.
Proof. For a proof, see for example Corollary 5.8 of [BT82, p.47].
Lemma 2.7.7. Let M be a connected, oriented smooth manifold of dimension n
and let Ω∗c,−∞(M) be the de Rham complex of distributional forms (of compact
support) on M . Then,
Ω∗c,∞(M) ↪→ Ω∗c,−∞(M)
induces an isomorphism in cohomology.
Proof. See Theorem 14 of [Rha73, p.94].
It follows from the two lemmas that Hn(Ω∗c,−∞(M)) ' C. The isomorphism is
given by
[ω] 7→ ω(1M) (ω ∈ Ω∗c,−∞(M)) .
In particular, if ω(1M) = 0 for some ω ∈ Ωnc,−∞(M), then
(2.25) ω = dη
for some η ∈ Ωn−1c,−∞(M).
Claim 2.7.8. Let X ∈ n. Then,
|(LXv)(nw)| ≺ a(nw)−(α2 +ρ)
for all n ∈ N .
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Proof. Let n ∈ N . Write n as an˜a−1 with n˜ ∈ N and a ∈ A such that aB(n˜w) = 1.
Since
an˜a−1w = an˜wa = (an¯B(n˜w)a−1)mB(n˜w)(aB(n˜w)a2)(a−1nB(n˜w)a) ,
n¯B(nw) = n¯B(n˜
aw) = an¯B(n˜w)a
−1 and aB(nw) = aB(n˜aw) = aB(n˜w)a2 = a2. So,
a = aB(nw)
1
2 .
Let S = {n ∈ N | | log(n)| > 1}. Let X ∈ n. Since n¯ ∈ N¯ 7→ v(n¯) belongs to
C 1(N¯, Vσ˜),
v(n¯) = v(e) +O(| log n¯|)
and LXv(n¯) = O(| log n¯|). Let
c = sup{| log n¯B(nw)| | n ∈ N : aB(nw) = 1} <∞ .
Then, there is c′ > 0 such that
|LXv(nw)| = |LXv(n¯B(nw))|aB(nw)−ρ = |LXv(an¯B(n˜w)a−1)|a−2ρ
6 c′a−2ρ| log an¯B(n˜w)a−1| 6 cc′a−α−2ρ = cc′aB(nw)−(α2 +ρ)
for every n ∈ S. The claim follows as {n ∈ N | | log(n)| 6 1} is compact and as
aB(nw)  a(nw) for every n ∈ S, by Proposition 2.1.7.
By Lemma 2.6.7,C−∞(Λ, V (σ0, ϕ))Γd = UΛ(σ0, ϕ). Then, fN(1N) = 0.
Let {Zj} be a basis of n respecting the decomposition n = gα ⊕ g2α. By (2.25),
there exist ﬁnitely many Sj ∈ C−∞c (N, Vσ ⊗ Vϕ) such that
fN =
∑
j
RZjSj .
Thus,
fN ∗ uˇ =
∑
j
(RZjSj) ∗ uˇ = −
∑
j
Sj ∗ (LZj uˇ) .
Hence, ∫
N
(fN ∗ uˇ)(n) dn = −
∑
j
〈Sj(1N),
∫
N
(LZjv)(nw) dn〉 .
It remains to show that
∫
N
(LZjv)(nw) dn = 0 for all j.
Consider ﬁrst the case dim n = 1. Since |(LZjv)(nw)| ≺ a(nw)−(
α
2
+ρ) and since
v(nw) converges to zero when | log n| tends to∞, it follows that ∫
N
(LZjv)(nw) dn =
0 for any j, by partial integration.
Assume in the following that dim n > 2. Let nj = RZj and n˜j =
⊕
i 6=j RZi. Then,
n = nj ⊕ n˜j is an A-invariant decomposition with dim n˜j > 1.
Let Nj = exp(nj) and N˜j = exp(n˜j). We normalise the Haar measure dnj on
Nj ≡ R such that ∫
Nj
F (nj) dnj =
∫
R
F (exp(xZj)) dx
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for all F ∈ L1(Nj). By 4.A.2.1 of [Wal88, p.133], we can normalise the measure
dn˜j on N˜j, given by the push-forward of the Lebesgue measure on n˜j, such that∫
N
F (n) dn =
∫
Nj
∫
N˜j
F (njn˜j) dn˜j dnj
for all F ∈ L1(N). Thus, if LZjF is integrable over N , then
∫
N
LZjF (n) dn is
equal to∫
R
∫
N˜j
LZjF (exp(xZj)n˜j) dn˜j dx = lim
r→∞
∫ r
−r
∫
N˜j
LZjF (exp(xZj)n˜j) dn˜j dx .
Since |(LZjv)(nw)| ≺ a(nw)−(
α
2
+ρ), (LZjv)(·w) is integrable overN by Claim 2.7.8.
As moreover F (njn˜j) is integrable over N˜j when nj varies in a compact subset of
Nj, the above is again equal to
− lim
r→∞
∫ r
−r
d
dt
∣∣∣∣
t=0
∫
N˜j
F (exp((x+ t)Zj)n˜j) dn˜j dx
by the theorem about diﬀerentiation of parameter dependent integrals. This yields
− lim
r→∞
∫
N˜j
F (exp(rZj)n˜j) dn˜j dx+ lim
r→∞
∫
N˜j
F (exp(−rZj)n˜j) dn˜j dx
by partial integration. This limit is equal to zero as
∫
N˜j
v(exp(xZj)n˜jw) dn˜j con-
verges to zero when |x| tends to ∞ by the following claim.
Claim 2.7.9.
∫
N˜j
a(njn˜jw)
−ρ dn˜j converges to zero when | log n˜j| converges to ∞.
Proof. Let Ej = {exp(X + Y ) | X ∈ gα, Y ∈ g2α : 14 |X|4 + 2|Y |2 6 1} ∩ N˜j
(compact). Since
∫
Ej
a(njn˜jw)
−ρ dn˜j converges to zero when | log n˜j| converges to
∞ and since a(nw)  aB(nw) on N r Ej by Corollary 2.1.9, it suﬃces to show
that
(2.26) lim
t→±∞
∫
N˜jrEj
aB(exp(tZj)n˜jw)
−ρ dn˜j = 0 .
As aB(njn˜jw) 
√
aB(njw)2 + aB(n˜jw)2 for all nj ∈ Nj with | log nj| > 1 and all
n˜j ∈ Ej. Let mj = 1 if Zj ∈ gα and mj = 2 if Zj ∈ g2α. By Lemma 2.3.24, we
have (2.26) if and only if
lim
t→±∞
∫
A¯+
∫
{x∈N˜j |aB(xw)=1}
(
aB(exp(tZj)w)
2 + a4aB(xw)
2
)−ρ
dx a2ρ−mj da = 0
⇐⇒ lim
t→∞
∫
A¯+
(
t
2
mj + a4
)− ρ
2a2ρ−mj da = 0 ⇐⇒ lim
t→∞
∫
A¯+
a2ρ−mj
t
ρ
mj + a2ρ
da = 0 .
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But
(2.27)
∫
A¯+
a2ρ−mj
t
ρ
mj + a2ρ
da =
∫ ∞
1
x2ρ−mj−1
t
ρ
mj + x2ρ
dx =
∫ ∞
1
x−mj−1 · x
2ρ
t
ρ
mj + x2ρ
dx
=
∫ ∞
1
x−mj−1 dx−
∫ ∞
1
x−mj−1 · t
ρ
mj
t
ρ
mj + x2ρ
dx .
Since
x−mj−1 · t
ρ
mj
t
ρ
mj + x2ρ
6 x−mj−1 6 1
x2
for all x > 1 and all t > 0, (2.27) converges to∫ ∞
1
x−mj−1 dx−
∫ ∞
1
x−mj−1 dx = 0
by Lebesgue's theorem of dominated convergence.
So, cΩf,v(g, e) =
∫
N
(T ∗uˇ)(n) dn vanishes. This ﬁnishes the proof of the proposition.
Proposition 2.7.10. If f ∈ UΛ(σλ, ϕ) with λ ∈ a∗+ or λ = 0, then f is a cuspidal
Schwartz vector.
Proof. Let v ∈ CK(∂X, V (σ˜−λ)) (λ ∈ a¯∗+). By Lemma 2.7.1, cf,v ∈ C (Γ\G,ϕ)
and, by Proposition 2.7.3, cΩf,v(g, h) is equal to zero as f ∈ UΛ(σλ, ϕ) implies that
Jˆwσ,λf(g) = 0 for all g ∈ G(Ω). Hence, cf,v ∈ ◦C (Γ\G,ϕ).
Theorem 2.7.11.
If f ∈ C−∞(Λ, V (σλ, ϕ))Γ with λ ∈ a∗+ or if f ∈ C−∞(Λ, V (σ0, ϕ))Γd , then f is a
cuspidal Schwartz vector if and only if f belongs to UΛ(σλ, ϕ).
Proof. The implication from the right to the left follows by Proposition 2.7.10. As
the implication in the other direction is trivial for λ = 0 by Lemma 2.6.7. Let now
λ ∈ a∗+. Without loss of generality, we may assume that C−∞(Λ, V (σλ, ϕ))Γ 6= {0}.
Let f be as above such that cf,v ∈ ◦C (Γ\G,ϕ). Let us assume now that there is
x ∈ G(Ω) such that Jˆwσ,λf(x) 6= 0. Then, there is v′ ∈ V (σ˜wλ ) such that
(2.28) 〈Jˆwσ,λf(x), v′〉 6= 0 .
Let C =
∫
N¯
a(n¯)−λ−ρ dn¯ > 0 (ﬁnite by Proposition 2.3.26 applied to E = N)
and let g ∈ CK(∂X, V (σ˜w−λ)) be such that g(k) = 1C v′ for all k ∈ K. Then,
Jˆwσ˜,−λg(k) = v
′ for all k ∈ K by construction. By Proposition 2.7.3, we have
〈Jˆwσ,λf(x), v′〉 = 〈Jˆwσ,λf(x), Jˆwσ˜,−λg(k)〉 = 0
for all k ∈ K. This contradicts (2.28). So, Jˆwσ,λf(x) = 0 for all x ∈ G(Ω). In other
words, f ∈ UΛ(σλ, ϕ). This ﬁnishes the proof of the theorem.
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2.8 Discrete series representations
We recall how a discrete series representation can be embedded into a principal
series representation and we show how the embedding map is related to the Poisson
transform, which can be viewed as sum of matrix coeﬃcients.
Deﬁnition 2.8.1.
(1) We say that a representation (pi, Vpi) is square-integrable if all the matrix
coeﬃcients cv,v˜ (v ∈ Vpi,∞, v˜ ∈ Vpi′,K) belong to L2(G).
(2) A representation (pi, Vpi) is called a discrete series representation if it is an
irreducible square-integrable representation of G.
(3) A representation (pi, Vpi) is said to be tempered if all the matrix coeﬃcients
cv,v˜ (v ∈ Vpi,∞, v˜ ∈ Vpi′,K) belong to C ′(G).
Remark 2.8.2.
(1) It follows from the previous deﬁnition that a discrete series representation
is tempered.
(2) By Lemma 9.4 of [BO00, p.137], we know the following:
If (pi, Vpi) ∈ Gˆ is tempered, then (Vpi,−∞⊗Vϕ)Γtemp = (Vpi,−∞⊗Vϕ)Γ. Moreover,
(Vpi,−∞ ⊗ Vϕ)Γ 3 f 7→ cf,v ∈ C ′(Γ\G,ϕ)
is continuous.
(3) pi is a discrete series representation (resp. tempered representation) if and
only if pi′ is a discrete series representation (resp. tempered representation).
Let (γ, Vγ) be a ﬁnite-dimensional representation of K. Recall that V (γ) :=
G ×K Vγ (homogeneous vector bundle over X) and that V (γ, ϕ) := V (γ) ⊗ Vϕ.
Sections of V (γ) will be viewed as functions from G to Vγ satisfying
f(gk) = γ(k)−1f(g)
for all g ∈ G and k ∈ K.
Deﬁnition 2.8.3 ([BO00, p.93]). Let T ∈ HomM(Vσ, Vγ) and λ ∈ a∗C. Then, the
Poisson transform
P Tλ : C
−∞(∂X, V (σλ))→ C∞(X, V (γ))
is deﬁned by
(P Tλ f)(g) :=
∫
K
a(g−1k)−(λ+ρ)γ(κ(g−1k))Tf(k) dk ,
where the integral is a formal notation meaning that the distribution f has to be
applied to the smooth integral kernel.
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Remark 2.8.4. We denote P T⊗Idλ ⊗ Id : C−∞(∂X, V (σλ, ϕ)) → C∞(X, V (γ, ϕ))
also by P Tλ .
Deﬁnition 2.8.5. Let (pi, Vpi) be an admissible representation of G of ﬁnite length
on a reﬂexive Banach space. Let ΛVpi,K ∈ a∗ be the real part of the highest leading
exponent appearing in an asymptotic expansion for a→∞ of cv,v˜(ka) (v ∈ Vpi,∞,
v˜ ∈ Vpi′,K).
Remark 2.8.6. Alternatively, one could deﬁne ΛVpi,K as in 4.3.5 of [Wal88, p.116].
For any v ∈ Vγ˜, µ ∈ a∗C and T ∈ HomM(Vσ, Vγ), deﬁne vT,µ ∈ C∞(∂X, Vσ˜µ) by
(2.29) vT,µ(k) =
tT γ˜(k−1)v (k ∈ K) .
Here, γ˜ denotes the dual representation of γ.
For the rest of this section, (pi, Vpi) will denote a discrete series representation unless
stated otherwise. Let us recall in the following the construction of an embedding
map β : Vpi,−∞ → C−∞(∂X, V (σ−λ)).
Casselman's subrepresentation theorem provides an injective G-intertwining op-
erator from Vpi,∞ to C∞(∂X, V (σ−λ)). Let us give the explicit construction.
Let λ ∈ a∗ be such that −(λ+ ρ) = ΛVpi,K . As (pi, Vpi) is a discrete series represen-
tation, 0 < λ ∈ a∗.
Let γ ∈ Kˆ and Vγ ⊂ Vpi(γ) be such that Vγ is a nonzero irreducible submodule
of Vpi(γ) (e.g. take the minimal K-type (γ, Vγ) of Vpi) and choose an embedding
0 6= t˜ ∈ HomK(Vγ˜, Vpi′). For v ∈ Vpi,−∞, deﬁne Fv ∈ C∞(G, Vγ) by
〈Fv(g), v˜〉 = 〈pi(g−1)v, t˜v˜〉 (v˜ ∈ Vγ˜) .
Then, Fv(ka) has an asymptotic expansion for v ∈ Vpi,∞ by Theorem 4.4.3 of
[Wal88, p.119]. So, there exists a nonzero map β˜ : Vpi,∞ → C∞(∂X, V ((γ|M)−λ)
(which is a G-intertwining operator) such that
Fv(ka) = a
−λ−ρ(β˜v)(k) +O(a−λ−ρ−ε) .
Choose σ ∈ Mˆ such that HomM(Vγ, Vσ) 6= {0}. Let t ∈ HomM(Vγ, Vσ) be such
that tβ˜v is nonzero for some v ∈ Vpi,∞.
For v ∈ Vpi,∞, set βv = tβ˜v ∈ C∞(∂X, V (σ−λ)).
It follows from [Col85] that Vpi appears with multiplicity one in L
2(∂X, V (σ−λ)).
Hence, β is unique up to a constant when σ is ﬁxed.
Deﬁnition 2.8.7. LetX1 andX2 be two topological spaces. We say that f : X1 →
X2 is a topological embedding if it is a homeomorphism onto its image (equipped
with the subspace topology).
It follows from Casselman-Wallach globalisation theory (cf. Chapter 11 in [Wal92])
that the image of β is closed in C∞(∂X, V (σ−λ)). Thus, β is a topological em-
bedding. We get a projection
q : C−∞(∂X, V (σλ))→ Vpi,−∞
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by forming the adjoint with respect to Hermitian scalar products. We can extend β
to a map between the corresponding spaces of distribution vectors by functoriality
and get a G-intertwining operator
A := β ◦ q : C−∞(∂X, V (σλ))→ C−∞(∂X, V (σ−λ)) .
Thus, we have the following commutative diagram:
C−∞(∂X, V (σλ))
A:=β◦q //
q (( ((
C−∞(∂X, V (σ−λ))
Vpi,−∞
) 	 β
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Let us denote the operator β ⊗ Id (resp. q ⊗ Id, A⊗ Id) also by β (resp. q, A).
Lemma 2.8.8. The maps β : Vpi,−∞ ⊗ Vϕ → C−∞(∂X, V (σ−λ, ϕ)), β : (Vpi,−∞ ⊗
Vϕ)
Γ → C−∞(∂X, V (σ−λ, ϕ))Γ are topological embeddings.
Proof. Since β : Vpi,−∞ ⊗ Vϕ → C−∞(∂X, V (σ−λ, ϕ)) is a continuous injection and
since it follows from the globalisation theory of Casselman and Wallach that im(β)
is closed in C−∞(∂X, V (σ−λ, ϕ)), β : Vpi,−∞ ⊗ Vϕ → im(β) is a homeomorphism
when we endow im(β) with the subspace topology. The ﬁrst assertion follows.
The second assertion follows as β(v) (v ∈ Vpi,−∞⊗ Vϕ) is Γ-invariant if and only if
v is Γ-invariant.
Let us recall now the relation between the Poisson transform P Tλ and the matrix
coeﬃcients of principal series representations. It is proven by a standard compu-
tation using integral formulas.
Lemma 2.8.9. Let σ (resp. γ) be a ﬁnite-dimensional representation of M (resp.
K) and let T ∈ HomM(Vσ, Vγ). Consider the Poisson transform
P Tλ : C
−∞(∂X, V (σλ, ϕ))→ C∞(X, V (γ, ϕ)) ' [C∞(G, Vϕ)⊗ Vγ]K .
Then, for any v ∈ Vγ˜, f ∈ C−∞(∂X, V (σλ, ϕ)) and g ∈ G, we have
〈P Tλ f(g), v〉 = cf,vT,−λ(g) ∈ Vϕ .
Let us show in the following how the Poisson transform and β˜ ◦ q are related.
Let v ∈ Vpi,−∞ ⊗ Vϕ and f ∈ C−∞(∂X, V (σλ, ϕ)) be such that qf = v. Then,
(2.30) 〈Fv(g), v˜〉 := 〈pi(g−1)v, t˜v˜〉 = cv,t˜v˜(g) = cf,tq(t˜v˜)(g)
for all g ∈ G and v˜ ∈ Vγ˜. Deﬁne T ∈ HomM(Vσ, Vγ) by
(2.31) 〈T (v), v˜〉 = 〈v, [tq ◦ t˜(v˜)](e)〉 (v ∈ Vσ, v˜ ∈ Vγ˜) .
Observe that v˜T,−λ = tq(t˜(v˜)) for all v˜ ∈ Vγ˜. Thus,
(2.32) Fv(g) = P
T
λ f(g) (g ∈ G)
by Lemma 2.8.9. Hence, we have the following:
Let f ∈ C−∞(∂X, V (σλ, ϕ)) be such that qf ∈ Vpi,∞ ⊗ Vϕ and let k ∈ K. Then,
(2.33) lim
a→∞
aλ+ρP Tλ f(ka) = (β˜(qf))(k) .
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Lemma 2.8.10. The map
C−∞(∂X, V (σλ, ϕ))/ ker(q)→ C∞(X, V (γ, ϕ)), f 7→ P Tf
is well-deﬁned and injective.
Proof. By (2.32), Fqf = P
T
λ f . Thus, the above map is well-deﬁned. As 〈Fqf (g), v˜〉 =
cqf,t˜v˜(g) for all g ∈ G and v˜ ∈ Vγ˜, by (2.30) and as v ∈ Vpi,−∞ ⊗ Vϕ 7→ cv,t˜v˜ is in-
jective for every nonzero v˜ ∈ Vγ˜, the lemma follows.
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2.8.1 Schwartz vectors are cuspidal
The main result, which we prove in this section, is that a Schwartz vector of a
discrete series representation is cuspidal (see Proposition 2.8.18).
It follows from Deﬁnition 2.4.4 that qf ∈ (Vpi,−∞⊗Vϕ)Γ is a Schwartz vector (resp.
cuspidal Schwartz vector) if cf,v ∈ C (Γ\G,ϕ) (resp. cf,v ∈ ◦C (Γ\G,ϕ)) for all
v ∈ CK(∂X, V (σ˜−λ)) ∩ im(tq).
Deﬁnition 2.8.11 ([Bor97, p.14]). We say that a sequence (ϕn)n∈N in C∞c (G,R)
is a Dirac sequence if
(1) ϕn > 0 ∀n ∈ N;
(2) supp(ϕn) −→
n→∞
{e}: For any neighbourhood U of e, there is N ∈ N such that
supp(ϕn) ⊂ U for all n > N ;
(3)
∫
G
ϕn(g) dg = 1 ∀n ∈ N.
Remark 2.8.12. Let (ϕn)n∈N be a Dirac sequence in C∞c (G,R) and let f ∈
C∞(G, Vϕ). Then, ϕn ∗ f converges to f .
Lemma 2.8.13. Let f ∈ C (Γ\G,ϕ). Let U,U ′ ∈ UΓ such that U ′ ⊂ U . Let V be
a symmetric, open, relatively compact neighbourhood of the neutral element e ∈ G.
We assume that V U ′ ⊂ U . Let (ϕn)n∈N be a Dirac sequence, let X, Y ∈ U(g) and
let r > 0. Then, U ′pr,X,Y (ϕn ∗ f − f) converges to zero when n goes to ∞.
Proof. Let f ∈ C (Γ\G,ϕ) and let U,U ′ and V be as above.
Let ε > 0 be given. Let X ∈ U(g)l and Y ∈ U(g). Let {Xi} be a basis of U(g)l. By
the proof of Proposition 2.3.41, there exists a symmetric, open, relatively compact
neighbourhood W ⊂ V of e such that
(2.34) sup
x∈W
U ′pr,X,Y (Lxf − f) 6 ε
2
, sup
x∈W
U ′pr,Xi,Y (Lxf − f) 6
ε
2
for all i. Because of Property (2) of Deﬁnition 2.8.11, there exists N ∈ N such
that supp(ϕj) ⊂ W for all j > N .
Consequently, for j > N and gK ∈ U ′, we have by Property (3) of Deﬁnition
2.8.11 that
|LXRY (ϕj ∗ f)(g)− LXRY f(g)|
=|
∫
G
ϕj(x)LAd(x−1)XRY (Lxf)(g) dx−
∫
G
LXRY f(g)ϕj(x) dx|
6
∫
G
|LAd(x−1)XRY (Lxf)(g)− LXRY f(g)|ϕj(x) dx
6
∫
G
|LAd(x−1)X−XRY (Lxf)(g)|ϕj(x) dx
+
∫
G
|LXRY (Lxf)(g)− LXRY f(g)|ϕj(x) dx .
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Let us look now at the two integrals separately:
(1) The ﬁrst integral is less or equal than
sup
x∈supp(ϕj)
|LAd(x−1)X−XRY (Lxf)(g)|
6
∑
i
( sup
x∈supp(ϕj)
|ci(x)|) sup
i
sup
x∈W
|LXiRY (Lxf)(g)| ,
where ci are smooth functions on G such that
Ad(x−1)X −X =
∑
i
ci(x)Xi .
As moreover ci(e) = 0 for any i, supx∈supp(ϕj) |ci(x)| converges to zero when
j tends to ∞, for every i. So, there is N ′ > N such that
(2.35)
∑
i
( sup
x∈supp(ϕj)
|ci(x)|) sup
i
sup
x∈W
U ′pr,Xi,Y (Lxf − f) <
ε
2
for every j > N ′.
(2) By Property (1) of Deﬁnition 2.8.11 and as supp(ϕj) ⊂ W , the second
integral is less or equal than∫
W
|LXRY (Lxf)(g)− LXRY f(g)|ϕj(x) dx
6 sup
x∈W
|LXRY (Lxf)(g)− LXRY f(g)| .
Thus,
U ′pr,X,Y (ϕj ∗ f − f) 6 sup
x∈W
U ′pr,X,Y (Lxf − f) < ε
for every j > N ′, by (2.34) and (2.35). The lemma follows.
Let g ∈ G(Ω) and h ∈ G. Recall that Ug,h denotes an open set in X that is a
relatively compact neighbourhood of gP in X ∪ Ω and contains the horosphere
gNhK = gNg−1(gh)K passing through ghK ∈ X and gP ∈ ∂X. Let U be an
open subset of X containing Ug,h that is relatively compact in X ∪Ω. Let V be a
symmetric, open, relatively compact neighbourhood of the neutral element e ∈ G
such that V Ug,h ⊂ U .
The following two results are due to Harish-Chandra.
Theorem 2.8.14. Let f ∈ C (G) and assume that dimZG(g)f < ∞. Then,
f ∈ ◦C (G).
Proof. For a proof, see Theorem 7.2.2 of [Wal88, p.233].
Corollary 2.8.15. Let f ∈ Vpi,∞ and v ∈ Vpi′,K. Then, cf,v ∈ ◦C (G).
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Proof. Let k, h ∈ K, a ∈ A and X, Y ∈ U(g). Since pi is a discrete series rep-
resentation of G, dimZG(g)f < ∞ and the leading exponent of the asymptotic
expansion of LXRY cf,v(kah) = cpi(X)f,pi′(Y )v(kah) for a → ∞ is less or equal than
−λ− ρ. Thus, cf,v ∈ C (G). Hence, cf,v ∈ ◦C (G) by Theorem 2.8.14.
Deﬁnition 2.8.16. Let (pi, Vpi) be a representation of G on a reﬂexive Banach
space. Let f ∈ Cc(G), v ∈ Vpi. Then,
pi(f)v :=
∫
G
f(g)pi(g)v dg ∈ Vpi .
For f ∈ Cc(G) and v ∈ Vpi ⊗ Vϕ, we set pi(f)v = (pi(f)⊗ Id)v.
Remark 2.8.17. Let f ∈ C∞c (G) and v ∈ Vpi,−∞. Then, pi(f)v ∈ Vpi,∞ (see, e.g.,
[Dij09, p.136]).
Proposition 2.8.18. If f ∈ (Vpi,−∞⊗Vϕ)Γ is a Schwartz vector, then f is cuspidal.
Proof. Let (ϕj)j be a Dirac sequence in C
∞
c (G,R). Let v ∈ Vpi′,K . As cf,v ∈
C (Γ\G,ϕ) ⊂ C∞(Γ\G,ϕ) ⊂ C∞(G, Vϕ), cpi(ϕj)f,v = ϕj ∗ cf,v converges to cf,v
in C∞(G, Vϕ) and in particular pointwise. Moreover, as ϕj ∈ C∞c (G), pi(ϕj)f ∈
Vpi,∞⊗Vϕ. Since furthermore pi is a discrete series representation, ϕj∗cf,v = cpi(ϕj)f,v
belongs to ◦C (G, Vϕ) by Corollary 2.8.15. So,
∫
N
ϕj ∗ cf,v(gnh) dn = 0.
Fix r > 1. Then,
∫
N
|ϕj ∗ cf,v(gnh)− cf,v(gnh)| dn is less or equal than
Upr,1,1(ϕj ∗ cf,v − cf,v)
∫
N
a−ρgnh(1 + log agnh)
−r dn ,
where
∫
N
a−ρgnh(1 + log agnh)
−r dn is ﬁnite by Lemma 2.3.28 applied to E = N . By
Lemma 2.8.13, this converges to zero. Hence,
(cf,v)
Ω(g, h) =
∫
N
cf,v(gnh) dn = lim
j→∞
∫
N
ϕj ∗ cf,v(gnh) dn = 0 .
Lemma 2.8.19. Fix 0 6= v ∈ Vpi,K. Then, (Vpi′,−∞⊗Vϕ)ΓC is a Fréchet space which
is topologically isomorphic to {cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC }.
Moreover, (Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi(γ) (γ ∈ Kˆ) is topologically isomorphic to
(2.36) span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC , v ∈ Vpi(γ)} .
Proof. It follows from Corollary 2.5.6 combined with the ﬁrst part of Lemma A.2
that {cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC } and (2.36) are closed.
Fix 0 6= v ∈ Vpi,K . Since moreover we take the coarsest topology on (Vpi′,−∞⊗Vϕ)ΓC
such that f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC 7→ cpi(f ⊗ v) ∈ C (Γ\G,ϕ) is continuous and since
f 7→ cpi(f⊗v) is injective, (Vpi′,−∞⊗Vϕ)ΓC is topologically isomorphic to {cpi(f⊗v) |
f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC }. Hence, (Vpi′,−∞ ⊗ Vϕ)ΓC is a Fréchet space, too. This shows
the ﬁrst part. As it follows from this part that (Vpi′,−∞⊗Vϕ)ΓC ⊗Vpi(γ) is a Fréchet
space and as
cpi : Vpi′,−∞ ⊗ Vϕ → C ′(G, Vϕ), f 7→ cpi(f ⊗ v)
is injective, one can prove the second part similarly.
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2.8.2 The (Af, g)-formula
The (Af, g)-formula (see Theorem 2.8.29) is an explicit formula for the pairing
between certain invariant distributions. This formula is absolutely necessary in
order to be, for example, able to describe the space of Schwartz vectors more
explicitly.
Assume that X 6= OH2 or that δΓ < 0 and λ ∈ (0,−δΓ) for the remaining part
about the discrete series representations. Then, extλ and ext−λ are deﬁned. Recall
that extµ is only deﬁned if Re(µ) > δΓ, when X = OH2.
Deﬁneˇ: C∞(K)→ C∞(K) by ψˇ(k) = ψ(k−1).
Recall that T ∈ HomM(Vσ, Vγ) is deﬁned by (2.31).
Lemma 2.8.20. Let f ∈ C∞(∂X, V ((γ|M)λ, ϕ)) and g ∈ C−∞(∂X, V (σλ, ϕ)).
Then, there exists ε > 0 such that for a→∞ we have∫
K
(f(k), (P Tλ g)(ka)) dk = a
−λ−ρ
∫
K
(f(k), (β˜(qg))(k)) dk +O(a−λ−ρ−ε) .
Proof. We prove this lemma by doing a similar argument as in the proof of Corol-
lary 6.3 of [BO00, p.112], which itself is adapted from [Schl84, 5.1].
Let f and g be as above. Let {vi} be a basis of Vγ ⊗ Vϕ. So, there are smooth
functions fi on K such that f(k) =
∑
i fi(k)vi. Then,
∫
K
(f(k), (P Tλ g)(ka)) dk is
equal to∑
i
(vi,
∫
K
P Tλ g(ka)fi(k) dk)
=
∑
i
(vi,
∫
K
(∫
K
a(a−1h)λ−ργ(κ(a−1h))Tg(kh) dh
)
fi(k) dk)
as K is unimodular. By Fubini's theorem, this yields∑
i
(vi,
∫
K
a(a−1h)λ−ργ(κ(a−1h))T
∫
K
fi(k)g(kh) dk dh) =
∑
i
(vi, P
T
λ (
ˇ¯fi ∗K g)(a)) ,
where ∗K denotes the convolution on K. Since ˇ¯fi ∗K g ∈ C∞(∂X, V (σλ, ϕ)), the
above is equal to
(2.37) a−λ−ρ
∑
i
(vi, β˜(q(
ˇ¯fi ∗K g))(e)) +O(a−λ−ρ−ε)
by (2.33). Here, e denotes the neutral element of G. The lemma follows by doing
similar computations as before backwards: Since
β˜(q( ˇ¯fi ∗K g))(e) =
∫
K
fi(k)
(
piσ,−λ(k−1)β˜(qg)
)
(e) dk =
∫
K
fi(k)(β˜(qg))(k) dk ,
(2.37) is again equal to
a−λ−ρ
∑
i
∫
K
fi(k)(vi, (β˜(qg))(k)) dk +O(a
−λ−ρ−ε)
=a−λ−ρ
∫
K
(f(k), (β˜(qg))(k)) dk +O(a−λ−ρ−ε) .
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Lemma 2.8.21. The map A is oﬀ-diagonally smoothing:
A
(
C−∞Ω (∂X, V (σλ, ϕ))
) ⊂ C−∞Ω (∂X, V (σ−λ, ϕ)) .
Proof. This is shown in the proof of Lemma 9.6 of [BO00, p.139].
Lemma 2.8.22.
Let f ∈ C−∞(∂X, V (σλ, ϕ)) be such that Af ∈ C−∞Ω (∂X, V (σ−λ, ϕ)), let v ∈
CK(∂X, V (σ˜−λ)) ∩ im(tq) and let h ∈ K. Then, there exist ε > 0 and gh ∈
C∞(K(Ω), Vϕ) such that for a→∞ we have
cf,v(kah) = a
−λ−ρgh(k) +O(a−λ−ρ−ε)
uniformly as kM varies in a compact subset of Ω.
Proof. Fix f , v = tAv˜ and h as above. Without loss of generality, we may assume
that there is k ∈ K(Ω) such that cf,v(kah) is nonzero for a ∈ A+ suﬃciently large
(otherwise the assertion of the lemma is trivial).
Let W be a compact subset of Ω and let W1 be a compact subset of Ω such that
W ⊂ int(W1). Let χ ∈ C∞c (Ω) be such that χ|W1 ≡ 1. Then, Af = χAf + (1 −
χ)Af with (1−χ)Af having support in ∂Xr int(W1) and with χAf belonging to
C∞(∂X, V (σ−λ, ϕ)) by Lemma 2.8.21. By Lemma 2.5.12 and by Lemma 2.5.11,
cχAf,v˜(kah) and c(1−χ)Af,v˜(kah) have an asymptotic expansion for a → ∞ and
kM ∈ W . Since moreover we can choose W arbitrarily, cf,v(kah) = cAf,v˜(kah),
kM ∈ Ω, has an asymptotic expansion for a → ∞, too. Let µ − ρ be its leading
exponent. As discrete series representations have regular inﬁnitesimal characters,
there are functions 0 6≡ g1,h ∈ C∞(K(Ω), Vϕ), g2 ∈ C∞(K(Ω)A>tK,Vϕ) for some
t > 1 and ε > 0 such that
cf,v(kah) = a
µ−ρg1,h(k) + g2(kah) ,
where |g2(kah)| 6 Caµ−ρ−ε (kM ∈ W , a ∈ A>t) for some constant C > 0. Choose
W suﬃciently big so that g1,h is not identically zero.
Let us now prove that µ 6 −λ. We denote the convolution on K by ∗K . Let
ψ : K → R be a smooth function with compact support in WM ⊂ K such that∫
K
g1,h(k)ψ(k) dk 6= 0. Then, on one hand ψˇ ∗K cf,v(ah) is equal to∫
K
ψ(k)cf,v(kah) dk = a
µ−ρ
∫
K
ψ(k)g1,h(k) dk +
∫
K
ψ(k)g2(kah) dk
and
∫
K
|ψ(k)g2(kah)| dk 6 supk∈WM |g2(kah)| 6 Caµ−ρ−ε.
On the other hand, ψˇ ∗K cf,v(ah) is equal to cpiσ,λ(ψˇ)f,v(ah).
As ψ ∈ C∞(K), pi(ψˇ)q(f) ∈ Vpi,∞ ⊗ Vϕ. Thus, cpiσ,λ(ψˇ)f,v = cpi(ψˇ)q(f),tβ(v˜) is a
matrix coeﬃcient of the discrete series representation Vpi. It follows now from the
deﬁnition of λ that µ 6 −λ. This completes the proof of the lemma.
Corollary 2.8.23. We also have the following analogous statement:
There exists ε > 0 such that for a→∞ we have
(P Tλ f)(ka) = a
−λ−ρ(β˜(qf))(k) +O(a−λ−ρ−ε)
uniformly as kM varies in a compact subset of Ω.
65
Proof. The corollary follows from the previous lemma. That the leading term of
(P Tλ f)(ka) is equal to (β˜(qf))(k) follows from Lemma 2.8.20.
Proposition 2.8.24. For every distribution f ∈ C−∞(∂X, V (σλ, ϕ)) such that
Af ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ, qf is a cuspidal Schwartz vector.
Proof. Let f be as above and let v = tAv˜ ∈ CK(∂X, V (σ˜−λ)) ∩ im(tq). Then,
cf,v = cAf,v˜ is left Γ-equivariant since Af ∈ C−∞(∂X, V (σ−λ, ϕ))Γ. For all X, Y ∈
U(g),
LXRY cf,v(kah) = cpiσ,λ(X)f,piσ˜,−λ(Y )v(kah) .
Since theG-intertwining operator A : C−∞(∂X, V (σλ, ϕ))→ C−∞(∂X, V (σ−λ, ϕ))
induces a g-intertwining operator between the same spaces and since the G-
operator tA : C∞(∂X, V (σ˜λ)) → C∞(∂X, V (σ˜−λ)) induces a (g, K)-intertwining
operator between CK(∂X, V (σ˜λ)) and C
K(∂X, V (σ˜−λ)),
A(piσ,λ(X)f) = piσ,−λ(X)Af ∈ im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))
and
piσ˜,−λ(Y )v = piσ˜,−λ(Y ) tAv˜ = tA
(
piσ˜,λ(Y )v˜
) ∈ CK(∂X, V (σ˜−λ)) ∩ im(tq) .
Thus, cf,v ∈ C (Γ\G,ϕ) by Lemma 2.8.22. Hence, qf is a Schwartz vector. It
follows by Proposition 2.8.18 that qf is cuspidal.
Let (σ, Vσ) be a ﬁnite-dimensional unitary representation of M and let µ ∈ a∗C.
As σ and ϕ are unitary representations, we have a natural positive deﬁnite sesquilin-
ear pairing on Vσ ⊗ Vϕ, which we denote by (·, ·).
For p ∈ P , v1 ∈ Vσµ⊗Vϕ, v2 ∈ Vσ−µ¯⊗Vϕ, set p.(v1, v2) = (σµ(p)v1, σ−µ¯(p)v2). This
deﬁnes a left P -action on (Vσµ ⊗ Vϕ)× (Vσ−µ¯ ⊗ Vϕ).
Then, (·, ·) is a P -equivariant map from (Vσµ ⊗ Vϕ)⊗ (Vσ−µ¯ ⊗ Vϕ) to C1−ρ .
Indeed, for p ∈ P , v1 ∈ Vσµ ⊗ Vϕ and v2 ∈ Vσ−µ¯ ⊗ Vϕ, we have
(σµ(p)v1, σ−µ¯(p)v2) = a(p)ρ−µa(p)ρ+µ¯(v1, v2) = a(p)2ρ(v1, v2) = 1−ρ(p)(v1, v2) .
Let f1 ∈ C∞(B, VB(σµ, ϕ)) and f2 ∈ C∞(B, VB(σ−µ¯, ϕ)). Then, (f1(x), f2(x))
belongs to VB(1−ρ) ' ΛmaxT ∗B. In other words, it is a volume form on B = Γ\Ω.
So,
(2.38) (f1, f2)B :=
∫
Γ\Ω
(f1(x), f2(x))
deﬁnes a natural pairing between C∞(B, VB(σµ, ϕ)) and C∞(B, VB(σ−µ¯, ϕ)).
Recall that χ∞ denotes the restriction of χ to Ω.
Lemma 2.8.25. Let f1 ∈ C∞(B, VB(σµ, ϕ)) and f2 ∈ C∞(B, VB(σ−µ¯, ϕ)). Then,∫
Γ\Ω
(f1(x), f2(x)) =
∫
K
χ∞(kM)(f1(k), f2(k)) dk .
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Proof. We have:∫
K
χ∞(kM)(f1(k), f2(k)) dk =
∫
Ω
χ∞(kM)(f1(k), f2(k)) dkM
=
∫
Γ\Ω
∑
γ∈Γ
γ∗(χ∞(kM)(f1(k), f2(k)) dkM) .
Since (f1(k), f2(k)) dk is a Γ-invariant form and since
∑
γ∈Γ χ∞(κ(γk)M) = 1 for
all kM ∈ Ω, this is again equal to∫
Γ\Ω
(f1(k), f2(k)) dkM =
∫
Γ\Ω
(f1(x), f2(x)) .
For f1 ∈ C−∞(B, VB(σµ, ϕ)), f2 ∈ C∞(B, VB(σ−µ¯, ϕ)), we deﬁne (f1, f2)B by
〈f1, I(f2)〉 := f1(I(f2)) ,
where I : C∞(B, VB(σ−µ¯, ϕ)) → C∞(B, VB(σ˜−µ, ϕ)) is the canonical conjugate-
linear isomorphism. Then, (·, ·)B is a sesquilinear pairing between
C−∞(B, VB(σµ, ϕ)) and C∞(B, VB(σ−µ¯, ϕ)) .
We deﬁne (f2, f1)B = (f1, f2)B. Note that if the pairing between two distributions
f1 and f2 is well-deﬁned for two of the three pairings, then they give the same
result. By abuse of notation, we write always (f1, f2)B =
∫
Γ\Ω (f1(x), f2(x)).
By Corollary 8.7 of [BO00, p.132] (see Section 2.5 for details),
(Vpi,−∞ ⊗ Vϕ)Γd ⊗ˆ Vpi′ ↪→ L2(Γ\G,ϕ), f ⊗ v 7→ cf,v
induces an isometric embedding of (Vpi,−∞ ⊗ Vϕ)Γd ⊗ˆ Vpi′ into L2(Γ\G,ϕ). Thus,
(f1, f2)(v1, v2) = (f1 ⊗ v1, f2 ⊗ v2) = (cf1,v1 , cf2,v2)L2(Γ\G,ϕ)
for all f1, f2 ∈ (Vpi,−∞ ⊗ Vϕ)Γd and v1, v2 ∈ Vpi′ . Let ζ ∈ Vpi′,K be of norm 1. Then,
(f1, f2) = (cf1,ζ , cf2,ζ)L2(Γ\G,ϕ) (f1, f2 ∈ (Vpi,−∞ ⊗ Vϕ)Γd )
induces a sesquilinear pairing (·, ·) between the tempered (thus all, by Remark
2.8.2) Γ-invariant distribution vectors and the Schwartz vectors:
(f1, f2) := (cf1,ζ , cf2,ζ) (f1 ∈ (Vpi,−∞ ⊗ Vϕ)Γ, f2 ∈ (Vpi,−∞ ⊗ Vϕ)ΓC ) ,
where the pairing on the right-hand side is simply the pairing between C ′(Γ\G,ϕ)
and C (Γ\G,ϕ).
This new sesquilinear pairing does not depend on the choice of ζ. Indeed, if f1 and
f2 are ﬁxed, then F (v1, v2) := cf1,v1(cf2,v2) is a (g, K)-invariant sesquilinear form
on Vpi′,K . It follows from Schur's lemma that there exists a constant C(f1, f2),
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depending on f1 and f2, such that cf1,v1(cf2,v2) = C(f1, f2)(v1, v2) for all v1, v2 ∈
Vpi′,K . Thus, cf1,v(cf2,v) = C(f1, f2) for all v ∈ Vpi′,K of norm 1. For f1 ∈ (Vpi,−∞ ⊗
Vϕ)
Γ and f2 ∈ (Vpi,−∞ ⊗ Vϕ)ΓC , deﬁne
(f2, f1) = (f1, f2) .
Note again that there is no ambiguity.
Fix ζ ∈ Vpi′,K ∩ im t˜ of norm 1. Fix 0 6= u ∈ Vγ˜ such that t˜(u) = ζ. Then,
tq(ζ) = uT,−λ.
It follows from the deﬁnition of (·, ·), the topologies on (Vpi,−∞⊗Vϕ)Γ and (Vpi,−∞⊗
Vϕ)
Γ
C and Remark 2.8.2 (2) that (f1, f2) depends continuously on f1 (resp. f2) when
f2 (resp. f1) is ﬁxed.
If f ∈ C−∞(∂X, V (σλ, ϕ)) with Af ∈ C−∞(∂X, V (σ−λ, ϕ))Γ and g ∈
C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(β), then, as β is injective, set
(2.39) (Af, g) = (q(f), β−1(g))
whenever the right-hand side is well-deﬁned.
Lemma 2.8.26. The Bunke-Olbrich extension map
ext : C−∞(B, VB(σλ, ϕ))→ C−∞(∂X, V (σλ, ϕ))Γ
is regular at λ.
Proof. We must show that C−∞(∂X, V (σλ)) is reducible. Then, ext is regular at
λ by Proposition 4.21 of [Olb02, p.44].
It follows from Casselman's subrepresentation theorem and the functorial proper-
ties of smooth globalisation that Vpi,−∞⊗ Vϕ is a quotient of C−∞(∂X, V (σ−λ, ϕ))
and a nontrivial G-submodule of C−∞(∂X, V (σ−λ, ϕ)) (By a G-submodule we al-
ways mean a representation on a closed subspace.). As moreover the Langlands
quotient is contained in ker q, the latter space is a nontrivial G-invariant submod-
ule of C−∞(∂X, V (σλ, ϕ)). The lemma follows.
Lemma 2.8.27. C−∞(Λ, V (σλ, ϕ))Γ is contained in ker q.
Proof. C−∞(Λ, V (σλ, ϕ))Γ is contained in the Langlands quotient by Proposition
4.21 of [Olb02, p.44], which is again contained in ker(q).
Theorem 2.8.28.
(1) The space A(C−∞Ω (∂X, V (σλ, ϕ))
Γ) (resp. A(C−∞(∂X, V (σλ, ϕ))Γ)) has ﬁ-
nite codimension in
im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ (resp. im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ) .
(2) The space im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ is dense in
im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ .
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Proof. This is the content of Theorem C.1 in the appendix.
Theorem 2.8.29. There exists a real constant C 6= 0 such that
(Af, g) = C(res(f), res(g))B ∈ C
for all f ∈ C−∞(∂X, V (σλ, ϕ))Γ and g ∈ C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(β) such that
f or g is smooth on Ω.
Remark 2.8.30. (Af, g) is well-deﬁned by Proposition 2.8.24 and as A is oﬀ-
diagonally smoothing by Lemma 2.8.21.
Proof. The argument is adapted from Proposition 10.4 of [BO00, p.144]. Let
f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ and g = Ag˜ ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ ∩ im(β). Since
ext is regular at λ by Lemma 2.8.26, there is a holomorphic family µ 7→ fµ ∈
C−∞Ω (∂X, V (σµ, ϕ))
Γ deﬁned in a neighbourhood of λ such that res(f) = res(fλ).
Since C−∞(Λ, V (σλ, ϕ))Γ is contained in ker q by Lemma 2.8.27, we may assume
without loss of generality that f = fλ.
Let BR be the ball in X with center eK and radius R. Let χ ∈ C∞c (X ∪Ω) be as
in Lemma 2.3.19.
Let us denote the scalar product in L2(BR, V (γ, ϕ)) by (·, ·)BR . Set
SR(µ) = (P
T
µ fµ, χP
T
λ g˜)BR .
Then, P Tλ f and P
T
λ g˜ belongs to L
2(Y, VY (γ, ϕ)) by Lemma 6.2, 3., of [BO00, p.110]
(asymptotic expansions for the Poisson transform, compare with Lemma 2.5.12)
and by Corollary 2.8.23. Thus,
(P Tλ f, P
T
λ g˜)L2(Y,VY (γ,ϕ)) = lim
R→∞
lim
µ→λ
SR(µ) .
By [BO95], there exists c(σ) ∈ R such that (−ΩG + c(σ) + µ2) ◦ P Sµ = 0 for all
S ∈ HomM(Vσ, Vγ) and all µ ∈ a∗C. Let D = −ΩG + c(σ) + λ2 be the shifted
Casimir operator. Then, DP Tµ fµ = (λ
2 − µ2)P Tµ fµ. So,
SR(µ) =
1
λ2 − µ2 (DP
T
µ fµ, χP
T
λ g˜)BR
for all µ ∈ a∗C such that Re(µ) > 0 and µ 6= λ. Observe that there exists a
selfadjoint endomorphism R such that D = ∇∗∇+R, where ∇∗∇ is the Bochner
Laplacian associated to the invariant connection ∇ of V (γ, ϕ). As µ 7→ P Tµ fµ is
holomorphic, we can write
P Tµ fµ = F0 + F1(µ− λ) + · · ·
with Fi ∈ C∞(X, V (γ, ϕ))Γ. We have:
DF0 +DF1(µ− λ) + · · · = DP Tµ fµ
= (λ2 − µ2)P Tµ fµ = −(µ+ λ)(F0(µ− λ) + F1(µ− λ)2 + · · · ) .
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Thus, DF0 = 0 and limµ→λD
(PTµ fµ
µ−λ
)
= DF1. Hence, limµ→λ SR(µ) is equal to
1
2λ
(DF1, χP
T
λ g˜)BR =
1
2λ
(
(DF1, χP
T
λ g˜)BR − (F1, χDP Tλ g˜)BR
)
=
1
2λ
(
(DF1, χP
T
λ g˜)BR − (F1, DχP Tλ g˜)BR + (F1, [D,χ]P Tλ g˜)BR
)
.
By applying Green's formula, this yields
1
2λ
(
(∇nF1, χP Tλ g˜)∂BR − (F1,∇nχP Tλ g˜)∂BR + (F1, [D,χ]P Tλ g˜)BR
)
,
where n is the exterior unit normal vector ﬁeld at ∂BR. By Lemma 6.2, 3., of
[BO00, p.110] (compare with Lemma 2.5.12), there exists ε > 0 such that for
a→∞ we have
P Tµ fµ(ka) = a
µ−ρcγ(µ)Tf(k) +O(aRe(µ)−ρ−ε)
uniformly as kM varies in compact subsets of Ω. Here, cγ(µ) ∈ EndM(Vγ) is the
Harish-Chandra c-function. This meromorphic function is given by
cγ(µ) :=
∫
N¯
a(n¯)−(µ+ρ)γ(κ(n¯)) dn¯
for Re(µ) > 0. Since the above formula also holds for µ = λ and any f ∈
C−∞Ω (∂X, V (σλ, ϕ))
Γ, it follows from Corollary 2.8.23 that cγ(λ) = 0. As
aµ−ρ = aµ−λaλ−ρ = aλ−ρe(µ−λ) log(a) = aλ−ρ
∞∑
j=0
log(a)j
j!
(µ− λ)j
and as
cγ(µ) =
∞∑
j=0
(−1)j(µ− λ)j
∫
N¯
log(a(n¯))j
j!
a(n¯)−λ−ργ(κ(n¯)) dn¯ =:
∞∑
j=0
(µ− λ)jcjγ(λ) ,
we have for a→∞
P Tµ fµ(ka) = a
λ−ρcγ(λ)+(µ−λ)(aλ−ρ(log(a)cγ(λ)+c1γ(λ))Tf(k))+ · · ·+O(aλ−ρ−ε)
uniformly as kM varies in compact subsets of Ω, for all µ ∈ a∗C such that Re(µ) < λ.
Assume from now on that µ ∈ a∗C satisﬁes 0 < Re(µ) < λ.
By Cauchy's integral formula and as cγ(λ) = 0, we have for a→∞
(2.40) F1(ka) = a
λ−ρc1γ(λ)Tf(k) +O(a
λ−ρ−ε)
uniformly as kM varies in compact subsets of Ω, as cγ(λ) = 0.
Let ωX =
ωn
2r
, where n = dimX, ωn = vol(S
n−1) = 2pi
n
2
Γ(n
2
)
and r ∈ N is such that
rα = 2ρ. It follows from (2.40) and Corollary 2.8.23 combined with properties
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(2) and (3) of Lemma 2.3.19 that |(F1, [D,χ]P Tλ g˜)| is integrable over X. Thus,
(F1, [D,χ]P
T
λ g˜)X is equal to∫
Γ\X
∑
γ∈Γ
(F1(γx), D
(
χ(γx)P Tλ g˜(γx)
)
) dx =
∫
Γ\X
(F1(x), D
(∑
γ∈Γ
χ(γx)P Tλ g˜(x)
)
) dx
as
∑
γ∈Γ χ(γx) = 1, as D◦P Tλ = 0 and as F1 and P Tλ g˜ belong to C∞(X, V (γ, ϕ))Γ.
Hence,
(2.41) (F1, [D,χ]P
T
λ g˜)X = 0 .
Recall that χ∞ denotes the restriction of χ to Ω. Then, χ∞(k) = lima→∞ χ(kaK)
as χ is continuous. As χ has compact support in X ∪Ω, χ∞ has compact support
in Ω. So, by (2.40), (2.41) and by Lemma 2.8.20, (P Tλ f, P
T
λ g˜)L2(Y,VY (γ,ϕ)) is equal
to
ωX
2λ
(
(λ− ρ)
∫
∂X
(c1γ(λ)Tf(k), χ∞(k)(β˜(qg˜))(k)) dk
− (−λ− ρ)
∫
∂X
(c1γ(λ)Tf(k), χ∞(k)(β˜(qg˜))(k)) dk
)
as limR→∞ e−2ρR vol(∂BR) = ωX . This is again equal to
ωX
(t, t)
∫
∂X
χ∞(k)((t ◦ c1γ(λ)T )f(k), g(k)) dk ,
where (T1, T2) IdVσ = T
∗
2 ◦ T1 (since σ ∈ Mˆ this is well-deﬁned by Schur's lemma).
By Lemma 2.8.25, this yields
(c1γ(λ)T, t
∗)ωX
(t, t)
(res(f), res(g))B .
We have just shown that
(2.42) (P Tλ f, P
T
λ g˜)L2(Y,VY (γ,ϕ)) =
(c1γ(λ)T, t
∗)ωX
(t, t)
(res(f), res(g))B .
Thus, by Lemma 2.8.9, we have
(cf,uT,−λ , cg˜,uT,−λ)L2(Γ\G) =
∫
Γ\G
(〈P Tλ f(x), u〉, 〈P Tλ g˜(x), u〉) dx .
By Fubini's theorem, this yields∫
Γ\G
∫
K
〈P Tλ f(xk), u〉〈P Tλ g˜(xk), u〉 dk dx
=
∫
Γ\G
∫
K
〈γ(k−1)P Tλ f(x), u〉〈γ(k−1)P Tλ g˜(x), u〉 dk dx .
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By Schur's lemma, this is again equal to
‖u‖2
dim(Vγ˜)
∫
Γ\G
(P Tλ f(x), P
T
λ g˜(x)) dx =
‖u‖2(c1γ(λ)T, t∗)ωX
(t, t) dim(Vγ˜)
· (res(f), res(g))B .
Thus, by (2.42), (Af, g) is equal to
C(res(f), res(g))B ,
where
C :=
‖u‖2(c1γ(λ)T, t∗)ωX
(t, t) dim(Vγ˜)
=
(c1γ(λ)T, t
∗)ωX
(t, t)(t˜, t˜) dim(Vγ˜)
as t˜(u) = ξ and as ξ has norm 1. Since (·, ·) is positive deﬁnite,
0 < (Af,Af) = C(res(f), res(Af))B (f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ r kerA)
shows that C ∈ Rr {0}.
This proves the formula in the case where f and g are smooth on Ω. Let us show
now that we can extend this formula.
Since β−1 : im(A)→ Vpi,−∞ ⊗ Vϕ is continuous (β is a topological embedding),
{v ∈ (Vpi,−∞ ⊗ Vϕ)Γ | βv ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ ∩ im(A)}
is dense in (Vpi,−∞ ⊗ Vϕ)Γ by Theorem 2.8.28.
Let g = β(g˜) ∈ C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A). Then, there exist g˜j ∈ (Vpi,−∞ ⊗
Vϕ)
Γ with β(g˜j) ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ ∩ im(A) such that g˜j converges to g˜ in
(Vpi,−∞ ⊗ Vϕ)Γ. Thus,
(Af, g) = (qf, g˜) = lim
j→∞
(qf, g˜j) = lim
j→∞
(Af, β(g˜j))
= C lim
j→∞
(res(f), res(β(g˜j)))B = C(res(f), res(g))B .
Since C−∞Ω (∂X, V (σλ, ϕ))
Γ is dense in C−∞(∂X, V (σλ, ϕ))Γ by Lemma 6.6 of
[BO00, p.114], one can show similarly that the formula holds when f ∈
C−∞(∂X, V (σλ, ϕ))Γ and g ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ ∩ im(A).
This completes the proof of the theorem.
Proposition 2.8.31. If qf (f ∈ C−∞(∂X, V (σλ, ϕ))) is a Schwartz vector, then
Af ∈ C−∞Ω (∂X, V (σ−λ, ϕ))Γ.
Proof. Let f be as above. By Theorem 2.8.29, there exists C 6= 0 such that
(q(extφ), qf) = (A(extφ), Af) = C(φ, res(Af))B
for all φ ∈ C∞(B, VB(σλ, ϕ)). Recall that (Vpi,−∞⊗ Vϕ)Γ 3 f 7→ cf,v ∈ C ′(Γ\G,ϕ)
is continuous by Remark 2.8.2 (2).
Thus, the left-hand side is also well-deﬁned for φ ∈ C−∞(B, VB(σλ, ϕ)) and de-
pends continuously on φ. Hence, we can deﬁne a continuous conjugate-linear map
g : C−∞(B, VB(σλ, ϕ))→ C
by g(φ) = 1
C
(q(extφ), qf). SinceB is compact, we can identify C−∞(B, VB(σλ, ϕ))′
with C∞(B, VB(σ−λ, ϕ)). So, g is given by a smooth function. By construction,
g = res(Af) as distributions. Consequently, res(Af) is smooth.
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For the deﬁnition of the maps Fpi (pi ∈ Gˆ), see Section 2.5.
Proposition 2.8.32.
(1) Let γ ∈ Kˆ. If f ∈ C (Γ\G,ϕ)(γ), then Fpi(f) ∈ (Vpi′,−∞⊗Vϕ)Γ◦C ⊗Vpi(γ) and
cpi(Fpi(f)) ∈ ◦C (Γ\G,ϕ)(γ).
(2) If f ∈ C (Γ\G,ϕ)K (K-ﬁnite element), then cpi(Fpi(f)) ∈ ◦C (Γ\G,ϕ)K.
Remark 2.8.33.
(1) cpi ◦Fpi is the orthogonal projection on (Vpi′,−∞⊗Vϕ)Γd ⊗ˆVpi by Corollary 2.5.5.
(2) It follows from this proposition and Lemma 2.5.4 that
Fpi(C (Γ\G,ϕ)(γ)) (γ ∈ Kˆ)
is equal to (Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi(γ) and that (Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi,K is equal
to Fpi(C (Γ\G,ϕ)K).
Proof. Let pi be as above and f ∈ C (Γ\G,ϕ)K . The construction of the embedding
map βpi′ provides σ ∈ Mˆ and λ > 0. We may assume without loss of generality that
f is nonzero and belongs to a K-isotypic component L2(Γ\G,ϕ)(γ) for some γ ∈
Kˆ. Let {v1, . . . , vl} be an orthonormal basis of Vpi(γ). Write Fpi(f) =
∑l
j=1 f˜j⊗vj
with f˜j ∈ Npi. Let φ ∈ C∞(B, VB(σλ, ϕ)). Then, for all i ∈ {1, . . . , l}, we have
(cpi(qpi′(ext(φ))⊗ vi), f) = (qpi′(ext(φ))⊗ vi,Fpi(f))Npi⊗ˆVpi
=
l∑
j=1
(qpi′(ext(φ)), f˜j)(vi, vj) = (qpi′(ext(φ)), f˜i)(vi, vi) .
By Theorem 2.8.29 and as (vi, vi) = 1, there exists a constant C 6= 0 such that
the last part is equal to
C(φ, res(βpi′ f˜i))B .
Recall that (Vpi,−∞⊗Vϕ)Γ 3 f 7→ cf,v ∈ C ′(Γ\G,ϕ) is continuous by Remark 2.8.2
(2). Thus, one can show similarly as in the proof of Proposition 2.8.31 that βpi′(f˜i)
is smooth on Ω for all i. Hence, Fpi(f) ∈ (Vpi′,−∞ ⊗ Vϕ)Γ◦C ⊗ Vpi(γ) by Proposition
2.8.24. So, cpi(Fpi(f)) ∈ ◦C (Γ\G,ϕ) .
Proposition 2.8.34. The space (Vpi,−∞ ⊗ Vϕ)Γ◦C is dense in (Vpi,−∞ ⊗ Vϕ)Γ.
Proof. It follows from Proposition 2.8.24, Proposition 2.8.31 and Proposition 2.8.18
that β
(
(Vpi,−∞ ⊗ Vϕ)Γ◦C
)
is equal to im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ.
The proposition follows now immediately from Theorem 2.8.28 and the fact that
β : (Vpi,−∞ ⊗ Vϕ)Γ → im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ
is a homeomorphism by Lemma 2.8.8.
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2.8.3 The contribution of the discrete series representations to the
closure of the space of cusp forms
In this section, we show that cuspidal Schwartz vectors are dense in the multi-
plicity space of the discrete series representation pi. For this, we compute ﬁrst the
annihilator of certain subspaces of the space of Schwartz vectors. We will reuse
these results in the following sections.
From now on we identify Vpi (resp. Vpi′) and β(Vpi) (resp.
tq(Vpi′)), equipped with
the topology induced by Vpi, as topological spaces. So, we view β and
tq as the
identity map and Vpi,−∞ as a subspace of C−∞(∂X, V (σ−λ)).
Let
D1 = A(C
−∞
Ω (∂X, V (σλ, ϕ))
Γ)
and
D2 = C
−∞(Λ, V (σ−λ, ϕ))Γ ∩ (Vpi,−∞ ⊗ Vϕ)Γ .
Then,D1 andD2 are contained in (Vpi,−∞⊗Vϕ)Γ∩C−∞Ω (∂X, V (σ−λ, ϕ))Γ, consisting
of cuspidal Schwartz vectors by Proposition 2.8.24. We endow D1 and D2 with
the subspace topology induced from C−∞Ω (∂X, V (σ−λ, ϕ))
Γ.
It follows from the proof of Proposition 9.8 of [BO00, p.141] that D1 is inﬁnite-
dimensional, contrary to D2 which is ﬁnite-dimensional by Theorem 6.1 of [BO00,
p.109] if X 6= OH2. There is also an alternative proof which does not use the
meromorphy of ext and which is hence also valid in the exceptional case (see
[BO00, pp.121-122]).
Let D1,−∞ = A(C−∞(∂X, V (σλ, ϕ))Γ) ⊂ (Vpi,−∞ ⊗ Vϕ)Γ.
By Theorem 2.8.28,
D1 ⊂ im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ
and
D1,−∞ ⊂ im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ
have ﬁnite codimension.
The intersection of D1,−∞ with D2 is trivial by Theorem 2.8.29.
Deﬁnition 2.8.35.
(1) For a vector subspace S of (Vpi,−∞⊗ Vϕ)Γ, we deﬁne the annihilator of S by
AnnC (S) := {v ∈ (Vpi,−∞ ⊗ Vϕ)ΓC | (v, v′) = 0 ∀v′ ∈ S} .
(2) For a vector subspace S of (Vpi,−∞⊗ Vϕ)ΓC , we deﬁne the annihilator of S by
Ann(S) := {v ∈ (Vpi,−∞ ⊗ Vϕ)Γ | (v, v′) = 0 ∀v′ ∈ S} .
(3) For a vector subspace S of im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ, we deﬁne the
annihilator of S by
AnnΩ(S) := {g ∈ im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ | (g, h) = 0 ∀h ∈ S} .
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Remark 2.8.36.
(1) We endow AnnC (S), Ann(S) and AnnΩ(S) with the subspace topology.
(2) If Ann(S) is contained in (Vpi,−∞ ⊗ Vϕ)Γd , then it is equal to the orthogonal
complement of S in (Vpi,−∞ ⊗ Vϕ)Γd .
(3) Let S be a vector subspace of (Vpi,−∞ ⊗ Vϕ)Γ. Then, AnnC (S) = AnnΩ(S)
(as vector spaces) by Proposition 2.8.24 and Proposition 2.8.31.
Lemma 2.8.37. The annihilator of D1 is equal to D2.
Remark 2.8.38.
(1) It follows that the annihilator of D1 ⊕D2 is zero. Indeed,
Ann(D1⊕D2) ⊂ Ann(D1)∩Ann(D2) = D2∩Ann(D2) = D2∩(D2)⊥ = {0} .
(2) It follows that AnnC (D1) = D2 and AnnΩ(D1) = D2.
The full strength of Theorem 2.8.29 is not needed to prove that AnnΩ(D1)
is equal to D2.
Proof.
⊃: For all Af ∈ D1 and v ∈ D2,
(Af, v) = C(res(f), res(v)) = 0
by Theorem 2.8.29. Thus, D2 ⊂ Ann(D1).
⊂: The annihilator Ann(D1) of D1 is equal to
{v ∈ (Vpi,−∞ ⊗ Vϕ)Γ | (Af, v) = 0 ∀f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ} .
By Theorem 2.8.29, this space is equal to
(2.43) {v ∈ (Vpi,−∞ ⊗ Vϕ)Γ | (res(f), res(v))B = 0 ∀f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ} .
By Lemma 2.8.26, ext is regular at λ. Thus, the continuous map res is surjective.
Hence, (2.43) is equal to
{v ∈ (Vpi,−∞ ⊗ Vϕ)Γ | res(v) = 0} = (Vpi,−∞ ⊗ Vϕ)Γ ∩ C−∞(Λ, V (σ−λ, ϕ))Γ = D2 .
So, the annihilator of D1 is contained in D2. Consequently, Ann(D1) = D2.
Corollary 2.8.39. We have the following topological direct sum:
(Vpi,−∞ ⊗ Vϕ)Γd = D1 ⊕D2 .
In other words, the cuspidal Schwartz vectors are dense in (Vpi,−∞ ⊗ Vϕ)Γd (with
respect to the Hilbert space topology on (Vpi,−∞ ⊗ Vϕ)Γd). In particular, the multi-
plicity space Npi′ := (Vpi,−∞ ⊗ Vϕ)Γd of pi′ is the completion of D1 ⊕D2 with respect
to the norm on Npi′. It can be realised in (Vpi,−∞ ⊗ Vϕ)Γ.
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Remark 2.8.40.
(1) It follows already from the proof of Proposition 9.8 of [BO00, p.141] that D1
is an inﬁnite-dimensional subspace of (Vpi,−∞⊗Vϕ)Γd . This corollary provides
us with more precise information about the multiplicity space Npi′ .
(2) The above decomposition depends on the choice of the principal series in
which the discrete series is embedded into (choice of σ ∈ Mˆ).
Proof. It follows from Lemma 2.8.37 that D2 is the orthogonal complement of D1
in (Vpi,−∞ ⊗ Vϕ)Γd . Thus,
(Vpi,−∞ ⊗ Vϕ)Γd = D1 ⊕D⊥1 = D1 ⊕D2 .
The last assertion is now obvious asD1 andD2 are contained in (Vpi,−∞⊗Vϕ)Γ◦C .
Corollary 2.8.41. The space cpi((Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi,K) is dense in cpi(Npi⊗ˆVpi).
Proof. By Corollary 2.8.39, (Vpi′,−∞ ⊗ Vϕ)ΓC is dense in Npi.
Since cpi is continuous and since we have the following dense inclusions
(Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi,K ⊂ Npi ⊗ Vpi,K ⊂ Npi⊗ˆVpi ,
cpi((Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi,K) is dense in cpi(Npi⊗ˆVpi).
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2.8.4 Topological decomposition of (Vpi,−∞ ⊗ Vϕ)ΓC and of (Vpi,−∞ ⊗ Vϕ)Γ
In this section, we show that we have the following topological decompositions:
(Vpi,−∞ ⊗ Vϕ)Γ = D1,−∞ ⊕D2
and
(Vpi,−∞ ⊗ Vϕ)ΓC = D1 ⊕D2
(see Theorem 2.8.51).
Lemma 2.8.42. We have the following topological decompositions:
C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A) = Ann(D2)⊕D2
and
C−∞Ω (∂X, V (σ−λ, ϕ))
Γ ∩ im(A) = AnnΩ(D2)⊕D2 .
Proof. Since Ann(D2) ⊕ D2 ⊃ D1,−∞ ⊕ D2 is closed and ﬁnite-codimensional,
Ann(D2)⊕D2 is a topological direct sum by Lemma A.1.
Assume that
(
C−∞(∂X, V (σ−λ, ϕ))Γ∩ im(A)
)
/(Ann(D2)⊕D2) (endowed with the
quotient topology) is nontrivial. It follows from the Hahn-Banach theorem that
there exists a nonzero continuous linear functional T from(
C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A)
)
/
(
Ann(D2)⊕D2
)
to C. It induces a nonzero functional on C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A). This is
impossible since the annihilator of D1 ⊕D2 is zero by Remark 2.8.38. Thus,
C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A) = Ann(D2)⊕D2 .
The second assertion is proven completely similarly.
Let ? be ∞ (or −∞, resp.) and let ] be ∅ (or Ω, resp.). Fix a trivialisation
C−∞(B, VB(σ−λ, ϕ)) ↪→ O−λC−∞(B, VB(σ., ϕ)), φ 7→ φµ .
Recall that here O−λC−∞(B, VB(σ., ϕ)) is the space of germs at −λ of holomorphic
families µ 7→ φµ ∈ C−∞(B, VB(σµ, ϕ))). Deﬁne E](σ−λ, ϕ) by
{φ ∈ res(C−∞] (∂X, V (σ−λ, ϕ))Γ ∩ im(A)) | extµ φµ is regular in µ = −λ} .
Since ext has at most ﬁnite-dimensional singularities by Theorem 5.10 of [BO00,
p.103], E](σ−λ, ϕ) is ﬁnite-codimensional in res(C−∞] (∂X, V (σ−λ, ϕ))
Γ ∩ im(A)).
Let S](σ−λ, ϕ) be a ﬁnite-dimensional complement.
Deﬁne ext(φ) = ext−µ φ−µ|µ=λ for φ ∈ E](σ−λ, ϕ). Then, (res ◦ ext)(φ) = φ for all
φ ∈ E](σ−λ, ϕ) as res ◦ ext−µ = Id by (2.21). We have:
(2.44) res(C−∞] (∂X, V (σ−λ, ϕ))
Γ ∩ im(A)) = E](σ−λ, ϕ)⊕ S](σ−λ, ϕ) .
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The following is the crucial result needed in the proof of Lemma 2.8.44.
Lemma 2.8.43. The map
ext|E](σ−λ,ϕ) : E](σ−λ, ϕ)→ ext(E](σ−λ, ϕ))
is a topological isomorphism with continuous linear inverse res.
Proof. Let f ∈ E](σ−λ, ϕ). Then, (res ◦ ext)(f) = f by (2.21). Let now g ∈
ext(E](σ−λ, ϕ)). Then, there exists f ∈ E](σ−λ, ϕ) such that g = ext(f). Thus,
res(g) = f ∈ E](σ−λ, ϕ) and (ext ◦ res)(g) = ext(f) = g. Hence, ext ◦ res = Id on
ext(E](σ−λ, ϕ)). So,
ext|E](σ−λ,ϕ) : E](σ−λ, ϕ)→ ext(E](σ−λ, ϕ))
is a linear isomorphism and a homeomorphism with continuous linear inverse res
as res is continuous and linear and as ext is continuous and linear on E](σ−λ, ϕ)
by Theorem 5.10 of [BO00, p.103].
Let {s1, . . . , sn} be a basis of S](σ−λ, ϕ) (here n may depend on ]).
Choose fj ∈ C−∞] (∂X, V (σ−λ, ϕ))Γ ∩ im(A) such that sj = res(fj). For s =∑n
j=1 ajsj ∈ S](σ−λ, ϕ), set ı](s) =
∑n
j=1 ajfj. Then, ı] is a continuous linear
bijective map from S](σ−λ, ϕ) to ı](S](σ−λ, ϕ)) ⊂ C−∞] (∂X, V (σ−λ, ϕ))Γ ∩ im(A)
having res as continuous inverse.
Lemma 2.8.44. The maps
res|Ann(D2) : Ann(D2)→ C−∞(B, VB(σ−λ, ϕ))
and
res|AnnΩ(D2) : AnnΩ(D2)→ C∞(B, VB(σ−λ, ϕ))
are topological embeddings. It follows that
(1) res(C−∞(∂X, V (σ−λ, ϕ))Γ ∩ im(A)) is closed in C−∞(B, VB(σ−λ, ϕ)), and
that
(2) res(C−∞Ω (∂X, V (σ−λ, ϕ))
Γ ∩ im(A)) is closed in C∞(B, VB(σ−λ, ϕ)).
Proof. As
(
im(A) ∩ C−∞] (∂X, V (σ−λ, ϕ))Γ
)
/D2 ' Ann](D2), it remains to prove
the following:
The map res induces a topological isomorphism from Ann](D2) to
res
(
C−∞] (∂X, V (σ−λ, ϕ))
Γ ∩ im(A)) .
Let us prove this now. By (2.44), we have
res
(
C−∞] (∂X, V (σ−λ, ϕ))
Γ ∩ im(A)) = E](σ−λ, ϕ)⊕ S](σ−λ, ϕ) .
As the sum of two continuous linear maps between topological vector spaces is a
continuous linear map,
ext|E˜](σ−λ,ϕ) ⊕ ı] : res(C−∞] (∂X, V (σ−λ, ϕ))Γ ∩ im(A))→ W] ,
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where
W] := C
−∞(Λ, V (σ−λ, ϕ))Γ + C−∞] (∂X, V (σ−λ, ϕ))
Γ ∩ im(A) ,
is a continuous linear map when we equip the spaceW] with the subspace topology.
As Ann](D2) is a closed ﬁnite-codimensional subspace ofW] (this is a consequence
of Lemma 2.8.42), there is a continuous projection p] from W] to Ann](D2) by
Lemma A.1. It follows from this and Lemma 2.8.43 that
(2.45) p] ◦ (ext|E˜](σ−λ,ϕ) ⊕ ı])
is the continuous linear inverse map of res.
Proposition 2.8.45.
(1) The linear map
v +D2 ∈
(
im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ
)
/D2 7→ (v′ ∈ D1 7→ (v′, v)) ∈ D′1
is well-deﬁned and injective.
(2) For every linear functional T on Ann(D2) (resp. AnnΩ(D2)) that is contin-
uous with respect to the strong topology, there exists ψT ∈ C∞(B, VB(σλ, ϕ))
(resp. ψT ∈ C−∞(B, VB(σλ, ϕ))), depending on T , such that
T = (res(·), ψT )B .
(3) If v ∈ AnnΩ(D2) (resp. v ∈ Ann(D2)), then v = A(ext(ψT )), where T : g ∈
Ann(D2) 7→ (g, v) (resp. T : g ∈ AnnΩ(D2) 7→ (g, v)).
(4) The space Ann(D2) (resp. AnnΩ(D2)) is equal to D1,−∞ (resp. D1).
In particular, D1,−∞ (resp. D1) is closed in
im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ (resp. im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ) .
Thus, D1,−∞ is the closure of D1 in C−∞(∂X, V (σ−λ, ϕ))Γ.
Proof. Recall that ? is ∞ (or −∞, resp.) and that ] is ∅ (or Ω, resp.).
Let E be Ann(D2) (resp. AnnΩ(D2)) and let F be AnnΩ(D2) (resp. Ann(D2)).
(1) It follows from Theorem 2.8.29 that the map considered in (1) is well-deﬁned.
Let now v1, v2 ∈ (Vpi,−∞ ⊗ Vϕ)Γ be such that
(g, v1) = (g, v2)
for all g ∈ D1. Thus, v1 − v2 ∈ Ann(D1) = D2 by Lemma 2.8.37.
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(2) Let T : E → C be a continuous linear functional.
For φ = res(f) ∈ res(E), deﬁne T˜ (φ) = T (f). Since
res : E → res(E) ⊂ C−?(B, VB(σ−λ, ϕ))
is a topological embedding map by Lemma 2.8.44, this deﬁnes a continuous
linear functional from res(E) to C.
By the Hahn-Banach theorem, there exists ˜˜T a continuous linear func-
tional from C−?(B, VB(σ−λ, ϕ)) to C such that ˜˜T
∣∣∣
res(E)
= T˜ . Thus, ˜˜T ∈
C ?(B, VB(σ˜−λ, ϕ)). Hence, by using the canonical conjugate-linear isomor-
phism I : C ?(B, VB(σλ, ϕ))→ C ?(B, VB(σ˜λ, ϕ)), one gets
ψT ∈ C ?(B, VB(σλ, ϕ))
(depending on T ) such that
˜˜T (φ) = (φ, ψT )B (φ ∈ res(E)) .
So, for g ∈ E, we have
T (g) = T˜ (res(g)) = ˜˜T (res(g)) = (res(g), ψT )B .
(3) Let v and T be as above. Then, (v, v′) = (ψT , res(v′))B for all v′ ∈ E. Since
βv ∈ Ann(D2), this holds even for all v′ ∈ im(A) ∩ C−∞(∂X, V (σ−λ, ϕ))Γ
(resp. v′ ∈ im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ) by Lemma 2.8.42. By Theorem
2.8.29, there exists a real constant C 6= 0 such that
(v′, v) = (res(v′), ψT )B =
1
C
(v′, A(ext(ψT )))
for all v′ ∈ D1. Thus, 1CA(ext(ψT ))− v ∈ Ann(D1) = D2. But on the other
hand, 1
C
A(ext(ψT ))− v ∈ Ann(D2). Thus, v = 1CA(ext(ψT )).
(4) By Theorem 2.8.29, D1,−∞ is contained in Ann(D2) and D1 is contained in
AnnΩ(D2). Let v ∈ Ann(D2) (resp. AnnΩ(D2)). Then, (·, v) ∈ AnnΩ(D2)′
(resp. Ann(D2)
′).
It follows from (1) and (2) that there exist φ ∈ C−?(B, VB(σλ, ϕ)) and g ∈ D2
such that v = A(ext(φ)) + g. Then,
g = v − A(ext(φ)) ∈ D2 ∩ Ann(D2) = {0} .
So, Ann(D2) (resp. AnnΩ(D2)) is equal to D1,−∞ (resp. D1). In particular,
D1,−∞ (resp. D1) is closed in C−∞] (∂X, V (σ−λ, ϕ))
Γ. As moreover D1 is
dense in D1,−∞, the assertion follows.
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Corollary 2.8.46. The conjugate-linear strong dual D′1 (resp. (D1,−∞)
′) of D1
(resp. D1,−∞) is equal to D1,−∞ (resp. D1) as topological spaces.
Proof. It follows from Proposition 2.8.45 that D′1 is equal to D1,−∞ as a vector
space. Moreover, D1,−∞ → D′1, g 7→ (g, ·) is continuous.
Let T be a continuous linear functional on D1. For φ ∈ C∞(B, VB(σλ, ϕ)), set
ΨT (φ) = T
(
A(ext(φ))
)
.
Then, ΨT is a conjugate-linear functional on C
∞(B, VB(σλ, ϕ)).
Since C∞(B, VB(σλ, ϕ))′ is topologically isomorphic to C−∞(B, VB(σ−λ, ϕ)), we
can view ΨT as an element in C
−∞(B, VB(σ−λ, ϕ)). But it follows from Proposition
2.8.45 that ΨT ∈ res(D1,−∞). Set fT = res−1(ΨT ) ∈ D1,−∞. It follows from Lemma
2.8.44 that T 7→ fT is continuous. This map is by construction the inverse of the
above map. Thus, D′1 = D1,−∞ as topological spaces. One can show similarly that
(D1,−∞)′ = D1 as topological spaces.
Corollary 2.8.47. (Vpi,−∞ ⊗ Vϕ)ΓC is equal to im(A) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ as
topological spaces.
Proof. The corollary follows by the open mapping theorem as (Vpi,−∞⊗Vϕ)ΓC can be
continuously injected into ((Vpi,−∞⊗Vϕ)Γ)′ and as the latter space is topologically
isomorphic to D1⊕D2 = im(A)∩C−∞Ω (∂X, V (σ−λ, ϕ))Γ as topological spaces, by
Corollary 2.8.46 and the open mapping theorem.
Proposition 2.8.48. The conjugate-linear strong dual
(
(Vpi,−∞ ⊗ Vϕ)ΓC
)′
of
(Vpi,−∞ ⊗ Vϕ)ΓC is topologically isomorphic to (Vpi,−∞ ⊗ Vϕ)Γ.
Remark 2.8.49. It follows that (Vpi,−∞ ⊗ Vϕ)Γ is a DF-space.
Proof. By Lemma 2.8.42 and Proposition 2.8.45, (Vpi,−∞⊗Vϕ)ΓC = D1⊕D2 (topo-
logical direct sum). As D2 is ﬁnite-dimensional, the conjugate-linear strong dual
D′2 of D2 is topologically isomorphic to D2. By Corollary 2.8.46 combined with
Corollary 2.8.47, the conjugate-linear dual D′1 of D1 is topologically isomorphic to
D1,−∞ = A(C−∞(∂X, V (σλ, ϕ))Γ) .
The proposition follows now from Lemma A.1.
Proposition 2.8.50. The inclusions
(Vpi,−∞ ⊗ Vϕ)ΓC ⊂ (Vpi,−∞ ⊗ Vϕ)Γd ⊂ (Vpi,−∞ ⊗ Vϕ)Γ ⊂ Vpi,−∞ ⊗ Vϕ
are continuous injections.
Proof. By Lemma 2.4.6, it remains to show that
(Vpi,−∞ ⊗ Vϕ)Γd ↪→ (Vpi,−∞ ⊗ Vϕ)Γ
is continuous. This follows from Proposition 2.8.48 and the fact that dual map is
continuous (see Lemma A.4).
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Theorem 2.8.51. We have the following topological direct sums
(Vpi,−∞ ⊗ Vϕ)Γ = A(C−∞(∂X, V (σλ, ϕ))Γ)⊕ (C−∞(Λ, V (σ−λ, ϕ))Γ ∩ im(A))
and
(Vpi,−∞ ⊗ Vϕ)ΓC = C−∞Ω (∂X, V (σ−λ, ϕ))Γ ∩ im(A)
= A(C−∞Ω (∂X, V (σλ, ϕ))
Γ)⊕ (C−∞(Λ, V (σ−λ, ϕ))Γ ∩ im(A)) .
Remark 2.8.52.
(1) The space A(C−∞Ω (∂X, V (σλ, ϕ))
Γ) is inﬁnite-dimensional by Lemma 9.6 of
[BO00, p.139] combined with Lemma 6.6 of [BO00, p.114] and it is con-
tained in C−∞Ω (∂X, V (σ−λ, ϕ))
Γ. Thus, (Vpi,−∞⊗Vϕ)ΓC is inﬁnite-dimensional.
Hence, Npi′ is also inﬁnite-dimensional  a result that was already proven
by M. Olbrich and U. Bunke (see Proposition 9.8 of [BO00, p.141]).
(2) By Theorem 4.7 of [BO00, p.93], C−∞(Λ, V (σµ, ϕ))Γ = {0} for Re(µ) > δΓ.
Hence, C−∞(Λ, V (σ−λ, ϕ))Γ ∩ im(A) = {0} for λ ∈ (0,−δΓ).
(3) The above decompositions depends on the choice of the principal series in
which the discrete series is embedded into (choice of σ ∈ Mˆ).
Proof. By Corollary 2.8.39, we have
(Vpi,−∞ ⊗ Vϕ)ΓC ⊂
dense
Npi′ = (Vpi,−∞ ⊗ Vϕ)Γd ⊂ C−∞(∂X, V (σ−λ, ϕ))Γ .
The theorem follows now directly from Lemma 2.8.42, Proposition 2.8.45 and
Corollary 2.8.47.
Let (pi, Vpi) be an admissible representation of G of ﬁnite length on a reﬂexive
Banach space. Recall that for f ∈ Cc(G) and v ∈ Vpi, we deﬁned
(2.46) pi(f)v =
∫
G
f(g)pi(g)v dg ∈ Vpi
(cf. Deﬁnition 2.8.16). Let f ∈ C∞c (G) and v ∈ Vpi,−∞. Then, pi(f)v ∈ Vpi,∞ (see,
e.g., [Dij09, p.136]).
If V is a complex vector space, then we denote by V¯ the vector space having the
same elements and the same additive group structure as V but which is equipped
with the following scalar multiplication:
λ ·
¯
v := λ¯
¯
v
for all λ ∈ C and
¯
v ∈ V¯ . Let ·¯ : V → V¯, v 7→
¯
v be the natural isomorphism
between these two vector spaces.
For φ ∈ Vp¯i′,−∞, f ∈ C (G) and v ∈ Vpi,∞, set
(2.47) (φ, pi(f)v) = (cφ,
¯
v, f)G .
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Here, (·, ·)G denotes the pairing between C ′(G) and C (G). The right-hand side is
well-deﬁned as cφ,
¯
v ∈ C ′(G) by Lemma 8.4 of [BO00, p.130]. By Lemma 8.5 of
[BO00, p.131], the matrix coeﬃcient map
φ ∈ Vp¯i′,−∞ 7→ cφ,
¯
v ∈ C ′(G)
is continuous. Thus,
(·, pi(f)v) := (c·,
¯
v, f)G
is a continuous functional on Vp¯i′,−∞. If f ∈ C∞c (G) and φ ∈ Vp¯i′,∞, then
(cφ,
¯
v, f)G =
∫
G
cφ,
¯
v(g)f(g) dg =
∫
G
∫
K
〈φ(k), p¯i(g)
¯
v〉 dk f(g) dg .
By Fubini's theorem, this is again equal to∫
K
〈φ(k),
∫
G
f(g)pi(g)v dg〉 dk = (φ, pi(f)v) .
Since (c·,
¯
v, f)G and (·, pi(f)v) are continuous functionals on Vp¯i′,−∞, this holds also
for every φ ∈ Vp¯i′,−∞. So, (2.46) is compatible with (2.47).
As (F, ·)G (F ∈ C ′(G) ﬁxed) is a continuous functional on C (G, Vϕ), (φ, pi(f)v)
depends continuously on f when φ and v are ﬁxed. So, if (fj)j is a sequence in
C∞c (G) converging to f , then pi(fj)v converges to pi(f)v in Vpi,−∞.
For f ∈ C (G) and v ∈ Vpi,∞ ⊗ Vϕ, we set pi(f)v = (pi(f)⊗ Id)v.
Let us give now a formula for the projection of a Schwartz function onto D1 ⊗
Vpi′(γ).
Lemma 2.8.53. Let f be a Schwartz vector and let v ∈ Vpi′,K be of norm 1. Then,
res(f) is up to a constant equal to
pi∗(pi′(χcf,v)v) ∈ C∞(B, VB(σ−λ, ϕ)) .
Proof. Let v ∈ Vpi′,K be of norm 1.
For φ ∈ C∞(B, VB(σλ, ϕ)) and a Schwartz vector f , we have
(2.48) C(φ, res(f))B = (A(ext(φ)), f) =
∫
Γ\G
cq(ext(φ)),v(g)cf,v(g) dg
=
∫
G
cext(φ),v(g)χ(gK)cf,v(g) dg .
Since χcf,v ∈ C (G, Vϕ) by Lemma 2.9.26, C∞c (G, Vϕ) is dense in C (G, Vϕ) by
Proposition 2.3.21, there is a sequence (Fj)j in C
∞
c (G, Vϕ) converging to χcf,v in
C (G, Vϕ). Thus, (2.48) is again equal to
lim
j→∞
∫
G
cext(φ),v(g)Fj(g) dg = lim
j→∞
∫
G
∫
B
〈φ(x), pi∗(pi′(g)v)(x)〉Fj(g) dg
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by Theorem 2.8.29. Let F ∈ C∞c (G, Vϕ). Then, pi′(F )v is well-deﬁned, belongs to
Vpi′,∞⊗Vϕ and g ∈ G 7→ F (g)pi′(g)v is integrable. Thus, pi∗(pi′(F )v) is well-deﬁned
and belongs to C∞(B, VB(σ−λ, ϕ)). Moreover, the above integral is again equal to
lim
j→∞
∫
B
∫
G
〈φ(x), pi∗(Fj(g)pi′(g)v)(x)〉 dg = lim
j→∞
(φ, pi∗(pi′(Fj)v))B
by Fubini's theorem. Since (φ, ·)B is continuous on C−∞(B, VB(σ−λ, ϕ)), since
pi′(Fj)v converges to pi′(χcf,v)v in Vpi,−∞ ⊗ Vϕ and since pi∗ is continuous on
C−∞(∂X, V (σ−λ, ϕ)) (ext is continuous by Theorem 5.10 of [BO00, p.103]), this
is again equal to
(φ, pi∗(pi′(χcf,v)v)(x))B .
So, C res(f) = pi∗(pi′(χcf,v)v) ∈ C∞(B, VB(σ−λ, ϕ)).
Corollary 2.8.54. Let {vi} be an orthonormal basis of Vpi′(γ), let f ∈ C (Γ\G,ϕ)
and let φi =
1
C
pi∗(piσ,−λ(χf¯)vi). Let pD1⊗Vpi′ (γ) be the projection onto D1 ⊗ Vpi′(γ)
provided by Theorem 2.8.51. Then, pD1⊗Vpi′ (γ)
(Fpi′(f)) is equal to∑
i
(res|D1)−1(φi)⊗ vi .
Remark 2.8.55.
(1) When λ > δΓ, then the above formula is quite explicit as pi∗ is then also
deﬁned without meromorphic extension.
(2) Since ext is regular at µ = λ by Lemma 2.8.26, pi∗ is regular at µ = −λ.
(3) As we have seen, one can construct (res|D1)−1 with the help of ext, see (2.45)
in the proof of Lemma 2.8.44 (p.78).
Proof. Let {vi} be an orthonormal basis of Vpi′(γ), let f ∈ C (Γ\G,ϕ) and let
φi =
1
C
pi∗(pi′(χf¯)vi). Then, it follows from the proof of the previous lemma that
pD1⊗Vpi′ (γ)
(Fpi′(f)) is equal to ∑i(res|D1)−1(φi)⊗ vi.
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2.8.5 Topological decomposition of C (Γ\G,ϕ)ds(γ) and of C ′(Γ\G,ϕ)ds(γ)
For γ ∈ Kˆ, set
C (Γ\G,ϕ)ds(γ) = C (Γ\G,ϕ)(γ) ∩ L2(Γ\G,ϕ)ds
and
C ′(Γ\G,ϕ)ds(γ) = (C (Γ\G,ϕ) ∩ L2(Γ\G,ϕ)ds)′(γ) .
Proposition 2.8.56. Let γ ∈ Kˆ. Then, cpi
(Fpi(C (Γ\G,ϕ)(γ))) is equal to
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)} ∩ C (Γ\G,ϕ)
= span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC , v ∈ Vpi(γ)} .
Moreover, we have
(2.49) C (Γ\G,ϕ)ds(γ)
=
⊕
pi∈Gˆ : (Vpi′,−∞⊗Vϕ)Γd 6={0}
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC , v ∈ Vpi(γ)}
(ﬁnite topological direct sum).
Proof. Let
Spi = cpi((Vpi,−∞ ⊗ Vϕ)Γd ⊗ Vpi(γ)) .
This space is closed in L2(Γ\G,ϕ) by Lemma 2.5.6.
Set S˜pi = Spi ∩ C (Γ\G,ϕ) (closed in C (Γ\G,ϕ) by Lemma A.2).
Let pSpi denote the orthogonal projection of L
2(Γ\G,ϕ) onto Spi. Then, pSpi(g) ∈
C (Γ\G,ϕ) for all g ∈ C (Γ\G,ϕ), pSpi = cpi ◦ Fpi on L2(Γ\G,ϕ)(γ) and
pSpi(C (Γ\G,ϕ)(γ)) = S˜pi = span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC , v ∈ Vpi(γ)}
by Proposition 2.8.32. The ﬁrst part follows now from the above combined with
the following fact:
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)} ∩ L2(Γ\G,ϕ)
= span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γd , v ∈ Vpi(γ)} .
Indeed, one can easily show this by using an orthonormal basis of Vpi(γ) and by
using the natural topological isomorphism between (Vpi′,−∞⊗Vϕ)Γd and ((Vpi′,−∞⊗
Vϕ)
Γ
d )
′ (compare with the proof of Proposition 2.8.32).
As for a ﬁxed K-type only ﬁnitely many terms are nonzero in the above di-
rect sum, (2.49) follows by Proposition 2.3.11 and Lemma A.3 applied to H =
L2(Γ\G,ϕ)ds(γ).
Lemma 2.8.57. Let V be a closed subspace of C (Γ\G,ϕ) and let V1, . . . , Vd
(d ∈ N) be closed vector subspaces of V such that V = ⊕dj=1 Vj is a (topological)
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orthogonal direct sum decomposition. Let V¯j be the closure of Vj in C ′(Γ\G,ϕ).
Then,
V ′ =
d⊕
j=1
V¯j
(topological direct sum). Moreover, the space Vi, viewed as a subspace of V
′
i , is
dense in V ′i and V¯i (i ∈ {1, . . . , d}) is topologically isomorphic to V ′i . Hence, V¯i is
a DF-space if V is a Fréchet space.
Proof. Since C (Γ\G,ϕ) is dense in C ′(Γ\G,ϕ), V is also dense in V ′. Indeed, this
follows by the arguments below applied to
C (Γ\G,ϕ) = V︸︷︷︸
=:V1
⊕ (V ⊥ ∩ C (Γ\G,ϕ))︸ ︷︷ ︸
=:V2
(topological orthogonal direct sum by Lemma A.2).
As V =
⊕d
j=1 Vj is a topological direct sum,
V ′ = V¯ = V¯1 + · · ·+ V¯d .
Assume now that f ∈ V¯k ∩ V¯l (k 6= l). Then, there exist f (k)j ∈ Vk converging
to f and f
(l)
j ∈ Vl converging to f , too. Let v ∈
⊕
j 6=k Vj. Then, (f, v) =
limj→∞(f
(k)
j , v) = 0. So, f ∈ Ann
(⊕
j 6=k Vj
)
. Using the other sequence, one shows
that f belongs also to the annihilator of Vk. Thus, f ∈ Ann(V ). Hence, f = 0.
The ﬁrst part follows.
Let ιj : V
′
j → V ′ be the natural topological embeddings. It follows from Lemma
A.5 that V ′ =
⊕d
j=1 ιj(V
′
j ) (topological direct sum). Thus, V¯i = ιi(V
′
i ) ' V ′i and
Vi, viewed as a subspace of V
′
i , is dense in V
′
i . Hence, V¯i is a DF-space if V is a
Fréchet space.
Proposition 2.8.58. Let γ ∈ Kˆ. Then, the space
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)}
is closed in C ′(Γ\G,ϕ) and topologically isomorphic to (Vpi′,−∞ ⊗ Vϕ)Γ ⊗ Vpi(γ).
Moreover, we have
(2.50) C ′(Γ\G,ϕ)ds(γ)
=
⊕
pi∈Gˆ : (Vpi′,−∞⊗Vϕ)Γd 6={0}
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)}
(topological direct sum).
Proof. By Proposition 2.8.48, Lemma 2.8.19 and as cpi is injective, we have
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)}(2.51)
'(Vpi′,−∞ ⊗ Vϕ)Γ ⊗ Vpi(γ) '
(
(Vpi′,−∞ ⊗ Vϕ)ΓC ⊗ Vpi(γ)
)′
'({cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)ΓC , v ∈ Vpi(γ)})′
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as vector spaces. It follows from Proposition 2.8.34 that {cpi(f⊗v) | f ∈ (Vpi′,−∞⊗
Vϕ)
Γ
C , v ∈ Vpi(γ)} is dense in {cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)}. Thus,
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)} is closed and (2.50) holds by
Proposition 2.8.56 and Lemma 2.8.57. Moreover,
span{cpi(f ⊗ v) | f ∈ (Vpi′,−∞ ⊗ Vϕ)Γ, v ∈ Vpi(γ)}
is a DF-space when we equip the space with the subspace topology. It follows now
from the open mapping theorem that the isomorphisms in (2.51) are topological.
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2.8.6 Equivalent topologies
We ﬁnish our investigations on the discrete series representations by determining
an equivalent topology on the space of invariant distribution vectors, respectively
on the space of Schwartz vectors.
Lemma 2.8.59. Let 0 6= v ∈ Vpi′,K. Then, the subspace topology on (Vpi,−∞⊗Vϕ)Γ
is the coarsest topology such that the map
f ∈ (Vpi,−∞ ⊗ Vϕ)Γ 7→ cf,v ∈ C ′(Γ\G,ϕ)
is continuous.
Proof. Denote the subspace topology on (Vpi,−∞ ⊗ Vϕ)Γ by τ1 and the coarsest
topology such that the above map is continuous by τ2.
Similarly as for Vpi(γ) in the proof of Proposition 2.8.58, one can show that {cf,v |
f ∈ (Vpi,−∞ ⊗ Vϕ)Γ} is closed and a DF-space when we equip the space with the
subspace topology. So, (Vpi,−∞ ⊗ Vϕ)Γ is topologically isomorphic to {cf,v | f ∈
(Vpi,−∞ ⊗ Vϕ)Γ} for any 0 6= v ∈ Vpi′,K by the open mapping theorem.
It follows that (Vpi,−∞ ⊗ Vϕ)Γ, equipped with the topology τ2, is topologically
isomorphic to {cf,v | f ∈ (Vpi,−∞ ⊗ Vϕ)Γ}. But (Vpi,−∞ ⊗ Vϕ)Γ, equipped with the
topology τ1, is also topologically isomorphic to {cf,v | f ∈ (Vpi,−∞ ⊗ Vϕ)Γ}. The
lemma follows.
Corollary 2.8.60. The topology on (Vpi,−∞ ⊗ Vϕ)Γ is the coarsest topology such
that the map
f ∈ (Vpi,−∞ ⊗ Vϕ)Γ 7→ (f, ·) ∈
(
(Vpi,−∞ ⊗ Vϕ)ΓC
)′
is continuous.
Proof. The corollary follows from Proposition 2.8.56, Lemma 2.8.59 and the fact
that
C (Γ\G,ϕ)(γ) = C (Γ\G,ϕ)ds(γ)⊕ (C (Γ\G,ϕ) ∩ L2(Γ\G,ϕ)ds(γ)⊥)
(topological direct sum), by Proposition 2.8.32 and by Lemma A.2.
Corollary 2.8.61. The topology on (Vpi,−∞ ⊗ Vϕ)ΓC is the coarsest topology such
that the map
f ∈ (Vpi,−∞ ⊗ Vϕ)ΓC 7→ (f, ·) ∈
(
(Vpi,−∞ ⊗ Vϕ)Γ
)′
is continuous.
Proof. The corollary follows from Proposition 2.8.58 and the fact that
C ′(Γ\G,ϕ)(γ) = C ′(Γ\G,ϕ)ds(γ)⊕ (C (Γ\G,ϕ) ∩ L2(Γ\G,ϕ)⊥ds)′(γ)
(topological direct sum), by the proof of Corollary 2.8.60 and by Lemma A.5.
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2.8.7 Decomposition of the Schwartz space
Proposition 2.8.62. Fix γ ∈ Kˆ. Then,
C (Γ\G,ϕ)(γ) = L2(Γ\G,ϕ)ds(γ) ∩ ◦C (Γ\G,ϕ)⊕ L2(Γ\G,ϕ)U(γ)
⊕ L2(Γ\G,ϕ)res(γ)⊕ L2(Γ\G,ϕ)ac(γ) ∩ C (Γ\G,ϕ)
(topological direct sum).
Remark 2.8.63. We have for the appearing spaces a precise description except
for L2(Γ\G,ϕ)ac(γ) ∩ C (Γ\G,ϕ). The space L2(Γ\G,ϕ)ds(γ) ∩ ◦C (Γ\G,ϕ) is
described in Proposition 2.8.56. The spaces L2(Γ\G,ϕ)U and L2(Γ\G,ϕ)res are
described in [BO00].
Proof. Fix γ ∈ Kˆ. Note ﬁrst that the right-hand side is contained in the left-hand
side. Let now f ∈ C (Γ\G,ϕ)(γ). By the Plancherel decomposition (see (2.15) on
p.39), we can write
f = f1 + f2 + f3 + f4
with f1 ∈ L2(Γ\G,ϕ)ds(γ), f2 ∈ L2(Γ\G,ϕ)U(γ), f3 ∈ L2(Γ\G,ϕ)res(γ) and
f4 ∈ L2(Γ\G,ϕ)ac(γ). By Proposition 2.8.32 and by Proposition 2.7.10, f1 and f2
belong to ◦C (Γ\G,ϕ). As f3 ∈ C (Γ\G,ϕ) by Lemma 2.7.1,
f4 = f − f1 − f2 − f3 ∈ C (Γ\G,ϕ) .
The proposition follows now from Lemma A.3.
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2.9 The dual transform, Eisenstein series, Eisenstein inte-
grals and wave packets
2.9.1 The dual transform
In this section we deﬁne the dual transform and we show how it is related to the
constant term. This allows us then to show that
◦C (Γ\G,ϕ)(τ) ∩ C (Γ\G,ϕ) = ◦C (Γ\G,ϕ)(τ)
for every τ ∈ Kˆ (cf. Theorem 2.9.21).
Lemma 2.9.1. The set {k ∈ K | gk ∈ G(Ω)} is open and dense in K.
Proof. Let g ∈ G. Then, S := {k ∈ K | gk ∈ G(Ω)} = K ∩ g−1G(Ω) is open in
K. Let k ∈ K. Since G(Ω) is dense in G, there is a sequence (hj)j in G(Ω) such
that hj converges to gk.
Thus, g−1hj converges to k. Hence, κ(g−1hj) converges to k, too. Since
gκ(g−1hj)P = hjP ∈ Ω ,
gκ(g−1hj) ∈ G(Ω). So, κ(g−1hj) ∈ S. The lemma follows.
Let τ ∈ Kˆ. Let us denote the space of functions φ ∈ C∞(Γ\G(Ω)/N ×N\G, Vτ ⊗
Vϕ) which satisfy
φ(γgma, a−1m−1hk) = a−2ρτ(k)−1 ⊗ ϕ(γ)φ(g, h)
(γ ∈ Γ, g ∈ G(Ω), m ∈ M , a ∈ A, h ∈ G, k ∈ K) and which are compactly
supported modulo the A-equivariance by C∞c (Γ\G(Ω)/N ×MAN\G/K, VH(τ, ϕ)).
Set H = Γ\G(Ω)/N ×MA N\G/K. For φ ∈ C∞c (H, VH(τ, ϕ)) and g ∈ G, set
R∗φ(g) =
∫
{k∈K | gk∈G(Ω)}
φ(gk, k−1) dk .
Then, R∗φ(gh) = τ(h)−1R∗φ(g) for all g ∈ G and h ∈ K.
For measurable functions φ, ψ from H to VH(τ, ϕ) (such functions are deﬁned
analogously as above), deﬁne
(φ, ψ) =
∫
Γ\G(Ω)/MN
(φ(g, e), ψ(g, e)) dg ,
where Γ\G(Ω)/MN is equipped with its invariant volume form, whenever the
integral exists.
Lemma 2.9.2.
(1) R∗φ is well-deﬁned and belongs to C∞(Y, VY (τ, ϕ)).
(2) Let f ∈ C∞c (Y, VY (τ, ϕ)). Then,
(φ, fΩ) = (R∗φ, f) .
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Proof. Let f be as above. Then,
(φ, fΩ) =
∫
Γ\G(Ω)/MN
(φ(g, e),
∫
N
f(gn) dn) dg .
Since Γ\G(Ω)/M ﬁbers over Γ\G(Ω)/MN , this is again equal to∫
Γ\G(Ω)/M
(φ(g, e), f(g)) dg .
Since Γ\G(Ω)/M ﬁbers over Γ\G/K with ﬁber {k ∈ K | gk ∈ G(Ω)}, this yields∫
Γ\G/K
∫
{k∈K | gk∈G(Ω)}
(φ(gk, e), τ(k)−1f(g)) dk dg
=
∫
Γ\G/K
(
∫
{k∈K | gk∈G(Ω)}
φ(gk, k−1) dk, f(g)) dg = (R∗φ, f) .
As
∫
Γ\G(Ω)/M |(φ(g, e), f(g))| dg is clearly ﬁnite for all f ∈ C∞c (Y, VY (τ, ϕ)),
k ∈ {h ∈ K | gh ∈ G(Ω)} 7→ φ(gk, k−1)
is integrable for almost all g ∈ G, by Fubini's theorem and the above computations.
It follows by the theorem about diﬀerentiation of parameter dependent integrals
that R∗φ(g) is well-deﬁned for all g ∈ G and that R∗φ ∈ C∞(Y, VY (τ, ϕ)).
Let σ be a ﬁnite-dimensional representation of M . Deﬁne σMN(mn) = σ(m).
We denote Vσ endowed with this action by VσMN . Set VMN(σ) = G ×MN VσMN ,
VMN(σ, ϕ) = VMN(σ)⊗ Vϕ (carrying the tensor product action of Γ) and
VB′(σ, ϕ) = Γ\ VMN(σ, ϕ)|G(Ω)/MN
(bundle on B′ := Γ\G(Ω)/MN). Then, C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)) is equal to
{φ ∈ C∞c (Γ\G(Ω)/N, Vσ ⊗ Vϕ) |
φ(γgm) = (σ(m)−1 ⊗ ϕ(γ))φ(g) ∀γ ∈ Γ, g ∈ G(Ω), m ∈M} .
Let T ∈ HomM(Vσ, Vτ ) (σ ∈ Mˆ , τ ∈ Kˆ) and let φ ∈ C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)).
For g ∈ G(Ω), n ∈ N , a ∈ A and k ∈ K, deﬁne
F (g, nak) = a2ρτ(k)−1Tφ(ga) .
Then, F is well-deﬁned and belongs to F ∈ C∞c (H, VH(τ, ϕ)).
By abuse of notation, we denote F also by Tφ.
Let e 6= n¯ ∈ N¯ . Write n¯ ∈ N¯ as n¯ = exp(X + Y ) (X ∈ g−α, Y ∈ g−2α).
By Proposition 2.1.7, aB(wn¯) =
√
1
4
|X|4 + 2|Y |2 =
√
|X|4+8|Y |2
2
. Let ε > 0. Then,
aB(wn¯)  a(n¯)
for all n¯ ∈ N¯ such that | log n¯| > ε by Corollary 2.1.9.
For t > 0, set at = exp(log(t)Hα).
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Lemma 2.9.3.
(1) Let e 6= n¯ ∈ N¯ and a ∈ A. Then,
aa(n¯a
−1
2 )−1 6 aB(wn¯)−1 .
(2) Let r > 0, R > 0 and let ε > 0. Then, there is a constant c > 0 (depending
on R and ε) such that
|ara(n¯a−
1
2 )−r − aB(wn¯)−r| 6 c
a
· a(n¯)−r−1
for all r ∈ [0, R], a ∈ A¯+ and n¯ ∈ N¯ such that | log n¯| > ε.
(3) Let r > 0, R > 0 and let ε > 0. Then, there is a constant c > 0 (depending
on r and ε) such that
|a(naw)−r − aB(naw)−r| 6 c
a2(r+1)
· a(nw)−r−1
for all r ∈ [0, R], a ∈ A¯+ and n ∈ N such that | log n| > ε.
Proof. Let e 6= n¯ ∈ N¯ and t > 0. By Proposition 2.1.7 (we use the notation
preceding the lemma),
ata(n¯
a
−1
2
t )−1 =
t√
(1 + t
2
|X|2)2 + 2t2|Y |2
=
1√
(1
t
+ 1
2
|X|2)2 + 2|Y |2
.
Thus, the ﬁrst assertion holds.
Let r > 0, t > 0 and let e 6= n¯ ∈ N¯ . Since
ara(n¯a
−1
2 )−r
aB(wn¯)−r
− 1 =
(
1
4
|X|4 + 2|Y |2) r2(
(1
t
+ 1
2
|X|2)2 + 2|Y |2) r2 − 1
=
aB(wn¯)
r(
1
t2
+ 1
t
|X|2 + aB(wn¯)2
) r
2
− 1 = 1(
( 1
t2
+ 1
t
|X|2)aB(wn¯)−2 + 1
) r
2
− 1 .
Let t > 1 and let n¯ ∈ N¯ be such that | log n¯| > ε. Then,
( 1
t2
+ 1
t
|X|2)aB(wn¯)−2 6 1
t
· 1 + |X|
2
aB(wn¯)2
is uniformly bounded by a constant C > 0. As s ∈ (−1,∞) 7→ 1
(s+1)
r
2
− 1 is
analytic, there are coeﬃcients ak(r) such that
1
(s+ 1)
r
2
− 1 =
∞∑
k=0
ak(r)s
k .
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As the function vanishes at s = 0, a0(r) = 0. Hence,
1
s
| 1
(s+1)
r
2
− 1| is uniformly
bounded when s varies in (0, C]. Moreover,
0 6 1
s
(
1− 1
(s+ 1)
r1
2
)
6 1
s
(
1− 1
(s+ 1)
r2
2
)
for all s ∈ (0,∞) and all 0 6 r1 6 r2. Let R > 0. Then, the above estimate is
also uniform when r varies in [0, R]. So,
|ara(n¯a
−1
2 )−r
aB(wn¯)−r
− 1| ≺ ( 1
t2
+ 1
t
|X|2)aB(wn¯)−2 ≺ 1taB(wn¯)−1
for r ∈ [0, R], t > 1 and n¯ ∈ N¯ such that | log n¯| > ε. The second assertion follows.
We have
a(naw)−r − aB(naw)−r = a(naw)−r − a−raB(na
1
2w)−r
= a−r
(
ara((wna
1
2w)a
− 12 )−r − aB(w(wna
1
2w))−r
)
.
It follows from the previous assertion that there is c > 0, depending only on R,
such that this is again less or equal than
c a−r
a
· aB(na
1
2w)−r−1 6 c
a2(r+1)
· aB(nw)−r−1
for all r ∈ [0, R], a ∈ A¯+ and n ∈ N such that | log n| > ε. The third assertion
follows.
Let N0A0K0 be the standard Iwasawa decomposition of SU(1, 2). Write g =
κ0(g)a0(g)n0(g) (g ∈ SU(1, 2)) with κ0(g) ∈ K0, a0(g) ∈ A0 and n0(g) ∈ N0. Set
w0 =
1 0 00 −1 0
0 0 −1
 ∈ K0 ∩ SO(1, 2)0 .
Let N10 = {nv,0 | v ∈ R} and N20 = {n0,r | r ∈ R} (we use here the notations of
Appendix B).
Lemma 2.9.4.
(1) Let X1 ∈ gα be nonzero. Then, there is a Lie group homomorphism
Φ: Spin(1, 2)→ G
respecting the Iwasawa decompositions such that exp(X1) ∈ im Φ.
(2) Assume that g2α 6= {0}. Let X1 ∈ gα and X2 ∈ g2α be nonzero. Then, there
is a Lie group homomorphism Φ: SU(1, 2) → G respecting the Iwasawa
decompositions such that exp(X1) ∈ Φ(N10 ), exp(X2) ∈ Φ(N20 ).
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Remark 2.9.5. Let Φ be as above. Then, a standard representative of the Weyl
element of Spin(1, 2) (resp. SU(1, 2)) provides a representative w ∈ K of the Weyl
element of G satisfying w2 ∈ Z(G) and w4 = e when Φ is provided by the ﬁrst
assertion (resp. w2 = e when Φ is provided by the second assertion).
Proof. Assume that g2α 6= {0}. Let X1 ∈ gα and X2 ∈ g2α be nonzero. Let θ0 be
the Cartan involution on su(1, 2) associated to Lie(K0). It follows from Theorem
3.1, Chapter IX, of [Hel78, p.409] (SU(2, 1)-reduction) and Lemma 3.7, Chapter
IX, of [Hel78, p.413] that the Lie subalgebra g∗ ⊂ g generated by X1, X2, θ(X1),
θ(X2) is isomorphic to su(1, 2) via a map φ preserving Iwasawa decompositions
(compare with the proof of Theorem 3.6.30). Let G∗ be the analytic subgroup of
G with Lie algebra g∗. Since G∗ ⊂ G is linear, there is a Lie group homomorphism
Φ: SU(1, 2)→ G
respecting the Iwasawa decompositions such that exp(X1) ∈ Φ(N10 ), exp(X2) ∈
Φ(N20 ). The ﬁrst assertion is proven similarly. One may use that Spin(1, 2) is
isomorphic to SL(2,R).
Let us continue with some preparations for Proposition 2.9.13.
Lemma 2.9.6. Let G = SU(1, 2). Let n ∈ N0. Then, lima→∞ κ0(naw0) exists and
belongs to M0 := ZK0(A0). Moreover,
(0,∞)× (N0 r {e})→ K0, (u, n) 7→ κ0(na 1uw0)
extends analytically to R× (N0 r {e}).
Proof. Let G = SU(1, 2). Let e 6= nv,r ∈ N0. Direct computation shows that
κ0(nv,rw0) =

v2+1+2ir√
(v2+1)2+4r2
0 0
0 v
2−1+2ir√
(v2+1)2+4r2
− 2v
v2+1+2ir
0 2v√
(v2+1)2+4r2
v2−1−2ir
v2+1+2ir
 ∈ K0 .
Thus,
κ0(n
a 1
u
v,rw0) =

v2+u2+2ir√
(v2+u2)2+4r2
0 0
0 v
2−u2+2ir√
(v2+u2)2+4r2
− 2uv
v2+u2+2ir
0 2uv√
(v2+u2)2+4r2
v2−u2−2ir
v2+u2+2ir

(here na := ana−1) and
lim
a→∞
κ0(n
a
v,rw0) = lim
u→0+
κ0(n
a 1
u
v,rw0) =

v2+2ir√
v4+4r2
0 0
0 v
2+2ir√
v4+4r2
0
0 0 v
2−2ir
v2+2ir
 ∈M0 .
Remark: This matrix is equal to the identity when r = 0.
The lemma follows.
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Set
N1 = {nx :=
(
1 x
0 1
)
| x ∈ R}, A1 = {at :=
(√
t 0
0 1√
t
)
| t > 0}
and
K1 =
{( cosϕ sinϕ
− sinϕ cosϕ
)
| ϕ ∈ [0, 2pi]} .
Then, N1A1K1 is an Iwasawa decomposition of SL(2,R). This induces an Iwasawa
decomposition N2A2K2 of Spin(1, 2).
Put w1 =
(
0 1
−1 0
)
∈ K1.
Lemma 2.9.7. Let G = SL(2,R) ' Spin(1, 2). Let n ∈ N1. Then, lima→∞ κ(naw1)
exists and belongs to M1 := ZK1(A1). Moreover,
(0,∞)× (N1 r {e})→ K1, (u, n) 7→ κ(na 1uw1)
extends analytically to R× (N1 r {e}).
Proof. Let G = SL(2,R). Direct computation shows that
κ(nxw1) =
(
− x√
x2+1
1√
x2+1
− 1√
x2+1
− x√
x2+1
)
∈ K1 .
Thus,
κ(n
a 1
u
x w0) =
(
− x√
x2+u2
u√
x2+u2
− u√
x2+u2
− x√
x2+u2
)
and
lim
a→∞
κ(naxw1) = lim
u→0+
κ(n
a 1
u
x w1) =
(−1 0
0 −1
)
∈M1 .
The lemma follows.
Let X1 ∈ gα be nonzero and let X2 ∈ g2α. If g2α is nonzero, then we choose also
X2 6= 0. Let H = Spin(1, 2) ' SL(2,R) if X2 = 0 and let H = SU(1, 2) otherwise.
Let Φ: H → G the Lie group homomorphism provided by Lemma 2.9.4. Let
N ′ = Φ(N2 ∩H) if H = Spin(1, 2) and let N ′ = Φ(N0 ∩H) if H = SU(1, 2).
Lemma 2.9.8. We have ⋃
m∈M
mN ′m−1 = N .
Proof. If X = OH2, then gα = O and g2α = Im(O) and M = Spin(7).
By Lemma 8.8 of [Wol75, p.30], (Ad|M ,O) is isomorphic to the real 8-dimensional
spin representation ∆ and (Ad|M , Im(O)) is isomorphic to the standard represen-
tation on R7.
By Corollary 5.4 of [Ada96, p.32], M = Spin(7) acts transitively on
{X + Y | X ∈ gα, Y ∈ g2α : |X| = |Y | = 1} .
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Let r1 > 0 and r2 > 0. By the proof of the mentioned corollary, M acts also
transitively on
{X + Y | X ∈ gα, Y ∈ g2α : |X| = r1, |Y | = r2} .
Thus, ⋃
m∈M
Ad(m)n′ = n ,
where n′ = Lie(N ′). The lemma follows in the exceptional case.
If X 6= OH2, then we may assume that G is equal to SO(1, n)0 (resp. SU(1, n),
Sp(1, n)) for some n > 2. Indeed, let Ψ: G˜ → G be a covering of G. Then,
Ψ∗ = Id and G˜ = NAK˜ as N and A are simply connected. Moreover,
Ad(m)X = Ψ∗(Ad(m)X) = Ad(Ψ(m))Ψ∗(X) = Ad(Ψ(m))(X)
for all m ∈ M˜ and X ∈ n.
Let F = R (resp. F = C, F = H). If F = R, then
mAnvm
−1
A = nAv
for all A ∈ SO(n−1) and v ∈ Rn−1, by (B.3) of Appendix B. Thus,M = SO(n−1)
acts transitively on spheres of n = Rn−1 in this case.
Let us consider now the two other cases: For all v ∈ Fn−1, r ∈ Im(F) (Im(C) = iR
by convention), A ∈ SU(n− 1) (resp. Sp(n− 1)), q ∈ SU(1) (resp. q ∈ Sp(1)),
mA,qnv,rm
−1
A,q = nAvq¯,qrq¯ = nAvq¯,qrq−1 = nAvq¯,Ad(q)r
by (B.2) of Appendix B. For R > 0, set S1(0, R) = {v ∈ Fn−1 | ‖v‖ = R} and
S2(0, R) = {r ∈ Im(F) | |r| = R}. If F = C, then (q, r) ∈ SU(1) × S2(0, R) 7→
qrq¯ ∈ S2(0, R) is transitive. As moreover
(A, v) ∈ SU(n− 1)× S1(0, R) 7→ Av ∈ S1(0, R)
is also transitive, M acts transitive on S1(0, R)× S2(0, R).
Similarly, one shows that M acts transitively on S1(0, R) × S2(0, R) if F = H.
Thus, ⋃
m∈M
mN ′m−1 = N .
For x ∈ N , set mx = lima→∞ κ(xaw). It follows from the previous corollary that
x ∈ Nr{e} 7→ mx ∈M is a well-deﬁned function. Note that mx has the following
two properties:
(1) mxa = mx for all x ∈ N and a ∈ A.
(2) mm1xm2 = m1mxw
−1m2w for all x ∈ N and m1,m2 ∈M .
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Corollary 2.9.9. Let τ ∈ Kˆ and C be a compact subset of N r {e}. Then,
t|τ(κ(natw))− τ(mn)|
is uniformly bounded when t > 1 and n ∈ C.
Proof. Let w˜ be the Weyl element provided by Lemma 2.9.4. Let m ∈ M be
such that w˜ = wm. Since moreover κ(nw) = κ(nwm)m−1 = κ(nw˜)m−1 and
|τ(m−1)| = 1, we may assume without loss of generality that w = w˜.
For G = SU(1, 2), the corollary follows now immediately from Lemma 2.9.6 and
the fact that a ﬁnite-dimensional representation on an arbitrary Lie group is real
analytic.
For the general case, we need also Lemma 2.9.8, Lemma 2.9.7 and the fact that
τ(κ((mnm−1)aw))− τ(mmnm−1) = τ(m)(τ(κ(naw))− τ(mn))τ(w−1mw)
for all n ∈ N and m ∈M .
Lemma 2.9.10. Res0
∫
A
a(xaw)−λ−ρa2ρ da is equal to Res0
∫
A
a−2λ da = 1
2
for ev-
ery x ∈ N with aB(xw) = 1.
Proof. Let r ∈ R. Then, Res0
∫
A
a(xaw)−λ−ρa2ρ da = Res0
∫
A>er
a(xaw)−λ−ρa2ρ da.
By Lemma 2.9.3, there is a constant c > 0 such that
|a(xaw)−(λ+ρ) − aB(xaw)−(λ+ρ)| 6 c
a2(λ+ρ+α)
for all λ ∈ [0, 2], a ∈ A¯+ and n ∈ N such that aB(xw) = 1. But
Res0
∫
A>er
a−2(λ+α) da = lim
λ→0+
λ
2(λ+ 1)
e−2(λ+1)r = 0 .
So,
Res0
∫
A
a(xaw)−λ−ρa2ρ da = Res0
∫
A>er
aB(x
aw)−λ−ρa2ρ da = Res0
∫
A
a−2λ da =
1
2
for every x ∈ N with aB(xw) = 1. The lemma follows.
Recall that we denote the Harish-Chandra c-function by cγ(µ) ∈ EndM(Vγ) (γ ∈
Kˆ). This meromorphic function is given by
cγ(µ) :=
∫
N¯
a(n¯)−(µ+ρ)γ(κ(n¯)) dn¯
for Re(µ) > 0.
Proposition 2.9.11. Let T ∈ HomM(Vσ, Vτ ) (σ ∈ Mˆ , τ ∈ Kˆ). Then, Res0 cτ (λ)◦
T is equal to 1
2
τ(w)
∫
{x∈N | aB(xw)=1} τ(mx) dx ◦ T .
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Proof. Let ε > 0. Let r ∈ R be suﬃciently large so that |τ(κ(xaw))− τ(mx)| < ε
for every a ∈ Aer and x ∈ N with aB(xw) = 1. By Lemma 2.3.24 applied to
E = N ,∫
N¯
a(n¯)−(λ+ρ)τ(κ(n¯)) dn¯ ◦ T = τ(w)
∫
N
a(nw)−(λ+ρ)τ(κ(nw)) dn ◦ T
= τ(w)
∫
{x∈N | aB(xw)=1}
∫
A
a(xaw)−(λ+ρ)τ(κ(xaw))a2ρ da dx ◦ T
for every λ > 0. Thus, Res0 cτ (λ) ◦ T is equal to
lim
λ→0+
λτ(w)
∫
{x∈N | aB(xw)=1}
∫
A>er
a(xaw)−(λ+ρ)τ(κ(xaw))a2ρ da dx ◦ T .
Let Mr = supx∈N : aB(xw)=1, a∈A>er , λ∈[0,2]
a(xaw)−λ−ρ
aB(xaw)−λ−ρ
<∞. Then,
λa(xaw)−(λ+ρ)a2ρ 6 λMraB(xaw)−λ−ρa2ρ = λMra−2λ
for every x ∈ N with aB(xw) = 1, a ∈ A>er and λ ∈ (0, 2]. This is integrable on
{x ∈ N | aB(xw) = 1} × A>er . Since moreover
∫
A>er
λa−2λ da = 1
2
e−2λr 6 1
2
for
every λ ∈ (0, 2] and since we can choose ε > 0 arbitrarily small, Res0 cτ (λ) ◦ T is
equal to
lim
λ→0+
λτ(w)
∫
{x∈N | aB(xw)=1}
τ(mx)
∫
A
a(xaw)−(λ+ρ)a2ρ da dx ◦ T .
It follows from the proof of Lemma 2.9.10 that this is again equal to
1
2
τ(w)
∫
{x∈N | aB(xw)=1}
τ(mx) dx ◦ T .
The proposition follows.
Proposition 2.9.12. Let T ∈ HomM(Vσ, Vτ ) (σ ∈ Mˆ , τ ∈ Kˆ). Then:
(1) Res0 cτ (λ)T is up to a constant equal to T
w. Hence, Res0 cτ (λ)T is injective
if and only if T is nonzero and Res0 cτ (λ) is nonzero on Vτ (σ).
(2) Res0 cτ (λ)T = 0 ⇐⇒ T = 0 or pσ(0) 6= 0.
Proof.
(1) By Theorem 14.16 of [Kna86, p.541], C−∞(∂X, V (σ0)) is irreducible if and
only if
(a) σ is not Weyl-invariant, or
(b) σ is Weyl-invariant and pσ(0) = 0.
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If pσ(0) 6= 0, then Jˆσ,0 is regular by Proposition 7.3, 3., of [BO00, p.123].
Since moreover Res0 Jˆσ,λ is an intertwining operator, it follows from Schur's
lemma and the above that
Res0 Jˆσ,λ = c Id
for some constant c ∈ C. Let T ∈ HomM(Vσ, Vτ ) and f ∈ C−∞(∂X, V (σλ)).
Then, ∫
K
τ(k)T Jˆσ,λf(k) dk =
∫
K
τ(k)τ(w)cτ (λ)Tσ(w)
−1f(k) dk
by Lemma 5.5, 1., of [BO00, p.100]. Thus,
c
∫
K
τ(k)Tf(k) dk =
∫
K
τ(k)τ(w)Res0 cτ (λ)Tσ(w)
−1f(k) dk .
Taking f = δev (v ∈ Vσ) on K yields
c Tw = c τ(w)Tσ(w)−1 = Res0 cτ (λ)T .
Thus, c is nonzero if and only if Res0 cτ (λ) is nonzero on Vτ (σ).
Assume that T 6= 0. Then, it follows from Schur's lemma that T is injective.
Hence, Tw is also injective. The ﬁrst assertion follows.
(2) Let µ ∈ a∗C. By (20) of [BO00, p.100],
cτ (−µ)wcτ (µ)T = 1
pσ(µ)
T .
By (21) of [BO00, p.100], cτ (µ)
∗ = cτ (µ¯)w.
Let λ ∈ a∗+. Then, it follows from the above that
cτ (iλ)
∗cτ (iλ)T =
1
pσ(iλ)
T .
Since cτ (µ) is meromorphic and has poles of order at most 1, there exist
Fi ∈ EndM(Vτ ) such that
cτ (iλ) =
1
iλ
F−1 + F0 + iλF1 + · · ·
on Vτ (σ), for all λ in a punctured neighbourhood of 0 in a
∗. Assume that
T 6= 0. Let v ∈ Vσ be such that Tv 6= 0. Then, Twv is also nonzero as Tw is
injective. We have
‖cτ (iλ)Tv‖2 = 1
pσ(iλ)
‖Tv‖2 .
The left-hand side is again equal to
1
λ2
‖F−1(Tv)‖2 + 1
iλ
(
(F−1(Tv), F0(Tv))− (F0(Tv), F−1(Tv))
)
+
(‖F0(Tv)‖2 − (F−1(Tv), F1(Tv))− (F1(Tv), F−1(Tv))+O(λ) .
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Hence, if Resµ=0 cτ = F−1 = 0, then
1
pσ(iλ)
‖Tv‖2 = ‖F0(Tv)‖2 +O(λ) .
So, pσ(0) 6= 0. If Resµ=0 cτ = F−1 6= 0, then pσ(0) = 0. Consequently,
Resµ=0 cτT = 0 if and only if pσ(0) 6= 0.
The proposition follows.
For σ ∈ Mˆ , set
Wσ = {φ ∈ C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)) |
pσ(0) 6= 0 or
∫
A
φ(ka)aρ da = 0 ∀k ∈ K(Ω)} .
For a ﬁnite-dimensional representation σ of M , set
W˜σ = {φ ∈ C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)) |
∫
A
φ(ka)aρ da = 0 ∀k ∈ K(Ω)} .
Let 0 6= T ∈ HomM(Vσ, Vτ ) (σ ∈ Mˆ , τ ∈ Kˆ). Then, φ ∈ Wσ if and only if
Res0 cτ (λ)
∫
A
Tφ(ka, e)aρ da = 0
for all k ∈ K(Ω), by Proposition 2.9.12. By the Peter-Weyl theorem,
(2.52) C∞c (H, VH(τ, ϕ)) =
⊕
σ∈Mˆ
HomM(Vσ, Vτ )⊗ C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)) .
Let
Wτ =
⊕
σ∈Mˆ
HomM(Vσ, Vτ )⊗Wσ
and
W˜τ = {φ ∈ C∞c (H, VH(τ, ϕ)) |
∫
A
φ(ka, e)aρ da = 0 ∀k ∈ K(Ω)} .
Then, W˜τ is contained in Wτ . Let σ ∈ Mˆ . Let Ti be a basis of HomM(Vσ, Vτ ).
Since the sum of Im(Ti) over i is direct, W˜τ is equal to
⊕
σ∈Mˆ HomM(Vσ, Vτ )⊗W˜σ.
Proposition 2.9.13. Let T ∈ HomM(Vσ, Vτ ) (σ ∈ Mˆ, τ ∈ Kˆ).
(1) Let k ∈ K(Ω) and φ ∈ C∞c (Γ\G(Ω)/MN, VB′(σ, ϕ)). Then,
limt→∞ a
ρ
t (R
∗(Tφ))(kat) converges to∫
N
Tφ
(
kaB(yw)
−1,m−1y
)
aB(yw)
−2ρ dy = Res0 cτ (λ)
∫
A
Tφ(ka, e)aρ da .
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(2) Let V be a relatively compact subset of K(Ω) and let φ ∈ Wσ. Then,
aρ+
α
2 (R∗(Tφ))(ka)
is uniformly bounded when a ∈ A¯+ and k ∈ V .
Proof. Let k ∈ K(Ω), t > 1, let T and φ be as above. We have
aρt (R
∗(Tφ))(kat) = a
ρ
t
∫
{h∈K | kath∈G(Ω)}
Tφ(kath, h
−1) dh
= aρt
∫
{n¯∈N¯ | katκ(n¯)∈G(Ω)}
Tφ
(
katκ(n¯), κ(n¯)
−1)a(n¯)−2ρ dn¯ .
Since κ(n¯) = n¯n(n¯)−1a(n¯)−1 = n¯a(n¯)−1(a(n¯)n(n¯)−1a(n¯)−1), this is again equal to
aρt
∫
{n¯∈N¯ | katκ(n¯)∈G(Ω)}
Tφ
(
katn¯a(n¯)
−1, κ(n¯)−1
)
a(n¯)−2ρ dn¯ .
By the change of variables n¯ = ya
−1
2
t (dn¯ = aρtdy), this yields
(2.53)
∫
{y∈N¯ | katκ(ya
−1
2
t )∈G(Ω)}
Tφ
(
kya
1
2
t ata(y
a
−1
2
t )−1, κ(ya
−1
2
t )−1
)
a2ρt a(y
a
−1
2
t )−2ρ dy .
Let Vk be an open relatively compact neighbourhood of kM in Ω. Let
Uk = {haK | hM ∈ Vk, a ∈ A+} ∈ UΓ .
As φ has compact support in Γ\G(Ω)/N , as {γ ∈ Γ | γUk ∩ Uk 6= ∅} is ﬁnite and
as there is s > 0 such that hanK ∈ Uk for all hM ∈ Vk, a ∈ A>s and n ∈ N , there
is s′ > 0 (depending only on Vk) such that φ(han) = 0 for all h ∈ Vk, a ∈ A>s′
and n ∈ N .
Thus, φ is bounded on {k1ak2 | k1M ∈ Vk, a ∈ A¯+, k2 ∈ K}. When a tends to ∞,
then ya
1
2 converges pointwise to e ∈ N¯ .
Let ε > 0. Choose s′′ > s′ > 0 suﬃciently large so that we also have kκ(ya
1
2 )M ∈
Vk for all y ∈ N¯ such that | log y| 6 ε and all a ∈ A>s′′ .
Let y ∈ N¯ be such that | log y| 6 ε. As a(n¯) > 1 for all n¯ ∈ N¯ ,
kn¯a = kκ(n¯)
(
a(n¯)a
)︸ ︷︷ ︸
∈A>s′′
(
a−1n(n¯)a
)
for all n¯ ∈ N¯ and a ∈ A>s′′ . Let ε > 0 be suﬃciently small so that
inf
a∈A¯+, y∈N¯ : | log y|6ε
aa(ya
−1
2 )−1 > inf
y∈N¯ : | log y|6ε
a(y)−1
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is greater or equal than s′′. Thus,
φ
(
kya
1
2 aa(ya
−1
2 )−1
)
= 0
for all y ∈ N¯ such that | log y| 6 ε and a ∈ A¯+. Hence, there is a constant c > 0
such that
|Tφ(kya12 aa(ya−12 )−1, κ(ya−12 )−1)|a2ρa(ya−12 )−2ρ
is less or equal than c a(y)−2ρ for all a ∈ A¯+, by Lemma 2.9.3.
By Lemma 2.9.4, there is a representative of the Weyl element w ∈ K such that
w2 = e.
It follows from Lebesgue's theorem of dominated convergence that
lim
t→∞
aρt (R
∗(Tφ))(kat)
is equal to ∫
N
Tφ
(
kaB(yw)
−1,m−1y w
)
aB(yw)
−2ρ dy .
By Lemma 2.3.24 applied to E = N , we obtain∫
A
∫
{x∈N | aB(xw)=1}
Tφ
(
kaB(x
aw)−1,m−1y w
)
aB(x
aw)−2ρa2ρ dx da .
Since aB(y
aw) = a2aB(yw) = a
2, this is again equal to∫
A
∫
{x∈N | aB(xw)=1}
Tφ
(
ka−2,m−1x w
)
a−2ρ dx da .
By the change of variables a 7→ a− 12 , this yields
1
2
∫
A
∫
{x∈N | aB(xw)=1}
Tφ
(
ka,m−1x w
)
aρ dx da .
The ﬁrst assertion follows now by Proposition 2.9.11.
Let V be a relatively compact subset of K(Ω) and let 0 < p < q. For y ∈ N¯ r{e},
set m¯y = lima→∞ τ
(
κ(ya
−1
)
)
. It remains to show that
t
1
2 |
∫
{y∈N¯ | | log y|∈[p,q], katκ(ya
−1
2
t )∈G(Ω)}
τ
(
κ(ya
−1
2
t )
)
Tφ
(
kya
1
2
t ata(y
a
−1
2
t )−1, e
)
a2ρt a(y
a
−1
2
t )−2ρ dy
−
∫
{y∈N¯ | | log y|∈[p,q]}
τ(m¯y)Tφ
(
kaB(wy)
−1, e
)
aB(wy)
−2ρ dy|
is uniformly bounded when t > 1 and k ∈ V . Indeed, by the above and as
ata(y
a
−1
2
t )−1 6 aB(wy)−1 for all t > 0 and y ∈ N¯ r {e}, we can choose p and q so
that the integrand is zero on {y ∈ N¯ | | log y| 6∈ [p, q]}. Note that we could have
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used this argument already above in order to show that we can apply Lebesgue's
theorem of dominated convergence.
For Y ∈ n¯, H ∈ a, deﬁne
Fk(Y,H) = Tφ
(
k exp(Y ) exp(H), e
)
.
Then, limt→∞ Fk(log(ya
1
2
t ), log(ata(y
a
−1
2
t )−1)) = Fk(0, log(aB(wy)−1)).
Since a C 1-function is locally Lipschitz, there is a constant L > 0 such that
|Fk(log(ya
1
2
t ), log(ata(y
a
−1
2
t )−1))− Fk(0, log(aB(wy)−1))|
6 L
(| log(ya12t )|+ | log(ata(ya−12t )−1)− log(aB(wy)−1)|)
for all y ∈ N¯ with | log y| ∈ [p, q] and all t suﬃciently large (then ya
1
2
t ata(y
a
−1
2
t )−1 ∈
G(Ω)).
For t > 1, | log ya
1
2
t | 6 1√
t
| log y|.
Using the Taylor expansion of log(1 + x) at x = 0, one can show that
| log(ata(ya−12t )−1)− log(aB(wy)−1)| ≺ 1
t
(t > 1, y ∈ N¯ : | log y| > ε) .
By Corollary 2.9.9,
√
t|τ(κ(ya−12t ))− τ(m¯y)| = √t|τ(κ((wyw−1)a12t ))− τ(wm¯y)|
is uniformly bounded when t > 1 and y ∈ N¯ such that | log y| ∈ [p, q].
The proposition follows now easily from these estimates and Lemma 2.9.3.
Lemma 2.9.14. If φ ∈ Wτ , then R∗φ ∈ L2(Y, VY (τ, ϕ)).
Remark 2.9.15. It follows that (R∗φ, f) is well-deﬁned for all φ ∈ Wτ and f ∈
L2(Y, VY (τ, ϕ)).
If, in addition, f ∈ C (Y, VY (τ, ϕ)), then (φ, fΩ) is also well-deﬁned (recall that φ
has compact support) and
(R∗φ, f) = (φ, fΩ)
by Lemma 2.9.2, as C∞c (Y, VY (τ, ϕ)) is dense in C (Y, VY (τ, ϕ)) and as
f ∈ C (Y, VY (τ, ϕ)) 7→ (φ, fΩ)
is continuous.
Proof. Let φ ∈ C∞c (H, VH(τ, ϕ)). Since (R∗φ(g), R∗φ(g)) > 0 for all g ∈ G,∫
Γ\G
(R∗φ(g), R∗φ(g)) dg
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is equal to∫
G
χ(gK)(
∫
{k∈K | gk∈G(Ω)}
φ(gk, k−1) dk,
∫
{k∈K | gk∈G(Ω)}
φ(gk, k−1) dk) dg
=
∫
K
∫
A+
χ(haK)(aρ
∫
K
φ(hak, k−1) dk, aρ
∫
K
φ(hak, k−1) dk) γ(a)a−2ρ︸ ︷︷ ︸
bounded
da dh ,
where γ(a) :=
∏
µ∈Φ+ sinh(µ(H)), by Fubini's theorem. If φ ∈ Wτ , then this is
ﬁnite by Proposition 2.9.13 combined with (2.52).
Lemma 2.9.16. Let f ∈ ◦C (Y, VY (τ, ϕ)). Then,
(f,R∗φ) = 0
for all φ ∈ Wτ .
Remark 2.9.17. The pairing is well-deﬁned asR∗φ is square-integrable by Lemma
2.9.14 combined with (2.52).
Proof. Let f ∈ ◦C (Y, VY (τ, ϕ)) and let φ be as above. Then,
(f,R∗φ) = (fΩ, φ) = 0 .
Let now f ∈ ◦C (Y, VY (τ, ϕ)). Then, there is a sequence (fj)j in ◦C (Y, VY (τ, ϕ))
such that fj converges to f in L
2(Y, VY (τ, ϕ)). Since R
∗φ is square-integrable,
(f,R∗φ) = lim
j→∞
(fj, R
∗φ) = 0 .
Proposition 2.9.18. Let f ∈ C (Y, VY (τ, ϕ)) be such that
(f,R∗φ) = 0
for all φ ∈ W˜τ . Then, fΩ = 0.
Remark 2.9.19. Again the pairing is well-deﬁned as R∗φ is square-integrable by
Lemma 2.9.14 combined with (2.52).
Proof. Note that it suﬃces to prove the following:
Let σ = τ |M (ﬁnite-dimensional representation of M). Let f ∈ C (Y, VY (τ, ϕ)) be
such that ∫
Γ\G(Ω)/MN
(fΩ(g, e), φ(g)) dg = 0
for all φ ∈ W˜σ. Then, fΩ = 0.
Let φ ∈ C∞c (G(Ω)/MN, V (σMN) ⊗ Vϕ) (smooth section of V (σMN) ⊗ Vϕ with
compact support in G(Ω)/MN) be such that
∫
A
φ(ka)aρ da = 0 for all k ∈ K(Ω).
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Then,
∫
A
φ(ga)aρ da vanishes also for all g ∈ G(Ω). Let piσMN denote the G-
representation on the space of sections V (σMN). Let pi(γ) be the induced action
of piσMN (γ)⊗ ϕ(γ) (γ ∈ Γ). Then,
Φ(g) :=
∑
γ∈Γ
(pi(γ)φ)(gMN) =
∑
γ∈Γ
φ(γ−1g) (g ∈ G(Ω))
is well-deﬁned and Φ belongs to W˜σ. Indeed, since Γ acts properly discontinuously
on Ω, it acts also properly continuously on G(Ω)/MN . So, the above sum is locally
ﬁnite as φ has compact support in G(Ω)/MN . Thus,
0 =
∫
Γ\G(Ω)/MN
(fΩ(g, e),Φ(g)) dg(2.54)
=
∫
G(Ω)/MN
(fΩ(g, e), φ(g)) dg
=
∫
K(Ω)/M
∫
A
(fΩ(ka, e), φ(ka))a2ρ da dk
=
∫
K(Ω)
∫
A
(fΩ(k, a), φ(ka)) da dk .
Here, we view φ also as a function on K(Ω)/M × A.
Let V (σ) = K ×M Vσ. Let us denote the space of conjugate-linear contin-
uous functionals on C∞(K(Ω)/M × A, V (σ) ⊗ Vϕ) with compact support by
C−∞c (K(Ω)/M × A, V (σ)⊗ Vϕ).
For h ∈ K(Ω), a ∈ A and v ∈ Vσ ⊗ Vϕ, deﬁne
δ(h,a)v ∈ C−∞c (K(Ω)/M × A, V (σ)⊗ Vϕ)
via
(δ(h,a)v, ψ) = (v, ψ(h, a))
(ψ ∈ C∞(K(Ω)/M × A, V (σ)⊗ Vϕ)).
Deﬁne the partial Fourier transform Tˆ (0) of T ∈ C−∞c (K(Ω)/M × A, V (σ)⊗ Vϕ)
at λ = 0 by
(Tˆ (0), ψ) = (T, aρψ)
(ψ ∈ C∞(K(Ω)/M, V (σ)⊗ Vϕ)). Let f ∈ C∞c (K(Ω)/M × A, V (σ)⊗ Vϕ). Then,
(Tˆf (0), ψ) = (Tf , a
ρψ) =
∫
K(Ω)
∫
A
(f(k, a), ψ(k))aρ da dk
=
∫
K(Ω)
(
∫
A
f(k, a)aρ da, ψ(k)) dk =: (fˆ(0), ψ)
for all ψ ∈ C∞(K(Ω)/M, V (σ)⊗ Vϕ). Let h ∈ K(Ω), a1, a2 ∈ A and v ∈ Vσ ⊗ Vϕ.
Let
S = a−ρ1 δ(h,a1)v − a−ρ2 δ(h,a2)v ∈ C−∞c (K(Ω)/M × A, V (σ)⊗ Vϕ) .
Then, Sˆ(0) vanishes. Indeed, Sˆ(0)(ψ) (ψ ∈ C∞(K(Ω)/M, V (σ)⊗ Vϕ)) is equal to
a−ρ1 (δ(h,a1)v, a
ρψ)− a−ρ2 (δ(h,a2)v, aρψ) = a−ρ1 (v, aρ1ψ(h))− a−ρ2 (v, aρ2ψ(h)) = 0 .
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Claim 2.9.20. There is a sequence (fj)j in C
∞
c (K(Ω)/M × A, V (σ) ⊗ Vϕ) such
that
(1) fj converges to S = a
−ρ
1 δ(h,a1)v−a−ρ2 δ(h,a2)v in C−∞c (K(Ω)/M×A, V (σ)⊗Vϕ),
and
(2)
∫
A
fj(k, a) a
ρ da = 0 for all k ∈ K(Ω).
Proof. Choose (χn)n∈N in C∞c (K(Ω)/M, [0, 1]) such that
supp(χn) −→
n→∞
{hM} and
∫
K
χn(kM) dk = 1 for all n ∈ N .
Let {vi} be an orthonormal basis of Vσ⊗Vϕ. Let g(i)0,1(k) = τ(k−1h)vi. Then, g(i)0,1 ∈
C∞(K(Ω)/M, V (σ)⊗Vϕ). Choose g0,2 ∈ C∞c (A,R) such that
∫
A
g0,2(a)a
−ρ da = 1.
For k ∈ K(Ω) and a ∈ A, set g(i)0 (k, a) = g(i)0,1(k)g0,2(a). Then,
g
(i)
0 ∈ C∞(K(Ω)/M × A, V (σ)⊗ Vϕ)
is such that ∫
A
(g
(i)
0 (k, a), τ(k
−1h)vi) aρ da = 1
for all k ∈ K(Ω). Let (gj,1)j (resp. (gj,2)j) be a Dirac sequence in C∞c (A,R) such
that supp(gj,1) (resp. supp(gj,2)) converges to {a1} (resp. {a2}). Set
gj(k, a) = χj(kM)
(
a−ρ1 gj,1(a)τ(k
−1h)v − a−ρ2 gj,2(a)τ(k−1h)v
)
.
Then, gj ∈ C∞c (K(Ω)/M × A, V (σ) ⊗ Vϕ) converges to S in C−∞c (K(Ω)/M ×
A, V (σ)⊗ Vϕ). For v′ ∈ Vτ ⊗ Vϕ, set
λi,j(k) =
∫
A
(gj(k, a), τ(k
−1h)vi)aρ da .
Then, k ∈ K(Ω) 7→ λi,j(k) belongs to C∞c (K(Ω)/M,C). For k ∈ K(Ω) and a ∈ A,
set
fj(k, a) = gj(k, a)−
∑
l
λl,j(k)g
(l)
0 (k, a) .
Then,
fj ∈ C∞c (K(Ω)/M × A, V (σ)⊗ Vϕ) (supp fj ⊂ suppχj) .
For all k ∈ K(Ω) and all i, we have∫
A
(fj(k, a), τ(k
−1h)vi)aρ da = λi,j(k)−
∑
l
λl,j(k)(vl, vi) = 0 .
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Thus, τ(h−1k)
∫
A
fj(k, a)a
ρ da = 0 for all k ∈ K(Ω). Hence, ∫
A
fj(k, a)a
ρ da van-
ishes for all k ∈ K(Ω), too. Let ψ ∈ C∞(K(Ω)/M × A, V (σ)⊗ Vϕ). Then,∫
K(Ω)
∫
A
(fj(k, a), ψ(k, a)) da dk
=
∫
K(Ω)
∫
A
(gj(k, a), ψ(k, a)) da dk︸ ︷︷ ︸
→S(ψ)
−
∑
l
∫
K(Ω)
λj(k, vl)
∫
A
(g
(l)
0 (k, a), ψ(k, a)) da dk︸ ︷︷ ︸
=:Ij,l(ψ)
and
Ij,l(ψ) =
∫
K(Ω)
∫
A
(gj(k, a), a
ρ
∫
A
(ψ(k, a′), g(l)0 (k, a
′)) da′τ(k−1h)vl) da dk
= (gˆj(0),
∫
A
(ψ(k, a′), g(l)0 (k, a
′)) da′τ(k−1h)vl)
converges to 0 as gˆj(0) converges to Sˆ(0) in C
−∞
c (K(Ω)/M ×A, V (σ)⊗ Vϕ). The
claim follows.
It follows from the claim, applied to {vi}, and (2.54) that
(2.55) a−ρ1 f
Ω(k, a1) = a
−ρ
2 f
Ω(k, a2) .
Consequently, the right-hand side of (2.55) converges to zero when a2 tends to∞.
So, fΩ(k, a1) = 0. The proposition follows.
Theorem 2.9.21. Let τ ∈ Kˆ. Then,
◦C (Y, VY (τ, ϕ)) ∩ C (Y, VY (τ, ϕ)) = ◦C (Y, VY (τ, ϕ)) .
Thus, we also have
◦C (Γ\G,ϕ)(τ) ∩ C (Γ\G,ϕ) = ◦C (Γ\G,ϕ)(τ) .
Proof. As ◦C (Y, VY (τ, ϕ)) is clearly contained in the left-hand side, it suﬃces to
prove the other inclusion.
Let f ∈ ◦C (Y, VY (τ, ϕ)) ∩ C (Y, VY (τ, ϕ)). Then, (f,R∗φ) = 0 for all φ ∈ Wτ , by
Lemma 2.9.16. It follows by Proposition 2.9.18 that fΩ = 0.
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2.9.2 About the orthogonality of Eisenstein series to the space of cusp
forms
We show in this section that the Eisenstein series are orthogonal to the space of
cusp forms when the critical exponent δΓ is negative. The proof without making
this assumption is much more complicated (see Theorem 2.9.51 in Section 2.9.5).
Deﬁnition 2.9.22 ([BO00, p.143]).
For φ ∈ C−∞(B, VB(σλ, ϕ)) and v ∈ CK(∂X, V (σ˜−λ)), we deﬁne the Eisenstein
series E(λ, φ, v) ∈ C∞(Γ\G,ϕ) by
E(λ, φ, v) = cext(φ),v
(well-deﬁned as a meromorphic function).
Lemma 2.9.23. Let λ ∈ a∗ and x ∈ G(Ω). Then,∑
γ∈Γ
a(γ−1x)−λ−ρ <∞ ⇐⇒ λ > δΓ .
Proof. Let us assume that λ > −ρ. The proof for λ < −ρ works completely
similarly and is left to the reader. Let U ⊂ K be an open neighbourhood of
κ(x) such that U¯ is a compact subset of K(Ω). Let W be a compact subset of
(∂X r U¯M)M containing ΛM in its interior. Then, by Lemma 2.3 of [BO00,
p.84], there is a constant C > 0 such that Caγ 6 a(γ−1κ(x)) for all γ ∈ Γ with
kγ ∈ W . Since the closure of ∂X rWM is a compact subset of Ω and since Γ
acts properly discontinuously on X ∪ Ω, S := {γK | γ ∈ Γ : kγM ∈ ∂X rWM}
is ﬁnite. Since moreover
∑
γ∈Γ a(γ
−1x)−λ−ρ =
∑
gK∈{γK|γ∈Γ} a(g
−1x)−λ−ρ, we may
assume without loss of generality that kγ ∈ W . Since on one hand∑
γ∈Γ
a(γ−1x)−λ−ρ = a(x)−λ−ρ
∑
γ∈Γ
a(γ−1κ(x))−λ−ρ 6 Ca(x)−λ−ρ
∑
γ∈Γ
a−λ−ργ
and on the other hand∑
γ∈Γ
a(γ−1x)−λ−ρ = a(x)−λ−ρ
∑
γ∈Γ
a(γ−1κ(x))−λ−ρ > a(x)−λ−ρ
∑
γ∈Γ
a−λ−ργ ,
the lemma follows by deﬁnition of δΓ and by the fact that
∑
γ∈Γ a
−λ−ρ
γ diverges
for λ = δΓ.
Deﬁnition 2.9.24. Deﬁne the Schwartz space on G by
C (G, Vϕ) = {f ∈ C∞(G, Vϕ) | pr,X,Y (f) <∞ ∀r > 0, X, Y ∈ U(g)} ,
where pr,X,Y (f) =
Xpr,X,Y (f). We equip C (G, Vϕ) with the topology induced by
the seminorms.
Remark 2.9.25. This Schwartz space is just the vector-valued version of C (G, 1).
So, instead of the absolute value, we take here the norm on Vϕ.
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The following results are of independent interest.
Lemma 2.9.26. Let χ ∈ C∞c (X ∪ Ω) be as in Lemma 2.3.19.
Let f ∈ C∞(Γ\G,ϕ). Then,
f ∈ C (Γ\G,ϕ) ⇐⇒ χf ∈ C (G, Vϕ) .
Remark 2.9.27. Here χf(g) (g ∈ G) is by deﬁnition equal to χ(gK)f(g).
Proof. Let X, Y ∈ g, r > 0 and let f ∈ C∞(Γ\G,ϕ).
⇒: Assume that f ∈ C (Γ\G,ϕ). Since Λ{e} = ∅, Ω{e} = ∂X. So, UF{e} is equal
to X¯. Let U be an open subset of X, containing supp(χ) ∩ X, that is relatively
compact in X ∪ Ω. Then, U ∈ UΓ. By the Leibniz rule,
sup
gK∈X
(1 + log ag)
raρg|LXχf(g)| = sup
gK∈U
(1 + log ag)
raρg|LXχf(g)|
is less or equal than
sup
gK∈X
|LXχ(gK)| sup
gK∈U
(1 + log ag)
raρg|f(g)|
+ sup
gK∈X
|χ(gK)| sup
gK∈U
(1 + log ag)
raρg|LXf(g)| .
This is ﬁnite by Lemma 2.3.19 and as f ∈ C (Γ\G,ϕ). The assertion for Y ∈ g,
respectively X, Y ∈ g, can be shown similarly.
⇐: Assume that χf ∈ C (G, Vϕ). As clo(U) is compact in X ∪Ω and since suppχ
contains by construction an open set V ⊂ X ∪ Ω such that ⋃γ∈Γ γV = X ∪ Ω,
there exist γ1 := e, . . . , γn ∈ Γ such that U ⊂
⋃n
i=1 γi suppχ =: C. Since Γ acts
properly discontinuously on X ∪ Ω,
{γ ∈ Γ | γU ∩ suppχ 6= ∅} ⊂ {γ ∈ Γ | γC ∩ C 6= ∅}
is ﬁnite. Thus, we have
|f(g)| =
∑
γ∈Γ
|χf(γg)| 6 pr,1,1(χf)
n∑
i=1
a−ργig(1 + log aγig)
−r
for all gK ∈ U . By Lemma 2.1.5, this is less or equal than
pr,1,1(χf)
n∑
i=1
aργi(1 + log aγi)
ra−ρg (1 + log ag)
−r .
Hence, Upr,1,1(f) is ﬁnite. Since {γ ∈ Γ | γU ∩ suppχ 6= ∅} is ﬁnite, we have
|LXf(g)| =
n∑
i=1
|χLXf(γig)| =
n∑
i=1
|LX(χf)(γig)− (LXχ(γigK))f(γig)|
6
n∑
i=1
|LX(χf)(γig)|+
( n∑
i=1
|LXχ(γigK)|
)|f(g)|
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for all gK ∈ U . As χf ∈ C (G, Vϕ),
n∑
i=1
|LX(χf)(γig)| 6 pr,X,1(χf)
n∑
i=1
aργi(1 + log aγi)
ra−ρg (1 + log ag)
−r
with pr,X,1(χf) < ∞. As in addition supxK∈X |LXχ(xK)| < ∞ by (4) of Lemma
2.3.19,
Upr,X,1(f) 6 pr,X,1(χf)
n∑
i=1
aργi(1 + log aγi)
r +
( n∑
i=1
sup
gK∈X
|LXχ(γigK)|
)
Upr,1,1(f)
is ﬁnite. The assertion for Y ∈ g, respectively X, Y ∈ g, is proven similarly.
In that case, one must use Remark 2.3.20 of Lemma 2.3.19 instead of (4). The
assertion for X, Y ∈ U(g) follows by induction. This completes the proof of the
lemma.
Lemma 2.9.28. Let χ ∈ C∞c (X ∪ Ω) be as in Lemma 2.3.19.
Let f ∈ C∞(Γ\G,ϕ). Then,
f ∈ C∞c (Γ\G,ϕ) ⇐⇒ χf ∈ C∞c (G, Vϕ) .
Proof. Let f ∈ C∞(Γ\G,ϕ).
⇒: Assume that f ∈ C∞c (Γ\G,ϕ). Then, there is a compact subset C of X such
that supp(f)K ⊂ ΓC. As in the proof of the previous lemma, we can show that
there exist γ1 := e, . . . , γn ∈ Γ such that C ⊂
⋃n
i=1 γi suppχ =: C
′. Since Γ acts
properly discontinuously on X ∪ Ω,
ΓC′ := {γ ∈ Γ | γ supp(χ) ∩ γC 6= ∅} ⊂ {γ ∈ Γ | γC ′ ∩ C ′ 6= ∅}
is ﬁnite. So, supp(χf)K ⊂ supp(χ) ∩ supp(f)K ⊂ supp(χ) ∩ ΓC ⊂ ⋃γ∈ΓC′ γC
and this set is compact.
⇐: Assume that χf ∈ C∞c (G, Vϕ). For g ∈ G, we have
f(g) =
∑
γ∈Γ
χf(γg)
Thus, supp f ⊂ Γ supp(χf). This completes the proof of the lemma.
Lemma 2.9.29. Let χ ∈ C∞c (X ∪ Ω) be as in Lemma 2.3.19, let f ∈ C (Γ\G,ϕ)
and let (fj)j be a sequence in C (Γ\G,ϕ). Then,
fj → f in C (Γ\G,ϕ) ⇐⇒ χfj → χf in C (G, Vϕ) .
Proof. The lemma follows from the proof of Lemma 2.9.26.
Deﬁnition 2.9.30. Let f ∈ C (Γ\G,ϕ) and λ ∈ a∗C. Deﬁne
f̂Ω(λ, x, k) :=
∫
A
aλ−ρfΩ(x, ak) da (x ∈ G(Ω), k ∈ K)
whenever the integral converges.
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Let us show now that f̂Ω(λ, x, k) (x ∈ G(Ω), k ∈ K) is well-deﬁned for λ ∈ ia∗
and δΓ < 0.
Lemma 2.9.31. Let f ∈ C (Γ\G,ϕ). Then,∫
A
∫
N
|aλ−ρf(xnak)| dn da <∞ (x ∈ G(Ω), k ∈ K)
for λ ∈ ia∗ and δΓ < 0.
Proof. Let χ ∈ C∞c (X ∪ Ω) be as in Lemma 2.3.19 and let λ ∈ a∗C. Since
|f(g)| =
∑
γ∈Γ
χ(γgK)|f(g)| =
∑
γ∈Γ
|χf(γg)|
and since χ > 0,
∫
N
|aλ−ρf(xnak)| dn (x ∈ G(Ω)) is equal to
(2.56)
∑
γ∈Γ
aRe(λ)−ρ
∫
N
|χf(γxnak)| dn
by Fubini's theorem. By Lemma 2.9.26, χf ∈ C (G, Vϕ). Fix d > 1. By Proposi-
tion 2.3.30 with Γ = {e}, (2.56) is less or equal than
c p2d,1,1(f)
∑
γ∈Γ
aRe(λ)−ρa(γx)−ρaρ(1 + | log a(γx)a|)−d
for some constant c > 0. Thus,∑
γ∈Γ
∫
A
aRe(λ)a(γx)−ρ(1 + | log a(γx)a|)−d da
=
∑
γ∈Γ
a(γx)−ρa(γx)−Re(λ)
∫
A
aRe(λ)(1 + | log a|)−d da
=
∑
γ∈Γ
a(γx)−Re(λ)−ρ
(∫ 0
−∞
eRe(λ)t(1− t)−d dt+
∫ ∞
0
eRe(λ)t(1 + t)−d dt
)
.
The integrals converge if and only if Re(λ) = 0 and, by Lemma 2.9.23, the series
converges if and only if Re(λ) > δΓ. Thus,
∫
A
∫
N
|aλ−ρf(xnak)| dn da is ﬁnite by
Fubini's theorem if Re(λ) = 0 and δΓ < 0.
Recall that the pairing between C∞(B, VB(σµ, ϕ)) (µ ∈ a∗C) and C∞(B, VB(σ−µ¯, ϕ))
is deﬁned by ∫
B
(f1(x), f2(x)) ,
where (·, ·) denotes the scalar product on Vσ⊗Vϕ (see (2.38)). This pairing induces
in a natural way a pairing between C−∞(B, VB(σµ, ϕ)) and C∞(B, VB(σ−µ¯, ϕ)).
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Proposition 2.9.32. Let λ ∈ ia∗. Let f ∈ C (Γ\G,ϕ), φ ∈ C−∞(B, VB(σλ, ϕ))
and v ∈ CK(∂X, V (σ˜−λ)). Assume δΓ < 0. Then,
∫
K
v(k−1)⊗ f̂Ω(−λ, ·, k) dk ∈
C∞(B, VB(σλ, ϕ)) and
(E(λ, φ, v), f)L2(Γ\G,ϕ) :=
∫
Γ\G
(E(λ, φ, v)(g), f(g)) dg
is equal to
(φ,
∫
K
v(k−1)⊗ f̂Ω(−λ, ·, k) dk)B .
In particular,
∫
Γ\G (E(λ, φ, v)(g), f(g)) dg = 0 if f ∈ ◦C (Γ\G,ϕ). In other words,
the Eisenstein series are orthogonal to the space of cusp forms.
Remark 2.9.33. If φ 6∈ C∞(B, VB(σλ, ϕ)), then the integral∫
Γ\G
(E(λ, φ, v)(g), f(g)) dg
is in general only a formal notation meaning that the tempered distribution
E(λ, φ, v) ∈ C ′(Γ\G,ϕ) (see Remark 2.8.2 (2)) has to be applied to the Schwartz
function f .
Proof. Let λ ∈ ia∗ and φ ∈ C∞(B, VB(σλ, ϕ)). Let f and v be as above. As
C∞(B, VB(σλ, ϕ)) is dense in C−∞(B, VB(σλ, ϕ)) and as the pairings depend con-
tinuously on φ, we may assume without loss of generality that φ ∈ C∞(B, VB(σλ, ϕ)).
Let {vi} be an orthonormal basis of Vϕ and let v˜j ∈ Vϕ˜ be such that 〈vi, v˜j〉 = δi,j.
We identify Vϕ with Cdim(Vϕ) via the basis {vi}. Then,
(v, v′) =
∑
j
〈v, v˜j〉v′j
for all v, v′ ∈ Vϕ. Note that
∫
K
v(k−1)⊗ f̂Ω(−λ, ·, k) dk ∈ C∞(B, VB(σλ, ϕ)).
Let χ∞ ∈ C∞c (Ω) be as in Lemma 2.3.19. Assume δΓ < 0. By Lemma 2.9.31,∫
Γ\Ω
(φ(x),
∫
K
v(k−1)⊗ f̂Ω(−λ, x, k) dk)
=
∫
Γ\Ω
∫
K
∫
A
∫
N
(φ(x), v(k−1)⊗ f(xnak)a−2ρa−λ+ρ) dn da dk
is well-deﬁned and it is equal to
(2.57)
∫
Γ\Ω
∫
G
(φ(x), v(κ(g−1))⊗ f(xg)a(g−1)λ−ρ) dg .
Moreover, we can apply Fubini's theorem. Thus, (2.57) is equal to∫
G
∫
K
χ∞(xM)(a(g−1x)−λ−ρφ(x), v(κ(g−1x))⊗ f(g)) dx dg
=
∫
G
∫
K
χ∞(xM)(〈φ(x), piσ˜,−λ(g)v(x)〉, f(g)) dx dg
=
∑
j
∫
Γ\G
∑
γ∈Γ
∫
K
χ∞(xM)〈φ(x), piσ˜,−λ(γg)v(x)⊗ v˜j〉fj(γg) dx dg .
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Since (·, ·) is unitary, this is equal to∑
j
∫
Γ\G
∑
γ∈Γ
∫
K
χ∞(xM)〈φ(x), piσ˜,−λ(γg)v(x)⊗ ϕ˜(γ)v˜j〉fj(g) dx dg .
By deﬁnition of pi(γ), this yields∑
j
∫
Γ\G
∑
γ∈Γ
∫
K
χ∞(xM)〈φ(x), pi(γ)(piσ˜,−λ(g)v(x)⊗ v˜j)〉fj(g) dx dg .
By Lemma 2.8.25, this is again equal to∑
j
∫
Γ\G
〈φ, pi∗(piσ˜,−λ(g)v ⊗ v˜j)〉Bfj(g) dg
=
∑
j
∫
Γ\G
〈ext(φ), piσ˜,−λ(g)v ⊗ v˜j〉Bfj(g) dg
=
∫
Γ\G
(〈ext(φ), piσ˜,−λ(g)v〉∂X , f(g)) dg .
The proposition follows.
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2.9.3 Wave packets of Eisenstein series
We show that a compactly supported wave packet belongs to the Schwartz space.
Until the end of this section, we assume again that X 6= OH2.
By [BO00, p.86], we can consider holomorphic, smooth or continuous families of
sections a∗C 3 µ 7→ fµ ∈ C±∞(B, VB(σµ, ϕ)). We denote the linear space of smooth
families a∗+ 3 µ 7→ φiµ ∈ C∞(B, VB(σiµ, ϕ)) with compact support in a∗+ by Hσ0 (ϕ)
and the linear space of smooth families a∗+ 3 µ 7→ v−iµ ∈ CK(∂X, V (σ˜−iµ)) by
Hσ˜,K .
Deﬁnition 2.9.34. Let φ ∈ Hσ0 (ϕ) and v ∈ Hσ˜,K . Then, the wave packet trans-
form
E(φ, v) : Hσ0 (ϕ)×Hσ˜,K → C∞(Γ\G,ϕ)
is deﬁned by
E(φ, v) :=
∫
a∗+
cext(φiµ),v−iµ pσ(iµ) dµ .
The section E(φ, v) is called a compactly supported wave packet (of Eisenstein
series).
Proposition 2.9.35. If φ ∈ Hσ0 (ϕ) and v ∈ Hσ˜,K, then E(φ, v) belongs to
C (Γ\G,ϕ).
Proof. Compare with Lemma 10.7 of [BO00, p.147]. Let U ∈ UΓ and let gK ∈ U .
Fix X, Y ∈ U(g). Then, LXRYE(φ, v)(g) is equal to∫
a∗+
cpiσ,iµ(X) ext(φiµ),piσ˜,−iµ(Y )v−iµ(g)pσ(iµ) dµ .
By Lemma 2.5.12, there exists ε > 0 such that we have
cpiσ,iµ(X) ext(φiµ),piσ˜,−iµ(Y )v−iµ(kah)(2.58)
=aiµ−ρ〈ext(φiµ)(k), (Jˆwσ˜,−iµpiσ˜,−iµ(Y )v−iµ)(h−1w−1)〉
+ a−(iµ+ρ)〈(Jˆwσ,iµpiσ,iµ(X) ext(φiµ))(k), piσ˜,−iµ(Y )v−iµ(h−1w)〉
+ a−(ρ+ε)R(iµ, piσ,iµ(X) ext(φiµ), kah)
for kM varying in a compact subset of Ω and for a suﬃciently large and h ∈ K,
where the remainder function (µ, kah) 7→ R(iµ, piσ˜,−iµ(Y )v−iµ, kah) is uniformly
bounded. Let us write U as the union of a relatively compact set U1 in X and
a set U2 ⊂ X that is relatively compact in X ∪ Ω such that (2.58) holds for any
kaK ∈ U2 and h ∈ K. As µ 7→ 〈ext(φiµ)(k), (Jˆwσ˜,−iµpiσ˜,−iµ(Y )v−iµ)(h−1w−1)〉 has
compact support with respect to µ and is smooth with respect to (µ, k, h) (as long
as kM varies in a compact subset of Ω), for all N ∈ N0 there exists a constant CN
such that
|
∫
a∗+
eiµ log a〈ext(φiµ)(k), (Jˆwσ˜,−iµpiσ˜,−iµ(Y )v−iµ)(h−1w−1)〉 pσ(iµ) dµ|
6 CN(1 + | log a|)−N
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as the Fourier transform of a Schwartz function on Rn (here n = 1) is again a
Schwartz function on Rn. Let W be a compact subset of Ω. Let χ ∈ C∞c (Ω) be a
cut-oﬀ function which is equal to one on W . Then,
χJˆwσ,iµpi
σ,iµ(X)(1− χ) ext(φiµ)
is a smoothing operator by Lemma 5.3 of [BO00, p.98]. Since ext(φiµ)(x) = φiµ(x)
for all x ∈ K(Ω),
χJˆwσ,iµpi
σ,iµ(X) ext(φiµ)
is also a smoothing operator. So,
µ 7→ 〈(Jˆwσ,iµpiσ,iµ(X) ext(φiµ))(k), piσ˜,−iµ(Y )v−iµ(h−1w)〉
is smooth with respect to k as long as kM varies in a compact subset of Ω. Since
in addition it has compact support with respect to µ and is also smooth with
respect to (µ, k, h) (as long as kM varies in a compact subset of Ω), for all N ∈ N0
there exists a constant C ′N such that
|
∫
a∗+
e−iµ log a〈(Jˆwσ,iµpiσ,iµ(X) ext(φiµ))(k), piσ˜,−iµ(Y )v−iµ(h−1w)〉pσ(iµ) dµ|
6 C ′N(1 + | log a|)−N .
Thus,
UpN,X,Y (E(φ, v)) 6 U1pN,X,Y (E(φ, v)) + U2pN,X,Y (E(φ, v)) <∞
for all N ∈ N0. Hence, E(φ, v) belongs to C (Γ\G,ϕ) as the seminorms V pN,X,Y
(V ∈ UΓ, X, Y ∈ U(g), N ∈ N0) are suﬃcient to deﬁne the topology on C (Γ\G,ϕ).
Recall the deﬁnition of vT,λ: For v ∈ Vγ˜ (γ ∈ Kˆ), λ ∈ a∗C and T ∈ HomM(Vσ, Vγ),
we deﬁned vT,λ ∈ C∞(∂X, V (σ˜λ)) (λ ∈ a∗C) by
vT,λ(k) =
tT γ˜(k−1)v (k ∈ K) .
Let vT : a
∗
+ 3 µ 7→ vT,−iµ. Set
‖vT‖ =
( ∫
K
(tT γ˜(k−1)v(k), tT γ˜(k−1)v(k)) dk
)1
2 .
Let σ ∈ Mˆ and let λ ∈ ia∗ r {0}. Recall that we deﬁned piσ,λ(f) (f ∈ C (G, Vϕ))
such that
piσ,λ(F )v =
∫
G
F (g)piσ,λ(g)v dg
for all F ∈ Cc(G, Vϕ) and v ∈ C∞(∂X, V (σλ)) (cf. (2.46) and (2.47)).
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Lemma 2.9.36. Let σ ∈ Mˆ , γ ∈ Kˆ, a∗+ 3 µ 7→ φiµ ∈ L2(B, VB(σiµ, ϕ)) be a
measurable family, v ∈ Vγ˜ and T ∈ HomM(Vσ, Vγ). Let E(φ, vT ) ∈ C (Γ\G,ϕ).
Then,
φiµ =
1
‖vT‖2pi∗
(
piσ˜,−iµ(χE(φ, vT ))(vT,−iµ)
) ∈ C∞(B, VB(σiµ, ϕ)) .
Thus, a∗+ 3 µ 7→ φiµ is a smooth family.
Proof. Let σ ∈ Mˆ , ψ ∈ Hσ0 (ϕ). Let φ and vT be as above. By [BO00, p.156],
(E(ψ, vT ), E(φ, vT ))L2(Γ\G,ϕ) is equal to
‖vT‖2 ·
∫
a∗+
(ψiµ, φiµ)B pσ(iµ) dµ .
But it is also equal to∫
Γ\G
E(ψ, vT )(g)E(φ, vT )(g) dg
=
∫
G
E(ψ, vT )(g)(χE(φ, vT ))(g) dg
=
∫
G
∫
a∗+
∫
K
〈ext(ψiµ)(k), piσ˜,−iµ(g)vT,−iµ(k)〉 dk pσ(iµ) dµ (χE(φ, vT ))(g) dg
=
∫
a∗+
∫
K
〈ext(ψiµ)(k),
∫
G
(χE(φ, vT ))(g)pi
σ˜,−iµ(g)vT,−iµ(k) dg〉 dk pσ(iµ) dµ
=
∫
a∗+
∫
Γ\Ω
〈ψiµ(x), pi∗
(
piσ˜,−iµ(χE(φ, vT ))(vT,−iµ)
)
(x)〉 pσ(iµ) dµ .
Since Hσ0 (ϕ) is dense in the Hilbert space
∫ ⊕
a∗+
L2(B, VB(σiλ, ϕ))pσ(iλ) dλ,
φiµ =
1
‖vT‖2pi∗
(
piσ˜,−iµ(χE(φ, vT ))(vT,−iµ)
)
.
The lemma follows.
Corollary 2.9.37. Let γ ∈ Kˆ and f ∈ C (Γ\G,ϕ)(γ). Then, pac(f), where pac
denotes the orthogonal projection on L2(Γ\G,ϕ)ac, is a ﬁnite sum of wave packets
of the form E(φ, vT ) ∈ L2(Γ\G,ϕ) with v ∈ Vγ˜, σ ∈ Mˆ , T ∈ HomM(Vσ˜, Vγ˜) and
φiµ :=
1
‖vT‖2pi∗
(
piσ˜,−iµ(χf¯)(vT,−iµ)
) ∈ C∞(B, VB(σiµ, ϕ)) .
Proof. Let f ∈ C (Γ\G,ϕ)(γ). Then, pac(f) is a ﬁnite sum of wave packets of the
form
E(φ, vT ) :=
∫
a∗+
cext(φiµ),vT,−iµ pσ(iµ) dµ ∈ L2(Γ\G,ϕ) ,
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where v ∈ Vγ˜, σ ∈ Mˆ , T ∈ HomM(Vσ, Vγ) and a∗+ 3 µ 7→ φiµ ∈ L2(B, VB(σiµ, ϕ))
is a measurable family. Write
pac(f) =
∑
i
E(φ(i), v
(i)
Ti
)
with Ti ∈ HomM(Vσ(i) , Vγ) (σ(i) ∈ Mˆ), (v(k)Tk , v
(l)
Tl
) = 0 if k 6= l. Let ψ(j) ∈ Hσ(j)0 (ϕ).
By [BO00, p.156], (E(ψ(j), v
(j)
Tj
), pac(f))L2(Γ\G,ϕ) is equal to
‖v(j)Tj ‖2 ·
∫
a∗+
(ψ
(j)
iµ , φ
(j)
iµ )B pσ(iµ) dµ .
But it is also equal to ∫
Γ\G
E(ψ(j), v
(j)
Tj
)(g)f(g) dg .
As in the proof of the previous lemma, one can show that this is again equal to∫
a∗+
∫
Γ\Ω
〈ψ(j)iµ (x), pi∗
(
piσ˜
(j),−iµ(χf¯)(v(j)Tj ,−iµ)
)
(x)〉 pσ(j)(iµ) dµ .
The corollary follows as Hσ0 (ϕ) is dense in the Hilbert space∫ ⊕
a∗+
L2(B, VB(σiλ, ϕ))pσ(iλ) dλ .
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2.9.4 Eisenstein integrals and its relation to the Poisson transform
In this section, we recall the deﬁnition of Eisenstein integrals and we show how
the Poisson transform and the Eisenstein integrals are related. Moreover, we state
several known results about Eisenstein integrals.
Deﬁnition 2.9.38. For A ∈ HomM(Vγ, Vτ (σ)) (σ ∈ Mˆ , γ, τ ∈ Kˆ) and λ ∈ a∗C, set
Eγ,τ,σ,λ,A(g) =
∫
K
a(g−1k)−(λ+ρ)τ(κ(g−1k))Aγ(k−1) dk .
These are the so-called Eisenstein integrals.
Let γ ∈ Kˆ, dγ = dim(Vγ) and {v(γ)1 , . . . , v(γ)dγ } be an orthonormal basis of Vγ. For
k ∈ K, set χγ(k) = tr γ(k) (χγ is called the character of γ). Let
Eγ = dγ
∫
K
χγ(k)pi(k) dk .
Lemma 2.9.39. Let (pi,W ) be a Fréchet representation of K and let γ ∈ Kˆ.
Then, there are Fγ,j,w ∈ HomK(Vγ,W ) such that
Eγw =
dγ∑
j=1
Fγ,j,w(v
(γ)
j ) .
Proof. We identify Vγ with Cdγ via this basis. Then, v(γ)j = v
(γ)
j for all j.
Let {(v(γ)1 )∗, . . . , (v(γ)dγ )∗} be the dual basis of {v
(γ)
1 , . . . , v
(γ)
dγ
}.
Then, (v
(γ)
i )
∗(v(γ)j ) = (v
(γ)
i , v
(γ)
j ) = δi,j.
Let (pi,W ) be a Fréchet representation of K. For γ ∈ Kˆ, j = 1, . . . , dγ, w ∈ W
and v ∈ Vγ˜, set
Fγ,j,w(v) = dγ
∫
K
pi(k)w (v
(γ)
j )
∗(γ(k)−1v) dk ∈ W
(W is a complete, locally convex, Hausdorﬀ topological vector space). Since
(v
(γ)
j )
∗(γ(k)−1v(γ)j ) = (v(γ)j , γ(k)−1v(γ)j ) = (v(γ)j , γ(k)v(γ)j ) = tr γ(k) ,
dγ∑
j=1
Fγ,j,w(v
(γ)
j ) = dγ
∫
K
tr γ(k)pi(k)w dk = Eγw .
The lemma follows.
For λ ∈ a∗C, σ ∈ Mˆ , let Hσ,λ∞ = C∞(∂X, V (σλ)).
Proposition 2.9.40. Let λ ∈ a∗C, σ ∈ Mˆ , γ, τ ∈ Kˆ, f ∈ Hσ,λ∞ and T ∈
HomM(Vσ, Vτ ). Then, there are Aj ∈ HomM(Vγ, Vτ (σ)) such that
Eγ(P
T
λ f)(g) =
dγ∑
j=1
Eγ,τ,σ,λ,Aj(g)v
(γ)
j .
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Proof. Let g ∈ G. Deﬁne Fγ,j,PTλ f (g) by
dγ
∫
K
(P Tλ f)(k
−1g)(v(γ)j )
∗(γ(k)−1 · ) dk
=dγ
∫
K
a(g−1h)−(λ+ρ)τ(κ(g−1h))
∫
K
Tf(k−1h)(v(γ)j )
∗(γ(k)−1 · ) dh dk
=dγ
∫
K
a(g−1h)−(λ+ρ)τ(κ(g−1h))
∫
K
Tf(k−1)(v(γ)j )
∗(γ(hk)−1 · ) dk dh .
Set Aj := dγ
∫
K
Tf(k−1)(v(γ)j )
∗(γ(k)−1 · ) dk. Let m ∈M and v ∈ Vγ. Then,
Aj(γ(m)v) = dγ
∫
K
Tf(k−1)(v(γ)j )
∗(γ(k−1m)v) dk
= dγ
∫
K
Tσ(m)f(k−1)(v(γ)j )
∗(γ(k)−1v) dk = τ(m)Aj(v) .
Thus, Aj ∈ HomM(Vγ, Vτ (σ)). Hence, Eγ,τ,σ,λ,Aj = Fγ,j,PTλ f is an Eisenstein inte-
gral and
Eγ(P
T
λ f)(g) =
dγ∑
j=1
Eγ,τ,σ,λ,Aj(g)v
(γ)
j
by the proof of Lemma 2.9.39.
Let Φ be the canonical isomorphism between the principal series representation
L2(K ×M Vσ) and Hσ,λ. Then, Φ(f)(kan) = aλ−ρf(k) (f ∈ L2(K ×M Vσ)) and
Φ−1 sends f ∈ Hσ,λ to f |K .
Let us give in the following an explicit description of the isomorphism
C∞(K ×M Vτ (σ)) ' HomM(Vσ, Vτ )⊗Hσ,λ∞ .
Let T ∈ HomM(Vσ, Vτ ) and let f ∈ Hσ,λ∞ . Then,
Tf |K ∈ C∞(K ×M Vτ (σ)) .
Let now F ∈ C∞(K ×M Vτ (σ)). Let Vτ (σ) = Vσ1 ⊕ · · · ⊕ Vσk be an orthogonal
direct sum decomposition of irreducibleM -representations. Let pi be the canonical
projection from Vτ to Vσi and let ιi be the canonical inclusion from Vσi to Vτ . Since
Vσ ' Vσi , there is a M -intertwining operator Si from Vσ to Vσi . Let Ti = ιi ◦ Si ∈
HomM(Vσ, Vτ ). Deﬁne fi ∈ Hσ,λ∞ by fi(k) = S−1i
(
pi
(
F (k)
))
(k ∈ K). Then,
F =
k∑
i=1
Tifi|K
as Id =
∑k
i=1 ιi ◦ pi on Vτ (σ). So, the isomorphism maps F to
∑k
i=1 Ti ⊗ fi.
Lemma 2.9.41. Let Eγ,τ,σ,λ,A be an Eisenstein integral and v ∈ Vγ. Then, there
are Ti ∈ HomM(Vσ, Vτ ) and fi,v ∈ Hσ,λ∞ such that
Eγ,τ,σ,λ,A(ma)v =
∑
i
P Tiλ fi,v(ma) (m ∈M,a ∈ A) .
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Proof. For v ∈ Vγ and k ∈ K, set F (k) = Aγ(k−1)v. Then,
F ∈ C∞(K ×M Vτ (σ)) ' HomM(Vσ, Vτ )⊗Hσ,λ∞ .
Let fi,v = S
−1
i ◦ pi ◦ F and let Ti = ιi ◦ Si ∈ HomM(Vσ, Vτ ). It follows from the
above that ∑
i
Tifi,v(k) = A(γ(k)
−1v) .
The lemma follows now easily from this.
Let (γ, Vγ) be a ﬁnite-dimensional representation of K. Let cγ : a
∗
C → EndM(Vγ)
be the meromorphic function which is given by
cγ(λ) :=
∫
N¯
a(n¯)−(λ+ρ)γ(κ(n¯)) dn¯
for Re(λ) > 0. It is the Harish-Chandra c-function.
Proposition 2.9.42. Let Eγ,τ,σ,iλ,A be an Eisenstein integral with λ ∈ a∗ r {0}
and let v ∈ Vγ. Then, there is ε > 0 such that, for a→∞,
Eγ,τ,σ,iλ,A(ma)v = a
iλ−ρcτ (iλ)A(γ(m)−1v)+a−iλ−ρAw
(
cγ(−iλ)γ(m)−1v
)
+O(a−α−ρ−ε)
uniformly in m ∈M .
Proof. For γ ∈ Kˆ and Re(µ) < 0, deﬁne
jγ,µ =
∫
N¯
a(n¯)µ−ργ(κ(n¯))−1 dn¯ ∈ EndM Vγ
(this corresponds to Deﬁnition 2.17 in [Olb94, p.31]). By analytic continuation,
we get a meromorphic family on a∗C. By the previous lemma,
Eγ,τ,σ,λ,A(ma)v =
∑
i
P Tiλ fi,v(ma) (m ∈M,a ∈ A) .
Let λ ∈ a∗ r {0}. Then, there is ε > 0 such that, for a→∞,∑
j
P Tjfj,v(ka) = a
iλ−ρcτ (iλ)
∑
j
Tjfj,v(k)+a
−iλ−ρ∑
j
Twj (Jˆσ,iλfj,v)(k)+O(a
−α−ρ−ε)
uniformly in kM ∈ ∂X, by Lemma 6.2, 1., of [BO00, p.110] (compare with Lemma
2.5.12). If k = m ∈M , then ∑
j
Twj (Jˆσ,iλfj,v)(m)
is equal to
τ(m)−1τ(w)
∑
j
Tj(Jˆ
w
σ,iλfj,v)(e) = τ(m)
−1τ(w)
∑
j
ιj(Jˆ
w
σj ,iλ
(
pj(F )
)
)(e) .
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This is again equal to
τ(m)−1τ(w)A
(
jγ,iλγ(w)
−1v
)
= Aw
(
jwγ,iλγ(m)
−1v
)
.
By Proposition 3.13 of [Olb94, p.31],
(2.59) jwγ,−µ = cγ(µ) (µ ∈ a∗C) .
The proposition follows.
Corollary 2.9.43. Let γ, τ ∈ Kˆ, σ ∈ Mˆ . Let {v(γ)j } is an orthonormal basis of
Vγ. Let λ ∈ a∗ r {0}, ψiλ ∈ Hσ,iλ∞ and T ∈ HomM(Vσ, Vτ ). Let k ∈ K. Then,
there are Ak,γ,j ∈ HomM(Vγ, Vτ (σ)) such that
cτ (iλ)T
(
Eγpi
σ,iλ(k−1)ψiλ
)
(e) = cτ (iλ)
dγ∑
j=1
Ak,γ,jv
(γ)
j
and
TwJˆσ,−iλ
(
Eγpi
σ,iλ(k−1)ψiλ
)
(e) =
dγ∑
j=1
Awk,γ,jcγ(iλ)v
(γ)
j .
Remark 2.9.44. Let Eγ,τ,σ,λ,A be an Eisenstein integral. Then, one can show that
Eγ,τ,wσ,−λ,cτ (λ)wAw = Eγ,τ,σ,λ,Acγ(λ)
whenever cτ (µ) and cγ(µ) are regular in µ = λ. Compare with Theorem 13.2.9 of
[Wal92, p.232].
Proof. Let λ ∈ a∗ r {0} and let ψiλ ∈ Hσ,iλ∞ . Let k ∈ K. Then, there are
Ak,γ,j ∈ HomM(Vγ, Vτ (σ)) such that
Eγ(P
T
iλpi
σ,iλ(k−1)ψiλ)(g) =
dγ∑
j=1
Eγ,τ,σ,iλ,Ak,γ,j(g)v
(γ)
j (g ∈ G)
by Proposition 2.9.40. By Lemma 6.1, 1., of [BO00, p.110], Proposition 2.9.42
(applied twice) and by uniqueness of asymptotic expansions,
cτ (iλ)T
(
Eγpi
σ,iλ(k−1)ψiλ
)
(e) = cτ (iλ)
dγ∑
j=1
Ak,γ,jv
(γ)
j
and
TwJˆσ,−iλ
(
Eγpi
σ,iλ(k−1)ψiλ
)
(e) =
dγ∑
j=1
Awk,γ,jcγ(iλ)v
(γ)
j .
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Theorem 2.9.45. Let Eγ,τ,σ,iν,A be an Eisenstein integral and let m ∈M . Then,∫
A
∫
N
∫
a∗+
Eγ,τ,σ,iν,A(nma)pσ(iν) dν a
−iµ−ρ dn da (µ ∈ a∗)
is equal to
1
2pi
cτ (iµ)
−1(aiµ−ρcτ (iµ)Aγ(m)−1 + a−iµ−ρAwcγ(iµ)γ(m)−1) .
Remark 2.9.46. It follows from the proof (look in particular at the formula for
Φ(P, α)Q(ma) on p.239 of [Wal92]) that the above formula is deduced from the
following equality:
a−ρ
∫
N
∫
a∗+
Eγ,τ,σ,iµ,A(nma)pσ(iµ) dµ dn
=
∫
a∗+
(
cτ (iµ)
−1(cτ (iµ)Aγ(m)−1 + Awcγ(iµ)γ(m)−1)aiµ)dµ (a ∈ A) .
Proof. For m ∈M , set ϕ(m) = A(γ(m)−1 ·). For φ ∈ Hom(Vγ, Vτ ), set
(1) CP |P (e, λ)φ = cτ (λ)φ,
(2) CP |P (w, λ)φ = φwcγ(−λ),
(3) CP |P (e, w−1λ)φ = cτ (−λ)φ, and
(4) CP |P (w,w−1λ)φ = φwcγ(λ)
whenever this is well-deﬁned. This notation makes it easier to compare N. Wal-
lach's results with ours.
Assume now that λ ∈ ia∗ r {0}. By Proposition 2.9.42, there is ε > 0 such that,
for a→∞,
(2.60) Eγ,τ,σ,λ,A(ma)v = a
λ−ρ(CP |P (e, λ)ϕ(m))v
+ a−λ−ρ
(
CP |P (w, λ)ϕ(m)
)
v +O(a−α−ρ−ε)
and
(2.61) Eγ,τ,σ,−λ,A(ma)v = aλ−ρ
(
CP |P (w,w−1λ)ϕ(m)
)
v
+ a−λ−ρ
(
CP |P (e, w−1λ)ϕ(m)
)
v +O(a−α−ρ−ε)
uniformly in m ∈M . Compare this with Theorem 13.2.6 of [Wal92, p.230].
Set 0CP |P (e, λ) = CP |P (e, λ)−1CP |P (e, λ) = Id and, for φ ∈ Hom(Vγ, Vτ ), set
0CP |P (w,wλ)φ = CP |P (e, λ)−1CP |P (w,w−1λ)φ = cτ (λ)−1φwcγ(λ) .
The theorem follows now from Theorem 13.3.2 of [Wal92, p.236].
Since
∫
N¯
a(n¯)−2ρ dn¯ = 1 and
2pi
∫
A
∫
a∗
f(ν)aiν dν a−iµ da = f(µ)
for all µ ∈ a∗ and f ∈ C∞c (a∗), the appearing multiplicative constant is 12pi .
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2.9.5 The contribution of the wave packets of Eisenstein series to the
closure of the space of cusp forms
We show in this section that the wave packets of Eisenstein series are orthogonal
to the space of cusp forms (cf. Theorem 2.9.51). We conclude from this and our
previous results that
◦C (Γ\G,ϕ) = L2(Γ\G,ϕ)ds ⊕ L2(Γ\G,ϕ)U
(Theorem 2.9.54).
Assume that X 6= OH2.
Lemma 2.9.47. Fix g ∈ G(Ω), σ ∈ Mˆ and λ ∈ a∗C. Then,
f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ 7→ Jˆσ,λf(g)
is continuous.
Proof. Fix g ∈ G(Ω) and λ ∈ a∗C. Let Q be an open neighbourhood of Λ that does
not contain gP and let U = ∂X rQ. Let U ′ be a compact subset of U containing
gP and let χ ∈ C∞c (U) be such that χ|U ′ ≡ 1. Then,
f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ 7→ Jˆσ,λ(χf)(g)
is continuous as multiplication with χ is a smooth operation and as
Jˆσ,λ : C
∞(∂X, V (σλ, ϕ))→ C∞(∂X, V (σw−λ, ϕ))
is continuous by Lemma 5.1 and Lemma 5.2 of [BO00, pp.96-97]. The map
f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ 7→ Jˆσ,λ((1− χ)f)(g)
is also continuous by Lemma 5.3 of [BO00, p.98] and as multiplication with 1− χ
is a continuous operation. Thus,
f ∈ C−∞Ω (∂X, V (σλ, ϕ))Γ 7→ Jˆσ,λf(g)
is continuous. This completes the proof of the lemma.
For T ∈ HomM(Vσ, Vγ), deﬁne Tw = γ(w)Tσ(w)−1. Then, Tw belongs also to
HomM(Vσ, Vγ). Note that T
w does not depend on the choice of w.
Theorem 2.9.48. Let φ ∈ Hσ0 (ϕ) and let k ∈ K(Ω). Let T ∈ HomM(Vσ, Vγ).
Then,
(2.62)
∫
A
∫
N
∫
a∗+
P Tiν ext(φiν)(kna)pσ(iν) dν a
−iµ−ρ dn da (µ ∈ a∗)
is equal to
(2.63)
1
2pi
cγ(iµ)
−1(cγ(iµ)Tφiµ(k) + TwJˆσ,−iµ ext(φ−iµ)(k)) .
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Proof. Fix µ ∈ a∗ and k ∈ K(Ω). Put ψiν = ext(φiν). It suﬃces to show that
(2.64) a−ρ
∫
N
∫
a∗+
P Tiνψiν(kna)pσ(iν) dν dn
=
∫
a∗
cγ(iν)
−1(cγ(iν)Tφiν(k) + TwJˆσ,−iνψ−iν(k))aiν dν .
Indeed,
(2.65) 2pi
∫
A
∫
a∗
f(ν)aiν dν a−iµ da = f(µ)
for all µ ∈ a∗ and f ∈ C∞c (a∗). It follows from (2.64) that (2.62) is equal to∫
A
∫
a∗
cγ(iν)
−1(cγ(iν)Tφiν(k) + TwJˆσ,−iνψ−iν(k))aiν dν a−iµ da .
By (2.65) and as φ ∈ Hσ0 (ϕ), this is equal to (2.63).
Let us prove ﬁrst (2.64) for Γ = {e}. Then, ψiν ∈ C∞(∂X, V (σiν , ϕ)) for all
ν ∈ a∗+. Let γ1, γ2, . . . be the elements of Kˆ. Then,∫
N
|
∫
a∗+
P Tiν
( l∑
j=1
Eγjpi
σ,iν(k−1)ψiν
)
(na)pσ(iν) dν
−
∫
a∗+
P Tiνpi
σ,iν(k−1)ψiν(na)pσ(iν) dν| dn
is equal to∫
N
|
l∑
j=1
Eγj
∫
a∗+
P Tiνψiν(kna)pσ(iν) dν −
∫
a∗+
P Tiνψiν(kna)pσ(iν) dν| dn .
By Theorem 7.1.1 of [Wal88, p.227] and by the proof of Proposition 2.3.30, there
exist constants Cr,l converging to zero when r > 1 is ﬁxed and l goes to ∞ such
that this is less or equal than
Cr,la
ρ(1 + | log a|)−r .
Thus, the left-hand side of (2.64) is equal to
(2.66) lim
l→∞
a−ρ
∫
N
∫
a∗+
P Tiν
( l∑
j=1
Eγjpi
σ,iν(k−1)ψiν
)
(na)pσ(iν) dν .
Let {v(γj)i } be an orthonormal basis of Vγj . By Corollary 2.9.43, there are Ak,j,j′ ∈
HomM(Vγj , Vγ(σ)) such that
cγ(iν)T
(
Eγjpi
σ,iν(k−1)ψiν
)
(e) = cγ(iν)
dγj∑
j′=1
Ak,j,j′v
(γj)
j′
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and
TwJˆσ,−iν
(
Eγjpi
σ,iν(k−1)ψiν
)
(e) =
dγj∑
j′=1
Awk,j,j′cγj(iν)v
(γj)
j′
for every j ∈ N, ν ∈ a∗ r {0} and k ∈ K. By Theorem 2.9.45, (2.66) yields
lim
l→∞
∫
a∗
cγ(iν)
−1(cγ(iν)T( l∑
j=1
Eγjpi
σ,iν(k−1)ψiν
)
(e)
+ TwJˆσ,−iν
( l∑
j=1
Eγjpi
σ,iν(k−1)ψiν
)
(e)
)
aiν dν .
(2.64) now follows.
Let us now show (2.64) for Γ 6= {e}. Let (ϕj)j be a Dirac sequence in C∞c (G,R).
As P Tiµpi
σ,iµ(ϕj)ψiµ converges to P
T
iµψiµ and as pi
σ,iµ(ϕj)ψiµ ∈ C∞(∂X, V (σiµ, ϕ))
(since ϕj ∈ C∞c (G)) and as it depends smoothly on µ ∈ a∗+, the function∫
a∗+
P Tiµpi
σ,iµ(ϕj)ψiµpσ(iµ) dµ
is a wave packet in X and belongs therefore to C (X, VX(γ, ϕ)). By the proven
case Γ = {e},
(2.67) a−ρ
∫
N
∫
a∗+
P Tiνpi
σ,iν(ϕj)ψiν(kna)pσ(iν) dν dn
is equal to
(2.68)
∫
a∗
cγ(iν)
−1(cγ(iν)Tpiσ,iν(ϕj)φiν(k) + TwJˆσ,−iνpiσ,−iν(ϕj)ψ−iν(k))aiν dν .
One can show that (2.67) converges to
a−ρ
∫
N
∫
a∗+
P Tiνψiν(kna)pσ(iν) dν dn
by using Lemma 2.8.13 and the proof of Proposition 2.3.30. As φ ∈ Hσ0 (ϕ), (2.68)
converges to ∫
a∗
cγ(iν)
−1(cγ(iν)Tφiν(k) + TwJˆσ,−iνψ−iν(k))aiν dν
by Lemma 2.9.47. The theorem follows.
The following is the crucial result needed to prove that L2(Γ\G,ϕ)ac is orthogonal
to the space of cusp forms (Theorem 2.9.51).
Proposition 2.9.49. No non nonzero compactly supported wave packet is cuspi-
dal.
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Proof. The main result we need in order to prove this proposition is Theorem
2.9.48, providing an explicit formula for the Fourier transform of the constant
term of a compactly supported wave packet.
Let f ∈ L2(Γ\G,ϕ)ac ∩ ◦C (Γ\G,ϕ) be a cuspidal, compactly supported wave
packet. Since the projection of a function g ∈ ◦C (Γ\G,ϕ) to L2(Γ\G,ϕ)(γ) be-
longs still to ◦C (Γ\G,ϕ) for any γ ∈ Kˆ, we may assume without loss of generality
that f ∈ (L2(Γ\G,ϕ)ac)(γ) ∩ ◦C (Γ\G,ϕ) for some γ ∈ Kˆ. We have
◦C (Γ\G,ϕ)(γ) ' [◦C (Γ\G,ϕ)⊗ Vγ˜]K ⊗ Vγ = ◦C (Y, VY (γ˜, ϕ))⊗ Vγ ,
where VY (γ˜, ϕ) := VY (γ˜)⊗ Vϕ. The isomorphism
◦C (Y, VY (γ˜, ϕ))⊗ Vγ → ◦C (Γ\G,ϕ)(γ)
maps F⊗v to 〈F, v〉. Thus, f is a ﬁnite sum of wave packets of the form 〈E(φ, T ), v〉
with T ∈ HomM(Vσ˜, Vγ˜) for some σ ∈ Mˆ , v ∈ Vγ, φ : λ 7→ φiλ ∈ L2(B, VB(σ˜iλ, ϕ))
is a measurable family with compact support in λ and E(φ, T ) ∈ ◦C (Y, VY (γ˜, ϕ)).
Let {T (r)1 , . . . , T (r)nr } be an orthonormal basis of HomM(Vσ˜(r) , Vγ˜) and let v1, . . . , vs
be a basis of Vγ. Write
f =
s∑
r=1
nr∑
q=1
〈
∫
a∗+
P
T
(r)
q
iν ext
(
φ
(q,r)
iν
)
pσ(r)(iν) dν, vr〉 .
Since the sum of Im(T
(r)
i ) over i is direct for r ﬁxed,
(2.69)
nr∑
q=1
∫
a∗+
P
T
(r)
q
iν ext
(
φ
(q,r)
iν
)
pσ(r)(iν) dν
belongs also to ◦C (Y, VY (γ˜, ϕ)) for r = 1, . . . , s. It follows from Lemma 2.9.36
that φ
(q,r)
iν ∈ C∞(B, VB(σ˜(r)iν , ϕ)) for all ν ∈ a∗+ and that ν ∈ a∗+ 7→ φ(q,r)iν is smooth.
By Theorem 2.9.48, the Fourier transform of the constant term of (2.69) at iµ
(µ ∈ a∗+) is equal to
1
2pi
nr∑
q=1
T (r)q φ
(q,r)
iµ (k)
for all k ∈ K(Ω), since φ(q,r)−iµ = 0 for all µ ∈ a∗+. By (2.69),
nr∑
q=1
T (r)q φ
(q,r)
iµ (k) = 0
for all k ∈ K(Ω). Applying (T (r)q )∗ yields φ(q,r)iµ = 0 for q = 1, . . . , nr. Hence,
f =
s∑
r=1
nr∑
q=1
〈
∫
a∗+
P
T
(r)
q
iν ext
(
φ
(q,r)
iν
)
pσ(r)(iν) dν, vr〉 = 0 .
The proposition follows.
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Let σ ∈ Mˆ . Deﬁne Nσpi (pi ∈ Gˆ) by
{
Npi if pi = pi
σ,iλ for some λ ∈ a∗+
{0} otherwise .
Let Fσ be the restriction of F to the closedG-invariant space F−1
( ∫ ⊕
Gˆ
Nσpi ⊗ˆVpi dκ(pi)
)
.
Let σ ∈ Mˆ and χσ ∈ C∞c (a∗+) be a cut-oﬀ function. For f ∈ L2(Γ\G,ϕ), deﬁne
Ψσ(f) = F−1σ
(
(χσ(λ)Fpiσ,iλ(f))λ∈a∗+
)
.
Note that Ψσ is a G-intertwining operator. For f ∈ L2(Γ\G,ϕ)(γ) (γ ∈ Kˆ), deﬁne
Ψ(f) =
∑
σ∈Mˆ
Ψσ(f) .
Then, the map Ψ is well-deﬁned as only ﬁnitely many maps Ψσ are nonzero. We
call such a function a spectral cut-oﬀ function.
Let σ ∈ Mˆ and let W be a closed G-invariant subspace of L2(Γ\G,ϕ)ac.
Let us denote the orthogonal projection of L2(Γ\G,ϕ) toW by pW . This is clearly
a G-intertwining operator.
Lemma 2.9.50. If f ∈ W (γ) (γ ∈ Kˆ), then Ψ(f) ∈ W (γ).
Proof. Since pW is decomposable by Proposition 2.5.2, there is a measurable family
of maps Lpi : Npi → Npi (pi ∈ Gˆ) such that
pW (f) = F−1
(
(Lpi ⊗ Id)(Fpi(f))pi∈Gˆ
)
for every f ∈ L2(Γ\G,ϕ). For f ∈ W , we have
Ψσ(f) = Ψσ(pW (f)) = F−1σ
(
(χσ(λ)Fpiσ,iλ(pW (f)))λ∈a∗+
)
= F−1σ
(
(χσ(λ)Fpiσ,iλ(F−1σ
(
(Lpiσ,iµ ⊗ Id)(Fpiσ,iµ(f))µ∈a∗+
)
))λ∈a∗+
)
= F−1σ
(
(Lpiσ,iλ ⊗ Id)(χσ(λ)Fpiσ,iλ(f))λ∈a∗+
)
= F−1σ
(
(Lpiσ,iλ ⊗ Id)(Fpiσ,iλ(F−1σ
(
(χσ(µ)Fpiσ,iµ(f))µ∈a∗+
)
))λ∈a∗+
)
= pW (Ψσ(f)) ∈ W .
The lemma follows.
Theorem 2.9.51. L2(Γ\G,ϕ)ac is orthogonal to the space of cusp forms.
Remark 2.9.52. If δΓ < 0, then the orthogonality of L
2(Γ\G,ϕ)ac to ◦C (Γ\G,ϕ)
follows directly from Proposition 2.9.32.
Proof. Assume that L2(Γ\G,ϕ)ac is not orthogonal to the space of cusp forms.
Then, there is f ∈ ◦C (Γ\G,ϕ)(τ) (τ ∈ Kˆ) and g ∈ L2(Γ\G,ϕ)ac such that
(pac(f), g) = (f, g) 6= 0 .
In particular, pac(f) is nonzero. Let q be the orthogonal projection on
◦C (Γ\G,ϕ).
Since pac ◦ q = q ◦ pac by Proposition 2.5.3, pac(f) ∈ ◦C (Γ\G,ϕ)(τ).
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Let Ψ be a spectral cut-oﬀ function. Then, Ψ(pac(f)) belongs to
◦C (Γ\G,ϕ)(τ)
by Lemma 2.9.50 and it is a ﬁnite sum of compactly supported wave packets by
construction and by Corollary 2.9.37 and hence a Schwartz function by Proposition
2.9.35. It follows now from Theorem 2.9.21 that Ψ(pac(f)) is a cusp form. Thus,
Ψ(pac(f)) = 0 by Proposition 2.9.49. As we can choose Ψ arbitrarily, it follows
that pac(f) = 0. This is a contradiction! The theorem follows.
Proposition 2.9.53. L2(Γ\G,ϕ)res is orthogonal to the space of cusp forms.
Proof. Let p be the orthogonal projection on L2(Γ\G,ϕ)res⊕L2(Γ\G,ϕ)U and let
q be the orthogonal projection on ◦C (Γ\G,ϕ). Since p ◦ q = q ◦ p by Proposition
2.5.3,
p(◦C (Γ\G,ϕ)) = (L2(Γ\G,ϕ)res ⊕ L2(Γ\G,ϕ)U) ∩ ◦C (Γ\G,ϕ) .
As L2(Γ\G,ϕ)U is contained in ◦C (Γ\G,ϕ) by Theorem 2.7.11, this is again equal
to
(L2(Γ\G,ϕ)res ∩ ◦C (Γ\G,ϕ))⊕ L2(Γ\G,ϕ)U .
Let f ∈ L2(Γ\G,ϕ)res and g ∈ ◦C (Γ\G,ϕ). Then,
(f, g)L2(Γ\G,ϕ) = (f, p(g))L2(Γ\G,ϕ)
As moreover L2(Γ\G,ϕ)U is orthogonal to L2(Γ\G,ϕ)res, it suﬃces to show that
L2(Γ\G,ϕ)res ∩ ◦C (Γ\G,ϕ) = {0} .
Since the orthogonal projection on (L2(Γ\G,ϕ)res ⊕ L2(Γ\G,ϕ)U) ∩ ◦C (Γ\G,ϕ)
is decomposable by Proposition 2.5.2, there are subspaces Spi (pi ∈ Gˆc) of Npi such
that
L2(Γ\G,ϕ)res ∩ ◦C (Γ\G,ϕ) =
⊕
pi∈Gˆc
cpi(Spi⊗ˆVpi)
Since in particular cpi(Spi⊗ˆVpi) ⊂ L2(Γ\G,ϕ)res, every Spi must be contained in
some EΛ(σλ, ϕ). Assume now that some space Spi is nontrivial. Then, it contained
also a nonzeroK-ﬁnite matrix coeﬃcient cpi(f⊗v). Thus, cpi(f⊗v) ∈ ◦C (Γ\G,ϕ)∩
C (Γ\G,ϕ) by Lemma 2.7.1. Hence, cpi(f ⊗ v) ∈ ◦C (Γ\G,ϕ) by Theorem 2.9.21.
This is a contradiction by Theorem 2.7.11.
Theorem 2.9.54. We have:
(2.70) ◦C (Γ\G,ϕ) = L2(Γ\G,ϕ)ds ⊕ L2(Γ\G,ϕ)U .
Remark 2.9.55. The decomposition (2.70) was already conjectured by M. Olbrich
in 2002 (see [Olb02, p.116]).
Proof. As the spaces L2(Γ\G,ϕ)U and L2(Γ\G,ϕ)ds are contained in ◦C (Γ\G,ϕ)
by Proposition 2.7.10 and Corollary 2.8.39, we have
◦C (Γ\G,ϕ) = (L2(Γ\G,ϕ)ac ⊕ L2(Γ\G,ϕ)res) ∩ ◦C (Γ\G,ϕ)
⊕ L2(Γ\G,ϕ)ds ⊕ L2(Γ\G,ϕ)U .
The theorem follows now from Theorem 2.9.51 and from Proposition 2.9.53.
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3 The geometrically ﬁnite case
3.1 Decompositions for varying parabolic subgroups
For notations, see Section 2.1.
Since we may have several cusps, it is in general no longer suﬃcient to work only
with one ﬁxed parabolic subgroup of G. We investigate in the following what
happens when we pass from one parabolic subgroup of G to another.
For a Cartan involution θ′ of g, h ∈ G andX ∈ g, set hθ′(X) = Ad(h)θ′(Ad(h)−1X).
For a Cartan involution θ′ of G and g, h ∈ G, set hθ′(g) = hθ′(h−1gh)h−1.
Note that hθ′ is again a Cartan involution if θ′ is a Cartan involution.
We denote the maximal compact subgroup of G associated to a Cartan involution
θ′ by Kθ′ . Let θ′ be a Cartan involution of G. Then,
{g ∈ G | hθ′(g) = g} = {g ∈ G | hθ′(h−1gh)h−1 = g} = hKθ′h−1 (h ∈ G) .
Moreover, there exists h ∈ G such that θ′ = hθ by, e.g., Lemma 2.3.2 of [Wal88,
p.57]. Thus, the maximal compact subgroups of G are conjugate.
For X, Y ∈ g, set 〈X, Y 〉θ′ = 〈Ad(h)−1X,Ad(h)−1Y 〉. Note that this deﬁnition
is independent of the choice of h and that 〈·, ·〉θ′ is an Ad(Kθ′)-invariant inner
product on g.
By abuse of notation, we denote the norm g → [0,∞), X 7→ √〈X,X〉θ′ also by
| · |. It will be clear from the context which norm is meant.
Deﬁnition 3.1.1.
(1) A subgroup Q of G is called a parabolic subgroup of G if there exists g ∈ G
such that Q = gPg−1.
(2) Let Q be a parabolic subgroup of G. We say that Q = MQAQNQ is a
Langlands decomposition if there exists g ∈ G such that MQ = gMg−1,
AQ = gAg
−1 and NQ = gNg−1.
Remark 3.1.2. This deﬁnition does not depend on the choice of P . It follows
from the uniqueness property of the Cartan involutions, we have seen above, the
fact that all the maximal abelian Lie subalgebras in s are conjugate under the
adjoint action of K by Lemma 2.1.9 of [Wal88, p.47] and the construction of P
that the above deﬁnition does not depend on the choice of P .
Let Q be a parabolic subgroup of G with Langlands decompositionMQAQNQ. Let
mQ (resp. aQ, nQ) be the Lie algebra ofMQ (resp. AQ, NQ). Since the Killing form
B is invariant under the adjoint action of G, it follows from the previous deﬁnition
and Section 2.1 that mQ ⊕ aQ ⊕ nQ is an orthogonal decomposition relative to B.
Lemma 3.1.3. Let g ∈ G. Then, gKg−1 ∩K is equal to K if g ∈ K and equal to
a conjugate of M in K (which is strictly contained in K) otherwise.
Moreover, if K ′ is a maximal compact subgroup of G, then there exists a unique
element hK ∈ X such that K ′ = hKh−1.
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Proof. If g ∈ K, then gKg−1 ∩ K is clearly equal to K. Assume that there
exists g ∈ G r K such that gKg−1 ∩ K 6= {e}. Let h be a nontrivial element
of gKg−1 ∩ K. Then, ag 6= e and hgK = gK. Thus, hkgagK = kgagK. Hence,
hkgM = kgM , by the uniqueness property of the Cartan decomposition. So,
k−1g hkg ∈M ⇐⇒ h ∈ kgMk−1g . The ﬁrst assertion follows.
Let h1, h2 ∈ G be such that K ′ = h1Kh−11 = h2Kh−12 . Then, h−12 h1Kh−11 h2 = K.
It follows from the ﬁrst assertion that h−12 h1 belongs to K. Thus, h1K = h2K.
The lemma follows.
Lemma 3.1.4. Let θ′ be a Cartan involution of g and let Q = MQAQNQ be a
parabolic subgroup of G. The following conditions are equivalent:
(1) MQ is contained in Kθ′;
(2) aQ is orthogonal to the Lie algebra of Kθ′.
Assume now that one of two conditions is satisﬁed. Let k ∈ K be such that Q =
kPk−1 (kM is unique). Then, there exists a unique h ∈ NQAQ such that Kθ′ =
hKh−1. Moreover, NQ = kNk−1, AQ = hkAk−1h−1 and MQ = hkMk−1h−1 =
ZKθ′ (AQ) ⊂ Kθ′.
Remark 3.1.5.
(1) When we take the Cartan involution hθ and Lie(hkAk−1h−1) for a in Sec-
tion 2.1 (note that this is indeed possible), then the constructed parabolic
subgroup of G in Section 2.1 is equal to Q.
(2) Let g ∈ G and let MQ = gMg−1, AQ = gAg−1, NQ = gNg−1 and Q =
MQAQNQ. Let k, h be as in the statement of the lemma. Then, it follows
from the lemma that gM = hkM . In particular, gKg−1 = hKh−1.
Proof. Let θ′, k and Q = MQAQNQ be as above. Then, NQ = kNk−1.
Let g ∈ G be such that AQ = gAg−1 and MQ = gMg−1.
(1) Assume that MQ is contained in Kθ′ .
As ma = am for all a ∈ A and m ∈ M , ma = am for all a ∈ AQ and
m ∈MQ. So, MQ = ZKθ′ (AQ).
Let h ∈ G be such that Kθ′ = hKh−1.
Since Kθ′AQNQ = (hkKk
−1h−1)(hkAk−1h−1)(hkNk−1h−1) is an Iwasawa
decomposition of G, we can choose h ∈ NQAQ = AQNQ such that Kθ′ =
hKh−1. h is unique by Lemma 3.1.3.
As the Killing form is invariant under the adjoint action of G, as a is or-
thogonal to k and as M is equal to K ∩P , Lie(hkAk−1h−1) is orthogonal to
the Lie algebra of Kθ′ = hkKk
−1h−1 and MQ = hkMk−1h−1 ⊂ Kθ′ ∩Q.
Thus, AQ = hkAk
−1h−1. Hence, Lie(AQ) = Lie(hkAk−1h−1) is also orthog-
onal to the Lie algebra of Kθ′ .
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(2) Assume that aQ is orthogonal to the Lie algebra of Kθ′ . As the Killing
form is invariant under the adjoint action of G, as Lie(hkAk−1h−1) is also
orthogonal to the Lie algebra of Kθ′ and as a is the unique maximal abelian
Lie subalgebra of m ⊕ a ⊕ n whose Lie algebra is orthogonal to that of K,
AQ = hkAk
−1h−1. Hence, MQ = hkMk−1h−1.
The lemma follows.
Let us also introduce some more notation.
Let θ′ be a Cartan involution of g. Let Q = M˜QA˜QNQ be a parabolic subgroup of
G. Let K˜Q be a maximal compact subgroup of G containing the compact group
M˜Q (other choices are aK˜Qa
−1 (e 6= a ∈ A˜Q)).
Since G = NAK is an Iwasawa decomposition, it follows from Lemma 3.1.4 that
G = NQA˜QK˜Q is an other Iwasawa decomposition.
Let h be the unique element in NQA˜Q such that Kθ′ = hK˜Qh
−1. Then, Mθ′,Q :=
hM˜Qh
−1 is contained in Kθ′ . Let Aθ′,Q = hA˜Qh−1.
When it is clear which Cartan involution is meant, then we often use the simpliﬁed
notationsMQ and AQ. We do the same for the notations which we introduce below.
Let k ∈ K be such that Q = kPk−1 and let h′ ∈ NQAθ′,Q be the element provided
by Lemma 3.1.4. Then, Kθ′ = h
′Kh′−1.
Let N¯θ′,Q = θ
′(NQ). We denote the Lie algebra of Mθ′,Q (resp. Aθ′,Q, NQ, N¯θ′,Q)
by mθ′,Q (resp. aθ′,Q, nQ, n¯θ′,Q).
Deﬁne αθ′,Q ∈ a∗θ′,Q (resp. ρθ′,Q ∈ a∗θ′,Q) by
αθ′,Q(H) = α(Ad(h
′k)−1(H)) (resp. ρθ′,Q(H) = ρ(Ad(h′k)−1(H))) (H ∈ aθ′,Q) .
Put Aθ′,Q,+ = {a ∈ Aθ′,Q | aαθ′,Q > 1} and A¯θ′,Q,+ = {a ∈ Aθ′,Q | aαθ′,Q > 1}.
For s > 0, put Aθ′,Q,6s = {a ∈ Aθ′,Q | aαθ′,Q 6 s} and Aθ′,Q,>s = {a ∈ Aθ′,Q |
aαθ′,Q > s}.
If µ ∈ a∗θ′,Q, then we deﬁne Hθ′,Q,µ ∈ aθ′,Q by
Hθ′,Q,µ = (Ad(h
′k)−1(H))µ (H ∈ aθ′,Q) .
For H ∈ a and µ ∈ a∗θ′,Q, set (h′k)−1.µ(H) = µ(Ad(h′k)H). Then, (h′k)−1.µ ∈ a∗
for all µ ∈ a∗θ′,Q.
We deﬁne a symmetric bilinear form 〈·, ·〉θ′,Q on a∗θ′,Q by
〈µ, τ〉θ′,Q = 〈(h′k)−1.µ, (h′k)−1.τ〉
for all µ, τ ∈ a∗θ′,Q. For µ ∈ a∗θ′,Q, set |µ| :=
√〈µ, µ〉θ′,Q.
Thus, H ∈ aθ′,Q 7→ αθ′,Q(H) ∈ R identiﬁes aθ′,Q with R isometrically and that
µ ∈ a∗θ′,Q 7→ 〈α, µ〉θ′,Q ∈ R identiﬁes a∗θ′,Q with R isometrically. Moreover, αθ′,Q is
identiﬁed with 1.
For g ∈ G, we set
κθ′,Q(g) = h
′kκ(k−1h′−1gh′k)k−1h′−1 .
Deﬁne aθ′,Q, aθ′,Q, nθ′,Q, νθ′,Q, hθ′,Q and kθ′,Q, kθ′,Q,·, aθ′,Q,·, hθ′,Q,· analogously.
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By abuse of notation, we will often write for a
αθ′,Q
θ′,Q,g simply ag.
Then,
g = κθ′,Q(g)aθ′,Q(g)nθ′,Q(g) = νθ′,Q(g)hθ′,Q(g)kθ′,Q(g) (g ∈ G)
(Iwasawa decomposition of G with respect to NQAθ′,QKθ′) and
g = kθ′,Q,gaθ′,Q,ghθ′,Q,g (g ∈ G)
(Cartan decomposition of G). These decompositions are independent of the choice
of k. Since
ak−1h′−1gh′k = ah′−1gh′ (g ∈ G, k ∈ K) ,
(3.1) a
αθ′,Q
θ′,Q,g = a
α
h′−1gh′ = ah′−1gh′ .
Note that
(3.2) aθ′,Q(g)
αθ′,Q = a(k−1h′−1gh′k)α (g ∈ G) .
The Haar measure on N (resp. N¯ , A) induces a Haar measure on NQ (resp. N¯θ′,Q,
Aθ′,Q) so that∫
NQ
aθ′,Q(θ
′(n))−2ρθ′,Q dn = 1
(
resp.
∫
N¯θ′,Q
aθ′,Q(n¯)
−2ρθ′,Q dn¯ = 1
)
.
Let θ′′ be an other Cartan involution. Let h′′ ∈ NQAθ′,Q be the element provided
by Lemma 3.1.4 for θ′ = θ′′. Let h˜ = h′′h′−1 ∈ NQAθ′,Q. Then, Kθ′′ = h′′Kh′′−1 =
h˜Kθ′h˜
−1. Since
aθ′′,Q(g)
αθ′′,Q = a(k−1h′′−1gh′′k)α
= a(k−1h′−1(h′h′′−1gh′′h′−1)h′k)α = aθ′,Q(h˜−1gh˜)αθ′,Q
by (3.2), it follows that
(3.3) aθ′′,Q(g)
αθ′′,Q = aθ′,Q(h˜
−1gh˜)αθ′,Q .
Similarly, one shows, using (3.1), that
(3.4) a
αθ′′,Q
θ′,Q,g = a
αθ′,Q
h˜−1gh˜
.
Let us show now how we can compare spaces constructed from diﬀerent Cartan
involutions.
LetK ′ be a maximal compact subgroup ofG. Let h ∈ G be such thatK ′ = hKh−1.
Then, K ′ is the stabiliser of hK. So,
X ′ := G/K ′ → X = G/K, gK ′ 7→ ghK
is a natural isomorphism between X ′ and X. Let P ′ be a parabolic subgroup of
G. Let h ∈ G be such that P ′ = hPh−1. Then, P ′ is the stabiliser of hP . So,
∂X ′ := G/P ′ → ∂X = G/P, gP ′ 7→ ghP
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is a natural isomorphism between ∂X ′ and ∂X.
If h ∈ G is such that K ′ = hKh−1 and P ′ = hPh−1, then
X¯ = X ∪ ∂X = G/K ∪G/P
is canonically isomorphic to
X¯ ′ := X ′ ∪ ∂X ′ = G/K ′ ∪G/P ′ .
To shorten notations, we simply write gK ′ = ghK and gP ′ = ghP .
Let us come now to the impact on functions of the change of the Cartan involution.
If f : G → C is a right K-invariant function, then Rhf is a right K ′-invariant
function on G as
Rhf(gk) = f((gh)(h
−1kh)) = f(gh) = Rhf(g)
for all g ∈ G and all h ∈ K ′.
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3.2 Geometrically ﬁnite groups and Γ-cuspidal parabolic
subgroups
We deﬁne geometrically ﬁnite groups and Γ-cuspidal parabolic subgroups of G,
which are the representatives of the cusps of the space Γ\X = Γ\G/K.
Let Γ be a torsion-free discrete subgroup of G. Recall that ΛΓ denotes the limit
set (closed and Γ-invariant set) and ΩΓ the set of ordinary points (open and Γ-
invariant set). Moreover, ∂X = ΩΓ ∪ ΛΓ and Γ acts properly discontinuously on
X ∪ ΩΓ. As moreover Γ is torsion-free, Γ acts freely on X ∪ ΩΓ. See Section 2.2
for further details.
Deﬁnition 3.2.1. We say that a parabolic subgroup Q = MQAQNQ of G is Γ -
cuspidal if ΓQ := Γ∩Q is an inﬁnite subgroup of G which is contained in NQMQ.
Remark 3.2.2.
(1) This deﬁnition does not depend on the chosen Langlands decomposition as
NQMQ = NQnMQn
−1 for all n ∈ NQ.
(2) If Q is Γ-cuspidal, then γQγ−1 is Γ-cuspidal for all γ ∈ Γ.
Let Q1, Q2 be two Γ-cuspidal parabolic subgroups of G. Then, we say that Q1
is Γ-equivalent to Q2 if there exists γ ∈ Γ such that Q2 = γQ1γ−1. We write
Q1 ∼Γ Q2 in this case.
Let PΓ be the set of Γ-conjugacy classes of Γ-cuspidal parabolic subgroups of G.
Deﬁnition 3.2.3. We say that u ∈ ∂X is a cusp for Γ if its stabiliser is a Γ-
cuspidal parabolic subgroup of G.
Let [Q]Γ ∈ PΓ. Then, there exists k ∈ K such that Q = kPk−1. Let M˜Q = kMk−1
and let A˜Q = kAk
−1.
For a Γ-cuspidal parabolic subgroup Q = M˜QA˜QNQ of G, we consider the exact
sequence
(3.5) 0→ NQ → NQM˜Q
lM˜Q→ M˜Q → 0 ,
where lM˜Q : NQM˜Q → M˜Q is the projection onto M˜Q. Put M˜Γ,Q = lM˜Q(ΓQ) ⊂ M˜Q.
By Auslander's theorem (Theorem 3.1 of [BO07, p.25]), we have the following:
(1) There exist a connected subgroup N˜Γ,Q ⊂ NQ and n ∈ NQ such that nΓQn−1
normalises N˜Γ,Q and such that nΓQn
−1 is a cocompact lattice in the unimod-
ular group Q˜Γ := N˜Γ,QM˜Γ,Q.
(2) Fix n ∈ NQ as above and a ∈ A˜Q. Let NΓ,Q = n−1N˜Γ,Qn ⊂ NQ, MΓ,Q =
n−1M˜Γ,Qn and QΓ = NΓ,QMΓ,Q.
Let us introduce the following notations according to the appearing case:
(a) M˜Γ,Q 6= {e}: Let θQ = n−1a−1θan, KQ = n−1a−1Kan, AQ = n−1A˜Qn
and MQ = n
−1M˜Qn. Then, MΓ,Q ⊂MQ ⊂ KQ.
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(b) M˜Γ,Q = {e} (ΓQ ⊂ NQ): We can deﬁne the groups as previously
(we want to allow a maximum of freedom) or we use the following
deﬁnitions: Let θQ = θ, KQ = K, AQ = A˜Q, MQ = M˜Q. Then,
MΓ,Q = {e} ⊂MQ ⊂ KQ and QΓ = NΓ,Q.
For e 6= γ ∈ Γ, we set AγQγ−1 = γAQγ−1. We deﬁne NγQγ−1 , NΓ,γQγ−1 ,
KγQγ−1 , AγQγ−1 , MγQγ−1 , MΓ,γQγ−1 and (γQγ
−1)Γ analogously. Then,
θγQγ−1 =
γθ .
These deﬁnitions ﬁx uniquely the above n and a for γQγ−1.
Moreover, there exists a normal subgroup of ﬁnite index Γ′ of ΓQ such that
MΓ′,Q := lMQ(Γ
′) ⊂ MQ is a torus (commutative, compact, connected Lie
group).
(3) We can write any element γ ∈ Γ′ (resp. γ ∈ ΓQ) as nγmγ with nγ ∈ NΓ,Q
and mγ ∈MΓ,Q such that mγ centralises (resp. normalises) NΓ,Q.
(4) The group {nγ | γ ∈ Γ′} is a lattice in NΓ,Q.
As Deﬁnition 3.2.1 does not depend on the chosen Langlands decomposition, ΓQ
is also an inﬁnite subgroup of G which is contained in NQMQ.
When we write in the following Q = MQAQNQ, then we mean with this that we
consider the Langlands decomposition for which MQ and AQ are given as above.
Let wQ ∈ NKQ(AQ) denote a representative of the nontrivial element of the Weyl
group of (g, aQ).
By abuse of notation, we will write for a
αQ
Q,g simply ag.
Let φ : {nγ | γ ∈ Γ′} → MΓ′,Q, nγ 7→ mγ. This deﬁnes a group homomorphism
from {nγ | γ ∈ Γ′} to MΓ′,Q. Indeed:
(1) This map is well-deﬁned: Let γ1, γ2 ∈ Γ′ be such that nγ1 = nγ2 . Then,
γ1γ
−1
2 = nγ1mγ1m
−1
γ2
n−1γ1 = mγ1m
−1
γ2
∈ Γ ∩KQ
since mγ1 and mγ2 centralise NΓ,Q. As Γ is torsion-free, it follows that
γ1γ
−1
2 = e. Thus, γ1 = γ2. Hence, mγ1 = mγ2 .
(2) It is a group homomorphism: The neutral element is clearly mapped to the
neutral element. Let γ1, γ2 ∈ Γ′. Then,
γ1γ2 = nγ1mγ1nγ2mγ2 = (nγ1nγ2)(mγ1mγ2)
as mγ1 centralises NΓ,Q. Thus, nγ1nγ2 = nγ1γ2 is mapped to mγ1γ2 = mγ1mγ2 .
By Lemma 3.2 of [BO07, p.26], there exists a subgroup V of ﬁnite index in {nγ |
γ ∈ Γ′} such that the restriction of φ to V extends to a group homomorphism
from NΓ,Q to MΓ,Q, which we denote by abuse of notation also by φ.
By 3.1.5 of [BO07, p.26], we can choose Γ′ with the following properties:
(1) {nγ | γ ∈ Γ′} is contained in V ;
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(2) MΓ′,Q coincides with φ(NΓ,Q);
(3) MΓ′,Q has ﬁnite index in MΓ,Q.
Let YΓ (resp. YΓQ) denote the manifold without boundary Γ\X (resp. ΓQ\X).
Let g ∈ G be such that Q = gPg−1. Let ΛQ = {eQ} = {gP} ⊂ ∂X (limit set of
ΓQ) and let ΩQ = ∂X r ΛQ ⊂ ∂X (ordinary set of ΓQ).
Let Y¯Γ (resp. Y¯ΓQ , Y¯Ω,ΓQ) denote the manifold with boundary Γ\(X ∪ ΩΓ) (resp.
ΓQ\(X ∪ ΩQ), ΓQ\(X ∪ ΩΓ)).
Deﬁnition 3.2.4. We say that a torsion-free discrete subgroup Γ of G is geomet-
rically ﬁnite if the following conditions hold:
(1) The set PΓ of Γ-conjugacy classes of Γ-cuspidal parabolic subgroups of G is
ﬁnite. We denote the elements of PΓ by [P1]Γ, . . . , [Pm]Γ.
(2) There exists a compact subset C of Y¯Γ such that the set of connected com-
ponents of Y¯Γ r C is in bijection with PΓ.
(3) For each connected component Yi ⊂ Y¯Γ r C corresponding to [Pi]Γ (i =
1, . . . ,m), there exists a subset Y˜i of Y¯Ω,ΓPi such that
(a) Y¯ΓPi r Y˜i is compact in Y¯ΓPi ,
(b) the map pii : Y¯Ω,ΓPi → Y¯Γ, ΓPix 7→ Γx is injective on Y˜i and Yi = pii(Y˜i).
Remark 3.2.5.
(1) If Γ ⊂ G is geometrically ﬁnite, then the spaces YΓ, YΓPi are Riemannian
manifolds in a natural way and the maps pii restricted to Y˜i ∩ YΓPi are iso-
metric embeddings.
(2) If Γ ⊂ G is geometrically ﬁnite and if PΓ = ∅, then Γ is convex-cocompact.
(3) Our deﬁnition is equivalent to Bowditch's deﬁnition [Bow95] (he gives several
deﬁnitions and proves that they are all equivalent).
From now on we will assume Γ ⊂ G is geometrically ﬁnite unless stated otherwise.
Let ei : Yi → Y˜i ⊂ Y¯ΓPi be the inverse map of pii|Y˜i . As pii is an open map, ei is
continuous.
Let Q be a Γ-cuspidal parabolic subgroup of G.
Let wQ ∈ NKQ(aQ) be a representative of the nontrivial Weyl group element. Let
wi = wPi .
Lemma 3.2.6. ΓQ\(ΛΓ r {eQ}) is a compact subset of ΓQ\ΩQ.
Proof. Since ΛΓ is closed in ∂X, Λi = ΛΓ ∩ ΩPi is closed in ΩPi . Thus, ΓPi\Λi is
closed in ΓPi\ΩPi by deﬁnition of the quotient topology.
As ei(Yi) is contained in Y¯Ω,ΓPi , ei(Yi) ∩ ΓPi\Λi = ∅. Moreover, it follows from
Deﬁnition 3.2.4 that Ci := Y¯ΓPi r ei(Yi) is a compact subset of Y¯ΓPi . Thus, ΓPi\Λi
is contained in Ci ∩ (ΓPi\ΩPi), which is a compact subset of ΓPi\ΩPi . The lemma
follows for Q = Pi. Hence, it holds also for Q = γPiγ
−1 (γ ∈ Γ).
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Lemma 3.2.7. ΓQ is a geometrically ﬁnite subgroup of G. Moreover, PΓQ = {Q}.
Proof. Let Q′ be another parabolic subgroup of G (diﬀerent from Q). As all
parabolic subgroups of G are conjugate, there exists g ∈ G such that Q′ = gQ¯g−1.
Since Q¯ is the stabiliser of wQQ, Q
′ is the stabiliser of gwQQ.
It follows from the Bruhat decomposition (G = NQwQQ ∪ Q), that there exists
also n ∈ NQ such that Q′ is the stabiliser of nwQQ. Thus, Q′ = nQ¯n−1. Hence,
Q ∩Q′ = MQAQNQ ∩ (nMQn−1)(nAQn−1)(nN¯Qn−1)
= (nMQn
−1)(nAQn−1) =: M˜A˜ .
So, ΓQ∩Q′ ⊂ M˜A˜∩MQNQ = M˜A˜∩M˜NQ = M˜ as the Langlands decomposition of
M˜A˜NQ is unique. Since M˜ is compact and ΓQ is discrete, it follows that ΓQ∩Q′ is
ﬁnite (in fact it is trivial as Γ is torsion-free). Consequently, PΓQ = {[Q]ΓQ} = {Q}.
The lemma follows now easily from this.
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3.3 NΓNΓ decomposition of the unipotent radical N of a
cuspidal parabolic subgroup of G
We show in this section how the unipotent radical NQ of a Γ-cuspidal parabolic
subgroup Q of G can be decomposed.
From now on, we assume that Q is a Γ-cuspidal parabolic subgroup of G unless
stated otherwise.
Let nΓ,Q be the Lie algebra of NΓ,Q. Since
0→ g2αQ ∩ nΓ,Q −→
ι
nΓ,Q −→
p
pgαQ (nΓ,Q)→ 0 ,
where ι is the canonical injection and p is the canonical projection, is a short exact
sequence,
dim(nΓ,Q) = dim(pgαQ (nΓ,Q)) + dim(g2αQ ∩ nΓ,Q) .
Let nΓ,Q1 (resp. n
Γ,Q
2 ) be the orthogonal complement of pgαQ (nΓ,Q) in gαQ (resp.
g2αQ ∩ nΓ,Q in g2αQ) with respect to 〈·, ·〉θQ . Set nΓ,Q = nΓ,Q1 ⊕ nΓ,Q2 . This space
is invariant under the adjoint action of AQ as so are n
Γ,Q
1 and n
Γ,Q
2 . Assume
that X ∈ nΓ,Q ∩ nΓ,Q. Write X = X1 + X2 with Xj ∈ gjαQ . Then, X1 ∈
pgαQ (nΓ,Q)∩n
Γ,Q
1 = {0}. Thus, X = X2 ∈ g2αQ ∩nΓ,Q∩nΓ,Q2 = {0}. Hence, X = 0.
Since in addition dim(nΓ,Q) + dim(n
Γ,Q) = dim(nQ) by construction,
(3.6) nQ = nΓ,Q ⊕ nΓ,Q .
Set NΓ,Q = exp(nΓ,Q) (invariant under conjugation in AQ).
Let NΓ,Q1 = exp(n
Γ,Q
1 ) and N
Γ,Q
2 = exp(n
Γ,Q
2 ).
We put as measure on all measurable subsets S of NQ the push-forward of the
Lebesgue measure on log(S) (with an appropriate normalisation). Here, log is the
inverse map of the exponential map exp: nQ → NQ.
Since nΓ,Q and g2αQ are invariant under the adjoint action of MΓ,Q and since pgαQ
is clearly MQ-equivariant, g2αQ ∩ nΓ,Q and pgαQ (nΓ,Q) are also invariant under the
adjoint action of MΓ,Q.
As 〈·, ·〉θQ is invariant under the adjoint action of KQ, it follows that nΓ,Q1 , nΓ,Q2 and
nΓ,Q are invariant under the adjoint action of MΓ,Q, too. Thus, N
Γ,Q is invariant
under conjugation in MΓ,Q.
Lemma 3.3.1. For all X, Y ∈ nQ, exp(X) exp(Y ) = exp(X + Y ) exp(12 [X, Y ]).
Proof. By the Baker-Campbell-Hausdorﬀ formula, we have
log(exp(X) exp(Y )) = X + Y +
1
2
[X, Y ] (X, Y ∈ nQ)
and
log(exp(X) exp(Y )) = X + Y (X ∈ nQ, Y ∈ g2αQ) .
Thus, exp(X) exp(Y ) = exp(X + Y ) exp(1
2
[X, Y ]) for all X, Y ∈ nQ. The lemma
follows.
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Proposition 3.3.2. We have: NQ = NΓ,QN
Γ,Q. Moreover, every n ∈ NQ writes
uniquely as n1n2 with n1 ∈ NΓ,Q and n2 ∈ NΓ,Q.
Remark 3.3.3. As NΓ,Q may be no Lie group, the NΓ,QN
Γ,Q decomposition of
nn′ (n, n′ ∈ NΓ,Q) can have a nontrivial NΓ,Q-part!
Proof. As NΓ,Q (resp. N
Γ,Q) is isomorphic to nΓ,Q (resp. n
Γ,Q), as nQ = nΓ,Q⊕nΓ,Q
and as g2αQ = (nΓ,Q ∩ g2αQ)⊕ (nΓ,Q ∩ g2αQ),
NΓ,Q ×NΓ,Q → NQ, (n1, n2) 7→ n1n2
is a diﬀeomorphism by Proposition 17 of Chapter III of [Bou06, p.237]. The
proposition follows.
Let n ∈ NQ. Write n = n1n2 with n1 ∈ NΓ,Q and n2 ∈ NΓ,Q.
Set
pNΓ,Q(n) = n1 ∈ NΓ,Q
and
pNΓ,Q(n) = n2 ∈ NΓ,Q .
Then, pNΓ,Q : NQ → NΓ,Q and pNΓ,Q : NQ → NΓ,Q are analytic maps by the proof
of the previous proposition.
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3.4 Generalised Siegel sets
In the following, we generalise the notions of a Siegel set. Moreover, we use these
sets to get a cover of the quotient space Γ\X.
Deﬁnition 3.4.1. Let S, T be sets, k ∈ N and f a map from S to T . Then, f is
said to be at most k-to-one if, for all y ∈ T , f−1(y) contains at most k elements.
Deﬁnition 3.4.2.
(1) Let Q = MQAQNQ be a Γ-cuspidal parabolic subgroup of G. Recall that
wQ ∈ NKQ(AQ) denotes a representative of the nontrivial element of the
Weyl group of (g, aQ). Let V be a connected subset of NQ, which is the
closure of an open subset of NQ, such that
Φ: VMΓ,Q → ΓQ\NQMΓ,Q , nm 7→ ΓQnm
is surjective and at most k-to-one for some k ∈ N. Let V ′ be a subset of
V ⊂ NQ, which is relatively compact in NQ, such that V r V ′ is closed and
such that
{n ∈ NQ | nwQQ ∈ NΓ,Q(ΛΓ r {eQ})}MΓ,Q
is contained in ΓQV
′MΓ,Q.
We say that a subset SQ,t,V,V ′ of G is a generalised Siegel set with respect
to Q if it is of the form
V AQKQ r V ′AQ,<tKQ ,
where AQ,<t := {a ∈ AQ | aαQ < t} (here t > 0 is ﬁxed).
(2) We denote often SQ,t,V,V ′ simply by SQ or S.
(3) We call S′ := {gKQ | g ∈ S} a generalised Siegel set in G/KQ .
(4) Let K ′ be a maximal compact subgroup of G and let h ∈ G be such that
KQ = hK
′h−1. Set X ′ = G/K ′. Then, we say that
S′X′ := {ghK ′ | gKQ ∈ S′}
is a generalised Siegel set in X ′.
(5) We say that S′ is a generalised Siegel set at eQ. Moreover, if u is Γ-cuspidal,
then S′ is also called Γ-cuspidal.
Remark 3.4.3.
(1) We use here the convention that ∅AQ,<tKQ = ∅. We can take V ′ = ∅ if
Γ = ΓQ.
(2) As ΓQ is a cocompact lattice in NΓ,QMΓ,Q and as NQ = NΓ,QN
Γ,Q by Propo-
sition 3.3.2, it is indeed possible to choose V as above.
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(3) It follows from Lemma 3.2.6 that the set ΓQ\{n ∈ NQ | nwQQ ∈ ΛΓr{eQ}}
is compact. Thus, V ′ exists since moreover Φ is surjective and at most k-to-
one.
(4) If S is a generalised Siegel set at a cusp of full rank, then NΓ,Q = {e}. Thus,
we can take V ′ = V . So, S is of the form
V AQ,>tKQ ,
where AQ,>t := {a ∈ AQ | aαQ > t} (here t > 0 is ﬁxed). We call such a set
a Siegel set with respect to Q.
(5) Let S1 and S2 be two generalised Siegel sets with respect to Q. Then, ΓQS
′
1
is equal to ΓQS
′
2 up to a relatively compact subset of ΓQ\(X ∪ ΩΓ).
Deﬁnition 3.4.4.
(1) Let Q = MQAQNQ be a Γ-cuspidal parabolic subgroup of G. Let ω be a
compact subset of NΓ,Q such that the map
ωMΓ,Q → ΓQ\NΓ,QMΓ,Q , nm 7→ ΓQnm
is surjective and at most k-to-one for some k ∈ N. Let ω′ be an open
relatively compact subset of NΓ,Q such that the compact set
{n ∈ NΓ,Q | nwQQ ∈ NΓ,Q(ΛΓ r {eQ})}
is contained in ω′.
We say that a subset Sstd,Q,t,ω,ω′ of G is a generalised standard Siegel set
with respect to Q if it is of the form
ωNΓ,QAQKQ r ωω′AQ,<tKQ ,
where AQ,<t := {a ∈ AQ | aαQ < t} (here t > 0 is ﬁxed).
(2) We call S′ := {gKQ | g ∈ S} a generalised standard Siegel set in G/KQ .
(3) Let K ′ be a maximal compact subgroup of G and let h ∈ G be such that
KQ = hK
′h−1. Set X ′ = G/K ′. Then, we say that
S′X′ := {ghK ′ | gKQ ∈ S′}
is a generalised standard Siegel set in X ′.
(4) We say that S′ is a generalised standard Siegel set at eQ. Moreover, if u is
Γ-cuspidal, then S′ is also called Γ-cuspidal.
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Remark 3.4.5.
(1) We use here the convention that ω∅AQ,<tKQ = ∅. We can take ω′ = ∅ if
Γ = ΓQ.
(2) As ΓQ is a cocompact lattice in NΓ,QMΓ,Q and as NQ = NΓ,QN
Γ,Q by Propo-
sition 3.3.2, it is indeed possible to choose ω as above.
(3) It follows from Lemma 3.2.6 and the fact that the image of a compact set
by a continuous map between metric spaces (here pNΓ,Q : ΓQ\NQ → NΓ,Q,
the canonical projection) is compact that the set {n ∈ NΓ,Q | nwQQ ∈
NΓ,Q(ΛΓr {eQ})} = pNΓ,Q(ΓQ\{n ∈ NQ | nwQQ ∈ ΛΓr {eQ}}) is compact.
Thus, ω′ exists.
(4) A generalised standard Siegel set is of course a generalised Siegel set and
every generalised Siegel set in X is clearly contained in the union of a gener-
alised standard Siegel set in X and an open subset of X which is relatively
compact in X ∪ Ω.
(5) If S is a generalised standard Siegel set at a cusp of full rank, then NΓ,Q =
{e}. Thus, we can take ω′ = {e}. So, S is of the form
ωAQ,>tKQ ,
where AQ,>t := {a ∈ AQ | aαQ > t} (here t > 0 is ﬁxed). We call such a set
a standard Siegel set with respect to Q.
(6) If γ ∈ ΓQ, then γω is of the same form than ω.
Example of a generalised standard Siegel set when X is the upper half-space:
N.B. Only ωNΓ,QAQKQ is drawn on the picture.
Let S′ be a generalised (standard) Siegel set in G/KQ with respect to Q and let
γ ∈ Γ. Then, γS′γ−1 is a generalised (standard) Siegel set in G/(γKQγ−1) with
respect to γQγ−1 and γS′ is a generalised Siegel set in G/KQ with respect to Q.
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Let ωstd,i be a subset of NΓ,Pi and let ω
′
std,i be a subset of N
Γ,Pi such that Deﬁnition
3.4.4 for a generalised standard Siegel set with respect to Pi holds for ω = ωstd,i
and ω′ = ω′std,i.
Set Sstd,i = ωstd,iN
Γ,PiAiKi r ωstd,iω′std,i(Ai)<1Ki (generalised standard Siegel set
in G with respect to Pi).
Let hi ∈ NiAi be such that Ki = hiKh−1i . Set
S′X,std,i = {ghiK ∈ X | gKi ∈ S′std,i} .
Recall that ei : Yi → Y¯ΓPi is the inverse map of pii|Y˜i (see Deﬁnition 3.2.4 for
notations).
Lemma 3.4.6. There are generalised standard Siegel sets S′X,i,1,S
′
X,i,2 in X with
respect to Pi such that
ΓPi clo(S
′
X,i,1) ⊂ ei(Yi) ⊂ ΓPi clo(S′X,i,2) .
Proof. Let Ci = Y¯ΓPi r ei(Yi). By the proof of Lemma 3.2.6, ΓPi\Λi is contained
in Ci. Thus, ei(Yi) is relatively compact in ΓPi\(X ∪ ΩΓ ∪ {ePi}).
Since ΓPi clo(S
′
X,std,i) ∪ {ePi} is a compact subset of ΓPi\(X ∪ ΩΓ ∪ {ePi}),
Ci,1 := ΓPi clo(S
′
X,std,i)r ei(Yi) and Ci,2 := ei(Yi)r ΓPi clo(S′X,std,i)
are compact in ΓPi\(X ∪ΩΓ). Thus, Ci,1 ∩ΓPi\ΩΓ and Ci,2 ∩ΓPi\ΩΓ are compact
in ΓPi\ΩΓ.
Let hi ∈ G be such that Ki = hiKh−1i and Pi = hiPh−1i . As moreover
ΩPi = {nwiPi | n ∈ Ni} = {nwihiP | n ∈ Ni} ⊂ ∂X ,
ΓPi clo(S
′
X,std,Pi,t1,ωi,ω′i,1
) is contained in Y¯ΓPi r Ci,1 for some t1 > 1 and some ω
′
i,1
containing ω′i and Ci,2 is contained in
ΓPi clo(S
′
X,std,Pi,t2,ωi,ω′i,2
)
for some t2 6 1 and ω′i,2 which is contained in ω′i. Set S′X,i,1 = S′X,std,Pi,t1,ωi,ω′i,1
and S′X,i,2 = S
′
X,std,Pi,t2,ωi,ω′i,2
. The lemma follows.
Proposition 3.4.7.
(1) Let S′X,i be generalised Siegel sets in X with respect to Pi (i = 1, . . . ,m).
Then, there is an open relatively compact subset U of X ∪ ΩΓ such that
(3.7) Γ\(X ∪ ΩΓ) = ΓU ∪
m⋃
i=1
Γ clo(S′X,i) .
(2) There are generalised Siegel sets Si at Pi (i = 1, . . . ,m) and an open rela-
tively compact subset U of X ∪ ΩΓ such that
(3.8) Γ\(X ∪ ΩΓ) = ΓU ∪ Γ clo(S′X,1) ∪ Γ clo(S′X,2) ∪ · · · ∪ Γ clo(S′X,m)
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(disjoint union),
(3.9) {γ ∈ Γ | γ clo(S′X,k) ∩ clo(S′X,l) 6= ∅} = ∅
for all k 6= l, and
(3.10) {γ ∈ Γ | γ clo(S′X,i) ∩ clo(S′X,i) 6= ∅} ⊂ ΓPi
for all i.
Proof.
(1) By Deﬁnition 3.2.4, there is a compact C in Y¯Γ such that
(3.11) Y¯Γ = C ∪
m⋃
i=1
Yi .
Let Si be generalised Siegel sets with respect to Pi (i = 1, . . . ,m). Without
loss of generality, we may assume that Si = Sstd,i. By Lemma 3.4.6, there
is an open relatively compact subset V of X ∪ Ω such that
ei(Yi) ⊂ ΓPiV ∪ ΓPi clo(S′X,std,i) ⊂ Y¯Ω,ΓPi
for all i. Applying pii to this inclusion shows that Yi is contained in ΓV ∪
Γ clo(S′X,std,i). Let U ∈ UΓ be such that C ∪ ΓV is contained in ΓU . The
ﬁrst assertion follows.
(2) By Lemma 3.4.6, there are generalised Siegel sets S′X,i in X with respect
to Pi such that ei(Yi) is contained in ΓPi clo(S
′
X,i). Thus, Yi is contained
in Γ clo(S′X,i). Hence, V := Y¯Γ r
⋃m
i=1 Γ clo(S
′
X,i) is relatively compact
in Y¯Γ by (3.11). Let U
′ ∈ UΓ be such that V is contained in ΓU ′. Set
U = U ′r
⋃m
i=1 clo(S
′
X,i) (open). The disjoint decomposition in (3.8) follows
as Yi ∩ Yj = ∅ if i 6= j.
As Γ clo(S′X,i) is contained in Yi for all i and as Yk ∩ Yl = ∅ for k 6= l,
Γ clo(S′X,k) ∩ Γ clo(S′X,l) = ∅
for all k 6= l. Thus, (3.9) holds.
Let pi : X ∪ ΩΓ → ΓPi\(X ∪ ΩΓ), x 7→ ΓPix.
The set {γ ∈ Γ | γ clo(S′X,i) ∩ clo(S′X,i) 6= ∅} is contained in
{γ ∈ Γ | γp−1i (ei(Yi)) ∩ p−1i (ei(Yi)) 6= ∅}
and this set is contained in ΓPi as pii : Y¯Ω,ΓPi → Y¯Γ, ΓPix 7→ Γx is injective
on ei(Yi) = Y˜i. This shows (3.10).
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Corollary 3.4.8.
(1) Let SX,i be generalised Siegel sets in X with respect to Pi (i = 1, . . . ,m).
Then, there is U ∈ UΓ such that
(3.12) Γ\X = ΓU ∪
m⋃
i=1
ΓS′X,i .
(2) There are generalised Siegel sets Si at Pi (i = 1, . . . ,m) and U ∈ UΓ such
that
(3.13) Γ\X = ΓU ∪ ΓS′X,1 ∪ · · · ∪ ΓS′X,m
(disjoint union),
{γ ∈ Γ | γS′X,k ∩S′X,l 6= ∅} = ∅
for all k 6= l, and
{γ ∈ Γ | γS′X,i ∩S′X,i 6= ∅} ⊂ ΓPi
for all i.
Proof. By the previous proposition, we have a decomposition of the form
Γ\(X ∪ ΩΓ) = ΓV ∪ Γ clo(S′X,1) ∪ · · · ∪ Γ clo(S′X,m)
with V an open relatively compact subset of X ∪ ΩΓ and S′X,i generalised Siegel
sets in X with respect to Pi.
Set U = V ∩X ∈ UΓ. Since S′X,i is closed in X, clo(S′X,i) ∩X = S′X,i. Thus,
Γ\X = ΓU ∪
m⋃
i=1
ΓS′X,i .
The corollary follows.
Proposition 3.4.9. Let U ∈ UΓ and let S′X,i be generalised Siegel sets in X with
respect to Pi (i = 1, . . . ,m). Then,
(3.14) {γ ∈ Γ | γ(clo(U) ∪ m⋃
i=1
clo(S′X,i)
) ∩ (clo(U) ∪ m⋃
i=1
clo(S′X,i)
) 6= ∅}
is ﬁnite.
Proof. By Proposition 3.4.7, there are generalised Siegel setsSi at Pi (i = 1, . . . ,m)
and an open relatively compact subset V of X ∪ ΩΓ such that
Γ\(X ∪ ΩΓ) = ΓV ∪ Γ clo(S′X,1) ∪ Γ clo(S′X,2) ∪ · · · ∪ Γ clo(S′X,m)
(disjoint union),
(3.15) {γ ∈ Γ | γ clo(S′X,i) ∩ clo(S′X,j) 6= ∅} = ∅
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for all i 6= j, and
(3.16) {γ ∈ Γ | γ clo(S′X,i) ∩ clo(S′X,i) 6= ∅} ⊂ ΓPi
for all i.
Let U ∈ UΓ. It follows from Deﬁnition 3.2.4, Deﬁnition 3.4.2 and Remark 3.4.3
(5) that we may assume without loss of generality that the S′X,i's are the given
generalised Siegel sets by adding V to U . Thus, (3.14) is equal to
{γ ∈ Γ | γ clo(U) ∩ clo(U) 6= ∅} ∪
m⋃
i=1
{γ ∈ Γ | γ clo(S′X,i) ∩ clo(S′X,i) 6= ∅}
∪
m⋃
i=1
{γ ∈ Γ | γ clo(S′X,i) ∩ clo(U) 6= ∅} .
By the proof of Lemma 3.4.6, there is a generalised Siegel set S′X,i,2 of the form
S′X,std,Pi,t2,ωi,2,ω′i,2 in X such that
(3.17) clo(S′X,i) ⊂ int
(
clo(S′X,i,2)
) ⊂ ei(Yi) .
Here, int
(
clo(S′X,i,2)
)
is equal to
ω◦i,2N
Γ,PiAihiK r ω◦i,2ω′i,2Ai,6t2hiK ∪ {n1n2wihiP | n1 ∈ ω◦i,2, n2 ∈ NΓ,Pi r ω′i,2} ,
where hi ∈ G is such that Ki = hiKh−1i and Pi = hiPh−1i , ω◦i,2 ⊃ ωi is the interior
of ωi,2 in NΓ,Pi and ω
′
i,2 denotes the closure of ω
′
i,2 in N
Γ,Pi .
Thus, clo(U) is contained in
⋃
γ∈Γ γ(V ∪
⋃m
j=1 int
(
clo(S′X,j,2)
)
). Hence, there are
γ1, . . . , γr ∈ Γ such that clo(U) is contained in
r⋃
k=1
γk(V ∪
m⋃
j=1
int
(
clo(S′X,j,2)
)
) .
By (3.15) and since moreover ΓV ∩ Γ clo(S′X,j) = ∅ for all j,
{γ ∈ Γ | clo(U) ∩ γ clo(S′X,i) 6= ∅}
is contained in
{γ ∈ Γ | ( r⋃
k=1
γk clo(S
′
X,i,2)
) ∩ γ clo(S′X,i) 6= ∅} .
It follows from (3.17) and Deﬁnition 3.2.4 that this set is again contained in ΓPi .
Hence, the above set is ﬁnite.
Since Γ acts properly continuous on X ∪ Ω, {γ ∈ Γ | γ clo(U) ∩ clo(U) 6= ∅} is
ﬁnite for all i. Thus, the proposition follows by (3.16).
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Lemma 3.4.10. Let Sstd,Q,t,ω,ω′ be a generalised standard Siegel set with respect
to Q and let S be a relatively compact subset of G. Then, there exists a generalised
standard Siegel set Sstd,Q,t˜,ω,ω˜′ such that
γg,hgh ∈ Sstd,Q,t˜,ω,ω˜′
for some γg,h ∈ ΓQ, for all g ∈ Sstd,Q,t,ω,ω′ and all h ∈ S.
Proof. Let S := Sstd,Q,t,ω,ω′ and S be as above and let h ∈ S. Let g ∈ G.
We have
gh = νQ(gh)hQ(gh)kQ(gh)
=
(
νQ(g)hQ(g)νQ(kQ(g)h)hQ(g)
−1)hQ(g)hQ(kQ(g)h)kQ(gh) .
Let ω˜′ be such that its closure in NΓ,Q is strictly contained in ω′ and such that
Sstd,Q,t,ω,ω˜′ is a generalised standard Siegel set with respect to Q.
Let D = ω˜′ (compact) and U = NΓ,Qω′ (open).
Then, V = {n ∈ NQ | Dn ⊂ U, Dn−1 ⊂ U} is an open neighbourhood of e.
Moreover, NΓ,QDV ⊂ U .
By deﬁnition of V , NΓ,QD is contained in Un for all n ∈ V . Hence, NQ r Un is
contained in NQ rNΓ,QD for all n ∈ V .
Let n ∈ V . Then, NQ is the disjoint union of Un and (NQ r U)n.
Thus, (NQrU)n = NQrUn. Hence, V (NQrU) =
⋃
n∈V (NQrUn) ⊂ NQrNΓ,QD.
Let δ ∈ (0, t) be such that
νQ(g)aνQ(kh)a
−1 ∈ V (NQ rNΓ,Qω′) ⊂ NQ rNΓ,Qω˜′
for all a ∈ AQ,6δ, k ∈ KQ, h ∈ S and g ∈ G such that pNΓ,Q(νQ(g)) ∈ NΓ,Q r ω′.
Let t˜ = δ infk∈KQ,h∈S hQ(kh)
αQ > 0. Then,
gh ∈ NQAQ,>t˜KQ ⊂ ΓQSstd,Q,t˜,ω,ω˜′
for all g ∈ ωNΓ,QAQ,>δKQ and all h ∈ S.
Proposition 3.4.11. There is UΓ ∈ UΓ such that
Γ\G = ΓUΓK ∪
m⋃
i=1
Sstd,i .
Proof. By Corollary 3.4.8, there is U ∈ UΓ such that
Γ\X = ΓU ∪
m⋃
i=1
ΓS′X,std,i .
Let hi ∈ G be such that Ki = hiKh−1i and Pi = hiPh−1i . Thus,
Γ\G = ΓUK ∪
m⋃
i=1
Γ{ghik | g ∈ Sstd,i, k ∈ K} .
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By Lemma 3.4.10, there exists a generalised standard Siegel set Sstd,Pi,t˜i,ωi,ω˜′i such
that
{ghik | g ∈ Sstd,i, k ∈ K} ⊂
⋃
γ∈ΓPi
γSstd,Pi,t˜i,ωi,ω˜′i .
Hence,
Γ\G = ΓUK ∪
m⋃
i=1
ΓSstd,Pi,t˜i,ωi,ω˜′i .
Let Ui be an open subset of G/Ki such that Ui is relatively compact in
G/Ki ∪ {gPi | ghiP ∈ ΩΓ}
and such that Sstd,Pi,t˜i,ωi,ω˜′i is contained in
UiKi ∪Sstd,i ⊂ {gk ∈ G | gKi ∈ Ui, k ∈ K} ∪Sstd,i .
Then, U ′i := {ghiK | gKi ∈ Ui} is an open subset of X which is relatively compact
in X ∪ ΩΓ (U ′i ∈ UΓ). By Corollary 2.3.39,
{gK | gKi ∈ Ui} = {gh−1i K | gK ∈ U ′i}
belongs also to UΓ. The proposition follows.
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3.5 Computation of the critical exponent of ΓQ and deﬁni-
tion of the rank of a cusp
We deﬁne the rank of a cusp and we determine an explicit formula for the critical
exponent of ΓQ (see Proposition 3.5.2).
Deﬁnition 3.5.1.
(1) The rank of the cusp associated to [Q]Γ ∈ PΓ is by deﬁnition dimNΓ,Q.
(2) We say that the cusp associated to [Q]Γ ∈ PΓ is of full rank if its rank is
equal to dimNQ, or equivalently, if ΓQ\NQMΓ,Q is compact. Otherwise we
say that the cusp associated to [Q]Γ is of smaller rank.
Let r1 = dim pgαQ (nΓ,Q) and r2 = dim(g2αQ ∩ nΓ,Q).
Proposition 3.5.2. The critical exponent δΓQ of ΓQ is equal to(r1
2
+ r2
)
αQ − ρQ =
(r1 −mαQ
2
+ r2 −m2αQ
)
αQ .
Remark 3.5.3. A direct consequence of this proposition is that the critical ex-
ponent δΓQ of ΓQ belongs to (−ρQ, 0].
If eQ is of smaller rank, then δΓQ belongs even to (−ρQ, 0).
Proof. Let λQ ∈ a∗Q ≡ R. If γ ∈ ΓQ := Γ ∩ NQMQ, then aγ = aνQ(γ). Thus,∑
γ∈ΓQ a
−(λQ+ρQ)
γ is ﬁnite if and only if
(3.18)
∑
γ∈ΓQ
a(θQνQ(γ))
−(λQ+ρQ)
is ﬁnite, by Corollary 2.1.9.
Let n ∈ NQ. Write n = exp(X + Y ) (X ∈ gαQ , Y ∈ g2αQ). By Proposition 2.1.7,
a(θQn) =
√
(1 + 1
2
|X|2)2 + 2|Y |2 .
Since (x, y) 7→ ((1+ 1
2
x2)2 +2y2
)−λQ+ρQ
2 is a continuous, nonnegative function that
is decreasing in both variables, (3.18) is ﬁnite if and only if∫
NΓ,Q
a(θQn)
−(λQ+ρQ) dn
is ﬁnite. Let N ′1 = exp
(
pgαQ (nΓ,Q)
)
and N ′2 = exp(g2αQ ∩ nΓ,Q). Then, it follows
from the explicit formulas that the above integral is ﬁnite if and only if∫
N ′1N
′
2
a(θQn)
−(λQ+ρQ) dn
is ﬁnite (we will prove a much more general formula in Lemma 3.6.35). By Propo-
sition 2.3.26, this is case if and only if λQ >
(
r1
2
+ r2
)
αQ − ρQ.
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For H ∈ aQ, set
ρΓQ(H) =
1
2
tr(ad(H)|nΓ,Q)
and
ρΓQ(H) = ρQ(H)− ρΓQ(H) .
Lemma 3.5.4. We have:
ρΓQ = δΓQ .
Proof. For H ∈ aQ, we have
ρΓQ(H) = 1
2
(
dim(nΓ,Q1 )αQ(H) + 2 dim(n
Γ,Q
2 )αQ(H)
)
= 1
2
(
(mαQ − r1)αQ(H) + 2(m2αQ − r2)αQ(H)
)
= ρQ(H)− (12r1 + r2)αQ(H) .
Thus, ρΓQ = δΓQ by the previous proposition.
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3.6 The Schwartz space and the space of cusp forms on Γ\G
3.6.1 The Schwartz space on Γ\G
In this section, we deﬁne the Schwartz space on Γ\G (in the geometrically ﬁnite
case) and we show that a Schwartz function is indeed square-integrable.
Let E = exp(e1 ⊕ e2) for some vector subspaces e1 ⊂ gαQ and e2 ⊂ g2αQ . Let
n1 = dimR(e1), let n2 = dimR(e2) and let ξQ,E =
n1+2n2
mαQ+2m2αQ
.
Recall that we put as measure on all measurable subsets S of NQ the push-forward
of the Lebesgue measure on log(S) (with an appropriate normalisation).
The following two lemmas are needed to ensure that the Schwartz space on Γ\G,
which we will deﬁne in a moment, lies in L2(Γ\G,ϕ).
Lemma 3.6.1. Let t > ξQ,E and let C be a compact subset of NQ. For a ∈ AQ,
d > 1, n 7→ a−tρQna (1 + log ana)−d is integrable over CE and for all ε ∈ [0, d − 1),
there exists a positive constant c depending only on d such that∫
CE
a−tρQna (1 + log ana)
−d dn 6 c atρQ(1 + | log a|)−ε .
Remark 3.6.2. ρΓQ is equal to ξQ,NΓ,QρQ. Indeed:
ξQ,NΓ,QρQ =
dim(nΓ,Q1 ) + 2 dim(n
Γ,Q
2 )
mαQ + 2m2αQ
ρQ =
1
2
(
dim(nΓ,Q1 ) + 2 dim(n
Γ,Q
2 )
)
αQ = ρ
ΓQ .
Proof. Let ε ∈ [0, d− 1) and a ∈ AQ. We have∫
CE
a−tρQna (1 + log ana)
−d dn =
∫
CE
a−tρQxya (1 + log axya)
−d dy dx .
By the proof of Lemma 2.3.28, this is less or equal than
c atρQ(1 + | log a|)−ε
∫
C
∫
E
aQ(θQ(xy))
−tρQ(1 + log aθQ(xy))
−d+ε dy dx
for some constant c > 0. The lemma follows now from Lemma 2.1.6, Lemma 2.1.5
and Proposition 2.3.26.
Lemma 3.6.3. Let r > 1 and λQ ∈ a∗Q. Let C be a compact subset of NQ. Then,∫
CEAQKQ
aQ(g
−1)−2(1−ξQ,E)ρQ(1 + log ag)−2ra−2ξQ,EρQg dg <∞ .
Proof. It follows from our choice of ξQ,E that ξQ,E ∈ [0, 1]. We have∫
CEAQKQ
aQ(g
−1)−2(1−ξQ,E)ρQ(1 + log ag)−2ra−2ξQ,EρQg dg
=
∫
CEAQ
a2(1−ξQ,E)ρQ(1 + log ana)−2ra−2ξQ,EρQna a
−2ρQ dn da .
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By Lemma 3.6.1, this is again less or equal than
c
∫
AQ
a−2ξQ,EρQa2ξQ,EρQ(1 + | log a|)−r da = 2c
∫ ∞
0
(1 + t)−r dt .
The lemma follows as the last integral is ﬁnite for r > 1.
As in the convex cocompact case, we denote the family of open subsets of X which
are relatively compact inX∪ΩΓ by UΓ and for f ∈ C∞(G, Vϕ), X, Y ∈ U(g), r > 0,
U ∈ UΓ, we set
Upr,X,Y (f) = sup
gK∈U
(1 + log ag)
raρg|LXRY f(g)| .
Let P1, . . . , Pm be representatives of the Γ-conjugacy classes of Γ-cuspidal parabolic
subgroups of G.
Let θi = θPi , Ki = KPi , Ni = NPi , N¯i = N¯Pi , Mi = MPi and Ai = APi .
Let us denote the family of generalised Siegel sets (resp. generalised standard
Siegel sets) in G/Ki with respect to Pi (i = 1, . . . ,m) by VΓ (resp. Vstd,Γ). Let
l ∈ N0. For a generalised Siegel set S′ ∈ VΓ in G/KQ with respect to Q, r > 0,
X ∈ U(g)l1 , Y ∈ U(g)l2 such that l1 + l2 6 l and a function f ∈ C l(G, Vϕ), put
S′pr,X,Y (f) = sup
gKQ∈S′
aQ(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LXRY f(g)| .
Set ξi := ξPi,NΓ,Pi .
Remark 3.6.4.
(1) We recall that we write for a
αQ
Q,g simply ag by abuse of notation.
(2) Let ξ = ξQ,NΓ,Q . Then, ρΓQ = (1 − ξ)ρQ = δΓQ and ρΓQ = ξρQ = ρQ − δΓQ
by deﬁnition of ρΓQ , by Remark 3.6.2 and by Lemma 3.5.4.
Lemma 3.6.5.
(1) There exists c ∈ (0, 1] such that
c ana
−1 6 ana
for all n ∈ NQ and a ∈ AQ.
(2) Let r > 0. Then, there exists c > 1 such that
ana 6 c ana−1
for all n ∈ NQ and a ∈ AQ,6r. Moreover, if r 6 1, then we can take c = 1.
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Proof.
(1) Let n ∈ NQ and a ∈ AQ. Let W be a compact subset of ∂X containing all
knMQ, n ∈ NQ, but not wQMQ. This is possible as NQ is the horosphere
passing through eK ∈ X and eMQ ∈ ∂X. Let U be a neighbourhood of
k0 := wQ in K satisfying U¯MQ ∩W = ∅. Then, by Corollary 2.4 of [BO00,
p.85], there exists c > 0 such that
ana = anwQa−1 > c ana−1 .
(2) Let r > 0. For a ∈ AQ,6r, we have
ana 6 anaa 6 max{1, r2}ana−1
as ahh 6 h2 6 r2 for all h ∈ AQ,>1 ∩ AQ,6r and ah = h−1 for all h ∈ AQ,61.
In particular, max{1, r2} is equal to 1 if r 6 1.
This completes the proof of the lemma.
Proposition 3.6.6. Let f ∈ C∞(Γ\G,ϕ), S′ be a generalised Siegel set with
respect to Q, X, Y ∈ U(g), r > 0 and U ∈ UΓ be such that U is also contained in
S′. Then, there exists a constant c ∈ (0, 1] such that
c Upr,X,Y (f) 6 S′pr,X,Y (f) .
Proof. As eMQ 6∈ clo(U) ∩ ∂X ⊂ G/P , supgK∈U anQ(g−1) is bounded. Thus, there
exists a constant c ∈ (0, 1] such that
cρΓQa
ρΓQ
g 6 aQ(g−1)ρΓQ
by Lemma 3.6.5 applied to n = nQ(g
−1)−1 and a = aQ(g−1)−1. Hence,
cρΓQ Upr,X,Y (f) 6 S′pr,X,Y (f) .
This ﬁnishes the proof of the proposition.
Lemma 3.6.7. Let (V, | · |) be a ﬁnite-dimensional normed complex vector space,
let f ∈ C∞(G, V ), X ∈ U(g)l1, Y ∈ U(g)l2 and U ∈ UΓ.
Let {Z1, . . . , Zdl1} be a basis of U(nQ)l1, {Y1, . . . , Ydl2} be a basis of U(g)l2.
If Γ\X has a cusp, then we can write
LXRY f(g) =
dl1∑
i=1
dl2∑
j=1
ci,j(g)LZiRYjf(g) (gK ∈ U)
with supgK∈U |ci,j(g)| <∞.
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Proof. Let f ∈ C∞(G, V ), X ∈ g, Y ∈ U(g) and U as above. Without loss of
generality, we may assume that Y = 1.
Since U ∈ UΓ and since Γ\X has a cusp, there is a generalised standard Siegel set
S′ with respect to Q such that U is contained in S′.
It follows that there exist c1 > 0 and c2 > 0 such that | log(νQ(g))| 6 c1 and
hQ(g)
αQ 6 c2 for all gK ∈ U .
Let {X1, . . . , Xd} be a basis of g = nQ ⊕mQ ⊕ aQ ⊕ n¯Q induced by the inclusions
0 ⊂ nQ ⊂ nQ ⊕mQ ⊕ aQ ⊂ nQ ⊕mQ ⊕ aQ ⊕ g−αQ ⊂ g .
Write Ad(n)X =
∑d
j=1 aj(n)Xj (n ∈ NQ). Since Ad(n)X depends smoothly on
n ∈ NQ, all the functions aj are smooth. Thus,
sup
j
sup
gK∈U
|aj(νQ(g)±1)| 6 sup
j
sup
n∈NQ : | log(n)|6c1
|aj(n)| <∞ .
Since
Ad(g−1)X = Ad(kQ(g)−1) Ad(hQ(g)−1) Ad(νQ(g)−1)X
=
d∑
j=1
aj(νQ(g)
−1) Ad(kQ(g)−1) Ad(hQ(g)−1)Xj ,
LXf(g) =
d
dt
∣∣∣∣
t=0
f(exp(−tX)g) = d
dt
∣∣∣∣
t=0
f(g exp(−tAd(g−1)X))
is equal to
dim(nQ)∑
j=1
aj(νQ(g)
−1)
d
dt
∣∣∣∣
t=0
f(exp(−tAd(νQ(g))Xj)g)
+
d∑
j=dim(nQ)+1
aj(νQ(g)
−1)
d
dt
∣∣∣∣
t=0
f(g exp(−tAd(kQ(g)−1) Ad(hQ(g)−1)Xj)) .
Since Ad(a)|mQ⊕aQ = Id for all a ∈ AQ and Ad(a)Z = arαQZ for all a ∈ AQ and
Z ∈ grαQ (r ∈ {±1,±2}), this is again equal to∑
j :Xj∈nQ
aj(νQ(g)
−1)aj(νQ(g))LXjf(g)−
∑
j :Xj∈mQ⊕aQ
aj(νQ(g)
−1)RAd(kQ(g)−1)Xjf(g)
−
∑
j :Xj∈g−αQ
aj(νQ(g)
−1)hQ(g)αQRAd(kQ(g)−1)Xjf(g)
−
∑
j :Xj∈g−2αQ
aj(νQ(g)
−1)hQ(g)2αQRAd(kQ(g)−1)Xjf(g) .
Since Ad(g)X (g ∈ G, X ∈ g) depends smoothly on g, KQ is compact,
supgK∈U hQ(g)
αQ 6 c2 and supgK∈U hQ(g)2αQ 6 c22, the assertion of the lemma
holds for X ∈ g. The lemma follows now by induction.
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Corollary 3.6.8. Let f ∈ C∞(Γ\G,ϕ), X, Y ∈ U(g), r > 0 and U ∈ UΓ. If Γ\X
has a cusp, then Upr,X,Y (f) is ﬁnite if
Upr,Z1,Z2(f) is ﬁnite for all Z1 ∈ U(nQ) and
Z2 ∈ U(g).
Proof. The corollary follows directly from Lemma 3.6.7.
Deﬁnition 3.6.9. Let (ϕ, Vϕ) be a ﬁnite-dimensional unitary representation of Γ.
Then, we deﬁne the Schwartz space on Γ\G by
C (Γ\G,ϕ) = {f ∈ C∞(Γ\G,ϕ) | Upr,X,Y (f) <∞ ∀r > 0, X, Y ∈ U(g),
S′Q
pr,X,Y (f) <∞ ∀U ∈ UΓ,S′Q ∈ Vstd,Γ, X ∈ U(nQ), Y ∈ U(g), r > 0} .
We equip C (Γ\G,ϕ) with the topology induced by the seminorms.
By deﬁnition, C (Γ\G) = C (Γ\G, 1), where 1 is the one-dimensional trivial repre-
sentation.
Remark 3.6.10.
(1) It will follow from Proposition 3.6.45 that the Schwartz space does not de-
pend on made choices.
(2) By Lemma 2.3.4, Proposition 3.4.11, Proposition 3.4.9, Proposition 3.6.6
and Corollary 3.6.8, the space C (Γ\G,ϕ) is also equal to (resp. topologically
isomorphic to)
{f ∈ C∞(Γ\G,ϕ) | UΓpr,X,Y (f) <∞ ∀r ∈ N0, X, Y ∈ U(g),
S′std,i
pr,X,Y (f) <∞ ∀r > 0, X ∈ U(nPi), Y ∈ U(g), i ∈ {1, . . . ,m}} ,
where UΓ is provided by Proposition 3.4.11. Compare with Lemma 2.3.6.
(3) The C (Γ\G,ϕ) has a Fréchet space structure. This follows by the proof of
Proposition 2.3.8. Indeed, one uses in the proof the seminorms we have here
and the previous remark instead of Lemma 2.3.6.
(4) This deﬁnition is an extension of Deﬁnition 2.3.2 as m = 0 gives the old
deﬁnition.
Proposition 3.6.11. The Schwartz space C (Γ\G,ϕ) is contained in L2(Γ\G,ϕ).
Moreover, the injection of C (Γ\G,ϕ) into L2(Γ\G,ϕ) is continuous.
Proof. Let f ∈ C (Γ\G,ϕ). Fix r > 1. Set S0 = UΓK, where UΓ is provided by
Proposition 3.4.11. Put l0(f) =
UΓpr,1,1(f) and li(f) = S′std,i
pr,1,1(f). Then,
|f(g)| 6 l0(f)(1 + log ag)−ra−ρg
for all g ∈ S0 ⊂ G and
|f(g)| 6 li(f)aPi(g−1)−(1−ξi)ρPi (1 + log ag)−ra−ξiρPig
155
for all g ∈ Sstd,i ⊂ G. We have:∫
Γ\G
|f(g)|2 dg 6
∫
S0
|f(g)|2 dg +
m∑
i=1
∫
Sstd,i
|f(g)|2 dg
6 l0(f)2
∫
G
(1 + log ag)
−2ra−2ρg dg
+
m∑
i=1
li(f)
2
∫
Sstd,i
aPi(g
−1)−2(1−ξi)ρPi (1 + log ag)−2ra
−2ξiρPi
g dg .
This is ﬁnite by Lemma 2.3.10 and by Lemma 3.6.3 with E = NΓ,Pi and A = Ai
(i = 1, . . . ,m). The proposition follows.
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3.6.2 The space of cusp forms on Γ\G
We deﬁne the constant term of a Schwartz function along a cuspidal parabolic sub-
group of G. We show that it is well-deﬁned and that it has some basic properties.
Furthermore, we deﬁne the space of cusp forms.
Deﬁne
V ΓQϕ = {v ∈ Vϕ | ϕ(γ)v = v ∀γ ∈ ΓQ} .
Let f : G→ Vϕ be a measurable function. Let pQ be the orthogonal projection on
V
ΓQ
ϕ . Put
f 0(g) = pQf(g) (g ∈ G) .
The function f 0 is a left ΓQ-invariant function from G to V
ΓQ
ϕ . Since pQ has
operator norm 1, |f 0(g)| 6 |f(g)| for all g ∈ G.
As pQ is continuous, LXRY f
0(g) = (LXRY f)
0(g) for all g ∈ G and X, Y ∈ U(g).
We will use the projection pQ in the deﬁnition of the constant term along a cusp
(cf. Deﬁnition 3.6.13).
Lemma 3.6.12. Let Q′ = γQγ−1 (γ ∈ Γ). Then,
(1) V
ΓQ′
ϕ = ϕ(γ)V
ΓQ
ϕ ;
(2) the orthogonal complement of V
ΓQ′
ϕ is equal to ϕ(γ)(V
ΓQ
ϕ )⊥;
(3) pQ′ ◦ ϕ(γ) = ϕ(γ) ◦ pQ.
Proof.
(1) We have:
v ∈ V ΓQ′ϕ ⇐⇒ ϕ(γγQγ−1)v = v ∀γQ ∈ ΓQ
⇐⇒ ϕ(γ)−1v ∈ V ΓQϕ .
Thus, V
ΓQ′
ϕ = ϕ(γ)V
ΓQ
ϕ .
(2) Since Vϕ = V
ΓQ
ϕ ⊕ (V ΓQϕ )⊥ and since ϕ is unitary, we have
(V
ΓQ′
ϕ )
⊥ = {v ∈ Vϕ | (v, v′) = 0 ∀v′ ∈ V ΓQ′ϕ }
= {v ∈ Vϕ | (ϕ(γ)−1v, v′) = 0 ∀v′ ∈ V ΓQϕ }
= ϕ(γ){v ∈ Vϕ | (v, v′) = 0 ∀v′ ∈ V ΓQϕ } = ϕ(γ)(V ΓQϕ )⊥
by the previous assertion.
(3) Let v ∈ Vϕ. Write v = v1 + v2 with v1 ∈ V ΓQϕ and v2 ∈ (V ΓQϕ )⊥. Then,
ϕ(γ)v = ϕ(γ)v1 + ϕ(γ)v2 with ϕ(γ)v1 ∈ V ΓQ′ϕ and ϕ(γ)v2 ∈ (V ΓQ′ϕ )⊥ by the
two previous assertions. Thus, pQ′(ϕ(γ)v) = ϕ(γ)pQ(v).
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Deﬁnition 3.6.13. For g ∈ G and for a Γ-equivariant measurable function
f : G→ Vϕ, we deﬁne
fQ(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f 0(nmg) dn dm
whenever the integral exists. We call this function the constant term of f along
Q. Recall that we deﬁned f 0(x) (x ∈ G) by pQf(x), where pQ is the orthogonal
projection on V
ΓQ
ϕ .
Proposition 3.6.14. Let f ∈ C (Γ\G,ϕ), Y ∈ U(g) and g ∈ G. Then, nm 7→
RY f
0(nmg) is integrable over ΓQ\NQMΓ,Q. Thus, the constant term fQ along Q is
well-deﬁned (take Y = 1). Moreover, if S := Sstd,Q,t,ω,ω′ is a generalised standard
Siegel set in G with respect to Q and if r > 1, then there exists a constant C > 0
(depending on ω and r) such that
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
|RY f(nmg)| dn dm
6 C S′p2r,1,Y (f)aQ(g−1)−ρQ(1 + | log aQ(g−1)|)−r
for all g ∈ G with hQ(g) > t.
Proof. Let S := Sstd,Q,t,ω,ω′ be a generalised standard Siegel set in G with respect
to Q and let g ∈ G be as above.
Note that there is a generalised standard Siegel set containing all g ∈ G with
hQ(g) > t.
By deﬁnition, the map
ωMΓ,Q → ΓQ\NΓ,QMΓ,Q , nm 7→ ΓQnm
is surjective and at most k-to-one for some k ∈ N. For g = νQ(g)hQ(g)kQ(g) ∈ G,
we have∫
ΓQ\NQMΓ,Q
|RY f(nmg)| dn dm =
∫
ΓQ\NQMΓ,Q
|RY f(nmhQ(g)kQ(g))| dn dm
as NQ is unimodular. This divided by vol(ΓQ\NΓ,QMΓ,Q) is less or equal than
c
∫
ωNΓ,QMΓ,Q
|RY f(nmhQ(g)kQ(g))| dn dm
for some constant c > 0.
Let r > 1. As f ∈ C (Γ\G,ϕ), ∫
MΓ,Q
∫
ωNΓ,Q
|RY f(nhQ(g)mkQ(g))| dn dm is less or
equal than
S′p2r,1,Y (f)
∫
MΓ,Q
∫
ωNΓ,Q
hQ(g)
(1−ξ)ρQ(1 + log anhQ(g))
−2ra−ξρQnhQ(g) dn dm ,
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where ξ := ξQ,NΓ,Q . But as vol(MΓ,Q) = 1, this is less or equal than
S′p2r,1,Y (f)hQ(g)
(1−ξ)ρQ
∫
ωNΓ,Q
(1 + log anhQ(g))
−2ra−ξρQnhQ(g) dn .
So, I := 1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q |RY f(nmg)| dn dm is ﬁnite by Fubini's theo-
rem as the last integral is ﬁnite by Lemma 3.6.1. Moreover, there exists a constant
c′ > 0 (depending on ω and r) such that∫
ωNΓ,Q
a
−ξρQ
nhQ(g)
(1 + log anhQ(g))
−2r dn 6 c′ S′p2r,1,Y (f)hQ(g)ξρQ(1 + | log hQ(g)|)−r .
Hence,
I 6 cc′ S′p2r,1,Y (f)hQ(g)ρQ(1 + | log hQ(g)|)−r .
The proposition follows.
Corollary 3.6.15. Fix g ∈ G. Then, f ∈ C (Γ\G,ϕ) 7→ fQ(g) is linear and
continuous.
Proof. Observe that the map is linear. Fix g ∈ G and let f ∈ C (Γ\G,ϕ). Then,
by Proposition 3.6.14, we have
|fQ(g)| 6 Cg(f) ,
where Cg(f) is a constant depending on g and linearly on f . Hence, f 7→ fQ(g) is
continuous.
Corollary 3.6.16. Let f ∈ C (Γ\G,ϕ) and let Y ∈ U(g). Then, fQ is smooth
and for g ∈ G, we have
RY (f
Q)(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
RY f
0(nmg) dn dm .
Proof. The proof is analogue to the proof of Corollary 2.3.32.
Proposition 3.6.17. Let f ∈ C (Γ\G,ϕ). Then, the constant of f along Q has
the following properties:
(1) f 7→ fQ is equivariant with respect to right translation:
(Rxf)
Q = Rxf
Q (x ∈ G) ;
(2) fQ is left NQMΓ,Q-invariant;
(3) Let Q′ = γQγ−1 (γ ∈ Γ). Then, fQ′ is well-deﬁned and
fQ
′
(g) = ϕ(γ)fQ(γ−1g) .
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Proof. Let f ∈ C (Γ\G,ϕ).
(1) For g ∈ G, x ∈ G, we have
(Rxf)
Q(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f 0(nmgx) dn dm = Rxf
Q(g) .
(2) For g ∈ G, n′ ∈ NQ, m′ ∈MΓ,Q, we have
fQ(n′m′g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f 0(nmn′m′g) dn dm
=
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f 0(nmg) dn dm = fQ(g)
as NQMΓ,Q is unimodular.
(3) This part is similarly proven than the corresponding assertion in [Bor97,
p.74].
Let γ ∈ Γ and let Q′ = γQγ−1. The unipotent radical NQ′ of Q′ is clearly
equal to γNQγ
−1, NΓ,Q′ = γNΓ,Qγ−1 and MΓ,Q′ = γMΓ,Qγ−1.
By Remark 3.6.4 and by the proof of Proposition 3.6.14, fQ
′
is well-deﬁned.
Consider now
Φ: ΓQ\NΓ,QMΓ,Q → ΓQ′\NΓ,Q′MΓ,Q′ , ΓQnm 7→ ΓQ′ Int γ(nm) ,
where Int g(x) = gxg−1. This map is well-deﬁned as for any γQ ∈ ΓQ and
n ∈ NQ, m ∈MΓ,Q, we have
Φ(ΓQγQnm) = ΓQ′ Int γ(γQnm)
= ΓQ′ Int γ(γQ) Int γ(nm) = ΓQ′ Int γ(nm) = Φ(ΓQnm)
since Int γ(γQ) ∈ Γ ∩ NΓ,Q′MQ′ = ΓQ′ . The map Φ is clearly an isomor-
phism as Int γ is an automorphism transforming 1
vol(ΓQ\NΓ,QMΓ,Q)dndm into
1
vol(ΓQ′\NΓ,Q′MΓ,Q′ )dn
′dm′. Here, dndm (resp. dn′dm′) is the Haar measure on
NΓ,QMΓ,Q (resp. on NΓ,Q′MΓ,Q′). Since moreover NQ = NΓ,QN
Γ,Q,
fQ
′
(g) =
1
vol(ΓQ′\NΓ,Q′MΓ,Q′)
∫
ΓQ′\NQ′MΓ,Q′
pQ′f(n
′m′g) dn′ dm′
=
1
vol(ΓQ\NΓ,QMΓ,Q) ·
∫
ΓQ\NQMΓ,Q
pQ′f(γnmγ
−1g) dn dm
for all g ∈ G. By Lemma 3.6.12, this is equal to
1
vol(ΓQ\NΓ,QMΓ,Q) · ϕ(γ)
∫
ΓQ\NQMΓ,Q
f 0(nmγ−1g) dn dm = ϕ(γ)fQ(γ−1g) .
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Deﬁnition 3.6.18. For g ∈ G(Ω), h ∈ G and for a measurable function f : G →
Vϕ, we deﬁne
fΩ(g, h) =
∫
N
f(gnh) dn
whenever the integral exists. We call this function the constant term of f along
Ω.
Remark 3.6.19.
(1) If f ∈ C (Γ\G,ϕ), then the constant term of f along Ω is well-deﬁned by
Proposition 2.3.30.
(2) You can use your favorite parabolic subgroup of G to deﬁne G(Ω). If Γ\X
has a cusp, then you can deﬁne G(Ω) for example by {g ∈ G | gP1 ∈ Ω}.
Deﬁnition 3.6.20. Deﬁne the following subspace of C (Γ\G,ϕ):
◦C (Γ\G,ϕ) = {f ∈ C (Γ\G,ϕ) | fΩ = 0, fQ = 0 ∀[Q]Γ ∈ PΓ} .
We call it the space of cusp forms on Γ\G.
Remark 3.6.21.
(1) This subspace may be considered as the analog of the Harish-Chandra space
of cusp forms on G and is an extension of Deﬁnition 3.6.20.
(2) By Proposition 3.6.17 (3), it suﬃces to check the condition fQ = 0 forQ = Pi
(i = 1, . . . ,m).
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3.6.3 The little constant term
In the following, we deﬁne the little constant term, we determine its basic prop-
erties and we relate it to the constant term.
Deﬁnition 3.6.22. For g ∈ G and for a Γ-equivariant measurable function
f : G→ Vϕ, we deﬁne
fQ,lc(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NΓ,QMΓ,Q
f 0(nmg) dn dm
whenever the integral exists. We call this function the little constant term of f
along Q. Recall that we deﬁned f 0(x) (x ∈ G) by pQf(x).
Remark 3.6.23.
(1) Recall that ΓQ\NΓ,QMΓ,Q is compact.
(2) The little constant term exists for example if f : G→ Vϕ is a Γ-equivariant
continuous function.
Proposition 3.6.24. Let f : G→ Vϕ be a Γ-equivariant measurable function such
that |f |Q,lc is ﬁnite. Then, we have the following:
(1) f 7→ fQ,lc is equivariant with respect to right translation:
(Rxf)
Q,lc = Rxf
Q,lc (x ∈ G) ;
(2) fQ,lc is left NΓ,QMΓ,Q-invariant;
(3) Let Q′ = γQγ−1 (γ ∈ Γ). Then, |f |Q′,lc is ﬁnite and
fQ
′,lc(g) = ϕ(γ)fQ,lc(γ−1g) (g ∈ G) .
(4) (fQ,lc)Q,lc = fQ,lc;
(5) (f ∗ ϕ)Q,lc = fQ,lc ∗ ϕ for all ϕ ∈ Cc(G);
(6) RY (f
Q,lc) = (RY f)
Q,lc for all f ∈ C∞(Γ\G,ϕ) and Y ∈ U(g).
Proof. The ﬁrst three assertions can be proven similarly as the corresponding
assertions in Proposition 3.6.17. The remaining assertions can be easily checked
by direct computation.
Lemma 3.6.25. Let S := Sstd,Q,t,ω,ω′ be a generalised standard Siegel set in G
with respect to Q. Then,
nmpNΓ,Q(νQ(g))hQ(g)KQ ∈ S′
for all n ∈ ω and m ∈MΓ,Q.
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Proof. Let n ∈ ω and m ∈MΓ,Q. Let S be as above. Then,
(3.19) nmpNΓ,Q(νQ(g))hQ(g)KQ ∈ S′
for all g ∈ S with pNΓ,Q(νQ(g)) ∈ NΓ,Q r ω′ as ω′ is invariant under conjugation
in MΓ,Q. For g ∈ S with pNΓ,Q(νQ(g)) ∈ ω′, hQ(g) > t. Hence, (3.19) holds also
for g ∈ S with pNΓ,Q(νQ(g)) ∈ ω′.
Deﬁnition 3.6.26. We say that f ∈ C∞(Γ\G,ϕ) is a Schwartz function near eQ
if there exists s′ > 0 such that
S′pr,X,Y (f)
is ﬁnite for every r > 0, X ∈ U(nQ), Y ∈ U(g) and S := Sstd,Q,t,ω,ω′ ∈ Vstd,ΓQ with
ω′ containing {n ∈ NΓ,Q | | log(n)| < s′}. We call S as above admissible (for f).
Remark 3.6.27. Every element of C (ΓQ\G,ϕ) is clearly a Schwartz function near
eQ.
Lemma 3.6.28. Let f be a Schwartz function near eQ, X ∈ U(nQ) and Y ∈ U(g).
If S := Sstd,Q,t,ω,ω′ is an admissible generalised standard Siegel set in G with
respect to Q and if r > 0, then there exists a constant C > 0 (depending on ω and
r) such that
(3.20) |LXRY fQ,lc(g)|
6 C S′pr,X,Y (f)hQ(g)
ρΓQ (1 + log ap
NΓ,Q
(νQ(g))hQ(g))
−ra−ρ
ΓQ
p
NΓ,Q
(νQ(g))hQ(g)
for all g ∈ S. Thus, fQ,lc is a Schwartz function near eQ.
Proof. Let f and S be as above, X ∈ U(nQ), Y ∈ U(g) and g ∈ S. Then,∫
ΓQ\NΓ,QMΓ,Q
|LXRY (f(nm ·))(g)| dn dm
is equal to∫
ΓQ\NΓ,QMΓ,Q
|LAd(pNΓ,Q (νQ(g)))−1XRY (f(nm ·))(pNΓ,Q(νQ(g))hQ(g)kQ(g))| dn dm
as ΓQ\NΓ,QMΓ,Q is unimodular. Then, this is less or equal than∫
MΓ,Q
∫
ω
|LAd(nm) Ad(pNΓ,Q (νQ(g)))−1XRY f(nmpNΓ,Q(νQ(g))hQ(g)kQ(g))| dn dm .
Since we can write Ad(nm)X (n ∈ ω,m ∈ MΓ,Q) as ﬁnite linear combination of
elements in U(nQ) with bounded coeﬃcients, it suﬃces to show that∫
MΓ,Q
∫
ω
|LXRY f(nmpNΓ,Q(νQ(g))hQ(g)kQ(g))| dn dm
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has the required estimate. By Lemma 3.6.25 and as f is a Schwartz function near
eQ, there exists c > 0 such that this divided by vol(ΓQ\NΓ,QMΓ,Q) is less or equal
than
c S′pr,X,Y (f)
∫
MΓ,Q
∫
ω
hQ(g)
ρΓQ (1 + log anmp
NΓ,Q
(νQ(g))hQ(g))
−r
a−ρ
ΓQ
nmp
NΓ,Q
(νQ(g))hQ(g)
dn dm .
But as vol(MΓ,Q) = 1, this is less or equal than
c′ vol(ω) S′pr,X,Y (f)hQ(g)
ρΓQ (1 + log ap
NΓ,Q
(νQ(g))hQ(g))
−ra−ρ
ΓQ
p
NΓ,Q
(νQ(g))hQ(g)
for some constant c′ > 0 as supn∈ω an is ﬁnite. (3.20) follows. Thus, f
Q,lc is a
Schwartz function near eQ.
Proposition 3.6.29. Let f ∈ C (Γ\G,ϕ). Then, fQ = 0 if fQ,lc vanishes.
Proof. Let f ∈ C (Γ\G,ϕ) be such that fQ,lc = 0 and g ∈ G. By Fubini's theorem
applied to Rgf which is integrable over ΓQ\NQMΓ,Q by Proposition 3.6.14, we
have
fQ(g) =
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
ΓQ\NQMΓ,Q
f(nmg) dn dm
=
1
vol(ΓQ\NΓ,QMΓ,Q)
∫
NΓ,Q\NQ
∫
ΓQ\NΓ,QMΓ,Q
f(nmn′g) dn dm︸ ︷︷ ︸
=0
dn′ = 0 .
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3.6.4 SU(1, 2)-reduction
In the following, we generalise some formulas obtained in Appendix B for G =
Sp(1, n) by using SU(1, 2)-reduction.
For t > 0, set at = exp(log(t)Hα). This is a generalisation of the at deﬁned in
Appendix B.
For X ∈ gα, Y ∈ g2α and r ∈ R, set X · r = rX and X · Y = −12 [θX, Y ] ∈ gα.
Note thatX ·Y is simply the natural multiplication induced from the multiplication
on H if G = Sp(1, n) (n > 2).
Theorem 3.6.30. We have:
(1) Write n¯ ∈ N¯ as n¯ = exp(X + Y ) (X ∈ g−α, Y ∈ g−2α). Then,
(a) ν(n¯) = exp
(−X · 1+ 12 |X|2−2Y
(1+ 1
2
|X|2)2+2|Y |2 − Y(1+ 1
2
|X|2)2+2|Y |2
)
, and
(b) h(n¯) = 1√
(1+ 1
2
|X|2)2+2|Y |2 .
(2) Let n ∈ N and a ∈ A. Write n ∈ N as n = exp(X + Y ) (X ∈ gα, Y ∈ g2α)
and a = at (t > 0). Then,
ana = e
arccosh
(√(
1
2
(t+
1
t
)+
1
4t
|X|2
)2
+
|Y |2
2t2
)
.
Remark 3.6.31.
(1) The second formula was already established by S. Helgason and the third
formula is a generalisation of a formula obtained by S. Helgason (cf. Propo-
sition 2.1.7).
(2) One can show that the formula for an (n ∈ N) is indeed equal to the one
provided by Proposition 2.1.7.
Proof. The subgroups N , A, M and K of Sp(1, n), deﬁned in Appendix B, induce
Lie groups N0, A0, M0 and K0 of SU(1, 2). Let n0, a0, m0, k0 be the Lie algebras
of N0, A0, M0 respectively K0. Let θ0 the Cartan involution associated to k0. The
Lie algebra n0 is given by {Xz,it | z ∈ C, t ∈ R} (Xv,r is deﬁned in Appendix B).
So, n0 = CX1,0 ⊕ RX0,i. We denote νθ0,P0 , hθ0,P0 , kθ0,P0 simply by ν0, h0, k0 .
Let Z∗ = Z∗1 +Z
∗
2 ∈ n (Z∗i ∈ giα, Z∗1 6= 0). If Z∗i 6= 0, set Xiα = 1|Z∗i | ·Z
∗
i . Otherwise,
set Xiα = 0. By construction, Z
∗ ∈ RXα ⊕ RX2α.
Let a ∈ A and let H∗ ∈ a be such that a = exp(H∗).
We distinguish the following two cases:
(1) X2α 6= 0: Let l = su(1, 2) and let L = SU(1, 2). Then, it follows from
Theorem 3.1, Chapter IX, of [Hel78, p.409] (SU(2, 1)-reduction) that the Lie
subalgebra g∗ ⊂ g generated by Xα, X2α, θ(Xα), θ(X2α) is isomorphic to
l via a map Φ: l → g∗ (The isomorphism from g∗ to su(2, 1) is explicitly
described in [Hel78, p.413]. Note that it is norm preserving.) satisfying
Φ(log(ae)) = Hα (α(Hα) = 1), Φ(X1,0) =
√
2Xα, Φ(X0,i) =
√
2X2α and
Φ ◦ θ0 = θ ◦ Φ.
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(2) X2α = 0: Let l = so(1, 2) ⊂ su(1, 2) and let L = SU(1, 2). Then, l is the Lie
subalgebra of su(1, 2) which is generated by X1,0 and θ(X1,0) (l is isomorphic
to su(1, 1)). The Lie subalgebra g∗ ⊂ g generated byXα, θ(Xα) is isomorphic
to l via a map Φ: l → g∗ satisfying Φ(X1,0) =
√
2Xα, Φ(log(ae)) = Hα and
Φ ◦ θ0 = θ ◦ Φ.
Let us show in the following that the isomorphism Φ is norm-preserving when we
put on g∗ the norm | · | of g restricted to g∗.
Let G∗ be the analytic subgroup of G with Lie algebra g∗ and let B∗ be the Killing
form of g∗. Then, B∗ is up to a positive constant equal to the restriction of the
Killing form on g to g∗ × g∗. Since the map
g∗ × g∗ → R, (X, Y ) 7→ B(Φ−1(X),Φ−1(Y )) := tr(adg
(
Φ−1(X)
)
adg
(
Φ−1(Y )
)
)
is an Ad(G∗)-invariant bilinear form on g∗ and as
B(Φ−1(Hα),Φ−1(Hα)) = B(log(ae), log(ae)) = 1cdX
B˜(log(ae), log(ae)) =
1
cdX
= 1
cdX
α(Hα) =
1
cdX
B˜(Hα, Hα) = B(Hα, Hα) ,
this map is equal to the Killing form on g restricted to g∗×g∗. Thus, |Φ(X)| = |X|
for all X ∈ l.
Let K∗ = G∗ ∩ K, A∗ = G∗ ∩ A = A, M∗ = G∗ ∩ M , N∗ = G∗ ∩ N and
N¯∗ = G∗∩N¯ . Then, it follows from Lemma 3.7, Chapter IX, of [Hel78, p.413] and
the construction of his Lie groups K∗, A∗,M∗ and N∗ that P ∗ := M∗A∗N∗ ⊂ P is
a parabolic subgroup of G∗ and that G∗ = N∗A∗K∗ is an Iwasawa decomposition
of G∗ and that G∗ = K∗A∗+K
∗ is a Cartan decomposition of G∗.
Moreover, g ∈ G∗ is equal to ν(g)h(g)k(g) (resp. kgaghg) with ν(g) ∈ N∗, h(g) ∈
A∗ and k(g) ∈ K∗ (resp. kg, hg ∈ K∗, ag ∈ A∗).
The Lie algebra homomorphism Φ: l→ g∗ ↪→ g induces a Lie group isomorphism
Φ˜ from the universal cover L˜ of L to G such that Φ˜∗ = Φ. Since N0, N¯0 := θ0(N0)
and A0 are simply connected,
Φ˜(exp(Z)) = exp(Φ˜∗(Z)) = exp(Φ(Z)) ∈ N (Z ∈ n0) ,
Φ˜(exp(Z)) = exp(Φ˜∗(Z)) = exp(Φ(Z)) ∈ N¯ (Z ∈ n¯0 := θ0(n0)) ,
and
Φ˜(exp(H)) = exp
(
Φ˜∗(H)
)
= exp(Φ(H)) ∈ A (H ∈ a0) .
Let K˜0 be the universal cover of K0. Then, Φ˜(K˜0) = K. Thus, N0A0K˜0 is an
Iwasawa decomposition of L˜ and K˜0(A0)+K˜0 is a Cartan decomposition of L˜. The
Lie group homomorphism Φ˜ respects these Iwasawa decompositions and these
KAK-decompositions.
Thus, ν(n¯) = Φ˜
(
ν0(Φ˜
−1(n¯))
)
, h(n¯) = Φ˜
(
h0(Φ˜
−1(n¯))
)
for all n¯ ∈ N¯∗ and
ana = Φ˜
(
aΦ˜−1(n)Φ˜−1(a)
)
for all n ∈ N∗ and a ∈ A∗.
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There are z ∈ C, u ∈ R and t > 0 such that Z := Φ−1(Z∗) = zX1,0 +uX0,i = Xz,iu
(Z∗ ∈ n∗) and H∗ = log(t)Hα.
Let X = zX1,0, Y = uX0,i and H = log(t) log(ae). Then, |H| = | log(t)| ·
| log(ae)| = | log(t)|. Since
|Xz,iu| =
√
2
2
‖Xz,iu‖ =
√
2
√
|z|2 + u2 ,
|X| = |z| · |X1,0| =
√
2|z| and |Y | = |u| · |X0,i| =
√
2|u| .
As h0(n¯z,iu) = a 1√
(1+|z|2)2+4u2
, ν0(n¯z,iu) = n(−z· 1+|z|2−2iu
(1+|z|2)2+4u2 ,−
iu
(1+|z|2)2+4u2 )
and as
anz,iuat = e
arccosh
(√(
1
2
(t+
1
t
)+
1
2t
|z|2
)2
+
u2
t2
)
,
the theorem follows.
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3.6.5 Two geometric estimates
Let us prove now the following statement:
There exist c, c′ > 0 such that
an1n2a > c an1a, an1n2a > c′an2a
for all n1 ∈ NΓ,Q, n2 ∈ NΓ,Q and a ∈ AQ.
We need the second estimate in order to be able to show that the right translation
induces also in the geometrically ﬁnite case a representation on the Schwartz space.
We start by doing some preparations.
Lemma 3.6.32. Let X be a set. Let f , g be two real-valued functions on X.
(1) If f is nonnegative (resp. positive) and if f ≺ g, then g is nonnegative (resp.
positive).
(2) If f  g ( was deﬁned in Deﬁnition 2.1.8), then f is nonnegative (resp.
positive) if and only if g is nonnegative (resp. positive).
(3) If f and g are nonnegative and if f  f˜ and g  g˜ for some real-valued
functions f˜ , g˜ on X, then f + g  f˜ + g˜.
(4) If f and g are positive, then f  g implies that 1
f
 1
g
.
Proof. Obvious.
Lemma 3.6.33. Let N > 2, ε > 0, pi > 0 and qi > 0 (i ∈ {1, . . . , N}) be such
that
∑N
k=1
pk
qk
6 1. Let Dε = {x ∈ RN |
∑N
i=1 x
qi
i > ε2} and let D′ε = Dε ∩ {x ∈
RN | xi > 0 ∀i}. Then,
sup
x∈D′ε
xp11 · · ·xpNN∑N
i=1 x
qi
i
is less or equal than ε
2(
∑N
k=1
pk
qk
−1)
.
Proof. Let N > 2 and ε > 0. Let pi, qi and D′ε be as above.
Let N˜ = #{i ∈ {1, . . . , N} | pi 6= 0}
We may assume without loss of generality that all the qi's are equal to 2. Indeed,
if this is not the case set q′i = 2 and p
′
i =
2pi
qi
.
By reordering the variables if necessary, we may assume without loss of generality
that pi = 0 for all i > N˜ and pi 6= 0 for all i 6 N˜ .
By the change of variables (x1, . . . , xN) = rΦN(φ, ψ1, . . . , ψN−2) (spherical coordi-
nates),
sup
x∈D′ε
xp11 · · ·xpN˜N˜∑N
i=1 x
2
i
is equal to
sup
r∈[ε,∞),(φ,ψj)∈E
(rΦN(φ, ψ1, . . . , ψN−2)1)p1 · · · (rΦN(φ, ψ1, . . . , ψN−2)N˜)pN˜
r2
,
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where E = [0, pi]× [0, pi
2
]N−2. As
∑N
k=1 pk 6 2 and as ΦN(φ, ψ1, . . . , ψN−2)i 6 1 for
all i, this is less or equal than
ε
∑N
k=1 pk−2
The lemma follows.
Next we give a criterion for polynomials in N variables to have the same growth
behaviour.
Corollary 3.6.34. Let c > 0, N ∈ N and N ′ ∈ N.
(1) Let qi > 0 and let pj,i > 0 (i ∈ {1, . . . , N}, j ∈ {1, . . . , N ′}) be such that∑N
k=1
pj,k
qk
6 1 for all j. Let D′ = {x ∈ RN | xi > 0,
∑N
i=1 x
qi
i > 1}.
If cj ∈ (0,+∞), then
(
c
N∑
i=1
xqii +
N ′∑
j=1
cj x
pj,1
1 · · ·xpj,NN
)  N∑
i=1
xqii (x ∈ D′) .
(2) Let qi ∈ 2N and let pj,i ∈ N0 (i ∈ {1, . . . , N}, j ∈ {1, . . . , N ′}) be such that∑N
k=1
pj,k
qk
6 1 for all j. Let Dε = {x ∈ RN |
∑N
i=1 x
qi
i > ε2}. Let
S = {j ∈ {1, . . . , N ′} | (∃ k : pj,k is odd or cj < 0) and
N∑
k=1
pj,k
qk
= 1} .
If cj ∈ R satisﬁes |cj| < c#S for all j ∈ S, then there exists ε > 1 such that
(
c
N∑
i=1
xqii +
N ′∑
j=1
cj x
pj,1
1 · · ·xpj,NN
)  N∑
i=1
xqii (x ∈ Dε) .
Moreover, we can choose ε = 1 if for all j either
∑N
k=1
pj,k
qk
= 1 or (pj,k is
even for all k and cj > 0).
Proof. Let N ∈ N, N ′ ∈ N, c > 0 and ε > 0. Let pj,i, qi, mj, cj, Dε, D′ and S be
as above and let x ∈ Dε. We have
N∑
i=1
xqii +
N ′∑
j=1
cj
c
x
pj,1
1 · · ·xpj,NN =
( N∑
i=1
xqii
)(
1 +
N ′∑
j=1
cj
c
· x
pj,1
1 · · ·xpj,NN∑N
i=1 x
qi
i
)
.
If x vary in D′, then it follows from the previous lemma that
cj
c
· x
pj,1
1 · · ·xpj,NN∑N
i=1 x
qi
i
belongs to a compact subset of [0,+∞) for all j. The corollary follows in this case.
Let us consider now the other case. We have the following subcases.
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(1) Case: j ∈ S
It follows from the previous lemma that
cj
c
· x
pj,1
1 · · ·xpj,NN∑N
i=1 x
qi
i
(x ∈ D1)
belongs to a compact subset of (− 1
#S
, 1
#S
).
(2) Case: j ∈ {1, . . . , N ′} such that pj,k are all even and cj > 0
It follows from the previous lemma that
cj
c
· x
pj,1
1 · · ·xpj,NN∑N
i=1 x
qi
i
(x ∈ D1)
belongs to a compact subset of [0,+∞).
(3) Case: j ∈ {1, . . . , N ′} such that ∑Nk=1 pj,kqk < 1
Let δj > 0. It follows from the previous lemma that
cj
c
· x
pj,1
1 · · ·xpj,NN∑N
i=1 x
qi
i
(x ∈ Dε)
belongs to [−δj, δj] for ε > 1 suﬃciently large.
The corollary follows by combining the diﬀerent cases and by choosing the δj's
suﬃciently small.
Assume that P is a Γ-cuspidal parabolic subgroup of G.
Let nΓ,P2,2 be the orthogonal complement of n
Γ,P
2,1 := pg2αP (nΓ,P ) ∩ n
Γ,P
2 in n
Γ,P
2 .
It follows from the above that pg2αP (nΓ,P ) is equal to n
Γ,P
2,1 ⊕ (g2αP ∩ nΓ,P ).
We denote by p the canonical projection from pg2αP (nΓ,P ) to g2αP ∩ nΓ,P .
Let {Z1, Z2, . . . , ZmαP +m2αP } be an orthonormal basis of
n = gαP ⊕
(
(g2αP ∩ nΓ,P )⊕ nΓ,P2,1 ⊕ nΓ,P2,2
)
,
which respects this decomposition. For v ∈ RmαP and r ∈ Rm2αP , set
Xv,r =
mαP∑
j=1
vjZj +
m2αP∑
j=1
rjZmαP +j
and nv,r = exp(Xv,r). Let ι : RmαP × Rm2αP → n, (v, r) 7→ Xv,r . Then, ι is an
isomorphism of vector spaces. For v, v′ ∈ RmαP and r, r′ ∈ Rm2αP , set
[(v, r), (v′, r′)] = ι−1([Xv,r, Xv′,r′ ]) .
To simplify notations, we don't write the isomorphism ι in the following.
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Lemma 3.6.35. Under the above assumptions, there exists a compact set C in n
such that
anv,rnv′,r′a  anv+v′,p(r)+r′a
for a varying in A and nv,r (resp. nv′,r′) varying in NΓ,P (resp. N
Γ,P ) such that
log(nv,r) + log(nv′,r′) 6∈ C.
Proof. If eP has full rank, then the assertion of the lemma is trivial. So, we may
assume without loss of generality that eP is of smaller rank.
Let n1 = nv,r ∈ NΓ,P , n2 = nv′,r′ ∈ NΓ,P and a = at ∈ A. Then
n1n2 = nv,rnv′,r′ = nv+v′,r+r′+ 1
2
[(v,0),(v′,0)]
by Lemma 3.3.1. For x > 1, we have
earccosh(x) = x+
√
x2 − 1 = x ·
(
1 +
√
1− 1
x2
)
 x
as
{
1 +
√
1− 1
x2
| x > 1} is bounded by positive constants.
Let ‖v‖ =
√
2
2
|Xv,0| and |r| =
√
2
2
|X0,r|. Then, these norms are up to a constant
(the constant is 1 for G = Sp(1, n), n > 2) equal to the 2-norm and
anv,rat = e
arccosh
(√(
1
2
(t+
1
t
)+
1
2t
‖v‖2
)2
+
|r|2
t2
)
(Theorem 3.6.30 or (B.4) when G = Sp(1, n), n > 2). So, we must show that
(3.21)
(
1
2
(t+ 1
t
) + 1
2t
‖v + v′‖2)2 + |r+r′+ 12 [(v,0),(v′,0)]|2
t2
 (1
2
(t+ 1
t
) + 1
2t
‖v + v′‖2)2 + |p(r)+r′|2
t2
for t varying in (0,∞) and (v+ v′, r+ r′) varying in a subset of n having compact
complement (we still assume that nv,r ∈ NΓ,P and nv′,r′ ∈ NΓ,P ). Note that a
constant times the left hand side or the right hand side of (3.21) is then greater or
equal than 1 for all t ∈ (0,+∞) and for (v + v′, r + r′) varying in an appropriate
subset of n having compact complement. Since pgαP (nΓ,P ) is orthogonal to n
Γ,P
1 ,
‖v + v′‖2 = ‖v‖2 + ‖v′‖2. Thus, the above is equivalent to show that
1
4
(
t2 + 1 + ‖v‖2 + ‖v′‖2)2 + |r + r′ + 1
2
[(v, 0), (v′, 0)]|2
 (1
2
(t2 + 1) + 1
2
(‖v‖2 + ‖v′‖2))2 + |p(r)|2 + |r′|2
for t varying in (0,∞) and (v+ v′, r+ r′) varying in a subset of n having compact
complement. If g2αP is trivial (real hyperbolic case), then the lemma follows
already.
Let c > 0. If ‖v‖4 + ‖v′‖4 > 1, then this is again equivalent to show that
t4 + c(‖v‖4 + ‖v′‖4) + 1 + |r + r′ + 1
2
[(v, 0), (v′, 0)]|2
 1 + t4 + ‖v‖4 + ‖v′‖4 + |p(r)|2 + |r′|2
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for t varying in (0,∞) and (v+ v′, r+ r′) varying in a subset of n having compact
complement, by Lemma 3.6.32 combined with Corollary 3.6.34.
Write v = (v1, v2, . . . , vmα) and v
′ = (v′1, v
′
2, . . . , v
′
mα). Write r = (r1, . . . , rm2α) and
r′ = (r′1, . . . , r
′
m2α
). For ε > 0, set
Dε = {(v, r, v′, r′) ∈ Rmα × Rm2α × Rmα × Rm2α
| nv,r ∈ NΓ,P , nv′,r′ ∈ NΓ,P , |vi|4 + |v′i|4 + |rj|2 + |r′j|2 > ε ∀i, j} .
Since the Lie bracket is bilinear, [(v, 0), (v′, 0)] is a polynomial in
v1, v2, . . . , vmα , v
′
1, v
′
2, . . . , v
′
mα .
Moreover, for every k ∈ {1, . . . ,m2α},
[(v, 0), (v′, 0)]k =
mα∑
i=1
mα∑
j=1
a
(k)
i,j viv
′
j
for some constants a
(k)
i,j ∈ R. For c > 0 suﬃciently large and (v, r, v′, r′) varying in
Dc, we have
c(‖v‖4 + ‖v′‖4) + |r + r′ + 1
2
[(v, 0), (v′, 0)]|2
c( mα∑
i=1
v4i +
mα∑
i=1
(v′i)
4
)
+ |r + r′ + 1
2
[(v, 0), (v′, 0)]|2
c( mα∑
i=1
v4i +
mα∑
i=1
(v′i)
4
)
+
m2α∑
j=1
(
rj + r
′
j +
1
2
(
[(v, 0), (v′, 0)]
)
j
)2
=c
( mα∑
i=1
v4i +
mα∑
i=1
(v′i)
4 +
m2α∑
j=1
( rj√
c
+
r′j√
c
)2
+
m2α∑
j=1
( 1√
c
· rj+r′j√
c
· ([(v, 0), (v′, 0)])
j
+ 1
4
(
[(v, 0), (v′, 0)]
)2
j
))

mα∑
i=1
(
v4i + (v
′
i)
4
)
+
m2α∑
j=1
(rj + r
′
j)
2  ‖v‖4 + ‖v′‖4 + |r + r′|2
by Lemma 3.6.32 combined with Corollary 3.6.34. Thus, for ε > 0 suﬃciently
large and (v, r, v′, r′) ∈ Dε, we have
t4 + c(‖v‖4 + ‖v′‖4) + 1 + |r + r′ + 1
2
[(v, 0), (v′, 0)]|2
 t4 + ‖v‖4 + ‖v′‖4 + 1 + |r + r′|2 .
For each v ∈ pgαP (nΓ,P ), there exists r ∈ pg2αP (nΓ,P ) such that nv,r ∈ NΓ,P . Write
r = u+ z with u ∈ nΓ,P2,1 and z ∈ g2αP ∩ nΓ,P . Set ϕ(v) = u and set ϕ = 0 on nΓ,P1 .
This deﬁnes an R-linear map ϕ from Rmα to Rm2α . One checks easily that this
map is well-deﬁned. So, there exist ci ∈ Rm2α such that
ϕ
(
(x1, x2, . . . , xmα)
)
=
mα∑
i=1
cixi (xi ∈ R) .
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It follows from Lemma 3.6.32 combined with Corollary 3.6.34 that
‖v‖4 + |r + r′|2  ‖v‖4 + |p(r)|2 + |r′|2
for (v, r, r′) such that ‖v‖4 + |p(r)|2 + |r′|2 > 1. Indeed, the terms that are on the
left but not on the right hand side are either of the form λv2a (λ ∈ R) or of the
form λvar
′
b (λ ∈ R, r′b ∈ nΓ,P2,2 ).
Since moreover, for ε > 1,
{(v + v′, r + r′) | nv,r ∈ NΓ,P , nv′,r′ ∈ NΓ,P , (v, r, v′, r′) 6∈ Dε}
is contained
{(v + v′, r + r′) | max{|vi|, |v′i|, |rj|, |r′j|} 6 ε ∀i, j}
(compact), the lemma follows.
Proposition 3.6.36. There exist c, c′ > 0 such that
an1n2a > c an1a, an1n2a > c′an2a
for all n1 ∈ NΓ,Q, n2 ∈ NΓ,Q and a ∈ AQ.
Proof. If eQ has full rank, then the proposition follows from Lemma 2.1.4.
Without loss of generality, we may assume that Q = P and that P is a Γ-cuspidal
parabolic subgroup with associated cusp of smaller rank.
It follows from the proof of the previous lemma that there exists a compact set C
in n such that
anv,rnv′,r′at 
1
t
√
1 + t4 + ‖v‖4 + ‖v′‖4 + |p(r)|2 + |r′|2
for t varying in (0,+∞) and nv,r (resp. nv′,r′) varying in NΓ,P (resp. NΓ,P ) such
that log(nv,r) + log(nv′,r′) 6∈ C. In particular,
anv,rat 
1
t
√
1 + t4 + ‖v‖4 + |p(r)|2
and
anv′,r′at 
1
t
√
1 + t4 + ‖v′‖4 + |r′|2
for t varying in (0,+∞) and nv′,r′ varying in NΓ,P such that log(nv′,r′) 6∈ C. The
proposition follows.
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3.6.6 The right regular representation of G on the Schwartz space
In this section, we show that the right translation by elements of G deﬁnes a rep-
resentation on the Schwartz space (see Theorem 3.6.44). Some more preparations
are needed to be able to show this result. After this, we are ﬁnally also able to
show that the Schwartz space does not depend on choices (see Proposition 3.6.45).
For a parabolic subgroup P ′ of G, set NαP ′ = exp(gαP ′ ) and N2αP ′ = exp(g2αP ′ ).
Let
pi : NQ → NiαQ , n 7→ exp
(
pgiαQ (log(n))
)
(i ∈ {1, 2}) .
Then, log ◦ pi = pgiαQ ◦ log and for every n ∈ NQ
n = p1(n)p2(n)
by Lemma 3.3.1. Hence, p1 and p2 are projections.
Let pNΓ,Qi
= pi ◦ pNΓ,Q . Then, this deﬁnes a projection from NQ to NΓ,Qi .
Clearly, pi◦ pNΓ,Qi = pNΓ,Qi . Let n
Γ,Q
2,1 = pg2αQ (nΓ,Q)∩n
Γ,Q
2 . We denote the projection
on nΓ,Q2,1 by pnΓ,Q2,1
. Let X ∈ pgαQ (nΓ,Q). Then, there exists Y ∈ nΓ,Q such that
pgαQ (Y ) = X. Let ϕ(X) = pnΓ,Q2,1
(Y ). Then, ϕ is a well-deﬁned R-linear map
from pgαQ (nΓ,Q) to n
Γ,Q
2,1 . Indeed, let Y
′ ∈ nΓ,Q be such that pgαQ (Y ′) = X. Then,
pgαQ (Y − Y ′) = 0. Thus, Y − Y ′ ∈ nΓ,Q ∩ g2αQ . Hence, pnΓ,Q2,1 (Y − Y
′) = 0. So,
pnΓ,Q2,1
(Y ) = pnΓ,Q2,1
(Y ′).
By construction, pnΓ,Q2,1
(X) = ϕ
(
pgαQ (X)
)
for all X ∈ nΓ,Q.
Lemma 3.6.37.
(1) NQ = p1(NΓ,Q)N
Γ,Q
1 N2αQ is a decomposition of NQ. Moreover, for every
n ∈ NQ, there exists a unique n′ ∈ N2αQ such that
n = (p1 ◦ pNΓ,Q)(n)pNΓ,Q1 (n)n
′ .
It follows that p1 ◦ pNΓ,Q : NQ → p1(NΓ,Q) is a projection.
Moreover, the above decomposition induces an AQ-invariant Lie group de-
composition on NQ/N2αQ.
(2) For every n ∈ NQ, log(n) is equal to
log
(
(p1 ◦ pNΓ,Q)(n)
)
+ log
(
pNΓ,Q1
(n)
)
+ log
(
p2(n)
)
.
Thus,
log ◦ p1 ◦ pNΓ,Q = pgαQ ◦ pnΓ,Q ◦ log , log ◦ pNΓ,Q1 = pnΓ,Q1 ◦ log .
(3) p1 ◦ pNΓ,Q is a projection from NQ to p1(NΓ,Q) = exp
(
pgαQ (nΓ,Q)
)
.
Remark 3.6.38. In general, we don't have log ◦ pNΓ,Q = pnΓ,Q ◦ log, log ◦ pNΓ,Q =
pnΓ,Q ◦ log, log ◦ p2 ◦ pNΓ,Q = pg2αQ ◦ pnΓ,Q ◦ log or log ◦ pNΓ,Q2 = pnΓ,Q2 ◦ log.
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Proof. Let n ∈ NQ. By Proposition 3.3.2, by Lemma 3.3.1, we have
n = p1(n)p2(n) = p1(pNΓ,Q(n)pNΓ,Q(n))p2(n) = (p1 ◦ pNΓ,Q)(n)pNΓ,Q1 (n)n
′ ,
where n′ := p2(n) exp(−12 [log(p1(pNΓ,Q(n))), log(pNΓ,Q1 (n))]) ∈ N2αQ .
It follows that NQ = p1(NΓ,Q)N
Γ,Q
1 N2αQ .
Let n1, n
′
1 ∈ p1(NΓ,Q), n2, n′2 ∈ NΓ,Q1 , n3, n′3 ∈ N2αQ be such that n1n2n3 = n′1n′2n′3.
Let X1, X
′
1 ∈ pgαQ (nΓ,Q) be such that n1 = exp(X1), n′1 = exp(X ′1).
Let X2, X
′
2 ∈ nΓ,Q1 be such that n2 = exp(X2), n′2 = exp(X ′2).
It follows from the Baker-Campbell-Hausdorﬀ formula and the fact that every
element of nQ = gαQ ⊕ g2αQ admits a unique decomposition that
X1 +X2 = X
′
1 +X
′
2 .
Thus, X1 = X
′
1 and X2 = X
′
2 as gαQ = pgαQ (nΓ,Q) ⊕ n
Γ,Q
1 . Hence, n1 = n
′
1 and
n2 = n
′
2. So, n3 is also equal to n
′
3.
The ﬁrst assertion follows now easily from this.
The ﬁrst part of the second assertion follows now from the Baker-Campbell-
Hausdorﬀ formula and the second part follows from the fact that (pgαQ◦ pnΓ,Q)(X)+
pnΓ,Q1
(X) + pg2αQ (X) gives a unique decomposition of X ∈ nQ.
We have
p1(NΓ,Q) = exp(pgαQ
(
log(NΓ,Q)
)
) = exp(pgαQnΓ,Q) .
Let n ∈ p1(NΓ,Q). Then, by the previous assertion and by uniqueness of the
decomposition of nQ = pgαQ (nΓ,Q)⊕ n
Γ,Q
1 ⊕ g2αQ , we have
(p1 ◦ pNΓ,Q)(n) = exp
(
log((p1 ◦ pNΓ,Q)(n))
)
= exp
(
(pgαQ ◦ pnΓ,Q)(log(n))
)
= n .
The last assertion follows.
Lemma 3.6.39. There exists a constant c > 0 such that |[X, Y ]| 6 c|X| · |Y | for
all X, Y ∈ g.
Proof. Let X, Y ∈ g. Without loss of generality, we may assume that X and Y
are nonzero. Then,
[X, Y ] = |X| · |Y | · [ X|X| , Y|Y | ] .
Let S = {Z ∈ g | |Z| = 1} (compact) and let c = supZ1,Z2∈S |[Z1, Z2]|. Since
[·, ·] : g × g → g is continuous and as S × S is compact, c is ﬁnite. The lemma
follows.
Proposition 3.6.40. Let Sstd,Q,t,ω,ω′ be a generalised standard Siegel set with
respect to Q and let S be a relatively compact subset of G. Then, there exists a
generalised standard Siegel set Sstd,Q,t˜,ω,ω˜′ such that
γg,hgh ∈ Sstd,Q,t˜,ω,ω˜′
for some γg,h ∈ ΓQ, for all g ∈ Sstd,Q,t,ω,ω′ and all h ∈ S. Moreover, we have the
following:
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(1) There exist constants c > 0, c′ > 0 such that
sup
h∈S
| log(p1(νQ(γg,h)))| 6 c+ c′ hQ(g)αQ
for all g ∈ Sstd,Q,t,ω,ω′.
(2) There exist constants c > 0, c′ > 0, c′′ > 0 such that
sup
h∈S
| log(νQ(γg,h))| 6 c+ c′ hQ(g)αQ(1 + | log(pNΓ,Q1 (νQ(g)))|) + c′′ hQ(g)2αQ
for all g ∈ Sstd,Q,t,ω,ω′.
Remark 3.6.41.
(1) It follows from the above lemma that
{| log(p1(νQ(γg,h)))| | h ∈ S, g ∈ Sstd,Q,t,ω,ω′ : hQ(g)αQ 6 T}
is bounded for all T > 0.
(2) Let {Xj} be an orthonormal basis of nQ. Then, the proof of the proposition
provides estimates of the absolute value of the coeﬃcients of log(p1(νQ(γg,h)))
and of log
(
νQ(γg,h)
)
(h ∈ S) with respect to the basis {Xj}.
Proof. Let S := Sstd,Q,t,ω,ω′ and S be as above and let h ∈ S. Let g ∈ G.
We have
gh = νQ(gh)hQ(gh)kQ(gh)(3.22)
=
(
νQ(g)hQ(g)νQ(kQ(g)h)hQ(g)
−1)hQ(g)hQ(kQ(g)h)kQ(gh) .
By Lemma 3.4.10, there exists a generalised Siegel standard set Sstd,Q,t˜,ω,ω˜′ such
that
γg,hgh ∈ Sstd,Q,t˜,ω,ω˜′
for some γg,h ∈ ΓQ, for all g ∈ Sstd,Q,t,ω,ω′ and all h ∈ S.
Note that (3.22) is again equal to(
p1(νQ(g))hQ(g)
αQp1(νQ(kQ(g)h))p2(νQ(g))hQ(g)
2αQp2(νQ(kQ(g)h))
)
hQ(g)hQ(kQ(g)h)kQ(gh) .
Thus, by Lemma 3.3.1, νQ(gh) is equal to
p1(pNΓ,Q(νQ(g)))pNΓ,Q1
(νQ(g)) exp
(−1
2
[p1(pNΓ,Q(νQ(g))), pNΓ,Q1
(νQ(g))]
)
hQ(g)
αQp1
(
νQ(kQ(g)h)
)
p2(νQ(g))hQ(g)
2αQp2(νQ(kQ(g)h)) .
Hence, by the Baker-Campbell-Hausdorﬀ formula, log
(
νQ(gh)
)
is equal to
log
(
p1(pNΓ,Q(νQ(g)))
)
+ log
(
pNΓ,Q1
(νQ(g))
)
+ hQ(g)
αQ log
(
p1(νQ(kQ(g)h))
)
+ 1
2
hQ(g)
αQ [log
(
p1(pNΓ,Q(νQ(g)))
)
, log
(
p1(νQ(kQ(g)h))
)
]
+ 1
2
hQ(g)
αQ [log
(
pNΓ,Q1
(νQ(g))
)
, log
(
p1(νQ(kQ(g)h))
)
]
+ log
(
p2(νQ(g))
)
+ hQ(g)
2αQ log
(
p2(νQ(kQ(g)h))
))
.
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By Lemma 3.6.37, this yields
log
(
νQ(g)
)
+ hQ(g)
αQ log
(
p1(νQ(kQ(g)h))
)
(3.23)
+ 1
2
hQ(g)
αQ [log
(
p1(pNΓ,Q(νQ(g)))
)
, log
(
p1(νQ(kQ(g)h))
)
]
+ 1
2
hQ(g)
αQ [log
(
pNΓ,Q1
(νQ(g))
)
, log
(
p1(νQ(kQ(g)h))
)
]
+ hQ(g)
2αQ log
(
p2(νQ(kQ(g)h))
)
.
So, log
(
pNΓ,Q1
(νQ(gh))
)
= pgαQ
(
pnΓ,Q log
(
νQ(gh)
))
is equal to
log
(
pNΓ,Q1
(νQ(g))
)
+ hQ(g)
αQ log
(
pNΓ,Q1
(νQ(kQ(g)h))
)
.
One can also use these computations in order to prove the ﬁrst assertion.
Let us estimate in the following | log(p1(νQ(γg,h)))| = |pgαQ
(
log(νQ(γg,h))
)|.
By (3.23) and by Lemma 3.3.1, log
(
p1(pNΓ,Q(νQ(γg,hgh)))
)
is equal to
log
(
p1(pNΓ,Q(νQ(γg,h)))
)
+ log
(
p1(pNΓ,Q(νQ(lMQ(γg,h)g)))
)
+ hQ(g)
αQ log
(
p1(pNΓ,Q(νQ(kQ(g)h)))
)
.
Since ω is relatively compact, there exists a constant c > 0 such that
sup
h∈S,m∈MΓ,Q
| log(p1(pNΓ,Q(νQ(γg,hgh))))− log(p1(pNΓ,Q(νQ(mg))))| 6 c
for all g ∈ S. Thus,
sup
h∈S
| log(p1(pNΓ,Q(νQ(γg,h))))| 6 c+ c′hQ(g)αQ ,
where c′ := supk∈KQ, h∈S | log
(
p1(pNΓ,Q(νQ(kh)))
)|.
Let us estimate now | log(pN2αQ∩NΓ,Q(νQ(γg,h)))|.
By (3.23) and by Lemma 3.3.1, pg2αQ∩nΓ,Q log
(
νQ(γg,hgh)
)
is equal to
pg2αQ∩nΓ,Q
(
log(νQ(γg,h))
)
+ log
(
pN2αQ∩NΓ,Q(νQ(lMQ(γg,h)g))
)
+ hQ(g)
2αQpg2αQ∩nΓ,Q
(
log(νQ(kQ(g)h))
)
+ 1
2
hQ(g)
αQpg2αQ∩nΓ,Q([log
(
p1(νQ(γg,h))
)
, log
(
p1(νQ(kQ(g)h))
)
])
+ 1
2
hQ(g)
αQpg2αQ∩nΓ,Q([log
(
p1(Ad(lMQ(γg,h))pNΓ,Q(νQ(g)))
)
, log
(
p1(νQ(kQ(g)h))
)
])
+ 1
2
hQ(g)
αQpg2αQ∩nΓ,Q([log
(
pNΓ,Q1
(νQ(g))
)
, log
(
p1(νQ(kQ(g)h))
)
]) .
Since ω is relatively compact, there exists a constant c > 0 such that
sup
h∈S,m∈MΓ,Q
|pg2αQ∩nΓ,Q
(
log(νQ(γg,hgh))
)− pg2αQ∩nΓ,Q( log(νQ(mg)))| 6 c
177
for all g ∈ S. Similar as above and by using that result and Lemma 3.6.39, one
shows that there exist constants c′ > 0, c′′ > 0 such that
(3.24) sup
h∈S
|pg2αQ∩nΓ,Q
(
log(νQ(γg,h))
)|
6 c+ c′hQ(g)αQ(1 + | log
(
pNΓ,Q1
(νQ(g))
)|) + c′′hQ(g)2αQ .
Since |pnΓ,Q2,1
(
log
(
νQ(γg,h)
))| = |ϕ(pgαQ(log(νQ(γg,h))))| and since any linear map
between ﬁnite-dimensional vector spaces is bounded, suph∈S |pnΓ,Q2,1
(
log
(
νQ(γg,h)
))|
has an estimate as in (3.24). The last assertion follows now from the previous
one's as
X = pgαQ (X) + pg2αQ∩nΓ,Q(X) + pnΓ,Q2,1 (X) .
for all X ∈ nΓ,Q.
Lemma 3.6.42. Let γ ∈ ΓQ.
(1) If X ∈ nQ, then
Ad(γ)X −X = [log(p1(νQ(γ))),Ad(lMQ(γ))X] ∈ g2αQ ⊂ nQ .
(2) If X ∈ aQ, then Ad(γ)X −X is equal to
[log(νQ(γ)), X] +
1
2
[log(p1(νQ(γ))), [log(p1(νQ(γ))), X]] ∈ nΓ,Q ⊕ g2αQ ⊂ nQ .
(3) If X ∈ mQ, then Ad(γ)X −X is equal to
[log(νQ(γ)),Ad(lMQ(γ))X]
+ 1
2
[log(p1(νQ(γ))), [log(p1(νQ(γ))),Ad(lMQ(γ))X]] ∈ nQ .
Proof. The lemma follows by direct computation.
For f ∈ C (Γ\G,ϕ), deﬁne
pi(g)f(x) = Rgf(x) = f(xg) (g, x ∈ G) .
Proposition 3.6.43. Let S be a generalised standard Siegel set in G with respect
to Q, let X ∈ U(nQ), let Y ∈ U(g), let f ∈ C (Γ\G,ϕ) and let r > 0. Then, for
each relatively compact subset S of G, there exists a seminorm p : C (Γ\G,ϕ)→ R
such that suph∈S S′pr,X,Y (pi(h)f) is less or equal than p(f) <∞ and S′pr,X,Y (Rhf−
f) converges to zero when h tends to e.
Proof. To prove this proposition, we do a similar argument as in Proposition
2.3.41, which itself was proven in a similar way as Lemma 14 of [HC66, p.21].
Let h ∈ G, x ∈ G, X ∈ U(nQ), Y ∈ U(g), S′ as above and let f ∈ C (Γ\G,ϕ). By
Proposition 3.6.36, there exists C > 0 such that
aγg > C ap
NΓ,Q
(νQ(g))hQ(g) (γ ∈ ΓQ, g ∈ S) .
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This is again greater or equal than C ′ag for all g ∈ S. We have
S′pr,X,Y (pi(h)f) = sup
gKQ∈S′
aQ(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LXRY (Rhf)(g)|
6 sup
gKQ∈S′
aQ(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LXRAd(h−1)Y f(gh)| .
Let S be a relatively compact subset of G. By Proposition 3.6.40, there exists a
generalised standard Siegel set S˜ with respect to Q such that
γg,hgh ∈ S˜
for some γg,h ∈ ΓQ, for all g ∈ S and all h ∈ S.
By Lemma 2.1.5, Lemma 2.1.6 and the estimates C ′ag 6 aγg,hg (g ∈ S), ax 6 axhah
(x ∈ G), the above is again less or equal than
C ′′ sup
gKQ∈S′
aQ((γg,hgh)
−1)ρΓQ (1 + log aγg,hgh)
raρ
ΓQ
γg,hgh
|LAd(γg,h)XRAd(h−1)Y f(γg,hgh)|
for some constant C ′′ > 0. Assume now that X ∈ nQ. The case X ∈ U(nQ)l will
then follow by induction. Let t > 0 and let g ∈ S be such that hQ(g) > t.
Set Zg,h = [log(p1(νQ(γg,h))),Ad(lMQ(γg,h))X] ∈ g2αQ . Then, for x ∈ G, we have
LAd(γg,h)X−XRAd(h−1)Y f(x) = LZg,hRAd(h−1)Y f(x)
= −RAd(kQ(g)−1)hQ(g)−2αQZg,hRAd(h−1)Y f(x) .
Since KQ is compact and since the coeﬃcients of hQ(g)
−2αQZg,h with respect to
{Xi} are bounded by Proposition 3.6.40 and Lemma 3.6.39 and since
{| log(p1(νQ(γg,h)))| | h ∈ S, g ∈ Sstd,Q,t,ω,ω′ : hQ(g) 6 t}
is ﬁnite by Remark 3.6.41 of Proposition 3.6.40,
sup
h∈S
sup
gKQ∈S′
aQ((γg,hgh)
−1)ρΓQ (1 + log aγg,hgh)
raρ
ΓQ
γg,hgh
|LAd(γg,h)X−XRAd(h−1)Y f(γg,hgh)|
is less or equal than l1(f) for some seminorm l1 : C (Γ\G,ϕ)→ R.
Thus, suph∈S S′pr,X,Y (pi(h)f) is less or equal than
l2(f) := l1(f) + sup
h∈S
sup
xKQ∈S˜′
aQ(x
−1)ρΓQ (1 + log ax)raρ
ΓQ
x |LXRAd(h−1)Y f(x)| .
In particular, pi(h)f belongs to C (Γ\G,ϕ). The remaining argument is very similar
to the one in Proposition 2.3.41.
Theorem 3.6.44.
(
pi,C (Γ\G,ϕ)) and (pi, ◦C (Γ\G,ϕ)) are representations of G.
179
Proof. The theorem follows from Proposition 3.6.43 for the S′pr,X,Y seminorms and
the proof of Theorem 2.3.42 for the Upr,X,Y seminorms. Indeed, the cocompact
action of Γ on X ∪ ΩΓ is only needed to show that the Schwartz space lies in
L2(Γ\G,ϕ). The detailed proof is very similar to the one of Theorem 2.3.42.
Proposition 3.6.45. The Schwartz space does not depend on made choices.
Proof. Since the Schwartz space is a representation space by Proposition 3.6.43,
it suﬃces to prove that alternative seminorms are ﬁnite for Schwartz functions.
Let f ∈ C (Γ\G,ϕ) and r > 0.
(1) We can choose an other Cartan involution θ′Q of g in order to get AQ and
MQ. Indeed, let K
′
Q be the maximal compact subgroup of G corresponding
to θ′Q. Let h˜ ∈ NQAQ be such that K ′Q = h˜KQh˜−1.
Let S′θ′Q,Q be a generalised Siegel set in G/Kθ
′
Q
with respect to Q. Set
S′Q = {gh˜KQ | gKθ′Q ∈ S′θ′Q,Q}. Then, this is a generalised Siegel set in
G/KQ with respect to Q.
Let X ∈ U(nQ) and Y ∈ U(g). By (3.3), (3.4), Lemma 2.1.6 and as
gK ′Q ∈ S′θ′Q,Q ⇐⇒ gh˜KQ ∈ S
′
Q ,
sup
gK′Q∈S′θ′
Q
,Q
aθ′Q,Q(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LXRY f(g)|
is ﬁnite if and only if
sup
gKQ∈S′Q
aθQ,Q(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LXRAd(h˜−1)Y (Rh˜−1f)(g)|
is ﬁnite. It follows from Proposition 3.6.43 that this is ﬁnite.
(2) We can choose an other representative of the Γ-cuspidal parabolic subgroup
of G. Indeed, let γ ∈ Γ and let Q′ = γQγ−1. Then, NQ′ = γNQγ−1,
AQ′ = γAQγ
−1, MQ′ = γMQγ−1 and KQ′ = γKQγ−1.
Let SQ′ be a generalised Siegel set in G with respect to Q
′ (θQ′ =
γθQ). Set
S′Q = γ
−1S′Q′γ. Let KQ′ = γKQγ
−1. Let X ∈ U(Ad(γ)nQ ⊕ Ad(γ)aQ ⊕
Ad(γ)mQ) and Y ∈ U(g). By (3.3), (3.4) and as gKQ′ ∈ S′Q′ ⇐⇒
gγKQγ
−1 ∈ γS′Qγ−1 ⇐⇒ γ−1gγKQ ∈ S′Q, SQ′pr,X,Y (f) is equal to
sup
gKQ′∈S′Q′
aQ′(g
−1)ρΓQ′ (1 + log ag)raρ
ΓQ′
g |LXRY f(g)|
= sup
gKQ∈S′Q
aQ(g
−1)ρΓQ (1 + log ag)raρ
ΓQ
g |LAd(γ−1)XRAd(γ−1)Y (Rγ−1f)(g)| .
Thus, it follows from Proposition 3.6.43 that this is ﬁnite as Ad(γ−1)X ∈
U(nQ).
The proposition follows.
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3.6.7 Partition of unity indexed over Γ
In this section, we construct a partition of unity indexed over Γ. See Theorem
3.6.53 on p.185. In the convex-cocompact case, Lemma 2.3.19 (lemma providing
the χ-function) provides such a partition of unity.
We need this function in order to prove that the compactly supported smooth
functions are dense in the Schwartz space (cf. Proposition 3.6.60 on p.193).
In the following, we do some preparations for the proof of this result.
Lemma 3.6.46. Let g be a positive, bounded function on a topological space Y
and n ∈ N, n′ ∈ N0, k ∈ N, k′ ∈ N. By convention, R0 = Z0 = {0}. Let
f : Rn × Rn′ × Y → R be a positive, measurable function such that
f((x, x′), y)  1 + (‖x‖kn + ‖x′‖k
′
n′) · g(y)
when x varies in Rn, x′ ∈ Rn′ and y varies in Y . Here, ‖ · ‖n (resp. ‖ · ‖n′) is a
norm on Rn (resp. Rn′). Let R > 0 be suﬃciently large so that
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) 6 R} > 0 .
Then,
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) ∈ [R,R + 1]}
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) 6 R}
is uniformly bounded in y ∈ Y and converges uniformly in y ∈ Y to zero when R
tends to ∞.
Proof. Let Y be a topological space and let f, g be as above. Let n, n′, k, k′ be as
above and let y ∈ Y . Without loss of generality, we may assume that ‖·‖n = ‖·‖∞
and that ‖ · ‖n′ = ‖ · ‖∞. Let d = nk + n
′
k′ > 0 and let ε > 0. Then,
#{(m,m′) ∈ Zn × Zn′ | ‖m‖k + ‖m′‖k′ 6 r}
 #{(m,m′) ∈ Zn × Zn′ | max{‖m‖k, ‖m′‖k′} 6 r}  rd
when r varies in [ε,∞). Since moreover g is bounded,
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) 6 R}  R
d
g(y)d
when R > 0 is suﬃciently large so that the left hand side is positive. Hence,
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) ∈ [R,R + 1]} 
(
(R + 1)d −Rd)
g(y)d
.
So,
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) ∈ [R,R + 1]}
#{(m,m′) ∈ Zn × Zn′ | f((m,m′), y) 6 R} 
(
(R + 1)d −Rd)
Rd
is uniformly bounded in y ∈ Y and converges uniformly in y ∈ Y to zero when R
tends to ∞.
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For every multi-index
¯
k = (k1, . . . , kl) ∈ Nl0, set |¯k| = k1 + · · ·+ kl and
D
¯
k =
∂ |¯k|
∂xk1 · · · ∂xkl
,
where ∂0 = Id by convention.
Lemma 3.6.47. For any n ∈ N,
sup
x∈(1,∞)
(x− 1) 2n−12 ∂
n
∂xn
(
earccosh(
√
x)
)
is ﬁnite.
Proof. One can easily prove by induction that
lim
x→1+
(x− 1) 2n−12 ∂
n
∂xn
(
earccosh(
√
x)
)
and
lim
x→∞
(x− 1) 2n−12 ∂
n
∂xn
(
earccosh(
√
x)
)
are ﬁnite for any n ∈ N. The lemma follows as
x ∈ (1,∞) 7→ (x− 1) 2n−12 ∂
n
∂xn
(
earccosh(
√
x)
)
is continuous for any n ∈ N.
Proposition 3.6.48. Let m = dim(gα) and n = dim(g2α). Identify gα with Rm
and g2α with Rn such that |X| = ‖X‖2 and |Y | = ‖Y ‖2 for all X ∈ gα and
Y ∈ g2α.
Let f(x1, . . . , xm, y1, . . . , yn, s) be deﬁned by(1
2
(es + e−s) +
1
4es
(x21 + · · ·+ x2m)
)2
+
1
2e2s
(y21 + · · ·+ y2n) .
Let A(X, Y, s) = aexp(X+Y )aes = e
arccosh
(√
f(X,Y,s)
)
. Let ε > 0. Then, for all
l, l′, l′′ ∈ N0,
(3.25)
e
(l+2l′)s
2 A(X, Y, s)
l+2l′
2
A(X, Y, s)
· | ∂
l
∂Xk1 · · · ∂Xkl
∂l
′
∂Yk′1 · · · ∂Yk′l′
∂l
′′
∂sl′′
A(X, Y, s)|
(
¯
k : |¯k| = l,
¯
k′ : |¯k′| = l′, X, Y, s : A(X, Y, s) > 1 + ε) is uniformly bounded.
Remark 3.6.49. As ana > aa for all n ∈ N and a ∈ A, we have the estimate
A(X, Y, s) > max{es, e−s} > 1 (X ∈ gα, Y ∈ g2α, s ∈ R) .
In particular, e±sA(X, Y, s) > 1 for all X ∈ gα, Y ∈ g2α, s ∈ R.
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Proof. Let f(x, y, s) =
(
1
2
(es + e−s) + ‖x‖
2
4es
)2
+ ‖y‖
2
2e2s
. Then,
∂
∂xj
f(x, y, s) =
(1
2
(es + e−s) +
‖x‖2
4es
) · xj
es
,
∂
∂yj
f(x, y, s) = e−2syj
and
∂
∂s
f(x, y, s) = −(1
2
(es + e−s) +
‖x‖2
4es
) · ‖x‖2
2es
− ‖y‖
2
e2s
,
Thus,
| ∂
∂xj
f(x, y, s)| 6
√
f(x, y, s) · e− s2 · |xj|
e
s
2
≺ e− s2f(x, y, s) 34 ,
| ∂
∂yj
f(x, y, s)| 6 e−2s(1 + |y|) ≺ e−s
√
f(x, y, s)
and
| ∂
∂s
f(x, y, s)| ≺ f(x, y, s) .
It follows easily from the above, Lemma 3.6.47 and the fact that earccosh(x)  x
when x varies in [1,∞) that (3.25) is uniformly bounded for l = l′ = l′′ = 1. The
general case is proven similarly. For example,
∂2
∂xi∂xj
f(x, y, s) =
∂
∂xi
(1
2
(es + e−s) · xj
es
+
x2i
4es
· xj
es
)
= e−s
(
δi,j
(1
2
(es + e−s) +
x2i
4es
)
+
xi
2e
s
2
· xj
e
s
2
)
.
Thus,
| ∂
2
∂xi∂xj
f(x, y, s)| ≺ e−s
√
f(x, y, s) .
It follows again easily from this that | ∂2
∂Xi∂Xj
A(X, Y, s)| satisﬁes the needed esti-
mate.
Lemma 3.6.50. Let r1, r2 ∈ R∪{±∞} be such that r1 < r2 (we use the usual con-
vention). Then, there is a smooth function hr1,r2 : R→ [0, 1] such that hr1,r2(x) = 1
for x 6 r1, 0 < hr1,r2(x) < 1 for x ∈ (r1, r2) and hr1,r2(x) = 0 for x > r2.
Remark 3.6.51.
(1) The lemma is a slight generalisation of Lemma 2.21 of [Lee13, p.42].
(2) Let 0 < r1 < r2 (r2 = +∞ is also allowed here). Let Hr1,r2 : Rk → R (k ∈ N)
be deﬁned by Hr1,r2(x) = hr1,r2(‖x‖2). Then, this is also a smooth function
by the proof of Lemma 2.22 of [Lee13, p.42].
(3) supx∈R |h(n)r1,r2(x)| is ﬁnite for all n ∈ N0.
Indeed, for n = 0, this is trivial. Let n ∈ N. As h(n)r1,r2 is a continuous
function with compact support, supx∈R |h(n)r1,r2(x)| is ﬁnite, too.
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Proof. Deﬁne f : R ∪ {±∞} → R by
f(x) =

1 if x =∞
e−
1
x if x > 0
0 if x 6 0
.
This function is smooth on R by Lemma 2.20 of [Lee13, p.41].
Let r1, r2 ∈ R ∪ {±∞} be such that r1 < r2. For x ∈ R, deﬁne
hr1,r2(x) =
f(r2 − x)
f(r2 − x) + f(x− r1) .
Then, hr1,r2 : R→ R is a well-deﬁned, smooth function such that hr1,r2(x) = 1 for
x 6 r1, 0 < hr1,r2(x) < 1 for x ∈ (r1, r2) and hr1,r2(x) = 0 for x > r2.
Lemma 3.6.52. For n ∈ N and a ∈ A, set F (naK) = aana and F (nwP ) =
a(nw). Then, F is analytic on (X r {eK}) ∪ {nwP | n ∈ N}.
Proof. Let n ∈ N and a ∈ A. Write n ∈ N as n = exp(X +Y ) (X ∈ gα, Y ∈ g2α)
and a = at (t > 0). Then,
ana = e
arccosh
(√(
1
2
(t+
1
t
)+
1
4t
|X|2
)2
+
|Y |2
2t2
)
by Theorem 3.6.30. Since arccosh(x) = log(x +
√
x2 − 1) for all x > 1, aana is
again equal to√(
1
2
(t2 + 1) + 1
4
|X|2)2 + |Y |2
2
+
√(
1
2
(t2 + 1) + 1
4
|X|2)2 + |Y |2
2
− t2 .
This function extends analytically to (R×N)r {(1, e)}. At t = 0, it is equal to
2
√(
1
2
+ 1
4
|X|2)2 + |Y |2
2
=
√(
1 + 1
2
|X|2)2 + 2|Y |2 .
By Theorem 2.1.7, this is again equal to a(θn) = a(nw). The lemma follows.
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Let ∆X be the Laplace-Beltrami operator of X.
Theorem 3.6.53. There exists a cut-oﬀ function χ ∈ C∞(X ∪ Ω, [0, 1]) with the
following properties:
(1)
∑
γ∈Γ Lγχ is locally ﬁnite;
(2)
∑
γ∈Γ Lγχ = 1;
(3) supg∈G |LXRY χ(g)| <∞ for all X ∈ U(nPi) (i ∈ {1, . . . ,m}), Y ∈ U(g);
(4) supgK∈U |LXRY χ(g)| <∞ for all X, Y ∈ U(g) and all U ∈ UΓ;
(5) supgK∈U ag|dχ(gK)| <∞ for every U ∈ UΓ;
(6) supgK∈U ag|∆Xχ(gK)| <∞ for every U ∈ UΓ;
(7) {γ ∈ Γ | γ−1U ∩ suppχ 6= ∅} is ﬁnite for every U ∈ UΓ;
(8) {γΓPi ∈ Γ/ΓPi |
(⋃
γ′∈ΓPi γ
′−1γ−1S′X,std,i
) ∩ suppχ 6= ∅} is ﬁnite for all i;
(9) there is a constant C > 0 such that
aγ′−1g 6 Cag
for all gK ∈ ⋃γ∈Γ γS′X,std,i (i ∈ {1, . . . ,m}), γ′ ∈ ΓPi such that γ′−1gK ∈
suppχ.
We denote the restriction of χ to Ω by χ∞.
Remark 3.6.54. Compare this χ-function with the χ-function from Lemma 2.3.19
(convex-cocompact case).
Proof. Since the theorem follows from Lemma 2.3.19 if Γ\X has no cusp, we may
assume without loss of generality that Γ\X has a cusp. Then, (4) follows from
(3) by Lemma 3.6.7.
Let us show now that the properties (5) and (6) hold if we have constructed a
cut-oﬀ function χ ∈ C∞(X ∪ Ω, [0, 1]) satisfying Property (7).
Let U ∈ UΓ. Then, E := {γ ∈ Γ | γ−1U ∩ suppχ 6= ∅} is ﬁnite by Property (7).
Then, by using a cut-oﬀ function which is identically one on
⋃
γ∈E γ
−1U (relatively
compact subset of X ∪ Ω) that χ is equal to a cut-oﬀ function in C∞(X¯, [0, 1])
on
⋃
γ∈E γ
−1U . The properties (5) and (6) follow now from the proof of Lemma
2.3.19.
We use the following convention: If f is a function on X¯, then f(g) (g ∈ G) is by
deﬁnition equal to f(gK) (and in general not equal to f(gP )).
Let ωi,R = {n ∈ NΓ,Pi | an 6 R} and ω′i,R′ = {n ∈ NΓ,Pi | an < R′}.
For t, s, s′ > 0, set Si,t,s,s′ = ωi,sNΓ,PiAiKi r ωi,sω′i,s′Ai,<tKi.
Recall that wi ∈ NKi(aPi) denotes a representative of the nontrivial Weyl group
element.
Let λi > 1 be such that aPi (nwi)aPi (pNΓ,Pi (n)wi) 6 λi ·
an
ap
NΓ,Pi
(n)
for all n ∈ Ni.
Let λ = maxi λi. Choose t > 2, R > 1, R
′ > 2 suﬃciently large so that
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(1) ωi ( ωi,R
λ
, ω′std,i ( ω′i,R′−1 for all i ∈ {1, . . . ,m}
(recall that Sstd,i := ωstd,iN
Γ,PiAiKi r ωstd,iω′std,i(Ai)<1Ki);
(2) {γ ∈ Γ | γ clo(S′X,i,t−1,R,R′−1) ∩ clo(S′X,i,t−1,R,R′−1) 6= ∅} is ﬁnite and con-
tained in ΓPi for all i and Γ clo(S
′
X,i,t−1,R,R′−1) ∩ clo(S′X,j,t−1,R,R′−1) = ∅ for
all i 6= j. It follows from the proof of Proposition 3.4.7 that this is possible.
Then, there is U ∈ UΓ such that
(3.26) S′X,std,i ⊂ S′X,i,t−1,R,R′−1 ∪ U
for all i. By Corollary 3.4.8, there is V ∈ UΓ such that
(3.27) Γ\X = ΓV ∪
m⋃
i=1
ΓS′X,i,t,R,R′ .
Let W0 be the closure of V in X ∪ Ω. Let W˜0 be an open, relatively compact
subset of X ∪ Ω which contains W0.
By Lemma 2.26 of [Lee13, p.55], there exists a smooth cut-oﬀ function ψ0 ∈
C∞(X¯, [0, 1]) such that ψ0 is identically one onW0 and identically zero on XrW˜0.
So, suppψ0 is contained in X ∪ Ω. Thus, supgK∈X |LXψ0(gK)| is ﬁnite for all
X ∈ U(g). It follows from Lemma 2.3.18 that supg∈G |LXRY ψ0(g)| is also ﬁnite
for all X, Y ∈ U(g).
Let i ∈ {1, . . . ,m}. By the proof of Lemma 2.26 of [Lee13, p.45], there is a cut-oﬀ
function φi ∈ C∞(G/Ki ∪G/Pi, [0, 1]) such that
(1) φi = 0 on ωstd,iω
′
i,R′−1Ai,6t−1Ki,
(2) φi = 1 on ωi,Rω
′
i,R′Ai,>tKi, and
(3) φi takes values in (0, 1) otherwise, on G/Ki.
Claim 3.6.55.
∏
γ∈ΓPi Lγφi is a well-deﬁned function in
C∞(G/Ki ∪ {nwiPi | n ∈ Ni}, [0, 1]) .
Moreover, on G/Ki, it has support on
G/Ki rNΓ,Piω′i,R′−1Ai,<t−1Ki =
⋃
γ∈ΓPi
γS′i,t−1,R,R′−1 .
Proof. Note that the last assertion holds.
Let U be an open subset of G/Ki which is relatively compact in G/Ki ∪ {nwiPi |
n ∈ Ni}. Then,
∏
γ∈ΓPi φi(γ
−1gKi) =
∏
γ∈ΓPi φi(γgKi) has only ﬁnitely many
factors which are not equal to 1 when gKi varies in U . Indeed, if φi(γgKi) 6= 1
for some γ ∈ ΓPi and some gKi ∈ U , then
nγmγpNΓ,Pi (νPi(g))m
−1
γ = pNΓ,Pi (νPi(γg)) ∈ ωi,R .
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But as U is relatively compact in G/Ki ∪ {nwiPi | n ∈ Ni},
{pNΓ,Pi (νPi(h)) | hKi ∈ U}
is a relatively compact subset of NΓ,Pi . Hence, γ is contained in a compact subset
of NΓ,PiMΓ,Pi (independently of the choice of γ and g). Since moreover ΓPi is
discrete,
{γ ∈ ΓPi | φi(γgKi) 6= 1 for some gKi ∈ U}
is ﬁnite. Similarly, one shows that
∏
γ∈ΓPi φi(γ
−1gPi) has only ﬁnitely many factors
which are not equal to 1 when gPi varies in a relatively compact subset of {nwiPi |
n ∈ Ni}. The claim follows.
For n ∈ Ni and a ∈ Ai, set Fi(naKi) = aana and Fi(nwiPi) = aPi(nwi). Then, Fi
is analytic on (G/Ki r eKi) ∪ {nwiPi | n ∈ Ni} by Lemma 3.6.52.
For g ∈ G, set a(i)g = ah|h=p
NΓ,Pi
(νPi (g))hPi (g)
.
For n ∈ Ni and a ∈ Ai, set Gi(naKi) = aa(i)na and Gi(nwiPi) = aPi(pNΓ,Pi (n)wi).
Then, Gi is analytic on G/Ki ∪ {nwiPi | n ∈ Ni} by the proof of Lemma 3.6.52
and as pNΓ,Pi is analytic.
Let Ri = hR,R+1
(
Fi
Gi
)
. Note that there is a neighbourhood of eKi in G/Ki on
which Ri vanishes. So, Ri belongs to C
∞(G/Ki ∪ {nwiPi | n ∈ Ni}, [0, 1]).
Deﬁne ψi ∈ C∞(G/Ki ∪ {nwiPi | n ∈ Ni}, [0, 1]) by
ψi =
( ∏
γ∈ΓPi
Lγφi
)
hR,R+1
(
Fi
Gi
)
.
Let g ∈ G. Then,
ψi(gKi) =
∏
γ∈ΓPi
φi(γ
−1gKi)hR,R+1
( ag
a
(i)
g
) ∈ [0, 1] .
On G/Ki, ψi has support on G/KirNΓ,Piω′i,R′−1Ai,<t−1Ki =
⋃
γ∈ΓPi γS
′
i,t−1,R,R′−1.
Let hi ∈ NiAi be such that Ki = hiKh−1i . Then, there is ki ∈ K such that
Pi = hikiPk
−1
i h
−1
i by Lemma 3.1.4. Set h0 = e, k0 = e, K0 = K and P0 = P . For
g ∈ G, set
ψ˜j(gK) = ψj(gh
−1
j Kj) and ψ˜j(gP ) = ψj(gk
−1
j h
−1
j Pj) .
Let Γ′i (i ∈ {1, . . . ,m}) be the subgroup of ﬁnite index of ΓPi which is provided
by Auslander's theorem.
We have:
(1) Let g ∈ ⋃γ∈Γ γSi,t,R,R′ . Then, ψi(γgKi) = 1 for some γ ∈ Γ.
Indeed,
#{γ ∈ Γ | ψi(γ−1gKi) = 1} > #{γ ∈ Γ′i | apNΓ,Pi (νPi (γ−1g)) 6 R}
= #{γ ∈ Γ′i | pNΓ,Pi (νPi(γ−1g)) ∈ ωi,R}
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as ag
a
(i)
g
6 apNΓ,Pi (νPi (g)). This is greater or equal than 1 since
apNΓ,Pi (νPi (γ
−1g)) = an−1γ pNΓ,Pi (νPi (g))
for all γ ∈ ΓPi and since
⋃
γ∈Γ′i nγωstd,i = NΓ,Pi .
(2) Let nwiPi ∈
⋃
γ∈Γ γ
(
clo(S′i,t,R,R′) ∩ {gPi | ghikiP ∈ ΩΓ}
)
.
Then, ψi(γnwiPi) = 1 for some γ ∈ Γ.
Indeed, ψi(nwiPi) =
aPi (nwi)
aPi (pNΓ,Pi (n)wi)
6 λ · an
ap
NΓ,Pi
(n)
6 λapNΓ,Pi (n).
Now we can show the rest similarly as above (use that ωstd,i is contained in
ωi,R
λ
).
(3) supp(ψ˜j) ∩ supp(ψ˜k) = ∅ for all j, k such that 1 6 j < k 6 m.
(4) {γ ∈ Γ | supp(ψ˜i) ∩ γ clo(S′X,i,t−1,R,R′−1) 6= ∅} ⊂ ΓPi :
As supp(ψ˜i) ⊂ ΓPi clo(S′i,t−1,R,R′−1),
{γ ∈ Γ | supp(ψ˜i) ∩ γ clo(S′X,i,t−1,R,R′−1) 6= ∅} ⊂ ΓPi .
(5) {γ ∈ Γ | supp(ψ˜i) ∩ γ supp(ψ˜i) 6= ∅} ⊂ ΓPi .
Let g ∈ G be such that ψ0(g) 6= 0. By the above, there is at most one j ∈
{1, . . . ,m} such that ψ˜j(g) 6= 0.
Set ψ =
∑m
j=0 ψ˜j. Then, ψ ∈ C∞(X ∪ (∂X r
⋃m
j=1{ePj}), [0, 1]).
Deﬁne χ = ψ∑
γ∈Γ Lγψ
on X ∪ Ω. It follows from (3.27), the construction of our
maps, Proposition 3.4.9, Proposition 3.4.7 and (3.26) that χ is well-deﬁned, that
the ﬁrst two and the last three properties hold. Moreover, χ ∈ C∞(X, [0, 1]).
Let us prove now that (3) holds.
(1) Let ε > 0. It follows from Proposition 2.3.15 that for all X, Y ∈ U(g), there
is cX,Y > 0 such that
(3.28) |LXRY ag| 6 cX,Y ag (g ∈ G : ag > 1 + ε) .
(2) If g ∈ G belongs to
(3.29) Di := {g ∈ G | ag
a
(i)
g
6 R + 1}
(e.g. if g ∈ Si,t,R,R′) then it follows from the proof of Proposition 3.6.36 that
there is a constant cR > 0 such that
(3.30) 1 + | log p1
(
pNΓ,Pi (νPi(g))
)| 6 cR√hPi(g)a 12p
NΓ,Pi
(νPi (g))hPi (g)
.
(3) For k ∈ N0, set Uk(nPi) = {X ∈ U(nPi) | ad(H)X = kX ∀H ∈ aPi}. Then,
U(nPi) =
∞⊕
k=0
Uk(nPi) .
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Claim 3.6.56. Let l ∈ N0. For any X ∈ U l(nPi), Y ∈ U(g) and any ε > 0,
hPi(g)
l
2 (a(i)g )
l
2︸ ︷︷ ︸
>1
· |LXRY a
(i)
g |
a
(i)
g
is uniformly bounded when g varies in
(3.31) {g ∈ G | ag > 1 + ε, ag
a
(i)
g
6 R + 1} .
Proof. Without loss of generality, we may assume that ki(g) = e.
For X ∈ gαi , Y ∈ g2αi and s ∈ R, set A(X, Y, s) = aexp(X+Y )aes .
Let now X ∈ U l(nPi), Y ∈ U(g).
Since the function is right Ki-invariant, we may also assume without loss of
generality that Y ∈ U(nPi)U(aPi). Let Z ∈ U l′(nPi) and H ∈ U(aPi).
Note that there are ﬁnitely many Xj,g ∈ U l(nPi), Zk,g ∈ U l′(nPi) such that
LXRZRHa
(i)
g
=
∑
j,k
DXj,gDZk,gDHA(log pNΓ,Pi1
(νPi(g)), log pNΓ,Pi2
(νPi(g)), log hPi(g))
(the notations are self-explaining) with
|Xj,g| 6 c1(1 + | log p1(pNΓ,Pi (g))|)l + c2(1 + | log pNΓ,Pi1 (g)|)
l
and
|Zk,g| 6 c1hPi(g)l
′
(1 + | log p1(pNΓ,Pi (g))|)l
′
+ c2hPi(g)
l′(1 + | log p
N
Γ,Pi
1
(g)|)l′
for some constants c1, c2 > 0.
Since a(n¯) 6 anaa for all n ∈ Ni and a ∈ Ai,
1 + | log p
N
Γ,Pi
1
(g)| ≺ a
1
2
p
NΓ,Pi
(g) 6 (a(i)g )
1
2hPi(g)
1
2 .
Thus,
|Xj,g| ≺ hPi(g)
l
2 (a(i)g )
l
2
and
|Zk,g| ≺ hPi(g)
3l′
2 (a(i)g )
l′
2 ≺ hPi(g)l
′
(a(i)g )
l′ .
The claim follows now from Proposition 3.6.48 and Remark 3.6.49.
(4) We can now easily conclude from the above that for all X ∈ U(nPi), Y ∈
U(g), there is c′X,Y > 0 such that
|LXRY ag
a
(i)
g
| 6 c′X,Y · aga(i)g
when g varies in (3.31).
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Since moreover supx∈R |h(n)r1,r2(x)| is ﬁnite for all n ∈ N0, it follows from the Leibniz
rule and the chain rule that supg∈G |LXRY ψi(g)| is ﬁnite for all X ∈ U(nPi) and
Y ∈ U(g). Let l ∈ N0. Then,
(3.32) sup
g∈G
hPi(g)
l
2 (a(i)g )
l
2 |LXRY ψi(g)|
is even ﬁnite for any X ∈ U l(nPi), Y ∈ U(g).
By the proof of Proposition 3.6.36, Lemma 3.6.46 and as Γ′i has ﬁnite index in
ΓPi ,
(3.33) #{γ ∈ ΓPi | ψi(γ−1g) ∈ (0, 1)} 6 #{γ ∈ ΓPi | ψi(γ−1g) = 1} (g ∈ G) .
Let g ∈ G. If X ∈ gU(g) and if ψi(g) ∈ {0, 1}, then LXψi(g) = 0 by construction
of ψi. Thus, LXχ(g) = 0 for all X ∈ U(g) if ψ(g) = 0.
Let X ∈ gC. Then,
LXχ(g) =
d
dt
∣∣∣∣
t=0
ψ(exp(−tY )g)∑
γ∈Γ ψ(γ
−1 exp(−tY )g)
=
LXψ(g)
(∑
γ∈Γ ψ(γ
−1g)
)−∑γ∈Γ LX(Lγψ)(g) · ψ(g)(∑
γ∈Γ ψ(γ
−1g)
)2
=
LXψ(g)∑
γ∈Γ ψ(γ
−1g)
−
∑
γ∈Γ LX(Lγψ)(g)∑
γ∈Γ ψ(γ
−1g)
· χ(g) .
Let X1, X2 ∈ gC. Then, LX2LX1χ(g) is equal to
d
dt
∣∣∣∣
t=0
( LX1ψ(exp(−tX2)g)∑
γ∈Γ ψ(γ
−1 exp(−tX2)g) −
∑
γ∈Γ LX1(Lγψ)(exp(−tX2)g)∑
γ∈Γ ψ(γ
−1 exp(−tX2)g) · χ(exp(−tX2)g)
)
=
LX2LX1ψ(g)∑
γ∈Γ ψ(γ
−1g)
− LX1ψ(g)
(∑
γ∈Γ LX2(Lγψ)(g)
)(∑
γ∈Γ ψ(γ
−1g)
)2
(
−
∑
γ∈Γ LX2LX1(Lγψ)(g)∑
γ∈Γ ψ(γ
−1g)
+
(∑
γ∈Γ LX1(Lγψ)(g)
)(∑
γ∈Γ LX2(Lγψ)(g)
)(∑
γ∈Γ ψ(γ
−1g)
)2 ) · χ(g)
−
∑
γ∈Γ LX1(Lγψ)(g)∑
γ∈Γ ψ(γ
−1g)
· LX2χ(g) .
By induction, one can show that the appearing factors in the terms of LXRY χ(g)
(X, Y ∈ gU(g)) have one of the following forms:
LX′RY ′χ(g) or
LX′RY ′ψ(g)∑
γ∈Γ ψ(γ
−1g)
or
∑
γ∈Γ LX′RY ′(Lγψ)(g)∑
γ∈Γ ψ(γ
−1g)
(X ′, Y ′ ∈ gU(g)).
Let Ig be the subset of {0, . . . ,m} such that j ∈ Ig if and only if ψj(γ−1g) 6= 0 for
some γ ∈ Γ. Recall that, by construction, #Ig ∈ {1, 2}.
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LetNi,gK = #{γ ∈ Γ | ψi(γ−1gh−1i ) = 1} and letN ′i,gK = #{γ ∈ Γ | ψi(γ−1gh−1i ) ∈
(0, 1)}. If j ∈ Ig, then Nj,gK > 1.
We have the following estimates:
|LX′RY ′ψi(g)|∑
γ∈Γ ψi(γ
−1g)
6 |LX′RY ′ψi(g)|
and∑
γ∈Γ |LX′RY ′(Lγψ)(g)|∑
γ∈Γ ψ(γ
−1g)
6
∑
j∈Ig
∑
γ∈Γ |LX′RY ′(Lγψj)(gh−1j )|∑
γ∈Γ ψj(γ
−1gh−1j )
6 2 sup
j=0,...,m:j∈Ig
∑
γ∈Γ |LX′RY ′(Lγψj)(gh−1j )|∑
γ∈Γ ψj(γ
−1gh−1j )
.
Thus, in order to prove (3), it remains to prove the following assertion:
Claim 3.6.57. For X ∈ U(nPj) if j ∈ {1, . . . ,m} (resp. X ∈ U(g) if j = 0),
Y ∈ U(g), we have
sup
gK∈X :Nj,gK>1
∑
γ∈Γ |LXRY (Lγψj)(gh−1j )|∑
γ∈Γ ψj(γ
−1gh−1j )
<∞ .
Proof. Let gK ∈ X be such that Nj,gK > 1. Then,
∑
γ∈Γ |LXRY (Lγψj)(gh−1j )|∑
γ∈Γ ψj(γ−1gh
−1
j )
is less
or equal than
N ′j,gK
Nj,gK
· sup
γ∈Γ :ψj(γ−1gh−1j )∈(0,1)
|LAd(γ−1)XRY ψj(γ−1gh−1j )| .
Since N ′j,gK 6 Nj,gK for all j > 1 by (3.33), and as supg∈GN ′0,gK is ﬁnite, there is
a constant c > 0 such that this is again less or equal than
c sup
γ∈Γ :ψj(γ−1gh−1j )∈(0,1)
|LAd(γ−1)XRY ψj(γ−1gh−1j )| .
Recall that {γ ∈ Γ | supp(ψ˜i) ∩ γS′X,i,t−1,R,R′−1 6= ∅} is contained in ΓPi for all
i ∈ {1, . . . ,m}. Thus, we may assume without loss of generality that
gK ∈
⋃
γ∈Γ
γV ∪
⋃
γ∈Γj
γS′X,j,t,R,R′ .
Let S = {γ ∈ Γ | γV ∩ (V ∪S′X,i,t,R,R′) 6= ∅ for some i ∈ {1, . . . ,m}} (ﬁnite set)
and let V ′ =
⋃
γ∈S γV ∈ UΓ. Then, supgK∈V ′(Nj,gK +N ′j,gK) is ﬁnite.
Since moreover supg∈G |LXRY ψj(g)| (j ∈ {0, . . . ,m}) is ﬁnite for all X ∈ U(nPj)
and Y ∈ U(g), it remains to show that
sup
γ′∈ΓPi
sup
gK∈S′
X,i,t,R,R′ ,γ∈ΓPi :ψi(γ−1γ′gh
−1
i )∈(0,1)
|LAd(γ−1)XRY ψi(γ−1γ′gh−1i )|
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is ﬁnite for all X ∈ U(nPi) (i ∈ {1, . . . ,m}) and Y ∈ U(g). It follows from (3.30)
that
(3.34) 1 + | log p1(νPi(γ))| ≺
√
hPi(gh
−1
i )a
1
2
p
NΓ,Pi
(νPi (gh
−1
i ))hPi (gh
−1
i )
for all γ ∈ ΓPi and all g ∈ Di (in particular for all gK ∈ S′X,i,t,R,R′). The claim
follows now from Lemma 3.6.42, (3.34), (3.32) and the fact that the right-hand
side of (3.34) is left ΓPi-invariant.
This completes the proof of the theorem.
We also have a partition of unity of Γ\X having nice properties:
Proposition 3.6.58. There exist φi ∈ C∞(Γ\(X ∪ ΩΓ), [0, 1]) (i ∈ {0, . . . ,m})
and U ∈ UΓ such that
(1)
∑m
i=0 φi = 1,
(2) ΓgK = ΓhK implies ΓPigK = ΓPihK on supp(φi) (i ∈ {1, . . . ,m}),
(3) supp(φ0) ⊂ ΓU , supp(φi) ⊂ ΓS′X,std,i (i ∈ {1, . . . ,m}),
(4) supgK∈X |LXRY φ0(g)| <∞ for all X, Y ∈ U(g),
(5) supgK∈X |LXRY φi(g)| < ∞ for all X ∈ U(nPi) (i ∈ {1, . . . ,m}) and Y ∈
U(g).
Thus, φ0f ∈ C (Γ\G,ϕ) and φif ∈ C (ΓPi\G,ϕ) (i ∈ {1, . . . ,m}) for all f ∈
C (Γ\G,ϕ).
Remark 3.6.59.
(1) Let f ∈ C (Γ\G,ϕ). Then, f = ∑mi=0 φif with φ0f ∈ C (Γ\G,ϕ) and φif ∈
C (ΓPi\G,ϕ) (i ∈ {1, . . . ,m}).
(2) The proposition can be used to construct Schwartz functions:
(a) Let f ∈ C (G, Vϕ) be such that supp(f) is contained in some U ∈ UΓ
(e.g. f = ψ0∑
γ Lγψ
· g for some g ∈ C (G, Vϕ)). Then,∑
γ∈Γ
ϕ(γ)Lγf ∈ C (Γ\G,ϕ) .
(b) Let fi ∈ C (ΓPi\G,ϕ) (i ∈ {1, . . . ,m}). Then,
∑m
i=1 φif ∈ C (Γ\G,ϕ).
Proof. We use the notation of the proof of the previous theorem. For g ∈ G, set
φi =
∑
γ∈Γ Lγ ψ˜i∑
γ∈Γ Lγψ
. Then, the proposition follows from the proof of the mentioned
theorem. The two last properties follow in particular from Claim 3.6.57.
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3.6.8 Density of C∞c (Γ\G,ϕ) in C (Γ\G,ϕ)
Proposition 3.6.60. The inclusion of C∞c (Γ\G,ϕ) into C (Γ\G,ϕ) is continuous
with dense image.
Proof. The proof of this proposition is similar to the one of Proposition 2.3.21
(use Theorem 3.6.53 instead of Lemma 2.3.19).
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3.6.9 Examples of noncompactly supported Schwartz functions
Let G = SO(1, n)0, n > 2, and let M , A, N , K be the subgroups of G induced by
the corresponding one of Sp(1, n) computed in Appendix B (then N ⊂ exp(gα)).
Let P = MAN . Assume that Γ = ΓP .
We have: k
2
= ρΓ and
n−k−1
2
= ρΓ.
Let ϕ be a Γ-invariant smooth function on NΓ. Set Vϕ = C.
We denote by S(SO(1, n − k)0) the space of rapidly decreasing functions on
SO(1, n− k)0 (cf. [Wal88, p.230]).
Fix γ ∈ Kˆ. For f ∈ S(SO(1, n−k)0), n1 ∈ NΓ, n2 ∈ NΓ, a ∈ A and h ∈ K, deﬁne
F (n1n2ah) = ϕ(n1)γ(h)
−1f(n2a) .
Claim 3.6.61. The function F belongs to C (Y, VY (γ)), where Y := Γ\X.
Proof. Let g ∈ G, let ε > 0, d > n−1
2
+ ε and r > 0. As aαna > aαa = max{aα, a−α}
for all n ∈ N and a ∈ A by Lemma 2.1.4,
|F (g)| = |f(pNΓ(ν(g))h(g))|
is less or equal than
cd h(g)
k
2 a
−n−k−1
2
−ε
p
NΓ
(ν(g))h(g)
for some constant cd > 0. Let S be a generalised standard Siegel set with respect
to P . Then, S′pr,1,1(f) is ﬁnite.
Let X ∈ U(n) = U(nΓ)U(nΓ) and Y ∈ U(g). Without loss of generality, we may
assume that k(g) is trivial and that Y ∈ U(nΓ)U(nΓ)U(a).
We have
(1) RH
(
h(g)m
)
= mα(H)h(g)m for all H ∈ a and m ∈ Z;
(2) supn∈NΓ |RZϕ(n)| <∞ for all Z ∈ U(nΓ);
(3) LY1RY2f(pNΓ(ν(·))h(·))(g) = 0 for all Y1, Y2 ∈ U(nΓ).
Let l be a Lie algebra over R. For m ∈ N0, set Um(l) = {X ∈ U(l) | ad(H)X =
mX}. Then,
U(l) =
∞⊕
m=0
Um(l) .
Let X1 ∈ U(nΓ), Z1 ∈ U l(nΓ), X2, Z2 ∈ U(nΓ) and H ∈ U(a). Since
n1n2an
′
1n
′
2 = n1n2(an
′
1a
−1)(an′2a
−1)a = n1(an′1a
−1)︸ ︷︷ ︸
∈NΓ
n2(an
′
2a
−1)︸ ︷︷ ︸
∈NΓ
a
(n1, n
′
1 ∈ NΓ, n2, n′2 ∈ NΓ), LX1LX2RZ1RZ2F (g) is equal to
(3.35) h(g)−l
(
LX1RZ1ϕ(pNΓ(ν(g)))
)
LX2RZ2f(pNΓ(ν(g))h(g)) .
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Let now d > n−1
2
+ l + ε. As moreover f ∈ S(SO(1, n − k)0), it follows from (1),
(2) and (3.35) that |LX1LX2RZ1RZ2RHF (g)| is less or equal than
cd h(g)
−la−dp
NΓ
(ν(g))h(g)
for some constant cd > 0. This is again less or equal than
cd h(g)
k
2 a
−n−k−1
2
−ε
p
NΓ
(ν(g))h(g)
as ana > aa for all n ∈ N and a ∈ A. The claim follows.
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3.6.10 Examples of cusp forms
In this section, we determine the cusp forms on Γ\G which are induced from cusp
forms on G.
Lemma 3.6.62. Let U ∈ UΓ. If λ > δΓ, then there is c > 0 such that∑
γ∈Γ
a
−(λ+ρ)
γ−1g 6 c a
−(λ+ρ)
g
for all gK ∈ U .
Proof. Let U ∈ UΓ. Assume that λ > δΓ. Since the assertion of the lemma is trivial
when U is relatively compact in X, we may assume without loss of generality that
there is an open relatively compact subset V of Ω such that
U = {kaK | kM ∈ V, a ∈ A+} .
LetW be a compact subset of (∂Xrclo(V )M)M which contains a neighbourhood
of Λ. Since Γ acts properly discontinuously on X ∪ Ω, S := {γ ∈ Γ | kγM 6∈ W}
is ﬁnite. Thus, we may also assume without loss of generality that we sum over
Γr S. By Corollary 2.4 of [BO00, p.85], there is c > 0 such that
aγ−1g = aγ−1kgag > c aγag
for all γ ∈ ΓrS (kγM ∈ W ) and g ∈ U (kM ∈ V ). The lemma follows now from
the deﬁnition of the critical exponent.
Deﬁne Cweak(Γ\G,ϕ) by
{f ∈ C∞(Γ\G,ϕ) | Upr,1,Y (f) <∞ ∀r > 0, Y ∈ U(g),
S′Q
pr,1,Y (f) <∞ ∀U ∈ UΓ,S′Q ∈ Vstd,Γ, Y ∈ U(g), r > 0} .
Then, Cweak(Γ\G,ϕ) is a Fréchet space when we equip it with the topology induced
by the seminorms. Moreover,
C (Γ\G,ϕ) ⊂ Cweak(Γ\G,ϕ) ⊂ L2(Γ\G,ϕ) .
If f ∈ Cweak(Γ\G,ϕ), then fΩ and fQ are well-deﬁned for all [Q] ∈ PΓ. Set
◦Cweak(Γ\G,ϕ) = {f ∈ Cweak(Γ\G,ϕ) | fΩ = 0, fQ = 0 ∀[Q]Γ ∈ PΓ} .
We believe that
(3.36) ◦Cweak(Γ\G,ϕ) = ◦C (Γ\G,ϕ) .
Proposition 3.6.63. Assume that δΓ < 0. Let f ∈ C (G, Vϕ). For g ∈ G, set
Ff (g) =
∑
γ∈Γ
ϕ(γ)f(γ−1g) .
Then, Ff is well-deﬁned and belongs to Cweak(Γ\G,ϕ).
If f ∈ ◦C (G, Vϕ), then Ff ∈ ◦Cweak(Γ\G,ϕ).
If G = SO(1, n)0 (n > 2) and if Γ\X has at least one cusp, then Ff ∈ C (Γ\G,ϕ)
for all f ∈ C (G, Vϕ) and Ff ∈ ◦C (Γ\G,ϕ) for all f ∈ ◦C (G, Vϕ).
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Remark 3.6.64. The proof shows that we can also take smooth matrix coeﬃcients
cv,v˜ (v ∈ Vpi,∞ ⊗ Vϕ, v˜ ∈ Vpi′,K)
of an integrable discrete series representation pi for f when δΓ > 0.
Proof. Assume that δΓ < 0. Let f ∈ C (G, Vϕ) and let Ff be deﬁned as above.
Note that Ff is left Γ-equivariant.
Let U ∈ UΓ, Y ∈ U(g) and r > 0. Since f ∈ C (G, Vϕ),
∑
γ∈Γ |RY f(γ−1g)| is less
or equal than
c
∑
γ∈Γ
a−ργ−1g(1 + log aγ−1g)
−r
for some constant c > 0. By Lemma 3.6.62 and as δΓ < 0, there is c
′ > 0 such
that this is less or equal than
c′a−ρg (1 + log ag)
−r
for all g ∈ G such that gK ∈ U . Thus, Upr,1,Y (Ff ) is ﬁnite and Ff is well-deﬁned
on {g ∈ G | gK ∈ U}. Moreover, Ff is smooth on this set.
Let Q be a Γ-cuspidal parabolic subgroup of G. Let S be a generalised standard
Siegel set in G with respect to Q.
Let X, Y ∈ U(g) and r > 0. Without loss of generality, we may assume that r > 1.
Since f ∈ C (G, Vϕ),
∑
γ∈ΓQ |LXRY f(γ−1g)| is less or equal than
(3.37) c′′
∑
γ∈ΓQ
a−ργ−1g(1 + log aγ−1g)
−2r
for some constant c′′ > 0. By Proposition 3.6.36,
(3.38) an1n2a  an2a and an1n2a  an1a
for all n1 ∈ NΓ,Q, n2 ∈ NΓ,Q and a ∈ AQ. As moreover ana > a(n¯)a−1  ana−1 for
all n ∈ N and a ∈ A,
(3.39) a−1γ−1g ≺ a−1γ−1νQ(g)hQ(g) ≺ a−1γ aQ(g−1)−1 (g ∈ S) .
It follows also from (3.38) that
(3.40) aγ−1g  ag
for all γ ∈ ΓQ and g ∈ S and it follows from (3.38) and the estimate a2na > an
(see Lemma 2.1.4) that
an1n2a 
√
an1
for all n1 ∈ NΓ,Q, n2 ∈ NΓ,Q and a ∈ AQ. Thus,
(3.41) (1 + log aγ−1g)
−r ≺ (1 + log aγ)−r
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for all γ ∈ ΓQ and g ∈ S. Since ρΓQ = δΓQ by Lemma 3.5.4,
(3.42)
∑
γ∈ΓQ
a
−ρΓQ
γ (1 + log aγ)
−r
is ﬁnite for all r > 1.
Let g ∈ S. It follows from (3.39), (3.40), (3.41) and (3.42) that there is c′′′ > 0
such that (3.37) is less or equal than
c′′′a−ρ
ΓQ
g (1 + log ag)
−r ∑
γ∈ΓQ
a
−ρΓQ
γ−1g (1 + log aγ)
−r ≺ aQ(g−1)−ρΓQa−ρ
ΓQ
g (1 + log ag)
−r
as moreover ρΓQ + ρΓQ = ρ. Thus,
∑
γ∈ΓQ |LXRY f(γ−1g)| is ﬁnite for all g ∈ G.
Assume from now on that X ∈ U(nQ) if G = SO(1, n)0 and that X = 1 otherwise.
Then, Ad(γ)−1X = X for all γ ∈ ΓQ. Hence, g ∈ G 7→
∑
γ∈ΓQ LXRY f(γ
−1g) is
smooth and is equal to LXRY Ff . So, S′pr,X,Y (Ff ) is ﬁnite.
The part of the proposition, where we assume only that f is a Schwartz function,
follows now from Proposition 3.6.58. Consequently, FΩf and F
Q
f are well-deﬁned.
Assume from now on that f ∈ ◦C (G, Vϕ). Then,
FΩf (g, h) =
∑
γ∈Γ
ϕ(γ)
∫
N
f(γ−1gnh) dn = 0
for all g ∈ G(Ω), h ∈ G and FQf (g) is, up to a positive multiplicative constant,
equal to ∑
Γ/ΓQ
pQ
(
ϕ(γ)
∫
NQMΓ,Q
f(γ−1nmg) dn dm
)
= 0
for all g ∈ G. This completes the proof of the proposition.
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3.6.11 Series expansion of f
Let G = SO(1, n)0, n > 2, and let M , A, N , K be the subgroups of G induced by
the corresponding one of Sp(1, n) computed in Appendix B (then N ⊂ exp(gα)).
Let Q be a Γ-cuspidal parabolic subgroup of G. Without loss of generality, we
may assume that Q = P := MAN .
Let NΓ = NΓ,P , MΓ = MΓ,P , N
Γ = NΓ,P and k = dim(NΓ) > 1.
Let Γ′ be the normal subgroup of ﬁnite index of ΓP provided by Auslander's
theorem (see Section 3.2  also for what follows).
Let φ : {nγ | γ ∈ Γ′} →MΓ′ , nγ 7→ mγ. This deﬁnes a group homomorphism from
{nγ | γ ∈ Γ′} to MΓ′ .
By Lemma 3.2 of [BO07, p.26], there exists a subgroup V of ﬁnite index in {nγ |
γ ∈ Γ′} such that the restriction of φ to V extends to a group homomorphism
from NΓ to MΓ, which we denote by abuse of notation also by φ.
By 3.1.5 of [BO07, p.26], we can choose Γ′ with the following properties:
(1) {nγ | γ ∈ Γ′} is contained in V ;
(2) MΓ′ coincides with φ(NΓ);
(3) MΓ′ has ﬁnite index in MΓ.
Let Z1, . . . , Zk be a basis of nΓ such that
{nγ | γ ∈ Γ′} = {exp(n1Z1 + · · ·+ nkZk) | n1, . . . , nk ∈ Z} .
For z ∈ Rk, set nNΓ,{Zj}z = exp(z1Z1 + · · ·+ zkZk).
Let n ∈ Zk. Then, nNΓ,{Zj}n φ(nNΓ,{Zj}n ) ∈ Γ′. Set τ(n) = ϕ(nNΓ,{Zj}n φ(nNΓ,{Zj}n )).
Then, τ is a unitary representation of Zk on Vϕ since
n ∈ Zk 7→ nNΓ,{Zj}n φ(nNΓ,{Zj}n ) ∈ Γ′
is a group isomorphism. If we identify Γ′ as a group with Zk, then τ is equal to ϕ.
Since Γ′ is isomorphic to Zk (abelian) as a group and since every unitary ﬁnite-
dimensional representation on an abelian group can be written as a direct sum of 1-
dimensional representations, it suﬃces to have a series expansion for dimC Vϕ = 1.
So, let us assume that we can identify Vϕ with C.
Then, there exist λj ∈ [0, 1) such that τ(v) = e2piiλ1v1 · · · e2piiλkvk for all v ∈ Zk.
Thus, we can extend τ to a representation of Rk, which we denote by abuse of
notation also by τ .
Set λ = (λ1, . . . , λk)
t. Let g ∈ G and let f ∈ C∞(Γ\G,ϕ).
Since z ∈ Rk 7→ τ(−z)f(nNΓ,{Zj}z φ(nNΓ,{Zj}z )g) belongs to C∞(Zk\Rk), we have
e−2pii〈z,λ〉f(nNΓ,{Zj}z φ(n
NΓ,{Zj}
z )g) =
∑
x∈Zk
cx,g(f)e
2pii〈z,x〉 (z ∈ Rk) ,
where cx,g(f) :=
∫
Zk\Rk f(n
NΓ,{Zj}
u φ(n
NΓ,{Zj}
u )g)e−2pii〈u,λ+x〉 du. Thus,
f(nNΓ,{Zj}z φ(n
NΓ,{Zj}
z )g) =
∑
x∈Zk
cx,g(f)e
2pii〈z,λ+x〉 (z ∈ Rk)
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and
f(g) =
∑
x∈Zk
cx,g(f) .
Since vol(Γ′\NΓMΓ′) = #(Γ′\ΓP ) vol(ΓP\NΓMΓ)#(MΓ/MΓ′) and since∫
Γ′\NΓMΓ′
f 0(nmg) dn dm = #(Γ′\ΓP )#(MΓ/MΓ′)
∫
ΓP \NΓMΓ
f 0(nmg) dn dm
for all g ∈ G,
1
vol(Γ′\NΓMΓ′)
∫
Γ′\NΓMΓ′
f 0(nmg) dn dm = fP,lc(g) .
It follows that
(f − fP,lc)(g) =
∑
x∈Zk :λ+x 6=0
cx,g(f) .
Indeed:
(1) If λ is zero, then f = f 0 and fP,lc(g) = c0,g(f).
(2) If λ is nonzero, then λ + x 6= 0 for all x ∈ Zk, f 0 = 0 and (f − fP,lc)(g) is
equal to f(g).
Moreover, vol(Zk\Rk) = 1.
200
3.6.12 Rapid decay on Siegel sets
Lemma 3.6.65. Let k ∈ N, let λ ∈ Rk and let ‖ · ‖ be a norm on Rk. Then,∑
x∈Zk :x 6=−λ
1
‖λ+ x‖N+1
converges if N > k.
Proof. Without loss of generality, ‖ · ‖ = ‖ · ‖2 and λj ∈ [0, 1). Then, xj + λj = 0
if and only if xj = 0 and λj = 0.
Then, x 6= −λ for all x ∈ Zk r {0}. Moreover, there are constants c1, c2 > 0 such
that
c1‖x‖2 6 ‖λ+ x‖2 6 c2‖x‖2
for all x ∈ Zk r {0}. So, the above series converges if and only if ∑06=x∈Zk 1‖x‖N+12
converges.
Let N > k. Since 0 6= x ∈ Rk 7→ 1‖x‖N+12 continuous, nonnegative function that is
decreasing in each variable,∑
x∈Zk :xj 6=0
1
‖x‖N+12
=
∑
x∈Zk : |xj |>1
1
‖x‖N+12
converges by the integral test for convergence applied repeatedly as∫
{x∈Rn : |xj |>1}
1
‖y‖m+12
dy 6
∫
{x∈Rn : ‖x‖2>1}
1
‖y‖n+12
dy
= vol(Sn−1)
∫ ∞
1
1
rn+1
· rn−1 dr = vol(Sn−1)
∫ ∞
1
1
r2
dr <∞
for all m > n > 1. This shows in particular that the lemma holds for k = 1.
Let Ek = Zk r {0} and let
Ek,i = {(x1, . . . , xi−1, xi+1, . . . , xk) ∈ Rk−1 | (x1, . . . , xi−1, xi+1, . . . , xk) 6= 0} .
Since∑
x∈Ek
1
‖x‖N+12
=
∑
x∈Zk :xj 6=0
1
‖x‖N+12
+
k∑
i=1
∑
x∈Ek,i
1
‖(x1, . . . , xi−1, xi+1, . . . , xk)‖N+12
,
the lemma follows by induction.
Deﬁnition 3.6.66. Let f be a Γ-equivariant smooth function from G to Vϕ and
let S be a (nongeneralised) Siegel set in G with respect to Q. We say that f is
rapidly decreasing on S if for all r > 0, X ∈ U(nQ), Y ∈ U(g) and all N ∈ N
there exists a constant C > 0 such that
|LXRY f(g)| 6 ChQ(g)−NαQa−ρ
ΓQ
g (1 + log ag)
−r
for all g ∈ S.
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Remark 3.6.67. We restrict ourselves here to Siegel sets as the estimate is only
interesting when hQ(g) is big.
Theorem 3.6.68. Let Q be a Γ-cuspidal parabolic subgroup of G and let f be
a Schwartz function near eQ. Let S be an admissible (nongeneralised) standard
Siegel set in G with respect to Q. If nΓ,Q is an ideal in nQ, then f−fQ,lc is rapidly
decreasing on S.
Remark 3.6.69.
(1) nΓ,Q is an ideal in nQ if and only if g2αQ is contained in nΓ,Q or nΓ,Q is
contained in g2αQ .
(2) If eQ has full rank or if we are in the real hyperbolic case, then nΓ,Q is an
ideal in nQ.
(3) Compare with, e.g., Theorem 7.5 of [Bor97, p.72] and Theorem 6.9 of [Bor07,
p.27].
Proof. Let Y ∈ U(nQ) and Y ′ ∈ U(g). Without loss of generality, we may assume
that Y ′ = 1. Without loss of generality, we may assume that Q is equal to
P . Let us consider ﬁrst the real hyperbolic case: G = SO(1, n)0 (n > 2). Let
k = dim(NΓ,P ).
Since Γ′ is isomorphic to Zk (abelian) as a group and since every unitary ﬁnite-
dimensional representation on an abelian group can be written as a direct sum of
one-dimensional representations, we may assume without loss of generality that
dimC Vϕ = 1. Let us identify Vϕ with C.
In the following, we use the notations seen in Section 3.6.11. Then,
f(g) =
∑
x∈Zk
cx,g(f) .
Let x = (x1, . . . , xk) ∈ Zk. Let j ∈ {1, . . . , k} be such that |xj| = maxi |xi|. By
doing integration by parts repeatedly, we have
(3.43)
∫
[0,1]k
(LY f)(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u ) ·)(g)e−2pii〈u,λ+x〉 du
=
( −1
2pii(λj + xj)
)p ∫
[0,1]k
∂p
∂upj
(
(LY f)(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u ) ·)(g)
)
e−2pii〈u,λ+x〉 du .
To simplify notations, we continue the proof with the assumption Y = 1. With-
out this further assumption, one must use at some moment that we can write
Ad(nm)X (n ∈ ω,m ∈MΓ) as ﬁnite linear combination of elements in U(n) with
bounded coeﬃcients.
Let {Xl}l=1,...,dim(g) be a basis of g. Then, there exist smooth functions cj,l on K
such that
Ad(k(g)−1)(Zj) =
dim(g)∑
l=1
cj,l(k(g)
−1)Xl .
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Assume that either λ or x is nonzero. Since ∂
pf
∂upj
(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u )g) is equal to
RpZj(Rgf)(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u ))
by the chain rule. This is again equal to
∂p
∂s1 · · · ∂sp
∣∣∣∣
s1=···=sp=0
f(nNΓ,{Zi}u φ(n
NΓ,{Zi}
u )g
exp(h(g)−αP (s1 Ad(k(g)−1)(Zj) + · · ·+ sp Ad(k(g)−1)(Zj)))
=h(g)−pαP
p∑
m=1
dim(g)∑
lm=1
p∏
i=1
cj,li(k(g)
−1)(RXl1 ···Xlpf)(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u )g) ,
(3.43) is equal to
( −1
2pii(λj + xj)
)p
h(g)−pαP
p∑
m=1
dim(g)∑
lm=1
cj,lm(k(g)
−1)∫
[0,1]k
RXl1 ···Xlpf(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u )g)e
−2pii〈u,λ+x〉 du .
As f is a Schwartz function near eP and as supk∈K,j,l |cj,l(k)| is ﬁnite, the absolute
value of this is less or equal than
C
p∑
m=1
dim(g)∑
lm=1
S′pr,1,Xl1 ···Xlp (f) ·
1
(maxi |λi + xi|)p · h(g)
ρΓP−pαP a−ρ
ΓP
g (1 + log ag)
−r
for some constant C > 0. The theorem follows in the real hyperbolic case as
(f − fP,lc)(g) =
∑
x∈Zk :x 6=−λ
cx,g(f)
is equal to ∑
x∈Zk :x 6=−λ
∫
[0,1]k
f(nNΓ,{Zi}u φ(n
NΓ,{Zi}
u )g)e
−2pii〈u,λ+x〉 du
=
∑
x∈Zk :x 6=−λ
( −1
2pii(λj + xj)
)p
h(g)−pαP
p∑
m=1
dim(g)∑
lm=1
cj,lm(k(g)
−1)∫
[0,1]k
(RXl1 ···Xlpf)(n
NΓ,{Zi}
u φ(n
NΓ,{Zi}
u )g)e
−2pii〈u,λ+x〉 du
and as
∑
x∈Zk :x 6=−λ
1
‖λ+x‖p∞ converges for p suﬃciently large by Lemma 3.6.65.
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Let us consider now the general case. To simplify notations, we still assume that
Y = 1.
Since Γ′∩N2αMΓ′ is abelian, Vϕ can be decomposed into an orthogonal direct sum
of 1-dimensional (Γ′ ∩N2αMΓ′)-invariant spaces.
Without loss of generality, we may assume that f takes values in such a 1-
dimensional space Wϕ ≡ C.
As L := {nγ | γ ∈ Γ′ ∩ N2αMΓ′} is a cocompact lattice of NΓ ∩ N2α (abelian), L
is isomorphic to some Zl.
Let now Z1, . . . , Zl be a basis of nΓ ∩ g2α such that
L = {exp(n1Z1 + · · ·+ nlZl) | n1, . . . , nl ∈ Z} .
For z ∈ Rl, set nNΓ∩N2α,{Zj}z = exp(z1Z1 + · · ·+ zlZl).
Let p the orthogonal projection from Wϕ to W
Γ′∩N2αMΓ′
ϕ .
Similarly as before, one can show that f has a series expansion:
f(g) =
∑
x∈Zl
cx,g(f) ,
where cx,g(f) :=
∫
[0,1]l
f(n
NΓ∩N2α,{Zi}
u g)e−2pii〈u,λ+x〉 du.
Let ML = {mγ | γ ∈ Γ′ ∩N2αMΓ′}.
Let c1 =
1
vol((Γ′∩N2αMΓ′ )\(NΓ∩N2α)ML) and c2 =
1
vol((Γ′∩N2αMΓ′\Γ′)\((NΓ∩N2α)ML\NΓMΓ′ )) .
Then,
c1c2 =
1
vol(Γ′\NΓMΓ′) .
Let
fP,lc,1(g) = c1
∫
(Γ′∩N2αMΓ′ )\(NΓ∩N2α)ML
(p(f))(nmg) dn dm
(called partial little constant term).
If Wϕ = W
Γ′∩N2αMΓ′
ϕ , then λ = 0. Otherwise, W
Γ′∩N2αMΓ′
ϕ = 0 and then λ 6= 0.
Hence, λ + x 6= 0 for all x ∈ Zl. Moreover, fP,lc,1 = 0 as p(f) = 0 and therefore
fP,lc vanishes, too.
As previously, one can show that
f(g)− fP,lc,1(g) =
∑
x∈Zl :x 6=−λ
cx,g(f)
has rapid decay. Thus, f = f−fP,lc,1 = f−fP,lc decays rapidly ifW Γ′∩N2αMΓ′ϕ = 0.
It remains to consider the case Wϕ = W
Γ′∩N2αMΓ′
ϕ . Then, ϕ induces a representa-
tion of Γ′ ∩N2αMΓ′\Γ′ on W Γ
′∩N2αMΓ′
ϕ .
Since f(g)− fP,lc(g) = f(g)− c1c2
∫
Γ′\NΓMΓ′ f
0(nmg) dn dm is equal to(
f(g)− fP,lc,1(g))+ (fP,lc,1(g)− c1c2 ∫
Γ′\NΓMΓ′
f 0(nmg) dn dm
)
=
(
f(g)− fP,lc,1(g))
+
(
fP,lc,1(g)− c2
∫
(Γ′∩N2α\Γ′)\(NΓ∩N2α\NΓMΓ′ )
(fP,lc,1)0(nmg) dn dm
)
,
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it remains to show that the last two terms decay rapidly.
The group NΓ ∩ N2α\NΓ is abelian ([NΓ, NΓ] ⊂ NΓ ∩ N2α) and can be identiﬁed
with Rl′ , where
l′ := dimR(NΓ ∩N2α\NΓ) = dimR
(
(nΓ ∩ g2α)\nΓ
)
.
Let C be the orthogonal complement of nΓ ∩ g2α in nΓ.
Since {nγ | γ ∈ Γ′} is a cocompact lattice in NΓ and since L is a cocompact lattice
in NΓ ∩N2α, L\{nγ | γ ∈ Γ′} is a cocompact lattice in (NΓ ∩N2α)\NΓ.
Let Z ′1, . . . , Z
′
l′ be a basis of C such that
{Lnγ | γ ∈ Γ′} = {L exp(n1Z ′1 + · · ·+ nl′Z ′l′) | n1, . . . , nl′ ∈ Z} .
For z ∈ Rl′ , set n(NΓ∩N2α)\NΓ,{Z
′
j}
z = exp(z1Z
′
1 + · · ·+ zl′Z ′l′).
Hence, we have a series expansion for c0,g(f) = f
P,lc,1(g) (λ = 0):
fP,lc,1(g) =
∑
x∈Zl′
c′x,g(f) ,
where c′x,g(f) is given by∫
[0,1]l′
fP,lc,1(n
(NΓ∩N2α)\NΓ,{Z′i}
u φ(n
(NΓ∩N2α)\NΓ,{Z′i}
u )g)e
−2pii〈u,λ′+x〉 du .
Again, one can show similarly as in the real hyperbolic case that
fP,lc,1(g)− fP,lc(g)
=fP,lc,1(g)− c2
∫
((Γ′∩N2αMΓ′ )\Γ′)\((NΓ∩N2α)ML\NΓMΓ′ )
(fP,lc,1)0(nmg) dn dm
=
∑
x∈Zl′ :x 6=−λ′
c′x,g(f)
has rapid decay. Indeed, as [nΓ, nΓ] ⊂ nΓ (recall that nΓ is an ideal in n), there is
Z ′ ∈ U(nΓ ∩ g2α) such that
Ad(pNΓ(ν(g)
−1))Z = Z + Z ′
for every g ∈ S and every Z ∈ U(nΓ). The theorem follows.
205
3.7 Relation between the constant term along Ω and the
one along a smaller rank cusp
Since we can approach a cusp of smaller rank by ordinary points, the question
whether one can relate also the constant terms at these points by a limit formula
rises naturally. We show in this section that this is indeed possible in the real
hyperbolic case. The formula is given in Theorem 3.7.20 on p.231. With the help
of this formula we can then show that the constant terms of a Schwartz function
f along a cusp of smaller rank vanishes if the constant term of f along Ω is zero
(Theorem 3.7.21, p.232).
Let G = SO(1, n)0, n > 2, and let M , A, N , K be the subgroups of G induced by
the corresponding one of Sp(1, n) computed in Appendix B (then N ⊂ exp(gα)).
Let Γ be a geometrically ﬁnite subgroup of G. Recall that
w =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 In−2
 ,
h(wnv) = a 1
1+‖v‖2
(v ∈ Rn−1)
and that
ν(wnv) = n 1
1+‖v‖2 (−v1,v2,...,vn−1)
(v ∈ Rn−1) .
Let Q be a Γ-cuspidal parabolic subgroup of G with associated cusp of smaller
rank. Without loss of generality, we may assume that Q = P := MAN .
Let NΓ = NΓ,P , MΓ = MΓ,P , N
Γ = NΓ,P and k = dim(NΓ) > 1.
Since eP is not of full rank, n− k − 1 > 1. This is only possible if n > 3.
Let Mk = {m ∈M | mnm−1 = n ∀n ∈ NΓ, mn′m−1 ∈ NΓ ∀n′ ∈ NΓ}.
As mAnvm
−1
A = nAv, we may assume without loss of generality that
NΓ = {nNΓ(vn−k,...,vn−1) := n(01,n−k−1,vn−k,...,vn−1) | vi ∈ R}
(by replacing ΓP by mΓPm
−1 if necessary). Then,
NΓ = {nNΓ(v1,...,vn−k−1) := n(v1,...,vn−k−1,01,k) | vi ∈ R}
and
Mk =
{
m In−k+1 0n−k+1,k
0k,n−k+1 A
 | A ∈ SO(k)
}
.
Deﬁne
Φ2(ψ0) = (cosψ0, sinψ0)
and
Φd(ψ0, ψ1, . . . , ψd−2) = (cosψd−2 · Φd−1(ψ0, ψ1, . . . , ψd−3), sinψd−2) .
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3.7.1 Several small results
Let d ∈ N, d > 2. Let us show now how the spherical coordinates and so(d) are
related.
Lemma 3.7.1. There exist elements Y0, Y1, . . . , Yd−2 ∈ so(d) such that
(Φd(ψ0, ψ1, . . . , ψd−2))t =
d−2∏
j=0
exp(−ψjYj)(1, 01,d−1)t
for all ψj ∈ R.
Proof. Let d ∈ N, d > 2. For j ∈ {0, . . . , d− 2}, deﬁne
Yj =

0 01,j 1 01,d−j−2
0j,1 0j,j 0j,1 0j,d−j−2
−1 01,j 0 01,d−j−2
0d−j−2,1 0d−j−2,j 0d−j−2,1 0d−j−2,d−j−2
 ∈ so(d) .
The lemma follows easily by induction on d.
Let us denote the partial derivative with respect to the j-th Cartesian coordinate
in Rd by ∂j and the partial derivatives relative to the spherical coordinates in Rd
by ∂r, ∂ψ0 , . . ., ∂ψd−2 .
The following lemma shows how ∂j (j ∈ {1, . . . , d}) is expressed in spherical
coordinates.
Lemma 3.7.2. There exist continuous functions p
(d)
i,j : (0, 2pi) × (−pi2 , pi2 )d−2 → R
such that
cosψ1(cosψ2)
2 · · · (cosψd−2)d−2p(d)i,j (ψ0, . . . , ψd−2)
are polynomials in
cos(ψ0), . . . , cos(ψd−2), sin(ψ0), . . . , sin(ψd−2)
for all i ∈ {0, . . . , d− 2}, j ∈ {1, . . . , d} and
∂j = Φd(ψ0, . . . , ψd−2)j∂r +
1
r
d−2∑
i=0
p
(d)
i,j (ψ0, . . . , ψd−2)∂ψi .
Proof. By induction, one can show that
(3.44) det
(
d(rΦd(ψ0, ψ1, . . . , ψd−2))
)
= rd−1 cosψ1(cosψ2)2 · · · (cosψd−2)d−2 .
Let Aj be the matrix formed by replacing the j-th column of
d(rΦd(ψ0, ψ1, . . . , ψd−2))t
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by the column vector (∂r, ∂ψ0 , ∂ψ1 , . . . , ∂ψd−2). By the chain rule, we have
∂r
∂ψ0
∂ψ1
...
∂ψd−2
 =
(
d(rΦd(ψ0, ψ1, . . . , ψd−2))
)t

∂1
∂2
...
∂d

By Cramer's rule and (3.44), we get
∂j =
det(Aj)
rd−1 cosψ1(cosψ2)2 · · · (cosψd−2)d−2 (j ∈ {1, . . . , d}) .
Let q
(d)
i,j (r, ψ0, ψ1, . . . , ψd−2) be the ∂r-coordinate, (resp. ∂ψi−2-coordinate) if i = −1
(resp. i ∈ {0, . . . , d− 2}) of det(Aj)
rd−1 cosψ1(cosψ2)2···(cosψd−2)d−2 .
Note that q
(d)
−1,j(r, ψ0, ψ1, . . . , ψd−2) and rq
(d)
i,j (r, ψ0, ψ1, . . . , ψd−2) (i ∈ {0, . . . , d−2})
are independent of r for all j. For j ∈ {1, . . . , d}, set
p
(d)
−1,j(ψ0, ψ1, . . . , ψd−2) = q
(d)
−1,j(r, ψ0, ψ1, . . . , ψd−2)
and
p
(d)
i,j (ψ0, ψ1, . . . , ψd−2) = rq
(d)
i,j (r, ψ0, ψ1, . . . , ψd−2) (i ∈ {0, . . . , d− 2}) .
Then, the functions p
(d)
i,j : (0, 2pi)× (−pi2 , pi2 )d−2 → R are as required.
Let f : Rd → R, v 7→ ‖v‖2. Then, ∂rf = 1 and ∂ψ0f = ∂ψ1f = · · · = ∂ψd−2f = 0.
If v = rΦd(ψ0, ψ1, . . . , ψd−2), then
p
(d)
−1,j(ψ0, ψ1, . . . , ψd−2) = ∂j(‖v‖2) =
vj
‖v‖2 = Φd(ψ0, ψ1, . . . , ψd−2)j
for all j ∈ {1, . . . , d}. The lemma follows.
Lemma 3.7.3. Let f be a continuous function on Sd−1 (d > 2). Then,∫
SO(d)
f(A(1, 01,d−1)t) dA =
1
vol(Sd−1)
∫
Sd−1
f(x) dx .
Remark 3.7.4. If f is a function on S0 = {−1, 1}, then∫
S0
f(x) dx =
1
2
(f(1) + f(−1)) .
Proof. Let d > 2. Let g : SO(d)/ SO(d− 1)→ Sd−1, A SO(d− 1) 7→ A(1, 01,d−1)t.
Then, g is a diﬀeomorphism which identiﬁes these two spaces.
Since SO(d)/ SO(d − 1) has up to a multiplicative constant a unique invariant
measure, the push-forward of the spherical measure on Sd−1 by g divided by
vol(Sd−1) is equal to the normalised invariant measure on SO(d)/ SO(d− 1).
Let f be a continuous function on Sd−1. Then,
∫
SO(d)
f(A(1, 01,d−1)t) dA is equal
to ∫
SO(d)/ SO(d−1)
f(A(1, 01,d−1)t) dA =
1
vol(Sd−1)
∫
Sd−1
f(x) dx
as vol(SO(d− 1)) = 1.
208
Let n > 3. For A = (ai,j)i,j ∈ SO(n− 1), we have
wmAw =

1 0 0 0 · · · 0
0 1 0 0 · · · 0
0 0 a1,1 −a1,2 · · · −a1,n−1
0 0 −a2,1 a2,2 · · · a2,n−1
0 0
...
...
. . .
...
0 0 −an−1,1 an−1,2 · · · an−1,n−1

.
In particular, wmAw = mA if A =
(
1 01,n−2
0n−2,1 B
)
for some B ∈ SO(n− 2).
Thus, wmw = m for all m ∈Mk.
Lemma 3.7.5. For all n ∈ N and m ∈M , we have
(1) h(wmnm−1) = h(wn);
(2) ν(wmnm−1) = (wmw−1)ν(wn)(wmw−1)−1;
(3) k(wmnm−1) = wmw−1k(wn)m−1.
Proof. Let n ∈ N and m ∈M . As wMw−1 ⊂M ,
wmnm−1 = (wmw−1)wnm−1
= (wmw−1)ν(wn)h(wn)k(wn)m−1
= ((wmw−1)ν(wn)(wmw−1))h(wn)(wmw−1k(wn)m−1) .
The lemma follows.
Let n¯v = θ(nv) ∈ N¯ .
Lemma 3.7.6. For n ∈ N , we have
n(θn) = ν(θn) ,
a(θn) = h(θn)−1
and
κ(θn) = k(θn) = wk(wn) .
Moreover, for any v ∈ Rn−1 (n > 2), we have
k(n¯v) = nva 1
1+‖v‖2
n¯v = n¯va1+‖v‖2nv .
Proof. For v ∈ Rn−1, we have
n(n¯v) = ν(n¯−v)−1 = n− 1
1+‖v‖2 v
= ν(n¯v) ,
a(n¯v) = h(n¯−v)−1 = a1+‖v‖2 = h(n¯v)
−1
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and
k(n¯v) = h(n¯v)
−1ν(n¯v)−1n¯v = a1+‖v‖2n 1
1+‖v‖2 v
n¯v = nva 1
1+‖v‖2
n¯v .
Thus, k(n¯v) is also equal to
θ(k(n¯v)) = n¯va1+‖v‖2nv
and κ(n¯v) is equal to
k(n¯−v)−1 = θ(k(n¯−v)−1) = θ(n¯va1+‖v‖2nv) = nva 1
1+‖v‖2
n¯v = k(n¯v) .
Hence,
wk(wnv) = wk(n¯(v1,−v2,...,−vn−1))w
= wn(v1,−v2,...,−vn−1)a 1
1+‖v‖2
n¯(v1,−v2,...,−vn−1)w
= n¯va1+‖v‖2nv = k(n¯v) .
This completes the proof of the lemma.
Corollary 3.7.7. We have
(1) k(wnv)
−1 = k(wn(−v1,v2,...,vn−1));
(2) wk(wnv)w = k(wn(v1,−v2,...,−vn−1)).
Proof. This corollary follows immediately from the previous lemma.
Lemma 3.7.8. Let v ∈ Rn−1 (n > 2). Then,
n¯vnvn¯v = k(n¯v)n(‖v‖2−1)vk(n¯v) .
If ‖v‖ = 1, then
n¯vnvn¯v = k(n¯v)
2 = nvn¯vnv .
Proof. For v ∈ Rn−1, we have
n¯vnvn¯v = κ(n¯v)a(n¯v)n(n¯v)nvν(n¯v)h(n¯)k(n¯v) .
By Lemma 3.7.6, this is equal to
k(n¯v)h(n¯)
−1ν(n¯v)nvν(n¯v)h(n¯)k(n¯v) = k(n¯v)a1+‖v‖2nv− 2
1+‖v‖2 v
a−11+‖v‖2k(n¯v)
= k(n¯v)n(‖v‖2−1)vk(n¯v) .
The lemma follows.
Lemma 3.7.9. Let n > 2 and let v ∈ Rn−1 be of norm 1. Let A ∈ SO(n− 1) be
such that A(1, 01,n−2)t = v. Then,
k(wnv)wk(wnv) = wnvwn(v1,−v2,...,−vn−1)wnv = wmAwm
−1
A ∈M .
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Proof. Let v and A be as above. Then,
wnvwn(v1,−v2,...,−vn−1)wnv
is equal to
wnvn¯vnv = w(mAne1m
−1
A )(mAn¯e1m
−1
A )(mAne1m
−1
A )
= wmAne1n¯e1ne1m
−1
A .
A direct computation shows that ne1n¯e1ne1 is equal to w. Thus, the above is equal
to wmAwm
−1
A . The lemma follows now from Lemma 3.7.8.
Lemma 3.7.10. Let n > 3 and v(t) ∈ Rn−1 be such that ‖v(t)‖ converges to ∞
when t tends to ∞. Assume that v′ := limt→∞ v(t)‖v(t)‖ exists and has norm 1. Let
A ∈ SO(n− 1) be such that A(1, 01,n−2)t = v′. Then, limt→∞ k(wnv(t)) exists and
is equal to
k(wnv′)wk(wnv′)
=wn(v′1,...,v′n−1)wn(v′1,−v′2,...,−v′n−1)wn(v′1,...,v′n−1)
=wmAwm
−1
A .
In particular, limt→∞ k(wnt(1,01,n−1)) = e.
Remark 3.7.11. Let v(t) be as above. Assume that there exists c(t) ∈ (0,+∞)
such that v′ := limt→∞
v(t)
c(t)
exists and has norm 1. Then,
lim
t→∞
v(t)
‖v(t)‖ = limt→∞
v(t)
c(t)
c(t)
‖v(t)‖
exists also, is equal to v′ and has norm 1.
Proof. Let v(t), v′ and A be as above. Let v˜(t) = v(t)‖v(t)‖ .
Since wnv˜(t)wn(v˜1(t),−v˜2(t),...,−v˜n−1(t))wnv˜(t) belongs to M by the previous lemma,
k(wnv(t)) = k(wnv˜(t)a
−1
‖v(t)‖)
is equal to
k(n(−v˜1(t),v˜2(t),...,v˜n−1(t))wn−v˜(t)wa
−1
‖v(t)‖)wnv˜(t)wn(v˜1(t),−v˜2(t),...,−v˜n−1(t))wnv˜(t)
=k(a‖v(t)‖(wn−v˜(t)w)a−1‖v(t)‖)wnv˜(t)wn(v˜1(t),−v˜2(t),...,−v˜n−1(t))wnv˜(t) .
Since wn−v˜(t)w ∈ N¯ , since limt→∞ ‖v˜(t)‖ = 1 <∞ and since limt→∞ ‖v(t)‖ = +∞,
a‖v(t)‖(wn−v˜(t)w)a−1‖v(t)‖ converges to e when t tends to ∞, the above converges to
wnv′wn(v′1,−v′2,...,−v′n−1)wnv′
when t tends to ∞. The lemma follows by the previous one.
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3.7.2 The diﬀeomorphism Υ1,t,s
The map ΥG1,t,s : N → NΓA, which we deﬁne in this section, will satisfy
κ(ntw)n−tn = n′ΥG1,t,s(n)k
′ (n ∈ N)
for some n′ ∈ NΓ and k′ ∈ K depending on t and n. Moreover, we show that it
induces a diﬀeomorphism.
As w = w−1, we have
(3.45) κ(ntw) = ntwa(ntw)
−1(a(ntw)n(ntw)−1a(ntw)−1) = ntwh(wn−t)nt .
For n ∈ N , we have
ntwh(wn−t)nas = nth(wn−t)−1a−1s wn
a 1
s
= nth(wn−t)−1a−1s ν(wn
a 1
s )h(wn
a 1
s )k(wn
a 1
s )
= ntν(wn
a 1
s )h(wn−t)
−1a−1s h(wn−t)−1a−1s h(wn
a 1
s )k(wn
a 1
s ) .
The canonical projection of the horosphere
(κ(ntw)Nκ(ntw)
−1)κ(ntw)asK
on NΓA gives the preimage of a horoball under the natural map from NΓA to
NΓAK which we denote by BGt,s.
Let us now look at an example: When X is the upper half-space, then the pro-
jection of the 3-dimensional sphere on the upper half-plane gives us a disc (the
hatched area):
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The disc in the upper half-plane converges to the area {x+ iy | x ∈ R, y > 1}.
For g ∈ G, set νNΓ(g) = pNΓ(ν(g)) and νNΓ(g) = pNΓ(ν(g)).
Deﬁne
ΥG1,t,s : N → NΓA,
n 7→ νNΓ(ntwh(wn−t)nas)h(ntwh(wn−t)nas)
= νNΓ(ntν(wn
a 1
s )h(wn−t)
−1a−1s )h(wn−t)−1a−1s h(wn
a 1
s ) .
By construction, im(ΥG1,t,s) = B
G
t,s.
Set Υ1,t,s = (n·a·)−1 ◦ΥG1,t,s ◦ n· : Rn−1 → Rn−k−1 × (0,+∞).
Set Bt,s = (n·a·)−1(BGt,s). So, Bt,s = im(Υ1,t,s).
Since ntwh(wn−t)as = nta 1
s
(1+t2)w, (t, 01,n−k−2,
1
s
(1 + t2)) ∈ Bt,s.
Bt,s is the ball in Rn−k−1 × (0,+∞) whose boundary contains (t, 01,n−k−1) and
is tangent to Rn−k−1 × {0}. Thus, the center Ct,s of Bt,s is given by Ct,s =
(t, 01,n−k−2, ct,s), where ct,s := 12s(1 + t
2). Since
νNΓ(ntν(wn
a 1
s
v )
h(wn−t)−1a−1s )
=νNΓ(ntν(wn 1
s
v)
(a 1
t2+1
)−1a−1s
)
=νNΓ(nt(n 1
1+‖ 1s v‖2
· 1
s
(−v1,v2..n−1))
a t2+1
s )
=νNΓ(ntn t2+1
s
· 1
1+ 1
s2
‖v‖2 ·
1
s
(−v1,v2..n−1))
=nN
Γ
(t− t2+1
s2+‖v‖2 v1,
t2+1
s2+‖v‖2 v2..n−k−1)
and
h(wn−t)−1a−1s h(wn
a 1
s
v ) = at2+1a 1
s
h(wn 1
s
v) = a t2+1
s
a 1
1+ 1
s2
‖v‖2
= a t2+1
s+ 1s ‖v‖2
,
we have
Υ1,t,s(v) =
((
t− t
2 + 1
s2 + ‖v‖2v1,
t2 + 1
s2 + ‖v‖2v2..n−k−1
)
,
t2 + 1
s+ 1
s
‖v‖2
)
.
Deﬁne
Sk−1 × Rn−1 → Rn−1, u.(v1, . . . , vn−1) 7→
v1, . . . , vn−k−1,
√√√√ n−1∑
j=n−k
v2j u
 .
As Υ1,t,s is uniquely deﬁned if we know v1, . . . , vn−k−1 and
√∑n−1
j=n−k v
2
j ,
Υ1,t,s(u.v) = Υ1,t,s(v)
for all u ∈ Sk−1 and v ∈ Rn−1. Let x ∈ Rn−1 r {0}. Then, there is a unique
u ∈ Sk−1 such that u.x ∈ Rn−k−1 × {(r, 01,k−1) | r ∈ (0,∞)}. By abuse of
notation, we will denote the map
Rn−k−1 × (0,∞)→ Rn−k−1 × (0,∞), (v, r) 7→ Υ1,t,s((v, r, 01,k−1))
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also by Υ1,t,s. It is given by
Υ1,t,s(v, r) =
((
t− t
2 + 1
s2 + ‖v‖2 + r2v1,
t2 + 1
s2 + ‖v‖2 + r2v2..n−k−1
)
,
t2 + 1
s+ 1
s
(‖v‖2 + r2)
)
.
Let us now try to compute the inverse of Υ1,t,s. We have
q :=
t2 + 1
s+ 1
s
(‖v‖2 + r2) ∈ (0,+∞) ⇐⇒ q(s+
1
s
(‖v‖2 + r2)) = t2 + 1
⇐⇒ ‖v‖2 + r2 = s(t
2 + 1− qs)
q
.
Thus,
z1 := t− t
2 + 1
s2 + ‖v‖2 + r2v1 ⇐⇒ t− z1 =
q
s
· v1 ⇐⇒ v1 = s(t− z1)
q
and, for j = 2, . . . , n− k − 1,
zj :=
t2 + 1
s2 + ‖v‖2 + r2vj ⇐⇒ zj =
q
s
· vj ⇐⇒ vj = szj
q
.
Hence,
r =
√
s(t2 + 1− qs)
q
− ‖v‖2 =
√√√√−s2 + s(t2 + 1)
q
− s
2
q2
(t− z1)2 − s
2
q2
n−k−1∑
j=2
z2j .
Note that this is equal to
s
q
·
√√√√c2t,s − (q − ct,s)2 − (t− z1)2 − n−k−1∑
j=2
z2j .
For (z, q) ∈ im(Υ1,t,s) = Bt,s, deﬁne
Ψ1,t,s(z, q) =
(
s(t− z1)
q
,
sz2
q
, . . . ,
szn−k−1
q
,√√√√−s2 + s(t2 + 1)
q
− s
2
q2
(t− z1)2 − s
2
q2
n−k−1∑
j=2
z2j
)
∈ Rn−k−1 × (0,+∞) .
Thus, Υ1,t,s : Rn−k−1 × (0,∞)→ Bt,s is bijective and Ψ1,t,s is its inverse. As Υ1,t,s
and Ψ1,t,s are smooth, Υ1,t,s is a diﬀeomorphism.
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3.7.3 The diﬀeomorphism Υ2,t,s
The diﬀeomorphism ΥG2,t : N
ΓA→ NΓA (inducing a diﬀeomorphism Υ2,t : Rn−k−1×
(0,+∞)→ Rn−k−1 × (0,+∞)), which we deﬁne in this section, will satisfy
na = κ(ntw)n−t(ΥG2,t)
−1(na)k′ (n ∈ NΓ, a ∈ A)
for some k′ ∈ K depending on t and n.
As w = w−1, we have
κ(ntw) = ntwa(ntw)
−1(a(ntw)n(ntw)−1a(ntw)−1) = ntwh(wn−t)nt .
For n ∈ NΓ, we have
ntwh(wn−t)naq = nth(wn−t)−1a−1q wn
a 1
q
= nth(wn−t)−1a−1q ν(wn
a 1
q )h(wn
a 1
q )k(wn
a 1
q )
= ntν(wn
a 1
q )h(wn−t)
−1a−1q h(wn−t)−1a−1q h(wn
a 1
q )k(wn
a 1
q ) .
Let
ΥG2,t : N
ΓA→ NΓA, na 7→ ν(ntwh(wn−t)na)h(ntwh(wn−t)na) .
Set Υ2,t = (n
NΓ
· a·)
−1 ◦ΥG2,t ◦ (nNΓ· a·) : Rn−k−1 × (0,+∞)→ Rn−k−1 × (0,+∞).
Since
ν(ntν(wn
a 1
q
z )
h(wn−t)−1a−1q ) = nN
Γ
(t− t2+1
q2+‖z‖2 z1,
t2+1
q2+‖z‖2 z2..n−k−1)
and
h(wn−t)−1a−1q h(wn
a 1
q
z ) = a t2+1
q+ 1q ‖z‖2
,
we have
Υ2,t(z, q) =
((
t− t
2 + 1
q2 + ‖z‖2 z1,
t2 + 1
q2 + ‖z‖2 z2..n−k−1
)
,
t2 + 1
q + 1
q
‖z‖2
)
.
Let us now try to compute the inverse of Υ2,t. We have
q′ :=
t2 + 1
q + 1
q
‖z‖2 ⇐⇒ q
′(q +
1
q
‖z‖2) = t2 + 1 ⇐⇒ ‖z‖2 = q(t
2 + 1− q′q)
q′
.
Thus,
z′1 := t−
t2 + 1
q2 + ‖z‖2 z1 ⇐⇒ t− z
′
1 =
q′
q
· z1 ⇐⇒ z1 = q(t− z
′
1)
q′
and, for j = 2, . . . , n− k − 1,
z′j :=
t2 + 1
q2 + ‖z‖2 zj ⇐⇒ z
′
j =
q′
q
· zj ⇐⇒ zj =
qz′j
q′
.
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Hence,
q(t2 + 1− q′q)
q′
=
q2(t− z′1)2
q′2
+
n−k−1∑
j=2
q2z′j
2
q′2
⇐⇒ q′(t
2 + 1
q
− q′) = t2 − 2tz′1 + ‖z′‖2
⇐⇒ q = q
′(t2 + 1)
t2 − 2tz′1 + ‖z′‖2 + q′2
⇐⇒ q = q
′(t2 + 1)
(t− z′1)2 +
∑n−k−1
j=2 z
′
j
2 + q′2
.
So,
z1 =
(t− z′1)(t2 + 1)
(t− z′1)2 +
∑n−k−1
j=2 z
′
j
2 + q′2
and, for j = 2, . . . , n− k − 1,
zj =
z′j(t
2 + 1)
(t− z′1)2 +
∑n−k−1
j=2 z
′
j
2 + q′2
.
For (z′, q′) ∈ im(Υ2,t), deﬁne Ψ2,t(z′, q′) by (z, q) ∈ Rn−k−1 × (0,+∞).
Thus, Υ2,t : Rn−k−1 × (0,+∞)→ Rn−k−1 × (0,+∞) is a bijective map and Ψ2,t is
its inverse. As Υ2,t and Ψ2,t are smooth, Υ2,t is a diﬀeomorphism.
Since
(z′, q′) = Υ2,t(z, q) ∈ Bt,s
⇐⇒ (z′1 − t)2 +
n−k−1∑
j=1
z′j
2
+ (q′ − ct,s)2 < c2t,s
⇐⇒ ( t2 + 1
q2 + ‖z‖2
)2‖z‖2 + ( t2 + 1
q + 1
q
‖z‖2 − ct,s)
2 < c2t,s
⇐⇒ ‖z‖
2
(q2 + ‖z‖2)2 + (
q
q2 + ‖z‖2 −
1
2s
)2 <
1
4s2
⇐⇒ ‖z‖
2 + q2
(q2 + ‖z‖2)2 <
q
s(q2 + ‖z‖2)
⇐⇒ q > s ,
Υ2,t,s := Υ2,t|Rn−k−1×(s,+∞) : Rn−k−1 × (s,+∞)→ Bt,s is also a diﬀeomorphism.
Thus, ΥG2,t,s := Υ
G
2,t
∣∣
NΓA>s
is a diﬀeomorphism from NΓA>s to B
G
t,s.
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3.7.4 The diﬀeomorphism Υt,s
For z˜ ∈ Rn−k−1, deﬁne Tz˜ : Rn−k−1 × (0,+∞) → Rn−k−1 × (0,+∞), (z, q) 7→
(z+z˜, q) (diﬀeomorphism). Since Υ1,t,s is a diﬀeomorphism from Rn−k−1×(0,+∞)
to Bt,s and Υ2,t,s|Rn−k−1×(s,+∞) is a diﬀeomorphism from Rn−k−1× (s,+∞) to Bt,s,
Υt,s := T(−t,01,n−k−2) ◦Υ−11,t,s ◦Υ2,t,s ◦ T(t,01,n−k−2)
∣∣
Rn−k−1×(s,+∞)
is a diﬀeomorphism from Rn−k−1 × (s,+∞) to Rn−k−1 × (0,+∞).
Let (v1, . . . , vn−k−1, r) = Υt,s(z, q) (z ∈ Rn−k−1, q > s). Direct computation shows
that (v1, . . . , vn−k−1, r) is equal to
(−t+ s(z1 + t)
q
, . . . ,
szn−k−1
q
,
√
s ·
√
1− s
q
·
√
q +
1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2 ) .
Put r(t, s, z, q) =
√
s ·
√
1− s
q
·
√
q + 1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2.
Let (z′, q′) = Υ1,t,s(T(t,01,n−k−2)((v, r))). Let us treat now ﬁrst the case when k > 2.
Then,
κ(ntw)n(v1,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2))
is equal to
νNΓ(wn
a 1
s
(v1−t,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
h(wn−t)−1a−1s nz′aq′
k(wn
a 1
s
(v1−t,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
=νNΓ(wn
a 1
s
(v1−t,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
h(wn−t)−1a−1s κ(ntw)nzaq
k(wn
a 1
q
(z1+t,z2,...,zn−k−1))
−1k(wn
a 1
s
(v1,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
=nNΓ(
t2+1
s(q+ 1q ‖(z1+t,z2,...,zn−k−1)‖2)
·r(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2)
)κ(ntw)nzaqk(wn (z1+t,z2,...,zn−k−1)
q
)−1
k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
, 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2Φk(ψ0,ψ1,...,ψk−2)))
as
νNΓ(wn
a 1
s
(v1−t,v2,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
h(wn−t)−1a−1s
=nNΓ(
t2+1
s(q+ 1q ‖(z1+t,z2,...,zn−k−1)‖2)
·r(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2)
)
and as
k(wn
a 1
s
(v1−t,v2,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))
=k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
, 1
s
r(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))
)
=k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
, 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2Φk(ψ0,ψ1,...,ψk−2))) .
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For u ∈ [0, 1], set
mu := lim
t→∞
k(wnt(√u,01,n−k−2,
√
1−u,01,k−1))
= wn(√u,01,n−k−2,
√
1−u,0k−1)wn(
√
u,01,n−k−2,−
√
1−u,01,k−1)wn(
√
u,01,n−k−2,
√
1−u,01,k−1)
=

1 0 0 0 0 01,k−1
0 1 0 0 0 01,k−1
0 0 2u− 1 01,n−k−2 2
√
u(1− u) 01,k−1
0n−k−2,1 0n−k−2,1 0n−k−2,1 In−k−2 0n−k−2,1 01,k−1
0 0 −2√u(1− u) 01,n−k−2 2u− 1 01,k−1
0k−1,1 0k−1,1 0k−1,1 0k−1,1 0k−1,1 Ik−1,k−1
 .
Note that limt→∞ k(wnt(√u,01,n−k−2,−
√
1−u,01,k−1)) is equal to m
−1
u .
Let Y0, Y1, . . . , Yk−2 ∈ so(k) be as in the proof of Lemma 3.7.1 (with d = k).
Set A(ψ0, . . . , ψk−2) =
∏k−2
j=0 exp(−ψjYj) ∈ SO(k). For A ∈ SO(k), set
mMkA = mdiag(In−k−1,A) .
By Lemma 3.7.10 and as wmw = m for all m ∈Mk,
k(wn (z1+t,z2,...,zn−k−1)
q
)−1
k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
, 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2Φk(ψ0,ψ1,...,ψk−2)))
=k(wn (z1+t,z2,...,zn−k−1)
q
)−1mMkA(ψ0,...,ψk−2)
k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
, 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2))(m
Mk
A(ψ0,...,ψk−2))
−1
converges to mMkA(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1.
If k = 1, then κ(ntw)n(v1,...,vn−k−1,±r) is equal to
nNΓ
±
(
t2+1
s(q+ 1q ‖(z1+t,z2,...,zn−k−1)‖2)
·r(t,s,z,q)
)κ(ntw)nzaqk(wn (z1+t,z2,...,zn−k−1)
q
)−1
k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
,± 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2))
and
k(wn
(
z1+t
q
,
z2
q
,...,
zn−k−1
q
,± 1√
s
·√1− s
q
·
√
q+ 1
q
‖(z1+t,z2,...,zn−k−1)‖2))
converges to m s
q
respectively to m−1s
q
.
Let us compute now | det(d(Υ−11,t,s ◦Υ2,t,s)(z, q))| = | det(d(Ψ1,t,s ◦Υ2,t,s)(z, q))| for
z ∈ Rn−k−1 and q ∈ (s,+∞):
| det
 diag( sq , . . . , sq ) (− sz1q2 , . . . ,− szn−k−1q2 )t
(
√
s ·
√
1− s
q
·
2z1
q
2
√
q+ 1
q
‖z‖2
, . . . ,
√
s ·
√
1− s
q
·
2zn−k−1
q
2
√
q+ 1
q
‖z‖2
)
s− s
q2
‖z‖2+ 2s2
q3
·‖z‖2
2
√
s·√1− s
q
·
√
q+ 1
q
‖z‖2
 | .
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This is again equal to
(s
q
)n−k−1 · √s
2
√
1− s
q
·
√
q + 1
q
‖z‖2
·
| det
(
In−k−1 (− z1q , . . . ,− zn−k−1q )t
(
(
1− s
q
) · 2z1
q
, . . . ,
(
1− s
q
) · 2zn−k−1
q
) 1− 1
q2
‖z‖2 + 2s
q3
· ‖z‖2
)
| .
Set
d2 = det
(
1 − z1
q(
1− s
q
) · 2z1
q
1− 1
q2
‖z‖2 + 2s
q3
· ‖z‖2
)
and
dm = det
(
Im−1 (− z1q , . . . ,− zm−1q )t
(
(
1− s
q
) · 2z1
q
, . . . ,
(
1− s
q
) · 2zm−1
q
) 1− 1
q2
‖z‖2 + 2s
q3
· ‖z‖2
)
for m = 3, . . . , n− k. Then,
d2 = 1− 1
q2
‖z‖2 + 2s
q3
· ‖z‖2 + 2z
2
1
q2
· (1− s
q
)
= 1− ‖z‖
2
q2
+
2s
q3
· (‖z‖2 − z21) +
2z21
q2
and
dm = dm−1 −
(
1− s
q
) · 2zm−1
q
· det
(
Im−2 (− z1q , . . . ,− zm−2q )t
01,m−2 − zm−1q
)
= dm−1 +
(
1− s
q
) · 2z2m−1
q2
= · · · = d2 +
2 · (1− s
q
)
q2
·
m−1∑
j=2
z2j
= 1− ‖z‖
2
q2
+
2s
q3
· (‖z‖2 − z21) +
2z21
q2
+
2
(
1− s
q
)
q2
·
m−1∑
j=2
z2j
= 1 +
‖z‖2
q2
+
2s
q3
(‖z‖2 −
m−1∑
j=1
z2j ) .
Thus, | det(dΥt,s(z, q))| is equal to
(s
q
)n−k−1 · √s
2
√
1− s
q
·
√
q + 1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2
· |dn−k|
= sn−k−
1
2 q−n+k ·
√
q + 1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2
2
√
1− s
q
.
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Put
µ(t, s, z, q) = r(t, s, z, q)k−1 · | det(dΥt,s(z, q))| .
This is equal to
sn−
k
2
−1(q + 1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2) k2
2qn−k
· (1− s
q
) k
2
−1
.
Thus,
(3.46) lim
t→∞
µ(t, s, z, q)
tk
= 1
2s
( s
q
)n−
k
2 (1− s
q
)
k
2
−1
for all z ∈ Rn−k−1 and q > s ﬁxed.
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3.7.5 The formula for left NΓMΓ-invariant Schwartz functions
Let g ∈ G and let f be a left NΓMΓ-invariant Schwartz function near eP . Let
T (depending on g) be suﬃciently large so that for all t > T there exists an
admissible generalised standard Siegel set S with respect to P (depending on g
and t) in G such that Uκ(ntw),g (see Deﬁnition 2.3.29) is contained in S
′. Thus,
fΩ(κ(ntw), g) for t suﬃciently large is well-deﬁned by Proposition 3.6.6 and by
the proof of Proposition 2.3.30.
Lemma 3.7.12. Let f be a Schwartz function near eP and let d > 1. Then, there
exists a constant C > 0 such that |f(n′κ(ntw)nzaqh)| · µ(t,s,z,q)tk is less or equal than
(3.47) Csn−
k
2
−1a(θnz)−
n−k−1
2 (1 + log aθnz)
−dq−
n−k+1
2
(
1− s
q
) k
2
−1(
1 + | log(q)|)−d
for all n′ ∈ NΓ and h ∈ K.
Remark 3.7.13. (3.47) is integrable over Rn−k−1×{q ∈ R | q > s} by Proposition
2.3.26.
Proof. Let ξ = ξP,NΓ . Let d > 1. By the proof of Lemma 2.3.28 applied to E = N
Γ
and as
h(κ(ntw)nzaq)
(1−ξ)ρP =
(t2 + 1)
k
2
(q + 1
q
· ‖(z1 + t, z2, . . . , zn−k−1)‖2) k2
,
there exist C > 0 and T > 0 such that
|f(n′κ(ntw)nzaqh)| 6 Ca(θnz)−ξρP · (t
2 + 1)
k
2
(q + 1
q
· ‖(z1 + t, z2, . . . , zn−k−1)‖2) k2
· q n−k−12 (1 + log aθnz)−d
(
1 + | log(q)|)−d
for all n′ ∈ NΓ, z ∈ Rn−k−1 and q > s with t > T . Since moreover supt>T (t
2+1)
k
2
2tk
is ﬁnite, there exists a constant C ′ > 0 such that
|f(n′κ(ntw)nzaqh)| · µ(t, s, z, q)
tk
= |f(n′κ(ntw)nzaqh)| ·
sn−
k
2
−1(q + 1
q
· ‖(z1 + t, z2, . . . , zn−k−1)‖2) k2
2tkqn−k
· (1− s
q
) k
2
−1
is less or equal than
C ′sn−
k
2
−1a(θnz)−ξρP (1 + log aθnz)
−dq−
n−k+1
2
(
1− s
q
) k
2
−1(
1 + | log(q)|)−d .
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Proposition 3.7.14. Let f be a left NΓMΓ-invariant Schwartz function near eP
and let h ∈ K. If k > 2, then limt→∞ 1tk
∫
N
f(κ(ntw)nash) dn is equal to
vol(Sk−1)
2
·
∫ 1
0
un−
k
2
−2(1− u) k2−1
∫
Mk
∫
NΓ\N
f(na s
u
mmum
−1h) dn dmdu ,
where mu is deﬁned as in Section 3.7.4.
If k = 1, then limt→∞ 1tk
∫
N
f(κ(ntw)nash) dn is equal to
1
2
(∫ 1
0
un−
k
2
−2(1− u) k2−1
∫
NΓ\N
f(na s
u
muh) dn du
+
∫ 1
0
un−
k
2
−2(1− u) k2−1
∫
NΓ\N
f(na s
u
m−1u h) dn du
)
.
Remark 3.7.15. Let S′ be an admissible generalised standard Siegel set with
respect to P such that
n′κ(ntw)naK ∈ ΓPS′
for all n′ ∈ NΓ, n ∈ NΓ, a ∈ A>s and all t greater or equal than some T > 0. Let
f ∈ C∞(Γ\G,ϕ) be a Schwartz function near eP . Then, the proof of the propo-
sition, combined with Proposition 3.6.36, shows that there exists a nonnegative
integrable function gs on Rn−k−1 × (s,+∞) such that
sup
n′∈NΓ,h∈K
|f(n′κ(ntw)nzaqh)| · µ(t, s, z, q)
tk
is less or equal than
S′p2d,1,1(f)gs(z, q)
for all t > T , z ∈ Rn−k−1 and q ∈ (s,+∞).
Proof. Let f be as above and let h ∈ K. Without loss of generality we may assume
that h = e. To simplify notations we assume further that f is right K-invariant.
The general case works analogously. The limit of the K-part has already been
computed in Section 3.7.4. To get the integral over Mk, one has to use Lemma
3.7.3.
By (3.45),
1
tk
∫
N
f(κ(ntw)nas) dn =
1
tk
∫
Rn−1
f(ntwh(wn−t)ntnvas) dv
for all t > 0. As f is left NΓ-invariant and right K-invariant, this is equal to
1
tk
∫
Rn−k−1×Rk
f(κ(ntw)n−t(n·a·)(Υ−12,t,s(Υ1,t,s((v1 + t, v2, . . . , vn−1)))) dv .
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By passing to spherical coordinates, we get
vol(Sk−1)
tk
∫
Rn−k−1
∫ ∞
0
f(κ(ntw)(n·a·)(Υ−1t,s (v, r)))r
k−1 dr dv
(3.48)
= vol(Sk−1)
∫ +∞
s
∫
Rn−k−1
f(κ(ntw)nzaq)r(t, s, z, q)
k−1 · | det(dΥt,s)(z, q)|
tk
dz dq
= vol(Sk−1)
∫ +∞
s
∫
Rn−k−1
f(κ(ntw)nzaq) · µ(t, s, z, q)
tk
dz dq .
It follows from Lemma 3.7.12 that
|f(κ(ntw)nzaq)| · µ(t, s, z, q)
tk
is dominated by an integrable function on Rn−k−1 × {q ∈ R | q > s}. Since
moreover
lim
t→∞
µ(t, s, z, q)
tk
=
1
2s
(
s
q
)n−
k
2 (1− s
q
)
k
2
−1
for all z ∈ Rn−k−1 and q > s ﬁxed, by (3.46), (3.48) converges to
vol(Sk−1)
2s
∫ ∞
s
( s
q
)n−
k
2 (1− s
q
)
k
2
−1
∫
NΓ\N
f(naq) dn dq
when t tends to +∞, by Lebesgue's theorem of dominated convergence and as
Rn−k−1 ≡ NΓ ≡ NΓ\N (as groups).
Put u = s
q
. Then, q = s
u
and dq = − s
u2
du. Thus, the above is equal to
vol(Sk−1)
2
·
∫ 1
0
un−
k
2
−2(1− u) k2−1
∫
NΓ\N
f(na s
u
) dn du .
The proposition follows.
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3.7.6 The formula for derivatives of Schwartz functions in the nΓ-
direction
The following, including the next lemma, is a preparation for Proposition 3.7.17,
which says that the constant term along Ω divided by tk converges to zero for
derivatives of Schwartz functions in the nΓ-direction when we approach a cusp of
smaller rank.
Let t > 1 and let
R(t, s, z, q) =
t2 + 1
s(q + 1
q
‖(z1 + t, z2, . . . , zn−k−1)‖2) · r(t, s, z, q) .
By Section 3.7.4, R is the Euclidean norm of
log(νNΓ(κ(ntw)n(v1,...,vn−k−1,rΦk(ψ0,ψ1,...,ψk−2)))) ∈ nΓ ≡ Rk
for (v1, . . . , vn−k−1, r) = Υt,s(z, q). Let z(t) = (z1 + t, z2, . . . , zn−k−1).
Since r(t, s, z, q) =
√
s ·
√
1− s
q
·
√
q + 1
q
‖z(t)‖2, R(t, s, z, q) is equal to
(t2 + 1) ·
√
1− s
q
√
s
√
q + 1
q
‖z(t)‖2
.
Direct computation shows that ∂R
∂q
(t, s, z, q) is equal to
t2 + 1
2
√
s
· q +
1
q
‖z(t)‖2 − 2q(1− s
q
)
q
√
1− s
q
(q + 1
q
‖z(t)‖2) 32
.
If q ∈ (s, 1
2
t] and ‖z(t)‖ ∈ [t, 2t], then this is greater or equal than
t2 + 1
2
√
s
· ‖z(t)‖
2 − q2
√
q
√
1− s
q
(q2 + ‖z(t)‖2) 32
> t
2
√
s
·
3
4√
q
√
1− s
q
(1
4
+ 4)
3
2
.
Let c =
(
3
8( 1
4
+4)
3
2
)−1
> 0. Then, this is again greater or equal than
t
c
√
s
√
q
√
1− s
q
> 0 .
Since
µ(t, s, z, q) =
sn−
k
2
−1(q + 1
q
‖z(t)‖2) k2
2qn−k
· (1− s
q
) k
2
−1
,
µ1(t, s, z, q) :=
(
∂R
∂q
(t, s, z, q)
)−1
µ(t, s, z, q) is equal to
sn−
k+1
2
t2 + 1
· 1
q + 1
q
‖z(t)‖2 − 2q(1− s
q
)
· q−n+k+1(q + 1
q
‖z(t)‖2) k+32 · (1− s
q
) k−1
2 .
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Hence, ∂
∂q
µ1(t, s, z, q) is equal to
(∂R
∂q
(t, s, z, q)
)−1
µ(t, s, z, q)
( 1 + 1
q2
‖z(t)‖2
q + 1
q
‖z(t)‖2 − 2q(1− s
q
)
+
−n+ k + 1
q
+
k + 3
2
· 1−
1
q2
‖z(t)‖2
q + 1
q
‖z(t)‖2 +
k − 1
2
· s
q2(1− s
q
)
)
.
Set µ2(t, s, z, q) =
1
R(t,s,z,q)
· µ(t, s, z, q).
The following lemma allows us to compare the measure µ(t, s, z, q) dz dq with other
measures that will arise in the proof of Proposition 3.7.17.
Lemma 3.7.16. Let k > 1 and let t > 1. Let c > 0 be as above, q ∈ (s, 1
2
t] and
z ∈ Rn−k−1 be such that ‖z(t)‖ ∈ [t, 2t]. Then:
(1)
(
∂R
∂q
(t, s, z, q)
)−1
is less or equal than c
t
√
s
√
q
√
1− s
q
.
(2) |
∂
∂q
µ1(t,s,z,q)
µ(t,s,z,q)
| is less or equal than
c
t
√
s
√
q
√
1− s
q
(n− k
2
+ 13
2
q
+
k − 1
2
· s
q2(1− s
q
)
)
.
(3) 1
R(t,s,z,q)
is less or equal than 3
√
s
t
√
q
√
1− s
q
.
Proof. Let t > 1, q, z be as above.
(1) By the above,
(
∂R
∂q
(t, s, z, q)
)−1
6 c
t
√
s
√
q
√
1− s
q
. The ﬁrst assertion of the
lemma follows.
(2) As
(
∂R
∂q
(t, s, z, q)
)−1 6 c
t
√
s
√
q
√
1− s
q
, | 1+
1
q2
‖z(t)‖2
q+ 1
q
‖z(t)‖2−2q(1− s
q
)
| 6 14 +4
1− 1
4
· 1
q
6 6
q
and
as |1−
1
q2
‖z(t)‖2
q+ 1
q
‖z(t)‖2 | 6 1q ,
|
∂
∂q
µ1(t, s, z, q)
µ(t, s, z, q)
|
is less or equal than
c
t
√
s
√
q
√
1− s
q
(n− k
2
+ 13
2
q
+
k − 1
2
· s
q2(1− s
q
)
)
.
This shows the second assertion of the lemma.
(3) Note that 1
R(t,s,z,q)
is less or equal than
√
4+ 1
4
t
·
√
s√
q
√
1− s
q
. So, the third assertion
of the lemma holds, too.
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Let D = {(ψ0, ψ1, . . . , ψk−2) ∈ Rk−1 | ψ0 ∈ (0, 2pi) and ψl ∈ (−pi2 , pi2 ) for all l > 1}
and let
Et = {z ∈ Rn−k−1 | ‖z(t)‖ ∈ [t, 2t]} .
Proposition 3.7.17. Let f be a Schwartz function near eP , h ∈ K and let
X ∈ nΓ. Then,
1
tk
∫
N
LXf(κ(ntw)nash) dn
converges to zero when t tends to ∞.
Proof. Let f be as above and let X ∈ nΓ. Without loss of generality, we may
assume that h = e and that X = log(nen−k−1+j) for some j ∈ {1, . . . , k}. Assume
that k > 2.
Let Y0, Y1, . . . , Yk−2 ∈ so(k) be as in the proof of Lemma 3.7.1 (with d = k).
Set A(ψ0, . . . , ψk−2) =
∏k−2
j=0 exp(−ψjYj) ∈ SO(k). For A ∈ SO(k), set mMkA =
mdiag(In−k−1,A).
It follows from Remark 3.7.15, Section 3.7.4, Proposition 3.6.43 and the fact that
the indicator functions 1q 6∈(s, 1
2
t], 1‖z(t)‖6∈[t,2t] converge pointwise to zero when t tends
to ∞ that it suﬃces to show that∫
D
∫ 1
2
t
s
∫
Et
LXf(n
NΓ
(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1)
· µ(t, s, z, q)
tk
dz dq cosψ1(cosψ2)
2 · · · (cosψk−2)k−2 d(ψ0, ψ1, . . . , ψk−2)
converges to zero when t tends to ∞. Let
Zt =

0 0 0 0 0 01,k−1
0 0 0 0 0 01,k−1
0 0 0 01,n−k−2 t 01,k−1
0n−k−2,1 0n−k−2,1 0n−k−2,1 In−k−2 0n−k−2,1 01,k−1
0 0 −t 01,n−k−2 0 01,k−1
0k−1,1 0k−1,1 0k−1,1 0k−1,1 0k−1,1 0k−1,k−1
 ∈ m .
Then, exp(Zarccos(2u−1)) = mu. Let
f˜t(R,ψ0, ψ1, . . . , ψk−2, z, q, q˜, x, y)
= f
(
nNΓRΦk(ψ0,ψ1,...,ψk−2)κ(ntw)nzaqm
Mk
A(x0,...,xk−2) exp(Zq˜)(m
Mk
A(y0,...,yk−2))
−1) .
Deﬁne φ(t, s, ψ0, . . . , ψk−2, z, q) by(
R(t, s, z, q), z, q,mMkA(ψ0,...,ψk−2) exp(Zarccos(2· sq−1))(m
Mk
A(ψ0,...,ψk−2))
−1) .
Then,
LXf(n
NΓ
(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1)
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is equal to
∂n−k−1+j f˜t(φ(t, s, ψ0, . . . , ψk−2, z, q)) .
Let p
(k)
i,j : (0, 2pi) × (−pi2 , pi2 )k−2 → R be as in Lemma 3.7.2 when we apply it to
{01,n−k−1} × Rk ≡ Rk. Then,
(3.49) ∂n−k−1+j = Φk(ψ0, . . . , ψk−2)j∂R +
1
R
k−2∑
i=0
p
(k)
i,j (ψ0, . . . , ψk−2)∂ψi .
Let Ht = log(at). Since ma = am for all a ∈ A and m ∈M ,(∂f˜t
∂q
◦ φ)(t, s, ψ0, . . . , ψk−2, z, q)
is equal to
(3.50) RH1f(n
NΓ
(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))
κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1)
and
(
∂f˜t
∂q˜
◦ φ)(t, s, ψ0, . . . , ψk−2, z, q) is equal to
(3.51) R
m
Mk
A(ψ0,...,ψk−2)
Z1(m
Mk
A(ψ0,...,ψk−2)
)−1f(n
NΓ
(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))
κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1) .
When one estimates the absolute value of these functions, one has to use that
Ad(x−1)Z1 depends smoothly on x and that M is compact.
By the chain rule and as ∂
∂q
arccos(2s
q
− 1) =
√
s
q
3
2
√
1− s
q
, we have
∂(f˜t ◦ φ)
∂q
=
(∂f˜t
∂R
◦ φ
)∂R
∂q
+
(∂f˜t
∂q˜
◦ φ
)
·
√
s
q
3
2
√
1− s
q
+
∂f˜t
∂q
◦ φ .
Thus,
(3.52)
∂f˜t
∂R
◦ φ =
(∂(f˜t ◦ φ)
∂q
−
(∂f˜t
∂q˜
◦ φ
)
·
√
s
q
3
2
√
1− s
q
− ∂f˜t
∂q
◦ φ
)(∂R
∂q
)−1
.
Hence, it follows from Lemma 3.7.12 and Lemma 3.7.16, partial integration and
Fubini that∫
D
∫ 1
2
t
s
∫
Et
∂(f˜t ◦ φ)
∂q
(t, s, ψ0, . . . , ψk−2, z, q) · µ1(t, s, z, q)
tk
dz dq
Φk(ψ0, . . . , ψk−2)j cosψ1(cosψ2)2 · · · (cosψk−2)k−2 d(ψ0, ψ1, . . . , ψk−2)
converges to zero when t tends to∞. Because of Lemma 3.7.12 and Lemma 3.7.16,
the boundary term appearing from partial integration converges to zero.
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It follows from this, (3.50), (3.51), (3.52), Lemma 3.7.12 and Lemma 3.7.16 that∫
D
∫ 1
2
t
s
∫
Et
(∂f˜t
∂R
◦ φ)(t, s, ψ0, . . . , ψk−2, z, q) · µ(t, s, z, q)
tk
dz dq
Φk(ψ0, . . . , ψk−2)j cosψ1(cosψ2)2 · · · (cosψk−2)k−2 d(ψ0, ψ1, . . . , ψk−2)
converges also to zero when t tends to ∞.
By the chain rule, we have
∂(f˜t ◦ φ)
∂ψi
=
∂f˜t
∂ψi
◦ φ+
k−2∑
j=0
( ∂f˜t
∂xj
◦ φ
)
+
k−2∑
j=0
(∂f˜t
∂yj
◦ φ
)
.
Thus,
∂f˜t
∂ψi
◦ φ = ∂(f˜t ◦ φ)
∂ψi
−
k−2∑
j=0
( ∂f˜t
∂xj
◦ φ
)
−
k−2∑
j=0
(∂f˜t
∂yj
◦ φ
)
.
Note that (∂f˜t
∂yi
◦ φ)(ψ0, ψ1, . . . , ψk−2, z, q) is equal to
R−Ad
(
(
∏k−2
j=i+1m
Mk
exp(−ψjYj))
−1
)
Yi
f(nNΓ(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))
κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1) .
and that ( ∂f˜t
∂xi
◦ φ)(ψ0, ψ1, . . . , ψk−2, z, q) is equal to
R−Ad
(
(
∏k−2
j=i+1m
Mk
exp(−ψjYj)m
s
q
∏k−2
j=1 m
Mk
exp(−ψjYj))
−1
)
Yi
f(nNΓ(R(t,s,z,q)Φk(ψ0,ψ1,...,ψk−2))
κ(ntw)nzaqm
Mk
A(ψ0,...,ψk−2)m
s
q
(mMkA(ψ0,...,ψk−2))
−1) .
When one estimates the absolute value of these functions, one has to use as above
that Ad(x−1)Yi depends smoothly on x and that M is compact. Similar as above,
one shows that∫
D
∫ 1
2
t
s
∫
Et
( ∂f˜t
∂ψi
◦ φ)(t, s, ψ0, . . . , ψk−2, z, q) · µ(t, s, z, q)
tk
dz dq
p
(k)
i,j (ψ0, ψ1, . . . , ψk−2) cosψ1(cosψ2)
2 · · · (cosψk−2)k−2 d(ψ0, ψ1, . . . , ψk−2)
converges to zero when t tends to ∞. To show this, one needs of course also
Lemma 3.7.2. Let us check now that indeed no boundary term appears from
partial integration.
Note ﬁrst that d(RΦk(ψ0, ψ1, . . . , ψk−2))t is given by cosψk−2 d(RΦk−1(ψ0, ψ1, . . . , ψk−3))t sinψk−20k−2,1
− sinψk−2 RΦk−1(ψ0, ψ1, . . . , ψk−3) R cosψk−2
 .
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Thus, if ψ0 ∈ {0, 2pi} and ψl ∈ {−pi2 , pi2} for all l > 1, then d(RΦk(ψ0, ψ1, . . . , ψk−2))t
is equal to(
1 0
0 R
)
if k = 2 and
(
0k−1,k−1 (±1, 01,k−2)t
(01,k−2,−R) 01,k−1
)
if k > 2 .
It follows now from the proof of Lemma 3.7.2 that
cosψ1(cosψ2)
2 · · · (cosψk−2)k−2p(k)i,j (ψ0, ψ1, . . . , ψk−2)
is equal to zero for all i ∈ {0, . . . , k − 2}, j ∈ {1, . . . , k}) if ψ0 ∈ {0, 2pi} and
ψl ∈ {−pi2 , pi2} for all l > 1 such that k 6= 2 or j 6= 2. Moreover, p(2)0,2(ψ0) is equal to
1 if ψ0 ∈ {0, 2pi}. Thus, p(2)0,2(2pi)− p(2)0,2(0) = 0. Hence, no boundary term appears.
We leave the case k = 1, which can be proven similarly, to the reader. The
proposition follows from (3.49).
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3.7.7 The general formula
We use here the notations seen in Section 3.6.11.
Lemma 3.7.18. If f is a Schwartz function near eP with fP,lc = 0, then there
exists a Schwartz function F near eP such that
f = ∆F ,
where ∆ :=
∑k
j=1 L
2
Zj
.
Proof. Let f be as above. Let g ∈ NΓAK.
As in the proof of Theorem 3.6.68, we may assume without loss of generality that
dimC Vϕ = 1. Using the notations seen in Section 3.6.11, we have
f(nNΓ,{Zj}z g) =
∑
−λ 6=x∈Zk
cx,g(f)e
2pii〈z,λ+x〉 (z ∈ Rk) .
Set
F (nNΓ,{Zj}z g) = −
∑
−λ 6=x∈Zk
cx,g(f)
4pi2‖λ+ x‖22
e2pii〈z,λ+x〉 (z ∈ Rk, g ∈ NΓAK) .
Then,
(∆F )(nNΓ,{Zj}z g) =
∑
−λ 6=x∈Zk
cx,g(f)e
2pii〈z,λ+x〉 = f(nNΓ,{Zj}z g)
since ∂
2
∂z2l
e2pii〈z,λ+x〉 = −4pi2(λl + xl)2e2pii〈z,λ+x〉.
Let S be an admissible generalised Siegel set relative to P . Let r > 0, X ∈ U(n)
and Y ∈ U(g). Let g ∈ S. Then,
F (g) = −
∑
−λ 6=x∈Zk
cx,g(f)
4pi2‖λ+ x‖22
.
Since f is a Schwartz function near eP , there exists c′ > 0 such that
|
∫
[0,1]k
((LXRY f)(n
NΓ,{Zj}
u φ(n
NΓ,{Zj}
u ) ·))(g)e−2pii〈u,λ+x〉 du|
6 c′h(g)(1−ξ)ρP a−ξρPg (1 + log ag)−r (x ∈ Zk, g ∈ S) ,
where ξ := ξP,NΓ . Since
∑
−λ 6=x∈Zk
1
4pi2‖λ+x‖22 converges by Lemma 3.6.65, there is
a constant c′′ > 0 such that |LXRY F (g)| is less or equal than
c′′h(g)(1−ξ)ρP a−ξρPg (1 + log ag)
−r (g ∈ S) .
Hence, S′pr,X,Y (F ) is ﬁnite. The lemma follows.
Proposition 3.7.19. Let f ∈ C∞(Γ\G,ϕ) be a Schwartz function near eP with
fP,lc = 0 and let h ∈ K. Then, limt→∞ 1tk
∫
N
f(κ(ntw)nash) dn is zero.
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Proof. Let h ∈ K, f be as above and let F be as in Lemma 3.7.18. Then,
1
tk
∫
N
f(κ(ntw)nas) dn =
k∑
j=1
1
tk
∫
N
( k∑
j=1
LZjLZjF
)
(κ(ntw)nas) dn .
This converges to zero by Proposition 3.7.17 applied to LZjF (Schwartz function
near eP ).
Theorem 3.7.20. Let f ∈ C∞(Γ\G,ϕ) be a Schwartz function near eP and let
h ∈ K. If k > 2, then
lim
t→∞
1
tk
fΩ(κ(ntw), ash) (s ∈ (0,+∞))
is up to a constant equal to∫ 1
0
un−
k
2
−2(1− u) k2−1
∫
Mk
fP (a s
u
m′mum′
−1
h) dm′ du ,
where
mu := lim
t→∞
k(wnt(√u,01,n−k−2,
√
1−u,01,k−1))
= wn(√u,01,n−k−2,
√
1−u,0k−1)wn(
√
u,01,n−k−2,−
√
1−u,01,k−1)wn(
√
u,01,n−k−2,
√
1−u,01,k−1)
=

1 0 0 0 0 01,k−1
0 1 0 0 0 01,k−1
0 0 2u− 1 01,n−k−2 2
√
u(1− u) 01,k−1
0n−k−2,1 0n−k−2,1 0n−k−2,1 In−k−2 0n−k−2,1 01,k−1
0 0 −2√u(1− u) 01,n−k−2 2u− 1 01,k−1
0k−1,1 0k−1,1 0k−1,1 0k−1,1 0k−1,1 Ik−1,k−1
 .
If k = 1, then
lim
t→∞
1
tk
fΩ(κ(ntw), ash) (s ∈ (0,+∞))
is up to a constant equal to∫ 1
0
un−
k
2
−2(1− u) k2−1(fP (a s
u
muh) + f
P (a s
u
m−1u h)
)
du .
Proof. Let f be as above. Then, fP,lc is a NΓMΓ-invariant Schwartz function near
eP and (f − fP,lc)P,lc = 0 by Proposition 3.6.24 and Lemma 3.6.28.
The theorem follows now directly from Proposition 3.7.14 applied to fP,lc and
Proposition 3.7.19 applied to f − fP,lc.
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3.7.8 The main theorem
Let (γ, Vγ) ∈ Kˆ. Let I be the canonical isomorphism from SO(2) to S := {mu |
u ∈ [0, 1]}.
Since all irreducible, unitary representations of SO(2) are one-dimensional and
since Vγ is ﬁnite-dimensional, there exist vj ∈ Vγ such that
Vγ =
l⊕
j=1
Cvj
as representation spaces of S. We identify Vγ with Cl via this basis.
For ϕ ∈ R, set kϕ =
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
)
∈ SO(2). Let pi be an irreducible
representation of SO(2). Then, there exists m ∈ Z such that pi(kϕ) = eimϕ for all
ϕ ∈ R. Thus, there are mj ∈ Z such that
γ(I(kϕ)) = Dm1,...,ml(ϕ) ,
where Dm1,...,ml(ϕ) :=

eim1ϕ 0 · · · 0
0 eim2ϕ
. . .
...
...
. . . . . . 0
0 · · · 0 eimlϕ
.
Let Y ∈ so(k) be such that mx = mdiag(In−k−1,exp(arccos(2x−1)Y )).
Then, γ(mx)
±1 = γ(I(k± arccos(2x−1))).
Theorem 3.7.21. If f ∈ C (Γ\G,ϕ) with fΩ = 0, then fQ = 0 for all Γ-cuspidal
parabolic subgroups Q of G with associated cusp of smaller rank.
Proof. Assume that k > 2. We leave the proof for k = 1 to the reader.
For a measurable function φ on (0,+∞) and z ∈ C such that φ(x)xz ∈ L1((0,+∞)),
set M(φ)(z) =
∫∞
0
φ(x)xz−1 dx. The function M(φ) is called the Mellin transform
of φ.
The Mellin convolution operator of two measurable functions on (0,+∞), φ1 and
φ2, is deﬁned by
(φ1 ∗ φ2)(x) :=
∫ ∞
0
φ1(
x
y
)φ2(y)
dy
y
whenever the integral exists.
Let Q be a Γ-cuspidal parabolic subgroups of G with associated of smaller rank.
Without loss of generality, Q = P .
Since the space C (Γ\G,ϕ)K of K-ﬁnite Schwartz function is dense in C (Γ\G,ϕ),
it suﬃces to show that fQ = 0 for all Γ-cuspidal parabolic subgroups of G with
associated cusp of smaller rank if f ∈ C (Y, VY (γ, ϕ)) (γ ∈ Kˆ) with fΩ = 0.
Let γ ∈ Kˆ, let f ∈ C (Y, VY (γ, ϕ)) with fΩ = 0.
Let ε > 0. Choose a function χε ∈ C∞c ((0,+∞), [0, 1]) such that
(ε,+∞) ⊂ supp(χε) .
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Deﬁne
g1,ε : x ∈ (0,+∞) 7→ χε(x)
∫
ΓP \NMΓ
f 0(nmax) dn dm
and
g2 : x ∈ (0,+∞) 7→ 1(0,1)(x)xn− k2−1(1− x) k2−1
∫
Mk
γ(m′)γ(mx)−1γ(m′)−1 dm′ .
It follows from Proposition 3.6.14 that x ∈ (0,+∞) 7→ |g1,ε(x)|x−
n−1
2 belongs to
L1((0,+∞)). So, the Mellin transform of g1,ε at −n−12 + ir (r ∈ R) is well-deﬁned.
Since n− k
2
− 1− n−1
2
− 1 = n−k−1
2
− 1, the integral ∫∞
0
|g2(x)|x−
n−1
2 dx
x
is less or
equal than ∫ 1
0
x
n−k−1
2
−1(1− x) k2−1 dx = B(n−k−1
2
, k
2
) ,
where B(x, y) =
∫ 1
0
ux−1(1 − u)y−1 du (Re(x) > 0, Re(y) > 0) denotes the β-
function. Since eP is not of full rank, k < n − 1. Thus, n−k−1
2
> 0. Hence, the
above integral is ﬁnite. So, x ∈ (0,+∞) 7→ |g2(x)|x−
n−1
2 belongs to L1((0,+∞)).
Consequently, the Mellin transform of g2 at −n−12 + ir (r ∈ R) is well-deﬁned.
Thus, the Mellin transform
M(g1,ε ∗ g2)(−n−12 + ir) :=
∫ ∞
0
g2(y)g1,ε(
x
y
) dy
y
of g1,ε ∗ g2 at −n−12 + ir (r ∈ R) is well-deﬁned and equal to
M(g2)(−n−12 + ir)M(g1,ε)(−n−12 + ir) .
Let D = {z ∈ C | Re(z) > −n−k−1
2
} (connected, open subset of C). Note that the
function
Φ: z ∈ D 7→M(g2)(−n−12 + z)
=
∫
Mk
∫ 1
0
γ(m′)x
n−k−1
2
−1+z(1− x) k2−1γ(mx)−1γ(m′)−1 dx dm′
is complex analytic. Indeed, since Φ is measurable, since B(·, k
2
) satisﬁes the
assumptions of the theorem about complex diﬀerentiation of parameter dependent
integrals on {z ∈ C | 0 < r < Re(z) < R} for every R > r > 0 and since∫
Mk
∫ 1
0
|γ(m′)xn−k−12 −1+z(1− x) k2−1γ(mx)−1 γ(m′)−1| dx dm′
= B(n−k−1
2
+ Re(z), k
2
) ,
Φ satisﬁes also the assumptions of that theorem on
{z ∈ C | R > Re(z) > −n−k−1
2
+ r}
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for every R > r > 0. Thus, Φ is holomorphic and hence complex analytic.
Let {vj} be a basis of V ΓPϕ and let pj be the orthogonal projection on Cvj ≡ C.
By abuse of notation, we denote Id⊗ pj : Vγ ⊗ Vϕ → Vγ ⊗ Vϕ also by pj.
As by assumption fΩ = 0,
M(pj(g1,ε) ∗ g2) = M(g2)M(pj(g1,ε))
vanishes for all j, by Proposition 3.7.14.
For all x ∈ [0, 1], |γ(mx)−1−Id | 6 2. Let δ ∈ (0, 1] be such that |γ(mx)−1−Id | 6 12
for all x ∈ [0, δ]. For z ∈ D, set ψ(z) = ∫ 1
0
x
n−k−1
2
−1+z(1 − x) k2−1 dx. Then, ψ is
real and positive on D ∩ R. For z ∈ D ∩ R, consider
1
ψ(z)
Φ(z)− Id
=
1
ψ(z)
∫
Mk
∫ 1
0
γ(m′)x
n−k−1
2
−1+z(1− x) k2−1(γ(mx)−1 − Id)γ(m′)−1 dx dm′ .
In absolute values, this is less or equal than
1
2
+
2
ψ(z)
∫ 1
δ
x
n−k−1
2
−1+z(1− x) k2−1 dx .
Choose z ∈ D ∩ R suﬃciently close to −n−k−1
2
so that this is less than 1. This
is indeed possible as ψ(z) tends to ∞ when z ∈ D ∩ R tends to −n−k−1
2
and as
supz∈[−n−k−1
2
,−n−k−1
2
+1]
∫ 1
δ
x
n−k−1
2
−1+z(1− x) k2−1 dx is ﬁnite.
It follows that 1
ψ(z)
Φ(z) and hence Φ(z) are invertible for every z ∈ D ∩ R suﬃ-
ciently close to −n−k−1
2
. Consequently, det(Φ(z)) is a nonzero complex analytic
function. It follows from the Identity theorem that {z ∈ D | det(Φ(z)) = 0} has
no accumulation point in D.
Hence,M(g2)(−n−12 +ir) is invertible for almost all r ∈ R. So,M(pj(g1,ε))(−n−12 +
ir) vanishes for all j and almost all r ∈ R. Since g1,ε is smooth and since the Mellin
transform is injective on L1((0,+∞), Vγ ⊗ V ΓPϕ ), it follows that g1,ε is identically
zero. As this holds for every ε > 0, we conclude that fP (a) = 0 for all a ∈ A. Since
fP is left N -invariant and right K-equivariant, fP vanishes, too. The theorem
follows.
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Appendices
A Some results about direct sum decompositions
Lemma A.1. Let X be a locally convex space and let Y ⊂ X be a closed ﬁnite-
codimensional subspace. Let F be a ﬁnite-dimensional subspace complementing Y .
Then,
X = Y ⊕ F
as topological vector spaces.
Proof. For a proof, see Lemma B.1 of [Wur04, p.179].
Lemma A.2. Let H be a Hilbert space and let V ⊂ H be a Fréchet space such
that the injection V ↪→ H is continuous. Let S be a closed subspace of H. Then,
S ∩ V and S⊥ ∩ V are closed in V and hence also Fréchet spaces. We denote the
canonical projection on S by pS. If pS(V ) is contained in V , then
V = (S ∩ V )⊕ (S⊥ ∩ V )
as topological direct sum.
Proof. Let H, V be as above. Let S be a closed subspace of H. As ι : V ↪→ H is
continuous and as S and S⊥ are closed in H, S∩V = ι−1(S) and S⊥∩V = ι−1(S⊥)
are closed in V .
Assume moreover that pS(V ) is contained in V . Then, pS⊥(V ) is also contained
in V . Furthermore, pS(V ) = S ∩ V and pS⊥(V ) = S⊥ ∩ V . The lemma follows
now by the open mapping theorem.
Lemma A.3. Let H be a Hilbert space and let V ⊂ H be a Fréchet space that
can be continuously injected into H. Let S1, . . . , Sd be closed subspaces of H such
that H =
⊕d
j=1 Sd (Hilbert direct sum). Then, Sj ∩ V is closed in V for all j and
hence also a Fréchet space. We denote the canonical projection on Sj by pSj . If
pSj(V ) is contained in V for all j, then
V =
d⊕
j=1
(Sj ∩ V )
as topological direct sum.
Proof. The proof works completely similarly to the one of Lemma A.2.
Lemma A.4. Let V and W be topological vector spaces and let u : V → W be a
continuous linear map. Let V ′ (resp. W ′) be (conjugate-)linear strong dual of V
(resp. W ). Then, the dual map u′ : W ′ → V ′ is continuous.
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Proof. This can easily be checked. In the case where V and W are locally convex,
one can ﬁnd the proof (for the linear strong duals) of this statement for example
in Yosida's book Functional Analysis (see Theorem 2 of Chapter VII in [Yos95,
p.194]).
Lemma A.5. Let V be a topological vector space. Let V1, . . . , Vd (d > 2) be
subspaces of V such that V =
⊕d
j=1 Vj is a topological direct sum. Let V
′ (resp.
V ′j ) be the (conjugate-)linear strong dual of V (resp. Vj). For j = 1, . . . , d, let
ιj : V
′
j → V ′ denote the natural topological embedding. Then,
V ′ =
d⊕
j=1
ιj(V
′
j )
(topological direct sum).
Proof. This lemma can easily be proven with the help of Lemma A.4.
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B The group Sp(1, n)
In the following, we do some explicit computations in the group Sp(1, n) (n > 1).
Let n > 2. We denote the standard norm on H by | · | and the 2-norm on Hn−1 by
‖ · ‖. We identify H with R4 as vector spaces. The quaternionic hyperbolic space
is deﬁned by
X = HHn := {[1 : x1 : . . . : xn] |
n∑
i=1
|xi|2 < 1} .
Put z0 = [1 : 0 : . . . : 0]. Put G = Sp(1, n) and K = Gz0 = Sp(n) (compact
symplectic group). Then, X = G/K. Deﬁne
N =
nv,r :=
1 + r +
1
2
‖v‖2 −r − 1
2
‖v‖2 v¯t
r + 1
2
‖v‖2 1− r − 1
2
‖v‖2 v¯t
v −v In−1
 | v ∈ Hn−1, r ∈ Im(H)
 ,
nv = nv,0 (v ∈ Hn−1) .
Put nvt,rt = nv,r (v ∈ Hn−1, r ∈ Im(H)). We use similar conventions for all the
functions that are deﬁned with the help of nv,r as for example nv.
Set
A =
at :=

1
2
(t+ 1
t
) 1
2
(t− 1
t
) 0
1
2
(t− 1
t
) 1
2
(t+ 1
t
) 0
0 0 In−1
 | t > 0
 .
We have
atnv,0a
−1
t = ntv,0 and atn0,ra
−1
t = n0,t2r .
Thus, aαt = t. Then, nv,ratz0 is equal to1 + r +
1
2
‖v‖2 −r − 1
2
‖v‖2 v¯t
r + 1
2
‖v‖2 1− r − 1
2
‖v‖2 v¯t
v −v In−1


1
2
(t+ 1
t
) 1
2
(t− 1
t
) 0
1
2
(t− 1
t
) 1
2
(t+ 1
t
) 0
0 0 In−1
 [1 : 0 : . . . : 0]
=
1 + r +
1
2
‖v‖2 −r − 1
2
‖v‖2 v¯t
r + 1
2
‖v‖2 1− r − 1
2
‖v‖2 v¯t
v −v In−1
 [12(t+ 1t ) : 12(t− 1t ) : 0 : . . . : 0]
=[1
2
(t+ 1
t
)(1 + r + 1
2
‖v‖2)− 1
2
(t− 1
t
)(r + 1
2
‖v‖2) :
1
2
(t+ 1
t
)(r + 1
2
‖v‖2) + 1
2
(t− 1
t
)(1− r − 1
2
‖v‖2) : 1
2
(t+ 1
t
)vt − 1
2
(t− 1
t
)vt]
=[1
2
(t+ 1
t
) + 1
t
(r + 1
2
‖v‖2) : 1
2
(t− 1
t
) + 1
t
(r + 1
2
‖v‖2) : 1
t
vt] .
For g ∈ Sp(1, n), write
gz0 = [a0 : a1 : . . . : an] = [1 : a1a
−1
0 : . . . : ana
−1
0 ] .
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Then,
a1a
−1
0 =
1
2
(t− 1
t
) + 1
t
(r + 1
2
‖v‖2)(1
2
(t+ 1
t
) + 1
t
(r + 1
2
‖v‖2))−1
⇐⇒ a1a−10 · 12(t+ 1t ) + a1a−10 · 1t (r + 12‖v‖2) = 12(t− 1t ) + 1t (r + 12‖v‖2)
⇐⇒ (a1a−10 − 1) · 12t‖v‖2 = 12(t− 1t ) + (1− a1a−10 ) rt − a1a−10 · 12(t+ 1t ) .
Thus,
(B.1) ‖v‖2 = 2t(a1a−10 − 1)−1
(
1
2
(t− 1
t
) + (1− a1a−10 ) rt − a1a−10 · 12(t+ 1t )
)
.
For j = 2, . . . , n, we have
aja
−1
0 =
1
t
vj−1 ·
(
1
2
(t+ 1
t
) + 1
t
(r + 1
2
‖v‖2))−1 .
Thus,
vj−1 = taja−10 ·
(
1
2
(t+ 1
t
) + 1
t
(r + 1
2
‖v‖2))
= aja
−1
0
(
1
2
(t2 + 1) + r + (a1a
−1
0 − 1)−1
· (1
2
(t2 − 1) + (1− a1a−10 )r − a1a−10 · 12(t2 + 1)
))
= aja
−1
0 (a1a
−1
0 − 1)−1
(
(a1a
−1
0 − 1)(12(t2 + 1) + r) + 12(t2 − 1)
+ (1− a1a−10 )r − a1a−10 · 12(t2 + 1)
)
= −aja−10 (a1a−10 − 1)−1 = aj(a0 − a1)−1 .
By (B.1), we have
(a1a
−1
0 − 1)‖v‖2 = t2 − 1 + (1− a1a−10 ) · 2r − a1a−10 · (t2 + 1)
= (1− a1a−10 )t2 − 1− a1a−10 + (1− a1a−10 ) · 2r .
Hence,
t2 = (1− a1a−10 )−1
(
1 + a1a
−1
0 − (1− a1a−10 ) · 2r + (a1a−10 − 1)‖v‖2
)
= (1− a1a−10 )−1
(
1 + a1a
−1
0 − (1− a1a−10 ) · 2r + (a1a−10 − 1)
( n∑
j=2
|aj|2
|a0 − a1|2
))
= a0(a0 − a1)−1(a0 + a1)a−10 − 2r −
n∑
j=2
|aj|2
|a0 − a1|2 .
Since this belongs to R and since Im(xyx−1) = x Im(y)x−1 for all x, y ∈ H,
r = 1
2
a0 Im
(
(a0 − a1)−1(a0 + a1)
)
a−10 .
So,
h(g) = a√√√√√√Re((a0−a1)−1(a0+a1))− n∑
j=2
|aj|2
|a0 − a1|2
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as Re(xyx−1) = xRe(y)x−1 = Re(y) for all x, y ∈ H, and
ν(g) = n
(a2(a0−a1)−1,...,an(a0−a1)−1,12a0 Im
(
(a0−a1)−1(a0+a1)
)
a−10 )
.
Let m ∈M =
mA,q :=
q 0 00 q 0
0 0 A
 | A ∈ Sp(n− 1), q ∈ Sp(1)
.
Set mA = mA,1. Then,
(B.2) mA,qnv,rm
−1
A,q = nAvq¯,qrq¯
and
(B.3) mAnvm
−1
A = nAv .
For g ∈ Sp(1, n) (resp. X ∈ sp(1, n)), deﬁne
θ(g) = (g¯t)−1 (resp. θ(X) = −X¯ t) .
Let n¯v,r = θ(nv,r) ∈ N¯ (v ∈ Hn−1, r ∈ Im(H)). Since r¯ = −r,
g := n¯v,r =
1 + r +
1
2
‖v‖2 r + 1
2
‖v‖2 −v¯t
−r − 1
2
‖v‖2 1− r − 1
2
‖v‖2 v¯t
−v −v In−1
 .
Thus,
(a0 − a1)−1 = (1 + 2r + ‖v‖2)−1 = 1 + ‖v‖
2 − 2r
(1 + ‖v‖2)2 + 4|r|2 .
As a0 + a1 = 1, we have
h(n¯v,r) = a√√√√√√√Re((a0−a1)−1)−n−1∑
j=1
|vj |2
|a0−a1|2
= a√
1+‖v‖2
(1+‖v‖2)2+4|r|2−
‖v‖2
(1+‖v‖2)2+4|r|2
= a 1√
(1+‖v‖2)2+4|r|2
and, as in addition a0 and Im((a0 − a1)−1) = Im((2a0 − 1)−1) commute,
ν(n¯v,r) = n(−v1(a0−a1)−1,...,−vn−1(a0−a1)−1,12 Im((a0−a1)−1))
= n
(−(v1,v2,...,vn−1) 1+‖v‖2−2r
(1+‖v‖2)2+4|r|2 ,−
r
(1+‖v‖2)2+4|r|2 )
.
The formula for h(n¯v,r) follows also from Proposition 2.1.7.
Put w =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 In−2
 . Then,
wnv,r = (wnv,rw)w = n¯(v1,−v2,...,−vn−1),−rw .
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Thus,
h(wnv,r) = a 1√
(1+‖v‖2)2+4|r|2
and
ν(wnv,r) = n((−v1,v2,...,vn−1) 1+‖v‖2+2r
(1+‖v‖2)2+4|r|2 ,
r
(1+‖v‖2)2+4|r|2 )
.
Let b : Hn+1 ×Hn+1 → H be the following H-Hermitian form
b(x, y) = x0y0 −
n∑
i=1
xiyi (x = (x0, . . . , xn), y = (y0, . . . , yn) ∈ Hn+1) .
Note that b(y, x) = b(x, y). Deﬁne a metric on HHn by the formula
cosh2
(
d(x, y)
)
=
b(x, y)b(y, x)
b(x, x)b(y, y)
(x, y ∈ HHn) .
For g ∈ Sp(1, n), write
gz0 = [a0 : a1 : . . . : an] .
Since b(z0, z0) = 1, b(z0, gz0) = a0 and b(gz0, gz0) = |a0|2 −
∑n
i=1 |ai|2,
ag = e
d(z0,gz0) = e
arccosh
(√
|a0|2
|a0|2−
∑n
i=1
|ai|2
)
.
Since
cosh2
(
d(z0, atz0)
)
=
(t2 + 1)2
(t2 + 1)2 − (t2 − 1)2 =
(t2 + 1)2
4t2
=
(t2 + 1
2t
)2
=
(t+ 1
t
2
)2
= cosh2(log t) ,
aat = t for all t > 1. Moreover,
ag = e
arccosh
(√
|a0|2
|a0|2−
∑n
i=1
|ai|2
)
.
Recall that nv,ratz0 is equal to [
1
2
(t+ 1
t
)+ 1
t
(r+ 1
2
‖v‖2) : 1
2
(t− 1
t
)+ 1
t
(r+ 1
2
‖v‖2) : 1
t
vt].
Since |1
2
(t± 1
t
) + 1
t
(r+ 1
2
‖v‖2)|2 = (1
2
(t± 1
t
) + 1
2t
‖v‖2)2 + |r|2
t2
, cosh(log(anv,rat))
2 is
equal to (
1
2
(t+ 1
t
) + 1
2t
‖v‖2)2 + |r|2
t2(
1
2
(t+ 1
t
) + 1
2t
‖v‖2)2 − (1
2
(t− 1
t
) + 1
2t
‖v‖2)2 − 1
t2
‖v‖2
=
(
1
2
(t+ 1
t
) + 1
2t
‖v‖2)2 + |r|2
t2
1
t
(
t+ 1
t
‖v‖2)− 1
t2
‖v‖2 =
(
1
2
(t+ 1
t
) + 1
2t
‖v‖2)2 + |r|2
t2
.
Thus,
(B.4) anv,rat = e
arccosh
(√(
1
2
(t+
1
t
)+
1
2t
‖v‖2
)2
+
|r|2
t2
)
.
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In particular, anvat is equal to
earccosh
(
1
2
(t+
1
t
)+
1
2t
‖v‖2
)
.
For v ∈ Hn−1 and r ∈ Im(H), set Xv,r =
r −r v¯tr −r v¯t
v −v 0n−1
 .
Then, exp(Xv,r) = nv,r.
For X, Y ∈ g, B0(X, Y ) = tr(XY ). This deﬁnes an Ad(G)-invariant inner product
on g. As these are unique up to a constant for simple groups and as both are
positive deﬁned on s := {X ∈ g | θ(X) = −X}, there exists a positive constant c
such that B0(X, Y ) = cB(X, Y ). For X ∈ g, set ‖X‖ = B0(X, θ(X)).
Let us compute now the value of c.
Let H ∈ a. Then, ‖H‖2 = B0(H,H) = cB(H,H) = c tr
(
ad(H) ad(H)
)
.
Since [H,Y ] = 0 for all Y ∈ m⊕ a and [H,X] = µ(H)X for all X ∈ gµ,
tr
(
ad(H) ad(H)
)
= 2mαα(H)
2 + 2m2α
(
2α(H)
)2
= 2(mα + 4m2α)α(H)
2 .
Let H1 ∈ a be such that α(H1) = 1. Then, H1 = log(ae) as aαt = t. Since
‖ log(at)‖2 = tr(log(at) log(at)) = 2(log t)2 ,
‖H1‖2 = 2. Thus,
2 = ‖H1‖2 = c tr
(
ad(H1) ad(H1)
)
= 2c
(
mα + 4m2α
)
as α(H1) = 1. Hence, c =
1
mα+4m2α
. So,
|Xv,r| =
√
cdX√
c
‖Xv,r‖ =
√
2
2
‖Xv,r‖ .
Let us check now that
‖Xv,r‖ = ‖ log nv,r‖ = 2
√
‖v‖2 + |r|2 (v ∈ Hn−1, r ∈ Im(H)) .
Since
Xv,rθ(Xv,r) =
r −r v¯tr −r v¯t
v −v 0n−1

 r¯ r¯ v¯t−r¯ −r¯ −v¯t
v v 0n−1

=
‖v‖2 + 2|r|2 ‖v‖2 + 2|r|2 2rv¯t‖v‖2 + 2|r|2 ‖v‖2 + 2|r|2 2rv¯t
−2vr 2vr diag(2|v1|2, . . . , 2|vn−1|2)
 ,
‖ log nv,r‖2 = ‖Xv,r‖2 = tr(Xv,rθ(Xv,r)) = 4‖v‖2 + 4|r|2 .
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C Results of independent interest about discrete
series representations
Let Γ be a convex-cocompact, non-cocompact, discrete subgroup of G.
Let (ϕ, Vϕ) be a ﬁnite-dimensional unitary representation of Γ and let σ ∈ Mˆ .
Assume that X 6= OH2 or that δΓ < 0 and λ ∈ (0,−δΓ).
Let us introduce the following short notations: For µ ∈ a∗C, set
Hσ,µ−∞ = C
−∞(∂X, V (σµ)), H
σ,µ
Ω = C
−∞
Ω (∂X, V (σµ)),
Hσ,µ−∞(ϕ) = C
−∞(∂X, V (σµ, ϕ)) and H
σ,µ
Ω (ϕ) = C
−∞
Ω (∂X, V (σµ, ϕ)) .
Let (pi, Vpi) be a discrete series representation. Recall that ΛVpi,K ∈ a∗ denotes the
real part of the highest leading exponent appearing in an asymptotic expansion
for a→∞ of cv,v˜(ka) (v ∈ Vpi,∞, v˜ ∈ Vpi′,K).
Let λ ∈ a∗ be such that −(λ+ρ) = ΛVpi,K . As pi is a discrete series representation,
0 < λ ∈ a∗.
Recall that we deﬁned in Section 2.8 an embedding map β from Vpi,−∞ to H
σ,−λ
−∞ .
With the help of this map, we constructed then a map A : Hσ,λ−∞ → Hσ,−λ−∞ . By (19)
of [BO00, p.100], we have
Jˆσ,−µJˆσ,µ = Jˆσ,µJˆσ,−µ =
1
pσ(µ)
Id .
Here pσ is the Plancherel density. Since pσ is meromorphic, it has a pole of ﬁnite
order at µ = λ.
Let µ ∈ a∗C be such that Re(µ) > 0. Let
J−−µ := Jˆσ,−µ := σ(w)Jˆ
w
σ,−µ : H
σ,−µ
−∞ → Hσ,µ−∞ ,
let J− = J−−λ and let I
σ,λ denote the image of J−.
Let J+µ : H
σ,µ
−∞ → Hσ,−µ−∞ be the renormalised operator σ(w)Jˆwσ,µ which is regular
and nonzero in µ = λ and which satisﬁes J+µ J
−
−µ = (µ − λ)k Id for some k ∈ N.
Let J+ = J
+
λ .
Then, the operators J− and J+ induce nonzero intertwining operators
J− : H
σ,−λ
−∞ (ϕ)→ Hσ,λ−∞(ϕ) and J+ : Hσ,λ−∞(ϕ)→ Hσ,−λ−∞ (ϕ) .
Let V±∞ = β(Vpi,±∞), V = (V±∞)K = β(Vpi,K), W−∞ = ker J−, W∞ = ker(J−) ∩
Hσ,−λ∞ ,W = (ker J−)K , VΩ = V−∞∩Hσ,−λΩ , V ΓΩ = V Γ−∞∩Hσ,−λΩ ,WΩ = W−∞∩Hσ,−λΩ
and W ΓΩ = W
Γ
−∞ ∩Hσ,−λΩ .
Let JΓ− be the restriction of J− to (H
σ,−λ
−∞ )
Γ. Let W Γ−∞ = ker J
Γ
−.
In an obvious manner, we deﬁne also V±∞(ϕ), V (ϕ), V ΓΩ (ϕ) and W
Γ
Ω(ϕ).
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We want to prove the following:
Theorem C.1. The space V ΓΩ (ϕ) is dense in V
Γ
−∞(ϕ). Moreover, A((H
σ,λ
Ω )
Γ(ϕ))
(resp. A((Hσ,λ−∞)
Γ(ϕ))) has ﬁnite codimension in V ΓΩ (ϕ) (resp. V
Γ
−∞(ϕ)).
The proof contains several statements of independent interest.
Theorem C.2. There exists a second discrete series module Z, Z 6' V , such that
W = V ⊕ Z.
Remark C.3.
(1) It follows that we have the following nonsplit exact sequence:
0→ V ⊕ Z → Hσ,−λK → Iσ,λ → 0 ,
where Iσ,λ is the Langlands quotient.
(2) As the proof shows, this result is also always true when X = OH2.
Proposition C.4. The space W±∞ is equal to J+(H
σ,λ
±∞).
Remark C.5. It follows from the proof that J+µ J
−
−µ = J
−
µ J
+
−µ = (µ− λ) Id.
Corollary C.6. The map A is up to a constant equal to pV ◦J+, where pV : W−∞ →
V−∞ is the natural projection.
Proposition C.7. The space W ΓΩ(ϕ) is dense in W
Γ
−∞(ϕ). Moreover,
J+((H
σ,λ
Ω )
Γ(ϕ))
(
resp. J+((H
σ,λ
−∞)
Γ(ϕ))
)
has ﬁnite codimension in W ΓΩ(ϕ) (resp. W
Γ
−∞(ϕ)).
Proposition C.8. We have: pV (WΩ) = VΩ.
Remark C.9. As W−∞ = V−∞ ⊕ Z−∞ by Theorem C.2, it follows from this
proposition that pV (ϕ)(W
Γ
Ω(ϕ)) = V
Γ
Ω (ϕ).
Proof of Theorem C.1 using the other statements.
By Proposition C.7, W ΓΩ(ϕ) is dense inW
Γ
−∞(ϕ). Moreover, by its proof, there is a
ﬁnite-dimensional vector space F inW ΓΩ(ϕ) such that J+((H
σ,λ
Ω )
Γ(ϕ))⊕F = W ΓΩ(ϕ)
and J+((H
σ,λ
−∞)
Γ(ϕ)) ⊕ F = W Γ−∞(ϕ). By Remark C.9, V ΓΩ (ϕ) = pV (ϕ)(W ΓΩ(ϕ)).
Thus, V ΓΩ (ϕ) is dense in pV (ϕ)(W
Γ
−∞(ϕ)) = V
Γ
−∞(ϕ). Moreover, it follows from
Corollary C.6 that V ΓΩ (ϕ) = pV (ϕ)(W
Γ
Ω(ϕ)) (resp. V−∞(ϕ) = pV (ϕ)(W−∞(ϕ))) is
equal to A(Hσ,λΩ (ϕ)) + pV (ϕ)(F ) (resp. A(H
σ,λ
−∞(ϕ)) + pV (ϕ)(F )). The theorem
follows.
Theorem C.2 implies Proposition C.8. Since VΩ is contained WΩ, VΩ is also con-
tained in pV (WΩ). We have to show that pV (WΩ) is also contained in VΩ.
Let γ ∈ Kˆ and Vγ ⊂ Vpi(γ) as in Section 2.8 and let t˜ ∈ HomK(Vγ˜, Vpi′) (unique
up to a constant). We choose the same as in the deﬁnition of the embedding β.
Set S(βv) =
t
t˜(v) ∈ Vγ. Then, S is a nonzero element of HomK(V, Vγ).
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By Theorem C.2, we have W = V ⊕ Z as K-representations. This decomposition
provides us with a projection pV from W to V . So, we can view S ◦ pV also as an
element of HomK(W,Vγ) which vanishes on Z but not on V .
Let p˜ be a K-equivariant projection from Hσ,−λK to W .
Deﬁne a K-homomorphism S˜ ∈ HomK(Hσ,−λK , Vγ) by S ◦ pV ◦ p˜.
By Frobenius reciprocity, we get T ′ ∈ HomM(Vσ, Vγ). By construction,
P T
′
−λf = 0
for all f ∈ Z. Since HomK(Vγ˜, Vpi′) is 1-dimensional, the nonzero map v ∈ Vγ˜ 7→
tβvT ′,λ ∈ Vpi′ is up to a constant equal to t˜. We choose T ′ ∈ HomK(Vγ˜, Vpi′) so
that we have equality. Thus, tAvT ′,λ =
tqt˜v = vT,−λ, where T ∈ HomM(Vσ, Vγ) is
deﬁned by (2.31) (see p.59). Hence, P T
′
Af = P Tf for all f ∈ Hσ,λ−∞.
Let t ∈ HomM(Vγ, Vσ) be as in the deﬁnition of β. For f ∈ W∞ and k ∈ K, deﬁne
p(f)(k) = t lima→∞ aλ+ρP T
′
−λ(f)(ka). Since f ∈ W∞ is smooth, P T−λf(ka), k ∈ K,
has an asymptotic expansion for a → ∞ whose coeﬃcients depend smoothly on
k ∈ K (look at the proof of Lemma 2.8.22). Thus, p is well-deﬁned. Extend p to
a map from W−∞ to V−∞.
If f ∈ WΩ, then p(f) is smooth on Ω and p(f)(k) (k ∈ K(Ω)) is equal to
t lim
a→∞
aλ+ρP T
′
−λf(ka)
(tP T
′
−λf(ka) has an asymptotic expansion when k ∈ K(Ω) and the leading term
depends smoothly on k ∈ K(Ω), compare with Corollary 2.8.23). Let βv ∈ VΩ.
Then,
p(βv)(k) = t lim
a→∞
aλ+ρP T
′
−λβv(ka) = t(β˜v(k)) = (βv)(k) .
It follows that p is the identity on V−∞. Thus, p = pV by uniqueness of the
projection. Hence, pV (f) = p(f) is smooth on Ω. So, pV (WΩ) is contained in
VΩ.
Let ? be ∞ (or −∞, resp.) and let ] be ∅ (or Ω, resp.).
Theorem C.2 and Proposition C.4 imply Proposition C.7. Let E1(σµ, ϕ) be as in
Chapter 4 of [Olb02, p.37] (k = 1) and let
E1] (σµ, ϕ) = E
1(σµ, ϕ) ∩ C−∞] (∂X, V (σµ, ϕ))Γ .
Then, E1] (σµ, ϕ) is equal to the space of distributions f ∈ C−∞] (∂X, V (σµ, ϕ))Γ
which can be extended to a holomorphic family
ν 7→ fν ∈ C−∞] (∂X, V (σν , ϕ))Γ
in a neighbourhood of µ.
Since ext has at most ﬁnite-dimensional singularities by Theorem 5.10 of [BO00,
p.103] and since C∞(B, VB(σ−λ, ϕ)) is dense in C−∞(B, VB(σ−λ, ϕ)), E1(σ−λ, ϕ)
has ﬁnite codimension and there exists a ﬁnite-dimensional space F in (Hσ,−λΩ )
Γ(ϕ)
such that
C−∞] (∂X, V (σ−λ, ϕ))
Γ = E1] (σ−λ, ϕ)⊕ F .
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Claim C.10. The map
res ◦J−|E1] (σ−λ,ϕ) : E
1
] (σ−λ, ϕ)→ C−?(B, VB(σλ, ϕ))
is surjective.
Proof. Let φ ∈ C−?(B, VB(σλ, ϕ)). Deﬁne e˜ ∈ E1] (σ−λ, ϕ) by the evaluation of
e˜−µ := J+µ ext(φµ)
at µ = λ. Then,
res(J−(e˜)) = res(ext(φ)) = φ
by (2.21), as ext is regular at λ by Lemma 2.8.26 and as J−µ J
+
−µ = (µ − λ) Id by
Remark C.5. The claim follows.
Let now f ∈ C−∞] (∂X, V (σ−λ, ϕ))Γ. By the previous claim, there exists e˜ ∈
E1] (σ−λ, ϕ) such that res(J−(f)) = res(J−(e˜)). Let e = J−(e˜). Thus, there is
g ∈ C−∞(Λ, V (σλ, ϕ))Γ such that J−(f) = e+ g. Let h = f − e˜. Then, f = e˜+ h
and
J−(h) = J−(f)− J−(e˜) = J−(f)− e = g ∈ C−∞(Λ, V (σλ, ϕ))Γ ,
i.e. h ∈ ker(res ◦J−). Moreover, h ∈ C−∞] (∂X, V (σ−λ, ϕ))Γ.
It follows that there exists a ﬁnite-dimensional subspace of ker(res ◦J−)∩(Hσ,−λΩ )Γ,
which we denote by abuse of notation also by F , such that
C−∞] (∂X, V (σ−λ, ϕ))
Γ = E1] (σ−λ, ϕ)⊕ F .
Let F0 = F ∩ ker(JΓ−) ⊂ W Γ−∞(ϕ) and let F1 be an algebraic complement of F0 in
F .
Let now f ∈ ker(JΓ−) ∩ C−∞] (∂X, V (σ−λ, ϕ))Γ. Write f = e˜ + h0 + h1 with e˜ ∈
E1] (σ−λ, ϕ), h0 ∈ F0 and h1 ∈ F1. Thus,
J−(e˜) = −J−(h1) ∈ E1] (σλ, ϕ) ∩ C−∞(Λ, V (σλ, ϕ))Γ = {0}
as res ◦ ext = Id by (2.21). Hence, J−h1 = 0, i.e. h1 ∈ F0. So, h1 = 0 and
e˜ ∈ ker J−. Consequently, f ∈ (E1] (σ−λ, ϕ) ∩ ker J−) ⊕ F0. We have just proven
that ker(JΓ−) ∩ C−∞] (∂X, V (σ−λ, ϕ))Γ is equal to (E1] (σ−λ, ϕ) ∩ ker JΓ−)⊕ F0.
Claim C.11. We have
E1] (σ−λ, ϕ) ∩W Γ−∞(ϕ) = J+(E1] (σλ, ϕ)) .
Proof. It follows from Proposition C.4 that J+(E
1
] (σλ, ϕ)) is contained in
E1] (σ−λ, ϕ) ∩W Γ−∞(ϕ) .
Let f ∈ E1] (σ−λ, ϕ) ∩W Γ−∞(ϕ). Extend f to a holomorphic family
µ 7→ f−µ ∈ C−∞] (∂X, V (σ−µ, ϕ))Γ ,
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deﬁned in a neighbourhood of λ. Since f ∈ ker(J−), J−−µf−µ has a zero in λ. Thus,
gµ :=
1
µ− λJ
−
−µf−µ
is well-deﬁned and belongs to C−∞] (∂X, V (σµ, ϕ))
Γ. Moreover, J+µ gµ evaluated at
λ is equal to f as J+µ J
−
−µ = (µ− λ) Id by Remark C.5. The claim follows.
Since J+(C
−∞(Λ, V (σλ, ϕ))Γ) = {0} and since ext is regular at λ, J+(E1] (σλ, ϕ))
is equal to J+(C
−∞
] (∂X, V (σλ, ϕ))
Γ).
It follows from this and Claim C.11 that
W Γ−∞(ϕ) = ker(J
Γ
−) = J+(C
−∞(∂X, V (σλ, ϕ))Γ)⊕ F0
and that
W ΓΩ(ϕ) = ker(J
Γ
−) ∩ C−∞Ω (∂X, V (σ−λ, ϕ))Γ = J+(C−∞Ω (∂X, V (σλ, ϕ))Γ)⊕ F0 .
As J+((H
σ,λ
Ω )
Γ(ϕ)) is dense in J+((H
σ,λ)Γ(ϕ)) and as F0 is ﬁnite-dimensional, the
proposition follows.
Theorem C.2 implies Proposition C.4. Let us now introduce certain extensions of
the bundles V (σµ, ϕ) with itselves (see Chapter 4 of [Olb02] for further details).
Let Π be the space of polynomials on a. Then, the group A acts on Π by transla-
tions and this action extends to a representation 1+ : MAN → GL(Π):
For f ∈ Π, m ∈M , a ∈ A, n ∈ N and H ∈ a, set
1+(man)f(H) = f(H − log a) .
For any k ∈ N, we denote the ﬁnite dimensional subspace of polynomials of degree
at most k − 1 by Πk. It is invariant under the above action. Let us denote the
restriction of 1+ to Πk by 1k. Set V k(σ±λ) = V (σ±λ⊗ 1k) and set V 0(σ±λ) = {0}.
Let H
(k)
σ,±λ = C
−∞(∂X, V k(σ±λ)). We can identify H
(k)
σ,±λ with germs at ±λ of
holomorphic families µ 7→ fµ ∈ Hσ,µ−∞ modulo families vanishing of order k. In
general,
(C.1) 0→ Hσ,±λ−∞ ↪→ H(2)σ,±λ  Hσ,±λ−∞ → 0
is a nonsplitting short exact sequence of G-representations.
In short notation, we write H
(2)
σ,±λ =
Hσ,±λ−∞
Hσ,±λ−∞
(notation as in [Col85]). The image
of the embedding of Hσ,µ−∞ is equal to H
(1)
σ,µ.
By Chapter 4 of [Olb02, p.30], there is a natural operator ρ from H
(2)
σ,−λ to H
(1)
σ,−λ,
which is called shift operator. With the above identiﬁcation, ρ can be identiﬁed
with the multiplication by µ− λ.
The intertwining operator J− (resp. J+) induces an intertwining operator
J
(2)
− : H
(2)
σ,−λ → H(2)σ,λ (resp. J (2)+ : H(2)σ,λ → H(2)σ,−λ) .
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We have the following commutative diagram:
0 // Hσ,−λ−∞
J−

 
ι−
// H
(2)
σ,−λ
J
(2)
−

p−
// // Hσ,−λ−∞
J−

// 0
0 // Hσ,λ−∞
 
ι+
//
J+
OO
H
(2)
σ,λ
J
(2)
+
OO
p+
// // Hσ,λ−∞ //
J+
OO
0
Recall that J+µ J
−
−µ = (µ− λ)l Id for some l ∈ N. Hence, J (2)+ J (2)− is equal to (−ρ)l.
This map would be zero if l were greater or equal than 2.
It follows from Theorem C.2 that (H
(2)
σ,−λ)K =
I
V ⊕ Z
I
V ⊕ Z
(here every division of
the outer box into two parts corresponds to an exact sequence), where I := Iσ,λ
is the Langlands quotient and Z is a second discrete series module which is not
isomorphic to V .
Since moreover J
(2)
− does not vanish on I ⊂ (H(1)σ,−λ)K , (ker J (2)− )K has only com-
position factors V, Z appearing once or twice.
LetM be a Harish-Chandra module having composition factors only discrete series
modules (e.g. M = (ker J
(2)
− )K), thenM is a direct sum of discrete series modules.
Indeed, the exponents of H0(n,M) (a-weights) are only those that appear in
H0(n, V ) or H0(n, Z).
Thus, a suitable matrix coeﬃcient map gives an embedding ofM into L2(G)⊕· · ·⊕
L2(G) which is a unitary representation. Hence, the image can be decomposed.
Consequently, (ker J
(2)
− )K = V ⊕ Z ⊕R, where R ∩H(1)σ,−λ = {0}.
But by the proof of Proposition 4.21 of [Olb02, p.44] and as λ 6= 0, every nonzero
submodule of (H
(2)
σ,−λ)K meets (H
(1)
σ,−λ)K nontrivially. So, R = {0}.
It follows that (ker J
(2)
− )K = W ⊂ (H(1)σ,−λ)K . Let S =
W
I
W
(submodule of H
(2)
σ,−λ).
Then,
ρJ
(2)
− (S) = J
(2)
− (ρS) = J
(2)
− (W ) = {0}
by deﬁnition of the ρ-shift and as (ker J
(2)
− )K = W . Thus, J
(2)
− (S) is contained in
ker ρ = H
(1)
σ,λ. It follows that J
(2)
− (S) is equal to H
(1)
σ,λ as (ker J
(2)
− )K = W . Hence,
(H
(1)
σ,λ)K ⊂ im(J (2)− ). Moreover, J (2)+ (H(1)σ,λ)K 6= 0 as J+Hσ,λK 6= 0. So, J (2)+ J (2)− 6= 0.
So, l = 1.
Consequently, J
(2)
− (ρ
−1(W )) ⊂ (H(1)σ,λ)K by deﬁnition of the ρ-shift. This im-
plies that W = J
(2)
+ J
(2)
− (ρ
−1(W )) ⊂ J (2)+ ((H(1)σ,λ)K). Thus, W is contained in
J+((Hσ,λ)K).
Since J−−µJ
+
µ = J
+
µ J
−
−µ = (µ− λ) Id, J+(Hσ,λK ) is also contained in W . The propo-
sition follows now from the Casselman-Wallach globalisation theory (cf. Chapter
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11 in [Wal92]).
Proof of Theorem C.2. The space of distribution vectors Vpi,−∞ can be embedded
into some principal series Hσ,−λ−∞ by using the leading terms of asymptotic expan-
sions of matrix coeﬃcients if and only if Vpi,K appears as a submodule of H
σ,−λ
K
and λ ∈ a∗ is minimal among all µ ∈ a∗ with Vpi,K ↪→ Hσ,−µ.
This is Casselman's subrepresentation theorem combined with Frobenius reci-
procity and a theorem of Mili£i¢ (stated in [Col85, Theorem 1.5.5, p.32]).
The assumption that G is linear and has a discrete series implies that the set of
inﬁnitesimal characters of discrete series representations coincides with the set of
inﬁnitesimal characters of all ﬁnite-dimensional representations of G (which are of
the form µτ +ρg, where µτ is the highest weight of an irreducible ﬁnite-dimensional
representation and ρg is the half-sum of positive roots (with respect to the positive
system Φ+, deﬁned below)). Both are the regular integral inﬁnitesimal characters.
The translation functor sending V to (V ⊗F )χF gives an equivalence of categories
between the category of Harish-Chandra modules with trivial (generalised) in-
ﬁnitesimal characters and the ones with (generalised) inﬁnitesimal characters χF
([Col85, p.66]).
This functor sends discrete series representations to discrete series representations
and principal series representations to principal series representations (see, e.g.,
Proposition 6.1 of [Olb02, p.57]).
Since G is covered by one of the groups Spin(1, 2m), SU(1, n), Sp(1, n), F4 (if it has
a discrete series), we may assume that G is one of these groups.
The above discussion reduces the question of embeddings of discrete series rep-
resentations into principal series representation to the case of trivial inﬁnitesimal
character χρg .
These embeddings have been determined by Collingwood: See Proposition 6.2.7
6.2.10 in [Col85, pp.140-141]. There the discrete series representations are denoted
by pii (only one index i).
We want to show that there exists a second discrete series module Z, Z 6' V , such
that W = V ⊕ Z and that Hσ,−λK is isomorphic to
Iσ,λ
V ⊕ Z . We say then that
Hσ,−λK decomposes according to Schmid's character identity (see 5.1.7 in [Col85,
p.107]). We shortly say that the embedding Vpi ↪→ Hσ,−λ is of Schmid type.
Case G = Spin(1, 2m):
By Proposition 6.2.7 of [Col85, p.140], each discrete series representation admits
only one embedding and the corresponding principal series decomposes according
to Schmid's character identity by Theorem 5.2.4 of [Col85, p.114]. (This also
holds for m = 1, i.e. G ' SL(2,R), compare [Wal88, Chapter 5] or [Col85,
Remark 5.2.5]). It remains to deal with the other cases.
By Proposition 6.2.8  6.2.10 of [Col85, pp.140-141], some discrete series represen-
tations have more than one embedding. We have to show that for every embedding
Vpi ↪→ Hσ1,−µ which is not of Schmid type there is one embedding Vpi ↪→ Hσ2,−λ
of Schmid type with 0 < λ < µ. The last condition has to be checked for every
inﬁnitesimal character, not only for the trivial one.
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We want to parametrise principal series representations for ﬁxed (regular integral)
inﬁnitesimal character.
Let t ⊂ m be the Lie algebra of a maximal torus. Then, a⊕t is a Cartan subalgebra
of g.
We consider h := a⊕ it ⊂ gC. Then, hC is a Cartan subalgebra of gC.
Let Φ = Φ(gC, hC) ⊂ h∗ be a root system.
Let | · | denote the norm on h∗C induced by the Killing form.
Fix H0 ∈ ar {0} such that α(H0) > 0 for the short root α of a in n. Then,
Φ = {µ ∈ Φ | µ(H0) 6= 0} ∪ Φm ,
where Φm := {µ ∈ Φ | µ(H0) = 0}. Choose a positive root system Φ+m ⊂ Φm and
set
Φ+ := {µ ∈ Φ | µ|a ∈ a∗+} ∪ Φ+m ⊂ Φ
(compatible positive root system).
It follows from Lemma 2.3.5 of [Wal88, p.58] that the existence of a compact
Cartan subgroup of G implies that there is a real root µR ∈ Φ+, i.e. µR|it = 0 and
µR|a ∈ a∗+. Moreover, it is unique as G is of real rank one. Observe that µR is a
dominant root.
Let Λ ∈ h∗ be dominant, regular and integral: 2〈Λ,µ〉〈µ,µ〉 ∈ N for all µ ∈ Φ+.
LetWm be the Weyl group of Φm andW := Wg be the Weyl group of Φ. The set of
principal series representations with inﬁnitesimal character χΛ = χF is in one-to-
one correspondence with the quotient of Weyl groups Wm := Wm\W via the map
[w] 7→ (σ,−λ) (see [Col85, p.48]), where λ = wΛ|a and σ is a ﬁnite-dimensional
irreducible representation of M with inﬁnitesimal character wΛ|it. Since M is
connected (G 6= SL(2,R)), σ is uniquely determined.
We are only interested in those [w] ∈ Wm with wΛ|a ∈ a∗+ (λ ∈ a∗+)  this
condition is in fact independent of Λ as it is equivalent to
〈Λ|a , w−1µR
∣∣
a
〉 > 0 ⇐⇒ 〈α, w−1µR
∣∣
a
〉 > 0
⇐⇒ w−1µR
∣∣
a
∈ a∗+ ⇐⇒ w−1µR ∈ Φ+ .
This deﬁnes a subset Wm+ ⊂ Wm.
By Theorem 2.4 of [Pro07, p.321], the stabiliser of a dominant element ν is gen-
erated by the simple reﬂections sµ for which 〈µ, ν〉 = 0.
Applying this result for ν = µR (dominant root) yields that StabW (µR) = Wm
since 〈µ, µR〉 = 0 (µ ∈ Φ) if and only if µ ∈ Φm.
Thus, we can identify Wm with {w−1µR | w ∈ W} ⊂ Φ and Wm+ with {w−1µR |
w ∈ W} ∩ Φ+.
Moreover, W acts transitively (for g simple) on roots of equal lengths. We obtain
an identiﬁcation of Wm+ with {µ ∈ Φ+ | |µ| = |µR|}.
Let [w1], [w2] ∈ Wm+ . We say that [w1] 6 [w2] if w−11 µR − w−12 µR is a nonnegative
linear combination of positive roots.
Let µ, τ ∈ a∗. Then, we write µ > τ if µ− τ ∈ a∗+ ⇐⇒ µ(H0) > τ(H0).
Lemma C.12. [w1] < [w2]⇒ w1 Λ|a > w2 Λ|a for all regular, dominant Λ.
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Proof. Let [w1], [w2] ∈ Wm+ . Write w−11 µR − w−12 µR =
∑
µ∈Φ+ nµµ. Then,
〈w1Λ− w2Λ, µR〉 = 〈Λ, w−11 µR − w−12 µR〉 =
∑
µ∈Φ+
nµ 〈Λ, µ〉︸ ︷︷ ︸
>0
If [w1] < [w2], then nµ > 0 and they are not all zero. Thus,
〈w1Λ− w2Λ, µR〉 > 0 .
Let us now discuss the cases
(1) G = SU(1, n):
Write h∗ = {∑ni=0 xiei | ∑ni=0 xi = 0}, Φ+ = {ei − ej | 0 6 i < j 6 n} and
µR = e0 − en (compare with [Col85, p.14]).
We parametrise Wm by {wij | 0 6 i, j 6 n − 1, i + j 6 n − 1}, where the
wij's are determined by w
−1
ij µR = ei − en−j.
Here wij corresponds to γi,j+1 in [Col85, p.83] (γi,j+1 = wijρg, ρg is the
half-sum over Φ+).
As ea−eb ∈ Φ+∪{0} for all a, b ∈ N0 such that 0 6 a 6 b 6 n, i 6 k implies
that ei − ek ∈ Φ+ ∪ {0} and j 6 l implies that en−l − en−j ∈ Φ+ ∪ {0}. It
follows that
i 6 k, j 6 l ⇒ wij 6 wkl (∗) .
By Theorem 5.3.1 of [Col85, p.115], the Schmid type principal series are
parametrised by wij with i+ j = n− 1.
By Proposition 6.2.8 of [Col85, p.140], the discrete series representations
with inﬁnitesimal character χΛ, indexed by pi0, pi1, . . . , pin embed as follows
(a) pi0 → w0,n−1 (of Schmid type)
(b) pin → wn−1,0 (of Schmid type)
(c) pil (0 < l < n) → wl,n−1−l (of Schmid type), wl−1,n−l (of Schmid type),
wl−1,n−1−l (not of Schmid type)
By (∗) and the above lemma, we are done.
(2) G = Sp(1, n):
Write h∗ = {∑ni=0 xiei | xi ∈ R},
Φ+ = {ei ± ej | 0 6 i < j 6 n}
short roots
∪ {2ei | i = 0, . . . , n}
long roots
and µR = e0 + e1 (short root). Compare with [Col85, p.14].
We parametrise Wm by {wij | 0 6 i 6 j, i+ j 6 2n− 1}, where the wij's are
determined by w−1ij µR =
{
ei + ej+1 if j 6 n− 1
ei − e2n−j if j > n
.
Here wij corresponds to γi,j+1 in [Col85, p.85].
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For all a, b ∈ N0 such that 0 6 a 6 b 6 n, ea± eb ∈ Φ+∪{0}. It follows that
i 6 k, j 6 l ⇒ wij 6 wkl (∗∗) .
By Theorem 5.4.1 of [Col85, p.120], the Schmid type principal series arise if
and only if i+ j = 2n− 1.
The discrete series are parametrised by pi0, . . . , pin. By Proposition 6.2.9 of
[Col85, p.141], we have
(a) pi0 → w0,2n−1 (of Schmid type)
(b) pin → wn−1,n (of Schmid type), wn−2,n−2 (not of Schmid type)
(c) pil (0 < l < n)→ wl,2n−1−l (of Schmid type), wl−1,2n−l (of Schmid type),
wl−1,2n−1−l (not of Schmid type).
The assertion follows by (∗∗) and Lemma C.12.
(3) G = F4:
Write h∗ = {∑3i=0 xiei | xi ∈ R},
Φ+ = {ei ± ej | 0 6 i < j 6 3}
long roots
∪ {ei | i = 0, . . . , 3}
short roots
∪ {1
2
(e0 ± e1 ± e2 ± e3) | 0 6 i < j 6 3}
short roots
and µR = e0 (short root). Compare with [Col85, p.14]. The ± signs are
taken here independent.
Thus, Wm+ is in bijection with the short positive roots:
Wm+ ' {w−1µR | w ∈ Wm+} ' {short positive roots} .
We want to compare this parametrisation with the one in [Col85, p.87]:
{wρg | [w] ∈ Wm+} = {γij} .
Deﬁne a map from Wm+ to h
∗ by
[w] 7→ wρg ,
where w is chosen such that wρg|it is dominant with respect to Φ+m.
We have ρg =
1
2
(11, 5, 3, 1) ∈ h∗ ≡ R⊕R3. For every short root µ = w−1µR,
we compute
〈µ, 2ρg〉 = 〈µR, 2wρg〉 = 〈e0, 2wρg〉 .
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Using this and the values of 〈e0, 2γij〉 provided by [Col85, p.87], we are able
to construct most of the following tables:
µ 〈µ, 2ρg〉 γij
e0 11 γ01
e1 5 γ24
e2 3 γ25
e3 1 γ26
µ 〈µ, 2ρg〉 γij
1
2
(e0 + e1 + e2 + e3) 10 γ02
1
2
(e0 + e1 + e2 − e3) 9 γ03
1
2
(e0 + e1 − e2 + e3) 7 γ04
1
2
(e0 + e1 − e2 − e3) 6 γ14
1
2
(e0 − e1 + e2 + e3) 5 γ05
1
2
(e0 − e1 + e2 − e3) 4 γ15
1
2
(e0 − e1 − e2 + e3) 2 γ16
1
2
(e0 − e1 − e2 − e3) 1 γ17
Only two values (1 and 5) of 〈µ, 2ρg〉 appear twice. For these we need in an
additional argument. Since we have in the left table precisely those roots for
which w can be represented by a permutation, we distinguish roots for the
values 1 and 5 by looking at w.
Again one checks (check the arrows above) that
i 6 k, j 6 l =⇒ γij 6 γkl (∗ ∗ ∗) .
In fact not all of these implications are actually needed.
By Theorem 5.5.12 of [Col85, pp.130-131], γ26 and γ17 are the Schmid type
principal series.
Denote the discrete series representations by pi1, pi2, pi3. By Proposition 6.2.9
of [Col85, p.141], we have
(a) pi1 → γ26 (of Schmid type), γ05 (not of Schmid type)
(b) pi2 → γ26 (of Schmid type), γ17 (of Schmid type), γ16 (not of Schmid
type)
(c) pi3 → γ17 (of Schmid type), γ01 (not of Schmid type).
The assertion follows by (∗ ∗ ∗) and Lemma C.12.
253

Index of notation
(·, ·), 〈·, ·〉, 42
≺, , , 14
C−∞(B, VB(σλ)), 42
C−∞(∂X, V (σλ)), 42
C−∞(∂X, V (σλ))Γ, 42
C−∞U (∂X, V (σλ, ϕ)), 46
C−∞(Λ, V (σλ, ϕ))Γ, 42
cdX , 11
cf,v, 36
cγ(λ), 120
C (Γ\G,ϕ), 16, 155
C ′(Γ\G,ϕ), 36
◦C (Γ\G,ϕ), 31, 161
C (Γ\G,ϕ)ds(γ), 85
CK(∂X, V (σλ)), 42
clo, int, 17
cpi, 38
C (Y, VY (γ, ϕ)), 41
D1, D2, 74
D1,−∞, 74
δΓ, 47
Eγ, 118
Eγ,τ,σ,λ,A, 118
EΛ(σλ, ϕ), 49
E(λ, φ, v), 108
E(φ, v), 114
ext, 48
F , Fpi, 38
f 0, 157
fΩ, 26
fQ, 158
fQ,lc, 162
ΓQ, 134
Gˆd, Gˆu, Gˆc, 39
G(U), K(U), 26
HSgK,kM , 11
Hσ0 (ϕ), Hσ˜,K , 114
Jˆwσ,λ, Jˆσ,λ, 42
Ki, Mi, Ai, Ni, 152
L2(Γ\G,ϕ)ac/ds/res/U , 39
Lp(Γ\G,ϕ), 16
Lgf , Rgf , 32
NΓ,Q, 138
Nα, N2α, 174
NΓ,Q, MΓ,Q, 134
ΩΓ, ΛΓ, 15
pac pres, pU , pds, 39
PΓ, 134
pi∗, 47
pQ, 157
Upr,X,Y (f), 16
S′pr,X,Y (f), 152
P Tλ f , 57
res, resΩ, 48
ρΓQ , ρΓQ , 150
S, 140, 141
Sstd,i, 143
σMN , 91
σw, 41
Tw, 123
UΓ, 16
Ug,h, 29
U(l), 9
UΛ(σλ, ϕ), 49
V (γ), VY (γ), VB(σλ), 41
VΓ, Vstd,Γ, 152
V
ΓQ
ϕ , 157
Vpi,−∞, Vpi,∞, Vpi,K , 36
(Vpi,−∞ ⊗ Vϕ)ΓC , 37
(Vpi,−∞ ⊗ Vϕ)Γ◦C , 37
(Vpi,−∞ ⊗ Vϕ)Γd , 36
(Vpi,−∞ ⊗ Vϕ)Γtemp, 36
V (σ), 105
V (σλ), 42
vT,µ, 58
WK , 41
ξi, 152
ξQ,E, 151
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Index of terminology
abstract Plancherel theorem, 38
admissible generalised standard
Siegel set, 163
annihilator, 74
at most k-to-one map, 140
Bunke-Olbrich extension map, 48
compactly supported wave packet,
114
constant term, 26, 158, 161
convex-cocompact, 15
critical exponent, 47
cuspidal Schwartz vector, 37
Dirac sequence, 61
Eisenstein integrals, 118
Eisenstein series, 108
Γ-cuspidal parabolic subgroup, 134
generalised Siegel set, 140
generalised standard Siegel set, 141
geometrically ﬁnite, 136
Knapp-Stein intertwining operator,
42
Langlands decomposition, 129
little constant term, 162
matrix coeﬃcient, 36
parabolic subgroup, 9, 129
Poisson transform, 57
rank of a cusp, 149
rapidly decreasing, 201
restriction map, 48
Schwartz function near a cusp, 163
Schwartz space, 16, 155
Schwartz vector, 37
space of cusp forms, 31, 161
square-integrable distribution vector,
36
tempered distribution vector, 36
topological embedding, 58
torsion-free, 15
Weyl-invariant, 41
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