This article describes an iterative domain decomposition algorithm for solving nonlinear singularly perturbed convection-diffusion problems where convection is dominant. The domain decomposition algorithm consists of the two iterative processes: outer iterations and inner iterations. One outer iterative step represents computing nonlinear difference subproblems on overlapping subdomains in serial according to upwind error propagation (the multiplicative Schwarz method). At the level of the inner iterations, each nonlinear subproblem is solved by the monotone additive Schwarz algorithm. The advantages of the algorithm are that the algorithm solves only linear discrete systems at each iterative step, converges monotonically to the exact solution of the system, and is potentially parallelisable. Results of numerical experiments are presented.
Introduction
We are interested in iterative domain decomposition methods for solving the semilinear convection-diffusion problem with regular boundary layers: −ε(u xx + u yy ) + b(x, y)u x + f (x, y, u) = 0 , (x, y) ∈ ω ; u = g on ∂ω ; b ≥ β > 0 onω , f u ≥ c * > 0 , (x, y, u) ∈ω × (−∞ , ∞) , (f u ≡ ∂f /∂u) ,
whereω = ω ∪ ∂ω , ω = {(x, y) : 0 < x < 1 and 0 < y < 1} , ∂ω is the boundary ofω, ε is a small positive parameter and β and c * are constants.
For ε 1 , problem (1) is singularly perturbed and characterized by an elliptic boundary layer of width O(ε| ln ε|) at x = 1 and by parabolic boundary layers of width O( √ ε| ln ε|) at y = 0 and y = 1 . The parabolic layers are present because part of the boundary of the domain is a characteristic of the reduced differential equation.
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Problem (1) occurs in such fields as fluid dynamics; for example, it describes the magnetohydrodynamic flow in a rectangular duct under a uniform magnetic field at high Hartmann number [7] .
In the past ten years, with the increase in high performance parallel computers, many are interested in domain decomposition techniques to help reduce processor time and computer memory required for solving problems. Domain decomposition techniques involve splitting the domain into subproblems and solving each problem on its own processor. Recently, much interest has been shown in the Schwarz-type iterative domain decomposition algorithms [4, 6] .
We consider the two level Schwarz domain decomposition algorithm by Garbey et al. [5] . This algorithm consists of the two iterative processes: outer iterations and inner iterations. One outer iterative step represents computing M subproblems on overlapping vertical subdomains (strips)ω m , m = 1, . . . , M , serially, starting from subdomainω 1 and finishing off onω M (according to upwind error propagation). Thus, the multiplicative Schwarz method is the outer part of the algorithm. At the level of the inner iterations, each vertical stripω m is split into nonoverlapping boxes (horizontal strips) with interface γ. Small interfacial subdomains are introduced near the interface γ, and approximate boundary values computed on γ are used for solving problems on the nonoverlapping box-subdomains. Thus, the additive Schwarz method is the inner part of the algorithm.
The proposed algorithm combines the two level Schwarz domain decomposition algorithm with the method of upper and lower solutions. The method of upper and lower solutions is a monotone iterative method which also provides a method of constructing initial solutions without prior knowledge of the actual solution, as is often required in Newton's method. The monotonicity condition guarantees that systems of algebraic equations based on such methods are well posed. The advantages of the algorithm are that the algorithm solves only linear discrete systems at each iterative step, converges monotonically to the exact solution of the system, and is parallelisable.
Nonlinear difference scheme
Onω introduce a nonuniform meshω h =ω hx ×ω hy :
For approximation of (1), we use the upwind difference scheme
where 
where
3 Domain decomposition algorithm
The outer iterates
We introduce the set of the overlapping vertical stripsω m , m = 1, . . . , M , with the boundaries (a fragment of the domain decomposition is illustrated on Figure 1 ) At the level of the outer iterates of the algorithm from Garbey et al. [5] , one complete iterative step includes solving a sequence of M problems on subdomainsω h m , m = 1, . . . , M , in serial.
Initialization: On the whole meshω
h , choose an initial function V (0) (P ), P ∈ω h , satisfying the boundary condition V (0) (P ) = g(P ) on ∂ω h .
On subdomainsω
h m , m = 1, . . . , M , compute in serial the mesh func- tions V (n) m (P ), m = 1, . . . , M , satisfying the difference schemes L h V (n) m (P ) + f (P, V (n) m ) = 0 , P ∈ ω h m ,(4)
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with the boundary conditions V For computing the problem on subdomainω h m , m > 1 , the Dirichlet boundary condition on the left boundary is updated using the solution of the problem on subdomainω h m−1 (previous substep of the outer iterative step). Its right boundary is that found from the previous outer iteration V (n−1) (P ) and the top and bottom boundaries are equal to the original boundary condition g(P ).
Compute the solution V
(n) (P ), P ∈ω h , by piecing together the solutions on the subdomains 
The inner iterates
We assume that f from (1) satisfies the two-sided constraint
For solving the nonlinear problems (4), we use the inner iterates based on the nonoverlapping box-subdomains by Boglaev [2] . We decompose each 
with Z (n,k)
) is the residual of the difference scheme (4) on V , that is,
On the horizontal interfacial subdomainsθ
h ms , s = 1, . . . , S m − 1 , compute the difference problems
with Z 
5. Stopping criterion: If a prescribed accuracy is reached, then stop; otherwise go to Step 2.
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We say thatŪ (P ) is an upper solution of (2) if it satisfies the inequalities
Similarly m . This is proven in a similar way as Theorem 3 by Boglaev [2] .
Algorithm (6)- (8) 
Numerical stability of the outer and inner iterates
Here we show that the combined domain decomposition algorithm, based on the outer (4), (5) and inner iterates (6)-(8), possesses numerical stability.
On each subdomainω h m , m = 1, . . . , M , let the stopping criterion for the inner iterates (6)-(8) be defined in the form
where · ω h m is the maximal norm and ∆ is a prescribed accuracy.
The solution generated by the combined domain decomposition algorithm (4), (5), (6)- (8) with the stopping criterion (9) is denoted by V (n) (P ), P ∈ω h .
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Theorem 1
The combined domain decomposition algorithm (4), (5), (6)- (8), with the stopping criterion (9), is numerically stable:
where · ω h is the maximal norm and V (n) (P ) is the solution generated by the outer iterates (4) and (5).
Boglaev and Pack [3] gave the full proof of the theorem.
Numerical experiments
Consider the test problem with b(x, y) = 1 , f (x, y, u) = 1 − exp (−u) and g(x, y) = 1 in (1).
We apply the domain decomposition algorithm (4), (5), (6)-(8), to this problem using a piecewise uniform mesh in the x-direction and a uniform mesh in the y-direction. As this problem has an elliptic boundary layer near x = 1 , half the mesh points are used within this layer. The equation for the width of the boundary layer is σ x = 2ε log(N x )/β , β = 1 [1] .
For the following numerical results, the stopping criterion for the outer iterates is defined by
ω h ≤ ∆ , and the stopping criterion for the inner iterates is defined in (9), where ∆ is the required accuracy. For this test problem the required accuracy is ∆ = 10 −6 .
For the following experiments, we focus on balanced domain decompositions where M is even and M/2 vertical strips are placed within the boundary layer. Balanced domain decompositions are more suited to parallel implementation than unbalanced domain decompositions. The overlap between Table 1 : Outer iteration count using the minimum and maximum overlap size, above and below the line, respectively. ε 10 the vertical strips is chosen so that for the two vertical strips either side of the boundary layer, the overlap occurs outside of the boundary layer.
The number of mesh points in the x-direction and y-direction are set equal to N , and the width of the interfacial subdomains is held fixed at N/(2S), where S = S m , m = 1, . . . , M .
For the tables presented, results for the minimal and maximal size of the overlaps appear above and below the line, respectively. Table 1 shows the outer iteration counts over varying numbers of vertical strips and for different values of ε and N . In our numerical experiments the number of horizontal strips did not affect the outer iteration count.
The outer iteration counts in Table 1 show that for the larger overlap size the outer iteration count is less. As the number of vertical strips increases, so does the number of outer iterations needed for the algorithm to converge. Table 1 also shows that the domain decomposition algorithm uniformly converges in its outer iteration count with respect to ε. compared to that of the minimal overlap size.
The highlighted results in Table 2 are the minimal execution times for the maximal and minimal overlap size in each column for N = 128 . These show that the absolute minimum execution time, for both the minimal and maximal overlap size, for all ε, occurs when the number of vertical strips is 8 and the number of horizontal strips is 1. By using these execution times, the acceleration (minimum execution time of the domain decomposition algorithm/ execution time of the undecomposed algorithm) of the domain decomposition algorithm is 9, 25, 75, for ε = 10 −2 , 10 −3 , 10 −4 , respectively. Table 2 shows that for a fixed number of vertical strips the ideal number of horizontal strips is the same for all values of ε. For example, for M = 2 , 4, 8, the minimum execution time occurs for both the minimal and maximal overlap size when S = 8 , 4, 1, respectively.
From our numerical experiments we draw the following conclusions.
• The outer iteration count is uniformly convergent in ε.
• The execution time of the domain decomposition algorithm decreases as the overlap size increases.
• The serial execution times for the domain decomposition algorithm show a considerable acceleration compared to the undecomposed method.
