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Оценка момента времени появления некоторого события по имеющейся статистической
информации вызывает значительный интерес. В медицине, агрофизике, теории надежно-
сти, при анализе рисков задачи такого типа возникают довольно часто. При этом в силу
конкретных особенностей прикладных задач могут присутствовать разные ограничения
на выбор момента времени. Одним из возможных подходов в решении таких задач яв-
ляется использование штрафов и функций потерь. Ранее было проведено рассмотрение
такого рода задач для линейных по времени потерь. В данной работе описываются квад-
ратичные потери. Исследованы различные уровни информированности и найдены опти-
мальные оценки. Для неизвестной функции распределения применен минимаксный подход
и получено оптимальное решение. В работе изучаются несобственные распределения. Они
часто появляются в прикладных задачах в медицине, теории надежности, анализе рисков.
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Evaluation of the time moment of the appearance of some events on the available statistical
information is of considerable interest. In medicine, agricultural physics, reliability theory, risk
analysis problems of this type arise often. The various restrictions on the choice of the moment
time can be taken by virtue of the speciﬁc characteristics of this problem. One of the possible
approaches to solving these problems is the use of ﬁnes and loss functions. In this paper we
considered the quadratic loss. Diﬀerent levels of awareness are considered and the optimal
estimates are found. For unknown distribution function we suggest a minimax approach and
the optimal solution is found also. Defective probability distributions are considered in the
paper. Defective probability distributions are used in applied problems in medicine, in reliability
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Введение. В статье содержится обобщение результатов работ [1–3] на случай
квадратичных потерь. При этом, как и в [3], рассматривается несобственное распре-
деление вероятностей моментов времени появления некоторого события, представ-
ляющего интерес. Оценка квадратичных потерь позволяет учесть нелинейный ха-
рактер зависимости суммарных потерь от времени, что довольно часто встречается
в прикладных задачах. В [1, 2] решались конкретные прикладные задачи из области
агрофизики, однако в действительности сфера применимости полученных результа-
тов охватывает широкий спектр возможных приложений, включая медицину, теорию
надежности, оценку рисков. В [4] были изучены похожие задачи, относящиеся к меди-
цинским приложениям, для условных распределений. Близкие по постановке задачи
описывались в [5]. Несобственные распределения часто встречаются в прикладных
задачах теории надежности, теории оценки рисков, в медицинских приложениях при
анализе данных типа времени жизни, поэтому обобщение результатов, полученных
в [1, 2], на несобственные распределения является актуальной задачей.
Постановка задачи. Пусть τ — случайный момент времени наступления неко-
торого события, далее будем предполагать, в отличие от [1, 2], что функция распре-
деления F (t) = P{τ < t} может быть несобственной [6], т. е.
lim
t→∞F (t) = P{τ <∞} = q  1.
Отсюда следует, что вероятность не наступления события равна 1−q. Как это обычно
принято, отсутствие события будем обозначать {τ =∞}, следовательно, P{τ =∞} =
1 − q. Будем предполагать, что функция распределения F (t) непрерывна и строго
монотонна на (α, β), где −∞  α < β ∞, F (α) = 0, F (β) = q.
Функцию F (t) можно построить по имеющимся наблюдениям, полученным в ра-
нее проведенных статистических исследованиях. Следуя [1, 2], будем считать, что
известны штрафы в единицу времени, связанные с ошибкой в оценке момента време-
ни τ . Выбираем момент времени t01 ∈ [t0, t1] как оценку момента времени τ , при этом
промежуток времени [t0, t1] считается заданным заранее, исходя из содержательной
постановки задачи. Пусть c — штраф в единицу времени при наступлении события
t01 < τ , l — штраф в единицу времени при наступлении события τ < t01 .
Функция потерь. При определении функции потерь Q˜(τ, t01 , t0, t1, F ) заметим,
что возможны следующие варианты наступления момента времени τ : {τ  t0}, {t0 <
τ  t01}, {t01 < τ  t1}, {t1 < τ < ∞}, {τ = ∞}. Следуя работе [3], будем предпо-
лагать, что, если событие не происходит, т. е. {τ = ∞}, то потери отсутствуют при
любом выборе t01 . Также примем во внимание, что по условию задачи t01 ∈ [t0, t1].
В статьях [1, 2] исследовалась линейная функция потерь от времени. В данной работе
примем, что потери носят квадратичный характер, а это представляется более пра-
вильным, исходя из содержательных постановок задач. Поэтому определим функцию
потерь равенством
Q˜(τ, t01 , t0, t1, F ) = l(t01 − t0)2I{τ  t0}+ l(t01 − τ)2I{t0 < τ  t01} +
+ c(τ − t01)2I{t01 < τ  t1}+ c(t1 − t01)2I{t1 < τ <∞},
где I{.} — индикатор события, содержащегося в скобках.
Учитывая, что потери Q˜(τ, t01 , t0, t1, F ) зависят от случайной величины τ , целе-
сообразно перейти к математическому ожиданию, используя распределение случай-
ной величины τ . Ожидаемые потери имеют следующий вид:
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Q(t01 , t0, t1, F ) = EQ˜(τ, t01 , t0, t1, F ) = l(t01 − t0)2
t0∫
−∞
dF (t) +
+ l
t01∫
t0
(t01 − t)2dF (t) + c(t1 − t01)2
∞∫
t1
dF (t) +
+ c
t1∫
t01
(t− t01)2dF (t) = l(t01 − t0)2F (t0) + c(t1 − t01)2(q − F (t1)) +
+ l(t01 − t)2F (t)|t01t0 + 2l
t01∫
t0
(t01 − t)F (t)dt + c(t− t01)2F (t)|t1t01 −
− 2c
t1∫
t01
(t− t01)F (t)dt =
= cq(t1 − t01)2 + 2l
t01∫
t0
(t01 − t)F (t)dt − 2c
t1∫
t01
(t− t01)F (t)dt =
= 2c
t1∫
t01
(t− t01)(q − F (t))dt + 2l
t01∫
t0
(t01 − t)F (t)dt.
Оптимальное оценивание. Момент времени наступления события t01 оценим
как решение задачи минимизации потерь
t∗01 = arg mint01∈[t0,t1]
Q(t01 , t0, t1, F ). (1)
Теорема 1. Предположим, что Eτ ∈ R и существуют такие α и β, что −∞ 
α < β  ∞, F (α) = 0, F (β) = q, функция F (t) строго монотонна и непрерывна
на (α, β), тогда решение задачи (1) является единственным решением уравнения
−c
t1∫
t01
(q − F (t))dt + l
t01∫
t0
F (t)dt = 0.
Д о к а з а т е л ь с т в о. Ранее было найдено следующее представление ожи-
даемых потерь:
Q(t01 , t0, t1, F ) = 2c
t1∫
t01
(t− t01)(q − F (t))dt + 2l
t01∫
t0
(t01 − t)F (t)dt. (2)
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Ожидаемые потери Q(t01 , t0, t1, F ) в (2) будем рассматривать как функцию аргу-
мента t01 ∈ [t0, t1]. Границы промежутка t0, t1 зафиксированы. Продифференцируем
Q(t01 , t0, t1, F ) по t01 , тогда производная имеет вид
Q(1)(t01 , t0, t1, F ) = −2c
t1∫
t01
(q − F (t))dt + 2l
t01∫
t0
F (t)dt.
Вычислим вторую производную функции Q(t01 , t0, t1, F ) по t01
Q(2)(t01 , t0, t1, F ) = 2c(q − F (t01)) + 2lF (t) > 0.
Нетрудно видеть, что функция Q(1)(t01 , t0, t1, F ), как функция t01 , возрастает на про-
межутке [t0, t1], при этом она меняет знак с минуса на плюс (на левом конце проме-
жутка функция отрицательна, на правом — положительна).
З а м е ч а н и е 1. Доказанная теорема 1 существенно отличается от соответст-
вующего результата в [3], что вызвано нелинейным видом рассматриваемой функции
потерь.
Минимаксный подход. Предположим теперь, что функция F (t) полностью
неизвестна, подобная ситуация соответствует самому низкому уровню информи-
рованности. В этом случае целесообразно рассмотреть минимаксную постановку за-
дачи:
t∗∗01 = arg inft01∈[t0,t1]
sup
F∈Σ
Q(t01 , t0, t1, F ), (3)
где Σ — множество всех функций распределения, удовлетворяющих условию
lim
t→+∞F (t) = q  1.
Теорема 2. Решение задачи (3) имеет вид
t∗∗01 =
√
c√
c +
√
l
t1 +
√
l√
c +
√
l
t0.
Д о к а з а т е л ь с т в о. Заметим, что
Q˜(τ, t01 , t0, t1, F ) = l(t01 − t0)2I{τ  t0}+ l(t01 − τ)2I{t0 < τ  t01} +
+ c(τ − t01)2I{t01 < τ  t1}+ c(t1 − t01)2I{t1 < τ ∞}  l(t01 − t0)2I{τ  t01} +
+ c(t1 − t01)2I{t01 < τ <∞}.
С одной стороны,
Q(t01 , t0, t1, F ) = EQ˜(τ, t01 , t0, t1, F )  l(t01 − t0)2F (t01) +
+ c(t1 − t01)2(q − F (t01))  qmax{l(t01 − t0)2, c(t1 − t01)2}.
Правая часть этого неравенства не зависит от F , потому
sup
F∈Σ
Q(t01 , t0, t1, F )  qmax{l(t01 − t0)2, c(t1 − t01)2}.
С другой стороны, как было показано ранее,
Q(t01 , t0, t1, F ) = 2c
t1∫
t01
(t− t01)(q − F (t))dt + 2l
t01∫
t0
(t01 − t)F (t)dt.
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Выберем в качестве несобственной функции распределения F (t) такую, для которой
F (t0) = q и, следовательно, F (t) = q при любом t > t0. Но тогда для этой функции
распределения
Q(t01 , t0, t1, F ) = lq(t01 − t0)2.
Если в качестве F (t) выбрать функцию, для которой F (t1) = 0 и, отсюда, F (t) = 0
при t < t1, получим
Q(t01 , t0, t1, F ) = cq(t1 − t01)2.
Таким образом,
sup
F∈Σ
Q(t01 , t0, t1, F )  max{lq(t01 − t0)2, cq(t1 − t0)2} =
= qmax{l(t01 − t0)2, c(t1 − t01)2}.
Сравнивая два неравенства, приходим к равенству
sup
F∈Σ
Q(t01 , t0, t1, F ) = qmax{l(t01 − t0)2, c(t1 − t01)2}. (4)
Слева и справа в нем стоят функции от t01 , которые совпадают на отрезке [t0, t1]. Но
тогда совпадают и точки, в которых достигается минимум функций на множестве
[t0, t1].
Поэтому для решения задачи (3) достаточно минимизировать функцию из правой
части равенства (4). Очевидно, что минимум достигается в точке пересечения парабол
g1(t01) = c(t1 − t01)2 и g2(t01) = l(t01 − t0)2.
Решая уравнение
c(t1 − t01)2 = l(t01 − t0)2
относительно t01 , приходим к решению задачи (3):
t∗∗01 =
√
c√
c +
√
l
t1 +
√
l√
c +
√
l
t0.
З а м е ч а н и е 2. Следовательно, минимаксное решение также изменилось при
сравнении с линейными потерями [3].
Конечные смеси распределений. В прикладных исследованиях часто воз-
никают ситуации, когда исходная генеральная совокупность состоит из нескольких
относительно однородных совокупностей, причем распределение каждой из них из-
вестно. Также известна относительная частота встречаемости объектов для каж-
дой из совокупностей. Формализуем обсуждаемую ситуацию следующим образом.
Предположим, что функция распределения F (t) представима в виде конечной сме-
си непрерывных строго возрастающих на промежутке (α, β) функций распределения
F1(t), ..., Fm(t):
F (t) =
m∑
i=1
piFi(t), (5)
где весовые множители pi  0, i = 1, ...,m;
m∑
i=1
pi = 1.
Введенные в (5) функции распределения определяют законы распределения од-
нородных совокупностей, из которых состоит исходная генеральная совокупность,
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а весовые множители представляют собой вероятности встречаемости объектов из од-
нородных совокупностей в общей выборке.
Предположим, что функции распределения Fi(t) несобственные, lim
t→+∞Fi(t) =
qi  1, тогда очевидно, что
lim
t→+∞F (t) =
m∑
i=1
piqi = q  1,
т. е. функция распределения F (t) также является несобственной.
Введем дискретную случайную величину ν с распределением P{ν = i} = pi, i =
1, ...,m, значение введенной случайной величины определяет номер однородной сово-
купности.
Числовые реализации случайной величины τ происходят следующим образом.
Вначале с вероятностью pi, i = 1, ...,m, выбирается однородная совокупность с номе-
ром i, соответствующая функции распределения Fi(t), а затем из этой совокупности
выбирается числовая реализация, подчиняющаяся распределению Fi(t).
Если событие {ν = i} можно безошибочно идентифицировать, то естественно
применять теорему 1 не к общей функции распределения F (t) из (5), а к функции
распределения однородной совокупности Fi(t). При этом можно предположить, что
ожидаемые потери окажутся меньше.
Введем обозначения:
t∗01 = arg mint01∈[t0,t1]
Q(t01 , t0, t1, F ),
t∗01i = arg mint01∈[t0,t1]
Q(t01 , t0, t1, Fi), i = 1, ...,m,
где F (t) — конечная смесь распределений.
Пусть
t˜01 = t
∗
011I{ν = 1}+ ... + t∗01mI{ν = m},
здесь I{ν = i} — индикатор события {ν = i}.
Таким образом, t∗01 — оптимальное решение для всей смеси F (t), t
∗
01i — опти-
мальное решение для распределения Fi(t), t˜01 — оптимальное решение для смеси,
если точно идентифицируются события {ν = i}, i = 1, ...,m.
Ранее было выведено соотношение
Q(t01 , t0, t1, F ) = 2c
t1∫
t01
(t− t01)(q − F (t))dt + 2l
t01∫
t0
(t01 − t)F (t)dt.
Подставим вместо F (t) конечную смесь (5) с учетом q =
m∑
i=1
piqi. Тогда
Q(t01 , t0, t1, F ) =
m∑
i=1
pi(2c
t1∫
t01
(t− t01i)(qi − Fi(t))dt +
+ 2l
t01∫
t0
(t01i − t)Fi(t)dt) =
m∑
i=1
piQ(t01 , t0, t1, Fi).
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В условиях точной идентифицируемости событий {ν = i} и при использовании реше-
ния t˜01 можно выписать ожидаемые потери от выбора решения t˜01 :
Q(t˜01 , t0, t1, F ) =
m∑
i=1
Q(t∗01i, t0, t1, Fi)I{ν = i}.
Величина Q(t˜01 , t0, t1, F ) является случайной, так как она зависит от случайной ве-
личины ν. Тогда полное математическое ожидание потерь имеет вид
EQ(t˜01 , t0, t1, F ) =
m∑
i=1
piQ(t∗01i, t0, t1, Fi).
Теорема 3. Справедливо неравенство
EQ(t˜01 , t0, t1, F )  Q(t∗01 , t0, t1, F ).
Д о к а з а т е л ь с т в о. Подставим в вышенайденное представление вместо t01
момент времени t∗01 :
Q(t∗01 , t0, t1, F ) =
m∑
i=1
piQ(t∗01 , t0, t1, Fi) 

m∑
i=1
piQ(t∗01i, t0, t1, Fi) = EQ(t˜01 , t0, t1, F ).
З а м е ч а н и е 3. Как видим, сохраняется результат из [1].
Теорема 3 показывает, что в условиях точной идентифицируемости событий
{ν = i}, i = 1, ...,m, когда точно известно, из какой именно однородной совокуп-
ности извлекается реализация оцениваемой случайной величины, ожидаемые потери
при использовании оценки t˜01 оказываются меньше, чем при применении оценки t∗01 .
Результат теоремы выглядит очень естественным, действительно, наличие дополни-
тельной априорной информации позволяет получить дополнительный выигрыш.
Заключение. В работе последовательно проведено обобщение результатов работ
[1–3] на случай нелинейных потерь квадратичного типа и несобственных распределе-
ний. Несобственные распределения характерны для оценки рисков и естественным
образом возникают при анализе медицинской информации, например вследствие от-
сутствия информации о пациентах, переехавших в другой город. Для разного уровня
информированности получены теоремы, в которых найдены оптимальные решения.
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