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Abstract
We consider the problem of distributed secondary frequency regulation in
power networks such that stability and an optimal power allocation are guar-
anteed. This is a problem that has been widely studied in the literature,
where two main control schemes have been proposed, usually referred to as
’Primal-Dual’ and ’distributed averaging proportional-integral (DAPI)’ re-
spectively. However, each has its limitations, with the former incorporating
additional information flow requirements which may limit its applicability,
and with the existing literature on the latter relying on static models for gen-
eration and demand, which is restrictive. We propose a novel control scheme
that aims to overcome these issues by making use of generation measure-
ments in the control policy. In particular, our controller relies on practical
measurements and allows distributed stability and optimality guarantees to
be deduced for a broad range of linear generation dynamics, that can be of
higher order. We show how the controller parameters can be selected in a
computationally efficient way by solving appropriate linear matrix inequali-
ties (LMIs). Furthermore, we demonstrate how the proposed analysis applies
to various examples of turbine governor dynamics by using realistic numer-
ical data. The practicality of our analysis is demonstrated with numerical
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simulations on the Northeast Power Coordinating Council (NPCC) 140-bus
system that verify that our proposed controller achieves convergence to the
nominal frequency, an economically optimal power allocation, and improved
performance compared to existing schemes used in the literature.
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1. Introduction
Motivation: Current environmental concerns are drawing increasing at-
tention on renewable sources of generation, with their penetration in power
networks expected to grow over the next years [2, 3]. The above will dramati-
cally increase the number of active elements in the power network, making its
electromechanical behaviour less predictable and traditionally implemented,
centralized control approaches expensive and inefficient. This highlights the
importance of investigating distributed control schemes that will guarantee
power network stability when such devices are included. These concerns have
motivated recent studies on distributed schemes with applications on both
primary [4, 5, 6] and secondary frequency regulation [7, 8, 9].
The introduction of highly distributed schemes for frequency regulation
raises an issue of economic optimality in the power allocation. Attempts
to resolve this issue in the literature resulted in devising appropriately con-
structed optimization problems that ensured economic optimality and de-
signing the system equilibria in order to be solutions to these problems. It is
evident in the literature that a synchronizing variable is useful for optimality
to be achieved. While frequency is used as the synchronizing signal in pri-
mary control studies [4, 10, 11], some other signal, resulting from a suitably
designed controller, has been employed for secondary frequency control (e.g.
[7, 12, 13]). However, when distributed optimal secondary frequency regula-
tion is desired, the interaction of the physical system with the imposed com-
munication scheme may compromise the stability of the closed-loop system.
To cope with this, existing studies had to rely on restrictive assumptions,
requiring generation to instantly follow a reference signal, or measurement
requirements that are hard to obtain, such as continuous knowledge of de-
mand, limiting the implementability of the proposed schemes. Therefore,
an open problem, which this study aims to address, is to obtain distributed
stability and economic optimality guarantees for secondary frequency regula-
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tion, applicable to general network topologies, without relying on restrictive
measurement requirements.
Literature survey: There are many recent studies associated with sta-
bility and optimality in distributed secondary frequency control. A common
approach is to involve control schemes with dynamics that follow from a
primal/dual algorithm associated with some optimal power allocation opti-
mization problem [8, 12, 14, 15, 16, 17, 18, 19, 20, 21]. This approach allows
to take into account economic considerations along with the objectives of sec-
ondary frequency control. Furthermore, as has been demonstrated in [12], it
allows for stability and optimality guarantees when high order and nonlin-
ear generation dynamics and convex cost functions are considered. However,
such schemes require knowledge of demand in real time, which can in some
cases limit their practicality. Attempts to adapt the Primal-Dual control
scheme to avoid demand measurements rely on additional information re-
quirements [16, 17, 18, 19], such as frequency derivative, system’s inertia,
damping coefficient and power transfers which may also lead to implementa-
tion challenges.
An alternative approach for optimal distributed secondary frequency reg-
ulation involves the use of distributed averaging proportional integral (DAPI)
controllers [7, 13, 22, 23, 24]. DAPI controllers are simple to implement, re-
quiring only knowledge of local frequency and exchange a synchronization
signal without requiring any generation or load measurements. On the other
hand, existing results in the literature incorporating DAPI controllers do not
accommodate high order generation dynamics and restrict the stability and
optimality analysis to static generation and quadratic cost functions.
An alternative approach has been followed in [25], which proposes a con-
troller that allows for stability and optimality guarantees when first and sec-
ond order generation dynamics and quadratic cost functions are considered.
However, the proposed scheme requires measurements of generators internal
states which may be difficult to obtain. In addition, the imposed conditions
in [25] suggest conservative gains which may limit the performance and ap-
plicability of the results. The authors in [26] consider the effects of time
delays in power networks with second order turbine governor dynamics and
consensus based distributed secondary frequency control schemes inspired
by [1, 25]. For a thorough survey of distributed approaches for stability and
optimality in power systems, see [27], [28].
Main contributions: In this paper, we propose a distributed control
scheme for optimal secondary frequency regulation, that will be referred to
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as distributed averaging dynamic output control (DADOC). A distinctive
feature of this scheme is that it allows for stability and optimality guaran-
tees when high order generation dynamics are considered, without imposing
restrictive information flow requirements. Our proposed scheme allows sec-
ondary frequency control to be performed in a plug and play fashion and is
applicable to general network topologies.
DADOC schemes have the advantage over DAPI schemes that they allow
the inclusion of higher order generation dynamics, by imposing only an addi-
tional condition for knowledge of generation output. At the same time, they
impose less restrictive measurement requirements, compared to Primal-Dual
schemes that also provide stability guarantees when high order generation dy-
namics are considered. Hence, DADOC controllers share advantages of both
schemes, allowing the inclusion of highly relevant generation dynamics with
easily obtainable measurement requirements (generation and frequency).
Compared to the scheme proposed in [25], DADOC schemes allow for
stability guarantees when generation dynamics of arbitrary (finite) order are
considered, while the work in [25] is restricted to first and second order dy-
namics. Furthermore, second order generation dynamics with less restrictive
stability conditions are included in the analysis and no internal state mea-
surement requirements are imposed.
Our analysis provides conditions for the design of the controller gains
such that stability and optimality are guaranteed. An important feature of
the proposed conditions, is that those can be verified in a computationally
efficient way by means of a linear matrix inequality (LMI). Several examples
of relevant generation dynamics, with realistic numerical data, are provided
to demonstrate the relevance of our contribution.
Our analytic results are accompanied by numerical simulations on the
NPCC 140-bus system that demonstrate convergence to the nominal fre-
quency and an economically optimal power allocation at the presence of high
order turbine governor dynamics. Furthermore, it is numerically demon-
strated that DADOC schemes offer improved performance compared to DAPI
schemes, being able to provide significantly faster response to power disrup-
tions.
Paper structure: The rest of the paper is structured as follows: Sec-
tion 2 contains some basic preliminaries and in Section 3 we present the
power network model and generation dynamics. In Section 4 we present our
proposed control scheme and conditions that allow an optimal power allo-
cation at equilibrium. Section 5 contains the main stability result of this
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paper, which is associated with convergence to an optimal power allocation.
In Section 6 we clarify the importance of our proposed scheme compared to
existing schemes in the literature and demonstrate its relevance with various
applications on realistic generation models. Our results are validated with
numerical simulations in Section 7. Finally, conclusions are drawn in Section
8.
2. Preliminaries
The set of n-dimensional vectors with real entries is denoted by Rn. The
first derivative of a function f(q), f : R → R is denoted by f ′(q) = d
dq
f(q)
and its inverse by f−1(.). A function f : Rn → R is said to be positive
definite if f(0) = 0 and f(x) > 0 for every x 6= 0. We write 0n and 1n to
denote n × 1 vectors with all elements equal to 0 and 1 respectively. For a
discrete set S, the term |S| denotes its cardinality. A matrix A is said to be
Hurwitz if all its eigenvalues lie on the open left half plane [29]. A matrix
A is said to be positive definite (semi-definite) when xTAx > 0 for all x 6= 0




We describe the power network by a connected graph (N,E), where
N = {1, 2, . . . , |N |} is the set of buses and E ⊆ N × N the set of trans-
mission lines connecting the buses. We consider two types of buses in the
network, buses with inertia and buses without inertia, assuming non-trivial
generation dynamics only in the first, since generators have inertia. We let
G = {1, 2, . . . , |G|} and L = {|G| + 1, . . . , |N |} be the sets of buses with
and without inertia respectively such that |G| + |L| = |N |. Moreover, the
term (i, j) denotes the link connecting buses i and j. The graph (N,E) is
assumed to be directed with an arbitrary direction, so that if (i, j) ∈ E then
(j, i) /∈ E. Additionally, the sets of buses that precede and succeed bus j
are denoted by i : i → j and k : j → k respectively. It should be noted
that the form of the dynamics in (1)–(2) below is not affected by changes in
graph ordering, and our results are independent of the choice of direction.
We make the following assumptions for the network:
1) Bus voltage magnitudes are |Vj| = 1 p.u. for all j ∈ N .
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2) Lines (i, j) ∈ E are lossless and have susceptance with magnitude Bij =
Bji > 0.
3) Reactive power flows do not affect bus voltage phase angles and frequen-
cies.
Following the above, we use the swing equation to describe the rate of
change of frequency at generation buses. Moreover, power must be conserved
at each of the load buses. This motivates the following system dynamics
(e.g. [30]),
η̇ij = ωi − ωj, (i, j) ∈ E, (1a)






pij, j ∈ G, (1b)






pij, j ∈ L, (1c)
pij = Bij sin ηij, (i, j) ∈ E. (1d)
In system (1), the time-dependent variables ωj and p
M
j represent respectively
the deviation of the frequency at bus j from its nominal value, namely 50Hz
(or 60Hz), and the mechanical power injection to the generation bus j. The
positive constants Λj and Mj represent the frequency damping coefficient
and generator inertia at any bus j and generation bus j respectively. The
time-dependent variables ηij and pij represent, respectively, the power angle
difference1 and the power transferred from bus i to bus j. Finally, pLj denotes
the uncontrollable demand at bus j. Below, we consider a wide class of
generation dynamics and study the stability properties of the equilibria of
the system.
Remark 1. The analysis presented in this paper can be trivially extended to
incorporate controllable demand. However, we focus on generation since the
use of high order schemes is more relevant in this case and also for brevity
in presentation.
1The phase differences between buses i and j satisfy ηij = θi−θj . The angles themselves
must also satisfy θ̇j = ωj , j ∈ N . This equation is omitted in (1) since the power transfers
are functions of the phase differences only.
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3.2. Generation Dynamics
To investigate control policies for a broad class of dynamics, we consider







, j ∈ G (2)
with input uj(t) ∈ R, state xMj (t) ∈ Rnj , nj ≥ 0, j ∈ G, output pMj (t) ∈ R
and corresponding matrices Aj ∈ Rnj×nj , Bj ∈ R
nj
j , Cj ∈ R1×nj and Dj ∈ R.
We assume in (2) that Aj is Hurwitz which implies that given any constant
input uj(t) = ūj, there exists an asymptotically stable equilibrium point
x̄Mj ∈ Rnj , such that Ajx̄Mj + Bjūj = 0. Correspondingly, there exists a
constant Kj ∈ R, satisfying Kj = −CjA−1j Bj+Dj, such that for any constant
input ūj and corresponding state x̄j, the output p̄
M
j is given by
p̄Mj = Cjx̄
M
j +Djūj = Kjūj. (3)
Note that linear systems are widely used in the literature to model gener-
ation dynamics (see e.g. [30, Section 11.1], [31, Section 11.1.7]). Such models
are particularly relevant when small disturbances are considered. Further-
more, the Assumption that A is Hurwitz, i.e., generation dynamics are open-
loop stable, is in line with practical implementations.
The aim of this paper is to provide design conditions for the dynamics and
control inputs of (2) that ensure that secondary frequency control objectives
are satisfied and stability and optimality are guaranteed.
3.3. Optimal Generation Regulation
We aim to study how generation should be adjusted to match the uncon-
trollable demand with minimum cost. Below we introduce an optimization
problem, which we call the optimal generation regulation problem (OGR),
that can be used to achieve this objective.
A quadratic cost function is used to describe the cost induced when the
generation output at bus j is pMj , motivated from the fact that quadratic
functions provide a local approximation for any convex cost function. Note
that quadratic cost functions are commonly used in the literature [15, 32].
The considered problem is to obtain the vector pM that minimizes the total
cost and simultaneously satisfies a power balance constrain. In particular,





















where qj > 0, j ∈ N are the cost coefficients related with the generation cost
at bus j. The equality constraint in (4) requires the total generation, exclud-
ing some frequency dependent terms, to match the uncontrollable demand,
which suffices to ensure that the frequency takes its nominal value at steady
state. The latter follows from summing (1b)–(1c) at equilibrium, which when





which allows to deduce that ω∗j = 0, j ∈ N from (1a) at equilibrium and
Λj > 0, j ∈ N . Note that more general quadratic cost functions can be
considered, following similar approaches as in relevant literature, e.g. [25].
However, we consider the cost functions in (4) for simplicity.
Remark 2. The OGR problem could be extended by considering additional
operational constraints, such as line capacities and fixed area power transfers.
We chose not to consider this problem to keep the presentation compact and
the focus of the paper on the problem presented in Section 3.4 below. The
investigation of such extensions is left as future work.
3.4. Problem Statement
In this section we present the problem we aim to solve.
Problem: Design the input uj, j ∈ G in (2) such that it:
(i) Relies on local information.
(ii) Allows for distributed stability guarantees for (1) when high order gen-
eration dynamics (2) are considered.
(iii) Ensures that the frequency takes its nominal value at steady state.
(iv) Ensures that system equilibria solve the OGR problem (4).
(v) Relies on easily obtainable measurement requirements.
(vi) Is independent of (connected) network topology.
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The first two conditions lead to a plug and play operation of high order
generation dynamics, making the resulting scheme scalable and applicable in
practise. In particular, the first condition requires that the control scheme
uses information that can be locally measured at each bus or that can be
transmitted from neighbouring buses. The third requirement is the main ob-
jective of secondary frequency control, i.e. to ensure that the frequency takes
its nominal value at equilibrium. Furthermore, condition (iv) requires opti-
mality guarantees at steady state. The last two conditions are related with
the implementability of the designed controller, requiring it to avoid hard to
obtain measurement requirements, such as real time load measurements, and
be independent of the topology of the network.
As discussed in the introduction, existing studies that attempted to re-
solve this problem in a distributed fashion had to either relax (ii) by assuming
static generation dynamics (DAPI schemes), ignore (v) imposing additional
measurement requirements (Primal-Dual schemes), or relax (ii) by only con-
sidering first or second order generation dynamics and (v) by requiring mea-
surements of generators internal states [25]. Our results are validated with
simulations on more advanced dynamics than (1)–(2), as described in Section
7.
4. Distributed averaging dynamic output controller
In this section we present a novel scheme for distributed optimal sec-
ondary frequency regulation, which we will refer to as distributed averaging
dynamic output controller (DADOC). The proposed scheme offers advan-
tages over existing distributed secondary frequency control schemes, that
will be discussed in Section 6.1.
We consider a communication network described by a connected graph
(G, Ẽ), where Ẽ denotes the edges of the communication graph. The DADOC










i − pcj), j ∈ G, (5)
where pcj is a power command signal, αij = αji, γj and kf,j are positive
constant gains of the controller and Kj follows from (3). The generation
input is described by
uj = kc,jp
c
j − kd,jωj, j ∈ G, (6)
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where kc,j, kd,j are positive design constants.





i−pcj) respectively guarantee that the equilibria of the sys-
tem satisfy the objective of secondary frequency control, i.e. that ω∗ = 0|N |,
and pc,∗i = p
c,∗
j for all i, j ∈ N , a desired feature used to obtain an optimality
interpretation of the steady state power allocation (see also Lemma 1 below).
The term pMj − Kjuj is zero at equilibrium, as follows from (2). However,
as shall be seen in the following sections, this term has a pivotal role in pro-
viding stability guarantees when high order generation dynamics of the form
(2) are considered.
We choose the generation input uj to be a weighted sum of frequency
and power command, and let the weight coefficients be design parameters.
Relative to the problem statement in Section 3.4, it follows that the control
scheme in (5)–(6) satisfies (i) and (v) by having only local measurement re-
quirements which are easy to obtain in practice (frequency and generation).
In the following section, we provide conditions for the choice of these design
parameters such that convergence to the nominal frequency is achieved for ar-
bitrary network topologies when high order generation dynamics are involved
while also taking optimality considerations into account, hence satisfying the
remaining objectives of the considered problem.
Remark 3. An important aspect of DADOC schemes is that they do not
need to be implemented on load buses. Furthermore, the employment of
DADOC schemes on any non-empty subset of G suffices to ensure that the
equilibrium frequency is equal to the nominal (see also Lemma 1 and its
proof).
4.1. Equilibrium analysis
We now define an equilibrium of system (1), (2), (5), (6).
Definition 1. The point β∗ = (η∗, ω∗, xM,∗, pc,∗) defines an equilibrium of
the system (1), (2), (5), (6) if all time derivatives of (1), (2), (5), (6) are
equal to zero at this point.
Throughout the paper, we assume the existence of some equilibrium
to (1), (2), (5), (6), denoted by β∗ = (η∗, ω∗, xM,∗, pc,∗), as defined in Defini-
tion 1. Furthermore, we use (p∗, pM,∗, u∗) to represent the equilibrium values
of respective quantities in (1), (2), (5), (6). Note that the existence of an
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equilibrium is associated with the presence of sinusoids in the power trans-
fer term (1d), suggesting that power transfers are bounded at each bus and
hence arbitrary mismatches between generation and demand cannot be tol-
erated. The study of the existence of equilibria is beyond the scope of this
paper and the interested reader is referred to e.g. [33], [34].
Lemma 1 below, proven in the appendix, concerning the system (1), (2),
(5), (6) suggests that the frequency attains its nominal value at equilibrium.
Furthermore, it shows that power command variables synchronize at steady
state, a property that, as discussed below, allows an optimality interpretation
of the resulting equilibria.
Lemma 1. Any equilibrium point β∗ given by Definition 1 satisfies ω∗ = 0|N |
and pc,∗ ∈ Im(1|G|).
Furthermore, the following condition is imposed on the equilibrium values
of power angle differences. This assumption is common in the power networks
literature and can be considered as a security constraint.
Assumption 1. |η∗ij| < π2 for all (i, j) ∈ E.
4.2. Optimality analysis
Within the paper, we aim to provide conditions on generation dynam-
ics, described by (2), such that convergence to an optimal point of (4) is
guaranteed. Proposition 1 below provides conditions on how the controller
gains in (5)–(6) should be selected such that the equilibria of the system are
solutions2 to the considered optimization problem (4). We will then show in
the following section, how convergence to optimality can be achieved.
Proposition 1. Consider equilibria of (1), (2), (5), (6), characterized by




, j ∈ G, (7)
holds, then the equilibrium values pM,∗ are optimal for the OGR problem (4).
2Note that an equilibrium point is a solution to the OGR problem when at that point
the value of pM is optimal for (4).
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Remark 4. Proposition 1 provides conditions on the choice of the design
variable kc,j such that the equilibria of system (1), (2), (5), (6), characterized
by Lemma 1, are solutions to the OGR problem (4). It should be noted that
design variables kf,j and kd,j do not appear in the optimization problem since
they correspond to gains in frequency deviation that becomes zero at steady
state. However, their choice is important on the stability properties of the
system, as described in the subsequent section.
5. Stability analysis
This section contains our main convergence results. In particular, we
provide conditions on how the gains in (5)–(6) should be selected and show
that when those are satisfied, then convergence is guaranteed.
5.1. Controller design conditions
In this section, we impose a condition involving design constants kc,j, kd,j
and kf,j, which is used in the convergence theorem presented in Section 5.2
below. We then explain how this condition can be numerically tested in a
computationally efficient way. The considered condition is presented below.
Design condition 1. For each generation bus j, with dynamics described





























holds for some Pj = P
T
j > 0 and some Λ̂j < Λj.
Design condition 1 is the main stability condition imposed on this paper,
and is feasible for a broad class of linear systems, as discussed in Section 6.
A necessary condition for (8) to hold is Q̂j ≤ 0. The latter is a sufficient
stability condition for primary frequency control when linear generation dy-
namics are considered (see [35, Sec. III-C]). Therefore, part of the stability
12
conditions imposed for secondary frequency control can be seen as conditions
for stability in primary frequency regulation. Furthermore, the condition re-
quires knowledge of only a lower bound of the local damping coefficient Λj,
allowing the analysis of systems where the frequency damping is unknown
but a lower bound is known.
Remark 5. The inequality condition (8) is an LMI with respect to the matrix
Pj and design parameter kf,j and can hence be verified in a computationally
efficient way. Note that the flexibility in choosing Pj and kf,j in Design
condition 1 can be exploited to form various design optimization problems.
One such problem would be to obtain the minimum frequency damping Λj
such that (8) is satisfied, when particular generation dynamics are considered.
Therefore, Design condition 1 can be useful in system design.
Remark 6. Design condition 1, in conjunction with the DADOC scheme dy-
namics, is associated with the network independent Lyapunov function, which
is used in the proof of Theorem 1 to obtain decentralized stability guarantees.
The choice of the Lyapunov function is inspired from passivity, a notion that
is widely used to provide scalable stability conditions in networks. In particu-




i − pcj) is omitted
in (5) and Design condition 1 holds, then the system with input (−ωj) and
output (pMj − Λjωj) is an input strictly passive system.
5.2. Main result
We now state our main result, demonstrating local convergence to an
optimal point of (4) where the frequency attains its nominal value.
Theorem 1. Consider an equilibrium of (1), (2), (5), (6) such that As-
sumption 1 holds and let Design condition 1 and (7) be satisfied. Then, there
exists an open neighborhood of initial conditions about this equilibrium such
that the solutions of (1), (2), (5), (6) asymptotically converge to a global
minimum of the OGR problem (4) with ω∗ = 0|N |.
Theorem 1 demonstrates local convergence to an optimal solution of the
OGR problem (4) that, following Lemma 1, satisfies ω∗ = 0|N |, hence satis-
fying all the objectives of the problem statement in Section 3.4. The main
conditions for stability are Assumption 1, which is abundant in the power
literature, and Design condition 1. In the following section, we explain how
Design condition 1 applies to various generation schemes.
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Remark 7. It should be noted that the local nature of the convergence result
in Theorem 1 follows from the presence of sinusoids in the power transfers
(1d). In particular, if (1d) is linearized, then the set of equilibria of the
resulting system would be globally attractive.
6. Discussion
In this section we discuss the applicability of our proposed scheme relative
to existing schemes considered in the literature. Furthermore, we provide
several examples of relevant generator models that fit within the considered
analysis.
6.1. Comparison with existing literature
As discussed in the introduction, the problem of addressing issues of sta-
bility and optimality for secondary frequency control in a distributed way
has been widely considered in the literature in recent years. Most studies
focused on two particular approaches to address this problem. The first
approach ensures that the frequency takes its nominal value at equilibrium
by using integral action on the frequency. This approach, resulting to a
distributed averaging proportional integral (DAPI) controller has been con-
sidered in many recent studies in the literature [7, 13, 22, 23, 24]. DAPI
schemes are simple to implement, since further than exchanging a synchro-
nizing variable, they only require knowledge of the local frequency which is
easily obtainable. However, the stability and optimality results along this
setting are limited to static generation models and quadratic cost functions.
The second approach that has been used guarantees that the frequency
takes its nominal value at steady state by ensuring that the total generation,
excluding certain frequency damping terms, is equal to the total demand.
This approach leads to a power command scheme that follows from a pri-
mal/dual algorithm associated with some optimization problem [8], [12], [14],
[15], [16]. Primal-Dual schemes allow for stability guarantees when high order
and nonlinear generation dynamics are included and for economic optimality
to be deduced when general convex cost functions are considered. However,
the implementation of such controllers requires real time measurements of
demand, which can be difficult to obtain in many cases, and generation. At-
tempts to alleviate the requirement for demand measurements introduced
additional information flow requirements (power transfers, frequency deriva-
tives) and knowledge of certain parameters (frequency damping, generation
14
DAPI DADOC Primal-Dual
Allowable cost Quadratic Quadratic Convex
function models
Allowable generation Static High Order High Order
dynamics and Nonlinear
Information flow Very low Low High
requirements
Table 1: Comparison between the two dominant schemes in the literature, DAPI and
Primal-Dual, and DADOC schemes in terms of allowable cost function models and gener-
ation dynamics and measurement requirements.
inertia). Such information requirements may introduce additional implemen-
tation costs and possibly raise security issues if the quality of information is
compromised, e.g. due to cyber-attacks.
DADOC schemes ensure that the frequency takes its nominal value at
equilibrium by integrating the difference between the generation output and
its static map for given power command input and zero frequency deviation.
Their structure enables them to share benefits of both mentioned control
schemes. In particular, DADOC schemes, in contrast with DAPI schemes,
allow for stability guarantees to be obtained when first or higher order gener-
ation dynamics are considered for a general network by tuning local control
variables. Its only additional, but not restrictive, requirement compared
to DAPI schemes is that of generation output measurements. Compared
to DADOC schemes, Primal-Dual schemes additionally allow to incorpo-
rate nonlinear generation dynamics and general convex cost functions. Ta-
ble 1 summarizes the comparison between DADOC, DAPI and Primal-Dual
schemes.
An additional feature of DADOC schemes is that the required equilibrium
condition for frequency, i.e. that ω∗ = 0|N |, is achieved without requiring
information from all buses, which is important when a controller at a bus is
withdrawn due to a failure (see also Remark 3).
A further attempt to address distributed secondary frequency regulation
issues has been made in [25], where the proposed controller allows for stabil-
ity guarantees to be obtained when first or second order generation dynamics
are considered, using measurements of generators internal states. DADOC
schemes have milder measurement requirements (generation output instead
of internal states) for their implementation compared to the scheme proposed
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in [25] and provide design conditions for power networks with arbitrary (fi-
nite) order generation dynamics. Furthermore, when second order schemes
are considered, the imposed conditions on [25] can be conservative, being ap-
plicable only if the time constants ratio is less than min(Λj, 4). Our analysis
allows any time constant ratio, as follows from Lemma 3 below.
6.2. Applications of main results
To demonstrate the relevance of our analysis, we present examples of
first, second and fifth order turbine governor dynamics and explain how our
proposed conditions apply to them.
Consider the first order generation dynamics described by
τj ṗ
M
j = −pMj +Kj(kc,jpcj − kd,jωj), (9)
for some constant τj > 0, coupled with the controller (5) and some frequency
damping Λj. For this system, the controller parameters can always be suit-
ably selected such that both Design condition 1 and optimality condition (7)
are satisfied, as follows from Lemma 2 below, proven in the appendix.
Lemma 2. Consider a bus j with generation dynamics described by (9) cou-
pled with the power command dynamics (5). Then, for any positive values
for τj, qj, Kj and Λj there exist positive constants kc,j, kd,j and kc,j such that
both Design condition 1 and optimality condition (7) are satisfied.
The proposed framework also applies to higher order generation dynam-









(pMj − αj), (10b)
where αj and τa,j, τp,j > 0 are the internal state of the system and time con-
stants associated with the generation dynamics respectively. We considered
the case where (10) is coupled with the power command dynamics described
by (5) and some frequency damping Λj. Lemma 3 below, proven in the ap-
pendix, provides a sufficient condition for the value of frequency damping Λj
such that Design condition 1 holds for the considered system.
16
Lemma 3. Consider a bus j with generation dynamics described by (10)
coupled with the power command dynamics (5) and some frequency damping




(k2c,j − kc,jkd,j + k2d,j)
holds.
The above lemma provides a sufficient condition for the value of frequency
damping Λj such that Design condition 1 holds at a bus with generation
and power command dynamics described by (10) and (5) respectively. Note
that this condition can be relaxed when particular values for τa,j, τp,j are
considered and that it does not impose any constraint on time constants
τa,j, τp,j.
To further demonstrate the applicability of our proposed scheme, we con-
sider the fifth order turbine governor dynamics provided by the Power System
Toolbox [36]. The dynamics relating turbine governor power output pMj with










whereKj and Ts,j, Tc,j, T3,j, T4,j, T5,j are the droop coefficient and time-constants
respectively. We have studied the implementation of our proposed scheme on
such dynamics using realistic values for these models provided by the toolbox
for the NPCC network3, where turbine governor dynamics are implemented
on 22 buses. The corresponding buses also have appropriate frequency damp-
ing Λj. We examined the effect of incorporating an input signal as follows
from (6) in the above dynamics by considering4 the turbine governor dynam-
ics
p̂Mj = Gjûj, j ∈ N.
For appropriate choices of design constants kc,j, kd,j and kf,j in (5), we have
numerically validated that Design condition 1 was satisfied at all 22 buses
with turbine governor dynamics, hence demonstrating the applicability of
our analysis to realistic high order turbine governor dynamics.
3The data were obtained from the Power System Toolbox [36] data file datanp48.
4Note that x̂ denotes the Laplace transform of x.
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7. Simulation on the NPCC 140-bus system
In this section we use the Power System Toolbox [36] to perform nu-
merical simulations on the Northeast Power Coordinating Council (NPCC)
140-bus interconnection system, in order to numerically validate our analytic
results. The model used by the toolbox is more detailed than our analytic
one, including a DC12 exciter model, a transient reactance generator model,
and high order turbine governor models5.
The NPCC network consists of 47 generation and 93 load buses and has
a total real power of 28.55GW. For our simulation, we considered a step
increase in demand of magnitude 4 p.u. (base 100MVA) at each of the load
buses 2, 9, 16, 17, 19 and 20 at t = 1 second.
To demonstrate the applicability of DADOC control schemes, the dy-
namics in (5)–(6) where implemented on 11 generators with third, fourth
and fifth order turbine governor dynamics. Furthermore, a quadratic cost
function, penalising the deviation in generation output was considered at
each contributing generation bus. The cost coefficients where selected to be
equal to K−1j , relating high cost coefficients with small droop gains, in con-
sistency with relevant literature on optimal frequency regulation, e.g. [4].
Furthermore, it has been numerically verified that the stability and optimal-
ity properties of the system, demonstrated below, are retained for a broad
range of cost coefficient values. Note that the choice of controller parameters
was in agreement with Design condition 1 and optimality condition (7).
Figure 1 depicts the frequency response on a randomly selected bus, where
it is demonstrated that the frequency attains its nominal value at steady
state. Hence, the simulation numerically validates the analytic convergence
results of Theorem 1. Furthermore, Figure 2 demonstrates that the marginal
costs of all 11 generators that contribute to secondary frequency control
converge to the same value. This illustrates the optimality in the power
allocation among generators, since equality in the marginal cost is sufficient
to solve (4).
7.1. Comparison of DADOC and DAPI schemes
DADOC schemes, as already discussed, provide distributed stability guar-
antees on power networks with high order generation dynamics. This is in
5The simulation details can be found in the data file datanp48 and the Power System
Toolbox manual [36].
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Frequency at bus 101
Figure 1: Frequency at bus 101 of the NPCC network.
contrast to DAPI schemes, the alternative scheme proposed in the litera-
ture with easily obtainable measurement requirements, that can only tolerate
static generation. This subsection demonstrates the capability of DADOC
schemes to offer improved performance compared to DAPI schemes.
To compare the performance of DADOC and DAPI schemes, we repeated
the simulation described above with 9 generators performing secondary fre-
quency control and introducing controllable loads described by (10) on 20
load buses. To excite the system, we considered a step disturbance of magni-
tude 2 p.u. (base 100MVA) at t = 1 second on buses 2, 9, 16, 17, 19 and 20.
Furthermore, to make the simulations more realistic, we imposed a commu-
nication delay of 170ms (see e.g. [37]) on frequency measurements and the
transmission of power command signals to generation units and controllers.
For a fair comparison, we aimed for the fastest achievable response from
each scheme, (i.e, the response with the minimum time for the frequency
to converge to within 0.01Hz of its nominal value), by accordingly adjust-
ing the gains in the range where the system is well behaved. The frequency
response for both cases is depicted with the blue and green lines in Figure
3, where it is evident that DADOC schemes allow for a significantly faster
response, since the frequency converges to within 0.01Hz from its nominal
value after 15.4s compared to approximately 40s when the DAPI scheme is
implemented. Furthermore, selecting the gains of DAPI scheme to provide
an initial response of similar speed (i.e., of similar time to reach the nomi-
nal frequency for the first time) to DADOC resulted to oscillations, as also
19
















Marginal Cost of OGR
Figure 2: Marginal cost of generation buses contributing to secondary frequency control.
demonstrated in Figure 3.
8. Conclusion
We have considered the problem of designing distributed control schemes
for secondary frequency regulation such that stability is guaranteed and an
optimal power allocation is attained. We have presented a novel distributed
averaging dynamic output control (DADOC) scheme that achieves the above
objectives by guaranteeing stability and optimality when a wide class of gen-
eration dynamics and quadratic cost functions are considered, and that the
frequency attains its nominal value at steady state. DADOC controllers
offer advantages compared to the existing schemes presented in the litera-
ture, allowing for stability guarantees when high order generation dynamics
are incorporated and requiring easily obtainable measurements (generation
output and frequency). We demonstrate the relevance of our analysis with
several examples of turbine governor dynamics and explain how design pa-
rameters can be selected in a computationally efficient way by suitable LMI
conditions. Our analytic results are validated with realistic simulations on
the NPCC 140-bus system, where DADOC schemes demonstrate improved
performance compared to DAPI schemes.
Appendix
This appendix contains the proofs of the results presented in this paper.
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Figure 3: Frequency response at bus 101 when DADOC and DAPI schemes are imple-
mented with fastest stable gains and time delays of 170ms (implementation with loads).
The red line depicts the oscillating response following from applying similar gains to DAPI
schemes as the ones tolerated by DADOC schemes.
Throughout the proofs we will make use of the following equilibrium
equations for the dynamics in (1), (2), (5), (6),
0 = ω∗i − ω∗j , (i, j) ∈ E, (A.1a)
0 = −pLj + p
M,∗






p∗ij, j ∈ G, (A.1b)






p∗ij, j ∈ L, (A.1c)
p∗ij = Bij sin η
∗
ij, (i, j) ∈ E, (A.1d)
pM,∗j = Kju
∗
j , j ∈ G, (A.1e)







j ), j ∈ G, (A.1f)
u∗j = kc,jp
c,∗
j − kd,jω∗j , j ∈ G. (A.1g)
Proof of Lemma 1: From (A.1a) it follows that ω∗i = ω
∗
j for all (i, j) ∈ E,





j − Kju∗j − kf,jω∗j ) = 0, which by (A.1e) and kf,j > 0 implies
that ω∗ = 0|N |. Since ω
∗
j = 0, j ∈ N , it follows by (A.1e), (A.1f) and the fact
that the communication graph is connected that pc,∗ ∈ Im(1|G|). 
Proof of Proposition 1: The OGR optimization problem (4) is convex and
has a continuously differentiable cost function. Thus, a point p̄M is a global
21
minimum for (4) if and only if it satisfies the KKT conditions [38]
qj p̄
M






for some constant ν ∈ R. It will be shown below that these conditions are
satisfied by the equilibrium values p̄M = pM,∗ defined by equations (A.1e)
and (A.1g) when (7) holds.
From Lemma 1, it follows that ω∗ = 0|N | and p
c,∗ ∈ Im(1|G|). Then,
let ν = pc,∗j and note that is common at every bus since power command






j , by ω
∗ = 0|N | and equations (A.1e),
(A.1g) and (7). Thus, the optimality condition (A.2a) holds.
Summing equations (A.1b) and (A.1c) over all j ∈ G and j ∈ L respec-
tively and using that ω∗ = 0|N | shows that (A.2b) also holds. Hence, the
values p̄M = pM,∗ satisfy the KKT conditions (A.2). Therefore, the equilib-
rium values pM,∗ define a global minimum for (4). 
Proof of Theorem 1: We will use the dynamics in (1), (2), (5), (6) and
the matrices Pj in Design condition 1 to define a Lyapunov function for the
system (1), (2), (5), (6).




j∈GMj(ωj − ω∗j )2. The time-derivative of VF




(ωj − ω∗j )
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by substituting (1b) for ω̇j for j ∈ G and adding extra terms for j ∈ L, which
are equal to zero by (1c). Subtracting the product of (ωj − ω∗j ) with each









Λj(ωj − ω∗j )2 +
∑
(i,j)∈E
(pij − p∗ij)(ωj − ωi),
(A.3)










2. Using (5) the time











j )−Kj(uj − u∗j)

















(sin θ−sin η∗ij) dθ. Using (1a)




Bij(sin ηij − sin η∗ij)(ωi − ωj) =
∑
(i,j)∈E
(pij − p∗ij)(ωi − ωj). (A.5)
Furthermore, from Design condition 1, it follows that there exist gains
kf,j, kc,j, kd,j and a positive definite matrix Pj = P
T
j such that (8) holds.












j ) and note that it is positive














+ (xMj − x
M,∗
j )
TBj(uj − u∗j), (A.6)
where uj and u
∗
j are given by (6) and (A.1g) respectively.
Based on the above, we consider the Lyapunov candidate
V (η, ωG, xM , pc) = VF + VP +
∑
j∈G
V Mj + VC . (A.7)





(ωj − ω∗j )(pMj − p
M,∗
j ) + V̇
M
j
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Note that Qj above is identical to the matrix in (8) when Λj is replaced by











i )− (pcj − p
c,∗
j ))
2 ≤ 0 (A.11)
for Λ̄j = Λj − Λ̂j > 0, j ∈ N . Furthermore, ωG,∗ and xM,∗j , j ∈ G are strict
global minima for VF and V
M
j , j ∈ G respectively. Moreover, pc,∗ is a strict
global minimum of VC . Furthermore, from Assumption 1 it follows that there
exists some neighborhood of η∗ in which VP is increasing. Since the integrand
is zero at the lower limit of the integration, η∗ij, this immediately implies that
VP has a strict local minimum at η
∗. Hence V has a strict local minimum
point at Γ∗ := (η∗, ωG,∗, xM,∗, pc,∗). Therefore there exists a connected set
Ξ := {(η, ωG, xM , pc) : V ≤ ε} containing Γ∗ where, for sufficiently small
ε > 0, V is a nonincreasing function of all the system states, as follows from
(A.11), and has a strict local minimum at Γ∗. Therefore, Ξ contains Γ∗ and
is compact and positively invariant for (1), (2), (5), (6).
Lasalle’s Invariance Principle can now be applied with the continuously
differentiable function V on the compact positively invariant set Ξ. This
guarantees that all solutions of (1), (2), (5), (6) with initial conditions
(η(0), ωG(0), xM(0), pc(0)) ∈ Ξ converge to the largest invariant set within
Ξ ∩ {(η, ωG, xM , pc) : V̇ = 0}. We now consider this invariant set. If V̇ = 0
holds within Ξ, then (A.11) holds with equality, hence we must have ω = ω∗
for all j ∈ N and (pc − pc,∗) ∈ Im(1|G|).











j ) = c1, where c1 is constant. Fur-
























c − pc,∗) ∈ Im(1|G|) it
holds that ˙̂pc = c2− c3p̂c, where c3 =
∑
j∈G(Kjkc,j). Therefore, it is trivial to
show that p̂c converges to some constant value, and since (pc−pc,∗) ∈ Im(1|G|),
24
it follows that also pc converges to some constant value p̄c. The convergence
of (ω, pc) to (ω∗, p̄c) results to uj = ūj and by the conditions imposed on (2)
to xMj = x̄
M
j for all j ∈ G, where (ūj, x̄Mj ) are constants. Finally, the fact that
(ω, pM) are constant guarantees from (A.1b)–(A.1d) that η and p are also
constant. Furthermore, by summing (A.1b)–(A.1c) and using (A.1g) and the
synchronization of pcj variables, it follows that p̄
c is unique and therefore equal
to pc,∗, which also implies that (ūj, x̄
M




j ). This allows
to conclude the convergence of all solutions of (1), (2), (5), (6) with initial
conditions (η(0), ωG(0), xM(0), pc(0)) ∈ Ξ to the set of equilibrium points
defined in Definition 1 and characterized by Lemma 1. Finally, to conclude
the convergence proof, we choose for S any open neighborhood of Γ∗ within
Ξ. Finally, as follows from Proposition 1, when (7) holds, then the described
equilibria are solutions to (4). 




then optimality condition 7 is satisfied. Then, consider the matrix in (8)
with the matrices Aj, Bj, Cj and Dj following from (9) and let kd,j = kc,j,
kf,j = Kjkc,j, P =
τj
Kjkc,j
> 0 and 0 = Λ̂ < Λj. Then, two of the eigenvalues




is negative for all positive values of Kj, kc,j. 
Proof of Lemma 3: The proof follows by analytically evaluating the eigen-
values of the matrix in (8) with the matrices Aj, Bj, Cj and Dj following from










(kc,j + kd,j). In par-
ticular three of the eigenvalues of the resulting matrix are non-positive and
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