Abstract. In this paper, we present a shock capturing discontinuous Galerkin (SC-DG) method for nonlinear systems of conservation laws in several space dimensions and analyze its stability and convergence. The scheme is realized as a space-time formulation in terms of entropy variables using an entropy stable numerical flux. While being similar to the method proposed in [14], our approach is new in that we do not use streamline diffusion (SD) stabilization. It is proved that an artificialviscosity-based nonlinear shock capturing mechanism is sufficient to ensure both entropy stability and entropy consistency, and consequently we establish convergence to an entropy measure-valued (emv) solution. The result is valid for general systems and arbitrary order discontinuous Galerkin method.
The initial condition u 0 (x) is assumed to have compact support to avoid technicalities arising from boundary conditions. Using this assumption together with finite speed of propagation in hyperbolic problems, one may assume that the solution u(x, t) has compact support for any finite time t and vanishes for |x| large.
It is well-known that (1.1) can produce shocks and discontinuities in finite time; hence the solution cannot be interpreted in the classical sense. This motivates one to introduce the concept of weak solution which is defined as a bounded function u that satisfies the (1.1) in distributional sense, i.e.
(1.2)
Here the notation u, w denotes the inner product between vectors u and v in state space R m . Also we will use the notation a · b as the notation for the inner product of vectors a and b in physical space R d .
Weak solutions are not necessarily unique nor physical; an entropy inequality condition is used to single out the physically admissible solutions. Assume that there exists a pair of functions (U, F ), U : R m → R and F = (F 1 , . . . , F d ) T : R m → R d such that U is convex and ∂ u F k (u) = ∂ u U (u)∂ u f k (u) for all 1 ≤ k ≤ d. Then, U and F are called entropy function and entropy flux, respectively and the admissibility for weak solutions depends on the consistency with the entropy inequality condition
in the distributional sense for all entropy-entropy flux pairs corresponding to the system (1.1). Applying this admissibility condition, one can select a unique solution for a scalar equation, termed the entropy weak solution (see Kružkov [19] ). This is basically the result of 'richness' of the family of entropy pairs; while the lack of enough entropies for general systems is the main reason why the well-posedness of the weak solution is still an open problem for general systems. By defining entropy variables as v = (U u ) T one can recast (1.1) in symmetric form as
such that the matrix u v is symmetric positive definite and the matrices f k v are symmetric. Taking inner products of the system (1.1) with respect to entropy variables yields
i.e. eq. (1.3) is satisfied with equality for smooth solutions. As we will see later, this property simplifies the stability and convergence analysis. In general, the best a priori estimate one can get for the solutions of (1.1) is the so-called entropy stability. This originates from the entropy inequality condition (1.3) by integrating it over the spatial domain and considering an arbitrary time T combined with compact support assumption which leads to the following global entropy inequality
This property can be viewed as the nonlinear extension of L 2 stability for systems of conservation laws and is desirable to be kept for the approximate solution u h as well. This is the motivation behind entropy stable schemes, which were originally introduced by Tadmor [25] . In a finite volume framework, these methods have been extended to higher order Essentially Non-Oscillatory (ENO) schemes very recently [8, 9] . In the finite element context, in [15] entropy stability is constructed by adding streamline diffusion (SD) in space-time formulation. Later formulations with streamline diffusion with or without shock capturing (SC) term are presented in [17, 18, 23, 24] . The extension to DG methods is presented in [16] .
The above-mentioned methods are designed to satisfy the entropy stability condition; however this is not sufficient to conclude any sort of convergence for the numerical scheme in the general case due to lack of enough a priori information on the solution.
Trying to obtain some sort of convergence leads to an even weaker notion of solution, the so-called entropy measure-valued (emv) solutions. These types of solutions, introduced by DiPerna [5] , are more general than weak solutions and permit a meaningful convergence theory for numerical schemes approximating (1.1). We discuss this concept later in §2.
For scalar equations, the emv solution contains the entropy weak solution as a special case (when the initial data is a Dirac measure, see DiPerna [5] ). Using this theory, convergence to entropy weak solutions of scalar conservation laws has been established for both continuous and discontinuous streamline diffusion finite element methods [16, 17, 18, 23, 24] . In the case of systems, convergence to an emv solution has been proved very recently in [8] for TeCNO schemes in the finite volume context and in [14] for an SCSD discontinuous Galerkin (SCSD-DG) method.
On the other hand, despite the apparent need to include SD terms to control the residual in these schemes, ideas questioning the necessity and even adequacy of linear stabilization via streamline diffusion have gained momentum [21, 7] . Furthermore, while SD stabilization is often included in the analysis of DG schemes, it is not commonly found in practical implementations. (There is a plethora of examples, e.g. [12, 22, 3, 11, 10] .) Recently, Nazarov in [21] suggested a stripped-down version of the SCSD continuous Galerkin method of [18] for scalar equations and linear finite elements, by disregarding the SD term and utilizing residual based shock capturing as the only stabilization mechanism. The paper showed that the approximate solution of the scheme still converges to the entropy solution.
In the present paper we propose a class of DG schemes for (1.1), using only a suitable nonlinear shock-capturing term for stabilization. We will show that our method is entropy stable and satisfies the global entropy inequality (1.6). The main goal of this paper is to prove that under an assumption of a uniform L ∞ bound solutions of the suggested scheme converge to an entropy measure-valued solution of (1.1) for arbitrary (fixed) order of polynomial approximation.
The framework presented in [14] , where convergence of a SCSD-DG method was proved, is the skeleton of this work. In the present paper we extend the result of [14] not only by proving that we can obtain adequate residual control without using streamline-diffusion stabilization, but we also use refined estimates, resulting in a shock capturing operator using nonlinear viscosity that is higher order small compared to [14] . This results in a less diffusive method.
Section 2 introduces basic definitions and theorems on Young measures and mv solutions which will later be used in the convergence proof. The space-time DG framework is introduced in §3. This section also includes the explicit forms of the numerical diffusion and shock capturing operators. In §4 the fully discrete entropy inequality and a BV-estimate are obtained and §5 includes the proof of convergence to an entropy measure-valued solution.
2. Entropy measure-valued solutions. We define the measure-valued solution of (1.1) as follows [5] : Definition 2.1. A measurable map µ from the physical domain R d × R + to the space of non-negative measures with unit mass over the state domain R m ,
is called a measure-valued solution of (1.1) if the divergence of the average value of the defining field {σ, f (σ)} vanishes in the sense of distribution on
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m , where y and σ denote the generic variables in space-time domain R d × R + , and state domain R m , respectively. Moreover, the notation µ y , g(σ) E denotes the expectation of function g with respect to the probability measure µ y as
Moreover, since the system (1.1) has entropy extension with entropy pair (U, F), µ is called an admissible (or entropy) measure-valued solution if (2.4)
The notion of measure-valued solution is a generalization of the standard distributional (weak) solution of (1.1). Noting the linearity of (2.2) and (2.4), one can clearly see that the concept of measure-valued solution is weaker than that of the traditional distributional solution, and any convex combination of two emv solutions is another emv solution. This linearity in the measure-valued sense helps prove convergence of a bounded sequence of solutions produced by a vanishing viscosity method, which is a significant problem for traditional weak solutions to nonlinear systems.
Let {u } >0 be a weak- * convergent subsequence of the viscosity solutions of an -perturbed version of (1.1), which converges to some function u. Due to nonlinearity in the flux, the sequence {f (u )} >0 does not necessarily converge to f (u) in the weak- * topology. Consequently, the convergence to a weak solution of (1.1) can fail in standard topology. However, u necessarily converges to a measure-valued solution of (1.1) with an appropriate interpretation of convergence. The following Young's theorem provides such an appropriate interpretation of convergence: Theorem 2.2 (Theorem 2.1 of [23] ). Let u j be a uniformly bounded sequence in L ∞ (R d × R + ), i.e., for some constant C,
Then there exist a subsequence (again denoted) u j and a family of measurable probability measures µ y ∈ P rob(R m ), such that supp µ y is contained in {y ∈ R d ×R + , |y| ≤ C} and the L ∞ weak- * limit,
exists for all continuous functions g and for almost all points y ∈ R d × R + , wherē g = µ y , g(σ) E .
3. Space-time SC-DG formulation. Here, we introduce the shock capturing discontinuous Galerkin (SC-DG) method for nonlinear systems of conservation laws (1.1). A space-time framework, similar to that used in [14, 17, 18, 23, 24] , is proposed for discretization of the problem. Here we introduce the space-time triangulation, the approximation space and in particular the structure of the shock capturing term. In order to discretize (1.1), let 0 = t 0 < t 1 < ... < t N = T be a sequence representing discrete time steps, and let I n = [t n , t n+1 ) be the corresponding time intervals. We also denote the space-time domain by Ω × [0, T ].
We consider a subdivision T n = {κ} of the space-time domain into disjoint convex * finite elements on each space-time slab, S n = Ω × I n , with interface members κ j ∩ κ j , i = j of measure d − 1. Here, d denotes the dimension of the space-time which is equal to d + 1. Without loss of generality, let us assume that
where h κ is the exterior diameter of a space-time cell κ. The interior diameter of an element (the diameter of the inscribed circle) is denoted by ρ κ . We assume the following quasi-uniformity condition
with σ > 0 independent of h. The perimeter of κ is defined by p κ = Σ e∈∂κ |e|, where |e| is the d-measure of the face. The uniformity assumption (3.2) implies that (cf. [4] )
for some µ > 0 independent of h. Typically, κ might be a tetrahedron or a prism defined as K × I n , where K corresponds to spatial triangulation on R d . Seeking easier notation, from now on we present our formulation for prisms. Note, however, that there is no restriction to extend this framework to tetrahedra or tilted prisms (cf. [16] for more discussions).
To define spatial trace quantities, if n is the outward normal to the cell spatial interface ∂K, we set w K,± (x, t) ≡ lim →0 w(x ± n, t) as the associated trace values on an interface. Also we introduce the notation v
for the jump values on the cell interface.
Variational formulation.
The finite dimensional space for the approximate solution is defined as
where P q (κ) is the space of polynomials of at most degree q for a domain κ ⊂ R d . We
n as the approximation space in global space-time domain. The approximating functions are considered discontinuous both in space and time.
The proposed shock capturing discontinuous Galerkin method has the following quasi-linear (nonlinear in first argument and linear in the second one) variational form in terms of entropy variables:
Note that we realize the functions in terms of entropy variables v h which are the basic unknowns and the dependent conservative variables are derived via mapping u(v h ). This mapping sometimes is explicitly omitted, e.g. f (v h ) is written rather than f (u(v h )). The scheme (3.5) can be seen as the stripped-down version of the method suggested in [14] , by disregarding the streamline diffusion (SD) term which is usually added to control the residual.
In the following we explain the details and explicit form of terms in (3.5).
DG quasi-linear form.
Using the test function w h ∈ V q n to penalize the interior residual of the cell, jumps of temporal values and spatial flux and applying the integration by part leads to
with the notation w h n,± (x) = w h (x, t n ± ) to define the temporal boundary values. Also we assume that the initial data v
Here,f : 
, which is considered to be consistent and conservative. Also this numerical flux is supposed to be entropy stable, i.e. following [14] , we consider the spatial numerical flux in the viscosity form as
where
; n) denotes the entropy conservative flux and D is the required numerical diffusion to obtain the entropy stability. For comprehensive discussion on entropy conservative and entropy stable fluxes we refer to the seminal paper by Tadmor [26] and just mention the following basic property of f *
Tadmor in [25] showed the existence of such flux for general systems of conservation laws in the form
where v h (θ) is a straight line parameterization connecting the two states v
Unfortunately, this form of flux does not have closed-form and is hard to calculate. We refer to [26] for discussions on the practical method for obtaining entropy conservative flux. Also we refer to [9] for explicit formulation of entropy conservative fluxes for Euler and shallow water equations.
In order to determine the diffusion operator, we define the diffusion matrix D as a positive definite matrix with a uniform spectral bound, i.e. there are positive constants c and C independent of v h such that ∀w = 0 (3.13) 0 < c w, w ≤ w, Dw ≤ C w, w .
For the discussions on the structure of this operator we refer to [9, 14] and [27] . It is worth mentioning that, by C (or c) we will denote a positive constant independent of h, not necessarily the same at each occurrence.
3.4. Shock capturing operator. In order to stabilize the scheme in the presence of discontinuities we need to add a form of artificial viscosity. We expect this operator to add a significant stabilization effect close to discontinuities, while only a little viscosity is added in smooth regions. In this formulation, the residual of the finite element solution is used as a sensor for presence of discontinuities.
Here we follow [14] in introducing the shock capturing operator as
where the viscosity ε n,K is defined as
Here, h θ is added as the regularization parameter with parameter θ such that
Also the viscosity strength parameters α 1 and α 2 are chosen such that
The rationale behind these choices for θ, α 1 and α 2 are discussed later in the convergence analysis part. It should be noted that the scaling of the viscosity coefficient is less diffusive, compared to [14] , due to refined estimates used in §5. In (3.14), C are positive constants,ũ v denotes u v (ṽ n,k ) andṽ n,K is the cell average and scaling factor defined as
Moreover, the local residual is defined as
and we have the following two definitions for the cell and boundary weighted residual, respectively,
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Now the proposed SC-DG method (3.5) is well-defined. The rest of the paper is basically devoted to the proofs of entropy stability and convergence to entropy measure-valued solution for (3.5).
Energy analysis.
We first note that the approximate solution of (3.5) satisfies the global entropy inequality in the fully discrete sense. Then, by adopting some additional assumptions, we show a weak BV-estimate.
Entropy stability.
The entropy stability result is given as the following theorem:
Theorem 4.1 (Theorem 3.1 of [14] ). Consider the system of conservation laws (1.1), equipped with strictly convex entropy function U and corresponding entropy flux functions F k , k = 1, . . . , d. Furthermore, assume that the exact and approximate solutions have compact support inside the spatial domain Ω. Then, the shock capturing discontinuous Galerkin scheme (3.5) approximating (1.1) has the following properties:
(i) The scheme (3.5) is conservative in the following sense:
(ii) The scheme (3.5) is entropy stable i.e., the approximate solution u h admits the following fully discrete global entropy bounds,
where u * (t 0 − ) is called the minimum total entropy state of the projected initial data and is defined as
Proof. (Sketch) The proof of this theorem is not strongly dependent on the presence of streamline-diffusion stabilization, and is in fact very similar to the proof presented in [14] . We give only a sketch here, mainly with the aim to introduce terms that facilitate exposition of the material in the following. Consult [27] for a more detailed version of the proof.
First we note that the conservation property (4.1) follows immediately from choosing w h ≡ 1 in (3.5). The second assertion is obtained by considering B(v h , v h ) = 0, and proving a series of inequalities:
These estimates together give the upper bound in (4.2). The lower bound is obtained exactly as in [14] . Now, assume that the spectral bound (3.13) on the diffusion matrix holds, and that there exist some constants independent of v h such that ∀w = 0
. Then we can make the inequalities of the proof of Theorem 4.1 sharper (cf. [14, 27] for more details)
The global entropy inequality (4.2) together with the above inequalities imply
which readily gives (4.6)
This result will be used in the later proofs.
BV-estimate.
In order to prove convergence, we require a BV-estimate for the approximate solutions of the SC-DG method (3.5). Before reaching to that point we need to state Lemmas 4.2 and 4.3. The proofs will be presented in the appendix: Lemma 4.2. Let us assume that (4.4) holds and there exists a uniform spectral upper bound for f u , i.e.
(4.7)
w, f u w ≤ C w, w ,
where C is uniform and independent of w. Then one can find a uniform upper bound with respect to h for
Moreover, these expressions vanish as h → 0, if the inequalities hold strictly. A similar lemma can be stated for the boundary residual terms: Lemma 4.3. Assuming that (3.13) and (4.7) hold, one can find a uniform upper bound with respect to h for
Moreover, these expressions vanish as h → 0, if the inequalities hold strictly. Now the BV-estimate is obtained as a corollary of Theorem 4.1, starting from inequality (4.5).
Corollary 4.4. Let the assumptions of Theorem 4.1 hold and the diffusion matrix D be spectrally bounded as (3.13). Also we assume the same spectral boundedness for u v , i.e., (4.4) holds. Then the approximate solution v h satisfies the following weak BV-estimate:
where C is a positive constant dependent on the initial condition u 0 .
Proof. The first two terms of (4.8) are the same as (4.5). The remaining terms can be obtained from Lemmas 4.2 and 4.3 by choosing γ = α 1 and γ = α 2 in part (ii) of Lemmas 4.2 and 4.3, respectively. The BV-estimate follows.
Note that the spectral boundedness of the symmetrizer u v (and consequently v u ) as in (4.4), needs a deeper look. In [27] it is shown that this seems achievable for some systems like shallow water equations and polytropic Euler equations by adopting some physical constraints † as well as L ∞ bound on the approximate solution u. This is comparable to what Dutt [6] established for the Navier-Stokes equations.
Convergence analysis.
In the convergence analysis of SC-DG scheme (3.5), first in §5.1 the convergence of the sequence of the solutions to a mv solution is proved. Then in §5.2 the admissibility of this solution is showed by satisfying some entropy inequality.
Convergence to measure-valued solution.
In order to show convergence, we must revisit and modify the proof given in [14] to account for the removal of the streamline diffusion term. Furthermore, we employ refined estimates on several occasions, which leads to the less diffusive scaling of the shock-capturing operator (cf. eq. (3.15) in §3.4).
First, let us introduce an H 1 -projection as the connection between infinite dimensional and finite dimensional space of the solution.
Definition 5.1.
is denoted by ϕ h and is defined as
m ; where for all w h ∈ (P q (K × I n )) m we have
Note that solving (5.1) corresponds to a discrete Neumann problem in K × I n . The regularity of the solution of the elliptic problem and infinite differentiability of ϕ give the following estimates [16] :
where r = 0, 1, . . . , q + 1. Note that (5.2b) and (5.2c)) utilize H 2 -regularity of the solution of the Neumann problem (5.1). This requires the convexity of the triangulation.
Also we need the following direct estimate between L 2 and
m , then the following estimates hold
In the following we assume that q ≥ 1 (For the case q = 0 our scheme reduces to a standard finite volume scheme for which convergence analysis is presented in [4] ). The following theory establishes the convergence to mv solution for scheme (3.5):
Theorem 5.2. Let v h be the approximate solution of the system (1.1) by the shock capturing DG scheme (3.5) . Under the assumption of (3.13), (4.4) and the approximate solution converges to a measure-valued solution (2.2) of the system of conservation laws (1.1).
Proof. Showing the consistency of the SC-DG method (3.5), combined with Theorem 2.2, is the key to prove the weak- * convergence to a measure-valued solution.
One can decompose SC-DG scheme (3.5) by using (3.4), (3.8) and (3.15) as
Each term will be discussed in the following: a) We decompose the shock capturing term (3.14) as follows:
where ε (1) n,K and ε (2) n,K correspond to residual and boundary residual parts in the viscosity coefficient in (3.15), respectively. First, considering B
(1) SC and using (4.4) yields
Therefore, by using (5.3b) and Cauchy-Schwarz inequality we get to
n,K
Res n,K . 
Similarly for B
SC we obtain
n,K BRes n,K .
Using Lemma 4.3 and choosing α 2 > 0 one can see that B
(2)
We define the part related to the entropy conservative flux as
Now we reformulate (5.9) to consider both side of the interface in addition to adding and subtracting the continuous test function ϕ
The last estimate uses the continuity of the entropy conservative fluxes f * with respect to v h . Using (5.2c) with r = 2, the following holds by shape-regularity (3.3),
Similar to the process in (5.10) and by Cauchy-Schwarz inequality and (3.13) we get to
where the last estimate follows from (5.2c) with r = 1. We conclude that B (s2)
Adding and subtracting ϕ n = ϕ(t n ) we obtain
=0 (telescoping series and compact support of ϕ) , (5.14) which yields
which is based on (3.3), (5.2c) (with r = 2) and continuity of the mapping u(v) regarding to v. So B (t1)
e) Let us define the internal part B
Here E(ϕ) = ϕ−ϕ h denotes the projection error operator. By applying continuity of u(v) and f k (v) with respect to v, Cauchy-Schwarz inequality and using (5.3a) we have
using estimates (5.2b) and (5.2d) (with r = 2). Hence B (int)
To prove convergence, using the results in parts a) to e), we observe that
Owing to the L ∞ bound on v h as (5.4) and based on Theorem 2.2, we can claim that there is a Young measure µ, such that
as h → 0. On the other hand, unlike weak solutions, nonlinearity in f k commutes with this new sense of convergence based on (2.6), therefore
This establishes the convergence we look for; by (5.18), (5.19) and (5.20) we obtain
and the Theorem 5.2 follows.
Entropy consistency.
The remaining step is showing that the solution obtained by (3.5) is admissible, i.e. satisfies (2.4). Before stating the corresponding theorem we introduce the following super approximation estimate or discrete commutator property:
n in the element κ and ϕ is an infinitely smooth function ϕ ∈ C ∞ (κ). Then the following results hold
The proof of (5.22) is a special case of the proof presented in [2] and the boundary estimate (5.23) can be proved along the same line as (5.22). Also we need the following lemma borrowed from [1] : Lemma 5.4. Let U be the entropy function of (1.1) and v the corresponding entropy variables. Then the following holds.
where v(θ) is defined as (3.12) .
For the proof we refer to [1] , as well as to [27] for more details. The entropy consistency result is given as the following theorem: Theorem 5.5. Let v h be the approximate solution generated by the scheme (3.5). We assume that v h is uniformly bounded as in (5.4) and the conditions (3.13) and (4.4) hold. Then, the limit measure-valued solution µ satisfies the entropy condition (2.4).
Proof. We follow [14] and consider an infinitely smooth non-negative function 0 ≤ ϕ ∈ C ∞ c (Ω × R + ). Also in order that v h ϕ can be inserted as the test function in quasi-linear form B, it needs to be projected to the finite dimensional space V q n . This is done using the H 1 -projection operator (5.1) and results in the following two terms
As we will show, the first term, which is called compensation term, vanishes as h goes to zero while the second one provides us with the entropy inequality condition (2.4). The second term can be decomposed in temporal, spatial and shock capturing parts as
Each of these terms will be explained in the following: a) Using the definition of ψ in (3.10), one can check that f , (vϕ) x = (ψϕ) x + F ϕ x and the spatial part of the quasi-linear form gives
Considering contributions from both sides of the interface, using the definition of the entropy conservative flux f * in (3.11) and the positive definiteness of D as (3.13) gives
b) The temporal part gives
which by applying integration by parts leads to 
c) Using (3.14), the shock capturing term can be written as 
As h → 0, A vanishes and remembering the arguments on weak- * convergence in Theorem 5.2 yields (5.32)
The remaining terms are those which contain the projection error,
and in the following we show that the compensation term vanishes as h goes to zero:
We divide this procedure into the following steps: e) The definition of H 1 -projection (5.1), obviously yields
f) Defining the internal part as in (5.16), and integrating by parts, we have
Res, E(v h ϕ) dx dt can be bounded from above as
Here super approximation estimate (5.22) and direct estimate (5.3a) are used. In order to require B to vanish as h goes to zero, Lemma 4.2 (with γ = 1 + d 2 ) gives the requirement α 1 < 2. g) For the total DG operator including the boundary terms we have
By definition of boundary residual (3.21), super approximation estimate (5.23) and direct estimate (5.3a), we obtain
Using the result of part f) as well as the arguments on boundedness in Lemma 4.3, we observe that both terms in (5.38) vanish as h goes to zero. Hence, B DG (v h ϕ, E(v h ϕ)) → 0 as h → 0. This proves the entropy consistency introduced in (2.4).
6. Conclusion. In this work we have shown the capability of the shock capturing mechanism to ensure the convergence to entropy measure-valued solution for nonlinear systems of conservation laws. We followed the framework presented by [14] in streamline diffusion shock capturing discontinuous Galerkin and introduced a stripped-down version by omitting the streamline diffusion term while retaining the entropy stability and convergence of the method. Also using super approximation estimates, we succeeded to 'relax' the scaling in the viscosity and obtain a less diffusive method.
The dimensional consistency of the formulation was not the point of interest in the convergence analysis and was ignored totally in this work. In practical cases it is required to consider the dimensions of the shock capturing operator to be consistent. In [13] a dimensional consistent formulation with SD term is presented.
Appendix. Here we present the proofs of the Lemmas 4.2 and 4.3. Note that by the notation Γ we mean a h-dependent constant Γ = Ch β , where C is independent of h.
Assuming that (4.4) and (4.7) hold and remembering the definition of the residual (3.19), the residual can be bounded from above as |Res| ≤ C|∇v h | using the uniform bound on the eigenvalues. Consequently one can easily obtain . Using the condition on θ in (3.16), one can check that the second condition reduces to the first one, and we only need to satisfy γ ≥ d +α1
Note that the maximum rate of convergence with respect to h occurs when
2 . For this choice all terms in brackets on the right hand side of (A.5) reduce to h 
