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Abstract
In this paper, we give a reduced formula of the characteristic polynomial of k-uniform
hypergraphs with a pendant edge. And the explicit characteristic polynomial and
all distinct eigenvalues of k-uniform hyperpath are given.
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1. Introduction
For a positive integer n, let [n] = {1, . . . , n}. A k-order n-dimension complex
tensor T = (ti1···ik) is a multidimensional array with nk entries on complex number
field C, where ij ∈ [n], j = 1, . . . , k. Denote the set of n-dimension complex vector
and the set of k-order n-dimension complex tensor by Cn and C[k,n], respectively.
For x = (x1, . . . , xn)
T ∈ Cn, T xk−1 is a vector in Cn whose i-th component is defined
as (T xk−1)
i
=
n∑
i2,...,ik=1
tii2···ikxi2 · · ·xik .
If there exist λ ∈ C and a nonzero vector x = (x1, x2, . . . , xn)T ∈ Cn such that
T xk−1 = λx[k−1], then λ is called an eigenvalue of T and x is called an eigenvector of
T corresponding to λ, where x[k−1] = (xk−11 , . . . , xk−1n )T (see [8, 11]). The character-
istic polynomial φT (λ) of tensor T is defined as the resultant Res(λx[k−1] − T xk−1).
And φT (λ) is a monic polynomial in λ of degree n(k − 1)n−1 (see [3]).
A hypergraph H = (V (H), E(H)) is called k-uniform if each edge of H contains
exactly k distinct vertices. When k = 2, H is a graph. The tensor AH = (ai1i2...ik) ∈
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C[k,n] is the adjacency tensor of a k-uniform hypergraph H with vertex set V (H) =
{1, 2, . . . , n}, where
ai1i2...ik =
{ 1
(k−1)!
, if {i1, i2, . . . , ik} ∈ E(H),
0, otherwise.
The characteristic polynomial of tensor AH is called the characteristic polynomial of
the hypergraphH (see [2]). For a vector y = (yi1, yi2, . . . , yit)
T ∈ Ct, let yS =∏i∈S yi
for S ⊆ {i1, i2, . . . , it}, where i1, i2, . . . , it are distinct nonnegative integers. For a
vertex i ∈ V (H), Ei(H) denotes the set of edges incident with vertex i. Then(AHxk−1)i = ∑
e∈Ei(H)
xe\{i}
for x = (x1, . . . , xn)
T ∈ Cn and i ∈ [n].
The characteristic polynomial of graph is an important research topic in spec-
tral graph theory. In 1962, Harary gave the structural parameter representation
of the determinant of the adjacency matrix of graphs [6]. In 1964, Sachs gave the
coefficients of characteristic polynomial which is usually known as Sachs Coefficient
Theorem using the result of Harary [12]. In 1971, Harary et al. gave a reduced
formula of the characteristic polynomial of graphs with a pendant edge [5].
Theorem 1.1. [5] Let Gv denote the graph obtained from G by adding a pendent
edge at the vertex v. Let G − v denote the graph obtained from G by removing v
together with all edges incident to v. Then
φGv(λ) = λφG(λ)− φG−v(λ).
In 1973, Lova´sz and Pelika´n gave the characteristic polynomial of paths [9].
Theorem 1.2. [9] The characteristic polynomial of a path Pm of length m is
φPm(λ) =
⌊m+12 ⌋∑
q=0
(−1)qCqm+1−qλm+1−2q,
where Cqm+1−q is a combinatorial number.
In [10](Page 73 of [10]), the author gave all the distinct eigenvalues of Pm.
Theorem 1.3. [10] The distinct eigenvalues of Pm are 2 cos
pit
m+2
, t = 1, 2, . . . , m+1.
In 2012, Cooper and Dutle gave the characteristic polynomial of a k-uniform
hyperpath with one edge [2]. In 2015, Shao et al. gave some properties of the
2
characteristic polynomial of hypergraphs whose spectrum are k-symmetric [13]. In
2015, Cooper and Dutle gave the characteristic polynomial of 3-uniform hyperstars
[3]. In 2019, Bao et al. gave the characteristic polynomial of k-uniform hyperstars
and the characteristic polynomial of hypergraphs with a cut vertex under some
assumptions [15].
In this paper, we give a reduced formula of the characteristic polynomials of
k-uniform hypergraphs with pendent edges. And using this formula we give the ex-
plicit characteristic polynomial of hyperpaths. All distinct eigenvalues of k-uniform
hyperpath are given.
2. Preliminary
In this section, we introduce the Poisson formula and some properties of the
resultant which are used in the proof of our main results.
The k-uniform hyperpath P
(k)
m is the k-uniform hypergraph which obtained by
adding k− 2 vertices with degree one to each edge of the path Pm. In 2012, Cooper
and Dutle gave the characteristic polynomial of P
(k)
1 [2].
Lemma 2.1. [2] The characteristic polynomial of the k-uniform hyperpath P
(k)
1 is
φ
P
(k)
1
(λ) = λk(k−1)
k−1−kk−1
(
λk − 1)kk−2 .
In this paper, the Poisson formula of resultants is important to compute the
characteristic polynomials of hypergraphs.
Lemma 2.2. (Poisson formula)[1, 4, 7] Let F0,F1, . . . , Fn be homogeneous polyno-
mials of respective degrees d0, . . . , , dn in K[x0, . . . , xn], where K is an algebraically
closed field. For 0 ≤ i ≤ n, let Fi = Fi|x0=0 and fi = Fi|x0=1. Let V be the set of
simultaneous zeros of the system of polynomials f1, f2, . . . , fn, that is, V is the affine
variety defined by the polynomials. If Res


F1
...
Fn

 6= 0, then V is a zero-dimensional
variety (a finite set of points), and
Res


F0
F1
...
Fn

 = Res


F1
...
Fn


d0 ∏
p∈V
(f0(p))
m(p)
3
Res


F0
F1
...
Fn

 = Res


F1
...
Fn


d0∏
p∈V
(f0(p))
m(p),
where m(p) is the multiplicity of a point p ∈ V.
Lemma 2.3. (Page 97 and 102 of [1]) Let F0,F1, . . . , Fn be homogeneous polyno-
mials of respective degrees d0, . . . , , dn in K[x0, . . . , xn], where K is an algebraically
closed field. Then
(1) Res


F0
F1
...
λFn

 = λd0d1···dn−1Res


F0
F1
...
Fn

;
(2) Res


F0
F1
...
Fn−1
xdn

 = Res


F0|xn=0
F1|xn=0
...
Fn−1|xn=0


d
.
For a k-uniform hypergraph H with vertices set V (H) = {0, 1, . . . , n}, let
FH = λx[k−1] −AHxk−1 = (FH0 , FH1 , . . . , FHn )T,
FH = (FH1 , F
H
2 , . . . , F
H
n )
T
∣∣
x0=0
= (FH1 , F
H
2 , . . . , F
H
n )
T,
fHi = F
H
i
∣∣
x0=1
, i = 0, 1, 2, . . . , n.
where x = (x0, x1, . . . , xn)
T ∈ Cn+1. Let VH denote the affine variety defined by the
polynomials fH1 , f
H
2 , . . . , f
H
n . From Lemma 2.1,
φH(λ) = Res(F
H) = Res(FH)k−1
∏
p∈VH
(
fH0 (p)
)mH (p)
, (1)
where mH(p) is the multiplicity of a point p ∈ VH .
3. Main results
In this section, a reduced formula of the characteristic polynomials of k-uniform
hypergraphs with a pendant edge and the explicit characteristic polynomial of k-
uniform hyperpath are given. These results generalize the results given by Harary
et al. [5] and Lova´sz et al. [9].
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Cooper and Dutle gave the characteristic polynomial of P
(k)
1 via the trace of
tensor [2]. Let V (P
(k)
1 ) = {0, 1, . . . , k− 1}. And V denotes the affine variety defined
by the polynomials f
P
(k)
1
1 , f
P
(k)
1
2 , . . . , f
P
(k)
1
k−1 . In order to give the reduced formula of
the characteristic polynomials of k-uniform hypergraphs with a pendant edge, we
first give m(p) for p ∈ V.
Theorem 3.1. Let V (P
(k)
1 ) = {0, 1, . . . , k − 1}. And V denotes the affine vari-
ety defined by the polynomials f
P
(k)
1
1 , f
P
(k)
1
2 , . . . , f
P
(k)
1
k−1 . Then
∑
06=p∈V
m(p) = kk−2 and
m(0) = (k − 1)k−1 − kk−2 for 0 ∈ V.
Proof. For the hypergraph H = P
(k)
1 with one edge e = {0, 1, . . . , k − 1}, FHi =
λxk−1i − xe\{i} for i = 0, 1, . . . , k − 1, where x = (x0, x1, . . . , xk−1)T ∈ Ck. From Eq.
(1),
φH(λ) = Res(F
H) = Res(FH)k−1
∏
p∈V
(
fH0 (p)
)m(p)
. (2)
Since FHi = F
H
i
∣∣
x0=0
= (λxk−1i − xe\{i})
∣∣
x0=0
= λxk−1i for i ∈ [k − 1], Res(FH)
is the characteristic polynomial of the k-order (k − 1)-dimension null tensor. From
the definition of tensor eigenvalues, we know that the eigenvalues of the null tensor
are zero. And from Res(FH) is monic polynomials of degree (k − 1)k−1, we get
Res(FH) = λ(k−1)
k−1
. (3)
For p = (p1, p2, . . . , pk−1)
T ∈ V. When p = 0, we have pe\{0} = p1p2 · · · pk−1 = 0.
When p 6= 0, we get fHi (p) = λpk−1i − pe\{0,i} = 0 for all i ∈ [k − 1]. Then
λpk1 = λp
k
2 = · · · = λpkk−1 = pe\{0} (4)
and λk−1pk1p
k
1 · · · pkk−1 = λk−1(pe\{0})k = (pe\{0})k−1. Note that λ is an indeterminant
of the characteristic polynomials φH(λ). From Eq.(4), we know that p
e\{0} 6= 0.
Then pe\{0} = 1
λk−1
. From the above discussion, we obtain
pe\{0} =
{
0, p = 0,
1
λk−1
, p 6= 0. (5)
Hence,
fH0 (p) = λ− pe\{0} =
{
λ, p = 0,
λ− 1
λk−1
, p 6= 0.
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By Eq. (2) and Eq. (3), we have
φH (λ) = λ
(k−1)k
∏
p∈V
(
fH0 (p)
)m(p)
= λ(k−1)
k
∏
0=p∈V
λm(p)
∏
06=p∈V
(λ− 1
λk−1
)
m(p)
= λ(k−1)
k
λm(0)(λ− 1
λk−1
)
∑
06=p∈V
m(p)
= λ
(k−1)k+m(0)−(k−1)
∑
06=p∈V
m(p)
(λk − 1)
∑
06=p∈V
m(p)
. (6)
Comparing Lemma 2.1 with Eq.(6), we obtain
∑
06=p∈V
m(p) = kk−2 and m(0) =
(k − 1)k−1 − kk−2.
LetH be a k-uniform hypergraph with vertices set V (H) = {0, 1, 2, . . . , n}. From
Eq.(1), we have
φH(λ) = Res


FH1
FH2
...
FHn


k−1
∏
p∈VH
(
fH0 (p)
)mH (p)
. (7)
For v ∈ V (H), H − v denotes the k-uniform hypergraph obtained from H by re-
moving vertex v and all edges incident to vertex v. Without loss of generality, let
the vertex v = 0. Since
FHi = (λx
k−1
i −
∑
e∈Ei(H)
xe\{i})
∣∣∣∣∣∣
x0=0
= λxk−1i −
∑
e∈Ei(H)
0/∈e
xe\{i}
= λxk−1i −
∑
e∈Ei(H−0)
xe\{i}
for x = (x0, x1, . . . , xn)
T ∈ Cn+1 and i ∈ V (H−0), we have Res


FH1
FH2
...
FHn

 = φH−0(λ).
6
Then from Eq.(7), we know
φH(λ) = φ
k−1
H−0
∏
p∈VH
(
fH0 (p)
)mH (p)
= φk−1H−0(λ)
∏
p∈VH

λ− ∑
e∈E0(H)
pe\{0}


mH (p)
.
So for v ∈ V (H),
φH(λ) = φ
k−1
H−v(λ)
∏
p∈VH

λ− ∑
e∈Ev(H)
pe\{v}


mH (p)
, (8)
where VH is affine variety defined by polynomials FHi
∣∣
xv=1
for all i ∈ V (H − v).
Let
MH(λ,
t
λk−1
) =
∏
p∈VH

λ− ∑
e∈Ev(H)
pe\{v} − t
λk−1


mH (p)
, (9)
where t is a nonnegative integer. And MH(λ,
t
λk−1
) is called the “ t
λk−1
-translational
fraction” of MH(λ, 0). By Eq.(8) and Eq.(9), we know MH(λ, 0) =
φH(λ)
φk−1
H−v(λ)
.
We give the reduced formula of the characteristic polynomial of k-uniform hy-
pergraphs with pendent edges as follows. When k = 2, this result is the Theorem
1.1.
Theorem 3.2. Let H be a k-uniform hypergraph with n vertices. Hv denotes the
k-uniform hypergraph obtained from H by adding a pendent edge at the vertex v.
Let H−v be the k-uniform hypergraph obtained from H by removing v and all edges
incident to v. Then
φHv(λ) = λ
(k−1)n+k−1φH−v(λ)
(k−1)kMH(λ, 0)
(k−1)k−1−kk−2MH(λ,
1
λk−1
)k
k−2
,
whereMH(λ, 0) =
φH (λ)
φH−v(λ)k−1
, MH(λ,
1
λk−1
) is the 1
λk−1
-translational fraction ofMH(λ, 0).
Proof. Without loss of generality, let the vertex v = 0. Let V (H) = {0, 1, . . . , n−1}
and V (H0) = {0, 1, . . . , n, n + 1, . . . , n + k − 2}. Then the pendent edge of H0 is
e0 = {0, n, n+ 1, . . . , n+ k − 2}. Let φ1 = Res
(
FH
F e0
)
and
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φ2 =
∏
p∈VH0(λ−
∑
e∈E0(H)
pe\{0} − pe0\{0})mH0(p). It follows from Eq.(1) that
φH0(λ) = Res(F
H0)k−1
∏
p∈VH0
(
fH00 (p)
)mH0 (p)
= Res(FH0)k−1
∏
p∈VH0
(λ−
∑
e∈E0(H0)
pe\{0})mH0 (p)
= Res
(
FH
F e0
)k−1 ∏
p∈VH0
(λ−
∑
e∈E0(H)
pe\{0} − pe0\{0})mH0 (p)
= φk−11 φ2. (10)
Since F e0i = F
H0
i
∣∣
x0=0
= λxk−1i for i ∈ e0 \ {0}, from Lemma 2.3 (1), we have
φ1 = Res
(
FH
F e0
)
= Res


FH
λxk−1n
...
λxk−1n+k−3
λxk−1n+k−2

 = λ
(k−1)n+k−3Res


FH
λxk−1n
...
λxk−1n+k−3
xk−1n+k−2

 .
Since FH
∣∣∣
xn+k−2=0
= FH , it follows from that Lemma 2.3 (2) that Res


FH
λxk−1n
...
λxk−1n+k−3
xk−1n+k−2

 =
Res


FH
λxk−1n
...
λxk−1n+k−3


k−1
. Then φ1 = λ
(k−1)n+k−3Res


FH
λxk−1n
...
λxk−1n+k−3


k−1
. By repeating
the above process, we obtain φ1 = λ
(k−1)n+k−2Res(FH)(k−1)
k−1
.
From FHi = F
H0
i
∣∣
x0=0
= λxk−1i −
∑
e∈Ei(H)
0/∈e
xe\{i} = λxk−1i −
∑
e∈Ei(H−0)
xe\{i} for
i ∈ V (H − 0), it yields that Res(FH) = φH−0(λ). We obtain
φ1 = Res
(
FH
F e0
)
= λ(k−1)
n+k−2
φH−0(λ)
(k−1)k−1.
Note that VH0 = VH × Ve0 . For p ∈ VH0 , we have vector p =
(
q
r
)
, where
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q ∈ VH , r ∈ Ve0. Let r = (rn, rn+1, . . . , rn+k−2)T ∈ Ve0 . From Eq. (5), we know
that
re0\{0} = rn · · · rn+k−2 =
{
0, r = 0,
1
λk−1
, r 6= 0.
By Lemma 3.1, we have me0(0) = (k − 1)k−1 − kk−2 for 0 ∈ Ve0 and
∑
06=r∈Ve0
me0(r) =
kk−2. Hence
φ2 =
∏
p∈VH0
(λ−
∑
e∈E0(H)
pe\{0} − pe0\{0})mH0 (p) =
∏
q∈VH
r∈Ve0
(λ−
∑
e∈E0(H)
qe\{0} − re0\{0})mH (q)me0 (r)
=
∏
q∈VH
0=r∈Ve0
(λ−
∑
e∈E0(H)
qe\{0}−re0\{0})mH (q)me0 (r)
∏
q∈VH
06=r∈Ve0
(λ−
∑
e∈E0(H)
qe\{0}−re0\{0})mH (q)me0 (r)
=
∏
q∈VH
(λ−
∑
e∈E0(H)
qe\{0})
mH (q)((k−1)
k−1−kk−2) ∏
q∈VH
(λ−
∑
e∈E0(H)
qe\{0} − 1
λk−1
)
mH (q)k
k−2
.
By Eq. (9), we have
MH(λ, 0) =
φH(λ)
φH−0(λ)
k−1
=
∏
q∈VH
(λ−
∑
e∈E0(H)
qe\{0})
mH (q)
and
MH(λ,
1
λk−1
) =
∏
q∈VH
(λ−
∑
e∈E0(H)
qe\{0} − 1
λk−1
)
mH (q)
.
Then
φ2 =
∏
p∈VH0
(λ−
∑
e∈E0(H)
pe\{0} − pe0\{0})mH0 (p) = MH(λ, 0)(k−1)k−1−kk−2MH(λ, 1
λk−1
)k
k−2
.
Substituting φ1 and φ2 into Eq.(10), the proof is completed.
In Theorem 3.2, when k = 2, H is a graph with n vertices. φH(λ) and φH−v(λ)
are polynomials of degree n and n− 1, respectively. It follows from Eq. (9) that
MH(λ, 0) =
φH(λ)
φH−v(λ)
= λ+
φH(λ)− λφH−v(λ)
φH−v(λ)
,
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MH(λ,
1
λ
) = λ+
φH(λ)− λφH−v(λ)
φH−v(λ)
− 1
λ
=
φH(λ)
φH−v(λ)
− 1
λ
.
Then
φHv(λ) = λφH−v(λ)
(
φH(λ)
φH−v(λ)
− 1
λ
)
= λφH(λ)− φH−v(λ).
Hence, the Theorem 3.2 is the Theorem 1.1 when k = 2.
Let Hsv denote the k-uniform hypergraph obtained from hypergraph H by adding
s pendent edges at the vertex v. By Theorem 3.2, we give a reduced formula of the
characteristic polynomial of Hsv .
Theorem 3.3. Let H be a k-uniform hypergraph with n vertices. Hsv denotes the
k-uniform hypergraph obtained from H by adding s pendent edges at the vertex v.
Let H−v be the k-uniform hypergraph obtained from H by removing v together with
all edges incident to v. Then
φHsv(λ) = λ
s(k−1)n+s(k−1)φH−v(λ)
(k−1)s(k−1)+1
s∏
t=0
(
MH(λ,
t
λk−1
)
)CtsK1s−tK2t
,
where MH(λ,
t
λk−1
) is t
λk−1
-translational fraction of MH(λ, 0) =
φH (λ)
φH−v(λ)k−1
, K1 =
(k − 1)k−1 − kk−2, K2 = kk−2 and Cts is a combinatorial number.
Proof. From Theorem 3.2, we have
φHv(λ) = λ
(k−1)n+k−1φH−v(λ)
(k−1)kMH(λ, 0)
(k−1)k−1−kk−2MH(λ,
1
λk−1
)k
k−2
= (φHv−v(λ))
k−1
MH(λ, 0)
K1MH(λ,
1
λk−1
)K2.
Then
MHv(λ, 0) =
φHv(λ)
(φHv−v(λ))
k−1
= MH(λ, 0)
K1MH(λ,
1
λk−1
)K2, (11)
and MHv(λ,
1
λk−1
) = MH(λ,
1
λk−1
)K1MH(λ,
2
λk−1
)K2 . From Eq.(11), we get
MH2v (λ, 0) = MHv(λ, 0)
K1MHv(λ,
1
λk−1
)K2
=
2∏
t=0
MH(λ,
t
λk−1
)
Ct2K
2−t
1
Kt
2
.
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By induction, we obtain
MHsv(λ) =
φHsv(λ)
φHsv−v(λ)
k−1
=
s∏
t=0
MH(λ,
t
λk−1
)
CtsK
s−t
1
Kt
2
for s ≥ 1. Then
φHsv (λ) = φHsv−v(λ)
k−1
s∏
t=0
MH(λ,
t
λk−1
)
CtsK
s−t
1
Kt
2
= λs(k−1)
n+s(k−1)
φH−v(λ)
(k−1)s(k−1)+1
s∏
t=0
MH(λ,
t
λk−1
)
CtsK
s−t
1
Kt
2
.
We use Theorem 3.2 to get the characteristic polynomial and all distinct eigen-
values of P
(k)
m . And we express the characteristic polynomial of P
(k)
m by the charac-
teristic polynomial of path. For convenience, we prove it by induction.
Theorem 3.4. The characteristic polynomial of the k-uniform hyperpath P
(k)
m of
length m is
φ
P
(k)
m
(λ) =
m∏
j=0
φPj (λ
k
2 )
a(j,m)
,
where φPj(λ) =
⌊ j+12 ⌋∑
t=0
(−1)tCtj+1−tλj+1−2t is the characteristic polynomial of the path
Pj,
a(j,m) =


Km2 , j = m,
((m− j + 1)K1 + 2K2)K1Kj2(k − 1)(m−j−2)(k−1), 1 ≤ j ≤ m− 1,
2
k
[m(k − 1) + 1] (k − 1)m(k−1) −
m∑
r=1
(r + 1)a(r,m), j = 0,
K1 = (k − 1)k−1 − kk−2 and K2 = kk−2.
Proof. By the reduced formula in Theorem 3.2 and induction, we give this proof.
When m = 1, it follows from Lemma 2.1 that
φ
P
(k)
1
(λ) = λk(k−1)
k−1−kk−1
(
λk − 1)kk−2
= (λk)K1
(
λk − 1)K2
=
1∏
j=0
φPj(λ
k
2 )
a(j,1)
.
11
Let V (P
(k)
1 ) = {0, 1, . . . , k − 1}. Then
φ
P
(k)
1 −0
(λ) = λ(k−1)
k−1
= λK1+K2.
So
M
P
(k)
1
(λ, 0) =
φ
P
(k)
1
(λ)
φ
P
(k)
1 −0
(λ)k−1
= λK1
(
λ− 1
λk−1
)K2
and
M
P
(k)
1
(λ,
1
λk−1
) =
(
λ− 1
λk−1
)K1(
λ− 2
λk−1
)K2
.
Then from the reduced formula in Theorem 3.2, we get
φ
P
(k)
2
(λ) = λ(2(k−1)+1)(K1+K2)
2−2K1K2k−K22k
(
λk − 1)2K1K2(λk − 2)K22
=
2∏
j=0
φPj(λ
k
2 )
a(j,2)
.
Assume that for m0 ≥ 2,
φ
P
(k)
m0
(λ) =
m0∏
j=0
φPj (λ
k
2 )
a(j,m0)
and
φ
P
(k)
m0−1
(λ) =
m0−1∏
j=0
φPj(λ
k
2 )
a(j,m0−1)
.
Let v be the pendent vertex in P
(k)
m0 . Then
φ
P
(k)
m0
−v
(λ) = λ(k−2)(k−1)
m0(k−1)−1
(
φ
P
(k)
m0−1
(λ)
)(k−1)k−2
= λ(k−2)(k−1)
m0(k−1)−1
(
m0−1∏
j=0
φPj (λ
k
2 )
a(j,m0−1)
)(k−1)k−2
.
12
So
M
P
(k)
m0
(λ, 0) =
φ
P
(k)
m0
(λ)
φ
P
(k)
m0
−v
(λ)k−1
,
= λK1(K1+K2)
m0−1
m0−1∏
j=1
(
λ
2−k
2
φPj (λ
k
2 )
φPj−1(λ
k
2 )
)(K1+K2)m0−1−jKj2K1(
λ
2−k
2
φPm0 (λ
k
2 )
φPm0−1(λ
k
2 )
)Km02
.
(12)
By Theorem 1.2, we have φP0(λ) = λ, φP1(λ) = λ
2−1. By Theorem 1.1, we have
φPj(λ) = λφPj−1(λ)− φPj−2(λ). (13)
It follows from Eq.(13) that φP−1(λ) = 1 when j = 1. Replace λ with λ
k
2 in Eq.
(13), we get φPj(λ
k
2 ) = λ
k
2φPj−1(λ
k
2 )− φPj−2(λ
k
2 ). Then
φPj(λ
k
2 )
φPj−1(λ
k
2 )
= λ
k
2 − φPj−2(λ
k
2 )
φPj−1(λ
k
2 )
.
Therefore,
λ
2−k
2
φPj(λ
k
2 )
φPj−1(λ
k
2 )
= λ− φPj−2(λ
k
2 )
λ
k−2
2 φPj−1(λ
k
2 )
. (14)
From Eq. (12) and Eq. (14), it yields that
M
P
(k)
m0
(λ, 0) =
λK1(K1+K2)
m0−1
m0−1∏
j=1
(
λ− φPj−2(λ
k
2 )
λ
k−2
2 φPj−1(λ
k
2 )
)(K1+K2)m0−1−jK1Kj2(
λ− φPm0−2(λ
k
2 )
λ
k−2
2 φPm0−1(λ
k
2 )
)Km02
.
13
Next, we give the representation of M
P
(k)
m0
(
λ, 1
λk−1
)
. Since
λ− φPj−2(λ
k
2 )
λ
k−2
2 φPj−1(λ
k
2 )
− 1
λk−1
= λ
2−k
2
φPj(λ
k
2 )
φP j−1(λ
k
2 )
− 1
λk−1
=
λ
k
2φPj(λ
k
2 )− φPj−1(λ
k
2 )
λk−1φPj−1(λ
k
2 )
=
φPj+1(λ
k
2 )
λk−1φPj−1(λ
k
2 )
,
we have
M
P
(k)
m0
(
λ,
1
λk−1
)
=
(
λk − 1
λk−1
)K1(K1+K2)
m0−1
m0−1∏
j=1
(
φPj+1(λ
k
2 )
λk−1φPj−1(λ
k
2 )
)(K1+K2)m0−1−jK1Kj2( φPm0+1 (λ k2 )
λk−1φPm0−1(λ
k
2 )
)Km02
.
Then from Theorem 3.2, we obtain
φ
P
(k)
m0+1
(λ) = λ(k−1)
(m0+1)(k−1)+1
(
φ
P
(k)
m0
−v
(λ)
)(k−1)k
M
P
(k)
m0
(λ)K1 M
P
(k)
m0
(
λ,
1
λk−1
)K2
=
m0+1∏
j=0
φPj(λ
k
2 )
a(j,m0+1)
.
By induction, we get
φ
P
(k)
m
(λ) =
m∏
j=0
φPj (λ
k
2 )
a(j,m)
.
From Theorem 1.3, we know that all the distinct eigenvalues of a path Pm are
2 cos pit
m+2
, t = 1, 2, . . . , m + 1 i.e. φPm(λ) =
m+1∏
t=1
(
λ− 2 cos pi
m+2
t
)
. Then φPm(λ
k
2 ) =
m+1∏
t=1
(
λ
k
2 − 2 cos pi
m+2
t
)
. From Theorem 3.4, we directly get the following result.
Theorem 3.5. The distinct eigenvalues of the k-uniform hyperpath P
(k)
m are the
different numbers of
(
2 cos pi
j+2
t
) 2
k
ei
2pi
k
θ for all j ∈ [m], t ∈ [j+1] and θ ∈ [k], where
i2 = −1.
14
Let ρ(P
(k)
m ) be the the spectral radius of P
(k)
m . In 2016, Lu and Man proved
that lim
m→∞
ρ(P
(k)
m ) =
k
√
4 (see [14]). From Theorem 3.5, we know that ρ(P
(k)
m ) =(
2 cos pi
m+2
) 2
k .
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