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NEUMANN DOMINATION FOR THE YANG-MILLS
HEAT EQUATION
NELIA CHARALAMBOUS AND LEONARD GROSS
Abstract. Long time existence and uniqueness of solutions to
the Yang-Mills heat equation have been proven over a compact
3-manifold with boundary for initial data of finite energy. In the
present paper we improve on previous estimates by using a Neu-
mann domination technique that allows us to get much better
pointwise bounds on the magnetic field. As in the earlier work,
we focus on Dirichlet, Neumann and Marini boundary conditions.
In addition, we show that the Wilson Loop functions, gauge invari-
antly regularized, converge as the parabolic time goes to infinity.
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2 NELIA CHARALAMBOUS AND LEONARD GROSS
1. Introduction
A gauge invariant regularization method for Wilson loop variables
appears to be an unavoidable necessity for construction of quantized
Yang-Mills fields. The standard methods of regularizing a quantum
field, that have been successful in studying scalar field theories, are
inapplicable to gauge fields. Thus a simple weighted average
∫
R3 f(x−
y)A(y)d3y destroys gauge invariance of the gauge potential A. Similar
expressions, such as
∫
Rn
f(x − y)F (y)dny, with F (y) the curvature of
A, also destroy gauge invariance, both for a space average, with n = 3,
or a Euclidean space-time average, with n = 4. For a closed curve C
in R3 the Wilson loop variable, WC(A) ≡ trace T (exp(
∫
C
A(x) · dx)),
where T denotes time ordering around the loop, is gauge invariant but
highly singular as a function of A when A varies over the very large
space of typical gauge fields required in the quantized theory. The
lattice regularization of these functions of the gauge fields has been the
only useful gauge invariant regularization procedure so far but has not
produced a continuum limit.
Polyakov [17, 18] already observed that the vacuum expectation of
continuum Wilson loop variables are likely to be zero for a non-commutative
gauge group. They are zero in the electromagnetic case. Nevertheless it
has been hoped that the informal symbol, defined as WC(A)/〈WC〉V EV ,
which nominally is identically infinite in absolute value, could play a
central role in a gauge invariant formulation of some future internally
consistent quantized Yang-Mills theory. Such a program was outlined
by E. Seiler, [22, Pages 163-181]. Many steps toward carrying this out
were made by a renormalization group approach in a series of papers
by T. Balaban. See e.g. [1].
In [3] we began a regularization program based on use of the Yang-
Mills heat equation for regularizing gauge fields. The magnetic energy
of a classical gauge fieldA over three dimensional space is
∫
R3
|B(x)|2d3x,
where B is the magnetic field (≡ curvature) of A. The Yang-Mills heat
equation flows A in the direction of the negative of the gradient of the
magnetic energy. It is a non-linear, weakly parabolic equation with dif-
ficulties of its own. But it is fully gauge invariant: if one transforms the
initial data A0 by a gauge transformation on R3 and then propagates,
one arrives at the same gauge field as if one first propagates A0 and
then gauge transforms. Moreover the flow regularizes the initial data
well enough so that the Wilson loop function WC(A(s)) is meaning-
ful for any fixed time s > 0, even when WC(A0) itself is meaningless.
Most importantly, WC(A(s)) is gauge invariant under gauge transforms
of the initial data A0. Here A(s) is the solution to the Yang-Mills heat
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flow equation at time s. The Yang-Mills heat flow has also been used
for regularization as part of a method for implementing a Monte Carlo
computational protocol for lattice gauge theory, [13–16] .
Like other heat equations, the Yang-Mills heat equation propagates
information instantly. This would cause problems for local quantum
field theory because one wants WC(A(s)) to capture information about
A0 just in a small neighborhood of the curve C, not over all of R3.
This issue can be resolved by using the Yang-Mills heat equation reg-
ularization over a bounded open set M in R3 that contains C. For
this procedure one must prove existence and uniqueness of the solution
when the initial data is specified only in M . Of course for uniqueness
one needs then to specify boundary conditions on the solution A(s) for
s > 0. These in turn must be gauge invariant and must allow use of
initial data which are the restrictions to M of a typical gauge field A0
on R3. The classical Neumann and Dirichlet boundary conditions will
be vital boundary conditions for us for technical use. But in the end
Marini boundary conditions, which simply set the normal component
of the magnetic field B(s) to zero on the boundary of M , are the only
ones that are fully gauge invariant. We will explore all three boundary
conditions in this paper.
We used, in [3], the Zwanziger-Donaldson-Sadun [24], [5], [21] method
for proving existence of solutions to the Yang-Mills heat equation,
which consists of adding a gauge symmetry breaking term to the equa-
tion and then removing it from the solution by gauge transformation.
The ZDS procedure does not enter directly into the present paper since
our goal is to establish further properties of a solution whose exis-
tence we already know. Instead we will use the fact that the absolute
values |B(s, x)| and |(d/ds)A(s, x)| satisfy parabolic inequalities with
Neumann-like boundary conditions. Our goal is to get detailed infor-
mation about the behavior of these two functions as s ↓ 0 in order to
help pass, eventually, to more general initial data. Some of the initial
steps in this technique will be carried out over a compact manifold with
boundary rather than just over a bounded open set in R3 because they
provide illumination as to what the techniques depend on, and there is
little extra cost.
In [3] we established existence and uniqueness of solutions in case
the initial data A0 is in the Sobolev space H1(M). This corresponds to
initial data of finite magnetic energy. In order to get this program to
work we anticipate that it will be necessary to extend the results in [3]
so as to allow the initial data to lie in the larger space H1/2(M), which
corresponds to initial data of finite magnetic action. In the present
paper we will still focus on initial data in H1. However this is already
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broad enough to include gauge fields that need to be regularized before
their Wilson loop functional can be defined. We will give an example in
Section 3 of a current distribution in R3 whose magnetic field has finite
energy but nevertheless gives infinite magnetic flux through certain
loops, rendering the Wilson loop functional for these loops meaningless.
Although our main concern is the behavior of the solution for small
time, we are also going to prove that the Wilson loop functionsWC(A(s))
converge as s→∞ for any initial gauge potential A0 in H1.
2. Neumann domination
Notation 2.1. M will denote a compact Riemannian 3-manifold with
smooth boundary. We will be concerned with a product bundle M ×
V → M , where V is a finite dimensional real or complex vector space
with an inner product. K will denote a compact connected subgroup
of the orthogonal, respectively, unitary group of the space End V , of
operators on V to V . The Lie algebra of K, denoted k, may then be
identified with a real subspace of End V . We denote by 〈·, ·〉 an Ad K
invariant inner product on k and denote its associated norm by |ξ|k
for ξ ∈ k. We will not distinguish between |ξ|k and |ξ|EndV , which are
equivalent norms.
If ω and φ are k valued p-forms define (ω, φ) =
∫
M
〈ω(x), φ(x)〉Λp⊗kdVol
and ‖ω‖22 = (ω, ω). Define also ‖ω‖∞ = supx∈M |ω(x)|Λp⊗k and
(2.1) ‖ω‖2W1(M) =
∫
M
|∇ω|2Λp⊗kdVol + ‖ω‖22
where ∇ is the Riemannian gradient on forms and ∇ω refers to the
weak derivative. Define W1 = W1(M) = {ω : ‖ω‖W1(M) < ∞}. Since
we are concerned only with a product bundle, a connection form can
be identified with a k valued 1-form. For a connection form A, given in
local coordinates by A =
∑3
j=1Aj(x)dx
j, its curvature (magnetic field)
is given by
(2.2) B = dA+ (1/2)[A ∧ A]
where [A ∧ A] = ∑i,j[Ai, Aj]dxi ∧ dxj and [Ai(x), Aj(x)] is the com-
mutator in k. B is a k valued 2-form. For ω ∈ W1 we define dAω =
dω + (ad A) ∧ ω and d∗Aω = d∗ω + (ad A∧)∗ω. Boundary conditions
will be imposed on these operators later.
We recall from [3] the definition of a strong solution of the Yang-Mills
heat equation.
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Definition 2.2. Let 0 < T ≤ ∞. By a strong solution to the Yang-
Mills heat equation over [0, T ) we mean a continuous function
(2.3) A(·) : [0, T )→ W1 ⊂ k-valued 1-forms
such that
a) B(t) ∈ W1 for each t ∈ (0, T ), where B(t) = curvature of A(t),
(2.4)
b) the strong L2(M) derivative A′(t) ≡ dA(t)/dt exists on (0, T ),
(2.5)
c) A′(t) = −d∗A(t)B(t) for each t ∈ (0, T ).
(2.6)
A strong solution will be called locally bounded if
d) ‖B(t)‖∞ is bounded on each bounded interval [a, b) ⊂ (0, T ) and
(2.7)
e) t3/4‖B(t)‖∞ is bounded on some interval (0, b) with 0 < b < T .
(2.8)
We are interested in three kinds of boundary conditions.
Neumann boundary conditions:
i) A(t)norm = 0 for t ≥ 0 and(2.9)
ii) B(t)norm = 0 for t > 0.(2.10)
Dirichlet boundary conditions:
i) A(t)tan = 0 for t ≥ 0 and(2.11)
ii) B(t)tan = 0 for t > 0.(2.12)
Marini boundary conditions:
(2.13) B(t)norm = 0 for t > 0.
Given a solution of the Yang-Mills heat equation, (2.6), we are going
to make pointwise estimates of |B(s, x)|Λ2⊗k and |A′(s, x)|Λ1⊗k based
on parabolic inequalities that these functions satisfy for the Neumann
Laplacian on real valued functions over M . The final step in our
method will require that ∂M be convex in the sense that the second
fundamental form be non-negative on ∂M .
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2.1. Sub-Neumann boundary conditions. In this section M will
denote a compact, n-dimensional, Riemannian manifold with a smooth,
not necessarily convex, boundary.
Proposition 2.3. (Sub-Neumann boundary conditions.) Denote the
extended shape operator by Q(x) ∈ End(Λ(T ∗(∂M)) (the extension
by derivation of the adjoint of the usual shape operator. See e.g. [3,
Notation 4.6]). Denote by ∇n the outward drawn normal derivative
operator. Let A be a continuous k valued 1-form on M and let ω be a
k valued p-form on M of class C1.
a) If
(2.14) ωnorm = 0 and (dAω)norm = 0
then
(2.15) ∇n|ω|2 = −2〈{Ik ⊗Q}ω, ω〉 on ∂M.
b) If
(2.16) ωtan = 0 and (d
∗
Aω)tan = 0
then
(2.17) ∇n|ω|2 = −2〈{Ik ⊗ (∗−1Q∗)}ω, ω〉 on ∂M.
Proof. In a neighborhood U of the boundary choose an adapted coor-
dinate system (U, x1, . . . , xn). See e.g. [3, Notation 4.2]. We can write
a k valued p-form in U as
(2.18) ω = β + γ ∧ dxn
with β =
∑
J βJdx
J and γ =
∑
I γIdx
I . The multi-indices will sig-
nify generically J = (j1, . . . , jp) with j1 < · · · < jp < n and I =
(i1, . . . , ip−1) with i1 < · · · < ip−1 < n. Since 〈dxj, dxn〉 = 0 for all
j < n we have
|ω(x)|2 = |β(x)|2 + |γ(x) ∧ dxn|2 in U.
Suppose first that ωnorm = 0 on U ∩ ∂M . That is, γ|(U ∩ ∂M) = 0.
Then, writing ∂Aj = ∂/∂x
j + ad Aj on k valued functions, and ∇Aj =
∇j + ad Aj for the Riemann covariant derivative on k valued forms, we
have, at U ∩ ∂M ,
(1/2)∂n|ω(x)|2 = 〈∇Anβ(x), β(x)〉+ 〈∇An (γ(x) ∧ dxn), γ(x) ∧ dxn〉
= 〈∇Anβ(x), β(x)〉,(2.19)
because γ(x) = 0 on U ∩ ∂M . Now in U ,
∇Anβ =
∑
J
(∂An βJ)dx
J +
∑
J
βJ(∇ndxJ).
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But
∑
J βJ(∇ndxJ) = −
∑
J βJQdx
J = −(Ik ⊗Q)β at U ∩ ∂M . So
∇Anβ =
∑
J
(∂An βJ)dx
J − (Ik ⊗Q)β at U ∩ ∂M.(2.20)
Further,
dA(γ ∧ dxn) = (dAγ) ∧ dxn
=
n−1∑
j=1
∑
I
(∂Aj γ)dx
j ∧ dxI ∧ dxn
= 0 on U ∩ ∂M,(2.21)
because γ, as well as any tangential derivative of γ, is zero when
ωnorm = 0. Hence, if both equations in (2.14) hold, then, by (2.18)
and (2.21), we find
0 = (dAω)norm = (dAβ)norm
=
∑
J
(∂An βJ)dx
n ∧ dxJ .
Thus ∂An βJ = 0 on U ∩ ∂M and consequently (2.20) reduces to
(2.22) ∇Anβ = −(Ik ⊗Q)β on U ∩ ∂M.
Therefore (2.19) yields (1/2)∂n|ω|2 = −〈(Ik⊗Q)β, β〉 = −〈(Ik⊗Q)ω, ω〉,
which is (2.15) since ∇n = ∂n in this coordinate system. In the last
step we have used β = ω on U ∩ ∂M .
To prove the assertion in case b) one need only observe that if (2.16)
holds for ω then (2.14) holds for ∗ω. Consequently
∂n|ω|2 = ∂n| ∗ ω|2
= −2〈(Ik ⊗Q) ∗ ω, , ∗ω〉,
which is (2.17).  
Corollary 2.4. In addition to the hypotheses of Proposition 2.3, sup-
pose that M is convex in the sense that its second fundamental form is
everywhere non-negative on ∂M . If (2.14) or (2.16) hold then
(2.23) ∇n|ω|2 ≤ 0.
If, in addition, ∂M is totally geodesic then
(2.24) ∇n|ω|2 = 0.
Proof. If M is convex then Q(x) ≥ 0 on ∂M as is its unitary transform
∗−1Q(x)∗. The inequality (2.23) now follows from (2.15) and (2.17).
If ∂M is totally geodesic then Q(x) = 0 on ∂M as is its transform
∗−1Q(x)∗. (2.24) now follows in the same way. 
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Remark 2.5. In the context of a Riemannian n-manifold without fur-
ther vector bundle structure, the first author found, in [2], that the
Neumann boundary condition (2.24) follows from either of the bound-
ary conditions (a) ωnorm = 0 and (dω)norm = 0 or (b) ωtan = 0 and
(d∗ω)tan = 0, in the presence of a slightly weaker condition on the
boundary than used in this paper. Namely, it was shown that if ω is
an (n−1)-form then it suffices that the trace of the second fundamental
form be zero. But for lower order forms the condition that the bound-
ary be totally geodesic was needed. In the present paper the weakened
hypothesis would be applicable, in case dim M = 3, to the curvature
B but not to A′.
In [2], in addition to the Hodge Laplacian, the first author considered
the Bochner Laplacian and showed that, for the relevant notion of
Dirichlet boundary condition on the k-form ω, no conditions on the
boundary are needed to conclude (2.24).
2.2. Domination by the Neumann heat kernel. In this section M
will denote the closure of a bounded open subset of Rn with smooth
boundary. ∆ will denote the Laplacian on real valued functions on M
with domain W2(M) and ∆N will denote the Neumann version. Some
aspects of the techniques we are exploring have been used for manifolds
without boundary in [5] and [21] for the Yang-Mills heat equation.
Lemma 2.6. Let ψ be a real valued function in W2(M) whose outer
normal derivative satisfies
(2.25) ∇nψ ≤ 0 a.e. on ∂M.
Then
(2.26) et∆N∆ψ ≤ ∆Net∆Nψ a.e. for all t > 0.
Proof. If 0 ≤ f ∈ D(∆N) ∩ C∞(M) then ∇nf = 0 on ∂M . Hence
(∆ψ, f) =
∫
M
(div grad ψ)fdx
=
∫
∂M
(n · grad ψ)f −
∫
M
〈(grad ψ), (grad f)〉dx
≤ −
∫
M
〈(grad ψ), (grad f)〉dx,
in view of (2.25). Since f ∈ D(∆N) we may integrate by parts once
more to find
(2.27) (∆ψ, f) ≤ (ψ,∆Nf).
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Now let 0 ≤ φ ∈ C∞c (M int). We may apply (2.27) to f ≡ et∆Nφ
because et∆N is positivity preserving. It follows that
(et∆N∆ψ, φ) = (∆ψ, et∆Nφ) ≤ (ψ,∆Net∆Nφ) = (ψ, et∆N∆Nφ).
Hence (et∆N∆ψ, φ) ≤ (∆Net∆Nψ, φ) for all non-negative φ ∈ C∞c (M int).
This proves (2.26). 
Proposition 2.7. Suppose that M is convex in the sense that the sec-
ond fundamental form is non-negative on ∂M . Let T > 0. Suppose that
A(·) : [0, T )→ C1(M ; Λ1 ⊗ k) is a time dependent, 1-form on Mwhich
is continuous in the time variable. Let ω(·) : [0, T ) → C2(M ; Λp ⊗ k)
be a time dependent, k valued, p-form on Mwhich is continuously dif-
ferentiable in the time variable and satisfies the equation
(2.28) ω′(s, x) =
n∑
j=1
(∇A(s)j )2ω(s, x) + h(s, x),
where h ∈ C([0, T ) ×M ; Λp ⊗ k). Assume also that ω satisfies either
the boundary conditions
(2.29) ω(s)norm = 0, and (dA(s)ω(s))norm = 0 for all s ∈ [0, T )
or
(2.30) ω(s)tan = 0 and (d
∗
A(s)ω(s))tan = 0 for all s ∈ [0, T ).
Then, for all (t, x) ∈ [0, T )×M , there holds
(2.31) |ω(t, x)| ≤ {et∆N |ω(0)|}(x) +
∫ t
0
{e(t−s)∆N |h(s)|}(x)ds.
Here the norm denotes | · |Λp⊗k.
Proof. Given ω as specified, let  > 0 and define
(2.32) ψ(s, x) = (|ω(s, x)|2 + 2)1/2.
For fixed s (and suppressing s) we assert that
(2.33) 〈
n∑
j=1
(∇Aj )2ω(x), ω(x)〉 ≤ ψ(x)(∆ψ)(x) for all x ∈M int.
The proof of this well known pointwise inequality follows a standard
pattern and does not depend on the boundary conditions. Thus for
any real valued function ψ ∈ C2(M) one verifies easily the identity
ψ(x)∆ψ(x) = (1/2)∆ψ2(x)− |gradψ(x)|2,
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and then, with ψ defined now by (2.32), one computes, for each s, that
(1/2)∆ψ2(x) = (1/2)∆|ω(x)|2 = 〈
n∑
j=1
(∇Aj )2ω(x), ω(x)〉+
n∑
j=1
|∇Aj ω(x)|2.
But |∂jψ(x)| = |(1/2)(∂j|ω(x)|2)|/ψ(x) = 〈∇Aj ω(x), ω(x)〉/ψ(x) ≤ |∇Aj ω(x)|.
Combining this with the previous two equations yields (2.33).
Suppose now that ω(s, x) satisfies the differential equation (2.28).
Take the pointwise inner product of (2.28) with ω(s, x) to find, with
the help of (2.33),
ψ(s, x)ψ′(s, x) = (1/2)(d/ds)ψ2(s, x)
= 〈ω′(s, x), ω(s, x)〉
= 〈
3∑
j=1
(∇A(s)j )2ω(s, x) + h(s, x), ω(s, x)〉
≤ ψ(s, x)∆ψ(s, x) + |h(s, x)||ω(s, x)|.
Divide by ψ(s, x) to deduce
(2.34) ψ′(s, x) ≤ ∆ψ(s, x) + |h(s, x)| for all x ∈M int.
In view of (2.29) and (2.30), it follows from Corollary 2.4 that ∇nψ2 =
∇n|ω|2 ≤ 0 on ∂M . And, since ψ ≥  > 0 on M , it follows that
(2.35) ∇nψ ≤ 0 on ∂M.
Let φ(s, x) = ψ(s, x) − . Then (2.34) and (2.35) hold also with ψ
replaced by φ. Thus φ′(s, x)−∆φ(s, x)−|h(s, x)| ≤ 0 for each x ∈M int
and moreover∇nφ ≤ 0 on ∂M . For 0 ≤ s ≤ t < T define at each x ∈M
(and suppressing x)
u(s) = e(t−s)∆Nφ(s) +
∫ t
s
e(t−σ)∆N |h(σ)|dσ.
Then, by virtue of Lemma 2.6,
(d/ds)u(s) = −∆Ne(t−s)∆Nφ(s) + e(t−s)∆N{φ′(s)− |h(s)|}
≤ e(t−s)∆N{−∆φ(s) + φ′(s)− |h(s)|}
≤ 0,
wherein we have used once more the fact that et∆N is positivity pre-
serving for t ≥ 0. Thus u(t) ≤ u(0). That is,
(2.36) φ(t) ≤ et∆Nφ(0) +
∫ t
0
e(t−σ)∆N |h(σ)|dσ.
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Now observe that 0 ≤ φ(t, x) ≤ |ω(t, x)| and lim↓0 φ(s, x) = |ω(s, x)|
for all s and x. Using the dominated convergence theorem on the first
term on the right of (2.36) (which is an integral of a heat kernel), we
may now let  ↓ 0 in (2.36) to arrive at (2.31).  
Remark 2.8. If, in Proposition 2.7, one assumes that A is independent
of time and that h ≡ 0 then the inequality (2.31) asserts that
(2.37) |et∆Aω(0)| ≤ et∆N |ω(0)|,
where ∆A is the gauge covariant Laplacian on k valued p-forms (p ≥ 1)
associated to either relative or absolute boundary conditions and ∆N is
the Neumann Laplacian on real valued functions. This is a diamagnetic
inequality (see [4, Section 1.3]) for a region with boundary. It seems
quite feasible to derive our results from such an inequality by writing
the time dependent propagator as a limit of short time propagators
for A(t) with different t. This would entail some regularity on the
t dependence of A(t, ·). We have not explored this approach. For a
recent paper extending and reviewing diamagnetic inequalities of the
form (2.37) when k is abelian see [10].
2.3. Pointwise bounds on solutions. Henceforth M will denote the
closure of a bounded open set in R3 with smooth boundary. We will
assume M to be convex in the sense that its second fundamental form
is everywhere non-negative. For the Neumann heat operator et∆N over
M , the constant
(2.38) cN = sup
0<t≤1
t3/4‖et∆N‖2→∞
is finite, [23, page 274]. As in [3], we will take c := sup{| [ξ, η] |k : |ξ|k ≤
1, |η|k ≤ 1} as a measure of the non-commutativity of k.
Theorem 2.9. There exist strictly positive constants a and γ such
that for any number τ ∈ (0, 1/2] and any smooth solution A(·) to the
Yang-Mills heat equation (2.6) over the interval [0,∞) satisfying either
Neumann boundary conditions (2.9) and (2.10), or Marini boundary
conditions (2.13), or Dirichlet boundary conditions (2.11) and (2.12),
the inequality
(2.39) (2τ)1/4c‖B0‖2 ≤ a
implies that
‖B(t)‖∞ ≤ 2cN‖B0‖2t−3/4, for 0 < t ≤ 2τ,(2.40)
‖B(t)‖∞ ≤ 2cN‖B0‖2τ−3/4, for τ ≤ t <∞ and(2.41)
‖A′(t)‖∞ ≤ γ‖A′(0)‖2t−3/4, for 0 < t ≤ 2τ.(2.42)
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In particular A(·) is a locally bounded strong solution. Moreover
τ 5/4‖A′(t)‖∞ ≤ γ‖B0‖2, for 2τ ≤ t <∞ and(2.43)
‖A′(t)‖∞ → 0 as t→∞.(2.44)
The proof depends on the following lemma.
Lemma 2.10. (Differential identities) For a smooth solution to (2.6)
there hold
(2.45) dB(t)/dt =
3∑
j=1
(∇A(t)j )2B(t) +B(t)#B(t) and
(2.46) (d/dt)A′(t) =
3∑
j=1
(∇A(t)j )2A′(t) +B(t)#A′(t)− [A′(t)yB(t)],
where # denotes a pointwise product of forms arising from the Bochner-
Weitzenboch formula.
Proof. Bianchi’s identity and the Bochner-Weitzenbock formula yield
B′(t) = dA(t)A′(t)
= −(dA(t)d∗A(t) + d∗A(t)dA(t))B(t)
=
3∑
j=1
(∇A(t)j )2B(t) +B(t)#B(t),
which is (2.45). Differentiating (2.6) with respect to t gives
A′′(t) = −d∗A(t)B′(t)− [A′(t)yB(t)]
= −d∗A(t)dA(t)A′(t)− [A′(t)yB(t)].
Since d∗A(t)A
′(t) = −d∗A(t)d∗A(t)B(t) = 0 we find
A′′(t) = −(d∗A(t)dA(t) + dA(t)d∗A(t))A′(t)− [A′(t)yB(t)]
=
3∑
j=1
(∇A(t)j )2A′(t) +B(t)#A′(t)− [A′(t)yB(t)],
which is (2.46). 
Proof of Theorem 2.9. Both of the equations (2.45) and (2.46) have
the form specified in (2.28) with different choices of the form ω and the
function h. We need to verify the boundary conditions (2.29) or (2.30)
in each case.
First choose ω(s, x) = B(s, x) and h(s, x) = B(s, x)#B(s, x).
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If A(·) satisfies Marini boundary conditions, then ωnorm = Bnorm = 0
by (2.10), while dA(t)B(t) = 0 by the Bianchi identity. So (2.29) holds
if A(·) satisfies Marini boundary conditions. Since Neumann bound-
ary conditions are a special case of Marini boundary conditions, (2.29)
holds in that case also. If A(·) satisfies Dirichlet boundary conditions
then ωtan = Btan = 0 by (2.12), while (d
∗
A(t)ω(t))tan = (d
∗
A(t)B(t))tan =
−A′(t)tan = 0 by (2.6) and (2.11). So (2.30) holds for Dirichlet bound-
ary conditions also. In either case we may therefore apply Proposition
2.7 to the choice ω = B. The inequality (2.31) then gives the following
pointwise inequality
|B(t, x)| ≤ {et∆N |B(0)|}(x) +
∫ t
0
{e(t−s)∆N |B(s)#B(s)|}(x)ds.(2.47)
By (2.38),
‖B(t)‖∞ ≤ ‖et∆N |B0|‖∞ +
∫ t
0
‖e(t−s)∆N c|B(s)|2‖∞ds
≤ cN{t−3/4‖B0‖2 +
∫ t
0
(t− s)−3/4c‖ |B(s)|2‖2ds}(2.48)
for 0 < t ≤ 1. Define
(2.49) β(t) = sup
0≤s≤t
s3/4‖B(s)‖L∞(M).
This is finite for each number t ∈ (0,∞) because A(·) is smooth. Then
‖B(s)‖∞ ≤ s−3/4β(t) whenever 0 < s ≤ t, and therefore
‖|B(s)|2‖2 ≤ s−3/4β(t)‖B(s)‖2 ≤ s−3/4β(t)‖B0‖2.
Using this to estimate the integrand in (2.48) we find
∫ t
0
(t− s)−3/4c‖ |B(s)|2‖2ds ≤ β(t)c‖B0‖2
∫ t
0
(t− s)−3/4s−3/4ds.
(2.50)
The last integral is t−1/2
∫ 1
0
(1− σ)−3/4σ−3/4dσ ≡ t−1/2a4 for a constant
a4. Therefore (2.48) yields
(2.51) t3/4‖B(t)‖∞ ≤ cN
{
‖B0‖2 + β(t)c‖B0‖2t1/4a4
}
for 0 < t ≤ 1.
Replace t by t′ < t in this inequality and take the supremum over t′ < t
to find, using the monotonicity of β(t)t1/4,
(2.52) β(t) ≤ cN‖B0‖2 + β(t){t1/4c‖B0‖2cNa4} for 0 < t ≤ 1.
Let a = (2cNa4)
−1. Then the inequality (2.39) may be written
(2.53) (2τ)1/4c‖B0‖2cNa4 ≤ 1/2.
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Hence, for 0 < t ≤ 2τ ≤ 1, (2.52) yields β(t) ≤ cN‖B0‖2 + (1/2)β(t)
and thus β(t) ≤ 2cN‖B0‖L2(M) if 0 < t ≤ 2τ ≤ 1. This proves the
inequality (2.40).
Now (2.41) follows from (2.40) easily thus. Write R = 2cN‖B0‖2. If
τ ≤ t ≤ 2τ then, from (2.40), it follows that τ 3/4‖B(t)‖∞ ≤ t3/4‖B(t)‖∞ ≤
R, which is (2.41) on the interval [τ, 2τ ]. We may repeat the previous
argument over an interval whose time origin is τ . Since ‖B(τ)‖2 ≤
‖B0‖2 the definition (2.39) shows that we we may take the “new τ” to
be the same as the old τ . Apply the inequality (2.40) over the interval
(τ, 3τ ]. Taking t in the second half of this interval, i.e. in [2τ, 3τ ],
we find τ 3/4‖B(t)‖∞ ≤ (t− τ)3/4‖B(t)‖∞ ≤ 2cN‖B(τ)‖2 ≤ 2cN‖B0‖2,
which is (2.41) over the interval [2τ, 3τ ]. Proceeding in this way, τ units
at a time, we find that (2.41) holds over the whole interval [τ,∞).
Turning to the proof of (2.42), take ω(s, x) = A′(s, x) in Proposition
2.7 and take h(s) = B(s)#A′(s)− [A′(s)yB(s)] over the interval [0, 2τ).
Once again one needs to verify the boundary conditions (2.29) or (2.30).
If A(·) satisfies Marini boundary conditions then ωnorm = (A′)norm =
−(d∗AB)norm = 0 by (2.13) and [3, Equ (3.20)]. Moreover (dAω)norm =
(dAA
′)norm = (B′)norm = 0. Therefore (2.29) holds for ω = A′.
Since Neumann boundary conditions are stronger than Marini bound-
ary conditions, (2.29) holds in that case also. If A(·) satisfies Dirichlet
boundary conditions then ωtan = (A
′)tan = 0 by (2.11). Moreover
d∗Aω = d
∗
AA
′ = −(d∗A)2B = 0 by [3, Equ (3.24)]. In either case we may
therefore apply Proposition 2.7 to the choice ω = A′. The inequality
(2.31) then gives the estimate
‖A′(t)‖∞ ≤ ‖et∆NA′(0)‖∞ + ‖
∫ t
0
e(t−s)∆N |B(s)#A′(s) + A′(s)yB(s)|ds‖∞
≤ cN
{
t−3/4‖A′(0)‖2 +
∫ t
0
(t− s)−3/4‖B(s)#A′(s) + A′(s)yB(s)‖2ds
}
.
But, using (2.40) combined with Lemma 2.11 below, we have
‖B(s)#A′(s)− [A′(s)yB(s)]‖2 ≤ 2c‖B(s)‖∞‖A′(s)‖2
≤ 4cNs−3/4c‖B0‖2‖A′(s)‖2
≤ 4cNs−3/4c‖B0‖2‖A′(0)‖2e8cN c‖B0‖2t1/4 .
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Hence, for 0 < t ≤ 2τ , we find
t3/4‖A′(t)‖∞ ≤ cN
{
‖A′(0)‖2
+ t3/44cNc‖B0‖2‖A′(0)‖2e8cN c‖B0‖2t1/4
∫ t
0
(t− s)−3/4s−3/4ds
}
= cN
{
‖A′(0)‖2 + 4cNc‖B0‖2‖A′(0)‖2e8cN c‖B0‖2t1/4t1/4a4
}
≤ ‖A′(0)‖2
(
cN + 4c
2
N{(2τ)1/4c‖B0‖2}e8cN{c‖B0‖2(2τ)
1/4}a4
)
≤ ‖A′(0)‖2
(
cN + 4c
2
Nae
8cNaa4
)
.
This proves (2.42) with γ = cN + 4c
2
Nae
8cNaa4.
We may apply (2.42) beginning at time σ ≥ 0 instead of time zero
to find
(2.54) (t− σ)3/4‖A′(t)‖∞ ≤ γ‖A′(σ)‖2 if σ < t ≤ σ + 2τ.
In particular, if σ + τ ≤ t then (t− σ)3/4 ≥ τ 3/4 and therefore
(2.55) τ 3/4‖A′(t)‖∞ ≤ γ‖A′(σ)‖2 if t− 2τ ≤ σ ≤ t− τ.
Keeping t fixed and integrating the square of this inequality over the
interval t− 2τ ≤ σ ≤ t− τ we find
(2.56) ττ 3/2‖A′(t)‖2∞ ≤ γ2
∫ t−τ
t−2τ
‖A′(σ)‖22dσ.
In view of the bound
∫∞
0
‖A′(σ)‖22dσ ≤ ‖B0‖22, established in [3, Equ
(6.5)], the bound (2.43) follows and at the same time the integrability
over [0,∞) of the integrand on the right of (2.58) proves (2.44). 
Lemma 2.11. Let ψ∞(t) = 2c
∫ t
0
‖B(s)‖∞ds. Then
(2.57) ‖A′(t)‖22 + 2
∫ t
0
eψ∞(t)−ψ∞(s)‖B′(s)‖22ds ≤ eψ∞(t)‖A′(0)‖22.
In particular, if (2.40) holds, then
(2.58) ‖A′(t)‖2 ≤ e8cN c‖B0‖2t1/4‖A′(0)‖2 for 0 < t ≤ 2τ ≤ 1.
Proof. In the identity (see [3, Equ (5.8)])
(d/ds)‖A′(s)‖22 + 2‖B′(s)‖22 = −2([A′(s) ∧ A′(s)], B(s)),
use the inequality 2|([A′(s) ∧ A′(s)], B(s))| ≤ 2c‖B(s)‖∞‖A′(s)‖22 to
dominate the last term. One arrives at (d/ds)‖A′(s)‖22 + 2‖B′(s)‖22 ≤
2c‖B(s)‖∞‖A′(s)‖22. Hence
(d/ds)(e−ψ∞(s)‖A′(s)‖22) + 2e−ψ∞(s)‖B′(s)‖22 ≤ 0.
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Integrate from 0 to t to get
e−ψ∞(t)‖A′(t)‖22 − ‖A′(0)‖22 + 2
∫ t
0
e−ψ∞(s)‖B′(s)‖22ds ≤ 0
which gives (2.57). Now if (2.40) holds then
ψ∞(t) ≤ 2c
∫ t
0
2cN‖B0‖2s−3/4ds = 16ccN‖B0‖2t1/4.
Using just the first term in (2.57) we find therefore that
‖A′(t)‖22 ≤ e16cN c‖B0‖2t1/4‖A′(0)‖22, which is (2.58). 
Remark 2.12. Our proof of uniqueness of solutions to the Yang-Mills
heat equation (2.6) required use of the allowed initial singularity of
‖B(t)‖∞ specified in the definition (2.8) of “locally bounded”. As to
whether uniqueness holds without such an assumption, we have not
been able to decide. J. R˚ade, [20], has proven uniqueness of solutions
if one defines a solution to be a limit of smooth solutions. The following
corollary shows that such a limiting solution is automatically locally
bounded and therefore our uniqueness proof applies to such limiting
solutions when M is a bounded, smooth, convex subset of R3.
Corollary 2.13. Suppose that, for some T ≤ ∞, A(·) is a strong
solution on [0, T ) satisfying Neumann, Dirichlet, or Marini boundary
conditions. Assume that there is a sequence An of smooth solutions on
[0, T ), satisfying the same boundary conditions as A, such that An → A
in the Cloc([0, T ),W1) topology. That is,
(2.59) sup
0≤t≤t0
‖An(t)− A(t)‖W1 → 0 for each t0 ∈ (0, T )
Then A(·) is locally bounded.
Proof. Each function An is clearly a locally bounded strong solution
on [0, T ). Since ‖An(0)‖W1 is uniformly bounded in n there exists a
constant R > 0 such that ‖Bn(0)‖2 ≤ R for all n. By Theorem 2.9
there exists τ > 0, depending only on R, such that
(2.60) t3/4‖Bn(t)‖∞ ≤ 2cNR for 0 < t ≤ 2τ.
For each t > 0 the W1 convergence of An(t) to A(t) implies that
Bn(t)→ B(t) in L2(M). Hence
(2.61) t3/4‖B(t)‖∞ ≤ 2cNR for 0 < t ≤ 2τ.
The same argument applies on any interval [α, α+2τ ] ⊂ [0, T ) because
‖Bn(α)‖2 ≤ ‖Bn(0)‖2. Therefore ‖B(t)‖∞ ≤ 2cNRτ−3/4 for α+τ ≤ t ≤
α + 2τ . Hence ‖B(t)‖∞ is bounded on any interval [b, c] ⊂ [τ, T ). 
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Theorem 2.14. Suppose that A(·) is a locally bounded strong solution
on an interval [0, T ) satisfying Neumann or Dirichlet boundary condi-
tions. Then (2.40) and (2.41) hold for a number τ depending only on
‖B(0)‖2. Moreover if ‖A′(0)‖2 <∞ then (2.42) holds also.
Proof. For a given locally bounded strong solution A(·) we know from
the gauge invariant regularization lemma, [3, Lemma 9.1] that if T0 < T
then there exists  > 0, depending on γ ≡ sup0≤s≤T0 ‖A(s)‖W1 , such
that, for any interval [a, b] ⊂ (0, T0] of length at most , there is a
sequence, An of smooth solutions over [a, b] which approximate A over
this interval in the strong sense given in [3, Equ (9.1)]. We need to
modify the simple argument of Corollary 2.13 to take into account the
possibility that , which depends on γ and therefore on ‖A(·)‖W1 over
the interval [0, T0], may be much smaller than the desired number τ ,
which we hope will depend only on ‖B(0)‖2. To this end we will have
to derive (2.47) for non-smooth solutions to (2.6). If [a, b] ⊂ (0, T0] is
an interval of length at most  and An denotes the sequence of smooth
approximations of A over [a, b], then (2.47) shows that
|Bn(b, x)| ≤ {e(b−a)∆N |Bn(a)|}(x) +
∫ b
a
{e(b−s)∆N |Bn(s)#Bn(s)|}(x)ds.
Since Bn converges to B uniformly over [a, b] ×M by [3, Equ (9.1)],
and since et∆N is bounded on L∞(M), we may pass to the limit in the
last inequality to find
|B(b, x)| ≤ {e(b−a)∆N |B(a)|}(x) +
∫ b
a
{e(b−s)∆N |B(s)#B(s)|}(x)ds
(2.62)
for any interval [a, b] ⊂ (0, T0] of length at most . We will show in
Lemma 2.15 that the validity of the pointwise inequality (2.62) over
these small intervals implies its validity over large intervals. Assuming
then that (2.62) holds over any interval [a, b] ⊂ (0, T0] we will show
that the derivation leading from (2.47) to (2.51) now goes through
exactly as before, provided we replace the interval [0, t] by the interval
[a, t], with the number a necessarily greater than zero. Thus, defining
βa(t) = supa≤s≤t(s− a)3/4‖B(s)‖∞, the derivation of (2.51) shows that
(2.63) (t−a)3/4‖B(t)‖∞ ≤ cN
{
‖B(a)‖2 +cβa(t)‖B(a)‖2(t−a)1/4a4
}
,
for a ≤ t ≤ T0. Now fix t > 0 and let a ↓ 0. Each term in (2.63)
converges to the corresponding term in (2.51). Moreover the hypothesis
that A(·) is locally bounded shows that β(t) < ∞ for all t > 0. The
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remainder of the proof that (2.40) holds is now exactly the same as in
the proof of Theorem 2.9. The proof of (2.41) also follows as before.
The proof of (2.42) is similar: Taking ω(t) = A′(t) in Proposition
2.7, one finds the pointwise bound
(2.64) |A′(b, x)| ≤ {e(b−a)∆N |A′(a)|}(x) +
∫ b
a
{e(b−s)∆N |h(s)|}(x)ds
for smooth solutions over an interval [a, b]. We may apply the gauge
invariant regularization lemma, [3, Lemma 9.1], to the given locally
bounded strong solution A(·) and conclude that (2.64) holds for small
intervals [a, b] ⊂ (0, T ), and therefore, by the next lemma, holds for
all intervals [a, b] ⊂ (0, T ). The limiting procedure for letting a ↓ 0,
used in the proof of (2.40), applies now equally well to the proof of
(2.42). 
Lemma 2.15. (Time dependent semigroup inequality.) Let u(t, x) and
g(t, x) be non-negative bounded measurable functions on [0, T ) × M .
Let  > 0. Suppose that
(2.65)
u(b, x) ≤ {e(b−a)∆Nu(a, ·)}(x) +
∫ b
a
{e(b−s)∆Ng(s)}(x)ds for a.e. x
whenever 0 < a < b < T and
(2.66) b− a < .
Then (2.65) holds for all intervals [a, b] ⊂ (0, T ).
Proof. Let 0 < a < b < c < T and suppose c− b < . For an induction
proof, suppose that (2.65) holds for this a and b. Then
u(c) ≤ e(c−b)∆Nu(b) +
∫ c
b
e(c−s)∆Ng(s)ds
≤ e(c−b)∆N
{
e(b−a)∆Nu(a) +
∫ b
a
e(b−s)∆Ng(s)ds
}
+
∫ c
b
e(c−s)∆Ng(s)ds
= e(c−a)∆Nu(a) +
∫ b
a
e(c−s)∆Ng(s)ds+
∫ c
b
e(c−s)∆Ng(s)ds
= e(c−a)∆Nu(a) +
∫ c
a
e(c−s)∆Ng(s)ds.
Therefore, given any interval [a, b] ⊂ (0, T ), one can partition it into
small subintervals a = a0 < a1 < · · · < an = b of length less than  and
arrive at (2.65) by induction. 
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Remark 2.16. We have not included Marini boundary conditions in
the hypothesis of Theorem 2.14 because the gauge invariant regular-
ization procedure used in the proof has not yet been proven for Marini
boundary conditions.
3. Long time behavior
It has been shown in several different contexts [8, 9, 20] that over a
manifold without boundary, a solution to the Yang-Mills heat equation
over (0,∞) converges to a limit as time goes to infinity through some
sequence, if one counts only the gauge equivalence class at each time.
Moreover, if one assumes a solution which is smooth for all time then
the limiting connection is also gauge equivalent to a smooth connection
[8,9,20], at least on an open dense set. One can expect the same kind of
behavior for a manifold with boundary. In this section we are going to
prove a version of such limiting behavior, but only in dimension three.
It is aimed partly at showing how Wilson loop functions can be used to
formulate such a convergence procedure and partly at showing how our
gauge invariant regularization procedure smooths finite energy initial
data enough to give meaning to such “regularized Wilson loops”.
Given a connection on a vector bundle, it is well known that the asso-
ciated parallel transport operators along curves determine the connec-
tion. See e.g. [19, Theorem 2.28]. We are going to prove convergence of
the parallel transport operators rather than convergence of the connec-
tion forms themselves. This is analogous to proving, for some sequence
of unbounded self-adjoint operators Cn on a Hilbert space, convergence
of the unitary operators eitCn instead of convergence of the Cn them-
selves.
Our main interest is in the regularization of rough gauge potentials,
adequate for giving meaning to the Wilson loop function. We will begin
with an example of a gauge potential with finite energy but which
produces an infinite magnetic flux through some loops. The Wilson
loop function is meaningless for such loops. In the example we will
take the gauge group to be the circle group.
In Section 3.2 we will review how a parallel transport function on
loops gives rise to a parallel transport function on paths, with the
help of homotopies. In Section 3.3 we will show that, for a solution
to the Yang-Mills heat equation, there is a sequence of times going to
infinity for which the associated parallel transport operators around
loops converge.
3.1. Magnetic field of a current carrying washer.
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A wire in R3 of zero thickness, carrying current, produces a magnetic
field of infinite energy. We are going to describe a slightly smoother
current distribution which produces a magnetic field of finite energy
and yet gives an infinite magnetic flux through certain loops. For
such loops the Wilson loop functional is undefined. We will show in
subsequent sections how our gauge invariant regularization procedure,
via the Yang-Mills heat equation, applies to the Wilson loop function
for finite energy gauge fields.
Consider a washer of zero thickness lying in the x, y plane in R3 with
center at the origin. We take the outer radius of the washer to be one
and the inner radius to be 1/2. A current circulates counterclockwise
(viewed from above) through the washer in concentric circles centered
at the origin. For a point x on such a circle, the current vector J(x) is
tangent to the circle. See Figure 1.
x
y
1
1
2
washer
current
loop
Figure 1. Current carrying washer
We take the current density to vary with the distance from the origin
and to be heavily weighted toward the outer rim of the washer. We
can write the planar current density explicitly as
J(x) = λ(r)
(
− i sinφ+ j cosφ
)
when x = (r cosφ, r sinφ, 0).
(3.1)
λ(r) is the profile of the current strength as one moves from the inner
rim at r = 1/2 to the outer rim at r = 1. By this we mean that
λ(r)dr is the total current passing through a small radial interval dr
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at distance r. We will take
λ(r) =
1
(1− r)(log 1
1−r )
2
, 1/2 ≤ r < 1(3.2)
The intensity of current is therefore quite large near the outer rim. But
the total current circulating around the washer is
∫ 1
1/2
λ(r)dr, which is
finite. The magnetic potential produced by the current is given by
A = (−∆)−1J. Thus
4piA(x) =
∫
wash
J(x′)
|x− x′|d
2x′
=
∫ 1
1/2
drλ(r)
∫ pi
−pi
−i sinφ+ j cosφ
|x− (r cosφ, r sinφ, 0)|dφ(3.3)
The energy of this field is given by (See e.g. [11, Equ. 5.153].)
W =
∫
wash
∫
wash
J(x) · J(x′)
|x− x′| d
2xd2x′(3.4)
where
∫
wash
means the two dimensional integral over the washer. This
is equivalent to the H1 norm of A because ‖A‖2H1 =
∫
R3
∑3
j=1 ∂jA ·
∂jAd
3x = (−∆A,A) = (J, (−∆)−1J).
Theorem 3.1.
1) The gauge potential A has finite energy.
2) There are piecewise smooth curves of finite length in the x, y plane
through which the magnetic flux is infinite. In particular the holonomy
(Wilson loop) WC(A) = e
i∞ is undefined for such a curve C.
Proof. To bound the energy (3.4) take x = (r cosφ, r sinφ, 0) and x′ =
(r′ cosφ′, r′ sinφ′, 0) in (3.4). Then |x − x′|2 = (r cosφ − r′ cosφ′)2 +
(r sinφ− r′ sinφ′)2 = r2 + (r′)2− 2rr′ cos(φ− φ′) = (r− r′)2 + 2rr′(1−
cos(φ−φ′)) and J(x) ·J(x′) = λ(r)λ(r′)(−i sinφ+ j cosφ) · (−i sinφ′+
j cosφ′) = λ(r)λ(r′) cos(φ− φ′). Hence
W =
∫ 1
1/2
∫ 1
1/2
drdr′λ(r)λ(r′)
∫ pi
−pi
∫ pi
−pi
cos(φ− φ′) dφdφ′(
(r − r′)2 + 2rr′(1− cos(φ− φ′))
)1/2
= 2pi
∫ 1
1/2
∫ 1
1/2
drdr′λ(r)λ(r′)
∫ pi
−pi
cos θ dθ(
(r − r′)2 + 2rr′(1− cos θ)
)1/2 .
(3.5)
Since λ(r) has singular behavior near r = 1 we will need to bound the
θ integral above to prove finite energy. We will also need a lower bound
later to prove that A(x) is unbounded. For these purposes we will show
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in Section 3.1.1 that there are strictly positive constants c1, c2, C1, C2
such that
c1 + c2 log
1
u
≤
∫ pi/4
−pi/4
cos θ(
u2 + 2v2(1− cos θ)
)1/2dθ ≤ C1 + C2 log 1u
(3.6)
for 0 < u < 1 and 1/2 ≤ v ≤ 2(3.7)
Now let u = |r− r′| and v = (rr′)1/2. Then (3.7) is satisfied for all r
and r′ entering the integrals in (3.5). The contribution to the θ integral
in (3.5) from |θ| ≥ pi/4 is a bounded function of r and r′ and since λ(r)
is integrable the contribution to (3.5) from |θ| ≥ pi/4 is finite. In view
of the second inequality in (3.6) it suffices therefore to show that
(3.8)
∫ 1
1/2
dr
∫ 1
1/2
dr′λ(r)λ(r′) log
1
|r − r′| <∞.
Since the possibly non-integrable singularity is near r = r′ = 1 it will
be more perspicuous to change variables to s = 1 − r and s′ = 1 − r′.
Thus we need to show that∫ 1/2
0
∫ 1/2
0
µ(s)µ(s′) log
1
|s− s′|dsds
′ <∞(3.9)
when µ(s) = (s(log s)2)−1. The value of this double integral over the
two triangles s ≤ s′ and s′ ≤ s is the same. So it suffices to show that
one of them is finite. In fact we will show that
(3.10)
∫ s′
0
µ(s) log
1
|s− s′|ds
is bounded for 0 ≤ s′ ≤ 1/2, which will prove (3.9) because µ(s′) is
integrable.
Let c = s′/2. Now log 1
s′−s is an increasing function of s on (0, c)
while µ(s) is a decreasing function of s on (c, s′). Hence∫ s′
0
µ(s) log
1
s′ − sds =
∫ c
0
µ(s) log
1
s′ − sds+
∫ s′
c
µ(s) log
1
s′ − sds
≤ log 1
s′ − c
∫ c
0
µ(s)ds+ µ(c)
∫ s′
c
log
1
s′ − sds(3.11)
Both integrals can be done explicitly. One finds
∫ c
0
µ(s)ds = (log(c−1))−1 =
(log(2/s′))−1 and
∫ s′
c
log 1
s′−sds = (s
′/2)(1 + log(2/s′)). Hence the right
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side of (3.11) equals(
log
2
s′
) 1
log 2
s′
+
1
(s′/2)(log 2
s′ )
2
· (s′/2)
(
1 + log
2
s′
)
= 1 +
1 + log 2
s′
(log 2
s′ )
2
,
which is bounded on 0 < s′ ≤ 1/2. This proves Part 1) of Theorem
3.1.
For Part 2 we need to understand the behavior of the magnetic po-
tential A(x) as x approaches the outer rim of the washer. Because of
the cylindrical symmetry it will suffice to do this when x lies in the x, z
plane. In fact it suffices to consider just x = (x1, 0, x3) with x1 ≥ 0.
The distance from x to a current element is |x− (r cosφ, r sinφ, 0)|2 =
(x1 − r cosφ)2 + r2 sin2 φ + x23 = x21 + x23 + r2 − 2x1r cosφ = (x1 −
r)2 + x23 + 2x1r(1 − cosφ). Inserting this into (3.3) we see that the
denominator is an even function of φ. The contribution of i sinφ in the
integral is therefore zero. Hence
(3.12)
4piA(x) = j
∫ 1
1/2
drλ(r)
∫ pi
−pi
cosφ(
(x1 − r)2 + x23 + 2x1r(1− cosφ)
)1/2dφ
for x in the x, z plane. From the cylindrical symmetry we see that A(x)
is horizontal for all x ∈ R3 and in fact is tangent to the horizontal circle
which is centered on the z axis and passes through x. (On the z axis
A(x) is zero, as one sees by putting x1 = 0 in (3.12).)
Of course A is a smooth function on the complement of the closed
washer because the denominator in (3.3) is locally bounded away from
zero there. We need only focus attention on the behavior of A(x) for
x in a small neighborhood of (1, 0, 0) in the x, z plane. For such x the
contribution to the integral from points in the washer where |φ| ≥ pi/4
produces a smooth function of x1, x3 for x1 > 0. We therefore need
only to analyze the behavior of the function f defined by
(3.13)
f(x1, x3) =
∫ 1
1/2
drλ(r)
∫
|φ|≤pi/4
cosφ dφ(
(x1 − r)2 + x23 + 2x1r(1− cosφ)
)1/2 .
The first inequality in (3.6) will give a lower bound on this integral just
outside the outer rim of the washer as follows. Suppose that 1 ≤ x1 ≤
5/4 and |x3| ≤ 1/2. Let u2 = (x1 − r)2 + x23 and v2 = x1r. The reader
can verify that (3.7) is satisfied. Hence
f(x1, x3) ≥
∫ 1
1/2
λ(r)(c1 + c2 log
1
u
)dr.(3.14)
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If x1 ↓ 1 and |x3| ↓ 0 then u ↓ 1 − r and the monotone convergence
theorem shows that, for some finite constant C6, one has
lim inf
x1↓0 |x3|↓0
f(x1, x3) ≥ c2
∫ 1
1/2
drλ(r) log
1
1− r + C6
= c2
∫ 1
1/2
dr
1
(1− r)(log 1
1−r )
2
log
1
1− r + C6
=∞.(3.15)
Therefore A(x) · j is infinite at the point (1, 0, 0) and also goes to ∞
as x→ (1, 0, 0) in the x, z plane.
Consider now the loop shown in Figure 1. It is given by a closed
curve C lying in the x, y plane and forming the boundary of an an-
nular sector centered at the origin and whose inner radius is one. In
Figure 1 the curve is shown separated from the rim of the washer for
clarity. But we are interested in the circumstance in which the inner
circle of the annular sector coincides with a portion of the outer rim
of the current carrying washer. The outer circle segment of C is con-
centric with the inner one and is joined to it by radial lines. Since A
is tangential to the outer rim of the washer it is also tangential to the
inner circle of C. However this tangential component of A is infinite,
as we have seen. Thus the integral of A along the inner circle of C is
infinite. The integral of A along the two radial lines is zero because
A is perpendicular to these radial lines. The integral of A along the
outer circle is finite because A is smooth in the vicinity of the outer
circle. Thus
∫
C
A(x) · dx =∞. This proves Part 2) of Theorem 3.1.
There is another sense in which this loop integral is infinite: keep
the outer circle of the curve C fixed and shift the inner circle away
from the outer rim of the washer by a small amount, say  > 0, as is
shown in Figure 1. For this curve C the contour integral
∫
C
A(x) · dx
is finite, but increases to infinity as  ↓ 0 because, as (3.15) shows, for
x3 = 0 the tangential component of A(x) increases to ∞ as x1 ↓ 1. In
particular, by Stokes’ theorem, the magnetic flux through the planar
surface bounded by C increases to ∞ as  ↓ 0. (The right hand rule
also shows that the magnetic field B points downward everywhere on
the ring.) 
Remark 3.2. Trace theorems assert that a function lying in a Sobolev
space Hs over a manifold will, upon restriction to a co-dimension one
submanifold N , lie in Hs−(1/2)(N). This theorem notoriously breaks
down if s = 1/2. In our case the magnetic field A lies in H1(R3) and
therefore restricts to a function in H1/2(N) for any reasonable surface
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N . One can try to restrict it once more to a curve C contained in N
and ask what properties the restriction to C has. Since s is now equal
to 1/2 the trace theorem breaks down. One can not infer from it that
the restriction to the curve C is an almost everywhere finite function.
Our example shows that the very worst can happen: the restriction of
the magnetic field to an arc of the outer rim of the washer is identically
infinite. For further discussion of trace theorems see [12, Theorem 9.5]
and [6].
3.1.1. Upper and lower bounds for an integral.
Lemma 3.3. Let 0 < θ0 < pi/2 and let a
2 = (sin θ0)/θ0 with a > 0.
Then, for u > 0 and v > 0, there holds
1
v
log(1 +
vθ0
u
) ≤
∫ θ0
0
1(
u2 + 2v2(1− cos θ)
)1/2dθ ≤
√
2
va
log(1 +
vaθ0
u
).
(3.16)
In particular (3.6) holds.
Proof. For s ≥ 0 the inequalities 1 + s2 ≤ (1 + s)2 ≤ 2(1 + s2) imply
that
∫ b
0
(1 + s2)−1/2ds ≥ log(1 + b) ≥ 2−1/2
∫ b
0
(1 + s2)−1/2ds for b > 0.
(3.17)
Since a2 is the slope of a line segment lying below sin(·), integration
gives a2θ2 ≤ 2(1− cos θ) ≤ θ2 for 0 ≤ θ ≤ θ0. Hence∫ θ0
0
dθ(
u2 + v2a2θ2
)1/2 ≥ ∫ θ0
0
dθ(
u2 + 2v2(1− cos θ)
)1/2 ≥ ∫ θ0
0
dθ(
u2 + v2θ2
)1/2
Change variables in the left-most integral to s = (va/u)θ to find
(va)−1
∫ vaθ0/u
0
(1+s2)−1/2ds, which, by (3.17), is at most (va)−1
√
2 log(1+
(vaθ0/u)). The other half of (3.16) follows similarly.
For the proof of (3.6) we can ignore the factor cos θ in the numer-
ator of (3.6) because it is bounded and bounded away from zero on
[−pi/4, pi/4]. We are assuming now that 1/2 ≤ v ≤ 2, from which it fol-
lows that the left side of (3.16) dominates the left side of (3.6) for some
constants c1, c2 and for all u ∈ (0, 1). Moreover, since vapi/4 ≤ 2, the
right side of (3.16) is at most (2
√
2/a) log(1+(2/u)) ≤ (4√2/a) log(2/u)
because log(1 + x) ≤ 2 log x when x ≥ 2. 
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3.2. From loops to paths.
Notation 3.4. Let M be the closure of a bounded open set in R3
with smooth convex boundary. Denote by Γ the set of piecewise C1
functions from [0, 1] into M int. If γ and µ are two elements of Γ such
that γ(1) = µ(0) then their concatenation γµ is defined by
(3.18) (γµ)(s) =
{
γ(2s), 0 ≤ s ≤ 1/2
µ(2s− 1), 1/2 ≤ s ≤ 1.
The curve γµ is clearly again in Γ. The inverse path is defined as usual
by γ−1(s) = γ(1− s), 0 ≤ s ≤ 1. The path γγ−1 retraces itself.
By a parallel transport system in the bundle V ×M → M we mean
a map Γ 3 γ 7→ //γ ∈ End V such that
i) //γ◦φ = //γ for any homeomorphism φ : [0, 1] → [0, 1], which,
together with its inverse, is piecewise C1,
ii) //γµ = //γ //µ,
iii) //γγ−1 = IV .
Taking 0 to be the trivial curve, 0(s) ≡ x1, it follows from ii) and
iii) that //0 = I and (//γ)
−1 = //γ−1 .
Under further technical assumptions such a parallel transport system
always comes from a connection on the bundle V ×M →M . This has
been discussed for example in [19, Theorem 2.28].
We are going to show that, for a solution A(·) to the Yang-Mills
heat equation, and for any sequence tk going to infinity, the parallel
transport operators //
A(tk)
γ converge to such a parallel transport system
after suitable gauge transformations.
Choose a point x0 ∈M int and denote the set of loops at x0 by
(3.19) Γ0 = {γ ∈ Γ : γ(0) = γ(1) = x0}.
A parallel transport system can be recovered, up to gauge transfor-
mation, from its restriction to Γ0 by choosing a homotopy of M with
x0. The well known procedure for doing this will be described in the
following algebraic lemma.
Let X be a manifold and let x0 be a point in X. By a piecewise C
1
homotopy of X with {x0} we mean a continuous map h : [0, 1]×X → X
with h(0, x) = x0, h(1, x) = x, and, for all x ∈ X, the curve s 7→
hx(s) := h(s, x) is piecewise C
1. We will assume also that h(s, x0) = x0
for all s ∈ [0, 1]. Our limit results can easily be extended to non-
contractible manifolds, but the analytic idea is already well illustrated
in the contractible case, to which we will restrict our attention.
Lemma 3.5. Let X be a finite dimensional pathwise connected mani-
fold. Let x0 ∈ X. Denote by Γ the set of piecewise C1 functions from
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[0, 1] into X and define Γ0 = {γ ∈ Γ : γ(0) = γ(1) = x0}. Suppose that
P : Γ0 → End V is a map with the following properties
1) (parametrization invariance) P (γ) = P (γ ◦ φ) for any piecewise
C1 homeomorphism φ : [0, 1]→ [0, 1] with piecewise C1 inverse.
2) P (γµ) = P (γ)P (µ) for all γ and µ in Γ0.
3) P (γγ−1) = IV for any path γ ∈ Γ with γ(0) = x0.
Let h : [0, 1]×X → X be a piecewise C1 homotopy of X to x0.
Then there is a unique parallel transport system //γ, γ ∈ Γ, which
is the identity along all homotopy paths hx(·) and agrees with P on Γ0.
Proof. Suppose that γ ∈ Γ with γ(0) = x and γ(1) = y. Then the
path hxγh
−1
y lies in Γ0. Define //γ = P (hxγh
−1
y ). If µ ∈ Γ also and
γ(1) = µ(0) and µ(1) = z then
(3.20) //γµ = P (hxγµh
−1
z ) = P ((hxγh
−1
y )(hyµh
−1
z )) = //γ //µ
by 2). Moreover //γγ−1 = P ((hxγ)(γ
−1h−1x )) = P (hxγ)(hxγ)
−1) = IV
by 3). Thus items ii) and iii) are verified. Item i) is clear. Moreover
//hx = P (hx0hx(hx)
−1) = IV . For any other parallel transport system
/// with the stated properties one has ///γ = ///hx ///γ ///h−1y =
///hxγh−1y = P (hxγh
−1
y ) = //γ. 
3.3. Convergence on loops.
Notation 3.6. Let M be the closure of a bounded open set in R3 with
smooth convex boundary. Let x0 ∈ M int and define Γ and Γ0 as in
Notation 3.4. In our simple setting a tangent vector to M at a point
γ(s) is just a vector u(s) ∈ R3. We will denote by Tγ(Γ) any piecewise
C1 function u : [0, 1] → R3. If γ ∈ Γ0 then we will write u ∈ Tγ(Γ0)
if u is in piecewise C1([0, 1];R3) and u(0) = u(1) = 0. For u ∈ Tγ(Γ)
define
(3.21) ‖u‖ = sup
0≤s≤1
|u(s)|R3 + sup
0≤s≤1
|u′(s)|R3 .
For a curve [a, b] 3 t → γt(·) ∈ Γ we take its length to be
∫ b
a
‖∂tγt‖dt
as usual and define the distance d1(γ1, γ2) to be the infimum of lengths
of curves joining γ1 to γ2 in the manifold Γ. Γ and Γ0 are (incomplete)
metric spaces in this metric.
Definition 3.7. For a smooth End V valued connection form A on
M int and a piecewise C1 path γ in M the parallel transport operator
along γ is defined by the solution to the ordinary differential equation
(3.22) g(t)−1dg(t)/dt = A〈dγ(t)/dt〉, g(0) = IV .
We put //Aγ = g(1). Properties i), ii), iii) of Notation 3.4 are well
known for this map.
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In this section we are going to prove that for any locally bounded
strong solution of the Yang-Mills heat equation satisfying Neumann or
Dirichlet boundary conditions, and for any sequence of times going to
infinity, there is a subsequence tj and gauge transforms kj such that
the connection forms A(tj)
kj are smooth and the parallel transport
operators //
A(tj)
kj
γ converge, as operators from V to V , to a map P on
Γ0 satisfying all the conditions listed in Lemma 3.5.
Theorem 3.8. Suppose that M is a compact convex subset of R3 with
smooth boundary. Let A(·) be a locally bounded strong solution of the
Yang-Mills heat equation (2.6) over [0,∞) satisfying Dirichlet or Neu-
mann boundary conditions. Choose x0 ∈ M int. Suppose that {tk} is a
sequence of times going to ∞.
There is a function P : Γ0 → End V satisfying conditions 1), 2),
3) of Lemma 3.5, a subsequence tj and functions kj ∈ W1(M ;K) such
that
a) k−1j dkj ∈ W1(M ; k) for all j,
b) αj ≡ A(tj)kj is in C∞(M ; Λ1 ⊗ k) and,
c) for each γ ∈ Γ0 the operators //αjγ converge to P (γ) as j →∞.
Moreover
d) P is continuous on Γ0 in the metric d1.
In particular, given a piecewise C1 homotopy of M int onto x0, there
is a parallel transport system on Γ that extends P .
Remark 3.9. If γ is a closed curve in M int beginning at x0, and A is
a smooth connection form, then for any smooth function k : M → K
one has the well known identity.
(3.23) //A
k
γ = k(x0)
−1(//Aγ )k(x0)
Consequently
(3.24) trace //A
k
γ = trace//
A
γ .
The function A 7→ trace //Aγ is therefore fully gauge invariant and
in particular is independent of the choice of gauge transformation k.
Theorem 3.8 implies then that there exists a sequence of times going to
infinity for which the functions trace//
A(tj)
γ converge for all piecewise
C1 loops γ starting at x0. One need not specify gauge transformations
kj for this convergence.
The proof of Theorem 3.8 depends on the following lemmas.
Lemma 3.10. Let A(·) be a locally bounded strong solution satisfying
Dirichlet or Neumann boundary conditions and let t1 > 0. Then there
exists a continuous function k : M → K such that
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a) k−1dk ∈ W1(M) and
b) α ≡ A(t1)k ∈ C∞(M ; Λ1 ⊗ k).
Proof. The proof depends heavily on results in [3]. From [3, Corollary
9.3] it follows that sup0<t≤t1 ‖A(t)‖H1 <∞. Therefore, by [3, Theorem
2.13] there exists T > 0 such that, for any t0 ∈ (0, t1), the parabolic
equation
(3.25) (∂/∂t)C = −(d∗CBC + dCd∗C), t > 0, C(0) = A0.
[3, Equ (2.14)] has a solution C(·) on the interval [t0, t0 + T ], with
C(t0) = A(t0). Pick t0 ∈ (0, t1) such that t1 < t0 +T . [3, Corollary 8.4]
then ensures that there exists a continuous function g : M → K such
that g−1dg ∈ W1 and for which A(t1) = C(t1)g. Since C(t1) ∈ C∞ we
may take k = g−1. Take note here that the equality A(t1) = C(t1)g
relies on the uniqueness theorem, [3, Theorem 8.15], which is applicable
to the restriction of A(·) to [t0, t1]. 
Lemma 3.11. Let γ : [0, 1] → M be a piecewise C1 closed curve
starting at x0. Let u : [0, 1] → T (M) be a C1 vector field along γ for
which u(0) = u(1) = 0. That is, u(s) ∈ Tγ(s)(M), 0 ≤ s ≤ 1. Let α be
a smooth connection form on M with bounded curvature B. Then
(3.26) ‖∂u//αγ‖End V ≤ ‖B‖∞ sup
0≤s≤1
|u(s)| Length(γ).
Proof. Since u(0) = u(1) = 0 the identity [7, Equ (2.6)] shows that∥∥∥∂u//αγ∥∥∥
End V
=
∥∥∥∫ 1
0
//αγ|s0〈B(γ(s)), γ
′(s) ∧ u(s)〉ds
∥∥∥
End V
≤
∫ 1
0
‖//αγ|s0‖End V‖B‖∞|γ
′(s) ∧ u(s)〉|Λ2(R3)ds
≤ ‖B‖∞
∫ 1
0
|γ′(s)||u(s)|ds
≤ ‖B‖∞( sup
0≤s≤1
|u(s)|)
∫ 1
0
|γ′(s)|ds,
which is (3.26). 
Proof of Theorem 3.8. For each t ≥ 1 we have constructed a gauge
function k(t) : M → K such that α(t) ≡ A(t)k(t) is a C∞ connection
form. Denote by Bα(t) the curvature of the connection α(t). Let γ and
η be in Γ0 and of length at most L. Define u(s) = γ(s)− η(s) and let
γσ(s) = η(s) + σu(s). Then γσ lies in M
int for small σ and ∂σγσ = u.
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Let b = supt≥1 ‖B(t)‖∞. We know that b <∞ by Theorem 2.9. Since
‖Bα(t)‖∞ = ‖B(t)‖∞ ≤ b, Lemma 3.11 shows that
‖∂σ//α(t)γσ ‖End V ≤ b sup
0≤s≤1
|γ(s)− η(s)| · Length(γσ)
≤ b sup
0≤s≤1
|γ(s)− η(s)| · [Length(γ) + Length(η)]
≤ 2bL sup
0≤s≤1
|γ(s)− η(s)|.
Hence
‖//α(t)γ − //α(t)η ‖End V ≤
∫ 1
0
‖∂σ//α(t)γσ ‖End V dσ
≤ 2bL sup
0≤s≤1
|γ(s)− η(s)|.(3.27)
An Arzela-Ascoli type diagonalization argument shows that a pointwise
bounded, equicontinuous sequence of functions on a separable metric
space S to a compact subset of End V contains a subsequence that
converges pointwise to a continuous function (and of course the con-
vergence is uniform on compact subsets.) Taking the metric space
to be the set CL ≡ {γ ∈ Γ0 : Length(γ) ≤ L} with the metric
d0(γ, η) = sup0≤s≤1 |γ(s)−η(s)|, and taking the functions to be {//α(t)γ }
with ranges contained in K ⊂ End V , the estimate (3.27) shows that
we may apply this Arzela-Ascoli argument and conclude that for any
sequence of times increasing to ∞ there is a subsequence tj ↑ ∞ for
which //
α(tj)
γ converges in operator norm for each curve γ ∈ CL. We
may allow L ↑ ∞ through a sequence and use diagonalization again
to conclude that there is a function P : Γ0 → End V such that
P (γ) = limj→∞ //
α(tj)
γ in operator norm for all γ ∈ Γ0. By (3.27)
P |CL is continuous in the norm d0 for each L < ∞ and therefore is
continuous on Γ0 in the metric d1. The properties 1), 2), 3) of Lemma
3.5 follow from the corresponding properties of the maps γ 7→ //α(tj)γ .
The map P therefore extends, by Lemma 3.5, to a parallel transport
system on paths when a piecewise C1 homotopy of M int to x0 is spec-
ified. The extension is unique in the sense given in Lemma 3.5. 
Acknowledgement 3.12. N. Charalambous would like to thank the
Asociacio´n Mexicana de Cultura A.C.
References
[1] T. Balaban, Convergent renormalization expansions for lattice gauge theories,
Comm. Math. Phys. 119 (1988), no. 2, 243–285.
NEUMANN DOMINATION FOR THE YANG-MILLS HEAT EQUATION 31
[2] N. Charalambous, Eigenvalue estimates for the Bochner Laplacian and har-
monic forms on complete manifolds, Indiana Univ. Math. J. 59 (2010), no. 1,
183–206, DOI 10.1512/iumj.2010.59.3770.
[3] N. Charalambous and L. Gross, The Yang-Mills heat semigroup on three-
manifolds with boundary, Comm. Math. Phys. 317 (2013), no. 3, 727–785,
DOI 10.1007/s00220-012-1558-0.
[4] H. L. Cycon, R. G. Froese, W. Kirsch, and B. Simon, Schro¨dinger operators
with application to quantum mechanics and global geometry, Study, Texts and
Monographs in Physics, Springer-Verlag, Berlin, 1987.
[5] S. K. Donaldson, Anti self-dual Yang-Mills connections over complex algebraic
surfaces and stable vector bundles, Proc. London Math. Soc. (3) 50 (1985),
no. 1, 1–26.
[6] A. Einav and M. Loss, Sharp trace inequalities for fractional Laplacians, Proc.
Amer. Math. Soc. 140 (2012), no. 12, 4209–4216, DOI 10.1090/S0002-9939-
2012-11380-2.
[7] L. Gross, A Poincare´ lemma for connection forms, J. Funct. Anal. 63 (1985),
no. 1, 1–46, DOI 10.1016/0022-1236(85)90096-5.
[8] M.-C. Hong and G. Tian, Global existence of the m-equivariant Yang-Mills flow
in four dimensional spaces, Comm. Anal. Geom. 12 (2004), no. 1-2, 183–211.
[9] , Asymptotical behaviour of the Yang-Mills flow and singular Yang-
Mills connections, Math. Ann. 330 (2004), no. 3, 441–472.
[10] D. Hundertmark and B. Simon, A diamagnetic inequality for semigroup dif-
ferences, J. Reine Angew. Math. 571 (2004), 107–130.
[11] J. D. Jackson, Classical electrodynamics, Third, John Wiley & Sons Inc., New
York, 1999.
[12] J.-L. Lions and E. Magenes, Non-homogeneous boundary value problems and
applications. Vol. I, Springer-Verlag, New York-Heidelberg, 1972. Translated
from the French by P. Kenneth, Die Grundlehren der mathematischen Wis-
senschaften, Band 181.
[13] M. Lu¨scher, Trivializing maps, the Wilson flow and the HMC algorithm,
Comm. Math. Phys. 293 (2010), no. 3, 899–919, DOI 10.1007/s00220-009-
0953-7.
[14] , Properties and uses of the Wilson flow in lattice QCD, J. High Energy
Phys. 8 (2010), 071, 18, DOI 10.1007/JHEP08(2010)071.
[15] , Chiral symmetry and the Yang-Mills gradient flow, J. High Energy
Phys. 4 (2013), 123, front matter + 39.
[16] M. Lu¨scher and P. Weisz, Perturbative analysis of the gradient flow in non-
abelian gauge theories, J. High Energy Phys. 2 (2011), 051, i, 22, DOI
10.1007/JHEP02(2011)051.
[17] A. M. Polyakov, String representations and hidden symmetries for gauge fields,
Phys. Lett. 82B (1979), no. 2, 247–250.
[18] , Gauge fields as rings of glue, Nuclear Phys. B 164 (1980), no. 1,
171–188, DOI 10.1016/0550-3213(80)90507-6.
[19] W. A. Poor, Differential geometric structures, McGraw-Hill Book Co., New
York, 1981.
[20] J. R˚ade, On the Yang-Mills heat equation in two and three dimensions, J.
Reine Angew. Math. 431 (1992), 123–163.
32 NELIA CHARALAMBOUS AND LEONARD GROSS
[21] L. A. Sadun, Continuum regularized Yang-Mills theory, Ph. D. Thesis, Univ.
of California, Berkeley (1987), 67+ pages.
[22] E. Seiler, Gauge theories as a problem of constructive quantum field theory
and statistical mechanics, Lecture Notes in Physics, vol. 159, Springer-Verlag,
Berlin, 1982.
[23] M. E. Taylor, Partial differential equations. III, Applied Mathematical Sci-
ences, vol. 117, Springer-Verlag, New York, 1997. Nonlinear equations, Cor-
rected reprint of the 1996 original.
[24] D. Zwanziger, Covariant quantization of gauge fields without Gribov ambiguity,
Nuclear Phys. B 192 (1981), no. 1, 259–269.
Department of Mathematics and Statistics, University of Cyprus,
Nicosia, 1678, Cyprus
E-mail address, Nelia Charalambous: nelia@ucy.ac.cy
Department of Mathematics, Cornell University, Ithaca, NY 14853-
4201, USA
E-mail address, Leonard Gross: gross@math.cornell.edu
