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Abstrat: In this paper the neessary onditions of optimality in the form of
maximum priniple are derived for a very general lass of variational problems.
This lass inludes problems with any optimization riteria and onstraints that
an be onstruted by ombining some basi types (dierential equation, integral
equations, algebrai equation, dierential equations with delays, et). For eah
problem from this lass the neessary optimality onditions are produed by on-
struting its Lagrange funtion R and then by dividing its variables into three
groups denoted as u(t), x(t) and a orrespondingly. a are parameters whih are
onstant over time. The onditions of optimality state that a non-zero vetor fun-
tion of Lagrange multipliers exists suh that on the optimal solution funtion R
attains maximum on u, is stationary on x, and the integral of R over the ontrol
period S an't be improved loally. Similar onditions are also obtained for sliding
regimes. Here solution is given by the limit of maximizing sequene on whih the
variables of the seond group are swithing with innite frequeny between some
(basi) values.
1. Introdution
The rst formulation of the Pontryagin maximum priniple was published in [1℄
for a problem of optimal high-speed response. The maximum priniple was then
extended to various other lasses of variational and optimal optimal ontrol prob-
lems, see for example [25℄. For eah of these new lasses the new proof of the
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maximum priniple was derived. Most of these proofs used Rozonoer approah
[2℄, who published the rst proper proof of the maximum priniple based on using
needle-like variations of ontrol. The same proof was later used in Pontryagin's
book [6℄, where the needle-shaped variations were alled the Makstein variations.
Pontryagin did not mention neither Boltyanskii's [1℄ nor Rozonoer's proofs, and
did not aknowledge the ruial ontribution of A.A. Fel'dbaum, who rst stated
the standard modern optimal ontrol problem.
V.M. Tikhomirov repeatedly emphasized that it is desirable to onsider vari-
ous forms of optimal ontrol problems within a unied framework by stating their
optimality onditions in terms of the Lagrange funtion. This approah was im-
plemented in [7℄ for the problems desribed by the ordinary dierential equations.
In pratie, the optimal ontrol problems may also have many other types of
onstraints - integral equations, nite onstraints, et. The exat omposition of
these onstraints may be very dierent in dierent parts of the ontrol interval,
et.
In this paper we will use the anonial form of a variational problem [8, 9℄
that inludes a wide lass of onstraints and objetive funtions. We will prove
the maximum priniple for the problem in this form. The known proofs of the
maximal priniple rely heavily on the link between the problem's state (phase) and
its ontrol variables via the problem's dierential onstraints. The approah used
in this paper is based on using the partiular type of relaxation of the anonial
extremal problem. Similar approah was applied by L.S. Yang, V.F. Krotov, V.I.
Gurman, R.V. Gamkrelidze, and others [1013℄ to obtaine bounds (estimates) on
the solutions of the partiular types of extremal problems, to investigate sliding
regimes and to derive the suient onditions of optimality.
When the partiular problem from this lass, with the partiular type of on-
straints and the partiular type of the optimality riterion, is onsidered, then this
problem is redued it to the anonial form. This yields the problem's Lagrange
funtion R and denes whih of its variables will belong to the rst group and
should maximize R on the optimal solution. Thus, adding new onstraint not only
hanges (adds a new term to) the problem's Lagrange funtion, but it also hanges
for whih variables it is required to maximize it.
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2.Equivalent transformations and relaxations of
extremal problems
An extremal problem is dened as a problem of nding the maximum of some
riterion I(y) on the feasible set D
I(y)→ max
/
y ∈ D.(1)
D an be a set in a vetor spae Rn or in a spae of funtions. The funtional
I(y) is dened and bounded from above in D. The element y∗ ∈ D, for whih I
attains maximum is alled the optimal solution, and the value of riterion I(y∗)
is alled the value of the problem. The set D an belong to the vetor spae Rn
or to the spae of funtions. If the solution does not exist, then the value of the
problem is the exat upper bound of the riterion (sup I(y)) in D. In this ase, the
maximizing sequene is alled the generalized solution.
2.1. Equivalent transformations
An extremal problem (1) an be transformed into another extremal problem. If
the solutions of both the original and transformed problems are the same then the
problems are alled equivalent with respet to solutions. In their values oinide
then they are alled equivalent with respet to values. If both solutions and values
are the same then the problems are said to be equivalent. Let us give a few examples
of suh transformations.
(1) Applying monotone funtion to riterion transforms (1) into the following
problem
F0(I(y))→ max / y ∈ D,(2)
here F0 is a monotonially inreasing funtion (if F0 is dierentiable then its deriva-
tive on I is positive almost everywhere). The problem (2) is equivalent to (1) with
respet to the solution.
(2) Adding vanishing term to the optimality riterion
I(y) + ϕ(y)→ max / y ∈ D,(3)
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where the funtion ϕ(y) is equal zero for any y ∈ D. The problem (3) is equivalent
to the original one.
The onept of equivalent extremal problems an be generalized for problems
where feasible sets of the original and transformed problems are dierent. Consider
two extremal problems:
problem A : IA(y)→ max / y ∈ DA;
and problem A1 : IA1(z)→ max / z ∈ DA1.
Denition 1. The problems A and A1 are equivalent with respet to solution if
suh one-to-one mapping between DA and DA1 an be found that from
IA(y1) ≥ IA(y2), (y1, y2) ∈ DA(4)
it follows that
IA1(z1) ≥ IA1(z2), (z1, z2) ∈ DA1.(5)
Here z1 is mapped onto y1, and z2 to y2. We dene the lass of equivalent problems
A as a set of all problem that are equivalent toA. The inequalities (4), (5) guarantee
that the optimal solution of A orresponds to the optimal solution of A1.
Example. Suppose the problem A and A1 have the following forms
f0(y)→ max
/
f0(y) ≥ 0, a ≤ y ≤ b
b∫
a
√
f0(τ)δ(t− τ)dτ → max
/
f0(τ) ≥ 0.
here funtion f0 is ontinuous and bounded on [a, b]. After introduing mapping
of solutions of the problem A y0 onto solutions of the problem A1 δ(y0− τ) (where
δ is the Dira delta funtion), then A1 ∈ A.
2.2. Relaxation of extremal problem
The method we use in this paper to solve extremal problems inludes transforma-
tion of the original problem into another problem with the same riterion and a
larger feasible set [10, 11℄. The simplest transformation of this type an be ob-
tained by deleting one of the original problem's onstraints. It is lear that the
new problem will have a wider feasible set. The other transformations that an
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be used here inlude adding time-dependent points to the feasible set of the orig-
inal problem that inludes only time-independent points, allowing disontinuous
solution in addition to smooth ones, et. All these methods transform the original
problem into its relaxation.
Sine the original extremal problem A orresponds to the entire lass A of the
equivalent transformed problems, we shall all any member of this lass a relaxation
of A (unlike the onventional denition of relaxation [11℄).
Denition 1: The problem B (IB(y) → max / y ∈ DB) is a relaxation of the
problem A (IA(y) → max / y ∈ DA), if it is possible to single out suh subset D˜B
of DB that the problem B˜ (IB(y)→ max / y ∈ D˜B) is equivalent to the problem A
with respet to the solution. Therefore the problem B˜ belongs to the lass A.
Note that feasible sets DA and DB an have dierent nature. For example one
an be a vetor spae and another a spae of real funtions. In the general ase IA
and IB an be also dierent but they obey the inequalities (4), (5) on DA and D˜B .
In partiular if DA oinides with D˜B then IA and IB are either the same or one
a is monotoni funtion of another on DA.
Sometimes riteria and onstraints that determine D depend on a parameter
λ in suh a way that for any λ ∈ Vλ the problem Bλ is a relaxation of problem
A. We shall all suh relaxation Bλ( IB(λ, y) → max / y ∈ DBλ) a parametri
relaxation.
Consider problem A: IA(y) → max
/
y ∈ DA where a nite set of onstraints
determines DA. Suppose for eah of these onstraints the norm ∆j an be dened
that measures its deviation from some nominal value (that is, from its value for
the original problem).
Denition 2: Problem is said to be well-posed if for any ǫ > 0, δ exists suh
that from inequality max
j
(∆j) ≤ δ it follows that the absolute value of the deviation
of I∗A for problem with onstraints deviating from nominal values by δj from the
problem's value when all onstraints have zero nominal values δj = 0 is less than
ǫ.
Denition 3: Relaxation B: IB(y)→ max
/
y ∈ DB of the problem A is equiv-
alent if
I∗
A
= sup
y∈D
A
I
A
(y) = sup
y∈DB
IB(y) = I
∗
B
.(6)
Note that the left hand side of this equality does not depend on I∗
A
and D
A
, it
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depends on I∗
A
and D
A
, that is, on the optimality riterion and feasible set for any
problem from the lass of equivalent relaxations of A.
Parametri relaxation is equivalent if equation (6) holds for at least one λ ∈ Vλ.
The following statements follow from these denitions:
Lemma 1: The suient ondition for relaxation to be equivalent to the original
problem is that for any solution of relaxation problem y0 ∈ DB it is possible to nd
a sequene {yi} ⊂ DA of the feasible solutions of the original problem suh that
lim
i→∞
IA(yi) = IB(y
0).(7)
For well-posed problems it is not neessary for {yi} to belong to DA. It is only
neessary that in the limit i → ∞ eah of the onstraints tends to nominal value
with arbitrary auray. Lemma 1 follows from the denition 3. If optimal solution
y∗ of relaxation problem exists then y0 an be replaed with y∗.
Lemma 2: If y∗A is the optimal solution of the problem A, B is an equivalent
relaxation of A and DB ⊃ DA, then the neessary onditions of optimality for
relaxation problem hold for y∗A.
Lemma 2 follows from the fat that y∗A an not be improved on DA, and DA is
a subset of the feasible set of the relaxation problem.
Relaxations are used
1) to redue a onditional optimization problem to an unonditional problem,
2) to nd approximate solution in a lass of maximizing sequenes if the problem
does not have a solution in D,
3) to derive onditions of optimality and bounds on problem's value,
4) to onstrut omputational algorithms.
The most widely used type of relaxation uses riteria IA and IB whih have
the same values on any element of DA and on element that orresponds to it in
D˜B . If DA and DB are dened on the same spae then DA oinides with D˜B and
∀y ∈ DA IA(y) = IB(y). For this type of relaxation the suient onditions of
optimality (Krotov lemma [10℄) holds. It states that the suient ondition for y∗
to be the solution of A is that y∗ is a solution of relaxed problem B and y∗ belongs
to DA.
If the initial problem has no solution, then its is suient for a sequene of
feasible solutions of the initial problem to be problem's generalized solution (maxi-
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mizing sequene) if this sequene approximates the solution of the relaxed problem
with arbitrary auray.
3.Canonial form of the variational problem and
optimality onditions for sliding regimes
3.1. Variational problem in the anonial form
We shall all anonial the following variational problem:
I =
T∫
0
[
f01(t, x(t), u(t), a) +
∑
l
f02(t, x(t), a)δ(t − tl)
]
dt→ max(8)
subjet the following onditions
Jj(τ) =
T∫
0
[
fj1(t, x(t), u(t), a, τ) + fj2(t, x(t), a, τ)δ(t − τ)
]
dt = 0,(9)
∀τ ∈ [0, T ], j = 1, . . . ,m, u ∈ Vu, a ∈ Va,
where a is vetor of parameters that are onstant on [0, T ]; u(t) and x(t) are the
pieewise ontinuous and the pieewise linear vetor funtions; values of u(t) belong
to the losed bounded set V in the spae Rn; funtions fj1 and fj2, j = 0, . . . ,m
are dened on diret produt of the feasible sets of its two arguments, they are
both ontinuously dierentiable on x, a and t and fj1 are ontinuous on u.
u(t) denote variables that are among the lists of parameters of the funtions fj1
for j = 0, 1, ...,m only (that is, fj2 are independent on u(t)). We shall them the
variables of the rst group.
Lemma 3: Suppose the problem (8), (9) is well-posed with respet to problem's
value (aording to with denition 2, where the norm of deviation from the nominal
value of every onstraint (9) is dened as ∆j = max
τ
|Jj(τ)|), then the average
relaxation of this problem
I =
T∫
0
[
f01(t, x, u, a)
u
+
∑
l
f02(t, x, a)δ(t − tl)
]
dt→ max(10)
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subjet to
J j(τ) =
T∫
0
[
fj1(t, x, u, a, τ)
u
+ fj2(t, x, a, τ)δ(t − τ)
]
dt = 0(11)
∀τ ∈ [0, T ], j = 1, . . . ,m, u ∈ Vλ, a ∈ Va
is equivalent to the problem (8), (9).
Here
fj1
u
=
∫
Vu
fj1(t, x, u, a, τ)P (u, t)du.(12)
The probability density measure P (u, t) obeys the ondition
P (u, t) ≥ 0,
∫
Vu
P (u, t)du = 1 ∀t ∈ [0, T ].(13)
This relaxation is obtained by replaing the ontrol variable u(t) with its mean
value, that is, by applying randomization operation to u(t). It was used by Yang
[12℄ to study problems with dierential onstrains. It was also used by Krotov and
Gamkrelidze to study sliding regimes in optimal ontrol problems.
The proof of the Lemma 3 is given in the Appendix.
3.2. Optimality ondition for sliding regimes
The unknown variables in the problem (10)(11) is the measure P ∗(u, t), the vetor
funtion x∗(t), and the vetor a∗ . The solution of this problem obeys the following
ondition.
Theorem 1 (optimality onditions for sliding regimes for the variational
problem in the anonial form). Suppose P ∗(u, t), x∗(t), a∗ is the solution of
the problem (10)(11). Then
1. The optimal distribution of the randomized variables has the following form
P ∗(u, t) =
m∑
ν=0
γν(t)δ(u − u
ν(t)),(14)
where for all ∀t ∈ [0, T ] the pieewise ontinuous funtions γν(t) obey the ondition
γν(t) ≥ 0,
m∑
ν=0
γν(t) = 1.
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2. We an nd a salar λ0 ≥ 0 and a ontinuous vetor funtion λ(τ) = (λ1(τ), ..., λm(τ)),
whih are not equal zero simultaneously with λ0 on the interval [0, T ] and are equal
zero outside it, suh that for the funtional
S = λ0I +
m∑
j=1
T∫
0
λj(τ)Jj(τ)dτ =
T∫
0
Rdt(15)
and its integrand
R = λ0R0 +
m∑
j=1
Rj ,(16)
R0 =
m∑
ν=0
γν(t)f01(t, x(t), u
ν(t), a) +
∑
l
f02(t, x(t), a)δ(t − tl),
Rj =
T∫
0
λj(τ)
[
m∑
ν=0
γν(t)fj1(t, x(t), u
ν , a, τ) + fj2(t, x(t), a, τ)δ(τ − t)
]
dτ(17)
the following onditions hold
δS
δa
δa ≤ 0,(18)
δR
δx
= 0,(19)
uν(t) = argmax
u∈Vu
R(x, λ, a∗, u), ν = 0, ...,m,(20)
where δa is an admissible variation of the parameter a.
uν(t) are alled the basi values of the vetor funtion u. Some of the onditions
of the problem (10)(11) may not ontain variables of the rst group; in this ase,
the maximal number of basi values is less than m+ 1. The proof of the theorem
is given in the Appendix.
Note that the relaxation (10)(11) is equivalent to the original problem (8), (9).
Therefore from Lemma 2 it follows that if the optimal solution (u∗(t),
x∗(t), a∗) of the initial problem exists in the lass of pieewise ontinuous funtions
u(t), then it satises the optimality onditions (18)(20). In this ase γ0(t) = 1
and the remaining multipliers γj(t) in (14) are equal to zero.
The optimality onditions of the problem (8), (9) takes the form (18)(19) with
u∗(t) = argmax
u∈Vu
R(x, λ, a∗, u),(21)
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where
R0 = f01(t, x(t), u(t), a) +
∑
l
f02(t, x(t), a)δ(t − tl),(22)
Rj =
T∫
0
λj(τ)
[
fj1(t, x(t), u(t), a, τ) + fj2(t, x(t), a, τ)δ(τ − t)
]
dτ.(23)
Thus, for the variational problem in the anonial form (8), (9) the maxi-
mum priniple onditions (18), (19), (21) hold, where the funtion R inludes
ontributions from the optimality iterion R0 and from eah of the onstraints
Rj, j = 1, 2, ...,m.
4. Maximum priniple for variational problems
4.1. Neessary onditions of optimality for sliding regimes
The theorem 1 ((18), (19), (21)) allows us to obtain the onditions of optimality
in the form of maximum priniple for problem with various types of riterion and
onstraints. This is done in two steps. Firstly, the problem under onsideration is
redued to the anonial form as we it was done in the previous setion, yielding
R0 term for riterion and Rj terms for of its onstraints. Then the variables of the
rst group with respet to every one of these terms are singled out. The variables
whih belong to the rst group with respet to all of these terms are denoted as
u(t). The maximum priniple with respet to these variables (21) holds.
This proess an be simplied if we derive ontributions to R0 and Rj from the
standard types of optimization onstraints and optimality riteria together with
the rules showing how to lassify problem's variables for eah suh ontribution.
These ontributions and rules are shown in Tables 1 and 2.
We illustrate the derivation of suh ontributions to R for problem with on-
straints in the form of the ordinary dierential equation
x(τ) = x0 +
τ∫
0
f(x(t), u(t), t)dt.
It an be rewritten using the δ funtion and the Heaviside step funtion h(t) in the
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Table 1.
Optimality riteria and the ontibution to Lagrange funtion R
from them
 Optimality riterion Term R0 Type of
I → max term
1
T∫
0
f0(y(t), a, t)dt λ0f0(y(t), a, t) R0I
2 F0(y(t0), a, t0) λ0F0(y(t), a, t)δ(t− t0) R0II
3 I= min
t∈[0,T ]
f0(y(t), a, t)
λ0I
T
+ λ(t)[I − f0(y(t), a, t)] R0II
λ(t) ≤ 0,
λ(t)[I∗ − f0(y(t), a, t)] = 0.
Note: If I =
∑
k
akIk, then R0 =
∑
k
akR0k.
Table 2.
Basi types of onstraints and their ontributions to R
 Kind Type
of onstraint Term Rj of term.
1
T∫
0
f(y(t), a, t)dt = 0 λf(y(t), a, t) at t ∈ (0, T ) Rj
0 at t /∈ (0, T )
2 f(y(t), a, t) = 0, λ(t)f(y(t), a, t) at t ∈ (0, T ) Rj
∀t ∈ (0, T ) 0 at t /∈ (0, T )
3 f(y(t0), a, t0) = 0 λf(y(t), a, t)δ(t − t0) RjII
4 x˙ = f(x(t), u(t), a, t) ψ(t)f(x(t), u(t), a, t), RjI
ψ(t) = 0 at t /∈ [0, T ]
at t ∈ [0, T ] ψ˙(t)x(t) + (x(0)/T )ψ(0) RjII
5 x(t)=
t∫
0
f(x(τ), u(τ), τ)dτ + x0 f(x, u, t)
t∫
T
λ(τ)dτ RjI
λ(t) = 0 at t /∈ [0, T ]
λ(t)(x(t) − x(0)) RjII
6 x(t) =
T∫
0
f(x(τ), u(τ), a, τ, t)dτ
T∫
0
λ(τ)f(x(t), u(t), a, t, τ)dτ RjI
−λ(t)x(t) RjII
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following form
J(τ) =
t∫
0
[
x(t)δ(τ − t)− f(x(t), u(t), t)h(τ − t)−
x0
t
]
dt = 0, τ ∈ [0, t].
From (17) it follows that Rj for this onstraint has the form
Rj =
t∫
0
λ(τ)
[
x(t)δ(τ − t)− f(x, u, t)(h(τ − t)−
x0
t
)
]
dτ =
= x(t)λ(t)− f(x, u, t)
t∫
t
λ(τ)dτ −
x0
t
t∫
0
λ(τ)dτ.
Let us dene the funtion ψ(t) suh that
ψ˙(t) = λ(t), ψ(t) = 0,
t∫
t
λ(τ)dτ = −ψ(t),
t∫
0
λ(τ)dτ = −ψ(0).
We get
Rj = ψ˙x+ ψf(x, u, t) + ψ(0)
x0
t
.(24)
If the interval [0, t] and x0 are xed, the last term in (24) has no eet on the
optimality ondition.
Other summands in the Tables 1 and 2 are obtained in the similar way. If
neessity these tables an be extended for other types of onstraints.
Suppose we onsider the problem of miximization of one of the optimization
riterion listed in Tabvle 1. subjet to any ombination of onstraints from Ta-
ble 2. We lassify unknown variables of the problem as the variables of the rst
group is they are among the parameters of the funtions R0I and R0j for every
optimality riterion and every onstraint. Thus the optimality onditions for the
partiular problem of maximization of the riterion I shown in Table 1 subjet
to any ombination of onstraints from Table 2 an be obtained by summing up
ontributions to R from the orresponding terms in these two tables, and then by
dividing problem's uknown variables into two groups using the following rule: the
problem's variable is lassied as the one from the rst group if R0I and RjI for
the optimality riterion I and for eah of the onstraints depend on this variable.
All the other unknowns are lassied as belonging to the seond group.
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We will denote the variables of the rst group by u(t) and the variables of the
seond group by x(t). The problem may have no variables of the rst group if, for
example, all the variables are linked to eah other via the nite equation (row 3,
Table 2).
Using the Tables 1 and 2 for eah partiular problem, we onstrut the funtion
R as
R = λ0R0 +
n∑
ν=1
Rν .(25)
We denote all terms in (25) that depend on u(t) as H. We denote the rest of this
expression as N . Thus,
R = N(x, λ, t) +H(x, u, λ, t).
Then the Lagrange funtion for the extended problem beomes:
R˜ = N(x, λ, t) +
m∑
k=0
γk(t)H(x, uk, λ, t),
where m is the total number of the onditions of the problem, whih ontain u(t),
m ≤ n, while the onditions γk(t) satisfy the relations
γk(t) ≥ 0,
m∑
k=0
γk(t) = 1.(26)
The optimal solution of this problem in the lass of sliding regimes is dened as
suh funtions γ∗(t) with omponents γ∗k(t) and u
∗(t) with omponents u∗k(t), and
also x∗(t), suh that u∗k ∈ V, γ
∗
k(t) satises (26), while the vetor funtion x
∗(t)
for any t ∈ [0, t] an be approximated as exatly as desired by the sequene {xr(t)}
of admissible solutions (by onstraint equations) of the problem suh that in this
solution the funtional I tends to its upper bound. The measure of loseness of the
funtions x∗(t) and xr(t) is the value that is maximum on t of the absolute value
of their dierene.
The neessary optimality onditions in the lass of sliding modes are given by
the following
Statement (orollary from the theorem 1). If γ∗k(t), u
∗
k(t)(k = 0, . . . ,m), x
∗(t)
is the solution of the problem of maximization of the funtional I, listed in the
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Table 1, over the set of admissible solutions, whih is dened by the onditions
from the Table 2 in the lass of sliding regimes, then there exists a vetor funtion
λ = (λ0, λ1(t), . . . , λm(t)); λ0 = (0; 1), that is not equal zero for t ∈ [0, t] and is
equal zero outside of [0, t]. For this vetor funtion for almost all t ∈ [0, t],and
γk(t) ≥ 0 the funtion
H(x∗, u∗k, λ, t) = max
u∈V
H(x∗, u, λ, t),(27)
attains its global maximum on u at u∗k, and the extended funtion R˜ is stationary
on x:
∂N(x, λ, t)
∂x
= −
m∑
k=0
γk(t)
∂H(x, uk, λ, t)
∂x
.(28)
If the problem also depends on the vetor of parameters a, then the onditions of
optimality inlude equations for nding the optimal value a∗ from the ondition that
the funtional S an not be loally improved with respet to a:
∂S
∂a
δa =

 ∂
∂a
t∫
0
[
N(x, λ, a, t) +
m∑
k=0
γk(t)H(x, uk, a, λ, t)
]
dt

 δa ≤ 0,(29)
where δa is a feasible variation of a.
All the funtions that enter denitions of onstraints of the problem must be
ontinuous on u and ontinuous dierentiable on x and a. For the existene of the
maximum in (27), it is suient that the set V be losed and bounded, and that
the funtion H be bounded by u.
4.2. Maximum priniple for problems with the salar
argument
In H has maximum on u for almost all t at a single point (γ0(t) ≡ 1), then the
problem has the solution u∗(t) in the form of the piee-wise ontinuous funtion.
From (27),(29) it follows that there exists a vetor funtion λ = (λ0, . . . , λm(t));
λ0 = (0; 1) that is not equal zero on t ∈ [0, t] and is equal zero outside of this inter-
val. This vetor funtion is suh that at almost all t ∈ [0, t], the following onditions
holds the maximum priniple for problems with the salar argument:
H(x∗, u∗, t, λ, a∗) = max
u∈V
H(x∗, u, t, λ, a∗),(30)
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∂N
∂x
= −
∂H
∂x
,(31)
∂S
∂a
δa =

 ∂
∂a
t∫
0
[N(x, λ, a, t) +H(x, u, a, λ, t)] dt

 δa ≤ 0.(32)
4.3. Examples
Pontryagin maximum priniple. As one of the examples of obtaining the
neessary onditions of optimality in the form of (30)(32), we will onsider the
problem
I =
t∫
0
f0(x, u, t)dt + F0(x(t))→ max,
x˙ν = fν(x, u, t), xν(0) = xν0, ν = 1, . . . ,m, u ∈ V,
(33)
in whih all onstraints are in the form of dierential equations.
The Lagrange funtion here beomes
R = λ0R0 +
m∑
ν=1
Rν = λ0f0 +
m∑
ν=1
(ψνfν + ψ˙νxν) + λ0F0(x)δ(t − t).(34)
Note that the variables u here enter only terms R0II and RjII . Hene, u (ontrols)
here belong to the variables of the rst group. There are no parameters in the
problem (33) and the optimality onditions (assuming that solution exists in the
lass of funtions x(t) that is dierentiable for almost all t and funtions u(t) that
are piee wise ontinuous for almost all t) take the form
u∗(t) = argmax
u∈V
R(λ, u, x∗),
∂R
∂xν
= 0, ν = 1, . . . ,m,(35)
This ondition, after taking into aount (34), an be redued to the following
onditions
u∗(t) = argmax
u∈V
H(ψ, u, x∗),
ψ˙ν = −
∂H
∂xν
= λ0
∂F0
∂xν
δ(t− t), ν = 1, . . . ,m.
(36)
Here, the funtion H (Hamilton funtion) is the sum of all terms in R that depend
on u:
H = λ0f0 +
m∑
ν=1
ψνfν .
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If we take into aount that outside of the interval [0, t] ψ = 0, then from (36)
it follows that ψν(t) has a break at t and
ψν(t) = λ0
∂F0
∂xν
, ν = 1, . . . ,m.(37)
The onditions (36), (37) are to be solved together with the dierential equations
(33) and the boundary onditions for x.
The proposed approah to obtaining the neessary onditions of optimality
allows us to trae how these onditions hange when we add new onstraints to the
problem. For example, suppose we add to the problem (33) the ondition
F (x(t)) = 0.(38)
This adds the following term to R
R˜j = λ˜F (x)δ(t − t).
The optimality onditions (36))do not hange for t < t. For t = t the ψν is now
equal to
ψν(t) = λ0
∂F0
∂xν
+ λ˜
∂F
∂xν
, ν = 1, . . . ,m.(39)
The additional variable λ˜ is to be found from the ondition (38).
F0 in (33) and F in (38) an also depend on ontrols. In this ase the onditions
of optimality do not hange for t < t. But the ontrol u(t) now obeys weaker
ondition of loal optimality
∂
∂u
[λ0F0 + λ˜F ]δu ≤ 0, beause it turned out that
ontrol here belongs to the variables of the seond type for t.
Butkovskii optimality onditions for the problem with onstraints in the
form of integral equations[3℄. For the problem
I =
t∫
0
f0(x, u, t)dt→ max
u∈Vu
/ t∫
0
f(x(τ), u(τ), t, τ)dt − x(t) = 0(40)
the Lagrange funtion (using Tables 1 and 2) has the form
R = λ0f0(x, u, t) +
t∫
0
λ(τ)f(x(t), u(t), τ, t)dτ − λ(t)x(t).
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Here u(t) is the variable of the rst group. The optimality onditions will take the
form
∂R
∂x
= 0⇒ λ(t) =
∂
∂x

λ0f0 +
t∫
0
λ(τ)f(x, u, τ, t)dτ

 ,
u∗ = argmax
u∈V

λ0f0 +
t∫
0
λ(τ)f(x, u, τ, t)dτ

 .
(41)
Combination of dierential and integral equations. In many ases, it is
more onvenient to desribe a linear objet by a onvolution equation rather than
by a dierential equation. We will show how the replaement of the dierential
equation (for deniteness, the equation for the m-th dierential onstraint) by the
onvolution equation of the form
t∫
0
u(τ)k(t− τ)dτ − x(t) = 0.
will eet the neessary onditions of optimality (the maximum priniple). Here,
k(t) is an impulse transfer funtion.
Instead of the term um(t)
t∫
0
λ(τ)k(τ − t)dτ the funtion H now inludes the
term ψmfm. Similarly the funtion N now inludes (−λmxm) instead of (ψ˙mxm).
The division of the problem's variables between the rst and the seond groups do
not hange. The maximum priniple here follow diretly follow from (30)(32) and
do not require any speial derivation.
Problems with the onditions in the form of inequalities and with
the maximin riterion. Some of the onditions of a problem may have the form
of inequalities. To obtain the optimality onditions using the proposed approah
these inequalities an be rewritten in the form of equalities using additional artiial
variables. For example, the inequality
f(y(t), t) ≥ 0(42)
an be rewritten as the equality
f(y(t), t)− z(t) = 0,
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using additional artiial nonnegative variable z(t). The appropriate term in R
has the form
Rν = λ(t)f(y, t)− λ(t)z(t).
The variable z(t) belongs to the seond group and does not enter into other
terms in R, exept Rν . The onditions of loal optimality of R by z (after taking
into aount that Z is nonnegative and its feasible variation δz ≥ 0) yields
∂R
∂z
δz ≥ 0⇒
∂Rν
∂z
≥ 0⇒ λ(t) ≥ 0.
Here λ(t) = 0 if z(t) > 0, that is, if f(y, t) > 0, and λ(t) > 0 if f(y, t) = 0. This is
an exat analog of the ondition of omplementary slakness in the mathematial
programming.
For the maximin problem
I = min
t∈[0,t]
f0(y(t), t)→ max .(43)
we an use the same method by adding an additional parameter a to the problem
whih is independent of t. Then the problem an be rewritten as
a→ max(44)
subjet to inequality that holds for any t ∈ [0, t],
f0(y(t), t) − a ≥ 0.(45)
The riterion (44) and ondition (45) ontribute the following terms to the
funtion R
R˜ = λ0
a
t
+ λ(t)f0 − λ(t)a,
where (similar to (42) λ(t) ≥ 0, and
λ(t)[f0(t, y
∗(t))− a∗] = 0.
Here, λ0 = 1 if a non-degenerate solution exists. Otherwise λ0 = 0. Beause all
terms in R (exept from R˜) do not depend on a and beause a is unonstrainted,
the ondition of stationarity of the Lagrange funtional S on a yields
∂S
∂a
=
t∫
0
∂R˜
∂a
dt = 0⇒
t∫
0
λ(t)dt = λ0.(46)
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APPENDIX
Validity of the Lemma 3 follows from the Lemma 1 and the fat that for any
solution P 0(u, t), x0(t), a0 we an nd the sequene of points
{zi} = {ui(t), x
0(t), a0},
on whih
I(zi)→ I∗, Jj(τ, zi)→ Jj(τ) = 0, i→∞, j = 1,m.
Indeed, for any given t, x, a, τ , the vetor f = (f0, f1, ..., fm) belong to the onvex hull
Q of the set Q whih is obtained by mapping of Vu onto (m + 1)-dimensional spae f .
The solution maximizes f0 with respet to u. Therefore, it belongs to the upper bound
Q and an be obtained as a linear ombination of no more than (m + 1) elements of Q
(Carathéodory's theorem).
For any solution P 0(u, t) that has the form (13), it is possible to onstrut the sequene
{ui(t)} of solutions of the problem (8), (9) by dividing the interval [0, τ ] into i subintervals
∆1, ...,∆i and assuming that γν(t) and u
ν(t) are onstant on eah of these intervals.
Suppose their values are denoted as γνr and u
ν
r (ν = 0, . . . ,m) orrespondingly. We shall
all the problem obtained in this way the disretization of the problem (10), (11).
We divide the interval [0, τ ] in the problem (8), (9) in a similar way. But here we divide
eah subinterval into (m+1) smaller intervals. Thus, we divide ∆r into ∆r0,∆r1, ...,∆rm,
and we get ∆rν/∆r = γνr. We assume that the variables u(t) in the problem (8), (9) are
piee-wise onstant and are equat to uνr on the interval ∆rν . For the solutions onstruted
in this way on eah of the intervals ∆r(r = 1, ..., i), the values of the funtionals I and
J(τ) in the problem (8), (9) are equal to the values of the orresponding funtionals for
the disretization problem (10), (11). If i → ∞ then ∆r tend to zero uniformly in r and
ID and JD(τ) for the disretization of the averaged problem beome arbitrary lose I(τ)
and J(τ). Beause the problem under onsideration in well-posed (denition 2) the same
is also true for I and J(τ). The Lemma 3 is proved.
For the proof of the theorem we use the following statement:
Suppose y∗(t) is the solution of the following problem
I =
T∫
0
f0(y, t)dt→ max,(47)
subjet to onstraints
Jj(τ) =
T∫
0
fj(y, t, τ)dt = 0, j = 1, . . . ,m, τ ∈ [0, T ],(48)
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where f is ontinuous and ontinuously dierentiable with respet to all arguments. Then
a non-zero vetor
λ = (λ0, λ1(τ), ..., λm(τ)), λ0 ≥ 0,
an be found suh that for y = y∗ the following inequality holds(
∂R
∂y
)
δy ≤ 0,(49)
where
R = R0 +
m∑
j=1
Rj = λ0f0 +
m∑
j=1
T∫
0
λj(τ)fj(y, t, τ)dτ ;
and where δy is the feasible variation of y(t) with respet to the ondition y ∈ Vy(t).
Proof. For simpliity we assume that m = 1. After expanding f0 and f1 near y
∗(t)
and negleting higher than linear terms we get:
f0(y, t) = f0(y
∗, t) + (∂f0/∂y)δy, f1(Y
∗, t) + (∂f1/∂y)δy.
Suppose the problem is non degenerate. That is, that y∗(t) is not an extremal of J1(τ)
for any τ ∈ [0, T ]. Then suh value t = t1(τ) an be found that
(∂f1(y
∗, t1, τ)∂y) 6= 0.(50)
Consider the variation of the solution δy whih diers from zero only over two inni-
tizemal time intervals ǫt around t1(τ) and the arbitrary t2 ∈ [0, T ]. We denote
σ1 =
∫
ǫt1
δy(t)dt, σ2 =
∫
ǫt2
δy(t)dt.
Variations of I and J1(τ) take the form
δI = (∂f0/∂y)t1σ1 + (∂f0/∂y)t2 σ2, δJ1(τ) = (∂f − 1/∂y)t1σ1 + (∂f1/∂y)t2σ2.
Sine the latter expression is equal zero for arbitrary τ ∈ [0, T ], we an rewrite it as
T∫
0
G(τ)δJ1(τ)dτ = σ1
T∫
0
(∂T1/∂y)t1G(τ)dτ + σ2
T∫
0
(∂f0/∂y)t2G(τ)dτ = 0(51)
for arbitrary funtion G(τ), whih obeys the onditions G(τ) ≥ 0,
T∫
0
G(τ)dτ = 1, and
the variation of the funtional I over the set of variations δy, feasible with respet of
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onditions (51), must non-positive:
δI = σ2
[
(∂f0/∂y)t2 − (∂f0/∂y)t1
T∫
0
(∂f1/∂y)t2G(τ)dτ
/
/ T∫
0
(∂f1/∂y)t1G(τ)dτ
]
≤ 0.
From (50) it follows that the denominator of the fration in the square braket is non zero.
Denoting
λ(τ) = −
(
∂f0
∂y
)
t1
G(τ)
/ T∫
0
(
∂f1
∂y
)
t1
G(τ)dτ
and taking into aount that t2 an have an arbitrary value, we get
∂
∂y

f0(y, t) +
T∫
0
λ(τ)f1(y, t, τ)dτ

 δy ≤ 0.(52)
If the ondition (50) does not hold then a non-zero funtion λ1(τ) an be found suh that
∂
∂y

 T∫
0
λ1(τ)f1(y, t, τ)dτ

 = 0.(53)
Combining (52) and (53) yields the ondition of optimality (49), where for a non-degenerate
problem we an set λ0 = 1.
The problem (10), (11) for the distribution P (u, t) in the form (14) has the form (47),
(48), with
R = R−Rm+1 = λ0R0 +
∑
j
Rj −Rm+1,
where R0 and Rj have the form (17), and the term Rm+1 orresponds to the ondition
m∑
ν=0
γν(t)− 1 = 0 ∀t ∈ [0, T ],
whih an be rewritten in the form (48) as
Jm+1(τ) =
T∫
0
(
m∑
ν=0
γν(t)− 1
)
δ(t− τ)dτ = 0 ∀τ ∈ [0, T ].
Thus,
Rm+1 =
T∫
0
λm+1(τ)
(
m∑
ν=0
γν(t)− 1
)
δ(t− τ)dτ = λm+1(t)
(
m∑
ν=0
γν(t)− 1
)
.
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From the onditions (49) for γν
∂R
∂γν
δγν ≤ 0, γν ≥ 0
it follows that for the basi values uν(t) (where γν(t) > 0)
R(x, λ, a∗, uν) = λm+1(t), ν = 0, . . . ,m,
and for u 6= uν(t), γν(t) = 0 and δγν > 0, and, hene, R(x, λ, a
∗, u) ≤ λm+1(t). Therefore
the maximum ondition (20) holds.
The ondition (19) follows from (49) if we take into aount that x is unonstrained.
The onditions (18) follow from the fat that with respet to the vetor of parameters a,
the problem (10), (11)is a nonlinear programming problem and S is its Lagrange funtion.
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