Abstract. Transition systems are well-established as a semantic model for distributed systems with preorders that serve as criteria for re nement of a more abstract transition system to a more concrete one. To reason about probabilistic phenomena such as failure rates, we need to extend models and methods that have proven successful for nonprobabilistic systems to a probabilistic setting. In this paper, we develop a re nement preorder for a probabilistic extension of the transition systems model. The preoder is based on a notion of testing, of testing, where re nement corresponds to an improvement in the \worst-case" behavior of a process. The main of the paper result is that this preorder can be described by a notion of probabilistic simulation, which generalizes the standard simulation preorder for ordinary transition system. To our knowledge, this simulation preorder has not been previously described in the literature, and is strictly weaker than previously proposed simulations for probabilistic transition systems.
Introduction
To study probabilistic phenomena such as randomization and failure rates in distributed computing, many researchers have focused on extending models and methods that have proven successful for nonprobabilistic systems to the probabilistic setting. In the non-probabilistic setting, transition systems are wellestablished as a basic semantic model for concurrent and distributed systems (e.g. 18, 19, 21] ). In the literature, the model of transition systems have been extended to the probabilistic case by adding a mechanism for representing probabilistic choice (e.g. 28,6,7,16,20,22{24] ). In the non-probabilistic case there are two principal methods for reasoning about systems: to specify and prove properties in some logic and to establish a preorder or equivalence relation between two transition systems. Both are very useful e.g. in a stepwise development process. An abstract transition system model can be analyzed by proving properties in some logic.
The abstract model can then be re ned in a sequence of steps, where correctness is preserved in each step by establishing a preorder relation between the re ned transition system and the re ning one. To keep it manageable, it is often necessary to decompose the transition system model, implying that compositionality is an important property of a preorder. In this paper, we use probabilistic transition systems to describe processes, which may contain probabilistic and nondeterministic choices independently. This model is essentially that by Wang and Larsen 33] , the so-called alternating model by Hansson and Jonsson 7] , the concurrent Markov chain model 30], has also been studied by Segala and Lynch 27, 26] ; it can also be seen as a nondeterministic extension of the purely probabilistic automata of Rabin 24] or the reactive model by Larsen and Skou 16] that do not include any nondeterministic choice construct. To develop a notion of re nement for probabilistic and nondeterministic systems, we study the testing framework of 33] , that extend the work by de Nicola and Hennessy 5] to the probabilistic setting. The idea is to de ne the preorders in terms of the ability of systems to pass tests. Tests are simply processes with the additional ability to report success or failure, and so this set-up has the advantage of basing the preorder on a notion of \observation" (in this case through synchronization), which yields automatically compositional preorders. The contribution of this paper is to show that the re nement relation adapted from the work of 33] can be fully characterized by a notion of simulation between probabilistic processes. When restricted to nonprobabilistic processes, this relation coincides with ordinary simulation 10]. It may seem a little surprising that a preorder de ned in terms of testing, which is a \linear-time" concept, is characterized by a simulation relation, which is a \branching-time" relation. The explanation is that the probabilistic choices of tests have the e ect of \copying" the intermediate states of a process under test into a number of copies, and that the testing of each copy is performed independently. The \copying ability" has been adopted by 1] in characterizing observational equivalence by testing. This paper is a continuation of our earlier work 11, 13, 14] . In that work, testing preorders were characterized in terms of rather complex tree-structures called \chains" or \probabilistic computation trees". This paper presents a substantially improved result, since simulation is a much simpler concept. Over the past years, a number of models for describing probabilistic aspects of transition systems in the form of e.g. Markov chains, Process Algebras, Timed Petri Nets, etc. have been proposed 6, 8, 9, 16, 17, 20, 22, 23, 29] . Logics and associated methods for probabilistic systems can be found in e.g. 4, 8, 9, 15, 16] . Several (bi)simulation-based preorders between probabilistic systems have been investigated, e.g. 6]. Jonsson and Larsen 12], Segala and Lynch 27], and Wang 32] present simulation-based preorders for probabilistic processes. These are not based on some independent notion of \testing". Testing-based preorders of probabilistic processes have also been studied by Christo 2] and by Cleaveland, Smolka, and Zwarico 3] and by Yuen et al. 34, 31] . These works consider a pure probabilistic model 28], and therefore their preorders do not capture the notion of re nement in the sense of being \less nondeterministic". The work which is closest to the current one is by Segala 26] , who de ne essentially the same testing preorders as in this work. Segala does not develop an alternative characterization of the testing preorder in terms of e.g., simulations, but proves that when de ning the compositional testing preorder, then it su ces to consider a unique \canonical" context: the compositional precongruence is obtained by comparing systems composed with this canonical context. The rest of the paper is organized as follows. In the next section, we present the necessary de nitions for probabilistic transition systems and testing semantics for such systems. Section 3 de nes the notion of simulation between probabilistic processes, and contains the main characterization theorem for the may-testing preorder. Section 4 gives some concluding remarks.
Probabilistic Processes and Tests
We consider a model of probabilistic transition systems, containing probabilistic and nondeterministic choices as independent concepts. We de ne tests as probabilistic transition systems, where certain states are \accepting". We dene testing preorders on the basis of the probabilities with which tests reach an accepting state when interacting with a process.
Preliminaries
A weighting on a set S is a function : S ! R 0 from S to nonnegative real numbers. For a set S, we use (S) to denote P s2S (s). A probability distribution on a nite set S is a weighting on S such that (S) = 1. We use s 2 to denote that (s) > 0. The support of a weighting dist is the set of elements s with s 2 . Let W eight(S) and Dist(S) denote the sets of weightings and probability distributions on S, respectively. If 1 ; : : :; n are weightings on S and w 1 ; : : :; w n are nonnegative real numbers, then n X i=1 w i i is also a weighting on S, with obvious meaning. We will sometimes identify a single state s with the distribution that assigns probability 1 to the state s. If is a weighting on S and is a weighting on R, then is a weighting on S R, de ned by ( )(hs; ri) = (s) (r Each state of a probabilistic transition system has a potential for future dynamic behavior. When an action is performed, the system makes a probabilistic \choice" of next state. Thus, at each point in time, a snapshot of the system state will be a distribution over possible states.
Composition and Testing
To study compositionality,we de ne a synchronous parallel composition operator for probabilistic transition systems, in which two processes P and Q execute in parallel while synchronizing on all actions in Act. De Our intention is that a testing system de nes a probability of reaching a successstate. However, since from each state there may be several outgoing transitions, such a probability is not uniquely de ned. We will be interested in the maximal probabilities of success. These can be de ned inductively on the structure of the testing system. We now de ne a may-preorder of testing, which abstract from the set of possible expected outcomes when testing a process P by a test T : may testing considers the highest possible expected outcome of PkT .
De nition 6. Given two processes P and Q, de ne P v may Q i 8T : T dPe T dQe 2
The intention behind the de nition of v may is that intuitively, P v may Q should means that P re nes Q with respect to \safety properties". The motivation is the following. We can regard the success-states of a test as states de ning when the tester has observed some \bad" or \unacceptable" behavior. A process then re nes another one if it has a smaller potential for \bad behavior" with respect to any test. In the de nition of P v may Q, this means that the maximal probability of observing bad behavior of P should not exceed the maximal probability of observing bad behavior of Q.
For example, consider process P and Q in Figure 1 . The probability that P may pass a test is always less or equal to the probability Q may pass the same test; therefore P v may Q. A useful property of v may is that it is compositional in the sense that they are precongruences with respect to our parallel composition operator. Proposition 1. For arbitrary processes P; Q; R, P v may Q implies P jjR v may QjjR 2
Characterization of Testing Preorders
In this section, we will present the main results of the paper, namely that the testing preorders de ned in De nition 6 can be characterized by a suitably dened simulation relation. When restricted to nonprobabilistic processes, this relation coincides with ordinary simulation 10]. The simulations can roughly be classi ed as analogues of simulation. It may seem a little surprising that a preorder de ned in terms of testing, which is a \linear-time" activity, is characterized by a simulation relation, which is a \branching-time" relation. The explanation is that the probabilistic choices of tests have the e ect of \copying" the process under test into a number of copies, and that the testing of each copy is performed independently 1].
Probabilistic Simulation
In De nition 1, a probabilistic process is de ned as a distribution over states. Such a distribution gives rise to a number of possibilities for choosing the next action and next distribution. We will capture these possibilities in the following de nition of a step corresponding to a transition in the non-probabilistic setting. Intuitively, a step represents a combination of next transitions that can be made by a process. As an example, in Figure 2 we show seven example steps from the initial distribution of a process. The mapping from pairs of actions and distributions in step (1) and (5) to states of the process is illustrated by doted lines labeled with h. A step from a distribution is a weighting over possible outgoing transitions, which is consistent with in the sense that it can be obtained by choosing for each state in the support of a subdistribution over outgoing transitions. Note that for a given distribution, there may be in nitely many steps possible. A step is normal if the function h in De nition 7 can be chosen such that for each nonterminal s in the support of , there is a ha; 0 i 2 such that h(ha; 0 i) = s and (h(ha; 0 i)) = (ha; 0 i). That is, a normal step is obtained by choosing a unique transition from each state, satisfying the above condition. Since each state in a distribution in general has several outgoing transitions, there are many (but nitely many) normal steps from each distribution. For example, in Figure 2 , (2) and (3) are the two normal steps of the shown process. We note that the normal steps determine all other steps in the sense that any step can be obtained as a weighting on the set of normal steps where the sum of the weights is at most 1. We say that a step is an a-step if a 0 = a for all ha 0 ; 0 i in the support of . We can now de ne the notion of simulation between weightings. Intuitively, a weighting is simulated by a weighting if the total \mass" of is at most that of ( rst condition), and if each step from can be simulated by a step from in the sense that each \next transition" ha; 0 i in the support of can be covered by an a-step from , such that the weighted sum (weighted wrp. to ) of all the weightings h(ha; 0 i) is covered by , and such that 0 is simulated by the next-state distribution obtained from h(ha; 0 i). In Figure 4 , we illustrate why process P is simulated by process Q. Note that P v may Q as shown in Figure 1 .
De nition 8 (Probabilistic Simulation

Correspondence between Testing and Simulation
Before getting to the main theorem of the paper, we shall state a few simple properties of tests and processes. We will rst extend the de nition of testing to steps in a natural way. i . We must now show that there is a step from which satis es the conditions in De nition 8. The proof relies crucially on the fact that the set of steps from is a convex set. To exploit this convexity, we will employ Hahn-Banach's theorem from functional analysis, which assumes that tests and steps are elements in a vector space. We therefore now de ne how this can be done. Let 1 ; : : :; n be as in the previous paragraph. Let T #, and that a functional which maps each basis vector to a nonpositive value is in #. The important property of # is that it is a convex and closed set of functionals. This follows from the fact that is convex and closed.
We now claim that h 1 ; : : :; n i 2 #. Namely, if h 1 ; : : :; n i 6 2 #, then by the Hahn-Banach theorem 25, Chapter 3] there is a tuple h 1 ; : : :; n i in T such that h 1 ; : : :; n i(h 1 ; : : :; n i) > h 1 ; : : :; n i(h 1 ; : : :; n i) for any h 1 ; : : :; n i 2 #. The tuple h 1 ; : : :; n i must furthermore be a linear combination of basis vectors, in which the coe cient for each basis vector is nonnegative; otherwise if the coe cient in h 1 ; : : :; n i which corresponds to some basis vector h0; : : :; t; : : :; 0i is negative, then the functional f which maps h0; : : :; t; : : :; 0i to ?K and all other basis vectors to 0 is in # for arbitrary K > 0. If K is su ciently large, we get h 1 ; : : :; n i(h 1 ; : : :; n i) f(h 1 ; : : :; n i) ; thus violating the conclusion of the Hahn-Banach theorem. Since h 1 ; : : :; n i has only nonnegative coe cients, we can rescale it by a constant factor so that T (h 1 ; : : :; n i) becomes a test. However, then the conclusion of the Hahn-Banach theorem contradicts the fact that there is a h 1 ; : : :; n i 2 such that h 1 ; : : :; n i(h 1 ; : : :; n i) h 1 ; : : :; n i(h 1 ; : : :; n i) = T (h 1 ; : : :; n i)d e Having proved that h 1 ; : : :; n i 2 #, we conclude that there is a h 1 ; : : :; n i 2 we have proven this case, which concludes the proof.
4 Conclusion
In this paper, we have considered a model of probabilistic transition systems, in which the concept of probabilistic choice is independent from that of nondeterministic choice. We have de ned a re nement preorder, based on a notion of testing, where re nement corresponds to an improvement of all possible \worst-case" behaviors of a process. The main result is that this preorder can be described by a notion of probabilistic simulation. For non-probabilistic systems, this simulation coincides with the standard simulation.
The notion of simulation that we have described is, to our knowledge, not previously described in the literature. In particular, it is less coarse than any of the simulation preorders de ned by Segala and Lynch 27]. Our results show that it appears to be a natural generalization of standard simulation to the probabilistic setting.
