We studied the existence and uniqueness of solutions of the following two kinds of nonlinear matrix equations X =
positive semidefinite matrix M , we define M α = QΛ α Q T if α ≥ 0, where
Let k be a counting number, let P l , 0 ≤ l ≤ k − 1 be s × s real matrices, and let α l , 0 ≤ l ≤ k − 1 be real numbers. We studied the existence and uniqueness of solutions of the following two kinds of nonlinear equations
and
and the convergence of the matrix sequences {X i } recursively defined by
where the positive definite matrices X 0 , · · · , X k−1 are initial matrices. In [2] it is conjectured that the sequence of real numbers A n recursively defined by A n+2 = √ A n+1 + √ A n converges. In [4] this conjecture is proved. In this paper, we generalize sequences of numbers discussed in [4] into sequences of matrices. More precisely, we consider the following questions:
• Whether nontrivial s × s matrix solutions of the equation (2) exist? It is obvious that for any α l , 0 ≤ l ≤ k − 1, X = 0, the zero s × s matrix, is the trivial solution of (2).
• Is the nontrivial solution unique?
• Does the limit of the sequence Xi defined by equation (4) exist?
• What is the limit of the sequence Xi?
In section 2, we will prove the existence of a nontrivial positive semidefinite matrix solution of equation (2) 
In section 3, we study the corresponding recursively defined matrix sequence. We also prove that the matrix sequence is convergent to the solution of the corresponding nonlinear equation if |α l | < 1, 0 ≤ l ≤ k − 1. As a consequence, we obtain that the nontrivial solution of (2) is unique. At the same time, we present a method to obtain the numerical solution of (2) under the
In section 4, we will study other kinds of equations (3) and the corresponding matrix sequences (5).
Nonlinear Matrix Equations
First, we study the existence of positive definite matrix solutions of the equation (2), where Let R + = {X ∈ R s×s ; X be a positive definite s × s matrix}. It is easy to show that if both X 1 and X 2 are positive definite matrices, then (1 − t)X1 + tX2 is also a positive definite matrix for 0 ≤ t ≤ 1, i.e., R+ is a convex set of R s×s . For s×s matrices P l and real numbers α l , 0 ≤ l ≤ k−1, we define a mapping by
The following lemma shows that if C =
then f is continuous from R + to itself. We first introduce the following notations:
where λmin and λmax are the smallest and largest eigenvalues of the positive definite matrix C =
, is continuous and from R + to itself. Proof. First, we will show that f maps R + into R + . For each X ∈ R + , let δ be a positive number smaller than both the minimum eigenvalue of X and the reciprocal of the maximum eigenvalue of X . Then X ≥ δI and
where I is the identity matrix. Therefore, f maps R+ into R+. The continuity of f in (7) follows directly from Lemma 6.2.37 in [3] .
We will use the Brouwer's Fixed Point Theorem on the mapping f . However R s + is not compact. To find a compact subset, for any positive number a, we set
Then we have the following lemma. 
Proof. First, it is obvious and well known that D is closed, bounded, and convex.
In fact, for X ∈ D and each l, from the inequalities (8) and (9), we obtain that
i.e., inequality (10) holds. Similarly, since
Proof of Theorem 2.1. From Lemma 2.2 and Lemma 2.3, the assumptions of Lemma 2.1 (Brouwer's Fixed-Point Theorem) are satisfied. Therefore, the mapping f has a fixed point in D. A fixed point of f in D is a solution of equation (2) in D. Since every matrix in D is positive definite, the solution of equation (2) in D is positive definite. Thus we proved the Theorem 2.1. (2) has a positive definite solution. Next, we consider the condition that C be positive semidefinite rather than positive definite.
Theorem 2.1 indicates that if
C = P k−1 l=0 P T l P l is positive definite, then the equation
Theorem 2.2 Equation (2) has a positive semidefinite but not positive definite matrix solution if
C = P k−1 l=0 P T l P l
is a positive semidefinite matrix, but not a positive definite matrix.
Non-trivial solutions of (2) exist under assumptions in Theorem 2.2 except some special cases which will be explained in a later theorem.
Proof of Theorem 2.2. The proof is by mathematical induction on s, the order of the matrix C. If s = 1, P l , 0 ≤ l ≤ k − 1 and C are real numbers. Thus, C = P k−1 l=0 P T l P l being a positive semidefinite matrix, but not positive definite matrix means that C =
This means (2) has only a trivial solution. Theorem 2.2 is therefore true. We assume that Theorem 2.2 is true for s = t − 1. By the mathematical induction, we only need to show that the theorem is true for s = t. Since C = P k−1 l=0 P T l P l is positive semidefinite and not positive definite, then C is singular. Therefore zero is an eigenvalue of C, i.e., there exists an unit eigenvector v ∈ R t such that Cv = 0. Thus, we
This means that
is an orthogonal matrix and
where (2) is equivalent to
IfC =
T lPl is positive definite, then, according to Theorem 2.1,
has a positive definite matrix solution. IfC =
T lPl is positive semidefinite, but not positive definite, then according to the mathematical induction, (13) also has a positive semidefinite matrix solution. IfX is a solution of (13), it is easy to verify that
is a solution of (12). And X = Q b XQ T is a positive semidefinite solution of (2).
In the following theorem, we will answer the question raised earlier about the existence of only trivial solution of (2).
Theorem 2.3 Equation (2) has only trivial solution X = 0 if and only if there exist an orthogonal matrix Q and upper-triangular matrices
Proof. We use mathematical induction on s, the order of the matrix C, to prove Theorem 2.3. We first prove the necessity, i.e., if (2) has only a trivial solution, then there exist an orthogonal matrix Q and uppertriangular matrices U l , 0 ≤ l ≤ k − 1, with zero diagonal elements, i.e., all the diagonal elements of
For s = 1, we will show that if (2) has only a trivial solution, then C =
Otherwise, if C = 0, we consider the following function,
It is easy to show that h(x) is strictly decreasing in the interval (0, ∞),
Note that a solution of h(x) = 0 is also a solution of (2). This is a contradiction to our assumption that equation (2) has only a trivial solution. Thus, (2) has only a trivial solution. Now, we assume that the necessity is true for s = t − 1. By mathematical induction, we only have to show that the necessity is true for s = t. Repeating the proof of Theorem 2.2, we have the existence of an orthogonal matrix Q and matrices b P l satisfying (11). And (13) has also only a trivial solution, otherwise b X, defined by (14), will be a non-trivial solution of (12) ifX is a non-trivial solution of (13). Thus, according to the induction, there exists a (t − 1)
with zero diagonal elements. And
The necessity is proved.
We still use mathematical induction to prove the sufficiency of Theorem 2.3. For s = 1, the fact that there exist an orthogonal matrix Q and upper-triangular matrices
In this case, (2) has only a trivial solution. Assuming that the sufficiency is right for s = t − 1, we will show that it is also true for s = t. Let
is a solution of
Since U l is upper triangular matrix, we have 
According to our assumption for s = t − 1, the equation above has only a trivial solution. Theorem 2.3 is proved.
The solution of (2) is usually very difficulty to obtain and has no explicit form. The following theorem shows that under certain conditions, we can solve (2) more efficiently. (2), where
Theorem 2.4 If there exist an orthogonal matrix Q and diagonal matrices
and λi is the unique positive solution of 
Thus,
λs).
Finally, it follows that
This completes the proof of Theorem 2.4.
In the next section, we will also show that the non-trivial solution of equation (2) in any of the Theorems of this section is unique as a consequence of the limit of a recursively defined sequence.
Recursively Defined Matrix Sequences
Before discuss the uniqueness of the solution of (2), we consider the following recursively defined matrix sequence.
where X 0 , · · · , X k−1 are initial positive definite matrices. For the matrix sequence {X i : i ≥ 1} recursively defined by (18), we obtain the following theorem. (2), independent of the initial matrices
Moreover, the positive definite solution of (2) is unique, since the limit of the matrix sequence is unique.
Proof. According to Theorem 2.1, equation (2) has a positive definite matrix solution X > 0. Therefore, there exist positive numbers 0 < a 0 ≤ 1 and a1 ≥ 1 such that the initial matrices satisfy the inequality
since X i , 0 ≤ i ≤ k − 1 are positive definite matrices. In fact, we can take 0 , where λmin and λmax are the smallest and largest eigenvalues of matrix X, λ min,i and λ max,i , 0 ≤ i ≤ k − 1 are the smallest and largest eigenvalues of matrix X i , respectively. Let n = mk + r, where 0 ≤ r < k and m is a nonnegative integer. We will prove the following inequalities,
where α is defined in equation (8) This also means that the positive definite matrix solution of (2) 
holds. We only need to prove that (20) is true for m = p. If α l ≥ 0, it is easy to check X
0 . Thus, from inequality (21), we have
and X is a positive definite matrix solution of (2). Furthermore, using X pk ≥ (a 0 ) α p X, we obtain
Repeatedly using the same processes
This means
Similarly, we can obtain
Therefore, we have proved inequality (20).
By Theorem 2.3, equation (2) has only a trivial solution X = 0 if and only if there exist an orthogonal matrix Q and upper-triangular matrices 
matrix with zero diagonal elements, each V l is a τ × (s − τ ) matrix, and
T lPl is a positive definite matrix. In case of τ = s,P l and V l will not appear and b P l = U l , and according to Theorem 2.3, equation (2) has only a trivial solution. Therefore, in the following, we always assume that 1 ≤ τ < s. We consider the following matrix sequence
where b X0, · · · , b X k−1 are initial positive definite matrices. For the matrix sequence { b X i : i ≥ 1} recursively defined by (22), we obtain the following theorem. 
Proof. It is easy to check that all elements in the first column and the first row of b P 
we only need to focus on b P
whereP l is a (s − h + 1) × (s − h + 1) matrix, and the elements in the first column ofP l are all zeros. Thus,
Since the elements in the first column ofP l are all zeros, it is easy to check that the elements in the first row and the first column ofP T lXn+lPl are all zeros, i.e., the elements in the first h rows and the first h columns of
X n+k are zeros for i ≥ hk. By mathematical induction, we have that the elements in the first τ rows and the first τ columns of b X i are all zeros, i.e., for i ≥ τ k, we have
Proof of Theorem 3.2. According to Lemma 3.1, for n ≥ τ k, we have
SinceC =
TP is positive definite, according to Theorem 3.1, the matrix sequence {Xn} defined in (24) converge toX, the positive definite matrix solution of (23), independent of the initial matrices b X i > 0, 0 ≤ i ≤ k − 1. According to Lemma 3.1, for i ≥ τ k, the matrix sequence
With Theorem 3.2, it is easy to obtain the following corollary.
Corollary 3.1 For arbitrary initial positive definite matrices
which is independent of the initial matrices X i > 0, 0 ≤ i ≤ k − 1, wherē X is the unique positive definite matrix solution of (23).
Since the limit of a matrix sequence {X n } is unique, the nonnegative and nontrivial solution of the equation (2) in Theorem 2.1 and Theorem 2.2 is unique.
In Theorem 3.1, Theorem 3.2, and Corollary 3.1, we require that the initial matrices are positive definite. We know that for some square matrix X and real number α, X α may have no definition. Therefore, we could not obtain a matrix sequence by (2) if we don't ask the initial matrices symmetric. However, it is very interesting that the sequence {Xi : i ≥ 1} defined by (18) always converges to the positive definite solution of (2) for random initial matrices when we do simulations with computers.
Another Kind of Nonlinear Equations and Recursively Defined Matrix Sequences
In this section, we study, under the same assumption of equation (2), the existence of positive solutions of the following equation
and recursively defined vector sequence
Since all proofs and results are parallel to those for equation (2) and sequence (18), we only give out some main conclusions for equation (25) and sequence (26). 
where λi > 0 if 
