We present C and O abundances in the Magellanic Clouds derived from deep spectra of H ii regions. The data have been taken with the Ultraviolet-Visual Echelle Spectrograph at the 8.2-m VLT. The sample comprises 5 H ii regions in the Large Magellanic Cloud (LMC) and 4 in the Small Magellanic Cloud (SMC). We measure pure recombination lines (RLs) of C ii and O ii in all the objects, permitting to derive the abundance discrepancy factors (ADFs) for O 2+ , as well as their O/H, C/H and C/O ratios. We compare the ADFs with those of other H ii regions in different galaxies. The results suggest a possible metallicity dependence of the ADF for the low-metallicity objects; but more uncertain for high-metallicity objects. We compare nebular and Btype stellar abundances and we find that the stellar abundances agree better with the nebular ones derived from collisionally excited lines (CELs). Comparing these results with other galaxies we observe that stellar abundances seem to agree better with the nebular ones derived from CELs in low-metallicity environments and from RLs in high-metallicity environments. The C/H, O/H and C/O ratios show almost flat radial gradients, in contrast with the spiral galaxies where such gradients are negative. We explore the chemical evolution analysing C/O vs. O/H and comparing with the results of H ii regions in other galaxies. The LMC seems to show a similar chemical evolution to the external zones of small spiral galaxies and the SMC behaves as a typical star-forming dwarf galaxy.
INTRODUCTION
The knowledge of the chemical composition of extragalactic H ii regions is crucial for building models that reproduce the chemical evolution of galaxies. In particular, O/H, C/H and C/O ratios are used as tracers of the chemical enrichment of the discs of galaxies. Carbon (C) is the second most abundant heavy element, after oxygen, in the Universe, is an important source of opacity in stars and one of the main elements found in interstellar dust and organic molecules.
⋆ E-mail: ltoribio@iac.es
In addition, C plays an important role to constrain chemical evolution models of galaxies (e.g. Carigi et al. 2005) . Despite its significance, C abundances in extragalactic H ii regions have been poorly explored. Garnett et al. (1995 Garnett et al. ( , 1999 derived C abundances from HST/FOS spectrophotometry in several extragalactic H ii regions of nearby spiral galaxies. They derived the abundances using the C iii] 1909Å and C ii] 2326Å collisionally excited lines (hereinafter CELs), which are strongly affected by the uncertainty in the choice of UV reddening function. More recently, Berg et al. (2016) reported C abundances also determined from CELs for 12 H ii regions in 12 nearby dwarf galaxies, obtained through HST/COS spectrophotometry. On the other hand, there is an alternative method to derive C abundances in ionized nebulae, which is based on the measurement of the faint C ii 4267Å recombination line (hereinafter RL). In the last years, this line has been accessible in Galactic and extragalactic H ii regions thanks to the arrival of large aperture ground-based optical telescopes (e.g. Peimbert et al. 1986 Esteban et al. 2002 Esteban et al. , 2009 Esteban et al. , 2014 López-Sánchez et al. 2007; Toribio San Cipriano et al. 2016) .
Traditionally, CELs have been used to derive the chemical abundances in H ii regions because they are brighter and easier to detect than RLs. However, the abundances derived from RLs are much less sensitive to the adopted electron temperature and density than the CELs abundances. A well-known and unsolved issue in the astrophysics of ionized nebulae is the so-called abundance discrepancy problem, which consists of the fact that chemical abundances are different depending on the type of lines (CELs or RLs) used to derive them. The abundances derived from RLs are systematically higher than those derived from CELs. Several authors have proposed different hypotheses to explain this problem (Peimbert & Costero 1969; Tsamis & Péquignot 2005; Nicholls et al. 2012 ) but the debate is still open. analyzed the behaviour of the abundance discrepancy in several Galactic and extragalactic H ii regions. These authors reported that the abundance discrepancy factor (ADF) 1 for O ++ is fairly constant and of the order of 2 in the studied sample. On the other hand, compared the Orion nebula abundances with those of its associated OB-type stars -which should have the same chemical composition -in order to clarify which type of emission lines provides the 'true' abundances. They found that oxygen (O) abundances from RLs agree better with the stellar O ones than the abundances from CELs.
The Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC) form an interacting system of galaxies of the Local Group. Both objects are known as the Magellanic Clouds (MCs) and are satellites of the Milky Way. The first studies about chemical abundances in the MCs determined using spectra of H ii regions were carried out by Peimbert & Torres-Peimbert (1974, 1976, 4 objects in LMC and 3 in SMC) and Dufour (1975, 11 in LMC and 3 in SMC) . Pagel et al. (1978) extended the sample with 6 H ii regions in the LMC and 17 in the SMC and discussed the spatial distribution of O abundances in both galaxies. Additional studies of the chemical composition of H ii regions in the MCs are those of Peimbert et al. (2000, NGC 346 in the SMC) and Selier & Heydari-Malayeri (2012, N77 in the LMC). Only Garnett et al. (1995, N88A in the SMC and 30 Doradus in the LMC) and Dufour et al. (1982, 3 H ii regions in the SMC and 4 in the LMC) reported C and O abundances of H ii regions derived from CELs in the UV. Tsamis et al. (2003, N66 in the SMC and 30 Doradus and N11B in the LMC), Peimbert (2003, 30 Doradus in the LMC) and Peña-Guerrero et al. (2012, NGC 456 in the SMC) determined O and C abundances using optical RLs.
1 Defined as:
where X i+ corresponds to the ionization state i of element X.
In this work we present new results based on the deepest and most comprehensive collection of optical spectra of H ii regions in the MCs. This set of data will be described in depth and further analysed in Domínguez-Guzmán et al. (in preparation) . The high quality of the data allows us to measure the faint C ii 4267Å RL and all or most of the lines of multiplet 1 of the O ii RLs at about 4650Å, permitting the calculation of C 2+ and O 2+ abundances. These determinations allow us to explore the abundance discrepancy problem, as well as to analyze the spatial distribution of O/H, C/H and C/O ratios across the MCs and to compare the results with those of other galaxies. This paper is organized as follows. In Section 2 we describe the data acquisition and reduction procedures. In Section 3 we describe the line measurement process and the reddening correction. In Section 4 we compute the physical conditions and the chemical abundances of the ionized gas. In Section 5 we discuss the abundance discrepancy problem and we compare the nebular and stellar abundances. In addition, we analyze the spatial distribution of O/H, C/H and C/O ratios across the galaxies. We summarize our results in Section 6.
SAMPLE AND DATA REDUCTION
The sample considered in this work comprises 9 H ii regions: 5 in the LMC and 4 in the SMC. The distribution of the H ii regions in each galaxy is shown in Fig. 1 . We observed 7 of these objects, while the data for 30 Doradus and NGC 456 were taken from Peimbert (2003) and Peña-Guerrero et al. (2012) . However, to have an homogeneous data set, in these two cases, we took the measured line fluxes and performed the analysis in the same way than for the rest of the sample.
The observations were made on 2003 March and on 2013 November at Cerro Paranal Observatory (Chile) with the Ultraviolet Visual Echelle Spectrograph (UVES) mounted at the Kueyen unit of the 8.2-m Very Large Telescope (VLT). We used the standard settings: DIC1(346+580) and DIC2(437+860) covering the spectral range 3100-10420Å. The wavelength intervals 5782-5824 and 8543-8634Å were not observed due to a gap between the two CCDs used in the red arm. Additionally, there are also two small spectral gaps between 10083-10090 and 10251-10263Å because the redmost orders did not fit completely within the CCD. The atmospheric dispersion corrector was used to keep the same observed region within the slit regardless of the airmass value. The objects were observed at airmass values between 1.35 and 1.88. The slit width was set to 2 arcsec for the NGC 1714 region and 3 arcsec for the rest of the regions, while the slit length was 10 arcsec in the red arm and 12 arcsec in the blue one. The slit width was chosen in order to maximize the signal-to-noise ratio (S/N) and to have enough spectral resolution (R ∼ 8800) to separate the relevant faint lines for this study. The position angle of the slit and the area extracted for each H ii region were selected to cover most of their core extension.
We summarize some of the main parameters of the LMC and the SMC in Table 1 . The properties and description of the observations of the sample of H ii regions are shown in Table 2 .
The spectra were reduced using the public ESO UVES -Scowcroft et al. (2016 ). 4.-Groenewegen (2000 .
pipeline (Ballester et al. 2000) under the gasgano graphic user interface, following the standard procedure of bias subtraction, order tracing, aperture extraction, background subtraction, flat-fielding and wavelength calibration. The final products of the pipeline are 2D wavelength calibrated spectra. The spectrophotometric standard stars HR 9087, HR 718 and HR 3454 were observed to perform the flux calibration. We estimated a flux calibration error ∼ 4 per cent for the H ii regions observed in the 2003 campaign (IC 2111 and NGC 1714) and ∼ 1 − 2.5 per cent for those observed in 2013. We used iraf 2 to obtain the final one-dimensional flux calibrated spectra.
LINE INTENSITY MEASUREMENT AND REDDENING CORRECTION
We measured the fluxes of the lines needed to derive the reddening coefficient -Balmer and Paschen H i lines -, the physical conditions of the ionized gas, as well as the C ii and O ii RLs for deriving the C 2+ and O 2+ abundances, which are the main goals of this work. In addition, in the case of N44C in the LMC, we also measured several He i and He ii lines because we detect He ii 4686Å emission in its spectrum. In Fig. 2 we show the C ii 4267Å RL and those of multiplet 1 of O ii 4650Å of our flux-calibrated VLT UVES spectrum of the H ii region N88A in the SMC. The spectra of the objects show a much larger number of emission lines, but their line intensities and analysis will be presented in Domínguez-Guzmán et al. (in preparation) . Line intensities were measured integrating all the flux in the line between two given limits and over a local continuum estimated by eye. In the case of line blending we fitted a double Gaussian profile to measure the individual line fluxes. All the measurements were made with the splot task of iraf.
The line intensities were normalized to Hβ . The DIC2 437 and DIC1 580 configurations contain the Hβ line, but for the bluest spectrum (DIC1 346 configuration), we normalized to the H9 line and then re-scaled to Hβ using the H9/Hβ ratio measured in DIC2 437. For the reddest spectrum (DIC2 860 configuration), we normalized to [S ii] 6716 A line and then we re-scaled to Hβ using the [S ii] 6716/Hβ ratio observed in DIC1 580.
We corrected the observed line intensity ratios for the effect of interstellar reddening. We assumed that the equivalent width of the absorption components due to underlying stars is the same for all the H i lines. We determined the reddening coefficient, c(Hβ ), following the equation from López- Sánchez et al. (2006) :
where f (λ ) is the reddening function, F(λ )/F(Hβ ) is the observed line intensity ratio with respect to Hβ , I(λ )/I(Hβ ) is the theoretical ratio, W abs , W λ and W Hβ are the equivalent widths of the underlying stellar absorption, the considered H i line and Hβ , respectively. We computed c(Hβ ) using the Balmer lines from H15 to H3, excluding H14, H10 and H8 because they are blended with other lines, and the Paschen lines from P20 to P7. The theoretical line ratios were obtained from Storey & Hummer (1995) for case B assuming n e = 100 cm 3 and T e = 10000 K and the reddening function by Howarth (1983) . We performed an iterative process to derive c(Hβ ) with different W abs and choosing the c(Hβ ) that best fits the observed-to-theoretical line ratios. We finally obtained the best fit for all the objects when W abs = 0. The value of c(Hβ ) adopted for each H ii region is shown in Tables A1 and A2 of appendix A. Tables A1 and A2 of appendix A list the laboratory wavelength, f (λ ), and the reddening corrected intensity ratio with respect to Hβ along with its associated uncertainty for each of the lines used in this paper. We calculated the uncertainty of each intensity ratio by adding quadratically the uncertainty in the measured line flux, the uncertainty associated to the reddening coefficient, and the uncertainty of the flux calibration. For 30 Doradus and NGC 456 we computed the uncertainties considering the errors in the line intensity ratios given in the original references. The uncertainties Butler & Zeippen (1989) of the measured line fluxes were determined following the equation from Tresse et al. (1999) :
where σ c is the mean standard deviation per pixel of the continuum on each side of the line, D is the spectral dispersion inÅ per pixel, N pix is the number of pixels covered by the line and EW is its equivalent width.
RESULTS

Physical conditions of the ionized gas
The physical conditions -electron density (n e ) and temperature (T e ) -of the nebulae were derived using pyneb (Luridiana et al. 2015 ) and the atomic data set shown in Table 4 shows the computed values of T e and n e for each object. The uncertainties in the physical conditions were computed through Monte Carlo simulations. We generated 500 random values for each diagnostic assuming a Gaussian distribution with a standard deviation equal to the associated 260 ± 100 440 ± 150 600 ± 400 350 ± 200 280 ± 100 T e (K)
[O iii] 9800 ± 300 11300 ± 100 9150 ± 100 9500 ± 100 9100 ± 100
9000 ± 100 11400 ± 500 7950 ± 250 8000 ± 250 9800 ± 350
10000 ± 150 10500 ± 300 9750 ± 200 10200 ± 300 9700 ± 150
13200 ± 300 12200 ± 700 9800 ± 500 11000 ± 700 11000 ± 550
320 ± 100 400 ± 100 100
12000 ± 250 11900 ± 250 11200 ± 550 13000 ± 500
13300 ± 700 12500 ± 700 16000 ± 500 15000 ± 1500 uncertainty of the line intensities involved in the diagnostic. With those distributions, we calculated new simulated values of T e and n e . Their associated errors correspond to a deviation of of 68 per cent -equivalent to one standard deviation -centred in the mode of the distribution (not in the mean). We decided to discard the standard deviation as representative of the error because if the new distributions (T e and n e ones) lost the symmetry property, the mean, median and mode occur at different points of the distribution and the standard deviation is not a good indicator of the error. The same procedure was used to compute the uncertainties of the ionic abundances.
Ionic and total abundances
The main aim of this work is the study of C and O abundances in the MCs. We calculate the ionic abundances of O + and O 2+ derived from CELs, the O 2+ and C 2+ ones obtained from RLs as well as the total abundances of O and C for all the objects of the sample. In the case of N44C, in the LMC, we also calculate the He + and He 2+ abundances because they are needed to estimate the total O/H ratio via the application of an ionization correction factor (ICF) that use those abundances (see below). The ionic abundances from CELs were computed with pyneb using the atomic data set in Table 3 . We assumed the physical conditions of the low-ionization zone for determining the O + abundance and those of the high-ionization zone for the O 2+ one. In addition, we computed the O 2+ abundances from O ii RLs belonging to multiplet 1 at λ ∼ 4650Å. Ruiz et al. (2003) and Tsamis et al. (2003) draw attention to the fact that under densities n e < 10 4 cm −3 the population of the upper levels of this multiplet can be affected by departures from LTE. We used the prescriptions of to calculate the appropriate corrections for the relative strengths between the individual O ii lines using the effective recombination coefficients for case B, assuming LS coupling, calculated by Storey (1994) and the T e of the high-ionization zone. We calculated the C 2+ abundances from C ii 4267Å RL using the C ii effective recombination coefficients computed by Davey et al. (2000) for case B and the T e of the high-ionization zone. All the ionic abundances calculated in this paper are included in Table 5 .
For N44C, we have derived the He + abundance from the intensity of several He i lines. We used pyneb and the recent effective recombination coefficient computations by Porter et al. (2012 Porter et al. ( , 2013 for He i, where the collisional contribution and optical depth effects in the triplet lines are included. The final adopted He + abundance is the weighted average of the ratios obtained from the individual lines. We detect He ii 4686Å line in N44C due to the high ionization degree of the nebula. We have determined the He 2+ abundance using pyneb and the effective recombination coefficient calculated by Storey & Hummer (1995) . The He + and He 2+ abundances of N44C are also included in Table 5 .
For all the objects except N44C, the O total abundances have been calculated adding the O + and O 2+ derived from CELs. For N44C, we compute the O total abundances adding the O + and O 2+ derived from CELs corrected for the O 3+ contribution adopting the ICF proposed by Delgado-Inglada et al. (2014) . In addition, we also computed O total abundances using the O 2+ ones derived from RLs and the O + /O 2+ ratio obtained from CELs to correct for the contribution of the O + /H + ratio. The total abundances of C were derived using the ICF computed by Garnett et al. (1999) from photoionization models to correct from the unseen ionization stages of this element, mainly C + . The total C and O abundances are included in Table 5 . Table 5 shows the values of the ADF(O 2+ ) found in our sample. The measured ADFs are systematically larger in the SMC than in the LMC. The weighted mean of the Garnett et al. (1995) . b C 2+ and C/O abundances derived from CELs in the UV by Dufour et al. (1982) . We assume the error of C/H ratios given in Dufour et al. (1982) as representative of the error of C 2+ /H + ratios since this is not given in the paper. The true errors in C/O ratios from UV CELs are probably larger than the quoted values according to the authors.
DISCUSSION
Nebular abundances and the abundance discrepancy
ADF(O 2+
is 0.25 ± 0.02 dex for the LMC and 0.32 ± 0.06 dex for the SMC. The small dispersion of the ADF values within each galaxy is remarkable. Several works in the literature (see e. g. Esteban et al. 2009 , and references therein) have reported that values of the ADF in H ii regions are typically between 0.1 and 0.35 dex. The ADFs obtained in the SMC are at the higher end of these typical values. Esteban et al. (2014) and Toribio San Cipriano et al. (2016) have found ADFs of about 0.3-0.4 dex in the case of star-forming dwarf galaxies and H ii regions in the spiral galaxy NGC 300, respectively. Tsamis et al. (2003) determined the ADF(O 2+ ) for 30 Doradus and N11B in the LMC and for N66 in the SMC. Since for N66 their value is consistent with our determination, the ADF(O 2+ ) obtained by these authors for 30 Doradus and N11B are larger than ours. In particular, Tsamis et al. (2003) derive an ADF(O 2+ ) of about 0.91 dex for N11B.
The reason of this unusually large value is due mainly because they measure a very large intensity of the 3d−4f O ii 4089Å line that also gives a very large O 2+ abundance. Tsamis et al. (2003) average the O 2+ /H + ratio obtained from this line and that obtained from those of multiplet 1 of O ii to derive the final O 2+ abundance adopted for N11B. However, we only find a faint noisy feature at the expected wavelength of the line in our spectrum. Even this feature seems to be affected by a ghost due to charge transfer from the bright [O iii] 4959Å line that lies in a nearby spectral order. With the intensity we measure for this feature -that may be attributed to O ii 4089Å-, we derive an abundanc of the order of that obtained from the lines of multiplet 1 of O ii. Other reason of the larger values of ADF(O 2+ ) obtained by Tsamis et al. (2003) for N11B is that they assumed a substantial contamination by scattered starlight in the nebular spectrum and apply important upward corrections to the in- tensity of the nebular O ii RLs. In this sense, as it can be seen in Fig. 3 , our much higher resolution spectrum does not show any trace of the presence of such absorption features, so the corrections do not seem to be necessary. Tsamis et al. (2003) obtain an ADF(O 2+ ) = 0.33 dex when they only consider the O ii RLs of multiplet 1 and no contamination by scattered starlight. This value is much more consistent with our determination of 0.20 dex for N11B. Therefore, we have enough evidence to dismiss the presence of large ADF(O 2+ ) values in this object. We also calculated the ADF(C 2+ ) using the C 2+ abundances derived from CELs in the UV by Garnett et al. (1995) and Dufour et al. (1982) . The results are shown in Table 5 . These ADFs show a larger dispersion than for O 2+ in both galaxies. There are several reasons that could be affecting the precision of the ADF(C 2+ ) values: i) C 2+ abundances derived from CELs in the UV are strongly affected by uncertainties in the reddening correction (Garnett et al. 1995 (Garnett et al. , 1999 ; and ii) HST FOS and IUE apertures are very different from the long-slit or echelle spectra therefore the ADFs(C 2+ ) are based on different nebular volumes covered by the UV and optical observations, while the ADFs(O 2+ ) refer to the same volume of gas. The weighted mean values of the ADF(C 2+ ) are 0.15 ± 0.24 dex for the LMC and 0.42 ± 0.08 dex for the SMC. Again, the objects of the SMC show larger values than those of the LMC.
In Table 5 we also compare the C/O ratios derived from RLs and from CELs in the UV. The C/O ratios obtained from RLs are almost identical to those from CELs in the case of the LMC but not in the SMC, where log(C/O) from CELs are 0.2 dex systematically lower than those from RLs 3 . Only for the region N88A, the C/O ratios determined from both kinds of lines are in agreement within the errors. Dufour et al. (1982) state in their paper that the true errors of the mean C/O ratios for the rest of the objects of the SMC are probably several times larger than the nominal values they give in their work. Therefore, this apparent disagreement may not be so large. Several previous works indicate that the C/O ratios determined from CELs and RLs are fairly similar in H ii regions as well as in planetary nebulae (e.g. Mathis et al. 1998; Liu et al. 2000) .
In addition, in Table 5 we included the temperature fluctuation parameter (t 2 ) derived following the formalism developed by Peimbert & Costero (1969) . As in the case of the ADF(O 2+ ), H ii regions in LMC show a remarkable small dispersion of their t 2 , excluding N44C. For the H ii regions in the SMC, t 2 values are systematically much higher but the dispersion is also small. explored the possible dependence of the ADF with different properties of H ii regions. Those authors reported that the ADF seems to be independent of metallicity; 4 however, their sample comprises only one object with metallicity lower than 12 + log(O/H) = 8.0. The new information we are providing with accurate ADFs for low-metallicity H ii regions of the SMC -in addition to the results for some objects studied by López-Sánchez et al. (2007) and Esteban et al. (2014) -enables us to extend the analysis performed by to lower metallicities. Fig. 4 shows the ADF(O 2+ ) determined in this work and other previous papers as a function of the total O abundances derived from CELs (upper panels) and from RLs (lower panels). Apart from the data for the H ii regions of the MCs, we include results for M33 (Toribio San Cipriano et al. 2016) , MW Esteban et al. 2004 Esteban et al. , 2013 , M101 ) and star-forming dwarf galaxies (López- Sánchez et al. 2007; Esteban et al. 2014 ). In the right-panels, we computed the mean of ADF(O 2+ ) values for different metallicity bins of the O/H ratio determined either from CELs or RLs. We defined bins 0.2 dex wide. The first bin begins at 12 + log(O/H) = 7.7 from CELs and 12 + log(O/H) = 8.1 from RLs. We computed the mean of the ADF(O 2+ ) for all the objects that fall into each bin and we plotted these values in the middle point of each bin.
Although the ADF(O 2+ ) values estimated for an important fraction of the objects represented in Fig. 4 have large uncertainties, the distribution of the points suggests a complex behaviour. We can see that the ADF(O 2+ ) values show an apparent minimum at 12 + log(O/H) ∼ 8.4 or 8.5 -when determined from CELs or RLs, respectively -and that the mean value of this quantity increases when the O/H becomes higher or lower. This complex shape of the of ADF(O 2+ ) distribution is clearer when O/H ratios determined from RLs are considered as baseline for O abundances. If real, the explanation of this behaviour is a difficult task. García-Rojas et al. 2005 Esteban et al. 2004 Esteban et al. , 2013 , M101 (cyan pentagons Esteban et al. 2009 ) and dwarf galaxies (pink down-facing triangles López- Sánchez et al. 2007; Esteban et al. 2014) . The O abundances are derived either from CELs (upper panels) or from RLs (lower panels). Right-hand panels represent the average of ADF(O 2+ ) for different abundance bins.
MCs has been the main factor that has permitted to find this possible metallicity-dependent behaviour of the ADF. The high S/N ratio of the spectra presented in this paper, the high ionization degree of the H ii regions and the absence of important underlying stellar contribution have contributed to the high quality and low uncertainty of the ADF(O 2+ ) determinations in the H ii regions of the MCs. In the case of Galactic H ii regions we obtain a high dispersion of ADF(O 2+ ) determinations and a tendency to larger values for the different individual objects. Considering the closeness of the Galactic nebulae, the dispersion may be due to the fact that we obtain the spectra from bright very small areas of the objects and that the ADF(O 2+ ) calculated for the nebulae may be affected by the local conditions of the gas, which could not be representative of the whole nebula.
As it has been proven by Mesa-Delgado et al. (2008 , 2011 ) the presence of localized high-velocity flows and/or high density gas -with higher surface brightness -in the line of sight of the observed aperture can produce higher values of the ADF(O 2+ ). In any case, although the local effects may be affecting the position of some Galactic objects in Fig. 4 we cannot exclude the presence of a trend to higher ADF(O 2+ ) when 12 + log(O/H) is larger than about 8.4-8.5. Interestingly, the photoionization models presented by Dopita et al. (2013, their fig. 32 ), calculated for a κ parameter -that describes the extent to which the energy distribution of the free electron departs from thermal equilibrium distribution -of about 20 predict an increment of the ADF(O 2+ ) for 12 + log(O/H) larger than 8.50 but constant values for lower O/H ratios. In Fig. 4 , the trend for the low-metallicity objects seems to be clearer than the high-metallicity ones. Because we include more distant objects in this zone of the diagram, their spectra correspond to apertures that encompass a large fraction of the nebula and, therefore, are more representative of the global emission and the aforementioned localized phenomena that can affect the ADF may be washed out. However, another mechanism can be acting in contributing to the large ADF(O 2+ ) values reported in some giant H ii regions belonging to starforming dwarf galaxies (pink down-facing triangles shown in Fig. 4) . Esteban et al. (2016) speculate that large ADFs in H ii regions might be produced by the presence of shocks due to large-scale interaction of stellar winds with the ionized gas that may dominate the kinematics of these complex and huge nebulae. This suggestion is based on the results obtained by Esteban et al. (2016) Fig. 5 contains the ADF(C 2+ ) as a function of the total O abundances determined from CELs and RLs (left and right panel, respectively) for the H ii regions where we have determinations of C 2+ abundances from CELs available from the literature. As it can be seen, Fig. 5 shows an apparent trend to slightly larger ADF(C 2+ ) at lower abundances. Unfortunately, there are only two determinations of the ADF(C 2+ ) for metal-rich Galactic H ii regions. However, their values are larger than those of the objects with 12 + log(O/H) ∼ 8.4 or 8.5, in agreement with the general behaviour seen in Fig. 4 . In any case, there is much reservation about this point because the computation of the ADF(C 2+ ) involves more uncertainties than that of ADF(O 2+ ). The line intensity ratios of the CELs and RLs from which we derive the abundances used to estimate ADF(C 2+ ) have been taken with different instruments and with different slit sizes, therefore they can be very much affected by aperture effects between the UV and optical observations. This is especially dramatic in the observations of H ii regions in the Milky Way -which correspond to the Orion Nebula and M8 -owing to the large angular size of the objects and the small area covered by spectroscopical observations.
Comparison between nebular and stellar O abundances
An interesting test to explore the abundance discrepancy problem is to compare the abundances derived from CELs and RLs in H ii regions with those determined in early Btype stars located in their vicinity. The O abundance in the photospheres of early B-type stars -which is not expected to be affected by stellar evolution effects -should reflect the present-day chemical composition of the interstellar material in the regions where they were formed and in which they are located.
In Fig. 6 , we have compared our derived O abundances for H ii regions with those determined by Hunter et al. (2009) for B-type stars in young clusters of the LMC and SMC. The results are plotted for the LMC (left-hand panel) and SMC (right-hand panel). Moreover, because some of the clusters studied by Hunter et al. (2009) are associated with H ii regions of our sample: N11 in the LMC and N66 in the SMC, we compare the different abundance data for these objects in Fig. 7 . In this figure, we include the C and O nebular abundances derived from CELs (red rectangles, C abundances derived by Dufour et al. 1982) and RLs (blue rectangles) and the stellar abundances (determined by Hunter et al. 2009 , black dots and error bars) for N11 in the LMC (left-hand panels) and N66 in the SMC (right-hand panels). The height of the nebular rectangles corresponds to the uncertainties of the abundances given in Table 5 . The error bars for the stellar data correspond to the standard deviation of the stellar abundances included for each star-forming region (53 stars for N11 and 31 for N66). From the results shown in Fig. 6 and Fig. 7 , we can conclude that O abundances derived for B-type stars agree better with nebular ones derived from CELs. Moreover, the nebular abundances should be increased by 0.08 dex in the most metal-poor H ii regions (Peimbert & Peimbert 2010) and about 0.12 dex in metal-rich ones ) owing to the O embedded in dust grains. In this way, the gas+dust O abundances derived from CELs are still consistent with the stellar ones but the values obtained from RLs become even more discrepant. In the case of C, for N11 in the LMC, the nebular abundance derived from RLs is much higher than the mean stellar one. Unfortunately, C abundances from CELs are not available for this H ii region. For N66 in the SMC, C abundances derived from RLs and CELs are both in agreement with the stellar ones owing to the large uncertainties of stellar determinations. The amount of C embedded in dust grains is unknown, but if we assume the value 0.10 dex computed for the Orion nebula (Esteban et al. 1998 ) the C abundance determined from RLs would be too high and in disagreement with the stellar one.
Previous comparisons between stellar and nebular abundances in other galaxies show contradictory results. The studies in the Milky Way carried out by Nieva & Przybilla (2012) ; Simón-Díaz et al. (2011) and García-Rojas et al. (2014) found that stellar O abundances show better agreement with nebular O/H ratios based on RLs. In the case of M31, Zurita & Bresolin (2012) found that nebular O abundance determinations based on CELs are 0.3 dex lower than those derived by Trundle et al. (2002) and Smartt et al. (2001) for B supergiants and for AF stars by Venn et al. (2000) . Very recently Bresolin et al. (2016) compared the metallicities of A-type supergiants and H ii regions in the metal-rich spiral galaxy M83, finding that in general the CELs (as indicated by strong-line methods directly calibrated from auroral line detections) tend to underpredict the stellar metallicities at the high end of the abundance scale. Nevertheless, they also showed that for some individual, metal-rich (around 1.9 × solar) H ii regions the CELs can provide metallicities that are in very good agreement with those from the supergiant stars. Toribio San Cipriano et al. (2016) compared O abundances derived from CELs and RLs in H ii regions of the low-mass spiral galaxies M33 and NGC 300 with the O abundances derived in B supergiants by Urbaneja et al. (2005b) and Urbaneja et al. (2005a) , respectively. These authors found that the stellar O/H ratios are in better agreement with the nebular abundances calculated using RLs in the case of M33, while in the case of NGC 300 the CELs provide better consistency with the supergiants. This latter finding confirms the result obtained by Bresolin et al. (2009) from a comparison between nebular and stellar metallicities. Bresolin et al. (2016) suggested that nebular abundances determined either from CELs or RLs can display different levels of agreement with the supergiant work, depending on the metallicity regime. Their fig. 11 displays the difference between stellar and nebular abundances -the latter corrected for dust depletion -as a function of metallic- ity for 15 galaxies. For six of these galaxies these authors included nebular abundances derived from both CELs and RLs. They found that the RL-based nebular metallicities agree with the stellar metallicities better than the CELs in the high-abundance regime, but that this situation reverses at low abundance values. This result appears to be robust, despite some uncertainties. For example, as Bresolin et al. (2016) pointed out, only in the case of the Orion nebula, included in their plot, stellar and nebular abundances refer to the same star-forming region. We do not expect the adoption of average galactic abundances to affect the comparison made by these authors in the case of dwarf galaxies, thanks to the virtually homogeneous chemical composition of these systems. For the spirals, in which instead the abundances decrease with galactocentric radius, Bresolin et al. (2016) used the central metallicities as representative for each galaxy when calculating the difference between stellar and nebular values. In these systems (except M83) they thus used the known radial abundance gradients to obtain the central metallicities. In addition, an additional concern arises from the fact that spectral features belonging to a variety of heavy elements are used in the case of the Atype supergiants in order to estimate the stellar metallicities, rather than just oxygen lines. In Fig. 8 we have made a similar exercise than in fig. 11 of Bresolin et al. (2016) but including data for individual H ii regions with high quality nebular CELs and RLs determinations and compare with O/H ratios determined from young supergiant stars located in the same star-forming regions or galactocentric distance in the same galaxy. The squares correspond to data for the Orion Nebula and B-type stars of its associated cluster . For the MCs we include data for the ionized gas (this work) and B-type stars (Hunter et al. 2009 ) of the starforming regions N11 (LMC, circles) and N66 (SMC, stars).
In the case of the data points corresponding to M33 (triangles) and NGC 300 (diamonds) we have taken the nebular O abundances of the H ii regions IC 132, NGC 588, R20, R23, R14, R2 (Toribio San Cipriano et al. 2016), NGC 595 and NGC 604 , and the stellar ones have been estimated from the radial O abundance gradient determined by Urbaneja et al. (2005b) and Urbaneja et al. (2005a) from the spectra of B-type supergiants, evaluated at the galactocentric distances of each H ii region. The down-facing triangles represent values for the dwarf irregular galaxy NGC 6822, the nebular data are taken from Esteban et al. (2014) and the stellar ones from the spectral analysis of two A-type supergiant stars performed by Venn et al. (2001) . From the figure, one can conclude that while in the case of M33 and NGC 6822 both kinds of lines give nebular abundances consistent with the stellar ones, in the other cases we obtain contradictory results. The nebular O abundances determined from RLs in the Orion Nebula are the ones consistent with stellar determinations while in the MCs and NGC 300 the determinations based on CELs are the only ones consistent with the stellar abundances. This seems to be qualitatively consistent with the result obtained by Bresolin et al. (2016) . In the case of NGC 6822, Bresolin et al. (2016) used the metallicities -Fe/H ratiosestimated by Patrick et al. (2015) for a sample of red supergiants for deriving the O/H ratio of this galaxy, obtaining a 12+log(O/H) = 8.08 ± 0.21 for this object instead of the value of 8.36 ± 0.19 obtained by Venn et al. (2001) . Using this value the behaviour of NGC 6822 in the diagram would become more similar to that of the other low-metallicity objects in the MCs -CELs determinations more consistent with stellar abundances. However, for deriving the O/H ratio from the metallicities of the red supergiants, Bresolin et al. (2016) assume a solar O/Fe ratio and there are evidences that such ratio may be sub-solar at low metallicities (e.g in the case of IC 1613.
The spatial distribution of O and C abundances in the MCs
We have studied the spatial distribution of O and C abundances as a function of the fractional galactocentric distance (R/R 25 ) in the LMC and SMC in order to explore the presence of radial abundance gradients in both galaxies. We performed least-squares linear fits to the abundance determinations obtained using both kinds of lines, CELs and RLs. For each H ii region, R/R 25 has been taken from Table 2 and the O and C abundances from Table 5 . We compute the radial gradients up to 5 kpc in both galaxies. We give the intercept and the slope -in dex (R/R 25 ) −1 -of each fit in Table 6 . The uncertainties of the gradients were computed through 100 Monte Carlo simulations. The O fits are plotted in Fig. 6 (LMC: left-hand panel; SMC: righ-hand panel). Within the uncertainties, we find that the slope of the O/H gradient is almost the same whether we use CELs or RLs. In previous works, Esteban et al. (2005 Esteban et al. ( , 2009 Table 6 indicate that the O/H gradients can be considered essentially flat in both galaxies. This is not a new result, Pagel et al. (1978) found a very small or flat radial gradient in the LMC -of about −0.13 ± 0.09 dex (R/R 25 ) −1 -and a "conspicuously absent" gradient in the SMC. Several authors have studied the metallicity -Fe/H ratio -gradients of the MCs using different kinds of stars in order to investigate the formation mechanism of these galaxies. Cioni (2009) studied metallicities of asymptotic giant branch (AGB) stars of the LMC, finding a smooth gradient with a slope of −0.20 ± 0.01 dex (R/R 25 ) −1 up to 5 kpc. More recently, Choudhury et al. (2016) have confirmed a similar slope from observations of red giant brach (RGB) stars. However, using RR Lyrae variables, Feast et al. (2010) find a shallower gradient in metallicity for the LMC, with a slope between −0.06 and −0.04 dex (R/R 25 ) −1 up and beyond a galactocentric radius of 5 kpc. In the case of the SMC, Carrera et al. (2008) , using the Ca ii triplet in RGB stars found the first spectroscopic evidence of a metallicity gradient in this galaxy with the abundances of RGB stars related to an age gradient, with the youngest stars, which are the metal-richer ones, concentrated in the central regions of the galaxy. This result was supported by the study by Dobbie et al. (2014) which found an increasing fraction of young stars with decreasing galactocentric radius and a smooth radial metallicity gradient of −0.20 ± 0.03 dex (R/R 25 ) −1 up to about 5 kpc. However, the study of the metallicity gradients in the SMC from AGB stars by Cioni (2009) obtains a negligible gradient. As we can see, there are contradictory results about the exact value of the slope of the metallicity radial gradients in both galaxies, however, all studies agree that, if such gradients exist, they should be certainly rather shallow.
The determination of C/H ratio in all our sample H ii regions allows us to study the spatial distribution of C/H and the C/O ratios -and their radial gradients for the first time -in the inner parts of the LMC and SMC. In Fig. 9 we show the radial gradients of C/H (upper panels) and C/O (lower panels) in the LMC (left-hand panels) and the SMC (right-hand panels). In Table 6 we show the parameters of the fits plotted in Fig. 9 . In contrast with the results that we have found in spiral galaxies, the slope of the C/H and C/O gradients in both galaxies can be considered practically zero.
In Fig. 10 , we have completed the information given in fig. 8 of Toribio San Cipriano et al. (2016) -which presented the slope of O/H, C/H and C/O gradients for different nearby spiral galaxies -including the results we obtain for the MCs. This figure shows the slopes of the O/H, C/H and C/O radial gradients (magenta dashed line, red solid line and cyan dotted line, respectively) with respect to the absolute magnitude, M V , of the SMC, LMC, NGC 300, M33, NGC 2403, the Milky Way, M101 and M31. All the slopes represented in Fig. 10 have been calculated from RLs except the O/H ones of NGC 2403 and M31 where the O gradient can only be determined from CELs. As we pointed out in Section 5.3, the slope of the O/H gradients seems to be rather independent of the kind of lines used to derive the abundances and, therefore, the use of the slope of O/H gradients based on CELs or RLs would give essentially the same results. Fig. 10 reinforces the results obtained by Toribio San Cipriano et al. (2016) . They presented the first indication that the slopes of the C/H -and to a lesser extent C/O -gradients show a clear correlation with the M V of the galaxies. The more luminous galaxies -M31, M101 and the Milky Way-show systematically steeper C/H and C/O gradients than the less luminous and less massive ones. All the spiral galaxies included in Fig. 10 show steeper gradients for C/H than for O/H, producing C/O negative gradients. In the case of the MCs -the less massive galaxies and the only two irregular included in Fig. 10 -the slopes of the gradients are about zero. According to an 'inside-out' galaxy formation scenario, the negative C/O gradients are due to C enrichment the inner part of the galaxies (see Carigi et al. 2005) . The low-and intermediate-mass stars have long timescales to inject C into the ISM. The newborn massive stars formed in more metal-rich environments, as the central parts of spiral galaxies, can further enrich the ISM via their stellar winds. Following this reasoning and the results of Fig. 10 , the mechanism of C enrichment would be more effective in the massive galaxies than the less massive ones.
Despite the fact that Fig. 10 seems to show a slight correlation between the slopes of the O/H gradient and the M V of the galaxies, the uncertainties do not allow us to confirm such dependence. Ho et al. (2015) and Sánchez et al. (2014) studied the O/H gradients as a function of different properties of a large sample of spiral galaxies through O abundances determined by empirical calibrators. These authors found no correlation between the metallicity gradients and luminosity.
In Fig. 11 , we show the behaviour of the C/O versus O/H abundance ratios determined from RLs. This is a new version of a plot presented in Esteban et al. (2014) and Toribio San Cipriano et al. (2016) , which included data for the Milky Way and other spiral galaxies and star-forming dwarf galaxies but, in this case, adding our results for H ii regions of the MCs. We can see that the C/O ratios for the objects of the MCs have substantially smaller uncertainties than the majority of the objects included in the figure and fit perfectly the general shape for the C/O vs. O/H relation. The positions of the H ii regions of the SMC are consistent with the locus of giant H ii regions in star-forming dwarf galaxies. However, in the case of the points of the LMC, their positions are in between the star-forming dwarves and the most external H ii regions (around the isophotal radius, R 25 ) of the low-mass spiral galaxies NGC 300 and M33 (see Toribio San Cipriano et al. (2016) ). This suggests that while the chemical evolution of the LMC seems to be similar to . Spatial distribution of the C/H (upper panels) and C/O (lower panels) abundance ratios as a function of the fractional galactocentric distance (R/R 25 ) for the LMC (left-hand panels) and the SMC (right-hand panels). The C abundances have been determined from UV CELs, where red diamonds are taken from Garnett et al. (1995) and red triangles from Dufour et al. (1982) . Linear least-squares fits to these data are represented by the dashed red lines. Blue circles are our C/H and C/O ratios determined from RLs and their linear least-squares fits are represented by the blue continuous lines. The grey areas trace all the radial gradients compatible with the uncertainties of our least-squares linear fits computed through Monte Carlo simulations (see Section 5.3). the external zones of small spiral galaxies, the SMC behaves as a typical star-forming dwarf galaxy.
CONCLUSIONS
We present C and O abundances obtained from deep spectra of H ii regions in the Magellanic Clouds. The sample comprises 5 H ii regions in the LMC and 4 in the SMC. We calculated the electron temperature using direct determinations for each object. The C/H ratios have been determined from RLs of C ii and the O/H ratios from CELs and RLs of O ii. In addition, we have derived C/O ratios from RLs in all the objects of the sample. The ADF(O 2+ ) values show a fairly small dispersion in both galaxies. Only N44C -the H ii region with the highest ionization degree -presents an ADF(O 2+ ) higher than the rest of the objects of the LMC. We have studied the behaviour of the ADF(O 2+ ) in H ii regions of several galaxies as a function of the total O abundances (from CELs and RLs). The results are complex to interpret. The ADF(O 2+ ) values show a minimum value at 12 + log(O/H) ∼ 8.4 or 8.5 and increase for higher and lower O abundances. The low dispersion of ADF(O 2+ ) in the low-metallicity objects allows us to suggest a metallicity dependence of the ADF. However, this trend doesn't seem so clear for high-metallicity objects -most of them Galactic H ii regions-due to the high dispersion of their ADF(O 2+ ) values.
We compare O and C nebular abundances with stellar ones for a sample of B-type stars of N11 in the LMC and N66 in the SMC. We find that the O and C abundances derived for B-type stars agree better with nebular ones derived from CELs. The comparison between stellar and nebular abundances in other galaxies provides contradictory results. With the purpose to understand these differences, we compare nebular and stellar abundances of a sample of starforming regions in different galaxies. We find that the stellar abundances show better agreement with nebular abundances from CELs in low-metallicity regions and with RLs in highmetallicity regions.
In agreement with previous works, we find that the radial gradients of O/H, C/H and C/O are almost flat in both galaxies. Our results for the MCs reinforce the trend outlined by Toribio San Cipriano et al. (2016) , who found that the more luminous galaxies show systematically steeper C/H and C/O gradients than the less luminous ones. In addition, we studied the behaviour of C/O versus O/H in both galaxy. The results suggest that the chemical evolution of the LMC seems to be similar to the external zones of small spiral Esteban et al. 2004 Esteban et al. , 2013 and in other galaxies Toribio San Cipriano et al. 2016) . The gray pentagons correspond to H ii regions in star-forming dwarf galaxies (see Esteban et al. 2014 , and references therein). We recommend to add ∼0.1 dex to the values of log(O/H) to correct for dust depletion in the H ii regions. No correction is needed for their C/O ratios (see Esteban et al. 2014 , for details).
galaxies while the SMC behaves as a typical star-forming dwarf galaxy. 
