Abstract-Sentiment analysis is the computational study of opinions given by the users of online media platforms e.g. Twitter, Facebook, Instagram. The output will be in the form of polarity: positive, negative or indifferent. The field has become very useful for the industry as it can feed them the information of what is sought after by their customers in a given time. It has also rapidly became a topic of interest in the research world, for its importance and subjectivity. One of the most challenging issue in sentiment analysis is sarcasm. The existence of sarcasm is mostly ignored by the researchers in the field of sentiment analysis as it is considered to be too complex. Sarcasm is what most researchers regarded as a subset of irony. It is the utterance of positive statement with negative intent. Intent is hard to detect not only for computers but also for humans. The listener is deemed to have a certain degree of background knowledge or context of what the speaker is saying to understand sarcasm. The researches that takes sarcasm into account or solely focuses on sarcasm is in the trend of using context outside the target word for sarcasm detection, and the most popular approach is deep learning. However, both deep learning and context need a lot of features. In this paper, we will look at some researches that focuses on sarcasm detection and their agreement that more than text is needed to properly detect sarcasm. Also in this paper is the trends undergone by sarcasm detection researchers and their proposed techniques.
I. INTRODUCTION
The magnitude of data generated online is colossal. Most of the data are considered unbiased and personal. In recent years, some research have been extracting and exploiting data from social media outlets to perform analytics for various purposes. This includes prediction of box office movies revenues [1] ; political elections analysis [2] and economic/stock market predictions [3] . All these involves the study of sentiment analysis. However, as many other computing fields before it, sentiment analysis doesn't come without any issues. One of the critical issues discussed is the role of sarcasm [4] [5] [6] .
The Free Dictionary 1 defines sarcasm as "a form of verbal irony that is intended to express contempt or ridicule". At its core, sarcasm contradicts the norm of human speech as utterance is not meant to convey a direct meaning. As a matter of fact, especially when being read and not spoken, a sarcastic message seems positive on the surface but in reality delivers a negative or cynical meaning. Even for human beings, determining sarcasm is challenging as it requires background knowledge of a certain topic as well as context. Only then can one attempt to understand whether something is sarcastic or sincere.
In the computing field, such as Natural Language Processing (NLP) and Machine Learning, sarcasm detection has been tackled and is considered an interesting yet difficult field [4] [5] [6] . However, properly identifying sarcasm can be beneficial in applications such as X, Y, Z and also, sentiment analysis. In this paper, we attempt to provide a brief overview of sarcasm detection and how it can benefit sentiment analysis. We explain how sentiment analysis (SA) has benefited from sarcasm detection, where the accuracy of certain SA systems are improved. Therefore, we see that by improving the accuracy rate for sarcasm detection, the bigger task of SA can also be made more reliable and accurate.
II. RELATED WORKS A. Sentiment Analysis
Many past researches have done sentiment analysis without taking sarcasm into account. Pang & Lee [7] has enabled opinion-oriented information-seeking following the demand for information on opinions and sentiments by the construction of a new kind of search engine. The proposed techniques include fetched text, attributes of views and different types of representation (aggregation of votes, selective highlighting, points of consensus, identification of communities and accounting for different level of authorities). Wilson et al. [8] uses domain independent algorithms to find optimal result that can be used on any domain. One of the techniques used is polarity influencer. Taboada et al. [9] focuses on strength of words, phrases, or texts. They tried all existing lexicon-based methods and found the best at the time. The techniques used include Irrealis Blocking, Negation, Intesification and SO-CAL (Semantic Orientation Calculator). Serrano-Guerrero et al. [10] provides a detailed review of 15 web services to find functionalities related to sentiment analysis. The 15 web services include AlchemyAPI (Named Entity Extraction, Concept Tagging), Lymbix (Tone Analysis, Entity Extraction and Topic Discovery), Musicmetric (Number of Mentions), Openamplify, Opinion Crawl, Opendover, Repustate, Semantria, Sentiment140, SentimentAnalyzer, SentiRate, SentiMetrix, Uclassify, ViralHeat and Wingify. Manke [11] has used candidate feature extraction and opinion feature extraction, and did not use the information network directly in the opinion mining algorithm.
As users of digital data have started go beyond text-only to use multimodalities (text, audio, image, video), so are the computer scientists. Work on multimodal sentiment analysis was discussed in [12] where multimodalities is considered to give advantages over text-only analysis. This opens up opportunities for research in the field to expand. This includes the quest of finding the solution for sarcasm.
Even though sentiment analysis is not the same as emotion recognition, these two fields are closely related. Emotions can be broken into many parts whilst sentiment analysis is usually only broken into three polarities; positive, negative, neutral. Many works has been done in the field of emotion analysis/recognition [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Sarcasm exists in both of these fields.
However, this paper discusses only about sarcasm in sentiment analysis. It is an important yet difficult task to pursue since sentiment analysis deals with polarity. Sarcasm, as explained earlier, is when a speaker is meaning something that is of different polarity from what he/she is saying.
B. Sarcasm Detection
Tepperman et al. [4] was the first paper that touches on the issue of sarcasm. According to them, sarcastic speech violates at least one of Grice's maxims for cooperative dialogue ("Do not say what you believe to be false"). However, because of technological limitations at the time, they only used Natural Language Processing (NLP) techniques to focus on online sentences that include the phrase "Yeah right" as the indicator of sarcasm.
In [6] , Filatova discuss the terms irony and sarcasm. Sarcasm is deemed to be a subset of irony. It has positive literal meanings, negative intended meanings, and clear victims. This definition was then followed up by [25] where they identified one type of sarcasm that is common in tweets: contrast between a positive sentiment and negative situation. A rather conflicting view is provided by [26] where they state that irony, satire, parody and sarcasm are similar, where the differences are just a matter of usage, tone, and obviousness.
Each is particularly challenging to analyze without the presence of face-to-face contact and vocal intonation since social media users do not vocally "speak" to another person as in normal everyday human conversations [27] . In short, sarcasm detection is in dire need of something more than just simple text processing.
The absence of sentiment words in text can also be a challenge for sarcasm detection. To address this challenge, [28] experimented with four kinds of word embedding algorithms namely LSA, GloVe, dependency-based and Word2Vec. Their results showed that Word2Vec and dependency-based outperform LSA and GloVe.
In [29] , sarcasm detection is based on context incongruity. The research unsurprisingly produced a good result. In [30] , the popular sitcom "Friends" is used as the dataset to imitate real life conversation. Using an "all-words" approach and "incongruous words-only" approach, the work in [31] detected sarcasm by looking at sentence completion. All these existing research imitated what happens in a physical conversation with goal to understand sarcasm better.
In [32] , the author looks at this problem closer by looking at pragmatic features, such as establishing common ground between speaker and listener which makes sense since humans can easily identify if an uttered word/sentence is sarcastic or not by personally knowing the speaker. In the quest to better "understand" a person and ultimately to understand the written words by that person, on whether or not it is sarcastic or sincere, the author of [33] analyzed the tweet history of the particular person. However, the low precision and recall values indicate that relying purely on historical tweets may not be a good idea since the words from the historical tweets and the recent ones are rarely related. The authors of [34] then proved through multiple experiments using their SCUBA algorithm that users' historical information can be used to decide whether their tweets are sarcastic or not. This creates a contradicting result to that from [35] .
Even though sarcasm has a big effect on sentiment analysis, many researchers of sentiment analysis tend to ignore it because of its difficulty in finding the right features. The authors of [5] even stated that their early experiments showed that correctly detecting sarcasm can increase sentiment detection by about 50 percent. They have used the hashtags in tweets as their pointers for sarcasm and developed a hashtag tokenizer using GATE algorithm [36] . This hashtag tokenizing technique was then also adopted by [37] which also gave good results. They even claim that hashtags can be seen as the social media equivalent of nonverbal expressions people make in live interaction when conveying sarcasm.
Carvalho et al. [38] stresses that sarcasm detection needs certain oral or gestural clues. In the case of text, these will be substituted by emoticons, punctuation marks, quotation marks and interjections. All these features are signs that textual comments or posts on social media are trying to find ways to imitate physical conversations.
In a physical interaction, sarcasm is marked with a special intonation or facial expression [39] [40] . These researches also stress on the importance of using multimodalities to solve the problem of lack of useful features in text for sarcasm detection. This lack of textual features can be supplemented by analyzing other types of online media (such as images and audio). In [41] , using Tumblr as the data source, image and text features are combined to perform sarcasm detection. This is because text is sometimes embedded directly into images, making it part of the image's meaning. Thus text and image needs to be analysed in relation to one another.
III. TRENDS IN SARCASM DETECTION
Among the earliest researchers to talk about sarcasm is by Tepperman et al. [4] in 2006. Here, the authors use speech features such as the phrase "Yeah right" to detect sarcasm. Then in 2010, the trend moved towards using semi-supervised or supervised classification techniques, such as the work by [42] who used semi-supervised learning. This trend was then joined by [32] where Gonzales-Ibanez performed supervised classification using lexical and practical features. The works in [5] and [37] further showed that distant supervision such as using hashtags can also help in sarcasm detection. Distant supervision is a learning scheme in which a classifier is learns through weakly labelled training set. The training data are labelled automatically based on some rules. These research started the trend of distant supervision in sarcasm detection. The latest trend of research for sarcasm detection is by using context beyond targeted text. Works in [27] and [34] are part of this new trend. They believe that sarcasm or sentiments can be detected by using features outside of the original textual source itself. However, they are mostly still using other textual sources as supplementary features.
IV. APPROACHES IN SARCASM DETECTION
There are three main approaches that have been used in sarcasm detection. The first is rule-based approaches. [5] introduced a rule-based hashtags approach where, if a hashtag representing sarcasm is found in a tweet, that tweet will be regarded as sarcastic and everything else in the tweet doesn't matter. Hashtag tokenizers are also used in the process of analyzing sarcasm. For example, Riloff et al. [25] used rulebased classifiers that look for a positive verb and a negative situation. If found, sarcasm is detected and everything else doesn't matter.
The second approach used by researchers are statistical approaches. Tsur et al. [42] created pattern-based features that indicate the presence of essential patterns to be found by the classifiers. These features take up their values based on situations like exact match, partial overlap and no match. This approach was also used by [32] . Here, the authors use sentiment lexicon-based features. In addition, pragmatic features such as emoticons are also used.
The third approach, which is seemingly the most popular approach nowadays, is deep learning [43] . Joshi et al. [28] use similarity between words embedding as features to detect sarcasm. The features are then augmented based on similarities of words embedding related to the most congruent and incongruent word pairs. They reported a significant improvement in performance. In [44] , the author use a combination of a few algorithms, namely CNN (Convolutional Neural Network), LSTM (Long Short-Term Memory) and DNN (Deep Neural Network). They compared their approach with recursive SVM (Support Vector Machine) and showed an improvement.
One of the most recent researches using more than text for sarcasm detection to the best of our knowledge, as a follow-up to the one made by Tepperman et al. [4] uses prosodic cues extracted from from Daria (an animated television show ran on MTV from 1997 to 2001) [45] . Consisted of 150 sentences from the title character, Daria (in .wav format). It ran a survey to get human judgement. It also uses word-level and n-gram features. It had the best accuracy of 81.57 (using all unigrams + intensity bigrams) as opposed to the baseline 55.26. They have used machine learning techniques for the experiments (3 coeffiecient legendre polynomial expansions to model the pitch and intensity contour of each word and scipy's k-means clustering algorithm to determine approximate contours). However, the authors mentioned that the dataset is too small, controlled and consists of only the English language.
Another recent paper that uses multimodality is using 10,000 positive and negative environmental photos from Instagram and 10, 000 positive and negative environmental photos from Tumblr [46] . The dataset are first annotated by the 3 authors, before they opt to use crowdflower (crowdsourcing platform) to find the ground truth or gold standard. The result for the Tumblr set is that the fusion of text and image yields the best performance over two platforms. As for the Instagram set, the fusion of text and images yields the best performance in all three platforms. The fusions are done using machine learning techniques SVM and the recently popular deep learning technique, CNN. However, the authors feel they used datasets that are too small.
V. CONCLUSION
Sarcasm detection is a field that can be used to improve sentiment analysis. However, not much has been explored on sarcasm through multimodalities if compared to text in the field of sentiment analysis. As explained in this paper, existing research indicate an increasing use of multimodalities, especially from social media. Efforts on steering researches that were once only focused on text-only analysis, can greatly benefit from the colossal amount of multimodal data available throughout the Internet.
