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ABSTRACT Conformational ﬂuctuations of enzymes may play an important role for substrate recognition and/or catalysis, as it
has been suggested in the case of the protease enzymatic superfamily. Unfortunately, theoretically addressing this issue is a
problemof formidable complexity, as the number of the involved degrees of freedom is enormous: indeed, the biological function of
a protein depends, in principle, on all its atoms and on the surrounding water molecules. Here we investigated a membrane
protease enzyme, theOmpT fromEscherichia coli, by a hybridmolecularmechanics/coarse-grained approach, in which the active
site is treated with the GROMOS force ﬁeld, whereas the protein scaffold is described with a Go-model. The method has been
previously tested against results obtainedwith all-atom simulations. Our results show that the large-scalemotions and ﬂuctuations
of the electric ﬁeld in the microsecond timescale may impact on the biological function and suggest that OmpT employs the same
catalytic strategy as aspartic proteases. Such a conclusion cannot be drawn within the 10- to 100-ns timescale typical of current
molecular dynamics simulations. In addition, our studies provide a structural explanation for the drop in the catalytic activity of two
knownmutants (S99A and H212A), suggesting that the coarse-grained approach is a fast and reliable tool for providing structure/
function relationships for both wild-type OmpT and mutants.
INTRODUCTION
Recently, molecular dynamics (MD) studies have lead to the
suggestion that enzymatic function results from a subtle
interplay between chemical kinetics and molecular motion.
Examples include the dihydrofolate reductase enzyme (1),
whose completion of the catalytic cycle has been suggested to
require coupledmotions, and the proteases superfamily (2–4),
whose biological function has been proposed to be affected by
conformational ﬂuctuations. These conclusions are being
corroborated by a variety of experimental biophysical studies
(5–10).
A major limitation of MD in addressing this issue is ob-
viously the accessible timescale (currently up to the submi-
crosecond timescale). In principle, one could achieve much
longer timescales by coarse-grained (CG)-potential-based
MD approaches (11,12).
Low-resolution CG models provide the capability for
investigating the longer time- and length-scale dynamics that
are critical to many biological processes. CG models have
been developed for investigating lipid membranes (13–19),
proteins (20–23), and DNA (24–26). However, although CG
potentials are useful to understand large-scale phenomena,
they cannot describe the exquisite molecular recognition
events among enzymes and their substrates, which are key for
the enzymatic function.
Recently, we have presented a hybrid approach, the MM/
CG model (28), with the goal to preserve the advantages of
both MM and CG approaches, i.e., the necessary details
associated with the biological activity and the ‘‘large’’
accessible timescale. Speciﬁcally, the amino acid residues
involved in the ligand binding are treated with atomic detail
(MM region) by means of a molecular mechanics force ﬁeld,
whereas the rest of the protein is treated at the CG level. This
approach allows a fast and efﬁcient description of the mech-
anical coupling between the dynamics of the active site with
the enzymatic substrate (the MM region) and that of the
protein environment (the CG region).
So far, MM/CG simulations have been applied to selected
members of the aspartic protease family. These calculations
were meant as a validation of the approach versus all-atom
MD simulations (28). The MM/CG approach turned out to
correctly reproduce both the local and the global features
of two cytoplasmatic proteins (the aspartic proteases from
HIV-1 PR (2) and b-secretase (BACE) (3)). Furthermore, the
calculations reproduced the structural ﬂuctuations of the
substrate in the binding cavity, which plays an important role
for the enzymatic activity (2,3). These test calculations
covered the same timescale as referenceMD simulations used
for comparison (10 ns for HIV-1 PR and 8 ns for BACE).
However, the computational cost of this scheme turned out to
be about two orders of magnitude smaller than that of the
corresponding all-atom MD (28).
In this article, we use the MM/CG approach to study the
relevant case of the Michaelis complex of a membrane pro-
tease, the outer-membrane protease T (OmpT) (29) on the
microsecond timescale.
OmpT is a defense protein expressed by Gram negative
bacteria belonging to the omptin protein family (30), which
has been shown to be important for the virulence of Yersinia
pestis and clinical Escherichia coli isolates (31). The protein
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cleaves peptides preferentially between two consecutive
basic amino acid residues (32,33).
The isoenzyme fromE. coli, for which the x-ray structure is
available (29), features a deep groove formed by loops L4 and
L5 on one side and L1, L2, L3 on the other one (Fig. 1 a). This
groove constitutes the active site of the enzyme. Initially,
OmpT was classiﬁed as a novel-type serine protease; how-
ever, the relatively large distance between the putative cata-
lytic S99 and H212 (;9 A˚) observed in the x-ray structure
(29) has suggested that the protease may work by a novel
mechanism involving the D210-H212 and D83-D85 pairs.
H212 andD83 groups have been suggested to activate a water
molecule for the nucleophilic attack, whereas D85 and D210
contribute to polarizing the substrate scissile peptide bond
(32,33). A peculiar H-bond network formed by these residues
orients both the substrate and the nucleophilic water, pro-
moting the cleavage of the peptide bond. MD simulations of
the enzyme on a 10-ns timescale have further supported this
scenario (34,35).
A comparison of MM/CG and all-atom MD simulations of
the enzyme in the free state shows that the MM/CG approach
is equally well suited for membrane proteins (36) and suggests
that ﬂuctuations of the active site cleft may play a role for
substrate recognition. Here, we extend our investigations to
the Michaelis complex of the protein with a model substrate
(Ala-Arg-Arg-Ala). We carried out simulations on four
OmpT/ARRA Michaelis complexes (A–D), which differ for:
i), the protonation state of the putative catalytic residue D83;
ii), for the N- and C-terminal tails of the substrate, which are
considered in the Zwitterionic form (charged state) or capped
with acetyl and N-methyl groups (neutral state), respectively,
following all-atom MD calculations on the same system.
The aim of our MM/CG simulations is twofold. First, we
investigated the role of conformational ﬂuctuations of the
substrate in the active site on the microsecond timescale.
Results show that both large-scale motions of the protein and
the electrostatic ﬁeld, evaluated on such a timescale, impact
on the function of the enzyme. Second, we used the MM/CG
approach to investigate the effects of mutations for the en-
zymatic function. We focused on protein mutants S99A and
H212A, which are experimentally known to be much less
efﬁcient than the wild-type (wt) (residual activity within 0%
and 4% relative to the wt (32)). Our calculations, on the;0.1
microsecond timescale, provide a structural basis for the
dramatic decrease in the catalytic activity. Because of its
relatively cheap computational cost (two orders of magni-
tude faster than standard all-atom MD), the methodology
may be helpful to investigate structure/function relationships
of high-throughput site-directed mutagenesis data.
METHODS
The MM/CG model
A detailed description of the MM/CG approach is reported elsewhere (28),
therefore we only summarize its principles here.
A small part of the protein (e.g., the enzymatic active site) is investigated
in atomic detail, whereas the rest is treated with a CG approach using a
modiﬁed Go-model (37) by only considering Ca centroids. An interface
region (I) is located between the two MM and CG regions, bridging the large
discontinuity between full-atom and CG descriptions. The total potential
energy of the system reads:
V ¼ EMM1ECG1EI1EMM=I1ECG=I1ESD;
where the ﬁrst three terms represent the interactions within the MM, CG, and
I regions, respectively, whereas the fourth and ﬁfth represent the cross-
terms’ potentials. The last term, ESD, mimics stochastic and frictional forces
acting on the system due to the solvent (38,39).
In regions MM and I, all atoms are explicitly considered and, con-
sequently, EMM, EI, and EMM/I energy terms have all the same formulation
(i.e., the GROMOS96 43a1 force ﬁeld (40)).
FIGURE 1 OmpT in complex with
the model substrate ARRA. (a) Atoms
treated with MD potential are depicted
as red van der Waals spheres. Atoms
belonging to the interface region (also
treated with MD potential) are repre-
sented as orange licorice and the CG
region is depicted in blue tube represen-
tation. A shell of water centered around
the MM region is also shown. (b and c)
Geometry of the active site of A and B,
respectively, after 24 ns of MM equil-
ibration simulations. The residues in lic-
orice representation constitute the MM
region. The substrate is depicted with a
transparent effect. (d and e) Represen-
tation of the electrostatic ﬁeld acting on
the carbonyl carbon and on the dipole
axes C2 of the catalytic water, respec-
tively.
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ECG takes the following form:
ECG ¼ 1
4
+
i
KbðjRi  Ri11j2  b2i i11Þ2
1 +
i. j
V0½1 expðBijðjRi  Rjj  bijÞÞ2: (1)
The ﬁrst term in Eq. 1 takes into account bonded interactions between
consecutive CG (Ca) centroids, identiﬁed by the position vectorsRi andRi11,
and Kb is the relative bond force constant; bij is the equilibrium distance,
corresponding to the native distance between CG atoms. The second term in
Eq. 1 describes the nonbonded interactions between CG atoms. V0 is the
interaction well depth and Bij is the modulating exponent of the Morse
potential. The latter, along with V0, have been obtained so as to reproduce
features of all-atom MD calculations on a test system (28).
At the interface between the I and CG regions, bonds between consec-
utive Ca belonging to the I and CG regions ensure backbone connectivity. In
addition, a term describing the nonbonded interactions is added: the interface
atom, which is either a Ca or a Cb, interacts with the Ca in the CG region
with the same potential as in Eq. 1.
A simple solvation model using explicit water molecules is also imple-
mented: if the active site of the enzyme is solvent exposed a water drop is
constructed around the MM and I regions. If a water molecule exits from the
drop, its velocity is reﬂected toward the inside (36) to avoid evaporation.
Investigated systems
We focused on two OmpT protomers in complex with their substrate ARRA.
The simulations differ in the protonation state of D83 at the active site and in
the N- and C-termini of the peptide (see Table 1). The protonated aspartate
might orient the putative attacking water molecule. The neutral termini help
to reduce artifacts relative to the short length of the peptide substrate. The
catalytic histidine residue H212 was assumed to be d-protonated as in
Baaden and Sansom (34) (Fig. 1, b and c). Before the MM/CG simulations
we equilibrated the systems A, B, C, and D via 24 ns of standard all-atom
MD starting from the complex model described in Baaden and Sansom (34).
S99A and H212A mutants were built by simply replacing these residues
with alanine. We also performed MD simulations of a reference system
(diglycine) to compare the electrostatic properties of key residues in the
active site of OmpT. The systems underwent MM/CG simulations for the
timescales summarized in Table 1.
Computational details
Preliminary MM simulations on four protomers of the OmpT-ARRA com-
plex described in Baaden and Sansom (34) were performed for 24 ns using
the Yasara software and the associated Yamber2 force ﬁeld (41). Details of
these equilibration simulations are provided as Supplementary Material.
Hybrid MM/CG simulations were performed using a modiﬁed version of
the Gromacs 3.2.1 program (28). The enzymatic active site was treated at
atomic detail with the GROMOS96 43a1 force ﬁeld (40) as aforementioned
(MM and I regions in Fig. 1 a). Approximately 400 SPC water molecules
(42) were added. This constitutes a water layer of ;15 A˚ around the MM
region (Fig. 1 a). This approach has been shown to accurately describe
structural and dynamic features of the active site of two aspartic proteases in
complex with their substrate (28) and of OmpT in the free state (36). The
entire systems were composed of ;4400 particles.
The analyses of the trajectories of A and B were performed over the last
0.95 ms, that is after the equilibration phase (Supplementary Fig. 1, a and b).
The analyses of the trajectories of C and D were not carried out as we will
discuss later in the results section.
The leap-frog stochastic dynamics algorithm was used to integrate the
equations of motion with a time step Dt ¼ 2 fs and a friction coefﬁcient gi ¼
mi/t, where t¼ 0.5 ps is the time constant for the coupling andmi is the mass
of the ith particle. A cutoff distance of 14 A˚ was used for the electrostatics.
(This very crude assumption in the treatment of the electrostatics appears to be
justiﬁed by the simplicity of the model used. Careful checks were made on
energy conservation. In addition, test calculations with a longer cutoff for
electrostatics (36 A˚) provided very similar results to those with the shorter
cutoff (data not shown)). A cutoff of 14 A˚ was also used for the van derWaals
interactions. The pair list was updated every 10 steps. The SHAKE algorithm
(43) was used to keep bonds containing hydrogens at a ﬁxed length.
Following the 24 ns of equilibration at an all-atomMM level, the systems
were relaxed by a 1-ns MM/CG simulation with positional restraints on the
OmpT/ARRA complexes to minimize the energy of the solvent. Then
further 1 ns with positional restraints on OmpT were performed to allow the
ligand to accommodate itself inside the binding pocket under the MM/CG
potentials.
Finally, we performed an atomic force-ﬁeld-based MD simulation of a
reference system. This is diglycine (AceGGNMe) in a periodic box of 779
water molecules. The GROMOS96 43a1 (40) and SPC (42) force ﬁelds were
used for the dipeptide and water, respectively. Room conditions (T¼ 300 K,
P¼ 1 bar) were achieved by coupling the systemwith a Berendsen thermostat
(44) with t¼ 1.0 ps and a Berendsen barostat (44) with compressibility of 4.5
1010bar1 in all three dimensions. The time step of the integration was 2 fs.
Electrostatic and van derWaals interactions were calculated using a cut-off of
18 and 14 A˚, respectively; 0.015 ms of trajectory were collected.
The following properties were calculated: i), large-scale motions as
eigenvectors of the covariance matrix of the Ca’ s (45); ii), the analysis of the
cosine content (46,47); iii), the electric ﬁeld in the MM region, using the
electrostatic term in the GROMOS96 43a1 force ﬁeld (40). This analysis has
been used for qualitative comparisons between different systems.
RESULTS
MM/CG of systems A and B
The structure of A and B (Fig. 1, b and c) is well maintained
within the timescale investigated (1 ms): the Ca root mean-
square deviations (RMSD) of A and B rise during the ﬁrst
;0.05 ms and then ﬂuctuate around an average value for the
remainder of the simulations (Supplementary Fig. 1, a and b),
TABLE 1 Systems and mutants of OmpT/ARRA complexes
investigated in this work
Complex identiﬁcation Simulated time (ms)
Production runs at the MM/CG level
A, protonated D83, neutral N- and C-termini
(AceARRA NMe)
1.00
B, deprotonated D83, neutral N- and C-termini
(AceARRANMe)
1.00
C, protonated D83, charged N- and C-termini
(NH13 ARRACOO
)
0.05
D, deprotonated D83, charged N- and C-termini
(NH13 ARRACOO
)
0.05
S99A-A 0.16
S99A-B 0.16
H212A-A 0.15
H212A-B 0.15
All-atom reference simulations
Aeq, equilibration 0.024
Beq, equilibration 0.024
Ceq, equilibration 0.024
Deq, equilibration 0.024
Diglycine (AceGGNme) 0.015
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suggesting that this speciﬁc protein requires large sampling to
equilibrate. The analysis of the cosine content (Ci) (46,47)
ascertains the convergence of the simulations: Ci computed
for the ﬁrst 8 eigenvectors of the covariance matrix is lower
than 0.5 (see Supplementary Fig. 1, c and d), meaning that the
largest ﬂuctuations are related to the potential.
A and B appear to be productive Michaelis complexes: a
water molecule bridges H212 and D83, thus pointing toward
the substrate carbonyl carbon. The average distance during
the simulations between the catalytic water and the carbon
of the scissile CO-NH bond in A and B is 3.91 (60.35) A˚
and 3.50 (60.30) A˚, respectively. This water molecule is
located in a position prone for a nucleophilic attack on the
carbonyl group of the substrate (Fig. 2, a and b). At times a
second water molecule bridges H212 and D83 and the H212-
water(s)-D83 interaction is replaced by a direct H-bond
between D83 and S99. Most of the key contacts at the active
sites are maintained during the dynamics of both systems
(Table 2; Fig. 1, b and c): i), Hd@H212 H-bonding to
Od@D210 or to O@D210; ii), the salt bridge between
substrate R2 and E27 and D208; iii), the salt bridge between
substrate R3 and D97 and D85; iv), H S99 backbone
H-bonding to D83 backbone; v), D85 backbone H-bonding
to D97 backbone. In addition (Table 2; Fig. 1, b and c): i), at
times, S99 H-bonds to D85 and D97 and Ne@H212 H-bonds
with H@R3 of the substrate; ii), He@H101H-bonds to either
S99 or D83.
Structural ﬂuctuations of the substrate in the binding cavity
have been shown to play a functional role for cytoplasmatic
proteases (4) such as HIV-1 protease (2) and BACE (3). For
these enzymes it was found that the distance between the
catalytic dyad and the substrate ﬂuctuates around character-
istic values corresponding to different mutual positions of the
catalytic water relative to the substrate carbonyl carbon: only
conformations in which the distance between the enzyme and
the substrate is at a minimum turned out to be catalytically
efﬁcient (2,3). Because those motions are correlated to the
large-scale motions of the proteins, the enzyme might play a
role for the reaction by steering the substrate into its ap-
propriate reactive conformation.
To ascertain whether this is also the case for OmpT,
we have chosen to monitor the substrate motion within the
b-barrel: i), The distance d of the center of mass of the
ARRA peptide from the center of mass of the D83-D85 pair
of residues; d is affected by the width of the cleft and, there-
fore, its ﬂuctuations also modulate the position of the water
inside the catalytic cleft. ii), The distance j of the center of
mass of ARRA from the center of mass of the b-barrel (see
Fig. 3, left panel). j is affected by the distance between the
substrate and the catalytic water. Thus, d and j can be used as
suitable descriptors of the enzyme ‘‘active’’ conformations
(4) to evaluate the presence of a functional mechanical
coupling between the substrate and large-scale conforma-
tional ﬂuctuations of the entire enzyme.
In A, Ædæ;7:8 ð0:5Þ A˚ and Æjæ;24:1 ð0:4Þ A˚, showing a
sharp Gaussian-like distribution (see Supplementary Fig. 5, a
and b). In B, both quantities feature bimodal distributions: d
ﬂuctuates from d1¼ 7.3 A˚ to d2¼ 9.8 A˚ (Fig. 3 a) and j from
j1 ¼ 25.9 A˚ to j2 27.5 A˚ (Fig. 3 b). Interestingly, the
transitions from j1 to j2 and from d1 to d2 occur at the same
time, suggesting that the oscillation of the cleft is correlated
with the oscillation of the substrate along the axis of the
b-barrel (the linear correlation between the two data sets d
and j is 0.60 over ;103 data points). No such transitions
were observed in the all-atom simulations used for equili-
bration, where the d/j space is explored to a much lower
extent (see Supplementary Material for details). The pres-
ence of relevant correlations in OmpT is investigated by
computing the projection of the top 10 eigenvectors of the
covariance matrix on the trajectory (XVi) (45). The cor-
relation can be assessed in a quantitative way by analyzing
the scatter plot in which the projection at each time step is
plotted versus the d and j distances. We ﬁnd a signiﬁcant
correlation only with the second largest eigenvector (V2;
FIGURE 2 Signiﬁcant snapshots of the active site of
A (a) and B (b). The catalytic water is depicted in van der
Waals representation with a transparent effect.
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Fig. 3, a9 and b9). In fact, two mostly populated regions
corresponding to d1 and d2 and to j1 and j2, are visible.
We conclude that V2 induces relevant variations in the
relative distances of the active site, showing high correla-
tions with both distances. In contrast, no correlations are
found with the ﬁrst eigenvector V1, which represents the ﬁrst
most dominant large-scale motion. Because the cosine con-
tent associated to V1 is relatively larger (C1 ; 0.5, whereas
C2 ; 0.1; see Supplementary Fig. 1 d), V1 might not repre-
sent a real ‘‘coherent’’ motion, but, rather, a random diffu-
sion of less structured parts of the protein.
The large-scale motion described by V2 mostly affects the
solvent-exposed loops embracing the active site, as found in
previous work (36). In addition, the loops L2, L3, L4, and L5
as well as the substrate are more mobile in system B with
respect to A (Supplementary Fig. 4 a). This is consistent with
the fact that the substrate is signiﬁcantly anticorrelated to the
motion of the loops in system B (Supplementary Fig. 4 b).
Thus, large-scale ﬂuctuations in B allow a well-deﬁned
motion of the substrate within the catalytic cleft concerted
with that of loops, similarly to what is found for several
proteases (4), such as HIV-1 PR (2) and BACE (3).
Our approach also allows to investigate the polarization of
the reactants relative to a reference system (here the Gly-Gly
dipeptide) in water. To this aim, we monitor the electric ﬁeld
along the substrate carbonyl group C@R2 of the substrate
and the catalytic water C2 axis (Fig. 1, d and e), which has
been proposed to be the nucleophile agent for the protein.
TABLE 2 MM/CG simulations of A and B, H212A-A, H212A-B, S99A-A, and S99A-B: selected MD-averaged distances (A˚) within
the active site of the protein
A B H212A-A H212A-B S99A-A S99A-B
Hd@H212–Od@D210 2.6 (60.8) 2.5 (60.7) – – 7.0 (63.5) 2.8 (60.7)
Hd@H212–O@D210 5.2 (60.8) 4.3 (61.2) – – 7.0 (62.1) 5.0 (60.8)
Ne@H212–H@R2 4.7 (60.7) 5.0 (61.6) – – 6.4 (62.2) 5.0 (60.7)
Ne@H212–C@R2 4.4 (60.5) 6.2 (61.4) – – 6.5 (61.9) 4.4 (60.7)
Ne@H212–Od@D83 5.8 (61.0) 8.0 (61.5) – – 11.3 (61.8) 7.9 (61.4)
Cz@R2–Cd@E27 4.8 (60.5) 5.0 (60.8) 6.7 (62.4) 5.0 (60.7) 6.2 (61.7) 6.3 (61.4)
Cz@R2–Cg@D208 5.0 (60.7) 5.2 (60.9) 9.0 (62.3) 8.4 (60.3) 7.6 (62.1) 6.6 (60.7)
Cz@R2–Cg@D210 8.5 (60.7) 8.0 (60.9) 10.1 (63.0) 4.0 (60.4) 9.5 (61.6) 6.8 (61.2)
Cz@R3–Cg@D85 6.0 (61.0) 6.5 (61.3) 9.7 (61.6) 7.0 (61.7) 9.4 (61.4) 6.7 (61.2)
Cz@R3–Cg@D97 7.0 (61.5) 8.0 (61.8) 11.6 (62.1) 9.0 (61.6) 11.8 (63.4) 15.0 (63.1)
He@H101–Og@S99 3.1 (60.9) 4.2 (61.2) 4.8 (61.0) 3.0 (60.7) – –
Od@D97–Hg@S99 5.5 (61.3) 6.6 (62.1) 3.5 (62.3) 8.2 (62.6) – –
Hd@D83–O@R2 4.5 (61.1) – 5.5 (61.8) – 7.5 (61.4) –
Hd@D83–Od@D97 8.8 (61.2) – 7.9 (61.3) – 4.0 (61.2) –
He@H101–Od@D83 3.7 (61.0) 3.5 (61.1) 4.6 (62.0) 3.1 (60.9) 5.0 (61.1) 3.5 (60.9)
H@D83–O@S(A)99 2.0 (60.2) 2.0 (60.3) 2.0 (60.2) 2.0 (60.2) 2.2 (60.4) 4.0 (60.6)
O@D83–H@S(A)99 2.0 (60.3) 2.4 (60.5) 2.5 (60.6) 2.0 (60.2) 2.6 (60.7) 2.5 (60.9)
H@D85–O@D97 2.1 (60.4) 2.3 (60.3) 2.3 (60.7) 2.4 (60.7) 3.0 (61.2) 5.0 (61.8)
O@D85–H@D97 2.0 (60.4) 2.6 (61.0) 2.1 (60.4) 2.7 (60.7) 3.5 (61.6) 5.3 (61.7)
Standard deviations are reported in parenthesis.
FIGURE 3 (Left of the panel) Car-
toon representation of the OmpT/
ARRA complex. Dashed lines depict
d and j distances deﬁned in the text.
(Right of the panel) Time evolution in B
of d (a) and j (b) parameters (deﬁned in
the text), respectively. (Right) Plot of
XV2 vs. d (a9) and j (b9) distances for B.
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As for the substrate, the ﬁeld of A does not show any
preferential direction with respect to the C¼O bond: the an-
gle a between the ﬁeld and the vector identiﬁed by the C¼O
bond (Fig. 1 d) is spread within 0 and 180: the standard
deviation value is large around its average value ðÆaæ ¼
125ð44ÞÞ; and not much smaller than that of the reference
system here investigated, for which the ﬁeld is completely
isotropic ðÆaæ ¼ 100ð59ÞÞ: In contrast, in B the ﬁeld is
partially aligned with the C¼O bond (Fig. 1 d) with far lower
spread ðÆaæ ¼ 140ð10ÞÞ: We conclude that the carbonyl
carbon is expected to be more electrophilic and thus reactive
than in A and in aqueous solution.
Similar conclusions can be drawn for the catalytic water:
the ﬁeld in A is orthogonal to the water C2 axis (Fig. 1 e, the
average angle b between the ﬁeld and the C2 axis of the
catalytic water is ;104(14)); hence it is not expected to
signiﬁcantly affect the nucleophilic power of the water mol-
ecule. Notice that in this case the spread is much smaller than
that of the reference system ðÆbæ;93ð60ÞÞ: In B, in contrast,
the angle b shows a bimodal distribution, either orthogonal
ðÆbæ;90ð12ÞÞ; or aligned to the C2 axis ðÆbæ;20ð8ÞÞ:
Thus, in the latter case the ﬁeld in B might render the cata-
lytic water more nucleophilic than in A and in aqueous
solution.
The ﬂuctuation of the b-angle between b1 and b2 values in
B is driven by V2 (see Supplementary Fig. 6). This means
that the functional oscillations of the substrate allow the cata-
lytic water molecule to take a well-deﬁned geometric conﬁg-
uration, able to stabilize a more negative charge distribution
on the oxygen and resulting in an enhanced nucleophilicity
of the oxygen atom itself.
We conclude that the polarization effect may be used by
the enzyme to enhance the electrophilicity of the carbonyl
carbon and the nucleophilicity of the water oxygen. The
same calculation in the timescale typical of all-atom MD
simulations (;50 ns) shows no preferential directions of the
ﬁeld in both systems (the a and b distributions are spread
between 0 and 180). This is somewhat conﬁrmed in the all-
atom equilibration simulations where no signiﬁcant spread in
the a and b distributions is reached (see Supplementary
Material, Supplementary Fig. 11) due to insufﬁcient sam-
pling.
MM/CG of systems C and D
The Michaelis complex in C and D disrupts already after 10
ns (Supplementary Fig. 2, a and b). The NH13 terminal
groups, which formed salt bridges with D210 and E27 at the
beginning of the dynamics, rotate and form a salt bridge with
D83 and an H-bond with Ne@H212 (Supplementary Fig. 2,
a and b). Consequently, the carbonyl carbon, which under-
goes the nucleophilic attack, moves away from the putative
catalytic dyad composed by H212 and D83 (see Supple-
mentary Fig. 2, a and b), whereas the oxygen of such a group
ﬂips, pointing toward the D210 and H212 dyad. Such a
nonproductive Michaelis complex, in which there is no pu-
tative nucleophilic agent in the close proximity of the car-
bonyl carbon, is maintained for an additional;0.04 ms, after
which we decided to stop the simulation. We conclude that
the presence of the charged termini in addition to the two
positive arginines affects the structure of the Michaelis
complexes in both C and D.
MM/CG of H212A and S99A mutants
Here we compare MM/CG simulations of H212A and S99A
OmpT, which show a residual activity ranging within 0%
and 4% (32), with respect to wt. We ran the simulations on
the mutants for protomers A and B for a shorter timescale
than that of the wt (0.15 ms), as we are solely interested in
constructing structural models.
In H212A, the mutation disrupts the H-bonds with
Ne@H212 and the amide group of the substrate, which con-
tributes to maintain the position of the substrate inside the
enzymatic cleft. In the wt, R2 and R3 of the substrate form
salt bridges with E27 and D208 and with D85 and D97,
respectively. These two residues rotate in both A and B and
their side chains face the solvent (Table 1 and Supplementary
Fig. 7, a and b). At the end of the simulation, the carbonyl
carbon, which is cleaved in the wt enzyme, moves away
from the putative catalytic dyad H212-D83 and the cleft is
ﬁlled by water.
In S99A, the replacement of S99 with alanine disrupts the
S99-He@His-101 H-bond (Supplementary Fig. 8). The H atom
of the same histidine H-bonds to D83 in A and B.
In A, the breaking of the S99-H101 H-bond causes a rear-
rangement of H101 and consequently D83, which is protonated,
rearranges and H-bonds to D97 (Table 2 and Supplementary
Fig. 8 a). Consequently, the water-mediated interaction be-
tween the proton of D83 and the substrate is lost, and the
latter ﬂuctuates allowing a rotation of the side chain of R2 of
the substrate. As a result, R2 H-bonds with D210 and the
catalytic residue H212 is permitted to move further apart
from the active site (Table 2). This causes a drastic change of
the substrate conﬁguration and its partial detachment (Sup-
plementary Fig. 8 a).
In B, D83, which is ionized, forms a stable H-bond with
Ne@H101. However, because of the lack of S99-D97
H-bonding, D97 moves away, in turn causing the loss of
H-bond interactions between the backbone of D85 and D97
(Supplementary Fig. 8 b). As a result, the salt bridge between
D85, D97, and R3 is lost, allowing the side chain of the latter
residue to rotate and become solvated. In this case, a partial
detachment of the substrate occurs (Table 2; Supplementary
Fig. 8 b).
DISCUSSION
MM/CG simulations have been used to investigate the
ﬂuctuations of OmpT in complex with its substrate ARRA
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on the microsecond timescale as well as the effect of key
point mutations at the active site. We have focused on four
systems (A–D), which differ for the protonation state of
D83 and the charge of the substrate (AceARRANMe or
NH13 ARRACOO
), which have ﬁrst been simulated by all-
atom MD simulations on a shorter timescale.
The complexes with substrates with charged tails (C and
D) evolved to nonproductive Michaelis complexes, because
the charged tail groups interact with the residues among the
catalytic cleft causing a distortion of the ARRA peptide and
its detachment from the binding pocket. Interestingly the
preliminary 24-ns all-atom simulations did not show a dis-
ruption of the Michaelis complex, which points to a less ef-
ﬁcient exploration of conformational space compared to the
MM/CG approach, where the systems are described by
smoother potential energy surfaces. Obviously, our investi-
gation does not rule out the presence of longer substrates
with charged tail groups because those substrates may have
their termini located outside the catalytic cleft.
In contrast, the complexes with the substrates with neutral
tails provided productive Michaelis complexes and both re-
mained stable over 1-ms dynamics simulations. The two
complexes (A and B in Fig. 1, b and c) exhibit different
protonation states of D83: in A, the aspartic acid is protonated
whereas in B it is ionized. The systems are characterized by
signiﬁcant differences in the electrostatic polarization of the
reactants. In B, the active site polarizes both the catalytic
water and the carbonyl carbon, rendering the ﬁrst more
nucleophilic and the second more electrophilic relative to a
reference system in water (diglycine). In contrast, in A no
signiﬁcant polarization is observed and the electric ﬁeld
acting on the carbonyl carbon bond and on the catalytic water
is very similar to that calculated for the reference system
diglycine in water solution.
System B is also characterized by large conformational
ﬂuctuations of the substrate triggered by global large-scale
motions (see Fig. 3, a9and b9), which populate signiﬁcantly
different conformations (see Fig. 3, a and b, and Supple-
mentary Fig. 3). This contrasts to A in which the substrate
ﬂuctuates around a well-deﬁned conformation (see Supple-
mentary Figs. 3 a and 5 a and b). The large-scale ﬂuctuations
of complex B might have functional implications as found in
the aspartyl proteases superfamily (2–4). However, quantum
chemical calculations on the reaction mechanism are re-
quired to discriminate between the two protomers and further
address this issue.
We have next used the MM/CG approach on H212A and
S99A mutants (for both A and B protomers) to provide the
structural basis for the much lower activity of these mutants
relative to wt. This result, which is easy to rationalize for the
H212A mutant, as it is part of the putative catalytic dyad, is
rather intriguing for S99A, which is not involved directly in
the catalytic cleft. Our simulations suggest that in H212A the
ARRA peptide detaches spontaneously in both systems due
to the loss of the H-bond interaction between Ne@H212 and
the amide group of the substrate, present in the wt. S99A,
indeed, allowed a similar detachment of the peptide due to
the disruption of the geometry of the active site in both
systems, in spite of the fact that this residue is not located at
the active site. In A the loss of the H-bond interaction
between S99 and D83 allows the rotation of the latter residue
causing the breaking of interactions between D83 and the
substrate. In contrast, in B the detachment of the peptide is
due to the loss of the salt bridge between R3 and D85-D97
after the breaking of the S99-D97 interaction. We conclude
that not only ﬁrst-shell H-bond interactions (such as those
formed by H212), but also second shell H-bonding (such as
that of S99) play an important role for the stability of the
geometry of the active site. Removing any of those stabilizing
interactions may cause a high instability of the active site and
therefore a reduced activity.
In conclusion, our MM/CG approach emerges as a useful
tool to investigate microsecond simulations of enzymes,
which is presently difﬁcult with all-atom MD. Our conclu-
sions about the electric ﬁeld acting on the reactants and about
the motion of the substrate inside the catalytic cleft cannot be
drawn if one focuses on the typical timescale of all-atomMD
(0.01–0.1 ms). This suggests that this approach, within its
limitations deriving from the use of a coarse-grained model
for modeling the most of the protein in solution, may provide
useful information—complementary to all atom MD—on
phenomena occurring on relatively long timescales. In ad-
dition, it may be useful for computational molecular biology,
allowing one to test the effect of point mutations via a com-
putationally affordable method. Thus, MM/CG, by allowing
to run more numerous and longer simulations than all-atom
MD, is expected, on the one hand to improve our conﬁdence
in the results, and on the other one it may strengthen the
interaction between molecular biology experiments and
simulations.
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