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We explore the effectiveness of high-depth, noiseless, parameteric quantum circuits by challenging
their capability to simulate the ground states of quantum many-body Hamiltonians. Even a generic
layered circuit Ansatz can approximate the ground state with high precision, as long as the circuit
depth exceeds a certain threshold level that exponentially scales with the number of qubits, despite
the abundance of the barren plateaus. This success is due to the fact that the energy landscape in the
high-depth regime has a suitable structure for the gradient-based optimization, i.e. the presence of
local extrema – near any random initial points – reaching the ground level energy. We check if these
advantages are preserved across different Hamiltonians, by working out two variational eigensolver
problems for the transverse field Ising model as well as for the Sachdev-Ye-Kitaev model. We expect
that the contributing factors to the universal success of the high-depth circuits may also serve as the
evaluation guidelines for more realistic circuit designs under hybrid quantum-classical algorithms.
I. INTRODUCTION
Variational Quantum Eigensolver (VQE) [1, 2] is one of
the most promising hybrid quantum-classical (HQC) al-
gorithms, which may offer a precise approximation of the
ground state of quantum systems. It is based on the itera-
tive application of the following three steps: state prepa-
ration, measurement and optimization. Let us briefly
describe each step. First, the preparation of a trial wave-
function |ψ(θ)〉 is carried out by successive application
of unitary quantum gates that depend on variational pa-
rameters θ. Second, the measurement step estimates the
trial state mean energy,
E(θ) ≡ 〈ψ(θ)|H|ψ(θ)〉, (1)
by taking the expectation value of Hamiltonian H of the
target system over the trial state. Third, the optimiza-
tion step adjusts the variational parameters θ of the trial
wavefunction to minimize the mean state energy E(θ)
by applying a classical optimization algorithm. See [3]
and references therein for more details. After a suffi-
cient number of iterations, the variational state |ψ(θ∗)〉
at a convergence point θ = θ∗ is expected to reproduce
well the ground state of the target Hamiltonian H, under
the assumption that the state Ansatz |ψ(θ)〉 is paramet-
rically expressible and well-trainable under the gradient
based optimization. It is then a crucial question to find
such an Ansatz.
We ideally expect that a generically successful Ansatz,
which is capable of solving the VQE problem associated
to an arbitrary target Hamiltonian, can closely approxi-
mate any random state |φ〉 in the Hilbert space at specific
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parameters. The existence of a parameter set ϕ, such
that |ψ(ϕ)〉 ' |φ〉, is however not sufficient but merely
necessary for universal effectiveness of the circuit. One
also needs to look at whether or not the gradient descent
optimization can actually reach the parameters ϕ. Al-
though it may be sensitive to details of the optimization
method, the overall trend is that generic layered circuits
fit much better a random state when the number of layers
exceeds a certain threshold value [4].
Concerning the usage of a generic layered circuit for
the VQE algorithm, however, there has been a reported
tension between increasing depth of layers and trainabil-
ity of the circuit via the minimization of the mean energy,
(1), known as the barren plateau phenomenon [5]. When
the circuit reaches a certain depth such that it evolves to
an approximate 2-design, a numerical experiment [5] has
shown an exponential decay of the variance of energy
function gradients ∇θE(θ) with the number of qubits
— for states obtained by uniformly sampling from the
parameter space. Combined with the vanishing mean
of random gradients, as well as Chebyshevs inequality,
it implies that the random gradient can exponentially
rarely deviate from zero. Such vanishing gradients may
make impossible an efficient optimization of generic lay-
ered circuits, causing the final variational state to stuck
on sub-optimal plateaus.
Since then, various proposals have been made to over-
come the vanishing gradient problem and efficiently sim-
ulate the ground state. The most obvious approach
would be to incorporate some physical information and
intuitions on the target Hamiltonian system [6–9], e.g.
the ground state symmetry, to design a problem-tailored
Ansatz which is less generic but can still express the de-
sired state. However, since the physical understanding
of a given Hamiltonian system is typically not readily
available, it remains essential to improve the optimiza-
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2tion performance of generic circuits — to make the ap-
plicability of the VQE algorithms universal, i.e. valid
and trustworthy for generic Hamiltonians. Along this re-
search direction, the novel initialization [10, 11], architec-
ture [12, 13], and optimization [14–16] of generic purpose
circuits have been invented and benchmarked, showing
an improvement in performance. Interestingly, there are
two seemingly conflicting claims about alternating lay-
ered circuits, i.e. circuits obtained by applying in se-
quence alternated layers of low-depth blocks. On the one
hand, [12] has derived the lower bound of the variance
of randomly sampled gradients, arguing that only low-
depth circuits can avoid the barren plateau problem. On
the other hand, [9] has observed a remarkable efficiency
in optimizing high-depth circuits. The lesson we must
take from these two examples is that the barren plateau
phenomenon does not necessarily imply poor trainability
of a given circuit under the gradient descent.
The main goal of this paper is to demonstrate the uni-
versal effectiveness of high-depth circuits in the noiseless
VQE problems. To this end, we will show that, even
though they undergo the barren plateau phenomenon,
their trainability is hardly jeopardized under the VQE
optimization for the following reasons:
First, although the magnitude |∂iE(θ)| of single gra-
dient components becomes exponentially suppressed for
the increasing number of qubits, the norm of the gradi-
ent vector ‖∇θE(θ)‖ can grow to a finite size, capable
of moving the initial state on the parameter space, if the
circuit has sufficiently many layers and thus many pa-
rameters. It can be seen as a simple way to evade the
main difficulties connected with the barren plateau phe-
nomenon.
Second, the barren plateau phenomenon concerns only
the initial steps of the VQE algorithm. We recall that
the exponential suppression of the gradient components
has been observed for randomly extracted values of the
circuit parameters. In almost all physical systems of rel-
evance, the Hamiltonian spectrum is symmetrically dis-
tributed around a certain value, which we canonically
set to zero. A uniformly random choice of the parame-
ters θ will then produce a state being a random superpo-
sition of multiple Hamiltonian eigenstates, whose mean
energy (1) is highly likely to vanish, i.e. E(θ) ∼ 0. Once
the VQE optimization starts up, however, the trial state
quickly moves to smaller energies, where the variance of
uniformly sampled gradients no longer is a relevant statis-
tic.
Third, generically the VQE energy landscape E(θ)
looks fairly simple in the vicinity of any randomly cho-
sen point [16]. The random initial point is already con-
fined in a certain basin of attraction, such that an as-
sociated optimization trajectory can quickly converge to
a nearby local extremum. In particular, once the cir-
cuit has enough layers to become 2-design, almost all
uniformly sampled initial states are rather homogeneous.
The finally converged states after the VQE calculus are
also less variable, resulting in a similar energy level and
local curvature in the parameter space.
Fourth, for high-depth circuits, all the local extrema in
the energy landscape, reachable by the VQE optimization
from randomly initialized points, tend to perform as good
as the global minimum. This is the crucial feature be-
ing at the hearth of the robust success of the high-depth
circuits in solving the VQE problems.
We will illustrate the above features of high-depth cir-
cuits by solving a concrete VQE problem for a very proto-
typical model of quantum many-body Hamiltonian: the
1d Ising model in a transverse, constant, magnetic field.
Moreover, to show that these characteristics of the high-
depth circuit are generic in the VQE setting, we will
validate them by solving the Sachdev-Ye-Kitaev (SYK)
model, which is a strongly interacting quantum mechan-
ical system of Majorana fermions [17–19]. Despite the
striking contrast in the quantum dynamics of these two
Hamiltonians, the high-depth circuit shows a great per-
formance for both models under the VQE algorithm. One
may take it as an evidence of the universal effectiveness
of the high-depth circuits.
Of course, the fundamental deficiency of the high-
depth circuit is its infeasibility on the near-term quantum
devices [20]. In particular, the problem of decoherence
makes practically impossible to build a real high-depth
quantum circuit. Nevertheless, our concrete motivation
to examine the high-depth circuit is virtually twofold:
Firstly, the high-depth circuit is an illustrative example
to show that the occurrence of the barren plateau phe-
nomenon does not necessarily hinder successful applica-
tion of variational HQC methods [1, 2]. Secondly, some
remarkable features of the high-depth circuit, which lead
to its effectiveness under the VQE optimization, can serve
as the operational guidelines for characterizing and eval-
uating more realistic circuit designs for a given problem
that uses an HQC algorithm.
The rest of this paper is organized as follows. Sec-
tion II introduces a particular type of the layered circuit
Ansatz used throughout this paper, then estimates its
parameteric expressibility for different numbers of lay-
ers. Section III studies the following aspects of the high-
depth circuits: the occurrence of the barren plateau phe-
nomenon, the loss curve, the optimization trajectory and
energy landscape around a local extremum in the param-
eter space. We illustrate them using the VQE example of
the 1d Ising model coupled to a uniform transverse mag-
netic field. Section IV considers another VQE problem
for the SYK model, supporting the universal effectiveness
of the high-depth circuit. Finally, Section V concludes
with discussions.
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(b) Layer
FIG. 1. The layered circuit Ansatz |ψ(θ)〉 used in this paper.
II. CIRCUIT ANSATZES
Our primary focus in this work is to illustrate the ef-
ficiency of high-depth layered circuits in a typical VQE
problem, i.e. to find the ground state of a given Hamil-
tonian. To this purpose, here we specify the architecture
of the layered circuit ansatz adopted in our numerical
experiments. The circuit state |ψ(θ)〉 consists of L alter-
nating layers acting on the initial state |0〉, i.e.,
|ψ(θ)〉 = UL(θL)UL−1(θL−1) · · ·U2(θ2)U1(θ1)|0〉, (2)
where each layer Ui(θi) has single-qubit y-rotation gates,
parameterized by n periodic variables θi, and controlled-
z gates operating on all pairs of n qubits. More precisely,
once the single-qubit RY gates have acted upon all in-
dividual qubits, the entangling CZ gates acting on a-th
controlling and b-th targeting qubits are arranged for ev-
ery integer pair (a, b) satisfying 1 ≤ a < b ≤ n [15]. An
illustration of the circuit state (2) for the case with n = 4
qubits is given in Figure 1.
It should be stressed that we have deliberately chosen
the rather generic circuit design as of [5, 12, 15], not par-
ticularly making use of physical properties of the system
under investigation. Nonetheless, in Sections III and IV,
we will see that the above circuit performs well for the
VQE problems with different target Hamiltonians, as
long as the number L of layers is sufficiently large, thus
showing the universal effectiveness of the high-depth cir-
cuit [4, 9].
1. Parametric Expressibility
To start with, let us evaluate the circuit’s capability to
approximate closely random states, denoted by |φ〉, with
an appropriate choice of the circuit parameters θ.
Our variational circuit |ψ(θ)〉 of L layers depends on
nL parameters, θ = {θ(i−1)n+a | 1 ≤ i ≤ L and 1 ≤ a ≤
n}, which are periodic over the finite interval [0, 2pi) up
to an overall sign. In other words, the Ansatz (2) defines
a mapping from the nL-dimensional torus to the Hilbert
space of n qubits. Such a map is called to be a t-design
if the statistical distribution of the circuit states mimics
the distribution of the Haar random states up to the t’th-
order moments [21]. For verification of their t-designness,
it is required to compute the t’th frame potential of the
Ansatz state distribution,
F (t) =
∫
dθ
∫
dϕ |〈ψ(θ)|ψ(ϕ)〉|2t, (3)
and check if it saturates the lower bound of the inequality,
F (t) ≥ F (t)Haar =
t!(2n − 1)!
(t+ 2n − 1)! , (4)
which is the t’th frame potential of the Haar state distri-
bution [22–24]. However, the Monte Carlo integration of
(3) can be computationally demanding due to the need
for collecting exponentially many samples with respect
to the number of qubits n and layers L, also known as
the curse of dimensionality.
Instead, as a more practical measure of the capability
of simulating random states in the HQC algorithms, we
find it useful to examine if, for any given Haar random
state |φ〉, there exist a point θ∗ in the parameter space,
reachable by the gradient-based optimization, at which
|ψ(θ∗)〉 ' |φ〉. This notion of expressibility, tailored for
HQC approaches, can be estimated as follows: let us
apply the gradient descent to find the minimum distance
at the closest point
θ∗ = arg min
θ
‖|ψ(θ)〉 − |φ〉‖ (5)
between the circuit and target states, where ‖ · ‖ is the
Euclidean norm of a complex vector. The parametric
(in)expressibility of the circuit |ψ(θ)〉 is then defined as
the minimum distance averaged over Haar random states:
ε =
1
Vol(U(2n))
∫
dµφ min
θ
‖|ψ(θ)〉 − |φ〉‖. (6)
Notice that the closeness between two quantum states
is usually defined by using the fidelity or the trace dis-
tance. Instead, we have adopted the Euclidean distance
to improve the convexity of the optimization landscape,
such that the closest point θ∗ can be found as easily as
possible, trying to unentangle the notion of the paramet-
ric (in)expressibility from actual geometric obstacles in
applying HQC algorithms [5, 12]. Indeed, the Euclidean
norm defines trivially a convex space. Hence, the possible
non-convexity in the optimization landscape is just inher-
ited from the embedding of the nL-dimensional torus into
the Hilbert space.
For the actual benchmark of the layered circuit’s para-
metric expressibility, with different numbers L of layers,
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FIG. 2. The parametric (in)expressibility of the layered cir-
cuit Ansatz over m = 10 random target samples, εm=10/2
n,
normalized by the number 2n of state components. The nar-
row shade denotes the fluctuation across m = 10 target states.
it is more convenient to substitute the Haar integral (6)
with the sample mean over m Haar random states:
εm =
1
m
m∑
i=1
min
θ
‖|ψ(θ)〉 − |φi〉‖ (7)
Given a random target state |φi〉, we start with an Ansatz
state |ψ(θ)〉 with nL initial parameters θ, randomly sam-
pled from the product uniform distribution U(0, 2pi)⊗nL.
To reach the optimal parameters θ∗ that minimize the
distance, we apply the Adam optimization algorithm [25],
which iteratively updates the variational parameters θ by
the exponential moving averages of gradients and their
squares. It has a clear advantage in convergence speed,
being widely used in a variety of deep learning models
such as recurrent networks [26, 27], convolution networks
[28], and graph networks [29]. The parameter update rule
is concretely determined by a choice of the hyperparame-
ters (α, β1, β2) defined in [25]. In the current benchmark,
we have specifically used the learning rate α = 0.05 and
the exponential decay rates β1 = 0.9 and β2 = 0.999 for
the moving averages.
Figure 2 shows the sample mean εm over m = 10 ran-
dom target states, divided by the number 2n of state com-
ponents. The narrow shade displays the fluctuation range
of the component-averaged distance ‖|ψ(θ∗)〉−|φi〉‖ · 2−n
across different target states indexed by i = 1, . . . , 10.
We have selected the minimum distance among the first
τ ≤ 500 optimization steps, which is sufficient since the
optimal parameter θ∗ is empirically always found in an
early stage of the optimization.
We observe that parametric (in)expressibility regularly
converges to 0 as the circuit depth L grows. In particular,
it approaches to 0 with high precision, i.e.,
εm=10 ≤ 10−5 · 2n, (8)
when the depth L is greater than the following threshold
values:
n qubits 4 6 8 10
Lε layers 10 24 56 150
Note that a slight ramp-up follows after the sudden col-
lapse of εm=10, caused by the random walk of the circuit
parameter θ around the optimal point θ∗, since the ran-
dom step size gets amplified for bigger L. Such fluctu-
ation is a common phenomenon in gradient-based opti-
mization, where a suitable reduction of the learning rate
may supersede it to the stable convergence θ → θ∗. For
instance, at the learning rate α = 0.01, the 6-qubit circuit
|ψ(θ)〉 with L = 90 layers achieves εm=10 < 10−15 · 26,
which is roughly the same as of L = 24 layers.
By evaluating the layered circuit Ansatz (2) of variable
depths, based on their parametric (in)expressibility ε, we
have clearly observed the following trend: Deeper circuits
are not only a superset of shallow circuits but also be-
have more effectively in the gradient-based optimization.
It should be taken as a preliminary evidence exhibiting
the effectiveness of deep circuits. One may further ask
if the high-depth circuit is generally well-trainable un-
der variational HQC problems, i.e. in which the intrinsic
convexity of the Euclidean norm is lost and, moreover, in
which the state to be approximated is rather non-generic,
being the ground state of quantum many-body Hamilto-
nian. We will see in the next section that the high-depth
circuits can indeed approximate well the ground state of
the target Hamiltonian H in typical VQE problems.
III. LOOKING INTO VQE TRAJECTORIES
This section is devoted to the detailed investigation of
the VQE optimization procedure, with a particular focus
on the effectiveness of the high-depth circuit Ansatz (2).
Our exploration will be based on a concrete Hamiltonian
system, commonly used in measuring the performance of
variational circuits, i.e. the 1d Ising model in a transverse
and uniform magnetic field [9, 30].
The 1d transverse field Ising model is defined over a
spin lattice of length n, consisting of the spin-spin cou-
pling between nearest neighbors in the z direction, as well
as the spin interaction with a background uniform mag-
netic field along the transverse x direction. Assuming
periodic boundary conditions, σzn+1 ≡ σz1 , the ferromag-
netic Ising Hamiltonian reads
H ≡ −
n∑
i=1
σzi σ
z
i+1 − g
∑
i
σxi , (9)
where σx,y,zi is the Pauli operator acting on the i’th spin,
and g denotes the strength of the uniform magnetic field.
The physics of this model has been well-studied [31].
When the lattice size scales up to infinity, n → ∞, the
5system undergoes a quantum phase transition at |g| = 1
between the ordered (|g| < 1) and disordered (|g| > 1)
phases. The former phase has the spin-flip Z2 symme-
try that connects the two opposite ferromagnetic ground
states, while the latter phase has a unique ground state,
with all the spins aligned along the x direction.
We will apply the VQE algorithm to the finite n Ising
system, which exhibits some differences from the ther-
modynamic limit. Specifically, the Z2 degeneracy in the
0 < |g| < 1 phase is broken at finite n. Our target state
will be then always non-degenerate and will have a small
energy gap with the next excited state for any |g| 6= 0.
All concrete calculations presented in this section have
been done for g = 2.
1. Barren Plateau Phenomena
It has been argued that the abundance of the barren
plateaus can be the most fundamental obstacle in op-
timizing a randomly initialized variational circuits [5].
The essence is that for generic 2-design circuits, random
initial points are highly likely located at plateaus in the
energy landscape, such that the gradient-based optimiza-
tion algorithm cannot start. The probability of having
non-vanishing gradients at random points decays expo-
nentially with the number n of qubits, thus creating a
concern for scaling up the system size. Its effect can
be even more detrimental to the trainability of generic
variational circuits on actual quantum devices, where the
presence of noise, under the form of sampling errors, must
be taken into account. Accurate computation of a gra-
dient which decays exponentially with the system size
n demands exponentially many samples, eliminating the
scaling advantage of quantum machines [5, 15]. Given the
prominence of this phenomenon, we begin by reviewing
the barren plateau phenomenon in the VQE problem.
Let us collect the energy gradient at every point in the
nL-dimensional torus, [0, 2pi)⊗nL, for the VQE problem
with the layered circuit (2) and target Hamiltonian (9).
To analyze the k’th partial derivative, ∂kE(θ), with re-
spect to the angle θk that belongs to the `’th variational
layer, it is convenient to decompose the state Ansatz (2)
into two blocks [5]
|ψ(θ)〉 = U−(θ−)U+(θ+) |0〉, (10)
where θq = {θp | b pnc = q}, θ+ =
⋃
a≤` θa, θ− =
⋃
a>` θa,
U+(θ+) ≡ U`(θ`)U`−1(θ`−1) · · ·U2(θ2)U1(θ1),
U−(θ−) ≡ UL(θL) · · ·U`+2(θ`+2)U`+1(θ`+1). (11)
As the partial derivative ∂k acts only on U`(θ`), the vari-
ance of the k’th gradient component, Varθ[∂kE(θ)], is
−
∫
dθ
(2pi)nL
〈ψ(θ)|[U−(θ−)VkU−(θ−)†,H]|ψ(θ)〉2 (12)
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FIG. 3. Tr(H2) of the Ising model (9) and the SYK model
(26) as a function of the system size n. The dashed lines are
the regression lines with the functional form of a ·nb 2n, based
on the numerical data denoted as small circles.
where Vk denotes the Pauli operator σ
y
i acting on the k’th
spin variable, such that Tr(Vk) = 0 and Tr(V
2
k ) = 2
n.
If we further assume the 2-design property of U+(θ+)
and/or U−(θ−), the above integral (12) can be replaced
with the unitary matrix integral. In that case, the matrix
integral can be handled exactly and simplified to [5, 12]
2Tr(H2)
22n
. (13)
Such simplification (13) happens when both U±(θ±) are
2-designs. Instead, if the 2-design condition does not hold
for either of U±(θ±), we have the following expression:
− 1
22n
∫
dθ−
(2pi)n(L−`)
Tr([Vk, U−(θ−)†HU−(θ−)]2) (14)
if only U+(θ+) is a 2-design while U−(θ−) is not, or
−Tr(H
2)
22n
∫
dθ+
(2pi)n`
Tr([Vk, U+(θ+)
†ρU+(θ+)]2) (15)
where ρ = |0〉〈0|, if not U+(θ+) but only U−(θ−) is a
2-design. These asymptotic expressions (13)–(15) are all
bounded as
0 ≤ Varθ[∂kE(θ)] ≤ 4Tr(H
2)
22n
, (16)
where the upper bound is obtained by expanding the
commutator inside the integral of (14) and (15), then
making use of the following trace inequality that holds
for two Hermitian matrices A, B [32]:
|Tr(AB)2m| ≤ Tr(A2mB2m) for m ∈ N. (17)
To determine the scaling behavior of the upper bound
(16) with respect to the system size n, we have examined
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FIG. 4. The barren plateau experiment for the Ising Hamiltonian (9). The shades indicate (a) the variance across gradient
components {∂kE(θ)}nLk=1, (b) the first and third sample quantiles.
how Tr(H2) scales with n by extrapolating the values
obtained from exact diagonalization of (9) up to n ≤ 17.
The results are presented in Figure 3. We see that the
term Tr(H2) scales as 2n, such that the exponential factor
in the denominator of the upper bound (16) cannot fully
be balanced by Tr(H2). Then, inserting the upper bound
(16) to Chebyshevs inequality, which states
Pr (|∂kE(θ)| > ) < Varθ[∂kE(θ)]
2
(18)
with ∂kE(θ) being a random variable of mean 0, the
probability of having a non-zero and finite energy deriva-
tive is exponentially suppressed with growing n. There-
fore, the occurrence of the barren plateau phenomenon is
expected for the VQE problem with the Ising model (9).
So far, the argument has been based on the assump-
tion that at least one of the unitaries U±(θ±) is a 2-
design, which is a characteristic that has not been tested.
Hence, to confirm the previous results, we now turn to
examine numerically if our circuit state (2) is sufficiently
random to create the barren plateaus in the associated
VQE landscapes. Treating the gradient of the VQE en-
ergy function ∂kE(θ) as random variables, we have cal-
culated their sample variance over a random collection
of 1000 parameters. Figure 4a clearly exhibits the expo-
nential decay of each component of the gradient vector
with increasing number n of qubits, where the shaded
region displays component-wise fluctuations of the vari-
ance, Varθ[∂kE(θ)], for all 1 ≤ k ≤ nL. These results
confirm that our specific VQE landscapes indeed contain
the barren plateaus, which could possibly interfere the
gradient-descent based optimization of the variational
circuit (2) [5, 12, 15].
On the other hand, Figure 4a shows that the variance,
at a fixed value of n, converges to a constant by increas-
ing the number L of layers, i.e. it is independent of L
after a transition point L0 where the circuit Ansatz (2)
with L ≥ L0 layers evolves to 2-design [5]. It means that
the vanishing gradient problem can be circumvented in
a straightforward manner, i.e. by accumulating an ad-
equate number of layers. Due to the saturation of the
variance, adding exponentially many layers can always
compensate for the exponential decay of each component
value when calculating the gradient norm ‖∇θE(θ)‖,
which appears in the dynamics of the VQE mean en-
ergy under the vanilla gradient descent with the learning
rate α:
dE(θ)
dτ
= −α‖∇θE(θ)‖2 (19)
Such gradient configuration behaves as a finite-sized vec-
tor in an exponentially large space, with each components
being exponentially suppressed. In agreement with the
reasoning above, Figure 4b exhibits a small initial drop,
dominated by the transient decrease of Varθ[∂kE(θ)] for
L ≤ L0 layers, followed by a steady increase, driven by
the growth in the number nL of the gradient compo-
nents. One can estimate the increase rate of the norm
‖∇θE(θ)‖ as
‖∇θE(θ)‖ ∼
√
nL×Varθ[∂kE(θ)] (20)
which agrees well with the empirically measured growth
rates between log ‖∇θE(θ)‖ and logL in Figure 4b:
n qubits 4 6 8 10
rate 0.504 0.502 0.503 0.501
Having found that the fading gradient problem can be
trivially avoided at the cost of introducing exponentially
many layers, we turn to answer if the variational circuit
(2) with a sufficiently many layers can actually solve the
VQE problems. We will examine the minimum optimiza-
tion error, the training curve, as well as the trajectory in
the parameter space for different numbers of layers.
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FIG. 5. Optimized VQE energy (E(θ∗)−E0) density for the
Ising model over 35 distinct runs with random initialization.
2. Optimizing the Circuit
The VQE optimization result of the circuit states (2),
with different numbers L of layers and under the random
initialization of the circuit parameters θ, can be summa-
rized to the following two aspects:
1. For random initial states |ψ(θ)〉 with small enough
L, the circuit parameter θ converges to a local
extremum θ∗ with highly variable VQE energy
E(θ∗).
2. For larger L, the E(θ∗) distribution turns sharply
concentrated around a mean value which gets
smaller.
Let us illustrate these points with the 10-qubit outcomes
of the VQE algorithm for L ∈ {8, 10, 12, 14, 16, 18, 20}.
We have collected 35 independent VQE runs for the Ising
Hamiltonian (9), whose initial parameters are randomly
sampled from the uniform distribution U(0, 2pi)⊗nL, after
500 parameter updates with Adam optimizer [25] and the
hyperparameters (α, β1, β2) = (0.05, 0.9, 0.999).
The sample distribution of the final VQE energy E(θ∗)
is visualized in Figure 5 for different numbers L of layers.
One can characterize it as follows. First, the energy dis-
tribution at the local extremum θ∗ clearly exhibits the
widespread spectrum for a shallow depth, e.g.,
3.52 ≤ E(θ∗)− E0 ≤ 12.6 for L = 8,
4.67 ≤ E(θ∗)− E0 ≤ 16.9 for L = 10,
sometimes achieving a relatively good energy level, given
their limited degree of the parameteric expressibility (6).
Such variability shows that the circuit is still shallow, not
having evolved yet to a random 2-design, being consis-
tent with Figure 4a. Second, by stacking more layers,
i.e., L ≥ 12, deeper than the 2-design transition point
detected in Figure 4a, the energy distribution starts to
concentrate around a single value, which is farther from
the ground state energy E0. Third, the average value of
E(θ∗) continues to decrease for the growing number L
of layers, suggesting that high-depth variational circuits
may be able to reach the ground state by means of the
VQE optimization.
Encouraged by the observed shrinkage of the mean and
variance of E(θ∗), we also have done the single VQE
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FIG. 6. Single-run VQE outcomes for the Ising model (9)
using the layered circuit Ansatze (2) at different depths L.
tryouts for a broader span of (n,L), as summarized in
Figure 6. It is evident that the deep circuits make it easy
to replicate a true ground state |ψ0〉, reaching the ground
energy level E0 and achieving high values of fidelity with
|ψ0〉. The overall characteristics of Figure 6a is similar
to Figure 2, achieving a zero error with the following
precision:
|E(θ)− E0| ≤ 10−5 ·∆E (21)
where ∆E denotes the bandwidth of the target Hamil-
tonian H, defined as the difference between the largest
eigenvalue of H and the ground state energy, E0. We
note that such precision can be achieved only with an
appropriately chosen learning rate α, in order to avoid
too-large parameter updates that prevent the fine-level
optimization. Here we refrain from the systematic hy-
perparameter search, which may be more relevant for the
case where the average gap between nearby energy lev-
els shrinks, but simply stick to α = 0.05 (L = 4, 6, 8)
and α = 0.01 (L = 10). We have found that (21) can
be achieved when the circuit depth L passes through the
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FIG. 7. Optimization curves of the circuit state on the Ising model at 8 qubits. The upper and lower plots denote the VQE
error E(θτ ) − E0 and the fidelity |〈ψ(θ∗)|φ〉|2 between the circuit and true ground states, respectively, as a function of the
optimization steps τ . Notice the late-time fluctuation has been alleviated with the learning rate scheduling.
following threshold value:
n qubits 4 6 8 10
Lv layers 10 24 68 250
We also remark that deeper circuits do not necessarily
lead to better performance with VQE, as displayed by the
gentle ramp after passing the threshold point Lv. This
can be understood as follows: As the space of variational
parameters θ has more dimensions, the basin of attractor
to local extrema becomes narrower [12], giving a larger
value of the estimated inverse volume [33]
V −1k =
k∑
i=1
log λi(H) (22)
where the summation is taken over the top-k eigenvalues
{λi(H)}ki=1 of the Hessian matrix Hij ≡ ∂i∂jE(θ). For
instance, the positive correlation between L and V −1k (L)
can clearly be identified in Figure 8a, drawn for k = 100.
As a result, the VQE trajectory is unlikely to land at an
exact extremum but wander around nearby points, whose
deviation gets larger as the attractor basin becomes nar-
rower and steeper.
Even with the optimal number of layers, such that the
circuit state can reach an exact extremum and accurately
represent the ground state |ψ0〉 of the Ising Hamiltonian
(9), the narrowness of the attractor basin still makes the
VQE trajectory somewhat unstoppable, passing through
the best point θ∗ and then hopping around in the lo-
cal neighborhood. Figure 7a shows that the VQE error
E(θτ )−E0 slightly increases on average and mildly fluc-
tuates after achieving the minimum error E(θ∗) − E0.
This residual error can be reduced by making use of pop-
ular optimization tricks, such as early stopping or learn-
ing rate scheduling, which causes the VQE optimization
to stop at the optimal point. For instance, by introducing
the exponential decay of the learning rate α, i.e.
ατ = α0c
τ/500, τ ≥ 0 (23)
at the optimization step τ with a constant value c = 0.3,
we could reduce the late time fluctuations as in Figure 7b.
So far we have discussed some generic aspects of the
VQE optimization. The main message is that, contrary
to the common belief, randomly initialized deep circuits
can achieve higher performance than their shallow coun-
terparts. Along the optimization trajectory, the gradient
flow neither disappears nor randomly fluctuates, so that
the circuit (2) can easily converge to a local minimum,
showing a small energy gap from the ground energy E0
and high fidelity with the exact ground state |ψ0〉. We
will explore this efficiency of the high-depth circuit in
some details by visualizing the VQE trajectory on the
energy landscape.
3. Visualizing the Trajectory
A remarkable characteristic that mainly contributes to
the generic success of the high-depth circuit is the fact
that randomly initialized points are likely to be already
confined in the basin of attraction of a good attractor, i.e.
a local extremum with a small enough value of the energy.
We illustrate now this point by looking at the actual
optimization trajectories under the VQE algorithm.
For a given initial point θ0 and the trajectory T (θ0) =
{θτ} thereafter, we identify the optimal parameter θ∗ as
the point in the trajectory T (θ0) having the minimum
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FIG. 8. The visualization of the optimization trajectory in the 100 steepest directions for the Ising model with n = 8 qubits.
energy expectation value,
E(θ∗) ≤ E(θτ ) for any τ ≥ 0, (24)
which is the best possible representative point of the lo-
cal extrema that the trajectory T (θ0) converges around.
The associated basin of attractor can be estimated by
calculating the Hessian Hij ≡ ∂i∂jE(θ∗) at the opti-
mum θ∗. We are interested in the eigenvalue spectrum,
{λi(H)}, from which we distinguish steep and flat direc-
tions and estimate the degree of steepness.
Similar to the case of deep neural networks [33–35],
the local extrema in the VQE energy landscape of high-
depth circuits are often interconnected in multiple flat
directions, whose corresponding Hessian eigenvalues are
zero, looking like valleys rather than isolated singular
points. Success of the VQE algorithm is not affected by
a specific position in flat directions, but only concerned
with if a ball, initially at a considerable height, can roll
off in steep directions and reach a sufficiently deep gorge.
It motivates us to consider the k-dimensional hypersur-
face Sk(θ∗) along the k steepest directions, i.e., spanned
by the top-k Hessian eigenvectors [33]. More precisely,
we want to examine if the Sk(θ∗)-projected Euclidean
distance between θ∗ and θτ decreases along the trajec-
tory T (θ0) as the optimization step τ progresses, until
E(θτ ) = E(θ
∗). This will tell us if the entire trajectory
T (θ0) is confined in the k-dimensional basin of attrac-
tion, while ignoring the movement in the directions of
less or zero attraction.
Figure 8b displays the VQE error E(θτ )−E0 and the
projection distance ‖θτ−θ∗‖S100(θ∗) along the actual op-
timization trajectories, whose step number τ is indicated
by color. We have made the following observations: First,
when an appropriate value of k is selected, both the dis-
tance ‖θτ −θ∗‖Sk(θ∗) and the loss value E(θτ )−E0 con-
tinuously decrease on a macroscopic scale. It exhibits
that the trajectory T (θ0) converges without escaping
from a specific basin of the attractor that encloses a ran-
domly initialized point θ0. Second, for a shallow circuit
state, the optimization trajectory often makes a slight
detour in some orthogonal directions. In contrast, the
steady convergence occurs typically for large L. It im-
plies that the vicinity of any randomly initialized param-
eters is effectively convex. Finally, we find from Figure 8a
that the attractor basin in the direction of Sk(θ∗) evolves
rapidly steeper and narrower as the depth L increases,
thereby causing the rapid convergence and substantial
late-time fluctuation around θ∗. It is noticeable that the
initial convergence follows a milder path than later fluc-
tuations in the L = 64 case, while the convergence in the
L = 80 case happens along a much steeper route. Taken
together, these observations show the quick convergence
of high-depth circuits under the VQE optimization [4, 9].
IV. SOLVING THE SYK MODEL
Our discussions so far have been based on just a par-
ticular Hamiltonian (9), the Ising model in a transverse
uniform magnetic field. As already emphasized, the lay-
ered circuit Ansatz (2) is rather generic and has no fea-
tures particularly tailored for the Ising model. We thus
expect that the high-depth circuits should be equally suc-
cessful in other VQE problems solving different quantum
Hamiltonians. To check the generality of our prior dis-
cussions on the efficiency of the high-depth circuits, we
will now analyze the VQE problem, defined for another
Hamiltonian of very distinct nature: the SYK model.
10
1. The SYK Model
The SYK model [17–19] is built out of 2n Majorana
fermions in 1d, i.e. the operators γi, with i = 1, . . . , 2n,
satisfying the following anti-commutation relations
{γi, γj} = δij , (25)
where δij denotes the Kronecker delta. The SYK Hamil-
tonian is an all-to-all Hamiltonian, which couples all the
Majorana fermions together in a fully non-local fashion,
consisting of the following q-body interaction terms with
q ≥ 2 being an even integer:
H ≡ (i)q/2
∑
i1<···<iq
Ji1...iqγi1 · · · γiq , (26)
where the coupling constants Ji1...iq are extracted ran-
domly from a Gaussian distribution, having vanishing
mean-value and variance
〈J2i1...iq 〉 ≡
J2(q − 1)!
(2n)q−1
, (27)
where J2 is a constant which we set to be equal to one.
The model has recently attracted a widespread attention
from different communities, due to some peculiar features
it enjoys. It has been shown that when q ≥ 4 the model
is highly chaotic [18, 19, 36, 37], although solvable in
the large n limit [18, 19], thus creating a perfect situa-
tion to study relevant questions on quantum chaos which
are usually out of reach for other chaotic models. More-
over, the SYK model has intriguing connections with the
physics of black holes and quantum gravity, promoting
itself as an ideal candidate to address new questions on
holography and the AdS/CFT correspondence.
We will focus our attention to the SYK model with
q = 4. A well-known feature of the model, which can
be in principle a source of troubles for any eigensolver
algorithm (both classical and quantum) whose goal is to
reach the ground state, is that the density of states close
to the ground energy level E0 is rather high, i.e. the
model has many excited states with energy parametri-
cally close to E0. It particularly challenges the success
of the VQE algorithm since separating the ground state
from closely excited states becomes much harder.
As another characteristic, the SYK model is known
to have two-fold degenerate eigenstates, if and only if
n = 4k + 2 for any positive integer k [36, 37]. Denoting
the two-fold degenerate ground states by |φ1〉 and |φ2〉,
that we assume to be normalized and orthogonal to each
other, the VQE target states for the SYK model are then
given by all the possible linear combinations of the form:
|φ0〉 = α√|α|2 + |β|2 |φ1〉+ β√|α|2 + |β|2 |φ2〉 (28)
with α and β being complex numbers. Therefore, the
distance between the circuit state |ψ(θ)〉 and the closest
state of the form |φ0〉 can be measured by computing
|〈ψ(θ)|φ1〉|2 + |〈ψ(θ)|φ2〉|2 ≤ 1 (29)
with the inequality which is saturated whenever |ψ(θ)〉
takes exactly the form (28).
We will numerically show that the high-depth quantum
circuit can effectively learn the ground state of the SYK
model, thus showing that even complicated systems, in-
volving non-local interactions and quantum chaos, can
be universally studied through the VQE algorithm [1, 2].
2. Optimizing the Circuit
As with the Ising model, we start by checking if the
SYK Hamiltonian (26) develops the barren plateau phe-
nomenon with our layered circuit Ansatz (2). Assuming
that at least one of U±(θ±) is a 2-design, let us examine if
Varθ[∂kE(θ)] with the SYK Hamiltonian is exponentially
suppressed by computing Tr(H2). The SYK Hamiltonian
(26) has been exactly diagonalized up to n = 15. More-
over, an approximate analytical formula of the spectral
density is at disposal in [38], which we use for testing the
growth of Tr(H2) with respect to the system size n. The
results are presented in Figure 3. We clearly see, as in
the Ising model, that Tr(H2) scales like 2n, which indi-
cates the abundance of the barren plateaus in the VQE
energy landscape of the SYK model.
The presence of the barren plateau phenomenon has
also been tested numerically by computing the sample
variance of ∂kE(θ) over a random collection of 1000 pa-
rameters, as displayed in Figure 9a. It is evident that
each component ∂kE(θ) of the gradient is exponentially
suppressed by increasing n [5, 12]. Interestingly, we see
that for the SYK model, contrary to the case of the Ising,
there is almost no transient regime, in which ∂kE(θ) is
large and decreasing by increasing the number of layers,
a feature that is usually seen as a motivation to use shal-
low circuits in the VQE algorithms [12]. The lacking of
the transient regime, which could be a consequence of
the strongly chaotic nature [39] of the SYK Hamiltonian,
would then constitute a clear obstacle to applying the
VQE algorithm based on generic low-depth circuits.
On the other hand, as we can see from Figure 9b, the
norm of the gradient vector is again increasing for the
growing number L of layers, due to the saturation of the
Varθ[∂kE(θ)] with respect to L. The empirically mea-
sured growth rates between log ‖∇θE(θ)‖ and logL are
n qubits 4 6 8 10
rate 0.503 0.503 0.501 0.502
matching the simple estimation formula (20). It tells that
the gradient-based optimization can at least be initiated
for high-depth quantum circuits, in the noiseless VQE
setting, to replicate the ground state of the SYK model.
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FIG. 10. Optimized VQE energy (E(θ∗)−E0) density for the
SYK model over 35 distinct runs with random initialization.
As the next step, we examine the performance of the
layered circuit Ansatz (2) in reaching the ground state of
the SYK Hamiltonian, by repeating the same numerical
experiments conducted in Section III 2 under the same
choice of hyperparameters:
First, the density distribution of the optimized VQE
energy E(θ∗) for randomly initialized shallow circuits of
4 ≤ L ≤ 16 layers is illustrated in Figure 10, based on 35
sample VQE runs. One notable observation is the highly
reduced spread of the final energy, compared to the Ising
VQE energy distribution in Figure 5, even at very low
depth. We interpret it as another manifestation of the
fact that the required transition depth to an approximate
2-design is comparably low with the target Hamiltonian
(26). Another – and perhaps the most important – point
to stress is that, the mean value of the optimized VQE
energy E(θ∗) decreases by stacking more layers, just like
what has happened to the Ising VQE problem. It sug-
gests that the high-depth circuits can reach a very good
approximation of the SYK ground states.
Second, we have measured the performance of the lay-
ered circuit Ansatz (2) in approximating a ground state
of the SYK model (26), as a function of the circuit depth.
Specifically, the VQE single-run error E(θ∗)−E0 is drawn
in Figure 11. The high-depth circuit performs very well,
reaching a zero error with the following accuracy,
|E(θ)− E0| ≤ 10−5 ·∆E,
when the depth L arrives at the following values.
n qubits 4 6 8 10
Lv layers 12 30 96 220
We also note from Figure 11b that the fidelity between
the optimized and ground states tends to decrease at an
intermediate scale of depth, while the VQE error contin-
ues to reduce without temporary increase. Such contrast-
ing behavior is due to the dense energy spectrum of the
SYK model near the ground energy level E0. With an
intermediate-depth circuit, the VQE algorithm is going
to approximate not the exact ground states, but some
low-lying excited states. In this way, the energy contin-
ues to decrease but the fidelity does not improve. How-
ever, for sufficiently deep circuits, the VQE algorithm can
overcome the difficulty and reach an excellent agreement
with the ground state.
Somewhat interestingly, we have seen that the neces-
sary number Lv of layers to reach the high precision (21)
is roughly in the same order, both for the SYK model
and the Ising model. Moreover, the circuit (2) of L ≥ Lv
reaches a high level of the parameteric expressibility, as
shown in Figure 2. This compatibility highlights the uni-
versal effectiveness of the high-depth circuit in approxi-
mating any state in the Hilbert space, including generic
random states as well as non-generic ground states.
V. DISCUSSION
We have examined certain aspects of the noiseless VQE
optimization using the generic layered circuit Ansatz (2).
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As explained near (28)–(29), for the two-fold degenerate case
n = 4k + 2, the sum |〈ψ(θ∗)|φ1〉|2 + |〈ψ(θ∗)|φ2〉|2 is drawn.
FIG. 11. Single-run VQE outcomes for the SYK model (26)
using the layered circuit Ansatze (2) at different depths L.
In particular, the high-depth circuit has been remarkably
effective [4, 9] in simulating any random Haar states, as
well as in solving the VQE problems defined for two quan-
tum Hamiltonians, the Ising model and the SYK model,
of distinct characteristics.
However, there are fundamental problems to the usage
of high-depth circuits for the VQE problem on the near-
term quantum devices [20]. Let us mention them here:
Firstly, to accurately estimate the gradient vector at
randomly initialized parameters, it is necessary to sample
the variational wavefunction |ψ(θ)〉 exponentially many
times concerning the system size n, thereby invalidat-
ing the memory advantage of quantum devices. Such
high demand is because the required number of sam-
pling depends on the size of the gradient component, i.e.,
O(1/α) with  = min1≤k≤nL |∂kE(θ)| that exponentially
decays with n [5, 15]. We leave it as an interesting future
problem to revisit the VQE optimization with noisy gra-
dients, or even without direct gradient computation as in
[40, 41], finding if the relatively simpler VQE landscape
of the high-depth circuit can bring robust effectiveness
against the sampling noise.
Secondly, and more severely, quantum hardware noise
restricts our ability to implement the high-depth circuit
state without decoherence, limiting the circuit depth of
feasibility. Even aside from the decoherence, [42] has also
demonstrated a noise-induced mechanism that causes the
vanishing gradient phenomenon, which can be another
barrier in applying the HQC algorithm to deep varia-
tional circuits. Various ongoing efforts on low-depth cir-
cuits, including to build up the efficient scheme for ini-
tialization [10, 11], optimization [14–16], and to implant
some physical insights to circuit design [6–9, 12, 13] will
become even more relevant in the noisy VQE problems.
However, as it is clear from Figure 9, the SYK example
shows that there exist cases of practical interest where
the appearance of the barren plateaus cannot be miti-
gated by making use of low-depth circuits. It becomes
then of primary interest to characterize which quantum
Hamiltonians develop this obstacle.
One may note a certain degree of qualitative similarity
between the VQE optimization trajectory of high-depth
circuits, demonstrated in Section III 2, and the lazy learn-
ing [43] in over-parameterized neural networks. We spec-
ulate it as naturally emerging in any systems involving
the high-dimensional parameter space. It would be very
interesting to characterize why local extrema on the VQE
landscape of the high-depth circuits can regularly reach
a zero VQE error as if no bad local minima can exist [44].
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