Abstract. The main result of the paper is the existence of a solution of the nonlinear Schrödinger equation with a Lévy noise with infinite activity. To be more precise, let A = ∆ be the Laplace operator with
Introduction
We consider in the present paper the problem of existence of solutions for the nonlinear Schrödinger equation with Lévy noise. To be more precise, let A = ∆ be the Laplace operator with
be a function space and η be a Poisson random measure on Z, let g : R → C and h : R → C be some given functions, satisfying certain conditions specified later. Let α ≥ 1 and λ ∈ R. We are interested in the following equation    i du(t, x) − Au(t, x) dt + λ|u(t, x)| α−1 u(t, x) dt = Z u(t, x) g(z(x))η(dz, dt) + Z u(t, x) h(z(x)) γ(dz, dt), u(0) = u 0 .
(1.1)
Our aim is to investigate the conditions on the nonlinearity, on the space Z and on the complex valued functions c and g, under which there exists a weak or martingale solution to (1.1).
The Nonlinear Schrödinger equation (NLS) is a universal model that describes the propagation of nonlinear waves in dispersive media. It may e.g. appear as a so-called modulation equation, describing the complex enveloppe of a highly oscillating field in nonlinear optics, and in particular in fiber optics (see [2, 22] ). It may also be derived from the water wave problem, thanks to scaling and perturbation arguments, to describe the propagation of surface waves of finite amplitude in deep fluids (see [16, 27] ). The propagation of nonlinear dispersive waves in nonhomogeneous or random media (or taking account of temperature effects) can be modelled by the nonlinear equation with a random force, or a random potential (see e.g. [1, 4, 18] ).
When the stochastic perturbation is a Wiener process, the equation is well treated and existence and uniqueness of the solution is known, under reasonable assumptions on the noise correlation and on the nonlinearity. For more information see [5, 12, 13, 14, 15] . The case where the nonlinear Schrödinger equation is perturbed by a Lévy process is much less treated in the literature. In [25, 26] , the authors consider the NLS equation with randomly distributed, but isolated jumps. In the context of fiber optics, the model would describe random amplification of the signal at random (but isolated) locations along the fiber (see [21] ). In that situation the existence and uniqueness of solutions is easily deduced from the classical results known in the deterministic case, and the motivations in [25, 26] were to obtain the evolution law of some physical observables of the solution.
Here, we consider the more general case where the noise is an infinite dimensional Lévy process, with possibly non isolated jumps, and we investigate the existence of martingale solutions. Before stating the precise result, let us introduce some notations. Given a Banach space E and a number R > 0, we denote by B E (R) all elements with norm smaller or equal to R > 0, i.e. B E (R) := {x ∈ E, |x| E ≤ R}.
Suppose that (Z, Z) is a measurable space. By M (Z), respectively M + (Z), we will denote the set of all R, respectively [0, ∞]-valued measures on (Z, Z). By M(Z), respectively M + (Z), we will denote the σ-field on M (Z), respectively M + (Z), generated by functions
respectively by functions
for all B ∈ Z. Similarly, by M I (Z) we will denote the family of all N-valued measures on (Z, Z) (N = N ∪ {∞}), and by M I (Z) the σ-field on M I (Z) generated by functions i B : M (Z) ∋ µ → µ(B) ∈ N, B ∈ Z. Finally, by Z ⊗ B(R + ) we denote the product σ-field on Z × R + and by ν ⊗ λ we denote the product measure of ν and the Lebesgue measure λ.
Preliminaries and main result
Throughout the whole paper, we assume that A = (Ω, F , F, P) is a complete filtered probability space with right continuous filtration {F t } t≥0 , denoted by by F. The following definitions are presented here for the sake of completeness because the notion of time homogeneous random measure is introduced in many, not always equivalent ways. Definition 2.1. (see [20] , Def. I.8.1) Let (Z, Z) be a measurable space. Poisson random variable with parameter 1 Eη(B); (ii) η is independently scattered, i.e. if the sets B j ∈ Z ⊗ B(R + ), j = 1, · · · , n, are disjoint, then the random variables η(B j ), j = 1, · · · , n, are independent; (iii) for each U ∈ Z, theN-valued process (N (t, U )) t≥0 defined by
is F-adapted and its increments are independent of the past, i.e. if t > s ≥ 0, then
Definition 2.2. The compensator of a random measure η on a Banach space Z is the unique predictable measure γ : Z × B(R 0 + ) → R, such that for any A ∈ Z the process R
is a martingale over A. We will denote byη the compensated Poisson random measure defined byη := η − γ.
1 If Eη(B) = ∞, then obviously η(B) = ∞ a.s.. Remark 2.3. Assume that η is a time homogeneous Poisson random measure on (Z, Z) over (Ω, F , F, P). It turns out that the compensator γ of η is uniquely determined and moreover
where the σ-finite measure ν :
The difference between a time homogeneous Poisson random measure η and its compensator γ, i.e.η = η − γ, is called a compensated Poisson random measure. The measure ν is called intensity measure of η.
Let η be a time homogenous Poisson random measure on Z with intensity measure ν over A. Let g : R → C and h : R → C be two functions specified later. We will denote by G :
the Nemytskii operators associated to the functions g and h, and defined by
We are now interested in the following equation
Let us denote by (T (t)) t≥0 the group of isometries generated by the operator −iA. As is classical in the framework of evolution equations, we will consider a mild solution of equation (2.1), whose definition is given below.
Definition 2.4. Let E be a Banach space. We call u an E-valued solution to Equation (2.1), if and only if u ∈ D(0, T ; E) P-a.s., the terms
are well defined for any t ∈ [0, T ] in E and u solves P-a.s. the integral equation
However, for a Lévy noise with infinite activity, we could not show the existence of a unique strong solution, only the existence of a martingale solution. A concept, defined in the following. Definition 2.5. Let E be a separable Banach space. Let (Z, Z) be a measurable space and ν a σ-finite measure on (Z, Z). Suppose that G and H are a densely defined function from Z to E. Let u 0 ∈ E. A martingale solution on E to the Problem (2.1) is a system (2.3)
(Ω, F , P, F, {η(t)} t≥0 , {u(t)} t≥0 )
such that (i) (Ω, F , F, P) is a complete filtered probability space with filtration F = {F t } t≥0 , (ii) {η(t)} t≥0 is a time homogeneous Poisson random measure on (Z, B(Z)) over (Ω, F , F, P) with intensity measure ν, (iii) u = {u(t)} t≥0 is a E-valued mild solution to the Problem (2.1).
In order to be able to show the existence of a solution, the space Z, the Lévy measure ν and the functions g, h : R d → C have to satisfy certain conditions. In particular, they have to satisfy the following hypothesis.
Hypothesis 1. First, we assume that Z a function space and ν a Lévy measure on Z such that (i) Z is continuously embedded in the Sobolev space
(ii) the Lévy measure ν satisfies the following integrability conditions
In addition the functions g : R → C and h : R → C are satisfying the following items:
(iii) g, h and their first order derivatives are of linear growth, i.e. there exist some constants C g and C h such that
(iv) g(0) = 0 and h(0) = 0; Remark 2.6. Hypothesis 1 implies that the Nemitskii operators G and H associated to g and h map
To show the existence of the solution to the nonlinear Schrödinger equation with Lévy noise of infinite activity, we use the technical Lemma 4.1 below, which gives existence and uniqueness of the solution to (2.1) where the Levy process is a compound Poisson Process, i.e. if the Lévy process has only finite activity. Then, we use a cut off of the small jumps with a cut off parameter ε > 0 in order to get a noise with finite activity, and we apply Lemma 4.1 to get the existence of a unique solution of (2.1) with the cut-off noise of finite activity. In a second step, we show the existence of a limit as ε → 0. Here, uniform bounds on the L 2 (R d ) norm and H 
Under certain constrains on g, h and u 0 , the mass will be conserved. For this purpose, we introduce following hypothesis:
Hypothesis 3. Let us assume
In fact, Hypothesis 1 gives only conditions under which the solution exists. Hypothesis 2 and Hypothesis 3 give the conditions for the conservation of E(u) P-a.s. or in mean. We now state our main result. 
(2) for any T > 0, there exists a constant
In addition, (1) if Hypothesis 2 is satisfied, then we have for all t ≥ 0,
2) if Hypothesis 3 is satisfied, then we have for all t ≥ 0,
, and h ξ (z) = i (cos(θ(ξ, z)) − 1) satisfy assumption 2.
The proof of Theorem 2.7 is presented in Section 5, the technical Lemma 4.1 is presented in Section 4. First, in Section 3 we summarize some deterministic preliminaries which we need for the proof. In the Appendix we collect several results, which we used within the proof.
Deterministic Preliminaries
In this section we shortly introduce some propositions and lemmata, which are necessary to show our main results. But before starting let us introduce some definitions. The group (T (t)) t≥0 , corresponding to the Cauchy problem
can be expressed explicitly in Fourier variables, i.e.
We recall some well known deterministic results.
Let us define the convolution operator
By means of Lemma 3.1, the following Corollary can be proven.
Then for all T > 0 and s ∈ R we have
.
In order to treat the nonlinearity, let F : C → C be given by F (u) = |u| α−1 u and let F be the convolution operator given by
Remark 3.3. We would like to mention that the Nemitskii operator associated to F , defined by 
The proposition can be extended to
Proposition 3.5. Assume
Then we have for all T > 0,
The proof is similar to the proof of Proposition 3.4. One only has to take into account the following estimate, which follows from Hölder's inequality :
Existence and uniqueness results for finite Lévy measure
In this section we show the existence and uniqueness of a solution to (2.1) for a finite Lévy measure. Here, the representation of the Lévy process as a finite sum over its jumps is essential. Using this representation, the existence and uniqueness of the solution in a pathwise sense can be shown.
Technical Lemma 4.1. Let us assume that the Lévy measure ν is finite, in particular ν(Z) = ρ, and that the Hypothesis 1 is satisfied.
Then, if λ > 0 and
and there exists a constant
a.) If Hypothesis 2 is satisfied, then for any t > 0 we have P-a.s.
If Hypothesis 3 is satisfied, then for any t > 0 we have
Proof. Let ρ = ν(Z), let {τ n : n ∈ N} be a family of independent exponential distributed random variables with parameter ρ, let
and let {N (t) : t ≥ 0} be the counting process defined by
Observe, for any t > 0, N (t) is a Poisson distributed random variable with parameter ρt. Let {Y n : n ∈ N} be a family of independent, ν/ρ distributed random variables. Then the Lévy process L given by
can be represented as 
and
, where the Lipschitz constant is given by
Hence, setting p = α + 1 and q = 4(α + 1)/d(α − 1) so that (p, q) is an admissible pair, one may use as in [10, Theorem 4.4.1] a fixed point in
and a constant M depending on the initial condition (see [10, 
Let us denote the solution on [0, T 2 −T 1 ] by u 2 . Iterating this step we get a sequence of solutions {u n : n ∈ N}.
To be more precise, let us assume that we are given a solution u n−1 on the time interval [0, T n−1 − T n−2 ], where the family of stopping times {T n : n ∈ N} is defined in (4.2). Let u 0 n = u n−1 (T n−1 − T n−2 )(1 − iY n−1 ). Then, we denote by u n the solution of the following (deterministic) problem
So, for each n ∈ N we can construct a solution u n on the time interval [0, T n − T n−1 ]. In the next step we glue these solutions together by putting for
Let us observe, that the jumps take place at the end points at each interval and will be taken into account, by taking as initial starting point for the next solution u 0 n , the solution u n−1 at the end point T n−1 plus the jump. In particular, we put u n (0) = u n−1 (T n−1 − T n−2 ) − iu n−1 (T n−1 − T n−2 )Y n−1 . It is straightforward to show, that u solves (2.1). Since P (N (T ) < ∞) = 1, the solution u is a.s. defined on [0, T ]. The càdlàg property follows by the fact, that lim t↓Tj u(t) = u 0 j and the limit lim t↑Tj u(t) exists in H 
Next, we will show that under the hypothesis of the Lemma, the mass may be estimated, i.e. for 0 ≤ t ≤ T ,
In a first step we are aiming to prove
). Assume for the time being that (4.6) is true. Then, it follows by the Hölder inequality
Iterating this step we get
where
Let us show estimate (4.6). If we denote by u c the continuous part of u and put f (z) = (−iG(z)), we get by the Itô formula for a twice Frechet differentiable function Φ :
First, note, since on each interval the solution belongs to H 1 2 (R d ), all terms in the above Itô formula are well defined. Additionally, with
To be more precise, one has by direct calculations
An application of the Burkholder inequality and Minkowski inequality yields
Taking into account Hypothesis 1, we know that there exists a constant
, that is (4.6) holds and the estimate on the mass follows as explained above.
If Hypothesis 2 is satisfied, one easily deduces from (4.8) that E(u(t)) = E(u(0)) for all t ∈ [0, T ]. If only Hypothesis 3 is satisfied, then one easily deduces from (4.9) that
In a second step we will prove that there exists a constant C > 0 such that
In order to justify the computation of the Itô formula for the Hamiltonian H, one needs also to regularize the Hamiltonian. In particular, one needs to regularize both terms in the Hamiltonian. One possibility is to define J ε := (I − ε∆) −1 and to consider
Note, since u belongs P-a.s. to H
Let us apply the Itô formula to H ε (u(t)). First, note that
and the Itô formula
we get
In order to analyse the first term, we first use the fact that
Note that all the terms are well defined, since
Next, we prove that
ε H ′ (u) ds tends to zero as ε tends to zero, for any t, a.s. First, note that (4.14)
Let us remind that the solution belongs P-a.s.
. Then, using Hölder inequalities and Sobolev embeddings, it is easily seen that the above term is bounded independently of ε in
; indeed, one may e.g. bound
ε is a bounded operator -with a bound independent of ε -in L α+1 (R d ). All the other terms are estimated in the same way. Hence, we know by (4.14) that
With the same arguments,
, it follows that I ε converges to 0 as ε → 0. For the second term, we use the same argument and (4.16) :
by (4.15) and the embedding H
|u| L 2 (0,T ;H 1 α+1 ) , and
converges to 0 as ε → 0. Going back to (4.13), the first term which does not vanish for ε → 0 is
However, taking ε → 0 we see by similar arguments as before that
Straightforward calculations give
Applying integration by parts we get for the first summand
In the next lines we calculate the terms arising due to the jumps, that is the terms
Here, again one has to take the limit. Since, the arguments are similar as before we omit them. Applying the Burkholder inequality we get
In order to calculate the inner part of the first term we compare it to (4.17) and get
In order to calculate the inner part of the second term we compare it to (4.18) and get
. Now we are going to calculate the term (4.20). Here, taking into account that
, taking the expectation leads on both sides, to
First we will calculate the terms of H involving R d |∇u(x)| 2 dx. Here, we will use the identity |a| 2 − |b| 2 = ℜ((a − b)(a + b)), and taking expectation gives
It remains to calculate the second part of (4.20), i.e.
The Taylor formula yields
Collecting altogether, taking into account the Hypothesis 1, and rearranging the terms we see that the bound (4.21) below is satisfied ; indeed, first, observe, since no stochastic integral is involved in the bounds, we can change from s − to s, and we have
Next, carefully applying the Hölder inequality and, if necessary, the Young inequality term by term, and using Hypothesis 1-(i) one finally arrives at
where the constant C > 0 depends only on C 0 (ν), C 1 (ν), C 2 (ν), and α. We deduce
Now, let t * be so small that C(
and therefore
Noting that t * is only depending on C 0 (ν), C 1 (ν), C 2 (ν), and α, one may iterate the previous step on [t * , 2t * ], etc, and show that (4.1) holds.
Next, we want to investigate the entity R d x 2 |u(t, x)| 2 dx. First, we will prove the inequality
where the constant C > 0 depends only on C 0 (ν), C 1 (ν), C 2 (ν), and α. Secondly, we will give an estimate of E sup 0≤s≤T R d x 2 |u(s, x)| 2 dx. In particular, we have by the Itô formula
Integrating by parts,
Next,
Since, for any complex valued functions a and b we have |a|
Collecting altogether, taking expectation we get
Taking into account Hypothesis 1-(ii)-(b), we get by the Young inequality
Since the second term is bounded by EH(u(t)), the assertion follows by the Grownwall inequality. Next, observe that
Hence, we get in addition, by Burkholder inequality
By similar arguments as before, we can show that
Existence of the solution with infinite Lévy measure -Proof of Theorem 2.7
The proof is done in several steps. In the first step we construct a solution by cutting of the small jumps. In this way, we get a sequence of solutions, denoted in the following by {u m : m ∈ N}. Next, in the second step, we give uniform bounds on the mass E(u m ), the Hamiltonian H(u m ) and the virial |xu m | 2 L 2 . Thanks to these uniform bounds we are able to prove in the third step tightness of the laws of {u m : m ∈ N} in D(0, T ; H γ 2 (R d )) for any γ < 1. Now, the existence of a converging subsequence follows. In order, to get again stochastic processes we apply the Skorohod embedding Theorem. This gives us a probability space with a family of processes converging in the almost sure sense. Now in the last step we can show by an application of the dominated convergence Theorem that this limit is indeed a solution to (2.1).
Step I. In the first step we will construct an approximating sequence. Let {ε m : m ∈ N} be a sequence such that ε m > 0 and ε m ↓ 0. Let ν m be the Lévy measure defined by ν m (U ) := ν(U \ B Z (ε m )), U ∈ B(Z). Let η be a time homogenous Poisson random measure over a filtered probability space A and let η m be the time homogenous random measure given by
Let us observe that η m has intensity measure ν m . We denote by u m the solution to
It follows from Lemma 4.1 that for any m there exists a unique solution with u m to Equation (5.2) belonging
Step II. We will prove the following Claim.
Claim 5.1.
• For any T > 0 there exists a constant
• For any
Proof. In fact the proof of Proposition 5.1 is just an application of Proposition 4.1 and taking into account, that C j (ν m ) ≤ C j (ν), m ∈ N and j = 0, 1, 2 and 3.
Step III. In this Step we show the following Claim.
Claim 5.2. For any γ < 1 the laws of the set {u m : m ∈ N} are tight in
Proof. In order to show the assertion, we will apply Corollary B.1. We will first prove the compact containment condition, in particular, the condition (a) in Corollary B.1. Let B 0 be defined by
equipped with norm
Then, the embedding of B 0 into H To be more precise, it follows from item one, two and three of Claim 5.1 that there exists a constant C > 0 such that
Condition (a) follows by the Chebyschev inequality.
It remains to show, that the family {u m : m ∈ N} satisfies the second condition of Corollary B.1, i.e. (b). First, observe that we have
Secondly, note that
In order to estimate I 0 (t, h) we know for any
. Interpolation gives therefore
Since by Claim 5.1, E H(u m (t)) is uniformly bounded in m, there exists a constant C = C(T ) > 0 such that
Applying the Strichartz estimate, we get for I 1 (t, h)
Sobolev embedding gives for
Now, taking the expectation, the Hölder inequality gives
By Hypothesis (1)-(i)-(a), it follows for I 2 (h, t)
Again, by Hypothesis (1)-(i)-(a) and (iii), we get by Theorem A.1 for
Collecting altogether we arrive at
since r ′ ≤ 2. Applying Corollary B.1, we know the family of laws of {u m : m ∈ N} is tight in
Step IV:. First, note, since
. Now, it follows from Step III, i.e. the fact that the sequence {u m : m ∈ N} is tight in
In fact, by the construction of η m we have even η * = η. For simplicity, we denote the subsequence {(u m k , η m k ) : k ∈ N} again by {(u m , η m ) : m ∈ N}. By the modified version of the Skorohod embedding Theorem, see Theorem D.1 [9] , there exists a probability space (Ω,F ,P) and η 2 ) , . . ., having the same law as the random variables (u 1 , η 1 ), (u 2 , η 2 ), . . ., and a D(0,
Before continuing, we will introduce the following notation. For a random measure µ on Z \{0}×[0, T ] and for any U ∈ B(Z \ {0}) let us define anN-valued process (N µ (t, U )) t≥0 by N µ (t, U ) := µ(U ×(0, t]), t ≥ 0. In addition, we denote by (N µ (t)) t≥0 the measure valued process defined by
Now, letF = (F t ) t≥0 be the filtration defined for any t ∈ [0, T ] by
, it is easy to show that the filtration obtained by deleting the family {η m : m ∈ N} in (5.4) is the equal toF. (b) for any disjoint sets U 1 , U 2 , . . . , U n ∈ Z, and any t ∈ [0, T ] the random variables N η (t, U 1 ), N η (t, U 2 ), . . . , N η (t, U n ) are mutually independent; (c) the MN(Z)-valued process (N η (t, ·)) t≥0 is adapted to F; (d) for any t ∈ [0, T ], U ∈ Z, ν(U ) < ∞, and any r, s ≥ t, the random variables N η (r, U ) − N η (s, U ) are independent of F t .
Proof of Claim 5.3. We have to show that for arbitrary m ∈ N,η m satisfies item (a), (b), (c) and (d). In order to show (a), let U ∈ B(Z). Then N ηm (U, t) is Poisson distributed with parameter tν m (U ). Since Law(η m ) = Law(η m ), it follows (a). In order to show (b), let U 1 , . . . , U k ∈ Z, be k disjoint sets and t ≥ 0. Since η m is a time homogeneous Poisson random measure, we have for all k ≥ 1 and θ j ∈ R, j = 1, . . . k
Sinceη m and η m have the same laws, the random variables Nη m (t, U ) and N ηm (t, U ) have the same characteristic functions for any U ∈ Z and t ≥ 0. Therefore, it follows from (5.5) that
which proves (b). Next, we have to show thatη m satisfies (c) with the filtration defined in (5.4). For this purpose let us fix l ∈ N, t 0 ∈ [0, T ] and r ≥ s ≥ t 0 . It follows from the definition ofF that Nη m isF-adapted. It remains to prove (d). In particular, it remains to prove that the random variableX = Nη m (r) − Nη m (s) is independent ofF t0 . By Lemma 5.1 the random variable X = N ηm (r) − N ηm (s) is independent of N η (t 0 ). Since for any k ≥ 1, the σ-algebra generated by η until time t 0 is finer than the σ-algebra generated by η k , we know X is independent from N η k (t 0 ) for all k ∈ N. In particular, for all f, g :
). Since for all k ≥ 1,η k have the same law as η k , andη m have the same law as η m , therefore X has the same law asX. It follows thatĒ f (X)g(Nη k (t 0 )) = Ef (X) Eg(Nη k (t 0 )). Hence,X is independent of the filtration σ (Nη k (t), t ≤ t 0 ).
Next, we need to show that for any k ≥ 1,X is independent ofū k (t) for any t ≤ t 0 . In what follows we also fix t
where X = N ηm (r)−N ηm (s). Now, we have to show thatX is independent to the σ({ū
Recall that u k is the unique solution to the linear stochastic evolution equation (2.2), hence it is adapted to the σ-algebra generated by η k . Consequently, u k | [0,t] is independent of X and we infer from this last remark and the equality of the laws thatū k | [0,t] is independent ofX for all t ≤ t 0 and k ∈ N. It remains to prove thatX is independent of σ({Nη * (t), t ≤ t 0 }) and u * | [0,t] , but, this is the object of the next Lemma.
Lemma 5.2. Let Y be a Banach space, z and y * be two Y -valued random variables over (Ω, F , P). Let {y n : n ∈ N} be a family of Y -valued random variables over a probability space (Ω, F , P) such that y n → y * weakly, i.e. for all φ ∈ Y * , Ee i φ,yn → Ee i φ,y . If for all n ≥ 1 the two random variables y n and z are independent, then z is also independent of y * .
Proof of Lemma 5.2. The random variables y * and z are independent iff
The weak convergence and the independence of z and y n for all n ∈ N justify the following chain of equalities. . Thus, for any ε > 0 there exists a compact set K ε ⊂ H γ 2 (R d ) such that P (ū m ∈ K ε ) < ε. However, by Proposition B.5 the Haar projections π n converge uniformly on K ε . On the other side, π n u m is progressively measurable for any m ∈ N and n ∈ N. Thus, we can choose {ū m n , m ∈ N} to be progressively measurable. Sinceū Since F :
is continuous, we obtain
Let us shortly recall some known identities. The proof can be found e.g.in [24] .
• L p (R d ) = F In order to treat the nonlinearity, we list here some useful results. Assume s 1 < 0 < s 2 . For more information about Skorokhod space and topology we refer to Billingsley's book [7] or Ethier and Kurtz [17] . In this appendix we only state the following tightness criterion which is necessary for our work. Corollary B.1. Let {x n : n ∈ N} be a sequence of càdlàg processes, each of the process defined on a probability space (Ω n , F n , P n ). Then the sequence of laws of {x n : n ∈ N} is tight on D( Proof. The inequality B.1-(a) and the Chebyscheff inequality gives the necessary conditions for the compact containment condition. Next, comparing with [17, Theorem 7.2, p. 128]. Now fix t 1 ≤ t ≤ t 2 . Then P n (|x n (t) − x n (t 1 )| Y ≥ λ, |x n (t) − x n (t 2 )| Y ≥ λ)
