Abstract. Deep Convolutional Neural Networks (CNNs) have been widely used in image classification tasks, but the process of designing CNN architectures is very complex, so Neural Architecture Search (NAS), automatically searching for optimal CNN architectures, has attracted more and more research interests. However, the computational cost of NAS is often too high to apply NAS on real-life applications. In this paper, an efficient particle swarm optimisation method named EPSOCNN is proposed to evolve CNN architectures inspired by the idea of transfer learning. EPSOCNN successfully reduces the computation cost by minimising the search space to a single block and utilising a small subset of the training set to evaluate CNNs during evolutionary process. Meanwhile, EPSOCNN also keeps very competitive classification accuracy by stacking the evolved block multiple times to fit the whole dataset. The proposed EPSOCNN algorithm is evaluated on CIFAR-10 dataset and compared with 13 peer competitors comprised of deep CNNs crafted by hand, learned by reinforcement learning methods and evolved by evolutionary computation approaches, which shows very promising results by outperforming all of the peer competitors with regard to the classification accuracy, number of parameters and the computational cost.
Introduction
Convolutional Neural Networks (CNNs) have demonstrated the dominance in image classification tasks by continuously increasing the state-of-the-art classification accuracy on various benchmark datasets, from AlexNet [13] , VGGNet [19] to very deep CNNs such as ResNet [8] and DenseNet [9] . However, the complex process of designing the above CNN architectures is time-consuming and errorprone, which also requires speciality and expertise in both CNN architectures and the dataset.
As a result, automatically designing CNN architectures has naturally drawn the research interest. Both reinforcement learning (RL) methods, e.g. [27] and [28] , and evolutionary computation (EC) approaches, such as [22] , [23] , [26] ,
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and [20] , have been used to automatically design CNN architectures in recent years. Although automatically-designed CNN architectures has achieved promising results comparing to hand-crafted CNNs, it is hard to balance the trade-off between efficiency and effectiveness of automatically designing CNN architectures as [26] worked efficient by compromising the effectiveness, and [27] and [28] set the state-of-the-art classification accuracy with intimidating computational cost of 22,400 GPU-days for [27] and 2,000 GPU-days for [28] . In this paper, an efficient PSO method will be proposed to evolve CNN architectures without compromising the classification accuracy.
Goals: The overall goal of this paper is to propose an efficient EC-based method to speed up the evolutionary process of automatically designing CNN architectures for image classification without compromising the classification accuracy. The proposed method will be evaluated on CIFAR-10 dataset and compared with the state-of-the-art methods consisting of hand-crafted CNNs, CNNs found by RL methods, and CNNs obtained by other EC approaches. The goal will be achieved through the following three efforts:
-Firstly, the search space is minimised by integrating the existing expertise of hand-crafted CNNs. As the search space of CNNs without any constraints can be infinite, it is not likely to explore the search space both effectively and efficiently. However, by introducing the expertise of hand-crafted CNN architectures, the search space can be considerably reduced. In the proposed method, DenseNet [9] is used as the prior expertise to minimise the search space by encoding only the hyper-parameters of one dense block, whose details can be found in Section 3.2. The same methodology can be applied to any of the state-of-the-art CNN architectures such as ResNet [8] ; -Secondly, a transferable block is learnt from a small subset of the training dataset. This is inspired by the idea of transfer learning, which is to learn a model on a smaller dataset and transfer the learned model on a larger dataset. In order to mitigate the bias introduced by only using a small subset, Adam optimisation [11] is used to train the CNNs instead of SGD optimisation [21] , where the reason will be discussed in Section 3.3; -Lastly, an automatic and progressive process of stacking the learned block is proposed to increase the capacity of the final neural network. As the small subset of the dataset may only require a CNN with much less capacity to achieve the best classification accuracy, in order not to compromise the classification accuracy on the whole dataset, the proposed method stacks the learned block multiple times to obtain a CNN with more capacity, which will be depicted in Section 3.5.
Background

DenseNet
A DenseNet [9] is composed of several dense blocks illustrated in Fig. 1 . A 1×1 convolutional layer followed by a 2×2 average pooling layer is added to connect dense blocks. The hyper-parameters of dense blocks are dependent on specific image classification tasks, which are the number of layers in the dense block and the growth rate of the dense block. The growth rate is the number of output feature maps for each convolutional layer in the dense block. The output x l is calculated according to Formula (1), where [x 0 , x 1 , ..., x l−1 ] refers to the concatenation of the feature maps obtained from layer 0, 1, ..., l − 1, and H l represents a composite function of three consecutive operations, which are batch normalization (BN) [10] , a rectified linear unit (ReLU) [16] and 3×3 convolution (Conv).
Particle Swarm Optimisation
Particle Swarm Optimization (PSO) [5] is a population-based EC algorithm, which can be used for solving optimization problems lacking of domain knowledge. The population is constituted of a number of particles. Each of them represents a candidate. It searches for the best solution by updating velocity and particle vector according to Equations (2) and (3), respectively, where v id represents the velocity of the particle i in the dth dimension, x id represents the position of particle i in the dth dimension, P id and P gd are the local best and the global best in the dth dimension, r 1 , r 2 are random numbers between 0 and 1, w, c 1 and c 2 are inertia weight, acceleration coefficient for exploitation and acceleration coefficient for exploration, respectively. Since the encoded vector in the proposed method is fixed-length and consists of decimal values, and PSO is effective to search for the optimal solution in a fixed-length search space of decimal values, the proposed method will use PSO as the search algorithm.
The Proposed Method
The proposed method will achieve the goal of efficiently evolving deep CNNs without compromising the classification accuracy in three means. Firstly, the encoding strategy will minimise the search space by leveraging the expertise of the state-of-the-art CNN architecture; Secondly, a transferable block will be learned from a small subset of training dataset instead of the whole training dataset, which will considerably reduce the time consumed by fitness evaluation;
Lastly but not least, the evolved block will be stacked multiple times to improve the classification accuracy.
Overall Framework
The overall framework of the proposed method is illustrated in Fig. 2 . Firstly, the dataset is split into training set and test set, and then a small subset of the training set is randomly sampled from the training set, which will be passed to the PSO evolutionary process. Furthermore, the small subset is used during the PSO evolutionary process. The primary reason of using a small subset of the training set for fitness evaluation is to reduce the computational cost because given a CNN architecture, it takes less time to train it and requires less memory when the dataset is smaller, which will be further discussed in Section 3.3.
Instead of evolving the whole network architecture, the PSO is only utilised to evolve the optimal Dense Block on the small subset. The details of the intuition will be analysed in Section 3.2. Next, the proposed method stacks the evolved Dense Block various number of times to produce a set of CNN architectures, and the best CNN architecture is then selected to be the final evolved CNN architecture, whose details will be written in Section 3.5. Finally, the classification accuracy of the final CNN architecture will be reported. 
Encoding Strategy to Minimise The Search Space
As the proposed method concentrates on the efficiency, the encoding strategy endeavours to minimise the search space. Inspired by the idea of learning the CNN architecture from smaller dataset and transferring the learned architecture to larger dataset [28] , instead of evolving multiple blocks as [25] , the proposed method only evolves a single dense block. By doing the simplification of the encoding strategy, the search space has been significantly reduced, which has turned a complex search problem to a simple search task. In the research of learning transferable architectures [28] , it has proved that the learned block was transferable from CIFAR-10 dataset to ImageNet dataset. Inferring from that, the block learned from the small subset of the training set is more likely to be transferable to the whole dataset, which will be further tested by the experimental results. Therefore, the final encoded vector only consists of two dimensions, which are the growth rate and the number of layers.
Fitness Evaluation of Transferable Blocks
Fitness evaluation of PSO, whose pseudo-code is shown in Algorithm 1, is crucial to the computational cost of the proposed method. Since the essential target of the proposed method is to boost the efficiency of evolving deep CNNs, two methods are utilised to reduce the computational cost. Firstly, only a small subset of training dataset is used to train and evaluate the particle, which holds the hyper-parameters of the dense block. Therefore, both the memory required to train the CNNs and the training time will be reduced. Furthermore, an adaptive training algorithm referred as Adam optimisation [11] is adopted to train the CNNs during the fitness evaluation, whose ability of fast convergence has been proved, so the fitness evaluation using Adam optimisation is faster than those relying on Stochastic Gradient Descent (SGD) [21] . By combining the strategies of cutting down the training data for fitness evaluation and adopting the adaptive training algorithm, the proposed method is expected to reduce the computational cost.
Apart from the perspective of improving the efficiency, the proposed fitness evaluation arguably tends to select the best transferable block. In the research of learning transferable block [28] , it has been proved that the learned block from a smaller dataset is transferable to a larger dataset even though the two datasets are quite different both in terms of the number of classes and the image resolutions. By following the same idea, the small subset of training data is sampled to only learn a single block instead of learning the final CNN architecture. Since the similarity between the sampled small subset and the target dataset is closer than the similarity between two different datasets, the theory of learning transferable block should also apply to the proposed method, which is expected to produce a good classification accuracy when stacking the learned block multiple times for the whole dataset. In addition, Adam optimisation is designed to adapt the learning rate according to the specific CNN during the training process; while, when using other non-adaptive optimisation such as SGD, they need to be fine-tuned for a specific CNN on a particular dataset. Reversely, if non-adaptive optimisation is adopted with a specific set of settings, the specific CNN or similar CNNs are more likely to be chosen [24] . Therefore, the fitness value obtained by using Adam optimisation can represent the really quality of the block.
Evolving Dense Block By PSO
After simplifying the encoded vector by the proposed encoding strategy, standard PSO can be applied to solve the optimisation tasks. There are still a couple of points that need to be carefully designed. Firstly, due to the memory limit, the number of layers and the growth rate are required to be constrained into a range. On the other hand, the lower bound of the these two hyper-parameters also need to be restricted as too few layers in a block will not provide enough capacity of the model and a too small growth rate will not capture enough feature information. Therefore, two hyper-parameters of the proposed method need to be defined before running it, which are the range of the number of layers α l and the range of growth rate α g ; however, these two hyper-parameters are easy to choose as the default values of α l and α g will suit most of the image classification tasks. When initialising the particles, the number of layers and the growth rate are randomly sampled within the range of α l and α g , respectively. Secondly, during the evolutionary process, the values of the hyper-parameters may fall out of the range, so the proposed PSO method needs to rectify these values by setting them to either the upper bound or the lower bound of the range. Furthermore, as some of the dense block may cause out of memory issue, the proposed PSO method captures this error and set the fitness of particles to zero in order to eliminate them.
Stack and Select Best CNN
After the dense block is obtained by PSO, the dense block is stacked multiple times to produce the candidates for the final model by progressively stacking the dense block, i.e. the number of dense blocks starts from 1 and increases by 1 each time. The whole training set is used to train and evaluate the stacked candidate, and Adam optimisation is chosen to train the stacked CNNs with the same reasons described in Section 3.3. Once the classification accuracy of the stacked CNN candidate does not increase or the stacked CNN requires more memory than the hardware resource, the stacking process stops and the best candidate so far is selected as the final solution. It is composed of 60,000 colour images in 10 classes, with 6000 images in each class. The whole dataset is split into training images of 50,000 and test images of 10,000. CIFAR-10 is chosen because it has been widely used to evaluate image classifiers, especially for automatically designing CNN architectures. The results of the peer competitors' performance can be easily collected for comparisons. The peer competitors are selected based on their performance and the relevance to the proposed methods. Firstly, two state-of-the-art hand-crafted CNN architectures will be compared, which are ResNet [8] and DenseNet [9] . Secondly, several state-of-the-art CNN architectures designed by automatic approaches are chosen, which are categorised into two types. The first type utilises RL methods, which includes EAS [3] , NASNet [28] , NASH [6] and NAS [27] . The other type employs EC algorithms to automatically evolve CNN architectures, which are AmoebaNet [17] , Hier. repr-n [14] , CGP-CNN [20] , DENSER [1] , GeNet [26] , CoDeapNEAT [15] and LS-Evolution [18] .
Parameter Settings
The parameters of the proposed method are listed in Table 1 . The two parameters of the proposed method, the range of number of layers α l and the range of growth rate α g , are defined based on the GPU card (GeForce GTX 1080) used to run the experiment. The parameters of PSO is set according to [2] . Base on the computational resource and time limit, 20 has been chosen for both the population size and the number of generations. In terms of the Adam Optimisation used in both the fitness evaluation in Section 3.3 and the stacking process in Section 3.5, the default settings described in the study [11] are utilised.
In order to evaluate the final evolved CNN architecture and perform a fair comparison, the same training strategy adopted by most of the peer competitors is adopted. The evolved CNN is trained for 300 epochs by following DenseNet [9] . The initial learning rate is set to 0.1, which is divided by 10 at the epochs of 150 and 225. The weight decay and Nesterov momentum [21] are set to 1 × 10 −4 and 0.9 without dampening, respectively. A standard data augmentation strategy [9] and weight initialisation method [7] , which is widely used for CIFAR-10 dataset, are used.
Result Analysis
Performance Comparisons
The classification error rate, number of parameters and the computational cost of searching for the CNN architecture are listed in Table 2 . The proposed method is compared to all the peer competitors in three aspects. Firstly, the classification accuracy of the proposed method ranking the third, but when comparing the number of parameters between the proposed method and the other two peer competitors having better classification accuracy, the model size is much smaller, which is only less than one third of either of the other two. Secondly, only two of the peer competitors have less parameters than the proposed method; however, the error rate of the other two is more than 2% larger than that of the proposed method. Lastly but not least, the computational cost taken to automatically design the CNN architecture of the proposed method is the smallest among all of the peer competitors. Therefore, it can be concluded that the proposed method has achieved very promising and competitive result both in terms of classification accuracy and the number of parameters, and it is the most efficient approach among all of the peer competitors. 
Convergence Analysis
The convergence of the proposed method is shown in Fig. 3 . At the beginning of the evolutionary process, the fitness of the global best particle grows fast until the fourth generation; After that, the particles keep the search, but struggle to find better solutions until the eighth generation; Starting from the ninth generation, the particles manage to jump out of the local optima and achieve another round of improvement until the evolutionary process converges at the twelfth generation; once it converges, the fitness of the global best becomes flat until the end. It can be seen that the PSO converges fast due to effort of minimising the search space in the proposed encoding strategy. During the stacking and selection step, the evolved block were evaluated by stacking it twice, three times and four times. The best classification accuracy was achieved by stacking it three times, which is the final evolved CNN architecture. Furthermore, the final CNN was evaluated by using the fine-tuned SGD optimisation, whose process is illustrated in Fig. 4 . The red line is the loss error, the blue line expresses the error rate on training set, and the green line represents the error rate on test set. From left to right, the sub-figures shows the evaluation processes of 0 to 140 epochs and 140 to 300 epochs, respectively. It can be observed that the evolved CNN was trained fast at the beginning until 40 epochs as shown in the left sub-figure and the reduction of error rate was small after that; when the learning rate was divided at 150 epochs, there was a big plunge in terms of error rate; furthermore, at the send division of the learning rate, a small decrease of the error rate occurred, but it was not significant. Overall, the scheduled learning rate strategy has demonstrated its effectiveness of improving the classification accuracy.
Evolved CNN Architecture
While running the experiment, the server-client infrastructure developed in [24] was adopted, and 10 GPU cards were used, which produced the final CNN architecture in about 9 hours. The hyper-parameters for the evolved block are 23 and 27 for the number of layers and the growth rate, respectively, and the final CNN architecture is composed of three of the evolved block. The computational cost of only spending 9 hours on 10 GPU cards to obtain a good CNN architecture is efficient enough so that the proposed method is feasible and computationally acceptable to be adopted to solve real-life image classification tasks. Taking a step further, the proposed method can be easily adjusted to evolve any of the state-of-the-art CNN blocks such as ResNet block.
Conclusion and Future Work
To conclude, an automatic PSO method has been proposed to evolve the hyperparameters of the sate-of-the-art CNN architectures, which is efficient without compromising classification accuracy. The goal has been achieved by minimising the search space with human expertise, learning a transferable block from a small subset of the training set and stacking the learned block multiple times to improve the classification accuracy. By comparing with peer competitors, the proposed method achieved very competitive performance in terms of the classification accuracy, the model size and the computational cost of searching for the final CNN architecture. The highlight of the proposed method is its efficiency as it outperforms all of the peer competitors, whose results are collected in this paper as to our best effort.
The proposed method has only been evaluated on CIFAR-10 dataset due to a couple of reasons. The first reason is that CIFAR-10 is good to initially evaluate a neural architecture search method, which usually has large computational cost, and the second reason is that it is easier to collect the results of peer competitors both from deep learning community and neural architecture search community. However, it would be more convincing to evaluate the proposed method on larger dataset such as ImageNet dataset [4] . Another potential improvement is to explore more state-of-the-art CNN architectures and develop a new method to design better CNN blocks, which consists of multiple types of CNN architecture without compromising the efficiency.
