In this paper we present a deep content-based recommender system (DeepCBRS) that exploits Bidirectional Recurrent Neural Networks (BRNNs) to learn an effective representation of the items to be recommended based on their textual description. Next, such a representation is extended by introducing structured features extracted from the Linked Open Data (LOD) cloud, as the genre of a book, the director of a movie, in order to enrich the available content with new and very descriptive information.
INTRODUCTION
Recommender Systems (RS) have the goal of guiding the user in a personalized way to interesting or useful objects in a large space of possible options. Such systems typically acquire information about users' needs, interests and preferences and tailor their behavior on Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. UMAP'18 Adjunct, July 8-11, 2018, Singapore,Singapore the ground of such information, by supporting people in several decision-making tasks.
One of the most popular recommendation paradigms, that is to say, Content-based Recommender Systems (CBRS) [6] , is based on the idea that a user will be interested in items similar to those she liked in past. This paradigm is implemented by developing algorithms that match the features describing items a user liked, which are stored in her profile, with those describing the items the user did not yet rate. Such a paradigm immediately brings out the importance of learning an effective representation of the items [5] : the more precise the representation, the better the recommendations the user will receive.
Recently, Deep Learning (DL) techniques gained popularity since they showed a very good ability in a broad range of tasks. Such effectiveness is also due to the very precise representations DL techniques are able to learn by exploiting neural networks. In this scenario, Bidirectional Recurrent Neural Networks (BRNNs) [25] emerged as one of the most effective representations, since they are very good at modeling sequences of data and can also learn relationships with both past and future information. Such a characteristic make them very suitable to model textual content as well, since it can be figured out as a sequence of terms.
Another interesting trend in the area of CBRS regards the exploitation of knowledge graphs to further feed the representation with new and descriptive features. As an example, the Linked Open Data cloud (LOD) [4] make freely available a plenty of different (and relevant) features describing several aspects of the items to be recommended, as the genre of a book, the actor of a movie, or other interesting descriptive features.
In this work, we want to exploit both the trends, and we propose a deep content based recommender systems (DeepCBRS) based on both DL techniques and features gathered from the LOD cloud.
To sum up, in this paper we provide the following contributions:
• We propose the usage of BRNNs to learn a representation of the items in a content-based recommendation scenario; • We evaluate the impact of features gathered from the LOD cloud in an architecture for providing deep content-based recommendations; • We validate our methodology by comparing our approach to several baselines against two state of the art datasets.
The rest of the article is organized as follows. Section 2 provides an overview of the literature in the area of content-based recommender systems based on deep learning techniques and features Late Breaking Result UMAP'18 Adjunct, July 8-11, 2018, Singapore, Singapore gathered from the LOD cloud. Next, Section 3 describes the architecture of our deep content-based recommender systems and shows how features gathered from the LOD cloud are encoded in our model. Finally, the design of the experimental evaluation and the discussion of the results is reported in Section 4, while Section 5 concludes the paper and depicts some future research direction.
RELATED WORK
This article investigates two different research lines, that is to say, deep learning techniques and Linked Open Data for recommender systems. In this section we provide an overview of the state of the art in both the areas and we emphasize the distinguishing aspects of this work with respect to the current literature.
Recommender Systems and Deep Learning techniques
Deep Learning (DL) is considered as one of the most disruptive paradigm shifts appeared on the scene in the last period, since DL-based approaches were able to overcome the performance of state-of-the-art approaches in several machine learning tasks. One of the first attempts towards the user of DL techniques in the area of RSs was investigated by Wang et al. [27] , who used Stacked Denoising Autoencoders to jointly learn collaborative and content-based features which are then incorporated in a standard collaborative filtering model.
Differently from these approaches, we exploited deep learning techniques to learn an embedding that is only based on contentbased features, as those obtained by processing the textual description of the items or by gathering descriptive feature as the genre or the author. Similar attempts were proposed by Musto et al. [15, 16] and by Ozsoy et al. [20] , who learned word embeddings representing items and user profiles.
A first distinguishing aspect of this work is the adoption of DL models more complex than the simple word embeddings based on Word2Vec. A relevant recent contribution related to our work is due to Almahairi et al. [1] , who used Long-Short Term Memory Networks (LSTMs) to model textual content (textual reviews, in that case) to feed a collaborative recommendation algorithm.
Another distinguishing aspect of this work is the usage of Bidirectional Recurrent Neural Networks (BRNNs) to learn an embedding modeling the informative content conveyed by the items. A similar insight was proposed by Bansal et al. [2] , who applied a bidirectional Gated Recurrent Unit (GRU) network to encode item description and an embedding for each tag associated to the item.
The overview of the literature in the area of Recommender Systems based on Deep Learning techniques is out of the scope of this article. We suggest to refer to [28] for a more comprehensive review of the topic.
Recommender Systems and Linked Open Data
In most of the current literature, properties gathered from the LOD cloud are exploited to define semantics-aware similarity measures, as in Piao et al. [22] and Musto et al. [18] , or to automatically generate an explanation supporting the recommendations [13] . Differently from these work, we did not define any similarity measure, but we used these features to further enrich the textual description of the items with new and interesting features.
Differently from these attempts, in this work we evaluated the impact of LOD-based features on the overall accuracy of a RS.
Recently, Musto et al. [10] investigated these aspects, and the results confirmed that LOD can significantly improve the performance of RSs. Moreover, some work [11] also investigated the problem of automatically selecting the best subset of LOD-based features to feed a recommendation algorithm. In this case, results showed that feature selection can be helpful to select the most promising properties and can lead to further improvements on the accuracy of the recommendations.
However, to the best of our knowledge, there is just a few literature investigating the impact of features gathered from the LOD cloud on the effectiveness of RSs based on deep learning techniques. One of the attempts towards this direction is due to our previous work in the area [26] . In this paper we significantly extended the findings of that work: first, we compared the effectiveness of several DL models in the task of learning an embedding representing the textual description of the items, as RNNs, CNNs, AEs and BRNNs. Moreover, we gathered more features from the LOD cloud and we evaluated their impact on the predictive accuracy of different variants of our deep learning architecture. More details about that will be provided in the next sections.
METHODOLOGY 3.1 Architecture
In this work we exploited DL techniques to learn an embedding that models the informative content conveyed by the item, on the ground of its textual description as well as of the descriptive features gathered from the LOD cloud. The workflow carried out by our DeepCBRS is presented in Figure 1 .
The proposed architecture implements a content-based recommender system able to predict a score s(u, i) which defines the probability that a user u would like a specific item i.
In a nutshell, given a user u ∈ U and an item i ∈ I , our approach executes two different pipelines, each of which learns a continuous vector representation for a different facet of i. The first one, highlighted in grey, learns an embedding based on the textual description of the item. The second, highlighted in yellow, has the goal of learning an embedding based on the features gathered from the LOD cloud. Such embeddings are then merged through a concatenation layer with a placeholder identifying the current user u, and are finally exploited to feed a classifier which generates the preference estimation 0 ≤ s(u, i) ≤ 1.
To implement this approach, we designed an architecture consisting of the following layers:
• Lookup Table layer : it extracts from a specific weight matrix the vector representation associated to a given user, item, or feature; • Text Learning layer: it is devoted to the learning of an embedding based on the textual description of the item; • LOD Learning layer: it is devoted to the learning of an embedding based on the features gathered from the LOD cloud; • Mean Pooling layer: it calculates the mean of the input vectors; • Concatenation layer: it concatenates the input vectors;
• Logistic Regression layer: exploits logistic regression to calculate the relevance of the item for a certain user.
Late Breaking Result UMAP'18 Adjunct, July 8-11, 2018, Singapore, Singapore As previously stated, our architecture is inspired by the one we presented in [26] . The distinguishing aspect of this work is the introduction of two generic modules that learn the embeddings representing the textual description of the item and of the features gathered from the LOD cloud, respectively. Differently from [26] , where only an architecture based on LSTMs enriched by a genre feature is proposed, in this paper we extended the architecture by introducing more methodologies to learn a representation for the textual description of the item. Moreover, we also evaluated the impact on the different groups of descriptive features available in the LOD cloud on the overall accuracy of the recommendations.
Formally, given a user u ∈ U and an item i ∈ I , we suppose that a textual description t i and some features gathered from the LOD cloud f i are available for each item. In this case, we suppose that t i can be figured out as a sequence of n words, while f i is a sequence of m structured features. Formally, t i = {w 1 , w 2 ...w n } and
The first component involved in the workflow is the lookup table layer, which returns the current embedding for each word w k ∈ t i and each feature f j ∈ f i . Such embeddings are labeled with v(w k ) and v(f j ), respectively.
The behavior of such a layer is straightforward: given a generic set of elements 1 A, the current d-dimensional representation of each a ∈ A is encoded in an embedding matrix W ∈ R |A |×d .
Basically, the goal of the lookup table layer is to extract such a representation from the whole matrix, so for each a j ∈ A its embedding v(a j ) can be obtained as e j W , where e j ∈ R |A | is a one-hot vector whose components are all zeros except for the j-th whose value is set to 1. Intuitively, v(a j ) can be intended as the j-row extracted from the whole embedding matrix. 1 In our scenario, an element may be a word, a feature or a user So, for each word w 1 , w 2 , . . . , w n in the textual description t i of the item i, we use the Word lookup table to get an embedding v(w j ) for each word w j , 1 ≤ j ≤ n by considering the weight matrix W w . Clearly, at the first step of the learning process the weight matrix W w is initialized according to a predefined probability distribution. Next, these word representations v(w k ) are sequentially passed through our Text Learning layer.
As previously stated, the Text Learning layer implements different DL techniques to obtain an embedding modeling the textual description of the item. In this work we have implemented four different variant of this layer, based on RNNs, BRNNs, CNNs and AutoEncoders (AEs).
In our previous contribution [26] we already showed that RNNs can be very effective for modeling textual description of the items. In order to extend the findings of that work, in this research we took into account BRNNs: they can be considered as an extension of RNNs, since they have the interesting feature of encoding the relationships of the current piece of information with the previous and following ones, and this makes this model even more suitable for modeling text.
Regardless the specific DL model we exploit in our Text Learning layer, a latent representation h(w k ) is learned for each w k ∈ t i , 1 ≤ k ≤ n. Once the representation for all the words in t i is obtained, the item embedding v(t i ) is obtained by exploiting a Mean Pooling layer, which averages the latent representations h(w k ) for all the words in the textual description of the item.
The learning process we implemented for the features extracted from the LOD cloud follows a similar pipeline. In this case, we suppose that a set of features that describe the item exists. For each f 1 , f 2 , . . . , f m ∈ f i , a Feature lookup table is exploited to get an embedding v(f k ) for each feature f k , 1 ≤ k ≤ m. Clearly, in this case a different weight matrix W f is exploited. Such a matrix encodes the weights aiming at representing only the structured features available in the LOD cloud.
As we already explained for the Text Learning layer, the LOD Learning layer carries out the task of learning a latent representation h(f k ) for each feature f k . In this version of our architecture, we decide to implement such a module by exploiting AutoEncoders. We want to point out that we chose to exploit AutoEncoders instead of RNNs and BRNNs to build our embeddings since no explicit (temporal) relationships among the structured features describing the item exists.
Next, once the latent representations h(f k ) for all the f k available in the LOD cloud are learned, such embeddings are passed through a Mean Pooling layer, as it also happens for the textual description of the items. Also in this case, the final representation of the features v(f i ) is obtained by averaging the single latent representations.
It is worth to note that also the user embedding u is built by following a similar process. However, such an embedding just acts as a placeholder to identify in the embedding the user who is currently receiving the recommendation. In this case, the user lookup table exploits as weight matrix W u the identity matrix, so no learning is performed on this part of the pipeline.
In the final part of the workflow, the resulting representations v(t i ) and v(f i ) are then concatenated through a Concatenation layer. The resulting feature vector aims at merging the informative content coming from both the unstructured information extracted from the textual description and the structured information gathered from the LOD cloud. This richer and larger embedding is finally given as input to a logistic regression layer, whose goal is to predicts the score s(u, i) which indicates to what extent the user u will like item i.
Given that the architecture is exploited in a top-N recommendation task, the score s(u, i) is calculated for all the i ∈ I the user did not yate rate and the items with the highest score returned by our deep content based recommender systems are returned to the user as recommendation.
EXPERIMENTAL EVALUATION
In the experimental session we evaluated the effectiveness of our methodology in the task of top-N recommendation leveraging binary user feedback. Specifically, we carried out four different experiments: in Experiment 1, we compared the predictive accuracy of different deep learning models as CNN, RNN, BRNN and Autoencoders in the task of learning an embedding modeling the textual description of the item. Next, in Experiment 2 we analyzed the effectiveness of a deep learning architecture that only exploits different combinations of features gathered from the LOD cloud, and in Experiment 3 we merged the best-performing configurations by evaluating a deep learning model that leverages unstructured and structured information coming from both the textual description and the LOD cloud, respectively. Finally, in Experiment 4 we compared our approach to several state-of-the-art algorithms.
Experimental Design
Protocol: Experiments were carried out in a movie recommendation scenario. Movielens 1M (ML1M) 2 was exploited as dataset. ML1M data were processed by applying a binarization procedure to convert the original dataset preferences, expressed on a 5-point Likert scale, to 0 or 1. In particular, only those ratings equal to 4 or 5 were labeled as positive preferences and encoded as 1. Next, the dataset was split in five different folds in order to carry out a 5-fold cross-validation. It is worth to state that we maintained the ratio between positive and negative ratings per user, for each fold we built.
Metrics: The predictive accuracy of the algorithms was evaluated by calculating the F1-Measure of the recommendation list. In order to make our experiments reproducible, all the metrics are calculated by using the RiVal toolkit [24] . The final F1@K measure for each algorithm is computed averaging the F1@K measure obtained on each fold.
Items Representation: As previously stated, we exploited our deep architecture to learn an embedding representing the item. Such embeddings are learned by exploiting both unstructured textual descriptions of the items and structured features gathered from the LOD cloud. To get the textual description of the items, we used a mapping available online 3 . For each item, we used the mapping to obtain the Wikipedia page of each item and we extracted its description. On the other side, LOD-based features were obtained by querying DBpedia. As regards ML1M, structured information about the genre, the director, the starring and the Wikipedia categories of the items were extracted. Such properties were gathered by querying a DBpedia endpoint and by getting the values for the properties dbo:genre 4 , dbo:director, dbo:starring and dct:subject, respectively.
Baselines: in order to confirm the effectiveness of our approach, we compared our methodology to several state-of-the-art techniques, as a non-personalized popularity-based baseline, k-nearest neighbor user-based (U2U) and item-based (I2I) collaborative filtering, a basic content-based recommendation approach based on vector space models (VSM) and a CBRS based on the embeddings built through Word2Vec, Doc2Vec and Glove. To build our CBRS we followed the protocol proposed by Musto et al. in [16] . Specifically, we built the vector representing the item as the centroid of the words in the textual description and we built the vector representing the user profile as the centroid vector of the representations of the items she liked. Next, we used cosine similarity to rank the available items and provide users with top-K recommendations. Moreover, we also compared our approach to several matrix factorization techniques as Bayesian Personalized Ranking optimization criterion (BPR-Opt) (BPRMF) [23] , a weighted matrix factorization algorithm based on the Alternating Least Squares (ALS) learning method (WRMF) [7] and Sparse Linear Methods for item recommendation using BPR-Opt (BPRSlim) [19] .
Given that we employed features gathered from the LOD cloud, we also decided to compare our methodology to other sematicsaware RSs as a variant of Personalized PageRank that also encodes properties of the LOD cloud [11] , a hybrid RS based on Random Forests that exploits features obtained from the LOD cloud [12] and an extension of the previously mentioned BPRMF that also encodes the features extracted from the LOD cloud as side information.
Overview of the Parameters: Our DeepCBRS models were trained for 20 epochs, by setting batch sizes to 1536. The parameter α of RMSProp Optimizer is set to 0.9 and learning rate is set to 0.001. As cost function we choose the binary cross entropy while ADAM was used as optimizer. Finally, the dimension of the embeddings was set to 50.
As regards the CBRS based on W2V and D2V, we learned embeddings of dimension 300 and 500 by using the Skip-Gram (SG) and the Continuous Bag-of-Words (CBOW) methodologies for the former, and the Distributed Memory Model (DM) and the Distributed Bagof-Words (DBOW) methodologies for the latter. Word embeddings are learnt by using the textual description of the items as corpus. Descriptions are gathered as previously described. On the other side, I2I and U2U are evaluated by setting the neighborhood size to 30, 50 and 80, while the matrix factorization algorithms are run by learning 10, 30 and 50 latent factors. Also in this case, only the best-performing configurations were reported.
Source code: As regards the implementation details, collaborative filtering and popularity baselines are available in MyMediaLite 5 and Scikit-learn 6 , while approaches based on word embeddings are implemented by using the code available in the Gensim library for W2V 7 and D2V 8 . Word embeddings were learned by using as Finally, the source code of our content-based recommendation algorithm based on deep learning has been published on GitHub 11 . The recommendation framework is implemented using Torch7 exploiting the NVIDIA CUDA libraries bindings to run the code on a Titan X GPU.
Discussion of the results
Results of Experiment 1 are reported in Table 1 . In this experiment, we compared the effectiveness of the recommendations generated by different deep learning models by only exploiting the textual description of the items, without encoding any structured feature. We used RNNs as baseline since they emerged as the best-performing configuration in the results we previously reported [26] 12 .
The main finding of the first experiment is that BRNNs improve the predictive accuracy of our DeepCBRS. This first outcome shows that the idea of exploiting BRNNs to also encode the relationship with previous and following information is very promising and can lead to more accurate recommendations. It is worth to note that also Autoencoders got good performance, while CNNs did not provide any benefit.
Next, in Experiment 2 we evaluated to what extent the structured features coming from the Linked Open Data cloud can lead to accurate recommendations. Results are reported in Table 2 .
As shown in the Table, none of the representations based on the structured features gathered from the LOD cloud overcame the predictive accuracy obtained by exploiting the textual description of the items. The most informative feature is the category of the However, despite the outcomes of this experiment were not encouraging, we further investigated the effectiveness of the features coming from the LOD cloud by evaluating a variant of our deep content-based recommender system that exploited both structured and unstructured features. Results are reported in Table 3 .
As shown in the Table, this experiment provided us with encouraging results since the combination of the textual description of the items with the structured features gathered from the LOD cloud led to an improvement of the overall accuracy of our DeepCBRS. It emerged that the merging of all the features coming from the LOD cloud with the unstructured content overcame all the other configurations.
Even if this is an expected behavior, which is in line with the outcomes similar research already showed, the main novelty of this work lies in the fact that just a few work investigated the effectiveness of such features in CBRSs based on deep learning techniques. Moreover, it is also worth to state that in this work we encoded only a small subset of the huge set of features available in the LOD cloud. Further investigation is needed to better asses about the predictive power of such features, by evaluating more (and different) properties and more combination of them.
Finally, in Experiment 4 we compared our overall best-performing configuration to several state-of-the-art algorithms. Given that the best results were obtained by merging the informative power of the features gathered from the LOD cloud with the effectiveness of a recommendation framework based on deep learning techniques, we decided to compare our approach to different kind of recommender systems. As shown in Table 4 , our methodology was compared to Basic Recsys, Deep RecSys and LOD-aware RecSys. The first class includes basic recommendation algorithms as popularity-based, collaborative filtering and matrix factorization. Next, in the second class we compared our approach to RSs that employ deep learning techniques and finally in the last class some work that evaluated the impact of features gathered from the LOD cloud is took into account.
Regardless the specific recommendation paradigms, results show that our approach is able to significantly overcome all the baselines. This final outcome definitely confirmed the insight behind Late Breaking Result UMAP'18 Adjunct, July 8-11, 2018, Singapore, Singapore this research, since our recommendation framework based on deep learning techniques and features gathered from the LOD cloud significantly overcame all the baselines, thus confirming the effectiveness of exploiting DL techniques as a powerful tool to merge the unstructured information coming from the textual description of the item with the structured features coming from the LOD cloud.
CONCLUSIONS AND FUTURE WORK
In this work we presented a deep content-based recommender systems based on BRNNs and features gathered from the LOD cloud. Specifically, we presented an architecture that learns a joint representation of the items to be recommended by exploiting unstructured information extracted from the textual description of the items with some structured features. In the experimental evaluation we compared our methodology to several baselines, and the results showed that the insight of combining content-based features with semantics data point coming from the LOD cloud through deep learning techniques can lead to very promising results.
As future work, we will further extend our deep architecture by including more modules devoted at encoding the information coming from diverse sources, as collaborative or graph-based features. Moreover, a more thorough analysis of the impact of the features coming from the LOD cloud will be carried out, in order to precisely evaluate the impact of each type of property on the overall accuracy of our DeepCBRS, and to identify the optimal subset of feature for each specific configuration of our RS. Finally, we will evaluate more sophisticated models for content representation, as those based on Word Sense Disambiguation techniques [3] , and we will compare our approach to other techniques that build item embeddings, as those based on Random Indexing [17] , that already showed their effectiveness in recommendation tasks [14] .
