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Estimating the integrated covariance matrix (ICM) from high frequency finan-
cial trading data is crucial to reflect the volatilities and covariations of trading
instruments. Such an objective is difficult due to contaminated data with mi-
crostructure noises, asynchronous trading records, and increasing data dimension-
ality. In this dissertation, we study the estimation of the ICM of a finite dimensional
diffusion process step by step.
We firstly develop a quasi-maximum likelihood (QML) approach for estimating
the ICM for synchronous data. We explore a novel and convenient multivariate
time series device for evaluating the estimator both theoretically for its asymptotic
properties, and numerically for its practical implementations. We demonstrate
that the QML approach is consistent to the ICM, and is asymptotically normally
Summary viii
distributed. Efficiency gain of the QML approach is theoretically quantified, and
numerically demonstrated via extensive simulation studies. An application of the
QML approach is illustrated through analyzing a data set of high frequency finan-
cial trading.
We then extend the coverage of the QML approach to asynchronous data. We
express the original stochastic model as a state space model and then apply the
Kalman filter approach for solving the QML for estimating the ICM, which is
denoted as the QKF approach. Different from synchronizing the original data, an
approach by applying the expectation-maximization (EM) algorithm is applied to
evaluate the QKF approach for asynchronous data. We show that the estimator
of the new approach is consistent, efficient, positive semi-definite. Properties of
the QKF approach are theoretically derived and numerically demonstrated via
extensive simulation studies. We also implement the QKF approach on some high
frequency financial trading data.
ix
List of Tables
Table 2.1 Parameter Values for Simulations . . . . . . . . . . . . . . . 44
Table 2.2 Bias and root mean square errors (RMSE, values in brackets) (×102) of
estimators for elements of the ICM [Σˆ11, Σˆ12, Σˆ22] with constant and stochastic
spot volatilities when data are synchronous and equally spaced with time interval
between two consecutive observations equals to ∆ and correlation between two
log-price processes equals to ρ. . . . . . . . . . . . . . . . . . . . . . . . 45
List of Tables x
Table 2.3 Bias and root mean square errors (RMSE, values in brackets)
(×102) of estimators for elements of the ICM [Σˆij] (i, j = 1, 2, 3)
with stochastic spot volatilities when data are synchronous and
equally spaced with time interval between two consecutive obser-
vations equals to ∆. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Table 2.4 Bias and root mean square errors (RMSE, values in brack-
ets) (×102) of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] when data are
synchronous but randomly selected through a Poisson process with
parameter η, asynchronous data selected through two independent
Poisson process with parameter η1 and η2. ρ is the correlation be-
tween two log-return processes. . . . . . . . . . . . . . . . . . . . . 47
Table 2.5 Frobenius norm of difference between the estimator and true
value of the ICM with synchronous randomly spaced data and asyn-
chronous data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Table 2.6 Estimators of daily IV times 252 Σˆijs (i, j = 1, 2, 3) of IBM,
DELL and Microsoft for empirical study in Section 4. . . . . . . . 76
Table 3.1 Parameter Values for Simulations . . . . . . . . . . . . . . . 99
List of Tables xi
Table 3.2 Bias and root mean square errors (values in brackets) (×102)
of estimators of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] based on syn-
chronous data with different equally spaced time interval ∆ and
different correlation ρ of two latent log-return processes. . . . . . . 100
Table 3.3 Bias and root mean square errors (values in brackets) (×102)
of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] with asynchronous data gener-
ated from different ∆ equally spaced original data through Bernoulli
trials with fixed successful probabilities p1 for first asset and p2 for
second asset, and different correlation ρ of two log-return processes. 101
Table 3.4 Bias and root mean square errors (values in brackets) (×102)
of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] with asynchronous data gener-
ated from different ∆ equally spaced original data through Bernoulli
trials with different successful probabilities p1 for first asset and p2
for second asset, and with correlation ρ of two log-return processes
fixed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
List of Tables xii
Table 3.5 Bias and root mean square errors (values in brackets) (×102)
of estimators for elements of the ICM [Σˆij] (i, j = 1, 2, 3) for original
synchronous data with equally spaced time interval ∆ and asyn-
chronous data randomly selected from original synchronous data
through Bernoulli trials with successful properties p1 = 0.6, p2 =
0.8, p3 = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Table 3.6 Correlation matrix of 10 assets log-return process . . . . . . 104
Table 3.7 Ratios of root mean square errors of the CQM approach and
the QKF approach for elements of the ICM with synchronous and
equally spaced data, where the time interval ∆ between two consec-
utive data equals to 12s. . . . . . . . . . . . . . . . . . . . . . . . . 104
Table 3.8 Ratios of root mean square errors of the CQM approach and
the QKF approach for elements of the ICM with irregularly spaced
asynchronous data. The original data are generated by choosing
time interval ∆ = 6s. The successful probabilities for Bernoulli
trials are around 0.6 for all assets. . . . . . . . . . . . . . . . . . . 105
Table 3.9 Estimators for the elements of the ICM [Σˆij] (i, j = 1, 2, 3) of
IBM, DELL and Microsoft times 252. . . . . . . . . . . . . . . . . 107
1CHAPTER 1
Introduction
The movements of assets price processes are mysterious and charming because
they are affected by many factors in the financial market and are hard to be
controlled or be predicted. Also, these movements are directly relevant to the loss
or gain from investments in markets. In scientific studies, assets prices are usually
modeled by some stochastic processes. Two conventional models—discrete-time
and continuous-time models have been developed to study the movements.
In reality, we can only observe assets prices at discrete time points. There-
fore, it’s natural to study an assets price process using some discrete-time models.
Study of discrete-time models, or time series models, has a long history started
2from a study of sunspot numbers in Yule (1927). Many time series models include
linear time series models and nonlinear time series models have been developed for
a variety of purposes. The well-known linear models include the moving average
(MA) model, the autoregressive (AR) model, the autoregressive moving average
(ARMA) model, the autoregressive integrated moving average (ARIMA) model,
the state-space model and so on. Because of its simplicity, flexibility and feasibility,
the ARMA framework is popular in the last eight decades. However, as pointed
out firstly by Moran (1953), linear models have their limitations to explain many
empirical features such as regime effect, non-normality, asymmetric cycles, time
irreversibility and so on. Tong and Lim (1980) develop the threshold autoregres-
sive (TAR) model to study the limit cycle in cyclical animal population and river
flow data. Many nonlinear models have been developed including the generalized
autoregressive conditional heteroscedastic (GARCH) model, the smooth transi-
tion autoregressive (STAR) model, the logistic smooth transition autoregressive
(LSTAR) model, hidden Markov or the Markov-switching autoregressive model,
the nonlinear moving average models and others. These models have been applied
in various areas such as econometrics, economics, ecology, finance, hydrology and
many others. For detailed introductions of time series models, we refer to Brock-
well and Davis (1991), Shumway and Stoffer (2006), Tong (1990) and Fan and Yao
(2003).
3In recent decades, with the development of information technologies and glob-
alization of markets, news can be updated at very short intervals and millions
of agents are involved in markets such that trades are taken almost in a non-
stop fashion. Therefore, continuous time models, which capture the instantaneous
changes of assets price process, are more and more attractive and extensively used
in financial economics. The potential advantages of continuous-time models were
recognized by Koopmans (1950) and Merton (1969). During the long history of
studying continuous-time models in financial economics, Black and Scholes (1973)
and Merton (1973) are unquestionably two of the most influential papers. We refer
to Merton (1990) an overview of continuous-time models in finance.
By comparing discrete-time and continuous-time models, we find that there
are many differences between them. Firstly, the philosophies behind are different.
Instead of directly relating the current observation to previous observations of an
assets price process through a regression model as a discrete-time model does, a
continuous-time model models the infinitesimal movements of a stochastic process
usually through a stochastic differential equation. Secondly, continuous models
can distinguish two different kinds of variables — variables measured at specific
time points and aggregated quantities over a period of time. Thirdly, based on a
continuous-time model, one can study the process at any time. In contrast, the
discrete-time model can only analyze the stochastic process at some fixed time
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points, or say at some lags. However, these two kinds of models are similar in
some senses. For example, they are both constructed based on discrete empirical
observations. In addition, a discrete-time model converges in distribution to a
continuous-time model in some cases such as a Markov process can be considered
as the limit of a sequence of Markov chains; many GARCH processes converge in
distribution to diffusion processes (Nelson, 1990), and so on. In this dissertation, we
focus on continuous-time models, especially one kind of continuous-time models—
diffusion processes.
1.1 Diffusion Process
The history of diffusion processes starts from using the Brownian motion to
model the movements of partials in liquid by the botanist Brownian in Brown
(1828). It’s then very widely used after the study of the great physicist Ein-
stein used physical principles (Einstein, 1956). The American mathematician Nor-
bert Wiener gave the rigorous mathematical foundation for the Brownian motion
(Wiener, 1921) and the Brownian motion is also named the Wiener process. The
diffusion processes, in some senses as an extension and generalization of Brow-
nian motion, are widely used in many areas such as economics, finance, applied
mathematics, biology, physics, and other natural sciences.
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A d-dimensional diffusion process {Xt ∈ Rd, t ≥ 0}, can be defined as a solution
to the following partial differential equation:
dXt = µ(Xt; θ)dt+ σ(Xt; θ)dWt, X0 = x0, (1.1)
where t is indexed by a fixed interval [0, T ] or by the half-line [0,∞], θ is a time-
invariant parameter vector,Wt is a q-dimensional Brownian motion, µ(Xt; θ) and
σ(Xt; θ)σ(Xt; θ)
′ are the instantaneous mean and covariance matrix that reflect
infinitesimal change of Xt at time t respectively with µ(.; θ) : R
d → Rd and
σ(.; θ) = (σij)d×q > 0 : R
d → Rd×q. Theorem 5.2.1 in Øksendal (2003) is an
existence and uniqueness theorem about when a stochastic differential equation
(1.1) has a unique continuous solution. Many different diffusion processes have
been proven to be useful tools in financial studies such as for pricing options and
other derivatives, for modeling term structures of interest rates, for analyzing asset
pricing, dynamic consumption and portfolio choice, default risk and credit spreads.
As we mentioned above, the study of diffusion processes is actually based on
observations at some discrete time points. To fix the idea, we denote the observa-
tions as Xt1, ...,Xtn, and t1 < ... < tn. Whenever there is no confusion, we suppress
the time t and denote Xtj by Xj.
Suppose µ(Xt; θ) and σ(Xt; θ) are unknown, how to estimate the functions of
the coefficients µt and σt based on discrete observations? Usually, µt and σt are
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also stochastic processes and may depend on the generating path ω. Researchers




tdt, the integration of the covariance matrix characterizing the infinitesimal
change of Xt, which is often named as the integrated covariance matrix (ICM) of
Xt or integrated volatility (IV)
∫ T
0
σ2t dt when Xt is an one-dimensional stochastic
process. In the last two decades, investigations on the IV and ICM have attracted
substantial interests from researchers and practitioners because the IV and ICM
of financial returns play a crucial role in risk management and many financial
applications including constructing hedging and investing strategies, pricing stock
options and other derivatives. Many estimators of the IV and ICM have been
developed in existing literature using high frequency trading data.
In this dissertation, we focus on the estimations of the IV and ICM. We first
review the existing estimators of the IV and then estimators of the ICM in the
following.
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1.2 Estimation of the IV
Denote St as the price process of an asset and let Xt = log(St). We assume Xt
follows a diffusion process—Itoˆ process that
dXt = µtdt+ σtdWt (1.2)
where µt and σt are continuous stochastic process, Wt is a one-dimensional Brown-
ian motion. Our target is to estimate the IV
∫ T
0
σ2t dt based on the high frequency
discrete observations X1, ..., Xn, where Xi is the observation at time ti ∈ [0, T ]
with T fixed. The data are high frequency means that the sampling frequency n of
the data is quite large and the sampling interval ∆ = max1≤i≤n{ti − ti−1} is quite
small at the scale of 1 second or 1 minute. Asymptotically, they satisfy that
n→∞ and ∆ = max
1≤i≤n
{ti − ti−1} → 0. (1.3)
A well know estimator based on high frequency data—the summation of squared
returns
∑n
i=1(Xi − Xi−1)2, named as realized volatility (RV), is a consistent esti-
mator of IV if ∆ → 0, n → ∞ when the data are observed without measure-
ment errors. Existing literature on the estimation of the IV based on RV includes
Hull and White (1987), Andersen et al. (2001), Barndorff-Nielsen and Shephard
(2002), Mykland and Zhang (2006), McAleer and Medeiros (2008). However, em-
pirical studies show that RV is actually not a good estimator for the IV, especially
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when the sample frequency is high. In fact, there are several factors that challenge
the estimation of IV, which are introduced in the following four subsections. The
existing estimators of the IV in the literature are reviewed in the fifth subsection.
1.2.1 Microstructure Noise
Hansen and Lunde (2006) have conducted a detailed analysis of log-returns of
stocks in Dow Jones Industrial Average (DJIA), and found that the RV of an asset
log-price process increases as the sample frequency increases and may go to infin-
ity if its sample frequency goes to infinity (Figure 1 in Hansen and Lunde, 2006).
This phenomenon demonstrates that the observations of an asset log-price pro-
cess may be contaminated with measurement errors, which are commonly called as
microstructure noises. Borrowing the statement from Aı¨t-Sahalia, Mykland, and
Zhang (2011), the microstructure noise summarizes a diverse market microstruc-
ture effects, which can be roughly divided into three groups. First, the noise rep-
resents the frictions inherent in the trading process: bid-ask bounces, discreteness
of price changes and rounding, trades occurring on different markets or networks,
etc. Second, the noise captures informational effects: differences in trade sizes or
informational content of price changes, the gradual response of prices to a block
trade, the strategic component of the order flow, inventory control effects, etc.
Third, the noise encompasses measurement or data recording errors such as prices
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entered as zero, misplaced decimal points, etc., which are surprisingly prevalent in
these types of data. Therefore, its quite hard to model the noise and its properties
may be very complicated.
We assume that the observed log-prices are Ytis instead of Xtis with the follow-
ing form
Yti = Xti + Uti, (1.4)
where Xti denotes the value of latent log-price process Xt at time ti and Uti the
microstructure noise contained in Yti. The target now is to estimate the IV of the
true log-price process (latent process) Xt based on Ytis.
1.2.2 Transactions or Quotes?
Bid quotes, ask quotes, and transactions are all proxies of the same latent price.
However, they may have different patterns. As shown in Figure 1 and 4 in Hansen
and Lunde (2006), volatility signature plots based on bid quotes, ask quotes, mid-
quote, and transaction prices are different, especially when the frequencies of these
price processes are high. This phenomenon shows that the bid-ask bounces may
be one source of the microstructure noises. We refer to Hansen and Lunde (2006)
and Aı¨t-Sahalia and Mykland (2009) for detailed discussions on transactions and
quotes. Although researchers usually use transaction data to estimate the IV,
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it is obvious that we can obtain some benefits if we incorporate the information
contained in all three series. A simple way is to take the averages of estimators
of the IV of the three series. Hansen and Lunde (2006) combine the three series
together as a vector series and propose a cointegration method to estimate IV of
the latent process.
1.2.3 Calendar, Transaction or Tick Time Sampling?
The calendar time sampling means that tis are equally spaced within some
fixed time interval, such as 1-minute, or 5-minutes. For example, the widely used
exchange rates data from Olsen and associates (see Mu¨ller et al. 1990) are sam-
pled in 5-minutes calendar time. The transaction time sampling means the price
of each transaction is recorded. The tick time sampling means price is recorded
when each price changes. We follow the descriptions of tick and transaction time
samplings in Griffin and Oomen (2008), which are different from Aı¨t-Sahalia, Myk-
land, and Zhang (2005) and Hansen and Lunde (2006). Empirical study shows
that different choices of time samplings can generate different estimators of the
IV for the resulting log-returns. Figures 1 and 4 in Hansen and Lunde (2006)
show that RV and RVAC1 are different between calendar and tick time sampling,




i=1 YiYi+1 is the estimator developed in Zhou
(1996). Griffin and Oomen (2008) provide a study on properties of the log-price
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process with transaction and tick time samplings and find that the microstructure
noises contaminated in transaction time sampled log-prices may appear close to
independent and identically distributed but are highly dependent distributed in
tick time sampled log-prices.
1.2.4 Random Sampling
In real market, the trading records are usually irregularly spaced. However,
estimators of IV developed in previous literature often assume simple assumptions
on the relationship between the observation times and prices (assume they are
independent) or just assume the observation times are non-randomly spaced. Li et
al. (2009) have paid attention to the impact of random sampling in the estimation
of IV and established a central limit theorem for RV when sampling times are
possibly endogenous. On the other hand, some estimators are proven to be robust
to endogenously spaced data, for example, the realized Kernel estimation developed
in Barndorff-Nielsen et al. (2008) is based on endogenously spaced data and the
quasi-maximum likelihood estimation developed in Xiu (2010) is also robust to
endogenously spaced data as it is asymptotic equivalent to the optimal kernel
estimation.
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1.2.5 Existing Estimators of the IV
The pioneer work on the estimation of IV in the presence of market microstruc-
ture noise is given by Zhou (1996), which proposes to correct the bias in the RV
by incorporating the first-order autocovariance
∑n
i=1 YiYi−1. Although this esti-
mator is unbiased, it’s inconsistent as shown in Zhou (1998). Barndorff-Nielsen
et al. (2008) propose a kernel-based estimator named as realized kernel estima-
tion using continuous flat-top kernel function, e.g. Bartlett, cubic, Parzen and
Tukey-Hanning kernel. These realized kernels are proven to be both unbiased and
consistent to the IV. To eliminate or reduce the bias in the RV, one can also
use subsample techniques, i.e. the two and multiple time scales methods devel-
oped in Zhang, Mykland, and Aı¨t-Sahalia (2005) and Zhang (2006), the power
and bipower variation approaches introduced in Barndorff-Nielsen and Shephard
(2004). Methods of smoothing the original data are also proposed to reduce the
impact of microstructure noise, for example, the wavelet methods in Fan and Wang
(2007) and the pre-averaging approach in Jacod et al. (2009). All these estimators
are nonparametric and have good properties such as unbiasedness and consistency
to the IV, except the one in Zhou (1996). Moreover, some of them can achieve the
possible optimal converge rate n1/4 (Gloter and Jacod, 2001) such as the realized
kernel approach with a properly chosen kernel function, and the multiple time scale
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methods (Zhang, 2006).
A parametric estimator — quasi-maximum likelihood (QML) estimator was
firstly introduced in Aı¨t-Sahalia, Mykland and Zhang (2005) and its theoretical
properties were studied in Xiu (2010). This estimator is constructed based on as-
suming not necessarily correct working models for the latent process such that σt
in (1.2) is a constant σ in [0, T ] and the microstructure noise is serially independent
and identically normal distributed with mean 0 and variance a2. Then the QML
estimator is evaluated by optimizing the quasi-likelihood function of the observa-
tions Yis with respect to the unknown parameters σ
2 and a2. Xiu (2010) shows
that this estimator is a robust and well-performing estimator and also achieve a
convergence rate n1/4.
1.3 Estimation of the ICM
In reality, the co-variations of different assets log-price processes play a quite
important role in many financial applications, for example, portfolio optimization,
risk management, and asset pricing. The accuracy of an estimator of the IV of a sin-
gle asset log-price process may be improved by incorporating relevant information
from other assets log-price processes. These practical and/or statistical demands
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motivate researchers to extend the univariate stochastic process modeling to mul-
tivariate stochastic process modeling. However, extending the estimation of the IV∫ T
0








tdt is more challenging as
the high frequency trading data of assets are usually sampled randomly and asyn-
chronous (see Aı¨t-Sahalia, Mykland, and Zhang, 2005; Aı¨t-Sahalia, Fan, and Xiu,
2010), the number of assets involved is usually large (see Wang and Zhou 2010;
Tao et al., 2011), and the estimator of the ICM should be positive semi-definite.
We now introduce three challenges one by one in the following three subsections
and review the existing estimators for the ICM in the fourth subsection.
1.3.1 Asynchronous Data
Asynchronous means that different assets are rarely traded simultaneously,
which is very common in reality. As mentioned in Zhang (2011), this asynchronicity
often causes some undesirable empirical features such as a well-know phenomenon
found in stock returns (Epps, 1979) and in foreign exchange returns (Guillaume et
al., 1997) that the estimate of correlation between two assets log-price processes
tends to be more and more biased when the sampling frequencies of two processes
increase. This phenomenon is usually known as the Epps effect. Therefore, asyn-
chronous property of empirical data is an obstacle for estimating the ICM.
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Methods in previous literature on handling asynchronous data can be divided
into three different groups, methods using part of the original data, using the entire
original data and inserting new data into the original data. The first group of meth-
ods are commonly used in existing literature, including the previous tick approach
in Zhang (2011), the fresh time scheme in Barndorff-Nielsen et al. (2011), the
MINSPAN in Harris et al. (1995), and the Generalized Synchronization method
in Aı¨t-Sahalia, Fan, and Xiu (2010). These methods synchronize data and may
delete a large part of original data and therefore cause the efficiency losses. The
estimator of the integrated covariance (IC) of two assets log-price processes devel-
oped in Hayashi and Yoshida (2005) proposes to use empirical quadratic variations
multiplied by identity functions of time intervals. The technique for handling
asynchronicity in it belongs to the second group and is also applied in Christensen,
Kinnebrock, and Podolskij (2010). Literatures on methods in the third group in-
cludes Hoshikawa et al., (2008); Peluso, Corsi, and Mira (2012); Malliavin and
Mancino (2002 and 2009). However, inserting data may affect the accuracies of
estimators as the inserted data may be far from the true values of the processes.
1.3.2 Dimensionality
The second difficulty in the estimation of the ICM is the dimensionality of free
parameters. There are (d + 1)d/2 free parameters needed to be estimated if the
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ICM is d-dimensional. In reality, the number of assets involved in consideration is
usually large (Wang and Zhou, 2010; Tao et al., 2011). For example the ICM for
the 630 stocks traded in Shanghai Stock Exchange is of size 630*630, and hence
198,765 parameters needed to be estimated. It’s quite difficult to estimate this
huge number of parameters. Therefore, dimensionality is a big problem for the
estimation of the ICM. In addition, the eigenvalues and eigenvectors of sample
covariance matrix are far from the true values (Johnstone, 2001 and Wang and
Zou, 2010). Therefore, a simply realized covariance matrix is not a good esti-
mator for the ICM. Bai and Shi (2011) give a survey of new approaches for the
estimation of high dimensional covairance matrices and their applications in finan-
cial study. These approaches include shrinkage method, the observable and latent
factor method, the Bayesian approach, and the random matrix theory approach.
Another direction of estimating high dimensional matrices is assuming these matri-
ces are sparse. Fan, Lv, and Qi (2011) review the approaches for estimating sparse
high dimensional matrices. A detailed review of the approaches for estimating the
ICM of a multivariate stochastic volatility process will be given later.
1.3.3 Positive Semi-definite
The third difficulty in the estimation of the ICM is how to ensure the estimator
to be positive semi-definite. Several estimators of the ICM developed in previous
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literature may be not positive semi-definite, especially those estimators which pro-
pose to estimate the ICM element-wise and then combine them together (Hayashi
and Yoshida, 2005; Aı¨t-Sahalia, Fan, and Xiu, 2010; Zhang, 2011; Bibinger and
Reiß, 2011). One may threshold the eigenvalues of these estimators to make them
to be positive semi-definite. However, this procedure may affect the properties of
the estimators.
1.3.4 Existing Estimators of the ICM
Recently, researchers have developed several methods to estimate the ICM. For
example, four extensions of estimators of the IV—the multivariate realized kernels
approach (Barndorff-Nielsen et al., 2011), the pre-averaging approach (Christensen,
Kinnebrock, and Podolskij, 2010), the two time scale method for the IC of two
assets (Zhang, 2011), and the quasi maximum likelihood estimator of integrated
covariance of two assets in Aı¨t-Sahalia, Fan, and Xiu (2010). Other kinds of
estimators include the interpolated realized quadratic covariation (Hoshikawa et
al., 2008), the Bayesian high frequency estimator (Peluso, Corsi, and Mira, 2012),
the frequency domain methods based on the Fourier transformations (Malliavin
and Mancino, 2002 and 2009), and spectral estimation of covolatility using local
weights (Bibinger and Reiß, 2011). For the estimation of a high dimensional ICM,
several methods have also been developed, for example Fan, Fan and Lv (2008),
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Fan, Wang, and Yao (2008), and Matteson and Tsay (2009) propose factor model
approaches, Wang and Zhou (2010) threshold the average realized volatilities and
covolatilities, Zheng and Li (2011) propose the time-variation adjusted realized
covariance to consider the case when the dimension of the ICM and the observation
frequencies of the assets price process grow in the same rate.
Despite so many estimators have been developed to estimate the ICM; no es-
timator can achieve all necessarily good properties. The realized kernel approach
and the pre-average approach can’t achieve the possible optimal convergence rate
n1/4; the estimator based on Fourier transformations doesn’t consider the impact of
microstructure noise; the estimators developed in Aı¨t-Sahalia, Fan, and Xiu (2010)
and Zhang (2011) supposed to estimate the elements of the ICM individually can’t
guarantee the estimator to be positive semi-definite, and so on.
These backgrounds motivate us to continue the study on the estimation of the
ICM. On the other hand, because of the good performance of the QML approach
on the estimation of the IV, we first extend the QML approach to multivariate case
for synchronous data in Chapter 2. And then we apply a novel method to handle
the asynchronous data and consider the estimation of the ICM for asynchronous







In this chapter, we study the QML approach for estimating the ICM with high
frequency financial trading data. Extending the QML approach to the multivariate
ICM estimation is difficult in both practical implementation and theoretical anal-
ysis, where huge covariance matrice is encountered which is very hard to evaluate.
Our study makes the following contributions. First, to overcome the difficulties
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of the QML approach in practical implementation and theoretical analysis, we
discover a convenient novel device that constructs a huge covariance matrix from
a much lower dimensional multivariate moving average time series model. Such
a device itself is interesting and can be further explored for extensively studying
the ICM estimation. Second, we explore the use of the QML approach for more
adequately incorporate data information, and demonstrate the gain in efficiency.
We note that the QML approach estimates all covariations jointly over its param-
eter space so that the estimated ICM is positive definite. Consistency, efficiency
and robustness are also achieved by the QML approach. We demonstrate that the
QML approach can handle microstructure noise, which successfully extends the
QML approach in univariate cases to multivariate ones.
We first study synchronous data in our investigation for illustrating the QML
approach for simplicity and clarity in demonstrating its theoretical analysis and
practical implementation. For asynchronous data, we note that existing strategies
such as the previous tick approach (Zhang, 2011), refresh time scheme (Barndorff-
Nielsen et al., 2011), MINSPAN (Harris et al., 1995), and the generalized syn-
chronization method (Aı¨t-Sahalia, Fan, and Xiu, 2010) can be applied for pre-
processing the data. We also refer to Zhang (2011) for the impact of asyn-
chronous data for estimating covariations among assets. On the other hand, the
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QML approach can be applied to asynchronous data via using the expectation-
maximization(EM) method – see Shepard and Xiu (2012) and Corsi, Peluso, and
Audrino (2012), which are two concurrent and independent works of our study.
The rest of this chapter is structured as follows. We describe the proposed
approach and the novel device for theoretical analysis and practical implementa-
tion in Subsection 2.2. Main results are given in Subsection 2.3, and followed by
simulations and an example of high frequency financial data analysis in Subsection
2.4. We conclude this Chapter with some discussions in Subsection 2.5.
2.2 Methodology
We denote by Y˜t = (Y˜1t, Y˜2t, ..., Y˜d,t)
′ the observed log-prices of d assets at time
t ∈ [0, T ] for a fixed T . Without loss of generality, we take T = 1 for simplicity
hereinafter. Suppose that each Y˜it (i = 1, . . . , d) contains the true log-price Xit and
microstructure noise Uit – i.e., Y˜it = Xit+Uit. We impose the following assumption
in our study.
Assumption 2.1. The true log-price process Xt = (X1t, . . . , Xdt)
′ satisfies:
dXit = µitdt+ σitdWit and E(dWitdWkt) = ρiktdt (i, k = 1, . . . , d),
where each drift process µit is assumed to be locally bounded and spot volatility
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process σit is positive and locally bounded Itoˆ semimartingale, W1t, . . . ,Wdt are






is a positive definite
correlation matrix.
Here, the correlations among log-prices are introduced by correlated Brownian
motions (Aı¨t-Sahalia, Fan, and Xiu, 2010). We note that the impact on estimating
integrated volatilities due to µit is asymptotically negligible when sampling interval
lengths shrink to zero in high frequency financial data analysis (Mykland and Zhang
2010). Thus without loss of generality, we assume µit = 0 hereinafter.




Σtdt and Σklt = σktσltρklt,
where Σt is a d×d matrix, Σklt is its (k, l)th element and ρklt = 1 if k = l here and
after in this Chapter. For our theoretical analysis, we first assume synchronous
data observed at equally spaced time points on [0, 1]. Denote by ∆ the sampling
interval, and we assume for simplicity that the sample size n = 1/∆ is an integer.
The QML approach for the ICM estimation with no microstructure noise – i.e.,
Xt is directly observed – is straightforward to carry out by examining the log-
return Ytj = Xtj − Xtj−1. For simplicity in notations, we suppress the time t in
the index and treat Ytj as Yj, Xtj as Xj when no confusion arises. The rationale
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almost surely, and if {Yj}nj=1 are independent and identically normally distributed




Σtdt, then we also have (2.1). Motivated
by this, the QML approach for the ICM based on contaminated data with mi-
crostructure noise proposes to impose a not necessarily correct model by assuming
that Yj (j = 1, . . . , n) independently follows a multivariate normal distribution
N(0,Σ∆) where Σ is a time invariant covariance matrix. We make the following
assumption on the microstructure noises:
Assumption 2.2. The d-dimensional noise Uj = (U1j, U2j, ..., Udj)
′ (j = 1, . . . , n)
is independent and identically distributed random vector with mean 0, positive def-




d0) and finite fourth moment.
In addition, Uj and Xj are mutually independent.
Assumption 2.2 states that the microstructure noises are cross-sectionally inde-
pendent among assets, and serially independent across time. A similar assumption
is imposed in Aı¨t-Sahalia, Fan, and Xiu (2010). From the practical implementation
perspective of the QML approach, we note that both requirements in Assumption
2.2 can be relaxed – i.e.,A0 can be allowed to be a general positive definite covari-
ance matrix, and serial correlations can also be allowed. One may also reasonably
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conjecture that the theoretical properties of the QML approach remain valid un-
der a relaxed assumption. Nonetheless, we note that modeling the unobserved
noise process Ut itself is actually a very difficult problem which remains open for
further investigation – see, for example, Philips and Yu (2008), Aı¨t-Sahalia and
Mykland (2009) and Aı¨t-Sahalia, Mykland and Zhang (2011) for discussions about
the impact of serially-correlated noises and the correlations between Uj and Xj.
Clearly, the observed log-return can be written as
Yj = Y˜j − Y˜j−1 = Xj −Xj−1 +Uj −Uj−1 (j = 1, . . . , n). (2.2)
A quasi-likelihood function assuming time invariant parameters – i.e., σit = σi,









whereY = (Y′1, . . . ,Y
′
n)





Ω = In ⊗ (Σ∆ + 2A)− (Ln + L′n) ⊗A, (2.4)
the notation ⊗ denotes the Kronecker product, In is the n-dimensional identity
matrix, Ln = (Lkl) (k, l = 1, . . . , n) is an n-dimensional one-lag sub-diagonal
matrix with Lk−1,k = 1 (k = 2, . . . , n) and all other elements being 0. Then,
the QML estimator for (Σ,A) is defined to be the maximizer of (2.3).
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An immediate difficulty arises by observing that Ω can be tremendously high
dimensional of size nd × nd, so that directly evaluating (2.3) by inverting Ω may
be daunting, not even mentioning optimizing it. Moreover, properties of the QML
approach in this case is unclear and not straightforward to explore. Indeed, due to
correlations among elements in estimator of Σ, the asymptotic distribution of the
QML approach is more complicated.
To overcome the difficulties in the QML approach, we explore a device by
connecting the model to a lower dimensional multivariate moving average time
series of order 1 – i.e., MA(1) model. As demonstrated later, this device is very
useful for both practically implementing the QML approach and theoretically ex-
ploring its properties. The rationale of connecting the data model to a MA(1)
model is intuitively clear. From the structure of Ω, we see that cov(Yi,Yj) = 0
for |i − j| > 1 (i, j = 1, . . . , n), which is exactly the feature of an MA(1) vector
time series model. Now the question becomes that under the assumptions for con-
structing (2.3), whether such an MA(1) vector time series model is well defined and
equivalent to the QML approach or not. For univariate case, the connection of the
QML approach to the MA(1) time series is well studied; see Aı¨t-Sahalia, Mykland
and Zhang (2005) and Xiu (2010). Nonetheless, its extension to multivariate case
is not automatic.
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Let us consider an MA(1) model for the log-returns:
Yj = pj −Θpj−1, (2.5)
where Θ is a d× d invertible parameter matrix, {pj}nj=1 is a series of independent
and identically distributed normal random vectors with mean 0 and invertible
covariance matrix Γ. Clearly, if d ≥ 2, the unrestricted support of (Θ,Γ) is actually
larger than that of (Σ,A) because free parameters in the latter are fewer. This is
the main difficulty for using MA(1) model as a device to study the QML approach
for multivariate cases since a general MA(1) model is not yet exactly equivalent
so that it is not yet satisfactorily useful for studying the QML approach without
appropriate restriction on the support of (Θ,Γ). Therefore, we first carefully
establish that there exists a one-to-one mapping from a restricted support of (Θ,Γ)
to the entire support of (Σ,A).
Proposition 2.1. For any positive definite matrices Σ and A, the square root
matrix B = {(ΣA−1∆ + 4Id)ΣA−1∆}1/2 exists and the following mapping from
(Σ,A) to (Θ,Γ) exists:
Θ = (ΣA−1∆+ 2Id −B)/2 and Γ =Θ−1A. (2.6)
Define S to be set of all pairs (Θ,Γ) such that Θ = QDQ−1 and Γ =Θ−1A where
Q = A1/2T, T ∈ Rd×d is a d-dimensional orthogonal matrix such that TT′ = Id,
A is a positive definite matrix, and D = diag(δ1, . . . , δd)
′ where 0 < δk < 1 (k =
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1, . . . , d). Then, (Θ,Γ) in (2.6) is in S , and the inverse mapping of (2.6) exists
for any (Θ,Γ) ∈ S :
Σ = {(Θ− Id)2Γ}/∆ and A = ΘΓ. (2.7)
Now one can easily verify that (2.6) in Proposition 2.1 implies that the log-
likelihood function of an MA(1) model (2.5) with restricted support of (Θ,Γ) can
be equivalent to (2.3). Therefore, we can use the model (2.5) as a bridge to study
the QML approach. Moreover, the proof of Proposition 2.1 in the Appendix A
shows that all eigenvalues of Θ from the mapping (2.6) are real and less than 1.
This entails the invertibility of an MA(1) model (Brockwell and Davis, 1991) so
that the model (2.5) can be re-expressed as an auto-regressive form:
pj =Θpj−1 +Yj = Yj +ΘYj−1 +Θ
2Yj−2 + · · · .
Then, we can conveniently apply methods developed for multivariate time series
– see, for example, Tsay (2010) – to obtain the QML estimators Σˆ and Aˆ. In
particular, we apply the following algorithm:
Step 1. (Conditional MLE) By assuming p0 = 0 and writing the model as pj =













Then, maximizing (2.8) with respect to the Cholesky decompositions of Σ and A
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gives the initial estimators Σˆ and Aˆ, and then using the connection in (2.6) gives
the initial estimators of Γˆ and Θˆ.
Step 2. Given the initial values from the previous step, we compute pi recursively
as
p1 = Y1 +Θp0, · · · , pn = Yn +ΘYn−1 + · · ·+Θn−1Y1 +Θnp0. (2.9)
We note that (2.9) is equivalent to
Y∗1 = −Θp0 + p1,Y∗2 = −Θ2p0 + p2, . . . ,Y∗n = −Θnp0 + pn, (2.10)
where Y∗j = Yj + ΘYj−1 + ... + Θ
j−1Y1 for j = 1, . . . , n. Given Θ = Θˆ, by
left-multiplying each equation above by Γˆ−1/2, the resulting system becomes a
multiple linear regression. Therefore, we can use the ordinary least squares method
to obtained an estimator of p0, denote by pˆ0.
Step 3. (Exact MLE) By replacing p0 in (2.9) with pˆ0, we get new (p0,p1, . . . ,pn).
Using the new data, we can construct the exact likelihood function by changing
the lower bound of j in (2.8) from 1 to 0. We then update Σˆ and Aˆ by maximizing
the likelihood function.
Step 4. Repeat Steps 2–3 until convergence.
Remark 1. By the properties of covariance matrix, Σ and A are positive
semi-definite. In Steps 1 and 3, we optimize (2.8) with respect to upper triangular
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matrices C1 and C2, which are assumed to be Cholesky decompositions of Σ and




2, then Σˆ = Cˆ
′
1Cˆ1 and Aˆ = Cˆ
′
2Cˆ2. Since any matrix M,
which can be written as M = C′C with C to be an upper triangular matrix, is
positive semi-definite, therefore the above optimizing algorithm can ensure that the
estimators Σˆ and Aˆ are positive semi-definite. As discussed in Pinheiro and Bates
(1996), we can also use the logarithms of the diagonal elements of C1 and C2 to
ensure that Σˆ and Aˆ are positive definite. In addition, the difficulty in evaluating
the QML approach due to the high dimensionality has been substantially alleviated
since only matrices of size d× d are involved the above algorithm.
2.3 Main Results
2.3.1 Consistency and Asymptotic Normality
Let θ = (θ′(1), θ′(2))′ where θ(1) = vech(Σ), vech(·) is the half-vectorization
operator for symmetric matrix such that θ(1) only includes free parameters in Σ
(see Harville, 1997), and θ(2) = (a21, . . . , a
2
d)
′. We assume that the support of θ is
compact. From (2.3), and up to an appropriate normalization, the likelihood score







































for k = 1, . . . , d(d + 1)/2 and l = 1, . . . , d. Correspondingly, the conditional ex-
pected values of the likelihood score functions given the volatilities and covariations
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and ti (i = 0, . . . , n) denotes the time of the ith observation.
Let Ψ = (Ψ′(1),Ψ′(2))′ = (Ψ
(1)








ingly denote its expected value by Ψ¯. Therefore, the QML estimator θˆ is the root





can be quantified by
Ψ
(1)
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A similar expression for Ψ
(2)
l − Ψ¯(2)l can be obtained by changing the normalizing
constant in (2.11) from
√
n to n for l = 1, . . . , d corresponding to the components
in θ(2). Following the approach of Xiu (2010), we will show that ‖Ψ − Ψ¯‖ p→ 0,
and subsequently ‖θˆ − θ˜‖ p→ 0.
Clearly, evaluation of the matrixΩ−1 is required. Proposition 2.1 provides a de-
vice to obtain an explicit expression for Ω−1, which is a crucial step in establishing
the consistency of θˆ. From (2.4) and (2.6), we can show that
Σ∆+ 2A = ΘΓΘ′ + Γ = ΘA′ + Γ′ =Θ2Γ+ Γ.
The last equation is because Σ,A, and Γ are symmetric. Therefore,
Ω = {In ⊗ (Θ2 + Id)− (Ln + L′n)⊗Θ}(In ⊗ Γ).
In addition, Proposition 2.1 also implies that Θ = QDQ−1 for some real diagonal
matrix D whose elements are less than 1. Hence, the inverse of Ω is given by
Ω−1 = (In ⊗ Γ)−1[In ⊗ {Q(D2 + Id)Q−1} − (Ln + L′n)⊗ (QDQ−1)]−1
= (In ⊗ Γ−1)(In ⊗Q)
{In ⊗ (D2 + Id)− (Ln + L′n)⊗D}−1(In ⊗Q−1). (2.12)
Furthermore, by inverting the banded block matrix in the center of (2.12), Ω−1 can
be expressed as a n × n block matrix of size d × d whose (i, j)th (i, j = 1, . . . , n)
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(
Θ|i−j| −Θi+j −Θ2n−i−j+2 +Θ2n−|i−j|+2) . (2.13)
Let j = Uj −Uj−1, then the difference between Ψ(1)k and Ψ¯(1)k (k = 1, . . . , d(d +
1)/2) with proper normalization is
2n1/2(Ψ
(1)





























































































































. Using (2.14) and an
analogous expression for 2n(Ψ
(2)
l − Ψ¯(2)l ) (l = 1, . . . , d), we establish the following
lemma showing that ‖Ψ− Ψ¯‖ p→ 0, whose proof in detail is given in the Appendix
B.
Lemma 2.1. Under Assumptions 2.1 and 2.2,
Ψ
(1)
k − Ψ¯(1)k = Op(n−1/4), and Ψ(2)l − Ψ¯(2)l = Op(n−1/2) (2.15)
where k = 1, . . . , d(d + 1)/2, l = 1, . . . , d.
The consistency of θˆ is established in the following theorem. Let Σˆ = (Σˆkl)
(k, l = 1, . . . , d), σˆ2k = Σˆkk, σ̂kσlρkl = Σˆkl (k 6= l).
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aˆ2l − a2l0 = Op(n−1/2) (2.16)
for k, l = 1, 2, ..., d.
Theorem 2.1 implies that ‖Σˆ−ΣI‖F p→ 0 where ‖M‖F is the Frobenius norm of











−1/4) where ρˆkl is the QML estimator
of the (k, l)th correlation. Therefore, the QML estimator getting by maximizing
the log-likelihood function (2.3) is consistent to ΣI. Moreover, as shown in our
proof, the consistency of the QML estimator does not depend on the distributional
assumption of the noise. Therefore, the QML approach is robust. On the other
hand, in practice we can ensure that the QML estimators of Σ and A are non-
negatively definite as we can always estimate the Cholesky decompositions of Σ
and A firstly in the algorithm for evaluating them.
The asymptotic normality of θˆ is established in the following theorem.
Theorem 2.2. Let θ
(1)




10, . . . , a
2
d0)
′. Under Assumptions 2.1
and 2.2,  n1/4(θˆ(1) − θ
(1)
0 )
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, V(2) = 2A20 + cum4[U], (2.18)
where cum4[U] is the fourth cumulant of the noise U, V˜
(1)
is the limiting variance
of n1/4(Ψ(1)− Ψ¯(1)), LX→ means convergence in law stably with respect to the sigma
field generated by the process Xt, MN stands for a mixed normal distribution.
The optimal rate of convergence for estimating an integrate variance with mi-
crostructure noises is n1/4 (Gloter and Jacod, 2001). By a result in Tao, Wang and
Zhou (2013), the optimal rate of convergence for the ICM matrix estimation is also
n1/4. Therefore, Theorem 2.2 indicates that the rate of estimating the ICM by the
QML approach is optimal. For more details on the convergence in distribution to
a stable law of a mixed normal distribution, see Barndorff-Nielsen et al. (2008)
and reference therein. Components in V(1) and V(2) are shown to be asymptoti-
cally bounded in the Appendix D using the eigendecomposition of ΣA−1 and the
expressions (2.13) and (2.14).
2.3.2 Clearer Insight of the Main Result in Dimension 2
The asymptotic varianceV(1) in Theorem 2.2 takes explicit form as shown in the
Appendix. However, the exact expressions are lengthy and less meaningful, which
can be evaluated using softwares such as Mathematica. For two dimensional case
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, W˜ = vech{A−1(ΣA)−1/2},
and V˜
(1)


































































































are matrices with bounded Frobenius norm, Σpqt = σptσqtρpqt (p, q = 1, 2). We note




























which is exactly the asymptotic variance of the QML estimator for univariate case
as in Xiu (2010). When ρ12t = ρ12 6= 0 being time invariant, evaluation shows that
the asymptotic variance of
∫ 1
0
σ21tdt is no greater than the univariate case and is a
decreasing function of |ρ12|, which is illustrated in Figures 2.1 and 2.2. In Figure
2.1, we fix two values of σ21 and σ
2
2 and plot the ratios of the asymptotic variances of
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Figure 2.1 The asymptotic variance of univariate QMLE divided by asymptotic






the univariate QML estimator against the bivariate QML estimator σˆ21 for different
correlations. In Figure 2.2, we fix σ21 , and plot the same ratios of the asymptotic
variances of the estimators for different true values of σ22 and correlations. Both
figures indicate that the relative efficiencies improve as the correlations become
stronger. This demonstrates the efficiency gain by using the QML approach. A
similar finding is also shown in an independent work of our study—Shephard and
Xiu (2012).
More specifically, if we assume the model for the QML approach is correct, i.e.,
σit = σi (i = 1, 2), we have the following corollary.























Figure 2.2 The asymptotic variance of univariate QMLE divided by asymptotic














2− 2ρ2) 12{1 + (1− ρ2) 12} 12 + (1 + ρ) 32 + (1− ρ) 32
)
. (2.19)
One can show that the right side of (2.19) is a decreasing function of |ρ|, which
means the asymptotic variances of our QML approach decrease when the correla-
tion of the two log-return processes gets stronger. Here, ’without lose of generality’
means that the equality assumptions in Corollary 2.1 are only given in final result
of limn→∞ n
− 1





as |ρ| → 1 which is 1/√2 times the asymptotic variance in a univariate case. This
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is reasonable by considering that when |ρ| → 1, it is almost the case that the sam-




To demonstrate the merits of the proposed approach, we conduct simulations
to compare our covariance matrix estimator (QML) with the semi-parametric es-
timator developed in Aı¨t-Sahalia, Fan, and Xiu (2010) (denoted by CQM as it is a
combination of quasi-maximum likelihood and moment estimation) and one non-
parametric estimator—the two scales realized variance and covariance estimator
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for M = K, J . np is the number of original observations of pth asset and similar
for nq . npq is the number of observations after synchronizing when two assets are
originally observed un-simultaneously. As suggested in Zhang (2011), we let J = 1





. The CQM approach supposes to estimate the ICM
element by element same as TSE. The CQM for volatility is actually the QML
approach in the case that d = 1. The integrated covariation of two assets processes
Ykt and Ylt is estimated by
ĉov(Y˜k, Y˜l) =
{
v̂ar(γY˜k + (1− γ)Y˜l) + v̂ar(γY˜k − (1− γ)Y˜l)
}
/ {4γ(1− γ)}




, where v̂ar(γY˜k + (1 − γ)Y˜l) is the one di-
mensional QML estimator of IV of the new assets γY˜kt + (1 − γ)Y˜lt, similarly for
v̂ar(γY˜k − (1− γ)Y˜l).
Comparing these three approaches, we find that only our QML approach can
ensure that the estimator of the ICM is positive definite as we can estimate the
Cholesky decomposition of the ICM firstly. On the other hand, the QML approach
and CQM approach are quite similar in estimation of volatilities as they are both
QML approach. However, since our QML approach is a parametric approach
and estimate every element of the ICM based on all information contained in
all observations of assets, therefore in theoretical our approach should be more
efficient than other two approaches and more and more efficient as dimension of
assets process d increases. Our simulation results in the following have proven that.
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On the other hand, if the dimensional of assets process d is significant large, the
CQM approach should be more efficient in computation and accuracy as the QML
approach need to estimate d(d + 1)/2 + d parameters together.
We will demonstrate the performances of these three approaches for different
dimensional assets process in the following simulations. The number of simulations
is 1,000 for all cases. The data generating process in the first case is
Y˜it = Xit + Uit, dXit = σidWit, dWitdWjt = ρij (i, j = 1, 2, 3).
The Euler scheme (Butcher, 2003) is applied to generate the sample path of Xt.
{Uit}nt=1 are independent and identically distributed with distribution N(0, a2i ). We
choose σ2i the same as σ¯
2
i in Table 2.1, where a
2
i for i = 1, 2, 3 are also given. We
calculate the bias and root mean square error (RMSE) for the three approaches.
We also compute the relative efficiency to compare three approaches. RET is the
ratio of the RMSE of TSE and QML. REC is the ration of RMSE of CQM and
QML. So that a RE with value greater than 1 indicating a better performance
of the QML estimator. We consider d = 2 by only using the first two log-prices
processes generated, and d = 3 by considering all three processes. Results for the
two dimensional case are reported in the left part of Table 2.2, and results for the
three dimensional case are reported in the top part of Table 2.3. In this case, the
QML estimator is actually the MLE. We vary the correlation between two latent
log-return processes to compare the performances of estimators when d = 2. When
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d = 3, we set the correlations as ρ12 = 0.3, ρ13 = 0.6, ρ23 = 0.9.
In the second case, we generate data from the Heston Model,




i − σ2it)dt+ siσitdBit + σit−JVit dNit (i = 1, 2, 3)
where E(dWit · dBjt) = δijρidt, δij = 1 for i = j; δij = 0 for i 6= j and E(dWit ·
dWjt) = ρijdt. The first observation of volatility process σ
2







i /2κi). The jump size J
V
it in volatility equals to
exp(zi), where zi ∼ N(θi, µi), and Nit is a Poisson Process independent of other
processes with intensity λi. The parameters are given in Table 2.1. Similar to that
in case 1, we examine d = 2, 3 and the results for stochastic volatility processes are
shown in the second half of Table 2.2, and the bottom part of Table 2.3.
In the third case, we consider the performances of estimators with irregularly
spaced asynchronous data. We firstly generate original synchronous log-prices data
same as in the second case by choosing the time interval ∆ = 1s. We then use
d independent Poisson processes with parameters ηi (i = 1, ..., d) to generate ran-
domly spaced time intervals, and choose the asynchronous data according to these
randomly spaced time intervals from original data. Hence the ith asset is observed
every ηi seconds in average. The values of ηi are given in Table 2.4. We then
use refresh time scheme to synchronize the data before estimating the ICM. Two
experiments are conducted for this case with d = 2. In the first one, we use the
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same Poisson process with parameter η for generating random intervals between
observations so that the data are synchronous but irregularly spaced. In the second
experiment, two independent Poisson processes with same parameter or different
parameters are considered. The two parts of Table 2.4 report the respective results
of the two experiments. We also conduct simulations mainly focus on how the per-
formances of three approaches change as d increases. We report Frobenius norm of
true value of the ICM (‖ΣI‖F ) and Frobenius norm of estimator minus true value
of the ICM (‖Σˆ−ΣI‖F ) when d = 2, ..., 8 in Table 2.5. RET is RMSE of Frobenius
norm of TSE minus true value of the ICM (‖ΣˆTSE −ΣI‖F ) divided by RMSE of
Frobenius norm of QML minus true value of the ICM (‖ΣˆQML−ΣI‖F ) and REC is
RMSE of Frobenius norm of CQM minus true value of the ICM (‖ΣˆCQM −ΣI‖F )
divided by RMSE of ‖ΣˆQML − ΣI‖F . The true value of the ICM is actually an
approximation of it and can only be obtained in simulations.
As shown in Table 2.2, when the sampling frequency increases, both approaches
have better performances because effectively more data are available. The perfor-
mance of the QML estimator is better can be confirmed by examining the relative
efficiencies. We find that RETs and RECs in Tables 2.1-2.4 are bigger than 1,
indicating that the QML approach performs better than the TSE and CQM ap-
proach consistently in all cases including constant volatility, stochastic volatility,
synchronous and equally spaced data, synchronous but randomly spaced data and
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asynchronous data. On the other hand, for d = 2, results in Tables 2.2 and 2.4
show that the improvement gets more substantial when the correlation between
log-asset prices gets larger. Similar phenomenon can be found when d = 3 that the
REC and RET for IVs of second and third assets are much larger than REC and
RET for IV of first asset as we set ρ12 = 0.3, ρ12 = 0.6 and ρ12 = 0.9. If we com-
pare the results in Table 2.3 and those in Table 2.2, we can find that the estimates
of QML in the d = 3 case are better than the corresponding ones when d = 2.
This confirms the source of efficiency gain by using the QML approach. On the
other hand, results for asynchronous data in Table 2.4 show that the performance
of QML are better if the frequency of observation of two assets are closer which
means Fn in Theorem 3.1 is smaller.
The second part of Table 2.3 are the results when the three assets are quite
similar which means the parameters in the generation model for different assets are
quite close. We set the parameters are around the mean of values given in Table
2.1. We find that the results for different assets are very close which confirm that
how to arrange the assets has no impact on the estimation. Table 2.5 are results
for different dimensional assets process. The above part is for synchronous and
unequally spaced data and the bottom is for asynchronous data. For comparison
with above asynchronous cases, here we use Bernoulli experiments with parameters
around 0.8 for each asset to select data from original synchronous equally spaced
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Table 2.1 Parameter Values for Simulations
Asset κi si σ¯
2
i λi µi θi ai ρi
1 6 0.5 0.25 12 0.8 -5 0.005 -0.3
2 4 0.3 0.16 36 1.2 -6 0.003 -0.2
3 5 0.4 0.09 24 0.1 -7 0.004 -0.15
(∆ = 12s) data. We find that for synchronous data, our approach performs quite
well and better and better as the dimension of assets process d increases from 2
to 5 in the sense that the RECs and RETs are bigger and bigger. However, the
RETs and RECs are smaller and smaller if the dimension of the ICM increases
above 6. The reason is as d increases, there is more and more information for
the estimation of each element of the ICM, which is beneficial for the estimation.
However, in the mean time, the fact that more and more parameters needed to
be estimated simultaneously would impact the accuracy of the QML estimator.
For asynchronous data, as d increases, the performance of our approach may be
better due to more information contained in the whole data and also may be worse
due to the increases of asynchronous impacts and the account of free parameters
needed to be estimated simultaneously. Our simulation results show that our QML
approach has significant improvements when d = 2, 3, 4 and may perform worse if
d is larger than 5. In conclusion, our simulation results have proven our theoretical
conclusions and the performance of our QML approach depends on the size, the
dimension and the asynchronicity of the sample of assets price process.
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Table 2.2 Bias and root mean square errors (RMSE, values in brackets) (×102) of estimators
for elements of the ICM [Σˆ11, Σˆ12, Σˆ22] with constant and stochastic spot volatilities when data
are synchronous and equally spaced with time interval between two consecutive observations
equals to ∆ and correlation between two log-price processes equals to ρ.
Σˆ11 Σˆ22 Σˆ12 Σˆ11 Σˆ22 Σˆ12
Constant Volatility Stochastic Volatility
ρ = 0.3 ∆ = 24s ∆ = 24s
TSE 0.65(4.80) 0.38(3.06) 0.11(2.81) 0.58(5.14) 0.48(3.40) 0.24(2.97)
CQM 0.00(2.07) 0.06(1.24) 0.02(1.10) 0.03(2.22) 0.09(1.35) 0.09(1.25)
QML 0.02(1.96) 0.05(1.18) 0.01(0.83) 0.00(2.08) 0.06(1.26) 0.04(0.92)
RET 2.45 2.59 3.39 2.47 2.70 3.23
REC 1.06 1.05 1.33 1.06 1.07 1.36
∆ = 12s ∆ = 12s
TSE 0.30(3.41) 0.22(2.14) 0.08(2.00) 0.37(3.64) 0.25(2.43) 0.20(2.11)
CQM 0.01(1.55) 0.02(0.95) 0.03(0.86) 0.00(1.65) 0.05(1.04) 0.03(0.97)
QML 0.01(1.48) 0.00(0.92) 0.02(0.65) 0.00(1.58) 0.05(0.98) 0.00(0.72)
RET 2.30 2.33 3.08 2.30 2.48 2.93
REC 1.05 1.03 1.32 1.04 1.06 1.35
ρ = 0.6 ∆ = 24s ∆ = 24s
TSE 0.70(4.78) 0.44(3.06) 0.32(3.13) 0.65(5.16) 0.44(3.42) 0.46(3.33)
CQM 0.08(2.00) 0.06(1.27) 0.08(1.30) 0.08(2.23) 0.06(1.37) 0.08(1.36)
QML 0.04(1.68) 0.02(1.12) 0.04(0.95) 0.04(1.79) 0.00(1.18) 0.00(0.99)
RET 2.85 2.73 3.29 2.88 2.90 3.36
REC 1.19 1.13 1.37 1.20 1.16 1.37
∆ = 12s ∆ = 12s
TSE 0.40(3.38) 0.25(2.17) 0.20(2.22) 0.28(3.61) 0.26(2.41) 0.32(2.34)
CQM 0.05(1.53) 0.04(0.96) 0.05(0.98) 0.02(1.62) 0.03(0.98) 0.02(0.98)
QML 0.01(1.29) 0.01(0.84) 0.02(0.72) 0.02(1.39) 0.01(0.87) 0.02(0.71)
RET 2.62 2.58 3.08 2.60 2.77 3.30
REC 1.19 1.14 1.36 1.17 1.13 1.38
Note: QML is our covariance matrix estimator and CQM is the estimator developed in
A¨ıt-Sahalia, Fan, and Xiu (2010). TSE is the estimator developed in Zhang (2011). RET is the
ratio of the RMSEs of TSE and QML. REC is the ratio of the RMSEs of CQM and QML.
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Table 2.3 Bias and root mean square errors (RMSE, values in brackets) (×102)
of estimators for elements of the ICM [Σˆij] (i, j = 1, 2, 3) with stochastic spot
volatilities when data are synchronous and equally spaced with time interval be-
tween two consecutive observations equals to ∆.
∆ = 12s Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
Stochastic Volatility
TSE 0.47(3.42) 0.19(2.34) 0.12(1.22) 0.08(2.05) 0.15(1.68) 0.15(1.59)
CQM 0.07(1.56) 0.01(1.05) 0.01(0.60) 0.01(0.94) 0.03(0.76) 0.01(0.72)
QML 0.09(1.44) 0.04(0.80) 0.01(0.41) 0.01(0.61) 0.01(0.55) 0.01(0.52)
RET 2.38 2.93 2.98 3.36 3.05 3.06
REC 1.08 1.31 1.46 1.54 1.38 1.38
Stochastic Volatility with Close Parameter Values
TSE 0.30(2.24) 0.23(2.22) 0.23(2.23) 0.22(1.87) 0.17(1.79) 0.16(1.80)
CQM 0.06(1.00) 0.02(1.02) 0.05(1.05) 0.04(0.81) 0.03(0.82) 0.03(0.82)
QML 0.01(0.80) 0.02(0.83) 0.00(0.84) 0.01(0.53) 0.01(0.53) 0.01(0.54)
RET 2.80 2.67 2.65 3.53 3.38 3.33
REC 1.25 1.23 1.25 1.53 1.55 1.52
Note: QML is our covariance matrix estimator and CQM is the estimator developed in
A¨ıt-Sahalia, Fan, and Xiu (2010). TSE is the estimator developed in Zhang (2011). RET is the
ratio of the RMSEs of TSE and QML. REC is the ratio of the RMSEs of CQM and QML. ∆ is
the time interval between two consecutive observations. The first part are using the parameters
given in Table 2.1. The parameters for three processes in the second part are quite close to the
response mean of the parameter values given in Table 2.1. We find that the estimators are also
quite close to each other.
2.4.2 Financial Data Analysis
We now apply the QML approach to trading data of three real assets – IBM,
Dell, and Microsoft. The data are available from the TAQ database. The sample
period is two days, January 4th and 5th, 2007. The same data cleaning procedure
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Table 2.4 Bias and root mean square errors (RMSE, values in brackets) (×102)
of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] when data are synchronous but randomly
selected through a Poisson process with parameter η, asynchronous data selected
through two independent Poisson process with parameter η1 and η2. ρ is the
correlation between two log-return processes.
Σˆ11 Σˆ22 Σˆ12 Σˆ11 Σˆ22 Σˆ12
Synchronous Asynchronous
η = 1 ρ = 0.3 η1 = 1 ρ = 0.3 η2 = 1
TSE 0.05(1.36) 0.02(0.89) 0.09(0.81) 0.07(1.38) 0.04(0.88) 0.12(0.80)
CQM 0.03(0.80) 0.03(0.51) 0.05(0.46) 0.02(0.88) 0.02(0.53) 0.09(0.46)
QML 0.02(0.76) 0.03(0.49) 0.06(0.37) 0.02(0.81) 0.03(0.48) 0.06(0.38)
RET 3.16 3.24 3.70 1.70 1.83 2.11
REC 1.05 1.04 1.20 1.09 1.10 1.21
η = 5 ρ = 0.3 η1 = 1 ρ = 0.3 η2 = 3
TSE 0.17(2.48) 0.08(1.67) 0.14(1.40) 0.01(1.34) 0.00(0.89) 0.1(0.81)
CQM 0.01(1.34) 0.04(0.87) 0.05(0.74) 0.02(1.08) 0.02(0.68) 0.01(0.60)
QML 0.02(1.20) 0.05(0.76) 0.05(0.56) 0.02(1.06) 0.01(0.66) 0.03(0.54)
RET 2.07 2.59 3.21 1.26 1.35 1.50
REC 1.12 1.14 1.32 1.02 1.03 1.11
η = 5 ρ = 0.6 η1 = 1 ρ = 0.6 η2 = 3
TSE 0.75(3.23) 0.54(2.04) 0.55(2.08) 0.01(1.32) 0.00(0.91) 0.16(0.90)
CQM 0.02(1.34) 0.00(0.85) 0.03(0.84) 0.01(1.10) 0.04(0.69) 0.17(0.67)
QML 0.02(1.19) 0.00(0.72) 0.02(0.62) 0.01(0.99) 0.05(0.62) 0.04(0.59)
RET 2.12 2.31 2.55 1.33 1.47 1.53
REC 1.13 1.18 1.35 1.11 1.11 1.14
NOTE: The left 3 columns are results when the data are synchronous and selected through a
Poisson process with parameter η, which means the time mean of two consecutive observations
is η seconds. Results in right 3 columns are obtained based on asynchronous data which are
randomly selected through two different Poisson process with parameters η1 and η2. Fresh time
scheme is applied to synchronize the asynchronous data before estimating. QML is our
covariance matrix estimator and CQM is the estimator developed in A¨ıt-Sahalia, Fan, and Xiu
(2010). TSE is the estimator developed in Zhang (2011). RET is the ratio of the RMSEs of
TSE and QML. REC is the ratio of the RMSEs of CQM and QML.
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as in Barndorff-Nielsen et al. (2011) is applied for pre-processing the data – in
particular, 1) deleting entries which are equal to 0 or smaller than 0.2) deleting
entries with negative values in the column of “Correlation Indicator”, 3) deleting
entries with a letter code in the column of “COND”, except for “E” or “F”, 4)
deleting entries outside the period 9:30 p.m. to 4 p.m., and 5) using the median
price if there are multiple entries at the same time.
We use the refresh time scheme (see Barndorff-Nielsen et al., 2011) to synchro-
nize the original data. And notice that previous tick approach can’t ensure (3.1) is
satisfied. We also compare the results of QML with those from the method devel-
oped in Zhang (2011) (TSE) and method developed in Aı¨t-Sahalia, Fan, and Xiu
(2010) (CQM) . Results are given in Table 2.6, where 252 times the ICM estimates
are reported, which corresponds to the magnitude of a yearly integrated volatility.
We organize three processes as Y˜= (IBM, Dell, Microsoft)’, so Σˆ11 is the estimator
of integrated volatility of IBM, and so on, ρˆij (i, j = 1, 2, 3) is the estimator of the
corresponding correlation. For TSE, we find that different subsampling frequency
K give different results, however it will be stable as K increases. In our real data
analysis, we report the stable result of TSE.
From Table 2.6, as expected, we observe that three methods have comparable
estimates of integrated volatilities and covariations. From the estimates, we can
see that the price of DELL is more volatile than those of IBM and Microsoft. By
looking at the estimated correlations, we find that these three company are pos-
itively correlated that may be explained by the fact that they are all IT related.
In addition, DELL and Microsoft are more tightly correlated with each other that
may due to their closer business partnership. On the other hand, however, we can
see that the estimates of the correlations differ between methods, and the QML
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approach in general produces smaller values in correlations. A few reasons may
explain the differences. First, the maximum likelihood approach using multivari-
ate normal distribution is known to under-estimate the variances and covariances
(Harville, 1997). Second, there are many quite large absolute values of the log-
returns in the data set indicating that a data model with jump component may be
more appropriate. The impact due to such a mis-specification of the model may
differ for the three methods, and it is an interesting problem that worth further
investigations. Third but not the least, the level of uncertainties associated with
the integrated covariances estimations based on daily trading data may be high.
The number of refresh time is around 6,000, and the value of 60001/4 is less than
10. Moreover, though Theorem 2.2 provides the limiting variance of the QML
approach, it does not incorporate the impact due to data synchronization which
is very difficult to analyze because it involves the distribution of the unobservable
Ui. How to adequately incorporate sources of uncertainties for analyzing data
synchronization scheme is difficulty, and it remains open for further investigations.
2.5 Discussions
We develop a new positive definite consistent estimator for integrated covari-
ance matrix of d dimensional process in the presence of microstructure noise, where
d is finite. This estimator is shown to be more efficient than all other estimators
and theoretically it is optimal when the MLE is optimal for the estimation of co-
variance matrix. In addition, it can be conveniently obtained in practice by just
evaluating a log-likelihood function of a d dimensional multivariate normally dis-
tributed sample. In recent works of Tao et al. (2011) and Tao et al. (2012),
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diverging d is considered for multiple time scale approach with thresholding, and
the optimal convergence rate is established when imposing some sparsity assump-
tions. A further extension of the QML approach is considering large number of




Appendix A. Proof of Proposition 2.1
If (2.5) is equivalent to the underlying model of the QML approach for con-
structing (2.3), we must have
var(Yj) = Γ+ΘΓΘ
′ = Σ∆+ 2A and cov(Yj,Yj−1) = −ΘΓ = −A. (2.20)
By left-multiplying A−1 to the first equation of (2.20), and note that Θ = AΓ−1
and Θ−1 = ΓA−1, we have
A−1Γ+Θ′ = A−1Σ∆+ 2Id ⇐⇒ Θ +Θ−1 = ΣA−1∆+ 2Id
⇐⇒ Θ2 − (ΣA−1∆+ 2Id)Θ+ Id = 0. (2.21)
If the square-root matrixB = {(ΣA−1∆+4Id)ΣA−1∆}1/2 exists, then the quadratic
matrix equation (2.21) has an explicit solution (2.6). On the other hand, since
ΣA−1 = A1/2A−1/2ΣA−1/2A−1/2, and A−1/2ΣA−1/2 is a positive definite covari-
ance matrix, we can diagonalize ΣA−1 as QΛQ−1 where Λ is a diagonal matrix of
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the eigenvalues of A−1/2ΣA−1/2 and Q is A1/2 left-multiplying the matrix of corre-
sponding eigenvectors. Therefore, we see that B = Q{(Λ∆+ 4Id)Λ∆}1/2Q−1 and
this justifies the existence of the solution (2.6) without any additional constraint.
Let D = [Λ∆ + 2Id − {(Λ∆ + 4Id)Λ∆}1/2]/2, we have an equivalent expression
Θ = QDQ−1. The above justification also shows that the inverse mapping of
(2.6) exists because the mapping between the two diagonal matrices D and Λ is
one-to-one and onto. And this completes the proof of Proposition 2.1.
We now prove Lemma 2.1, Theorems 2.1, 2.2 and Corollary 2.1 in the fol-
lowing Appendix B-E. As mentioned in Subsection 2.3.1, θ = (θ′(1), θ′(2))′ where
θ(1) = vech(Σ), vech(·) is the half-vectorization operator for symmetric matrix
such that θ(1) only includes free parameters in Σ (see Harville, 1997), and θ(2) =







l are the likelihood score functions with appropriate
normalizations given in Subsection 2.3.1, which are the partial derivative functions













l under Assumptions 2.1 and 2.2.
Appendix B. Proof of Lemma 2.1
The proof of Lemma 2.1 is proven by calculating the following five equations.
















an easily proven result that the maximum value of elements of Ω−1 is O(n1/2). The
proof of the last two equations are much more tedious and need more teniques, but
also it just contains directly calculations. Moreover, in our proof of Lemma 2.1
and Theorem 2.2, almost all the calculations begins from calculating the functions
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of eigenvalues of elements of Ω−1.










































are true for any integers 1 ≤ g ≤ d(d + 1), 1 ≤ h ≤ d, then Lemma 2.1 can be
proven by observing that


























The proof of above five equations are all based on directly but tedious cal-
culations, which are mainly based on the decomposition of Ω in the following.
According to the proof of Proposition 2.1, we write ΣA−1 = QΛQ−1, where
Λ = diag(λ1, λ2, ..., λd) and det(Q) = 1 . Then by (2.6) and Proposition 2.1,
we have Θ = QDQ−1, and the kth eigenvalue of Θ is
Dk =
(
λk∆+ 2− {(λk∆+ 4)λk∆}1/2
)
/2
= 1− λ1/2k n−1/2 + λkn−1/2 +O(n−3/2). (2.28)
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The calculations in the proofs of theorems are based on the following decomposition
































































where ωiikl denotes the (k, l)th element of (i, i)th block matrix. It follows from
Theorem 5.6.1 and equation (8.5.1) in Jacod and Protter (2012), we have the




























then (2.22) can be proven by proving maxi,k,l(ω
ii
kl) = O(n
1/2). We find that D˜iik is
a concave function of i for any 1 ≤ k ≤ d, with maximum value equals to O(n1/2),





















































































Use above equation, (2.30) and Chebyshev’s inequality, we have proven (2.22).

















≤ C∆ if i 6= j, where C is of order O(1). So by





























































The last equation is because for any g, h ∈ {1, 2, ..., d}, we have∑nj=1∑j−1k=1 (∑dg,h ωkjgh)2
equals to O(n5/2). Thus, we prove (2.23) by Chebyshev’s inequality.
Then, we prove (2.24). Because for any j 6= i, the diagonal elements of 2D˜ij −
D˜








































2ωiikl − ωi,i−1kl − ωi,i+1kl
)
= O(n1/2).
The last equation is because for any k, l ∈ {1, 2, ..., d}, we have∑ni=1∑nj=1 ωijkl(2ωijkl−
ωi,j−1kl − ωi,j+1kl ) equals to O(n3/2) and here and after ρklt = 1 when k = l.
Finally, we prove (2.25) and (2.26). Let  = (11, 21, ..., d1, ..., 1n, 2n, ..., dn)
′,












and E(kp) = 0, E(kplq) = 0 for k 6= l, then by using the result in McCullagh






















































Here ωkl denotes a vector containing (k, l)th element of all ω
rss for r, s = 1, 2, ..., n.
V¯1(M,N), V¯2(M,N) and V1(M,N), V2(M,N), V (M,N) in the following are func-
tions of elements of matrix M,N or vectors M,N. By Using Lemma 1 of Aı¨t-
Sahalia et al. (2005),
cum(kp, kq, kr, ks) =

2cum4[Uk] if p = q = r = s;
(−1)f(p,q,r,s)cum4[Uk], if max(p, q, r, s) = min(p, q, r, s) + 1;
0 otherwise,




























ωrskl {ωr−1,s−1kl + ωr+1,s−1kl − 2ωr,s−1kl + ωr−1,s+1kl











































by (2.29), where fhkk = qkhphk, f
h















































































where function V can be V1 in (2.32) and V2 in (2.33). Here and in the following,
D˜k is a vector which contains the (k, k)th element of all diagonal matrices D˜
rs for




































(1 +Dk)(1 +Dl)(1−DkDl) n+O(1)








2n((−1 +Dk)Dl{−3 +Dl +Dk(−1 + 3Dl)})























2n(1−Dk)(1−Dl){3 +Dk(1−Dl)2 +Dl +D2kDl(1 + 3Dl)}













n3/2 + o(n3/2), (2.37)
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where functions V1 and V2 are defined in (2.32) and (2.33) respectively.
On the other hand, since QQ−1 = I, so for any 1 ≤ k 6= l ≤ d, we have
d∑
h=1
qkhphk = 1 and
d∑
h=1
qkhphl = 0. (2.38)











































(D˜rsh − D˜rs1 )
}
(2.39)
by (2.38). Since we have
V1
(




D˜k, D˜h − D˜1
)
= O(n1/2),
V1(D˜h − D˜1, D˜h − D˜1) = O(1), V2(D˜h − D˜1, D˜h − D˜1) = O(1) (2.40)









































































































































O(n1/2)O(n−1/2) +O(1) = O(1).






















































n1/2 + o(n1/2). (2.41)





















































































+ o(n), if k = l;
O(1) if k 6= l.
On the other hand, since ∂Dh
∂a2k




































































































































is also dominated by the



















































Therefore, Lemma 2.1 has been proven by (2.27). Moreover, Lemma 2.1 is also








depends on the fourth cumulant of the noise Uk.
Appendix C. Proof of Theorem 2.1
We use Theorem 2 in Xiu (2010) to prove that our QML approach obtained by
evaluating (2.3) is a consistent estimator of the ICM and we also give the asymp-
totic distribution of the QML approach. Theorem 2 of Xiu (2010) is re-stated as
follows.
Lemma A.1. Let Ψθ(ω) and Ψ¯θ(ω) be random vector-valued functions. For each
θ in parameter space β, a compact subset of Rk, they are measurable functions
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on Ω, and for each ω in Ω, continuous functions in β. In addition, there exists a




‖ Ψθ(ω)− Ψ¯θ(ω) ‖ P→ 0.
2. Identifiability: For every  > 0, there exists a constant δ0 > 0, such that,
P ( min
θ∈β:‖θ−θ˜(n)‖≥
‖Ψ¯θ(ω)‖ > δ0)→ 1.
Then any sequence of estimators θˆ such that Ψθˆ(ω) = op(1), converges in proba-
bility to θ˜, i.e., θˆ − θ˜ P→ 0.
Lemma 2.1 has proven the uniform convergence condition of Lemma A.1, we
now show the identifiability condition in Lemma A.1 holds for any element in Ψ¯θ.
To prove that, we focus on the derivation of the root of Ψ¯ and the derivative Ψ¯
with respect to the parameter θ.
























Ω−1(In ⊗ hl − Ln ⊗ hl) + ∂Ω
−1
∂a2l












where hl is a d dimensional diagonal matrix with hl(l, l) = 1 and other elements





























































































The last equation is because Dg = 1−
√
λgn
−1/2 +O(n−1). Since ωii depends on




















The last equation is because for i < K or i > n −K, ωii and ∂ωii
∂θh
are dominated
by ωM and moreover the integration time interval [tK, tn−K ] → [0, 1] as n → ∞.



































1Here we use the technique in the proof of Theorem 4 in Xiu (2010), K can equal to nδ with
any 1
2











+ ga2l (θ, θ0)n
−1/2 + op(n
−1/2), (2.50)
where ga2l (θ, θ0) is a function of elements of Σ,A,ΣI and A0 and with order O(1).
So, if we let Ψ¯
(2)
l = 0, we have
a˜2l = a
2
l0 − 2a˜2l ga˜2l (θ˜, θ0)n
−1/2 + op(n
−1/2). (2.51)











































s is any element in θ(2), except a2l .































































































where the last equation is because (2.49). On the other hand, since




































































And the above equation is satisfied for all elements in θ(1) = vech(Σ). Denote
W = A−1(ΣA−1)−1/2 and
G = (W11, 2W12,W22, 2W13, 2W23,W33, ..., 2W1d, 2W2d, ...,Wdd)
′.
Let vech(Υ¯) be the parameter vector and θ
(1)














Since Σ is a symmetric positive definite matrix, so G is a full rank matrix. There-
fore above array of equations has only zero roots. That means elements of Υ¯ all
equal to O(n−1/2), hence
‖Σ˜−ΣI‖F = Op(n−1/2). (2.56)
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equals to op(1) by (2.51) and (2.56).
Moreover, for θ
(1)
g = σ2l and θ
(1)




























































−1/2) = Op(1). (2.58)







P→ θ0. Moreover, by direct calculation we have

































This establishes the identifiability condition. By applying Lemma A.1 and results
in Lemma 2.1, (2.56), (2.57) and θˆ − θ0 = θˆ − θ˜ + θ˜ − θ0, we complete the proof
of Theorem 2.1.
Appendix D. Proof of Theorem 2.2
We firstly discuss the asymptotic distribution of Ψ − Ψ¯. Similar arguments
when d = 1 can be found in Jacod and Shiryaev (2003), Jacod and Protter (2012)
and Barndorff-Nielsen et al. (2008). We firstly consider Ψ(1)− Ψ¯(1) and claim that







LX→ means convergence in law stably with respect to the sigma field generated
by the process Xt, MN stands for a mixed normal distribution. We prove (2.59)






g (g = 2, 3, 4) asymptotically follows a mixed




















































































































































































Let K = n2/3 and since D˜ijk → 0 exponentially if |i− j| = O(nδ) when 12 < δ < 1,















































, then by the Theorem 5.6.1
and equation (8.5.1) in Jacod and Protter (2012), we have that n−1/4M
(1)
2 converges
stably in law and asymptotically follows normal distribution with mean 0 and the


















































































i , ..., η
d
i )
′ (i = 1, ..., n) are independent distributed normal
distributions with mean 0 and variance Σi
I
s (i = 1, ..., n), Σi
Iku is the (k, u)th
element of Σi
I
, and similarly for Σi
Ilv.
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Therefore, by (2.61) and the same argument in the proof of Theorem 2.1, we obtain
that
n−1/4 · 2M(1)2 p→MN (0,R2) , (2.64)
where the (e, f)th element of R2 is

















































































































2 , we only need to considerK ≤ i ≤ n−K.





l −Di,j−1l −Di,j+1l )
=
8DkDl












































































n1/2 + o(n1/2). (2.67)





















































































Moreover, since {∑ni=1(∆niX2k )}−1/2∆niXk becomes uniformly asymptotically neg-
ligible, therefore from (2.66) and conditional on filtration σ(X), we can use central
limit theorem, Lemma 1 and Proposition 5 in Barndorff-Nielsen et al. (2008) to
obtain the asymptotic normal distribution of n−1/4 ·M(1)3 , such that
n−1/4 ·M(1)3





































From the discussion in Lemma 2.1, we also have conditional on the filtration
σ(Xt),























n1/2 + o(n1/2) (2.72)
by similar calculation as (2.41). So we prove (2.59) by combing (2.60), (2.64),
(2.69), (2.71) together and using Lemma 2 in Barndorff-Nielsen et al. (2008). And
the d(d + 1)/2 dimensional symmetric matrix V˜
(1)
equals to (R2 +R3 +R4)/4.
Now, we consider the asymptotic distribution of θ(2). Since from the proof of
Lemma 2.1, we know that the noise part dominates Ψ
(2)
k − Ψ¯(2)k , so we have
n1/2(Ψ
(2)









And, since the noise are independent, so ′ ∂Ω
−1
∂a2k




independent when k 6= l. Hence
n1/2(Ψ(2) − Ψ¯(2)) LX→ MN(0, (2A20 + cum4[U])A−40 /4), (2.73)
where cum4[U] = diag(cum4[U1], ..., cum4[Ud]). And since the covariance of n
1/4(Ψ(1)−
Ψ¯(1)) and n1/2(Ψ(2) − Ψ¯(2)) is of order op(1), then the joint central limit theorem












by the Proposition 5 in Barndorff-Nielsen et al. (2008).
Now we can calculate the asymptotic distribution of θ. Since ‖Σˆ − Σ˜‖F =
Op(n
−1/4), ‖Σ˜−ΣI‖F = Op(n−1/2) and aˆ2l − a˜2l = Op(n−1/2), a˜2l − a2l0 = op(n−1/2)
from Lemma 2.1 and proof of Theorem 2.1, we can get the asymptotic distribution
of θˆ − θ0 = θˆ − θ˜ + θ˜ − θ0 by firstly considering the distribution of Ψθˆ − Ψ¯θ˜. By
























is the variance of Ψ(1) − Ψ¯(1), and F(1) = ∂Ψ¯(1)
∂θ(1)
.
On the other hand, based on (2.50) for Ψ¯
(2)





to A0/2 when the derivative is taken on θ
(2)





by (2.58) and Fθ =
 F(1) F(12)
0 F(2)
. F(1) and F(12) can be obtained by (2.58).
Then by Lemma 2.1, we have Ψ(1) − Ψ¯(1)
Ψ(2) − Ψ¯(2)
 = Fθ
 θˆ(1) − θ˜(1)
θˆ(2) − θ˜(2)
 .





















0 2A0 + cum4[U]

 .
by (2.74). Moreover, since ‖Σ˜ − ΣI‖F = Op(n−1/2) and a˜2l − a2l0 = op(n−1/2) by
(2.56) and (2.57), we therefore finish the proof of Theorem 2.2.
Appendix E. Proof of Corollary 2.1























{σ21σ22ρ2 + (λ1 − σ21)2}1/2
, q2 =
λ1 − σ21
{σ21σ22ρ2 + (λ1 − σ21)2}1/2
. (2.76)



































































and each element of V˜
(1)









where Σ˘ij is the (i, j)th element of Σ˘ with Σ˘ = Σ
−1/2 and R2(k, l), R3(k, l), R4(k, l)
are given by (2.65), (2.70) and (2.72).
To calculate F(1) and V˜
(1)
, we assume σ2 = σ1 in the last step of calculations,
which means we just make the two values to be equal but do not change the
parameter space from {σ21, σ22, ρ} to {σ21, ρ}. By doing this, we obtain that
q1 = q2 =
√
2/2, λ1 = σ
2
1(1 + ρ), λ2 = σ
2
1(1− ρ) (ρ > 0),
q1 = −q2 = −
√
2/2, λ1 = σ
2
1(1− ρ), λ2 = σ21(1 + ρ) (ρ < 0). (2.78)
Moreover, instead of taking derivative based on of q1, q2, λ1, λ2 in above equation,





























































k is any element of {σ21, σ1σ2ρ, σ22}.
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{1 + (1− ρ2)1/2}1/2 + {(1 + ρ)3/2 + (1− ρ)3/2}) .
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Table 2.5 Frobenius norm of difference between the estimator and true value of
the ICM with synchronous randomly spaced data and asynchronous data
Dimension 2 3 4 5 6 7 8
Synchronous Data
ICM 0.534 0.734 0.922 1.110 1.273 1.445 1.586
TSE 0.079 0.120 0.158 0.197 0.233 0.273 0.309
(0.044) (0.057) (0.069) (0.079) (0.088) (0.097) (0.103)
CQM 0.036 0.054 0.071 0.088 0.106 0.124 0.140
(0.019) (0.024) (0.030) (0.033) (0.036) (0.039) (0.043)
QML 0.029 0.040 0.052 0.062 0.075 0.089 0.096
(0.014) (0.016) (0.019) (0.021) (0.023) (0.027) (0.032)
RET 3.14 3.60 3.59 3.77 3.75 3.59 3.23
REC 1.37 1.52 1.56 1.58 1.52 1.46 1.35
Asynchronous Data
TSE 0.086 0.133 0.190 0.236 0.293 0.354 0.403
(0.049) 0.063) (0.085) (0.096) (0.109) (0.124) (0.137)
CQM 0.039 0.060 0.081 0.103 0.129 0.150 0.183
(0.022) (0.027) (0.032) (0.037) (0.042) (0.047) (0.050)
QML 0.034 0.055 0.080 0.104 0.133 0.155 0.186
(0.017) (0.023) (0.030) (0.036) (0.045) (0.053) (0.058)
RET 2.87 2.69 2.81 2.67 2.41 2.37 2.37
REC 1.28 1.13 1.05 1.02 0.93 0.90 0.86
NOTE: ICM reports the mean of Frobenius norms of the ICM—||ΣI||F . QML reports the
mean of Frobenius norms of our QML estimator minus true values—||ΣˆQML −ΣI||F . Similarly
for TSE and CQM, which use estimators developed in Zhang (2011) and A¨ıt-Sahalia, Fan, and
Xiu (2010) respectively. Values in brackets are the root mean square error (RMSE) of Frobenius
norms of corresponding ||Σˆ−ΣI||F . RET is the ratio of RMSE of ||ΣˆTSE −ΣI||F and RMSE of
||ΣˆQML −ΣI||F . REC is the ratio of RMSE of ||ΣˆTSE −ΣI||F and RMSE of ||ΣˆQML −ΣI||F .
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Table 2.6 Estimators of daily IV times 252 Σˆijs (i, j = 1, 2, 3) of IBM, DELL
and Microsoft for empirical study in Section 4.
04/01/2007 Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
TSE 2.82 6.31 3.14 0.74 0.69 1.83
CQM 3.03 7.04 3.26 1.11 0.69 1.79
QML 3.02 7.13 3.15 0.93 0.60 1.71
05/01/2007 Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 ρˆ23
TSE 2.79 10.24 3.51 0.86 1.06 1.58
CQM 2.73 9.79 3.70 1.50 1.39 2.04
QML 2.73 9.38 3.45 0.85 0.97 1.71
NOTE: Values above are 100 times the actual values, 04/01/2007 means January 4th, 2007,
similar for 05/01/2007. Data are synchronized by refresh time scheme. QML is our covariance
matrix estimator and CQM is the estimator developed in A¨ıt-Sahalia, Fan, and Xiu (2010).





In this chapter, we study the estimation of the ICM with asynchronous data.
In reality, different assets are rarely traded at the same time points and the fre-
quencies of their trades are usually different. For example, as we demonstrated in
previous chapter, three stocks—IBM, DELL and Microsoft, are traded in the same
market. The average time intervals between trades of IBM, DELL and Microsoft
are 2.33s, 2.15s and 1.90s respectively on January 4th, and are 2.38s, 2.14s and
1.96s respectively on January 5th. Moreover, trades of assets, which are traded at
different markets, are also often asynchronous, for example, the foreign exchanges.
In a given day, the market of foreign exchanges in Asian open firstly, followed by
Europe and then North American and Australia.
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As we know, multivariate stochastic models are usually constructed for multi-
dimensional assets price process with synchronous data. Therefore, to estimate the
ICM with asynchronous data, previous approaches propose to synchronize original
data before estimating. However, this is not a good choice in statistics view as any
synchronization method will drop a part of original data. In this chapter, we apply
a novel method, which keeps all observations in the original data set, to handle the
asynchronous property of the data. We consider the original asynchronous data
as a data set with missing components and rewrite the original stochastic process
model in (1.2) and (1.4) as a state space model. And the state space model is
constructed based on the same idea in Chapter 2, which is giving two unnecessary
correct models to the stochastic volatility process and microstructure noises. We
refer to an excellent book about applying the state space model in time series–
Durbin and Koopman (2001) for the introduction of studies on state space models.
We then apply the techniques for handling missing components in the studies of
state space models and estimate the ICM through EM-algorithm and Kalman fil-
ter. This new approach, which is named as the QKF approach, is a combination of
the QML approach and Kalman filter. The consistency, efficiency, positive semi-
definite and robustness of the QML approach can also be achieved by the QKF
approach. In addition, comparing to the QML approach, the QKF approach is
more computationally efficient even when the dimension of the ICM is large as the
close-form of the maximizers in each M-step of EM-algorithm is explicit. Two con-
current and independent works of our study—Shepard and Xiu (2012) and Corsi,
Peluso, and Audrino (2012) follow the same idea of our new approach but with
different state space models. Moreover, the procedure developed in Shepard and
Xiu (2012) can only handle the case in which the microstructure noises in different
assets are independent, but our approach can relax this constraint.
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The rest of this chapter is structured as follows. We firstly prove that the QML
approach is suitable for asynchronous data in Subsection 3.2, and then describe
our setting for the state space model and the evaluation of the new estimator in
Subsection 3.3. Our main results on the theoretical properties of the new estimator
are presented in Subsection 3.4, which are then followed by simulations and an
example of high frequency financial data analysis in Subsection 3.5. We conclude
this chapter in Subsection 3.6.
3.2 The QML Approach for Asynchronous Data
We denote by Y˜t = (Y1t, Y2t, ..., Ydt)
′ the observed log-prices of d assets at time
t ∈ [0, T ] for a fixed T . Without loss of generality, we take T = 1 for simplicity
hereinafter. Suppose that each Y˜it (i = 1, . . . , d) contains the true log-price Xit and
microstructure noise Uit – i.e., Y˜it = Xit+Uit. We impose the following assumption
in our study.
Assumption 3.1. The true log-price process Xt = (X1t, . . . , Xdt)
′ satisfies:
dXt = µtdt+ σtdWt
where µt is locally bounded and σt is a ca`dla`g volatility matrix process (see Barndorff-
Nielsen et al., 2011), Wt = (W1t,W2t, . . . ,Wdt)
′ is a d-dimensional vector of inde-
pendent Brownian motions.
Here, without loss of generality, we assume µt = 0 hereinafter since as men-
tioned in Mykland and Zhang (2010) that the impact on estimating integrated
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volatilities due to µt is asymptotically negligible when sampling interval lengths
shrink to zero in high frequency financial data analysis.
Assumption 3.2. The d-dimensional noise Ut = (U1t, U2t, ..., Udt)
′ for different t
are independent and identically distributed with mean 0, positive definite covari-
ance matrix A0 and finite fourth moment. In addition, Ut and Xt are mutually
independent.
Assumption 3.2 states that the microstructure noises are serially independent
across time and Ut and Xt are also independent. For discussions about the im-
pact of serially-correlated noises and the correlations, we refer to Aı¨t-Sahalia and
Mykland (2009) and Aı¨t-Sahalia, Mykland and Zhang (2011).
Assumption 3.3. The assets price process are observed irregularly and asynchronous—
{Y˜iτij , i = 1, 2, ..., d; j = 1, 2, ..., ni}, where Y˜iτi1 , Y˜iτi2, ..., Y˜iτini are observations for
the ith asset. Moreover, the observation time points {τil ∈ [0, 1], i = 1, 2, ..., d; l =
1, 2, ..., ni} are randomly spaced and stochastically independent of the latent process
Xt.
This strong but commonly used assumption can be found in Shephard and Xiu
(2012). For the discussion about the endogeneity of time, we refer to Engle and
Russell (1998), Li, Mykland, Renault, Zhang, and Zheng(2009).











based on asynchronous observations. In our Chapter, we prove that the QML
estimator of ICM for synchronous data is an consistent, efficient and positive
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semi-definite estimator by just evaluating a quasi log-likelihood function of a d
dimensional multivariate normally distributed sample. We can find that the QML
approach is also suitable for asynchronous data.
In this subsection, we prove that the QMLE approach associated with Gen-
eralized Synchronization method introduced in Aı¨t-Sahalia, Fan, and Xiu (2010)
can be applied to asynchronous data which and the QML estimator is a consistent
estimator of the ICM. Generalized Synchronization method is built on the Gener-
alized Sampling Time {t0, t1, ..., tn} by selecting an arbitrary observation Yitij for
the ith asset with tij ∈ {τi1, ..., τini} and tj−1 < tij ≤ tj, where {t0, t1, ..., tn} satisfy
that:
1. 0 = t0 < t1 < ... < tn = 1.
2. There exists at least one observations for each asset between consecutive tj’s.
3. The time intervals, {∆j = tj − tj−1, 1 ≤ j ≤ n}, satisfies supj ∆j p→ 0.
Therefore,
tj−1 < min{t1j, t2j, ..., tdj} ≤ max{t1j, t2j, ..., tdj} ≤ tj. (3.1)
We find that the fresh time scheme introduced in Barndorff-Nielsen et al. (2011) is
an example of Generalized Synchronization method and satisfies (3.1). However,
the previous tick approach used in Zhang (2011) may not satisfy (3.1). As given
in Zhang (2011), a sufficient criterion for Generalized Synchronization method is
provided by the following two conditions:
Condition C1. The Generalized Sampling Time {t0, t1, ..., tn} are independent of
price process, the volatility process and the noises. The time intervals {∆j =
tj − tj−1, 1 ≤ j ≤ n} are independent and identically distributed.
Condition C2. supj |τij − τi,j−1| = O( 1N ) for any 1 ≤ i ≤ d, where N is the
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maximum value of ni + nk for i, k = 1, ..., d and i 6= k.
Condition C3. supj |tj − tj−1| = O( 1n) and n = o(N).









k as in Subsection 2.3.1, we know that (2.11) should be changed as
Ψ
(1)











































0 · · · 0 Σ¯n,n−1
I
−A0 Σ¯nnI + 2A0

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with ρpqt = 1 if p = q , which satisfy that Σ¯
i,i−1
Ipq = 0 if tp,i−1 > tq,i−1 and Σ¯
i,i+1
Ipq = 0

































for j = i− 1, i+ 1.
Similarly, Ω0 in Ψ
(2)
l − Ψ¯(2)l is needed to be replaced by Ω¯0. We find that by
proving Lemma 2.1 is true for new Ψ
(1)
k −Ψ¯(1)k and Ψ(2)l −Ψ¯(2)l , we have the following
theorem for asynchronous data.
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Theorem 3.1. Let ∆ = 1
n
and synchronize the original data through Generalized
Synchronization method above. Then under Conditions C1, C2, C3 Assumptions
2.1 and 2.2, we have the QML estimator θˆ defined as the maximizer of (2.3) is a
consistent estimator of θ.
Here data are not required to be regularly spaced, and as a special case of
Theorem 3.1, the QML approach using irregularly spaced but synchronous data
are consistent. Conditions C1 and C2 are devices for controlling the impact due to




i=1 |tpi− tqi| measures
the total data asynchronicity and it plays a central role in affecting the properties
of the ICM estimation with synchronized data; see also Zhang (2011). When the
impact due to Fn is negligible, the QML approach remains consistent as shown
by Theorem 3.1. On the other hand, however, the magnitude of Fn may grow
with increasing data dimensionality so that the impact of data synchronization
becomes more significant with more assets. This observation is confirmed by our
simulations. On the other hand, with increasing data dimensionality, the portion
of data deleted due to the synchronization becomes more substantial and thus
information loss may incur especially for more actively traded assets. Therefore in
practice, it is probably more appropriate to apply the QML and other approaches
for assets with similar levels of trading intensity on the markets rather than jointly
considering too many assets together without carefully examining the impact due
to data asynchronicity.
Although this QML approach is suitable for a quite high dimensional ICM in
theoretical, it’s clear that it’s very time consuming and the QML estimator would
not be accurate enough if the dimension of the ICM is high since there is no close
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form for the optimizer of that log-like function. Therefore, to maintain the good
properties of QML approach and increase the computational efficiency, we combine
our QML approach with a new EM algorithm. We rewrite our stochastic model
for log-returns as a well-designed Gaussian state space model. By doing this, we
can apply the method for dealing with missing data in the analysis of state space
model to solve the second problem—how to handle the asynchronous data. The
another advantage of our new approach is we use the entire original data instead of
deleting a part of data by some synchronization method as in previous literature.
Therefore we obtain the optimal efficiency of the estimator but with no impact on
the accuracy.
3.3 Methodology
3.3.1 The QKF Approach for Asynchronous Data
Before the discussion of estimation of the ICM for asynchronous data, we con-
sider a special case of Assumption 3.3 that the assets price processes are observed
simultaneously such that n1 = n2 = ... = nd = n and the jth observation time
of ith asset tij = tj for any i = 1, 2, ..., d, where 0 = t0 < t1 < t2 < ... < tn = 1.
We follow the settings for the QML approach in the above chapter and impose
two not necessarily correct models by assuming Ut follows a multivariate normal
distribution N(0,A) and Σt = Σ with Σ to be a time invariant covariance matrix
for all t ∈ [0, 1]. Therefore, we have that
Xtj −Xtj−1 ∼ N(0,Σ∆j),
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Y˜tj − Y˜tj−1 = Xtj −Xtj−1 +Utj −Utj−1 ∼ N(0,Σ∆j + 2A),
where ∆j = tj − tj−1. These two normal distributions inspire us to construct a
state space model for the latent process Xt and observed process Y˜t as following:
Y˜j = Xj +Uj
Xj = Xj−1 +Vj.
where Vjs are independent, and normally distributed with mean zero and covari-
ance Σ∆j (j=1, ..., n). We suppress the time t for simplicity in notations, and treat
Y˜tj = (Y˜1,tj , ..., Y˜d,tj)
′ as Yj, similar for Xtj and Utj when no confusion arises. Ob-
viously, the Kalman filter and EM-algorithm can be applied in this state space
model to derive estimators of Σ and A.
We then extend the above state space model to asynchronous data. We firstly
write the union of all observation time points tils (i = 1, 2, ..., d; l = 1, 2, ..., ni) of
d assets in Assumption 3.3 as
τj, j = 1, 2, ..., n,
where τjs are distinct and 0 ≤ τ1 < τ2 < ... < τj < ... < τn ≤ 1. To construct a di-
mensional time-invariant state space model for asynchronous data, we let Yij = 0 if
the ith asset has no observation at time τj otherwise it equals to the observation of
ith asset at time τj . In addition, for the convenience of deriving conditional expec-





 to be a permutation matrix such








j = (Y˜i1,j, Y˜i2,j, ..., Y˜idi,j)
′
(we refer it as the observed component of Y˜j) and 1 ≤ i1 < i2 < ... < idj ≤ d, the
i1th, i2th, ...,idjth assets have unique observations at time τj, Y˘
(2)
j (we refer it as
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the missing component of Y˜j) is a d−dj dimensional zero vector which corresponds
to the assets with no observation at time τj . The role of Bj is to ensure the first
dj components of assets price process are observed.
The new state space model for Xj and the new constructed Y˘j for j = 1, 2, ..., n
is as following
Y˘j = BjXj + U˘j, (3.3)
Xj = Xj−1 +Vj, (3.4)
Our aim now is to derive the maximum likelihood estimators of covariance ma-
trices A and Σ. Under the assumption that the initial state X0 ∼ N(µ0,ΣS)
and ignore constant part, we have the likelihood function for the complete data
{X0, ...,Xn; Y˘1, ..., Y˘n} satisfies








{B′j(Y˘j −BjXj)}′A−1{B′j(Y˘j −BjXj)}. (3.5)
where we denote θ as a vector of parameters which contains all free parametric
elements of {µ0,ΣS,Σ,A}. Then by taking the derivatives ofΣ andA, we have the








j (Xj −Xj−1)(Xj −Xj−1)′ respectively.
However in practice, one can only observe the incomplete data yn = {Y˘(1)1 , ..., Y˘
(1)
n }
which are functions of complete data x. Therefore we apply the EM algorithm to
derive the following iteration for evaluating (3.5). We firstly give an initial value









be simply given by the first observation of ith asset. A(0) can be the realized
covariance divided by 2n (Zhang 2005), ΣS and Σ can be initialed by a realized
kernel approach (Barndorff-Nielsen et al., 2011). To apply EM-algorithm, we firstly
denote that
Xlj = E(Xj |yl), Plj,m = E{(Xj −Xlj)(Xm −Xlm)}, (3.6)
and Plj = P
l
j,m when m = j, where yl = {Y˘
(1)
1 , ..., Y˘
(1)
l }. The E-step of the
EM-algorithm for evaluating (3.5) begins from deriving the expectation of (Xj −
Xj−1)(Xj − Xj−1)′ and (Y˘j − BjXj)(Y˘j − BjXj)′ conditional on yn and θ(k−1).
We have













































j −B(1)j Xj),A22j −A21j (A11j)−1A12j
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where Ek−1 and vark−1 means the expectation and variance are taken under θ
(k−1).
The E-step of EM algorithm at kth iteration is





{Pn0 + (Xn0 − µ0)(Xn0 − µ0)′}
)








































Then by simply taking derivatives for Σ and A, we therefore yield the M-step
and update the estimators of Σ and A as
Σˆ
(k)
















= Pn0 . (3.12)
The estimator of θ, θˆ = {µˆ0, ΣˆS, Σˆ, Aˆ} named as the QKF approach, is the
limitation of θˆ(k) and it would maximise the quasi-likelihood function (3.5). The




j,j−1 can be obtained by the following Lemma 3.1.
Lemma 3.1. Denote A˘j =
 A11j 0
0 Id−dj
 with A11j to be the upper-left dj×dj





 and B˘j =
 B(1)j
0
 is a d × d
dimensional matrix and B
(1)
j is the first dj rows of Bj .
By giving the initial conditions X0 = µ0 and P
0
0 = ΣS, we have the following
three results for the state-space model (3.3) and (3.4):















j +Kj(Y˘j − B˘jXj−1j ), (3.15)
P
j













(2). For j = n, n − 1, ..., 1, based on above filter results, the Kalman smoother


















(3). Under the initial condition
Pnn,n−1 = (I−KnB˘n)Pn−1n−1, (3.21)









Lemma 3.1 is a combination and extension of Properties 6.1, 6.2 and 6.3 in
Shumway and Stoffer (2006). We will prove it in the Appendix.
3.3.2 Estimation of the ICM for Two Special Case
The two special cases discussed in this Subsection are frequently studied in
previous literature. The first case, which is the case discussed in a new paper
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Shephard and Xiu (2012), is when the variance of U˘j in observation equation (3.3)
is a diagonal matrix. We find that the EM-algorithm derived in previous Subsection













Therefore, the update of estimators of Σ and A are also (3.10) and (3.11) but with
new M(k).
The other special case is the data are synchronous which means dj = d and B˘j
is a d × d dimensional identity matrix. The update of estimators of Σ and A are








(Y˜j −Xj)(Y˜j −Xj)′|yn, θ(k−1)
}
= Pnj + (Y˜j −Xnj )(Y˜j −Xnj )′. (3.23)
This case has been discussed in our previous paper Liu and Tang (2012) in which
we developed the QML approach to estimate the ICM. We will prove later that
our new QKF approach is actually equivalent to the QML approach in this case.
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3.4 Main Results
3.4.1 The QKF and QML Approach are the Same When
Observations are Synchronous
Comparing our new QKF approach to the QML approach developed in Liu
and Tang (2012), we find that the only difference is the quasi-likelihood functions
constructed in two approaches and methods to evaluate them are different. We
denote by
Yj = Y˜j − Y˜j−1 = Xj −Xj−1 +Uj −Uj−1 (j = 1, . . . , n) (3.24)







′. The QML estimator for
(Σ,A) in Liu and Tang (2012) is defined to be the minimizer of the following
function
−2lnLY(Σ,A) = ln |Ω|+Y′Ω−1Y, (3.25)
where
Ω = In ⊗ (Σ∆ + 2A)− (Ln + L′n) ⊗A, (3.26)
the notation ⊗ denotes the Kronecker product, In is a n-dimensional identity ma-
trix, Ln = (Lkl) (k, l = 1, . . . , n) is an n-dimensional one-lag sub-diagonal matrix
with Lk−1,k = 1 (k = 2, . . . , n) and all other elements being 0.
The QKF approach which is obtained by evaluating (3.5) through EM-algorithm




where =(x) is a mapping of complete data x to incomplete data yn, and satis-
fies Y˜j =
∑n
j=1Vj + Uj + X0. On the other hand, since y˘n = {Y˜1 − Y˜0, Y˜2 −
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Y˜1, ..., Y˜n − Y˜n−1} is a non-singular transformation of yn = {Y˜1, ..., Y˜n} if Y˜0 is
known, therefore maximize the sampling density yn is equivalent to maximize the
sampling density of y˘n and therefore equivalent to minimize equation (3.25). Hence
we conclude that there is no difference between the QKF approach and the QML
approach developed in Liu and Tang (2012) theoretically and the QKF approach
also have the good properties as the QML approach have for synchronous data,
such as consistency, efficiency (achieve the optimal convergence rate n1/4 (Gloter
and Jacod, 2001)), positive semi-definite. Our simulation results in Section 4 have
proven that.
3.4.2 Consistency of the QKF Approach





in (3.10) and (3.11) as k goes to ∞ exist and we denote them as Σˆ and Aˆ.
In addition, these Σˆ and Aˆ for synchronous data or asynchronous data satisfy that
‖Σˆ−ΣI‖F p→ 0 and ‖Aˆ−A0‖F p→ 0 (3.27)
where ‖Σˆ−ΣI‖F is the Frobenius norm of Σˆ−ΣI and same for ‖Aˆ−A0‖F .
Proof: We consider x = {X0,Uj ,Vj; j = 1, 2, ..., n} as the complete data,
then (3.5) is −2lnf(x|θ) with f(x|θ) be the density of complete data. Therefore,
by equation (1.1) and proof of equation (2.4) in Dempster et al. (1977), we know




f(x|θ)dx, where =(x) is a mapping of complete data x to
incomplete data yn. Therefore, by Theorem 2 in Dempster et al. (1977), we know




in (3.10) and (3.11) exist and ‖Σˆ −Σ‖F p→
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0 and ‖Aˆ − A‖F p→ 0. In addition, if we denote Σˆfull and Aˆfull as the QKF
estimators based on synchronous data which means yn have no missing component,
we have ‖Σˆ − Σˆfull‖F ≤ ‖Σˆ − Σ‖ + ‖Σ− Σˆfull‖F p→ 0 since ‖Σˆfull −Σ‖F p→ 0.
Similarly, ‖Aˆ− Aˆfull‖F p→ 0. On the other hand, since as concluded in Subsection
2 that the QKF approach is equivalent to the QML approach for synchronous
data which means ‖Σˆfull − ΣI‖F p→ 0 and ‖Aˆfull − A0‖F p→ 0, hence we have
‖Σˆ−ΣI‖F ≤ ‖Σˆ−Σfull‖+ ‖Σfull −ΣI‖F p→ 0. Similarly, ‖Aˆ −A0‖F p→ 0.
3.4.3 Comparisons between Our Approach and Existing
Similar Approaches
Recently, three other papers derive similar approaches for estimating the ICM
as our approach. One is our previous paper Liu and Tang (2012) in which we derive
the QML approach. The other two are independent works of ours. Comparing to
the QML approach associated with a synchronizing method for asynchronous data,
our new QKF approach uses the entire original data and without changing the ob-
servation time points of original data. However, any synchronizing method for
asynchronous data changes the time points and deletes part of data from original
data. Therefore, our new approach can achieve efficiency and accuracy improve-
ments. Moreover, as mentioned in Section 2, the QKF approach can deal with the
problems involved with quite high dimensional assets process in practice, but the
QML approach can not.
In early May 2012, we read the on-working paper Shephard and Xiu (2012).
They also apply the Kalman filter and EM algorithm to derive the Realized QML
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estimator for the ICM. However, there are two main differences between their
approach and ours. One main is the EM algorithm in Shephard and Xiu (2012)
is just suitable for the case when the variance of noise A is a diagonal matrix.
However, our approach can relax this constraint. The other one is our state space
model is different from their state space model. They add a dj×d dimensional assets
selection matrix Zi to the observation equation (3.3) such that Y˜j = ZjXj +ZjUj
and the dynamic observation equation (3.4) would not change, where Y˜j is a dj
dimensional vector of observations of dj assets which have observations at time τj .
However, the dimensional of Y˜j in our model is d at any time point. Comparing our
model with this model, we find that our method uses the information contains in
observations at time τj to update the conditional expectations of all elements of Xj
no matter whether the assets have any observation at time τj or not. However, the
Realized QML approach in Shephard and Xiu (2012) just updates the conditional
expectations of the assets which have observations at time τj. Therefore, our
method should be more efficient theoretically.
Also in May 2012, we have learned another paper—Corsi, Peluso and Audrino
(2012) which is also an independent and concurrent work of our work. The authors
also try to extend Xiu (2010) to multivariate case. This paper is distinct in the
setting of state space model and the assumption of variance of noise. Moreover, we
have fully developed a mathematical proof for the consistency of the QKF approach
based on the Theorem 2.2.
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3.5 Numerical Examples
3.5.1 Simulations
To demonstrate the merits of the proposed approach, we conduct simulations to
compare the QKF approach with the QML approach and the estimator developed
in Aı¨t-Sahalia, Fan, and Xiu (2010) (denoted by CQM as it is a combination of
quasi-maximum likelihood and moment estimation). The CQM approach proposes
to estimate the ICM element by element. The CQM for volatility is actually the
QML approach when d = 1. The integrated covariation (IC) of two assets processes









γY˜k − (1− γ)Y˜l
)}
/ {4γ(1− γ)}






γY˜k + (1− γ)Y˜l
)
is the one
dimensional QML estimator of the IV of the new asset γY˜kt + (1− γ)Y˜lt, similarly
for v̂ar
(
γY˜k − (1− γ)Y˜l
)
.
We will demonstrate the performances of these three approaches for different
dimensional assets process in three cases. The number of simulations is 1,000 for
all cases. The first case is when the data are synchronous. We generate data of
the latent log-price processes from the Heston Model,




i − σ2it)dt+ siσitdBit + σit−JVit dNit (i = 1, 2, 3)
where E(dWit · dBkt) = δikρidt, δik = 1 for i = k; δik = 0 for i 6= k and E(dWit ·
dWkt) = ρikdt. The first observation of volatility process σ
2
i0 is sampled from






i/2κi). The jump size J
V
it in volatility equals
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to exp(zi), where zi ∼ N(θi, µi), and Nit is a Poisson Process independent of
other processes with intensity λi. The microstructure noise contaminated in the
observations of ith asset Uijs are simulated from a normal distribution with mean
0 and variance a2i . The parameters are given in Table 3.1. We calculate the bias
and root mean square error (RMSE) for the three approaches. We also compute
the relative efficiency to compare three approaches. REC is the ratio of the RMSE
of CQM and the RMSE of QKF. REQ is the ration of the RMSE of QML and
the RMSE of QKF. So that a REC or REQ with value greater than 1 indicates
a better performance of the QKF estimator. We consider d = 2 by only using
the first two generated log-prices processes, and d = 3 by considering all three
processes. Results for the two dimensional case are reported in Table 3.2, and
results for the three dimensional case are reported in the above part of Table 3.5.
We vary the correlation between two latent log-return processes (denoted by ρ in
Tables 3.2, 3.3 and 3.4) to compare the performances of three estimators when
d = 2. When d = 3, we fix ρ12 = 0.3, ρ13 = 0.6, ρ23 = 0.9.
In the second case, we consider the performances of three estimators with asyn-
chronous data. To generate asynchronous data, we firstly generate original syn-
chronous data by choosing the time interval ∆ = 2s or ∆ = 12s based on the
Heston Model above by the Euler scheme, and then we use Bernoulli trials with
parameters p1, p2, p3 to randomly select observations from original data for the
three assets respectively. We then use refresh time scheme to synchronize them
for the QML and CQM approaches. Table 3.3 reports the results of the three
estimators under different cases in which p1 and p2 are fixed but ρ changes. Table
3.4 reports the results of the three approaches under the cases in which p1 and p2
change but ρ is fixed. Table 3.5 reports the results for the 3 dimensional ICM.
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As shown in Tables 3.2, 3.3 and 3.4, when the time interval ∆ gets smaller,
all approaches have better performances as more data are available, which shows
three estimators are consistent. The performance of the QKF estimator can be
confirmed by examining the relative efficiencies. We find that REQs in Table 3.2
and above part of Table 3.5 are all around 1, which proves that our new approach
is equivalent to the QML approach for synchronous data. But for asynchronous
data, we find that all REQs and RECs are bigger than 1, which indicates that the
QKF approach performs better than the QML and CQM approaches consistently
in all cases. On the other hand, for d = 2, the improvements of performances
of the QKF approach gets more substantial when the correlation between log-
returns gets larger. Moreover, we find that the RECs and REQs are different for
different pairs (p1, p2). Generally speaking, if the difference between two assets
observation frequencies is more significant, our new QKF approach have more
efficiency improvements comparing to the QML and CQM approaches since the
synchronization method will drop more data. The simulation results have proven
the consistency and efficiency of the QKF approach.
In addition, we conduct simulations for the case that the dimension of the ICM
is 10. This case is used to show the advantages of our QKF approach on the
estimation of a reasonable high dimensional ICM. In this case, it is shown that
the CQM approach actually outperforms the QML approach due to large portion
of data is deleted in the data synchronization. Therefore, we only compare the
performance between the CQM approach and the QKF approach. We construct




where CW is given in Table 3.6,, and ρ = (ρ1, ..., ρ10)
′ and other parameters in the
Heston model are specified by setting βj to be (
∑3
i=1 βi/3)(1 + |j − 5| ∗ 0.01) for
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Table 3.1 Parameter Values for Simulations
Asset κi si σ¯
2
i λi µi θi ai ρi
1 6 0.5 0.25 12 0.8 -5 0.005 -0.3
2 4 0.3 0.16 36 1.2 -6 0.003 -0.2
3 5 0.4 0.09 24 0.1 -7 0.004 -0.15
the jth asset, where βi represents κi, si, σ¯
2
i , λi, µi, θi, ai, ρi given in Table 3.1. We
generate the synchronous data same as in the first case and the asynchronous data
same as in the second case. Since the biases of the CQM approach and the QKF
approach are all small which are less than 5% of true values, therefore we only
report the results of RECs in Tables 3.7 and 3.8. REC has the same meanings as
above. Table 3.7 are the results for equally spaced data with time interval between
two consecutive data ∆ = 12s and Table 3.8 are the results for asynchronous data
which are generated by the same method as described in the second case. The
original data are generated by choosing time interval ∆ = 6s. The (i, j)th element
of each table is the REC of the (i, j)th element of the ICM. We find that all
elements in Table 3.7 and 3.8 are bigger than 1, and the mean of elements is 1.29
for Table 3.7 and 1.70 for Table 3.8. Therefore, our QKF approach has significant
efficiency improvements, especially for the asynchronous data.
3.5.2 Financial Data Analysis
We now apply the QKF, QML and CQM approaches to trading data of three
real assets – IBM, Dell, and Microsoft. The data are available from the TAQ
database. The sample period is two days, January 4th and 5th, 2007. We focus
on the daily ICM. The same data cleaning procedure as in Barndorff-Nielsen et
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Table 3.2 Bias and root mean square errors (values in brackets) (×102) of es-
timators of elements of the ICM [Σˆ11, Σˆ22, Σˆ12] based on synchronous data with
different equally spaced time interval ∆ and different correlation ρ of two latent
log-return processes.
Syn Σˆ11 Σˆ22 Σˆ12 Σˆ11 Σˆ22 Σˆ12
∆ = 2s ∆ = 12s
ρ = 0.3 ρ = 0.3
CQM 0.03(0.80) 0.03(0.51) 0.05(0.46) 0.01(1.65) 0.01(1.04) 0.01(0.97)
QLE 0.02(0.76) 0.03(0.49) 0.06(0.37) 0.01(1.58) 0.01(0.98) 0.01(0.62)
QKF 0.01(0.75) 0.04(0.50) 0.04(0.35) 0.01(1.57) 0.01(0.93) 0.01(0.60)
REC 1.05 1.04 1.20 1.05 1.12 1.62
REQ 1.01 0.98 1.06 1.01 1.05 1.03
ρ = 0.6 ρ = 0.6
CQM 0.02(0.84) 0.00(0.48) 0.03(0.50) 0.04(1.62) 0.05(1.03) 0.05(1.01)
QML 0.02(0.74) 0.00(0.43) 0.02(0.41) 0.04(1.39) 0.04(0.87) 0.04(0.66)
QKF 0.02(0.75) 0.01(0.44) 0.03(0.40) 0.03(1.40) 0.05(0.88) 0.05(0.65)
REC 1.12 1.11 1.18 1.16 1.17 1.55
REQ 0.99 0.98 1.03 0.99 0.99 1.02
ρ = 0.9 ρ = 0.9
CQM 0.03(0.83) 0.03(0.50) 0.02(0.57) 0.01(1.63) 0.00(1.04) 0.00(1.17)
QML 0.02(0.66) 0.02(0.40) 0.02(0.44) 0.04(1.10) 0.02(0.74) 0.03(0.73)
QKF 0.01(0.67) 0.01(0.39) 0.03(0.45) 0.03(1.13) 0.02(0.74) 0.05(0.73)
REC 1.21 1.20 1.23 1.44 1.41 1.60
REQ 0.99 1.03 0.95 0.97 1.00 1.00
NOTE: The left 3 columns and right 3 columns are results obtained by using original data
generated with time interval ∆ = 2s and ∆ = 12s respectively. QKF is our new estimator
obtained by combing the QML approach and Kalman filter together. QML is the estimator
developed in Liu and Tang (2012) and CQM is the estimator derived in A¨ıt-Sahalia, Fan, and
Xiu (2010). REC is the ratio of the RMSE of CQM and the RMSE of QKF, and REQ is the
ratio of the RMSE of QLE and the RMSE of QKF.
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Table 3.3 Bias and root mean square errors (values in brackets) (×102) of ele-
ments of the ICM [Σˆ11, Σˆ22, Σˆ12] with asynchronous data generated from different
∆ equally spaced original data through Bernoulli trials with fixed successful prob-
abilities p1 for first asset and p2 for second asset, and different correlation ρ of two
log-return processes.
Asyn Σˆ11 Σˆ22 Σˆ12 Σˆ11 Σˆ22 Σˆ12
p1 = 0.5 ∆ = 2s p2 = 0.8 p1 = 0.5 ∆ = 12s p2 = 0.8
ρ = 0.3 ρ = 0.3
CQM 0.08(1.13) 0.08(0.69) 0.00(0.62) 0.08(2.21) 0.01(1.40) 0.01(1.27)
QLE 0.02(1.10) 0.03(0.68) 0.06(0.48) 0.01(2.19) 0.01(1.35) 0.01(1.20)
QKF 0.04(0.99) 0.03(0.54) 0.07(0.45) 0.01(1.90) 0.01(1.01) 0.01(0.85)
REC 1.14 1.28 1.38 1.16 1.39 1.49
REQ 1.11 1.26 1.07 1.15 1.34 1.41
ρ = 0.6 ρ = 0.6
CQM 0.02(1.15) 0.00(0.72) 0.03(0.71) 0.04(2.16) 0.05(1.43) 0.05(1.35)
QML 0.02(1.03) 0.00(0.65) 0.02(0.53) 0.04(2.29) 0.04(1.35) 0.04(1.28)
QKF 0.02(0.94) 0.00(0.52) 0.03(0.48) 0.04(1.76) 0.05(0.96) 0.05(0.87)
REC 1.22 1.38 1.48 1.23 1.49 1.55
REQ 1.10 1.25 1.10 1.30 1.41 1.47
ρ = 0.9 ρ = 0.9
CQM 0.03(1.10) 0.03(0.70) 0.02(0.77) 0.01(2.16) 0.00(1.35) 0.00(1.44)
QML 0.02(0.87) 0.02(0.56) 0.02(0.57) 0.04(2.00) 0.02(1.20) 0.03(1.30)
QKF 0.02(0.78) 0.02(0.45) 0.02(0.52) 0.04(1.42) 0.02(0.87) 0.03(0.89)
REC 1.41 1.56 1.48 1.52 1.55 1.62
REM 1.12 1.24 1.10 1.41 1.38 1.46
NOTE: The left 3 columns and right 3 columns are results obtained by using data generated
with time interval ∆ = 2s and ∆ = 12s respectively. QKF is our new estimator obtained by
combing the QML approach and Kalman filter together. QML is the estimator developed in Liu
and Tang (2012) and CQM is the estimator derived in A¨ıt-Sahalia, Fan, and Xiu (2010). REC
is the ratio of the RMSE of CQM and the RMSE of QKF, and REQ is the ratio of the RMSE
of QLE and the RMSE of QKF.
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Table 3.4 Bias and root mean square errors (values in brackets) (×102) of ele-
ments of the ICM [Σˆ11, Σˆ22, Σˆ12] with asynchronous data generated from different
∆ equally spaced original data through Bernoulli trials with different successful
probabilities p1 for first asset and p2 for second asset, and with correlation ρ of two
log-return processes fixed.
Asyn Σˆ11 Σˆ22 Σˆ12 Σˆ11 Σˆ22 Σˆ12
∆ = 2s ρ = 0.6 ∆ = 12s ρ = 0.6
p1 = 1 p2 = 1 p1 = 1 p2 = 1
CQM 0.02(0.84) 0.00(0.48) 0.03(0.50) 0.04(1.62) 0.05(1.03) 0.05(1.01)
QML 0.02(0.74) 0.00(0.43) 0.02(0.41) 0.04(1.39) 0.04(0.87) 0.04(0.66)
QKF 0.02(0.75) 0.01(0.44) 0.03(0.40) 0.03(1.40) 0.05(0.88) 0.05(0.65)
REC 1.12 1.11 1.18 1.16 1.17 1.55
REQ 0.99 0.98 1.03 0.99 0.99 1.02
p1 = 0.6 p2 = 0.8 p1 = 0.6 p2 = 0.8
CQM 0.02(1.15) 0.00(0.72) 0.03(0.71) 0.04(2.16) 0.05(1.43) 0.05(1.35)
QML 0.02(1.03) 0.00(0.65) 0.02(0.53) 0.04(2.29) 0.04(1.35) 0.04(1.28)
QKF 0.02(0.94) 0.00(0.52) 0.03(0.48) 0.04(1.76) 0.05(0.96) 0.05(0.87)
REC 1.22 1.38 1.48 1.23 1.49 1.55
REQ 1.10 1.25 1.10 1.30 1.41 1.47
p1 = 0.8 p2 = 0.3 p1 = 0.8 p2 = 0.3
CQM 0.03(1.39) 0.03(0.86) 0.02(0.88) 0.01(2.86) 0.00(1.68) 0.00(1.73)
QML 0.02(1.37) 0.02(0.56) 0.02(0.87) 0.04(2.74) 0.02(1.63) 0.03(1.68)
QKF 0.02(0.86) 0.02(0.56) 0.02(0.60) 0.04(1.62) 0.02(1.09) 0.03(1.23)
REC 1.62 1.54 1.47 1.77 1.54 1.41
REQ 1.59 1.54 1.45 1.69 1.50 1.37
NOTE: The left 3 columns and right 3 columns are results obtained by using data generated
with time interval ∆ = 2s and ∆ = 12s respectively. QKF is our new estimator obtained by
combing the QML approach and Kalman filter together. QML is the estimator developed in Liu
and Tang (2012) and CQM is the estimator derived in A¨ıt-Sahalia, Fan, and Xiu (2010). REC
is the ratio of the RMSE of CQM and the RMSE of QKF, and REQ is the ratio of the RMSE
of QLE and the RMSE of QKF.
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Table 3.5 Bias and root mean square errors (values in brackets) (×102) of esti-
mators for elements of the ICM [Σˆij] (i, j = 1, 2, 3) for original synchronous data
with equally spaced time interval ∆ and asynchronous data randomly selected from
original synchronous data through Bernoulli trials with successful properties p1 =
0.6, p2 = 0.8, p3 = 0.5.
Synchronous Data
∆ = 12s Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
CQM 0.01(1.57) 0.01(1.06) 0.01(0.64) 0.01(0.90) 0.01(0.75) 0.01(0.74)
QML 0.01(1.35) 0.02(0.77) 0.02(0.40) 0.02(0.58) 0.02(0.51) 0.01(0.47)
QKF 0.01(1.34) 0.02(0.75) 0.02(0.42) 0.02(0.58) 0.02(0.52) 0.01(0.48)
REC 1.14 1.27 1.38 1.36 1.32 1.37
REQ 1.01 1.03 0.95 1.00 0.98 0.98
Asynchronous Data
∆ = 12s Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
CQM 0.09(2.48) 0.02(1.52) 0.04(0.95) 0.05(1.39) 0.06(1.01) 0.03(0.98)
QML 0.11(2.20) 0.01(1.36) 0.03(0.72) 0.01(1.21) 0.04(0.94) 0.01(0.90)
QKF 0.11(1.62) 0.01(0.94) 0.03(0.61) 0.01(0.96) 0.04(0.75) 0.01(0.70)
REC 1.53 1.62 1.56 1.45 1.35 1.40
REQ 1.36 1.45 1.18 1.26 1.25 1.29
Note: Above part are results for synchronous data and below part are results for asynchronous
data. QKF is our new estimator obtained by combing the QML approach and Kalman filter
together. QML is the estimator developed in Liu and Tang (2012) and CQM is the estimator
derived in A¨ıt-Sahalia, Fan, and Xiu (2010). REC is the ratio of the RMSE of CQM and the
RMSE of QKF, and REQ is the ratio of the RMSE of QLE and the RMSE of QKF.
al. (2011) is applied for pre-processing the data – in particular, 1) deleting entries
which are equal to 0 or smaller than 0, 2) deleting entries with negative values in
the column of “Correlation Indicator”, 3) deleting entries with a letter code in the
column of “COND”, except for “E” or “F”, 4) deleting entries outside the period
9:30 p.m. to 4 p.m., and 5) using the median price if there are multiple entries at
3.5 Numerical Examples 104
Table 3.6 Correlation matrix of 10 assets log-return process

1 −0.62 0.45 −0.34 0.26 −0.20 0.16 −0.13 0.10 −0.08
1 −0.72 0.54 −0.42 0.33 −0.26 0.20 −0.16 0.13
1 −0.75 0.58 −0.46 0.36 −0.29 0.23 −0.18
1 −0.77 0.61 −0.48 0.38 −0.30 0.24
1 −0.78 0.62 −0.49 0.39 −0.31
1 −0.79 0.63 −0.50 0.40





Table 3.7 Ratios of root mean square errors of the CQM approach and the QKF
approach for elements of the ICM with synchronous and equally spaced data, where
the time interval ∆ between two consecutive data equals to 12s.

1.09 1.13 1.15 1.20 1.21 1.20 1.19 1.19 1.18 1.17
1.16 1.21 1.24 1.26 1.25 1.25 1.24 1.22 1.22
1.21 1.30 1.35 1.32 1.31 1.29 1.27 1.26
1.29 1.37 1.37 1.38 1.35 1.32 1.28
1.37 1.39 1.42 1.41 1.38 1.33
1.33 1.37 1.37 1.36 1.32
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Table 3.8 Ratios of root mean square errors of the CQM approach and the QKF
approach for elements of the ICM with irregularly spaced asynchronous data. The
original data are generated by choosing time interval ∆ = 6s. The successful
probabilities for Bernoulli trials are around 0.6 for all assets.

1.44 1.48 1.51 1.56 1.55 1.55 1.60 1.64 1.66 1.56
1.49 1.53 1.59 1.66 1.64 1.68 1.68 1.68 1.62
1.65 1.61 1.68 1.69 1.77 1.80 1.71 1.68
1.75 1.63 1.66 1.81 1.87 1.84 1.81
1.93 1.64 1.82 1.86 1.82 1.87
1.82 1.68 1.76 1.73 1.78






After the cleaning procedure, the average time intervals between trades of IBM,
DELL and MFT are 2.33s, 2.15s and 1.90s respectively on January 4th, and are
2.38s, 2.14s and 1.96s respectively on January 5th. We report the estimators
obtained by our new QKF approach, the QML approach developed in Liu and Tang
(2012) and the method developed in Aı¨t-Sahalia, Fan, and Xiu (2010) (denoted
by CQM). For the QML and CQM approaches, we use the refresh time scheme
(Barndorff-Nielsen et al., 2011) to synchronize the original asynchronous data.
Results are given in Table 3.9, in which values of 252 times the estimation of ICM
are reported, which corresponds to the magnitude of a yearly ICM. We organize
three processes as Y˜= (IBM, Dell, Microsoft)’, so Σˆ11 is the estimator of integrated
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volatility of IBM, Σˆ12 is the estimator of the IC of log-returns of IBM and Dell,
and so on.
We find that three estimators have different values. The differences between
the QML and CQM estimators of integrated volatilities are not significant in Table
3.9. However, the QKF estimators for integrated volatilities are little larger than
other two estimators. The differences between three estimators for the integrated
covariances are more significant, especially for the integrated covariances in Jan-
uary 5th. One possible reason for this phenomenon is there are many jumps in
the data of January 5th. We find that the records of three assets have similar
characters in January 4th and quite different characters in January 5th. To com-
pare the characters of three assets, we report three numbers for each asset at each
date—the total number of records in different time points, the percent of absolute
valuevalues of log-returns bigger than 0.1%, and the percent of absolute values of
log-returns bigger than 0.3%. The numbers of IBM are 7389, 99.77%, and 0.05%
in January 4th, and 6961, 99.84%, and 0% in January 5th. The numbers of DELL
are 7810, 88.87%, and 1.47% in January 4th, and 7607, 71.34%, and 14.84% in
January 5th. The numbers of Microsoft are 9346, 93.47%, and 0.61% in January
4th, and 9347, 82.32%, and 3.57% in January 5th. We find that there are more
big absolute values of log-returns in January 5th than in January 4th, especially
for DELL. Therefore, we think the jumps may affect the performances of three
approaches, which is under investigation of an ongoing work.
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Table 3.9 Estimators for the elements of the ICM [Σˆij ] (i, j = 1, 2, 3) of IBM,
DELL and Microsoft times 252.
04/01/2007 Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
CQM 3.03 7.04 3.26 1.11 0.69 1.79
QML 3.00 7.04 3.10 0.72 0.30 1.62
QKF 3.88 7.88 3.81 1.07 0.82 1.77
05/01/2007 Σˆ11 Σˆ22 Σˆ33 Σˆ12 Σˆ13 Σˆ23
CQM 2.73 9.79 3.70 1.50 1.39 2.04
QML 2.72 9.43 3.41 0.70 0.81 1.81
QKF 3.22 10.22 5.50 0.91 1.14 1.90
NOTE: Values above are 100 times the actual values, 04/01/2007 means January 4th, 2007,
similar for 05/01/2007. Data are synchronized by refresh time scheme for the CQM and QML
approaches. QKF is our new estimator obtained by combing the QML approach and Kalman
filter together. QML is the estimator developed in Liu and Tang (2012) and CQM is the
estimator derived in A¨ıt-Sahalia, Fan, and Xiu (2010).
3.6 Discussions
We combine the QML approach (Liu and Tang, 2012) and Kalman filter to-
gether to derive a new approach (denoted by QKF approach) to estimate the ICM
through EM-algorithm. We consider the original asynchronous data as synchronous
data with some missing components. Therefore, the techniques of handling missing
components in Kalman filter are applied to deal with the asynchronous property
of the original data, hence that all information contained in the original data can
be used in the estimation of the ICM. In addition, since the close form of this
estimator in each M-step of EM-algorithm is explicit, this approach therefore can
handle the estimation of the ICM when its dimension is large. Our theoretical
3.6 Discussions 108
proofs and simulation results show that the QKF approach can also achieve the
desirable properties as the QML approach does, such as consistency, efficiency, and
positive semi-definite. The QKF approach is equivalent to the QML approach if
the data are synchronous and it’s more efficient than the QML approach if the data
are asynchronous. However, we assume the observation time points are randomly
spaced and independent of the latent process in this Chapter, which is a strong
assumption as mentioned in Li et al. (2009) and Shephard and Xiu (2012). A
further extension of our work is to relax this independent assumption and study
the endogeniety of time, which is under the investigation of an on-going project.
Appendix: Proofs
Appendix F. Proof of Theorem 3.1



































i=1 |tp,i−1 − tq,i−1|. The proof of
(2.14) with z¯i and Σ¯
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is quite similar to the proof of Lemma 2.1, and is omit-







= O(n1/2), and σptσqtρpqt is bounded in [0, 1] ,




































k − Ψ¯(1)k = Op(n−1/4) +Op(Fn) and Ψ(2)l − Ψ¯(2)l = Op(n−1/2) +Op(n−1/2Fn)
and the consistency of estimator depends on Fn. Then Theorem 3.1 is established
with Fn = Op(
n
N
) = op(1) under Conditions C1 and C2 (see Theorem 1 in Zhang,
2011) by studying the new Ψ
(1)
k − Ψ¯(1)k and Ψ(2)l − Ψ¯(2)l .
Appendix G. Proof of Lemma 3.1
As Lemma 3.1 is to derive the Kalman filter formulas for the missing data case,
therefore we firstly give a well-known conclusion about the conditional distribution
of multivariate Gaussian random variable and derive the independence between the
random vectors in the state space model with different time indices. After that,
we derive the formulas in Lemma 3.1 by direct calculations.


















γsj = {Vj ,Vj+1...,Vs,Uj+1,Uj+2, ...,Us},
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where s > t. Then for h < j, we can find that yh, Vh, and h = Y˘h−E(Y˘h|yh−1) =
Y˘h− B˘hXh−1h are independent of γsj , and Y˘h and j are independent as j and Y˘j













































which are (3.13) and (3.14). Next, we prove (3.15). To prove it, we firstly derive
the joint distribution of Xj and j conditional on yj−1. We have





j + A˘j , (3.31)












The last equation is becauseXj,X
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j (Xj −Xj−1j )|yj−1
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=
0. Then the joint distribution of Xj and j conditional on yj−1 follows Xj
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Therefore, by (3.29) we have that
X
j
j = E(Xj|yj−1, Y˘
(1)
j ) = E(Xj|yj−1, j) = Xj−1j +Kjj
= Xj−1j +Kj(Y˘j − B˘jXj−1j )


























which is (3.17). Therefore, we have proven the conclusion for Kalman filter part
of Lemma 3.1.
Next, we prove the smoothing part of Lemma 3.1. Since yj−1, Xj −Xj−1j and
γsj are mutually independent. Therefore, by applying (3.29), we have that
E(Xj−1|yj−1,Xj −Xj−1j , γsj ) = E(Xj−1|yj−1,Xj −Xj−1j )
= Xj−1j−1 + Jj−1(Xj −Xj−1j ), (3.35)
where the first equation is because Xj−1 is independent of γ
s
j . By applying (3.13),
we have













j,j−1 = E{(Xj −Xj−1j )(Xj−1 −Xj−1j−1)′}
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= E{(Xj−1 +Vj −Xj−1j−1)(Xj−1 −Xj−1j−1)′} = Pj−1j−1. (3.36)
Then (3.18) are proven by




Xj−1|yj−1,Xj −Xj−1j , γnj
) |yn)




Xj−1 −Xnj−1 = Xj−1 −Xj−1j−1 − Jj−1(Xnj −Xj−1j ),
or
Xj−1 −Xnj−1 + Jj−1Xnj = Xj−1 −Xj−1j−1 + Jj−1Xj−1j−1. (3.37)




























0, which can be obtained by firstly denoting
X˜
h
j = Xh −Xhj ,
and then for h ≤ l, h ≤ i and l ≤ j,
E(VjX˜
l′
j ) = 0,
E(Xhi X˜
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and for h ≥ l, h ≤ i and l ≤ j,
E(Xhi X˜
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On the other hand , since
E(XnjX
n′
j ) = E(XjX
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by realizing Vj is independent of Xj−1 and (3.14), therefore we obtain equation
(3.19) by combing (3.38) and above equation.
The lag-one covariance smoother can also be proven by direct calculation. By





















































The fourth equation is because (3.36) and (3.17). Therefore (3.21) is proven by
above and letting j = n.






















And, on the other hand, we have
E(Xnj X˜
n′








j−2 ) = 0 (3.43)





































































































which is actually (3.22). Therefore, we finished the proof of
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CHAPTER 4
Conclusion and Future Work
4.1 Conclusion
In financial study, one of the most attractive topic is the estimation of the
integrated covariance matrix (ICM) of an assets price process. This matrix plays
a crucial role in risk management and in many financial applications including
constructing hedging and investing strategies, pricing stock options, and other
derivatives, where the assets prices are usually modeled by a stochastic process.
The difficulties of estimating the ICM are caused by many factors, for example,
the trading records of an assets price process in practice in practice are usually
asynchronous and contaminated with market microstructure noises, the estima-
tor of the ICM should be positive semi-definite, dimensionality and so on. The
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approaches on estimating the ICM developed in previous literature have been dis-
cussed in Chapter 1. However, none of these approaches has all the following
desirable properties—consistency, efficiency, positive semi-definite matrix, compu-
tational efficiency for the high dimensional ICM.
In this dissertation, we study the estimation of the ICM with high frequency
financial data. The high frequency data are trading records of a d dimensional
assets price process and are assumed to be asynchronous and contaminated with
microstructure noises. The log of this assets prices are modeled by a general con-
tinuous multivariate stochastic volatility process. In this study, high frequency
means that the account of observations of each asset goes to infinity theoretical in
a fixed time interval [0, T ], where T can be one day, one month or one year. The
main idea of the two approaches developed in this dissertation is applying quasi
maximum-likelihood (QML), which is firstly introduced for the estimation of in-
tegrated volatility in Aı¨t-Sahalia, Mykland and Zhang (2005) and further studied
in Xiu (2010), to estimate the ICM. In Chapter 2, we extend the univariate QML
approach to the multivariate QML approach theoretically and develop a convenient
procedure to derive the QML estimator for a finite d dimensional ICM. This pro-
cedure is to transform the stochastic model of log-returns of a d dimensional assets
price process to a d dimensional multivariate moving average time series model—
MA (1) model. Therefore, the QML estimator of the ICM is obtained through
just evaluating the likelihood function for a d dimensional multivariate normal
distributed sample. The theoretical proofs and simulation results show that the
QML approach of the ICM is consistent, efficient with optimal convergence rate
and more efficient than other estimators developed in previous literature. More-
over, the QML approach of the ICM is positive semi-definite as we estimate the
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Choleskey decomposition of the ICM instead of estimating the ICM directly. Al-
though the QML approach has many good properties theoretically, it has problems
in the computation for evaluating the likelihood function of a d dimensional multi-
variate normal distributed sample if d is large since we can’t obtain a close-form of
the QML estimator. In addition, the QML approach also need synchronizing the
original asynchronous data simultaneously. Therefore, we may loss a quite large
part of information contained in the original data if the dimension of an assets
process is large. However, these two problems are solved successfully in Chapter 3
through a new approach.
In Chapter 3, instead of rewriting the original stochastic model of an assets price
process as a MA (1) model, we rewrite the stochastic model as a multivariate Gaus-
sian state space model. Based on this rewriting, we combine the QML approach
and Kalman filter together to derive a new approach (denoted by QKF approach)
using EM-algorithm for evaluating the estimator of the ICM. We consider the
original asynchronous data as synchronous data with some missing components.
Therefore, the techniques of handling missing data in Kalman filter can be applied
to deal with missing components. Therefore all information contained in the origi-
nal data can be used in the estimation of the ICM. In addition, the closed-form of
this estimator in each M-step of EM-algorithm is explicit and hence we are able to
handle the estimation of the ICM even when d is large. Our theoretical proofs and
simulation results in Chapter 3 show that the QKF approach can also achieve the
desirable properties as the QML approach does. The QKF approach is equivalent
to the QML approach if the data are synchronous and it’s more efficient than the
QML approach if the data are asynchronous.
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4.2 Future Work
In this dissertation, we have developed two approaches to estimate the ICM of
a finite dimensional assets price process with randomly recorded high frequency
data in the presence of market microstructure noises. Although these approaches
have several good properties, there are still some problems in the estimation of the
ICM. The future works in this area include:
1. Is there any jump in real market data? If yes, how to detect, model and
handle these jumps? Can we derive the impacts of these jumps theoretically in the
estimation of the ICM? In our theoretical proof of the QML and QKF approach,
we do not consider the case that the volatility process and assets log-return process
have jumps. Are these two approaches robust to this case?
2. In this dissertation, we assume the microstructure noises are serially indepen-
dent across time and mutually independent of the latent price process. Are these
approaches robust to a more general assumption for the microstructure noises?
3. In this paper, we assume the observation time points of an assets price pro-
cess are randomly spaced and they are independent of values of the price process.
However, the independent constraint may not be true in reality. Can we relax this
constraint?
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4. In reality, there are usually hundreds or thousands of assets in an Exchange.
Can we estimate the ICM of all assets in an Exchange? Especially, can we estimate
an ICM accurately when its dimension goes to infinity?
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