We derive the universality principle for empirical spectral distributions of sample covariance matrices and their Stieltjes transforms. This principle states the following. Suppose quadratic forms of random vectors y p in R p satisfy a weak law of large numbers and the sample size grows at the same rate as p. Then the limiting spectral distribution of corresponding sample covariance matrices is the same as in the case with conditionally Gaussian y p .
Introduction
The random matrix theory plays an important role in modern high-dimensional statistics (e.g., see [13] ). Often a large-dimensional sample covariance matrix is an object of primary interest. Many test statistics could be defined by its eigenvalues (e.g., see [2] and [10] ). Asymptotic behaviour of such statistics depends on the empirical distribution of the eigenvalues. The latter is called the empirical spectral distribution (ESD).
The universality principle for ESDs of sample covariance matrices says that the limiting behaviour of ESDs is the same as when a random sample is taken from a Gaussian distribution. In the pioneering paper [11] , Marchenko and Pastur discovered general conditions implying universality. Namely, if quadratic forms of random vectors y p in R p concentrate near their expectations, then ESDs of corresponding sample covariance matrices obeys the universality principle. Bai and Zhou [2] gave the first formal proof of this fact (see also [15] ). They assumed that entries of y p have finite fourth moments. Girko and Gupta [6] considered the universality principle without the finite fourth-moment assumption (but under a more restrictive assumption on covariance matrices). All of these results are particular cases of a general universality principle that is derived in the present paper.
Recall that a sample covariance matrix in the random matrix theory is usually defined by n −1 Y pn Y ⊤ pn , where Y pn is a p × n random matrix which columns are independent copies of y p . The average of these columns is not subtracted since it does not affect the limiting spectral distribution (see Chapter 3 in [1] ).
The present paper contributes to the random matrix theory in two directions. First, it shows when one has the universality principle for ESDs in a very general framework. Namely, if a weak law of large numbers for quadratic forms of y p holds, then the limiting spectral distribution of n −1 Y pn Y ⊤ pn is the same as in the case of conditionally Gaussian y p when n grows at the same rate as p. Similar conditions have appeared in the literature in a much stronger form. E.g., see Theorem 1.1 in [2] , Theorem 19.1.8 in [15] and Theorem 6.1 in [6] .
Second, we derive useful moment inequalities for quadratic forms. These inequalities show when a weak law of large numbers holds. The latter allows us to describe explicitly a wide class of y p which sample covariance matrices have universality properties.
The paper is structured as follows. Section 1 contains universality laws for ESDs and their Stieltjes transforms. Sections 2 deals with moment inequalities for quadratic forms. The proofs are given in Section 3 and Appendix.
Universality of ESDs
For each p 1, let y p be a random vector in R p and Σ p be a random symmetric positive semi-definite p × p matrix defined on the same probability space. Consider the following assumptions.
for all sequences of symmetric positive semi-definite p × p matrices A p which spectral norms A p are uniformly bounded.
Assumption (A1) is a version of the weak law of large numbers for quadratic forms. It is a key assumption. Obviously, it is satisfied for Σ p = y p y ⊤ p . However, (A2) may not hold this case. Assumption (A2) guarantees that (A1) holds when, conditionally on Σ p , y p has a centred normal distribution. This is shown in the next proposition (for a proof, see Appendix).
is the principal square root of Σ p and w p is a standard normal vector in R p that is independent of Σ p for each p 1. Then (A1) holds if and only if (A2) holds.
Let Y pn be a p × n matrix which columns are independent copies of y p and Z pn be a p × n matrix which columns are independent copies of z p = Σ 
for all z ∈ C + as n → ∞ and p = p(n) is such that p/n → y for some y > 0.
Remark 1. Theorem 2.2 can be extended to the case when columns of Y pn are not identically distributed. Namely, let (y pk , Σ pk ) be independent over k = 1, . . . , n, Y pn and Z pn be p × n matrices with columns {y pk } n k=1 and {Σ
1/2
pk w pk } n k=1 correspondingly, where {w pk } n k=1 are independent standard normal vectors that are also independent of {Σ pk } n k=1 . The conclusion of Theorem 2.2 holds when the following assumptions hold for p = p(n) satisfying p/n → y > 0 as n → ∞.
where the supremum is taken over all symmetric positive semi-definite p × p matrices A p with A p C.
In practice, Theorem 2.2 is supposed to be used with the next well-known proposition (e.g., see Exercise 2.4.10 in [16] for a more general statement). Proposition 2.3 Let p = p(n) → ∞ as n → ∞, and A n is a random symmetric p × p matrix for each n 1. If, for each z ∈ C + ,
as n → ∞ for some s = s(z), then
is the Stieltjes transform of some distribution function F = F (λ) on R and
where A very important case is Σ p = D p = I p . In order to give some precise statements, we recall that the Marchenko-Pastur law with parameter y > 0 has a distribution function
Theorem 2.4 Let (A1) holds for Σ p = I p . If p = p(n), then, with probability one, ESD of Y pn Y ⊤ pn /n converges vaguely to the Marchenko-Pastur law with parameter y > 0 as n → ∞ and p/n → y.
Case 2. Σ p = ξI p , p 1, for a random variable ξ. In this case,
where W pn is as above and T n is a diagonal matrix with diagonal entries that are independent copies of ξ 2 . By the Glivenko-Cantelli theorem, ESD of T n converges weakly a. Case 3. Σ p , p 1, are diagonal matrices. In this case, conditionally on {Σ pk } n k=1 , the matrix Z pn consists of centred independent normal variables with different variances in general. There are some results that allow to calculate the limiting spectral distribution in very special cases. E.g., see Theorem 2 in [7] (or Theorem 1 in [3] ). However, we are not aware any general result.
To apply Theorem 2.2, we need tools to verify (A1). This could be done via moment inequalities for quadratic forms given in the next section.
Moment inequalities for quadratic forms
be a sequence of random variable and {ϕ k } ∞ k=1 be a sequence of non-negative numbers such that
Set x p = (X 1 , . . . , X p ) for any p 1. Consider the following assumption.
Theorem 3.1 If (B1) holds, then, for any a ∈ R p and all p × p matrices A with zero diagonal,
The proof of Theorem 3.1 is based on the strategy given in [5] .
be sequence of non-negative numbers such that
Introduce the following assumption.
for a universal constant C > 0, where Σ p is a diagonal matrix with diagonal entries EX The above theorems assume that all X k have finite forth moments. It is a restrictive assumption in some applications. Assuming a martingale-type dependence in X k , one can relax this assumption.
is a martingale difference sequence w.r.t. its own filtration and there is
Theorem 3.5 Let (B3) holds. Then, for all p × p matrices A with zero diagonal,
Let us consider a stronger alternative to (B3).
are martingale difference sequences w.r.t. their own filtrations.
where C > 0 is a universal constant.
Remark 3.
Using arguments similar to those in the proof of Theorem 3.6, one can derive similar inequalities for m-dependent sequences {X k } ∞ k=1 . The universality principle for such sequences is proved in [9] . Corollary 3.7 If y p = x p , p 1, and
If (B4) holds, then (A1) and (A2) hold for diagonal matrices Σ p = I p .
Let us give examples of {X k } ∞ k=1 that satisfy the above assumptions.
are independent random variables with uniformly bounded forth moments and EX k = 0, then (2) and (3) hold for ϕ k = φ k = 0, k 1.
is a martingale difference sequence with forth moments, then (2) holds for ϕ k = 0, k 1. (2) and (3) hold for ϕ k = φ k = 0, k 1, as well as Lindeberg's condition (6) hold.
We now assume that {X k } ∞ k=1 is a sequence of orthonormal variables. Denote by X the set of all random variables
where the first series converges in mean square. Let also X p be the set of all R p -valued random vectors y p which entries belong to X .
and A p be a symmetric positive semi-definite p × p matrix for p 1. If (B2) holds, then, for a universal constant C > 0,
Moreover, if (A2) holds, then (A1) holds.
Corollary 3.9 Let y p ∈ X p , Σ p = Ey p y ⊤ p and A p be a symmetric positive semi-definite p × p matrix for some p 1. If (B4) holds, then, for a universal constant C > 0 and b > 1,
is a uniformly integrable family, then (A1) holds.
Remark 4. Papers [4] , [12] , [14] and [18] contain the universality principle for some y p ∈ X p when {X k } ∞ k=1 are independent identically distributed random variables with EX k = 0, EX 2 k = 1. This could be derived from the general universality principle given in the present paper.
Proofs
Proof of Theorem 2.2. Fix z ∈ C + . First we proceed as in Step 1 of the proof of Theorem 1.1 in [2] (see also the proof of (4.5.6) on page 83 in [1] ) to show that S n (z) − ES n (z) → 0 a.s. as n → ∞, where
Similar arguments yield that s n (z) − Es n (z) → 0 a.s. as n → ∞, where
Hence, we only need to show that ES n (z) − Es n (z) → 0. We will use Lindeberg's method as in the proof of Theorem 6.1 in [6] . Let y p1 , . . . , y pn and z p1 , . . . , z pn be columns of Y pn and Z pn correspondingly. Assume also w.l.o.g. that {(y pk , Σ pk )} n k=1 are independent copies of (y p , Σ p ) and z pk = Σ 1/2 pk w pk for all 1 k n, where {w pk } n k=1 are independent standard normal vectors in R p that are also independent of {(y pk , Σ pk )} n k=1 . Recall that
Using this representation, we derive that
and |S n (z) − s n (z)| n k=1 |I kn |/p, where
By the Sherman-Morrison-Woodbury formula,
for any real symmetric p × p matrix C and w ∈ R p . Hence, adding and subtracting tr(C kn − zI p ) −1 to I kn yield
The latter implies that ES n (z) −Es n (z) → 0. To estimate I kn we need the following lemma which proof is given in Appendix.
Lemma 4.1 Let w ∈ R p , A be a p × p real symmetric matrix and z ∈ C with Im(z) > 0.
.
we derive that
We estimate only the term E|∆ kn | ∧ (2/v), since E| ∆ kn | ∧ (2/v) can be estimated similarly (with the help of Proposition 2.1). Fix any k ∈ {1, . . . , p}. For notational simplicity, we will further write y p , A n , ∆ n , C n , Σ p instead of y pk , A kn , ∆ kn , C kn , Σ pk and use only the following properties: C n is a symmetric positive semi-definite p × p random matrix, (y p , Σ p ) is independent of A n = (C n − zI p ) −1 . By Theorem A.6 in [1],
where
It is clear that U n , V n 1/v, where the first inequality could be verified by using that
In addition, matrices U n , V n are symmetric and commuting. To see the latter, we write C n = Γ ⊤ n T n Γ n for an orthogonal p × p matrix Γ n and a diagonal p × p matrix T n . In this case, U n = Γ ⊤ n T n1 Γ n and V n = vΓ ⊤ n T n2 Γ n , where
are diagonal matrices. We also have that
Lemma 4.2 Let (A1) holds. Then, for each ε, M > 0,
where the supremum is taken over all A p such that
Fix any ε > 0. Take
By the law of iterated mathematical expectations,
where A p are as in Lemma 4.2 with M = 2/(v 2 ∧ v).
and |1 + w 2 | > δ for some δ, M > 0 and γ ∈ (0, δ/2), then
Cγ
Using (7), we get
Suppose now
By (7),
Let us show that tr(Σ p C n B −1 n ) 0. If we do it, then the above estimates imply that
where δ = min 1/2, v/(2|u| + 1) By definition, C n is symmetric positive semi-definite and C n and B n commute. Let C 1/2 n be the principal square root of C n . It is a symmetric matrix that commutes with B n and
n . Recall that tr(AB) = tr(BA) for all p × p matrices A, B. Therefore,
where S = C n S is symmetric positive semi-definite, since
is symmetric positive definite and
This yields that
n S) 0. As a result, we have proven (8) .
Take γ = εp/n,
in Lemma 4.3. By Lemma 4.1,
By (8),
Using Lemma 4.3, we derive
Combining all above estimates together yields
for each k = 1, . . . , p and
Taking ε much small enough and then p large enough, we can make the right hand side of the last inequality arbitrarily small by Lemma 4.2 (recall also that n/p → 1/y > 0). Thus
By the same arguments, one can derive that
This finishes the proof. Q.e.d.
Proof of Proposition 2.3. Using the Vitali convergence theorem (see Lemma 2.14 on page 37 in [1] ), one can prove that
where s n (z) = p −1 tr(A n − zI p ) −1 . For a proof, see
Step 3 of the proof of Theorem 2.9 on page 37 in [1] . Having (9) , it is easy to finish the proof by applying Theorem B.9 in [1] . Q.e.d.
Proof of Theorem 2.4. The result follows from Theorem 2.2 and Proposition 2.3 as well as Theorem 1.1 in [2] .
Proof of Theorem 3.1. We will prove the first inequality by the same arguments as in the proof of Theorem 3 in [5] . Write a = (a 1 , . . . , a p ) . By Lemma 1 in [5] ,
where C 0 > 0 is a universal constant,
, hereinafter i, j, k, l are any numbers in {1, . . . , p}. Therefore, by the Minkowski inequality,
By the Cauchy-Schwartz and (2),
In addition,
Similar arguments yield
Let us also note that
Combining the above estimates, we infer that
Hence, R R 0 , where R 0 > 0 is the largest root of the equation
Finally we conclude that E|x ⊤ a| 
for B = (A + A ⊤ )/2, we may assume that A = A ⊤ . Then
a jk X k and sums over the empty set are zeros.
Control of I 1 . By the Cauchy-Schwartz inequality and Theorem 3.1,
Control of I 2 . By the Cauchy-Schwartz inequality and (2),
Additionally,
We similarly derive that
Hence, I 2 tr(A 2 )Φ 1 .
Control of I 3 . By the Cauchy-Schwartz inequality,
By the first inequality in Theorem 3.1,
where K = C(Φ 0 + Φ 1 ). As a result,
Control of I 4 . We have I 4 = I 9 + I 10 + I 11 , where
We will estimate I 10 and I 11 in the same way as I 2 . It follows from the Cauchy-Schwartz inequality that I 10 √ I 12 I 13 and I 11 √ I 14 I 15 with
As previously, we have
Combining all above estimates, we get
Q.e.d.
Proof of Theorem 3.3. Let A = (a ij ) p i,j=1 and D be the p × p diagonal matrix with diagonal entries a 11 , . . . , a pp . By Theorem 3.1,
Since tr(AA 
we may assume w.l.o.g. that diagonal elements of D are non-negative. We see that
Combining the above bounds, we get the desired inequality. Q.e.d.
Proof of Theorem 3.5. As in the proof of Theorem 3.1, we may assume that A is symmetric (see (10) ). Note that
is a martingale difference sequence and
we infer
The latter implies the desired bound. Q.e.d.
Proof of Theorem 3.6. Write A = (a ik ) p i,k=1 . As in the proof of Theorem 3.1, we may assume that A is symmetric (see (10) ). We have
and, by the Cauchy-Schwartz inequality,
By the Burkholder-Davis-Gundy inequality, By Theorem 3.5,
Combining the above estimates, we get the desired result. Q.e.d.
Proof of Corollary 3.8. If y p ∈ X p , then Γ pn x n → y p in probability and mean square as n → ∞ for some p × n matrices Γ pn and x n = (X 1 , . . . , X n ). Since (X k ) k 1 is an orthonormal sequence, we have Therefore,
In addition, |1 + w 2 | δ, |1 + w 1 | = |1 + w 2 + (w 1 − w 2 )| δ − γ δ/2,
Finally, we conclude that |I| γ(M/δ + 4/ min{δ 2 , 1} + 2/δ 2 ). Q.e.d.
