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1. Introduction and result
Let (M, g) be a four-dimensional Riemannian manifold equipped with a metric g and g = −∇ i∇i the induced Laplace–
Beltrami operator.
Let u > 0 be a solution of the equation:
gu + 1
6
Rgu = V u3 (E)
where Rg is a scalar curvature of (M, g) and V a prescribed scalar curvature.
We assume:
0< a V (x) b and ‖∇V ‖L∞(M)  A, (C )
for some positive constants a,b, A.
Our goal in this paper is to derive a uniform estimate for the solutions to Eq. (E) with minimal conditions on V . Note
that conditions like (C) are minimal.
Many authors studied Eq. (E) in the case where M = Ω is an open set of R4, for example, [2,6,13], or in the case where
Ω = S4 is the four-dimensional sphere like Li, see [9].
Many results were obtained assuming V ∈ C2(Ω). We mention Chen and Lin who obtained a sup× inf estimate for the
solutions of Eq. (E) where M = Ω is an open set of R4, see [6]. Li studying the same equation (E) on Ω = S4 proved
boundedness of the energy and gave an upper bound for the product sup× inf using simple blow-up analysis, see [9].
In a previous work [2], we showed that, considering a bounded domain of R4, we have a uniform estimate for the
solutions to (E) if we control the minima of the solutions by assuming that the prescribed scalar curvature V is a Lipschitz
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dimensional Riemannian manifolds. It is noteworthy to point out that if we assume that V ≡ 1, then by a result of Li and
Zhang, see [10], we have a sup× inf inequality for the solutions to (E) on arbitrary four-dimensional Riemannian manifolds.
We would like to draw the attention to the fact that there are many results in the literature for the dimensions n = 3
and n  5, concerning the scalar curvature equation, see for example, [2,6,9–11]. In particular, we would like to mention
the result of Li and Zhu in the context of the dimension n = 3, who proved the compactness of the solutions to the Yamabe
equation with the positive mass theorem. In [3] and [4], we showed that our result can also be extended in the case of
dimension 3.
Classical existence results under the two-fold assumption that M is compact and V ≡ 1 (the Yamabe equation) include
T. Aubin’s result in the not conformally ﬂat case for dimensions 6 and above, and for R. Schoen’s results which concern,
on the one hand the conformally ﬂat case (in arbitrary dimensions) and, on the other hand, existence results that he also
proved for the dimensions 3, 4 and 5, see for example [1,8].
Note that we do not make any assumptions on the energy. Our method is inspired by the moving-plane method devel-
oped by Gidas–Ni–Nirenberg and Serrin, see for example [7,12]. One can see in [5] one of the applications of this method,
namely, the classiﬁcation of some elliptic PDEs.
We have:
Theorem. For all a,b,m > 0, there is 0 = 0(a,b,m) > 0, such that, for A ∈ [0, 0] and for all compact K of M, there is a positive
constant c = c(a,b,m, K ,M) such that:
sup
K
u  c if inf
M
u m,
for all solutions u of (E) relatively to V with the conditions (C) with a,b, A.
2. Proof of the theorem
Let x0 be a point of M . We want to prove a uniform estimate around x0.
Let (ui)i be a sequence of solutions to:
ui + Rgui = Viui3, ui > 0,
where Vi is such that:
0< a Vi(x) b and ‖∇Vi‖L∞(M)  Ai with Ai → 0.
We argue by contradiction, we assume that the sup is not bounded.
∀c, R > 0 ∃uc,R solution to (E) such that:
R2 sup
B(x0,R)
uc,R  c. (H)
Let’s consider the sequence (Vi). Then, after passing to a subsequence, we have the uniform convergence of (V i) on each
compact set to a function V . In the following, without loss of generality and to simplify our computations, we can assume:
V (x0) = 8.
Proposition 1 (Blow-up analysis). There is a sequence of points (yi)i , yi → x0 and two sequences of positive real numbers (li)i, (Li)i ,
li → 0, Li → +∞, such that if we set vi(y) = ui [expyi (y/[ui(yi)])]ui(yi) , we have:
0< vi(y) βi  2, βi → 1;
vi(y) → 11+ |y|2 , uniformly on compact sets of R
4;
liui(yi) → +∞.
Proof. We use the hypothesis (H), we take two sequences, Ri > 0, Ri → 0 and ci → +∞, such that
Ri
2 sup
B(x0,Ri)
ui  ci → +∞.
Let xi ∈ B(x0, Ri) be such that supB(x0,Ri) ui = ui(xi) and si(x) = [Ri − d(x, xi)]ui(x), x ∈ B(xi, Ri). Then, xi → x0.
We have:
max si(x) = si(yi) si(xi) = Riui(xi)√ci → +∞.
B(xi ,Ri)
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li = Ri − d(yi, xi), u¯i(y) = ui
[
expyi (y)
]
, vi(z) =
ui[expyi (z/[ui(yi)])]
ui(yi)
.
Clearly, we have yi → x0. We obtain:
Li = li
(ci)1/4
[
ui(yi)
]= [si(yi)]
c1/4i

c1/2i
c1/4i
= c1/4i → +∞.
If |z|  Li , then y = expyi [z/[ui(yi)]] ∈ B(yi, δili) with δi = 1(ci)1/4 and d(y, yi) < Ri − d(yi, xi), thus, d(y, xi) < Ri and
si(y) si(yi). We can write
ui(y)
[
Ri − d(y, yi)
]
 ui(yi)li .
But, d(y, yi) δili , Ri > li and Ri − d(y, yi) Ri − δili > li − δili = li(1− δi), hence, we obtain
0< vi(z) = ui(y)
ui(yi)
 li
li(1− δi)  2.
We set βi = 11−δi , clearly βi → 1.
The function vi satisﬁes the following equation:
−g jk(z)∂ jk vi − ∂k
[
g jk
√|g|](z)∂ j vi + Rg(z)[ui(yi)]2 vi = V˜ i vi
3,
with V˜ i(z) = Vi[expyi (z/[ui(yi)])].
We use the Ascoli and Ladyzenskaya theorems to obtain the local uniform convergence (on every compact set of R4) of
(vi)i to v solution on R4 to:
v = V (x0)v3 = 8v3, v(0) = 1, 0 v  1 2.
By the maximum principle, we have v > 0 on Rn . According to the Caffarelli–Gidas–Spruck result (see [5]), we have
v(y) = 1
1+|y|2 . 
2.1. Polar geodesic coordinates
Let u be a function on M . We set u¯(r, θ) = u[expx(rθ)]. We denote by gx,i j the local expression of the metric g in the
exponential chart centered at x.
We set
wi(t, θ) = et u¯i
(
et, θ
)= etui[expyi (etθ)] and V¯ i(t, θ) = Vi[expyi (etθ)],
a(yi, t, θ) = log J
(
yi, e
t , θ
)= log[√det(gyi ,i j)].
We can write the Laplace–Beltrami operator in polar geodesic coordinates:
−u = ∂rr u¯ + 3
r
∂r u¯ + ∂r
[
log J (x, r, θ)
]
∂r u¯ − 1
r2
θ u¯.
We deduce the two following lemmas:
Lemma 1. The function wi is a solution to:
−∂tt wi − ∂ta∂t wi − θ wi + cwi = Viw3i ,
with
c = c(yi, t, θ) = 1+ ∂ta + Rge2t .
Proof. We write:
∂t wi = e2t∂r u¯i + wi, ∂tt wi = e3t
[
∂rr u¯i + 3
et
∂r u¯i
]
+ wi,
∂ta = et∂r log J
(
yi, e
t, θ
)
, ∂ta∂t wi = e3t[∂r log J∂r u¯i] + ∂tawi .
Lemma 1 follows. 
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− 1√
b1
∂tt(
√
b1wi) − θ wi +
[
c(t) + b−1/21 b2(t, θ)
]
wi = V¯ i wi3,
where b2(t, θ) = ∂tt(
√
b1) = 12√b1 ∂ttb1 −
1
4(b1)3/2
(∂tb1)2.
We set
w˜i =
√
b1wi .
Lemma 2. The function w˜i is a solution to:
−∂tt w˜i + θ(w˜i) + 2∇θ (w˜i).∇θ log(
√
b1) +
(
c + b−1/21 b2 − c2
)
w˜i = V¯ i
(
1
b1
)1/2
w˜3i ,
where c2 is a function to be determined.
Proof. We have:
−∂tt w˜i −
√
b1θ wi + (c + b2)w˜i = V¯ i
(
1
b1
)1/2
w˜3i .
But,
θ(
√
b1wi) =
√
b1θ wi − 2∇θ wi .∇θ
√
b1 + wiθ(
√
b1),
and
∇θ (
√
b1wi) = wi∇θ
√
b1 +
√
b1∇θ wi,
then we can write
∇θ wi .∇θ
√
b1 = ∇θ (w˜i).∇θ log(
√
b1) − w˜i
∣∣∇θ log(√b1)∣∣2,
we deduce√
b1θ wi = θ(w˜i) + 2∇θ (w˜i).∇θ log(
√
b1) − c2 w˜i,
with c2 = [ 1√b1 θ(
√
b1) + |∇θ log(
√
b1)|2]. Lemma 2 is proved. 
2.2. The moving-plane method
Let ξi be a real number, we assume ξi  t . We set tξi = 2ξi − t and w˜ξii (t, θ) = w˜i(tξi , θ).
Proposition 2.We have:
1) w˜i(λi, θ) − w˜i(λi + 4, θ) k˜ > 0, ∀θ ∈ S3.
For all β > 0, there exists cβ > 0 such that:
2)
1
cβ
et  w˜i(λi + t, θ) cβet, ∀t  β, ∀θ ∈ S3.
Proof. As in [2], we have wi(λi, θ) − wi(λi + 4, θ)  k > 0 for i large, ∀θ . We can remark that b1(yi, λi, θ) → 1 and
b1(yi, λi + 4, θ) → 1 uniformly in θ , we obtain 1) of Proposition 2. For 2) we use Lemma 2, see also [2]. 
We set:
Z¯ i = −∂tt(· · ·) + θ(· · ·) + 2∇θ (· · ·).∇θ log(
√
b1) +
(
c + b−1/21 b2 − c2
)
(· · ·).
Remark. In the operator Z¯ i , we can remark that:
c + b−1/21 b2 − c2  k′ > 0, for t  0,
we can apply the maximum principle and the Hopf lemma.
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Like in [2], we have an elliptic second-order operator. Here it is Z¯ i , the goal is to use the “moving-plane” method to have
a contradiction. For this, we must have:
Z¯ i
(
w˜ξii − w˜i
)
 0, if w˜ξii − w˜i  0.
We write θ = gyi ,et ,Sn−1 . We obtain:
Z¯ i
(
w˜ξii − w˜i
)= (g
yi ,e
tξi ,S3
− gyi ,et ,S3 )
(
w˜ξii
)
+ 2(∇
θ,et
ξi − ∇θ,et )
(
wξii
)
.∇
θ,et
ξi log
(√
bξi1
)
+ 2∇θ,et
(
w˜ξii
)
.∇
θ,et
ξi
[
log
(√
bξi1
)
− log
√
b1
]
+ 2∇θ,et wξii .(∇θ,etξi − ∇θ,et ) log
√
b1 −
[(
c + b−1/21 b2 − c2
)ξi − (c + b−1/21 b2 − c2)]w˜ξii
+ V¯ ξii
(
1
bξi1
)1/2(
w˜ξii
)3 − V¯ i
(
1
b1
)1/2
w˜3i . (∗∗∗1)
Clearly, we have the following lemma:
Lemma 3.
b1(yi, t, θ) = 1− 13Ricciyi (θ, θ)e
2t + · · · ,
Rg
(
etθ
)= Rg(yi) + 〈∇Rg(yi)|θ 〉et + · · · .
According to Proposition 1 and Lemma 3, we have
Proposition 3.
Z¯ i
(
w˜ξii − w˜i
)

∣∣V¯ ξii − V¯ i∣∣(bξi1 )−1/2(wξii )3 + V¯ i(bξi1 )−1/2[(w˜ξii )3 − w˜3i ]
+ C ∣∣e2t − e2tξi ∣∣[∣∣∇θ w˜ξii ∣∣+ ∣∣∇2θ (w˜ξii )∣∣+ |Ricciyi |[w˜ξii + (w˜ξii )3]+ ∣∣Rg(yi)∣∣w˜ξii ]
+ C ′wξii
∣∣e3tξi − e3t∣∣.
Proof. In polar geodesic coordinates (and the Gauss lemma):
g = dt2 + r2 g˜ki jdθ idθ j and
√∣∣g˜k∣∣= αk(θ)
√[
det(gx,i j)
]
,
where αk is the volume element of the unit sphere associated to Uk .
We can write (with Lemma 3):
∣∣∂tb1(t)∣∣+ ∣∣∂ttb1(t)∣∣+ ∣∣∂tta(t)∣∣ Ce2t,
and
|∂θ j b1| + |∂θ j ,θkb1| + |∂t,θ j b1| + |∂t,θ j ,θkb1| Ce2t .
But,
θ = gyi ,et ,S3 = −
∂θ l [g˜θ lθ j (et , θ)
√|g˜k(et, θ)|∂θ j ]√|g˜k(et, θ)| .
Then,
Ai :=
[[
∂θ l (g˜
θ lθ j
√|g˜k|∂θ j )√|g˜k|
]ξi
−
[
∂θ l (g˜
θ lθ j
√|g˜k|∂θ j )√|g˜k|
]](
w˜ξii
)= Bi + Di,
where
Bi =
[
g˜θ
lθ j
(
et
ξi
, θ
)− g˜θ lθ j (et, θ)]∂ l j w˜ξi ,θ θ i
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Di =
[
∂θ l [g˜θ lθ j (et
ξi
, θ)
√|g˜k|(etξi , θ)]√|g˜k|(etξi , θ) −
∂θ l [g˜θ lθ j (et, θ)
√|g˜k|(et, θ)]√|g˜k|(et, θ)
]
∂θ j w˜
ξi
i .
Clearly, we can choose 1 > 0 such that:
∣∣∂r g˜ki j(x, r, θ)∣∣+ ∣∣∂r∂θm g˜ki j(x, r, θ)∣∣ Cr, x ∈ B(x0, 1), r ∈ [0, 1], θ ∈ Uk,
ﬁnally,
Ai  Ck
∣∣e2t − e2tξi ∣∣[∣∣∇θ w˜ξii ∣∣+ ∣∣∇2θ (w˜ξii )∣∣].
We take C = max{Ci, 1 i  q} and we use (∗∗∗1). Proposition 3 is proved. 
We have
c(yi, t, θ) = 1+ ∂ta + Rge2t, (α1)
b2(t, θ) = ∂tt(
√
b1) = 1
2
√
b1
∂ttb1 − 1
4(b1)3/2
(∂tb1)
2, (α2)
c2 =
[
1√
b1
θ(
√
b1) +
∣∣∇θ log(√b1)∣∣2
]
. (α3)
We do a conformal change of the metric such that:
Riccix0 = R g˜(x0) = 0,
√
det(g˜x0, jk) = 1+ O
(
rs
)
, s 4,
it is given by [1] (see also Lee and Parker [8]).
Without loss of generality, we can assume:
R g˜(yi) → 0 and Ricciyi → 0.
We assume that λ λi + 2 = 12 logui(yi) + 2, which will be chosen later.
We work on [λ, ti] × S3 with ti = log
√
li → −∞, li as in Proposition 1. For i large log
√
li  λi + 2.
The functions vi tend to a radially symmetric function, then ∂θ j w
λ
i → 0 if i → +∞ and
∂θ j w
λ
i (t, θ)
wλi
= e
(n−2)[(λ−λi)+(ξi−t)]/2e[(λ−λi)+(ξi−t)](∂θ j vi)(e[(λ−λi)+(λ−t)]θ)
e(n−2)[(λ−λi)+(λ−t)]/2vi[e(λ−λi)+(λ−t)θ]  C¯i,
where C¯i does not depend on λ and tends to 0. We have also
∣∣∂θ wλi (t, θ)∣∣+ ∣∣∂θ,θ wλi (t, θ)∣∣ C˜i wλi (t, θ), C˜i → 0,
and
∣∣∂θ w˜λi (t, θ)∣∣+ ∣∣∂θ,θ w˜λi (t, θ)∣∣ C˜i w˜λi (t, θ), C˜i → 0,
C˜i does not depend on λ.
Now, we set:
w¯i = w˜i − m˜2 e
t .
As in [2], we have
Lemma 4. There is ν < 0 such that for λ ν:
w¯λi (t, θ) − w¯i(t, θ) 0, ∀(t, θ) ∈ [λ, ti] × S3.
Let ξi be the following real number,
ξi = sup
{
λ λi + 2, w¯ξi (t, θ) − w¯i(t, θ) 0, ∀(t, θ) ∈ [ξi, ti] × S3
}
.i
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w¯ξii − w¯i  0 ⇒ Z¯ i
(
w¯ξii − w¯i
)
 0.
We have
Z¯ i
(
w¯ξii − w¯i
)
 2Ai
(
et − etξi )(w˜ξii )3 + Vi(bξi1 )−1/2[(w˜ξii )3 − w˜3i ]+ o(1)e2t(et − etξi )+ o(1)w˜ξii (e2t − e2tξi ).
We can write
e2t − e2tξi = (et − etξi )(et + etξi ) 2et(et − etξi ).
Thus,
Z¯ i
(
w¯ξii − w¯i
)
 4eAi
(
et − etξi )(w˜ξii )2 + Vi(bξi1 )−1/2[(w˜ξii )3 − w˜3i ]+ o(1)e2t(et − etξi )+ o(1)et w˜ξii (et − etξi ).
But,
0< w˜ξii  2e, w˜i 
m
2
et and w˜ξii − w˜i 
m
2
(
et
ξi − et),
and
(
w˜ξii
)3 − w˜3i = (w˜ξii − w˜i)[(w˜ξii )2 + w˜ξii w˜ i + w˜2i ] (w˜ξii − w˜i)(w˜ξii )2 + (w˜ξii − w˜i)m
2e2t
4
+ (w˜ξii − w˜i)m2 et w˜
ξi
i ,
then,
Z¯ i
(
w¯ξii − w¯i
)

[(
w˜ξii
)2[am
4
− 4eAi
]
+
[
am3
16
− o(1)
]
+
[
am2
8
− o(1)
]
et w˜ξii
](
et
ξi − et) 0.
If we use the maximum principle and the Hopf lemma, we obtain (as in [2]):
max
θ∈S3
wi(ti, θ)min
θ∈S3
wi(2ξi − ti),
we can write (using Proposition 2):
liui(yi) c,
which is a contradiction.
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