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Abstract
Schrijver identified a family of vertex critical subgraphs of the Kneser graphs called
the stable Kneser graphs SGn,k. Bjo¨rner and de Longueville proved that the neighbor-
hood complex of the stable Kneser graph SGn,k is homotopy equivalent to a k−sphere.
In this article, we prove that the homotopy type of the neighborhood complex of
the Kneser graph KG2,k is a wedge of (k + 4)(k + 1) + 1 spheres of dimension k. We
construct a maximal subgraph S2,k of KG2,k, whose neighborhood complex is homo-
topy equivalent to the neighborhood complex of SG2,k. Further, we prove that the
neighborhood complex of S2,k deformation retracts onto the neighborhood complex of
SG2,k.
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1 Introduction
Lova´sz in 1978, proved the Kneser Conjecture ([7]), which states that the chromatic num-
ber of the Kneser graph KGn,k is k + 2. In this proof, he introduced a prodsimplicial
complex corresponding to a graph G, called the neighborhood complex of G, denoted by
N (G). Lova´sz showed that N (KGn,k) is (k − 1)-connected. In [8], Schrijver identified a
vertex critical family of subgraphs of the Kneser graphs called the stable Kneser graphs
SGn,k and showed that the chromatic numbers of both SGn,k and KGn,k are the same. In
2003, Bjo¨rner and de Longueville ([1]) proved that the neighborhood complex of SGn,k is
homotopy equivalent to a k-sphere.
Kozlov ([6], Proposition 17.28) showed that N (KGn,k) is homotopy equivalent to a
wedge of spheres of dimension k.
In this article, we identify a subgraph S2,k of KG2,k, where the set of vertices of both
the graphs is the same. We first show that :
Theorem 1.1. The neighborhood complex, N (S2,k), of S2,k collapses onto the neighborhood
complex, N (SG2,k), of the stable Kneser graph SG2,k, for all k ≥ 0.
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Since, N (SG2,k) is homotopic to S
k ([1]), the following is a consequence of Theorem
1.1.
Corollary 1.2. The neighborhood complex, N (S2,k), of S2,k is homotopic to the k-sphere
Sk, for all k ≥ 0.
The graph S2,k is a maximal subgraph of KG2,k, in the sense that the addition of an
extra edge to the graph S2,k changes the homotopy type of the corresponding neighborhood
complex. Using this subgraph, we prove the main result of this article.
Theorem 1.3. The neighborhood complex, N (KG2,k), of the Kneser graph KG2,k is ho-
motopic to the wedge of k2 + 5k + 5 copies of the k-sphere Sk, for all k ≥ 0.
The layout of this article is as follows: In Section 2, we present definitions which are
crucial to this article. In Section 3, we highlight some of the main results that we will be
using from Discrete Morse Theory. In Section 4, we show that the neighborhood complex
of S2,k is homotopic to the k-sphere i.e., we prove Theorem 1.1 and in Section 5, we prove
the main result of this article, Theorem 1.3.
2 Preliminaries
A simple graph is an ordered pair G = (V,E), where V is the set of vertices and E ⊆ {e ⊆
V | #(e) = 2} is the set of edges of G. An edge e is denoted by (v,w). In this article, all
the graphs are simple and undirected i.e., (v,w) = (w, v). The vertices v,w ∈ V are said
to be adjacent, if (v,w) ∈ E. This is also denoted by v ∼ w.
A graph homomorphism from G to H is a function f : V (G) → V (H) where (v,w) ∈
E(G) implies that (f(v), f(w)) ∈ E(H).
A finite abstract simplicial complex X is a collection of finite sets where τ ∈ X and σ ⊂ τ
implies σ ∈ X. The elements of X are called the simplices of X. If σ ∈ X and #(σ) = k+1,
then σ is said to be k dimensional.
A prodsimplicial complex is a polyhedral complex, each of whose cells is a direct product
of simplices ([6]).
For v ∈ V (G), the neighborhood of v, N(v) = {w ∈ V (G) | (v,w) ∈ E(G)}. If A ⊂ V (G),
the neighborhood of A, N(A) = {x ∈ V (G) | (x, a) ∈ E(G), ∀ a ∈ A}. The neighborhood
complex, N (G) of a graph G is the abstract simplicial complex with vertices being the
non isolated vertices of G and simplices being all those subsets of V (G) with a common
neighbor.
Let X be a simplicial complex and τ, σ ∈ X such that σ ( τ and τ is the only maximal
simplex inX that contains σ. A simplicial collapse ofX is the simplicial complex Y obtained
from X by removing all those simplices γ of X such that σ ⊆ γ ⊆ τ . σ is called a free face
of τ and (σ, τ) is called a collapsible pair. When we have a sequence of simplicial collapses
from X to Z, we say that X simplicially collapses onto Z and denote it by X ց Z.
Let n ≥ 1, k ≥ 0 and [n] be the set {1, 2, . . . , n}.
Definition 2.1. The Kneser graph KG2,k is the graph where V (KG2,k) = {{i, j} | i, j ∈
[k + 4] and i 6= j} and v1 ∼ v2, if and only if v1 ∩ v2 = ∅, i.e., (v1, v2) ∈ E(KG2,k) ⇐⇒
v1 ∩ v2 = ∅.
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A vertex {i, j} of KG2,k is said to be stable if j 6= i± 1, with addition modulo k + 4. If
{i, j} is not stable, then it is said to be unstable.
The stable Kneser graph SG2,k is the induced subgraph of KG2,k each of whose vertices
is stable.
Definition 2.2. The subgraph S2,k of KG2,k is defined to be the graph with V (S2,k) =
V (KG2,k) and E(S2,k) = {(u, v) ∈ E(KG2,k) | at least one of u or v is stable}.
Schrijver proved that the graphs SGn,k are vertex critical, i.e. the chromatic number
of any subgraph of SGn,k obtained by removing a vertex is strictly less than the chromatic
number of SGn,k.
In this article, the vertex {i, j} of KG2,k will be denoted by ij.
Definition 2.3. Let α ∈ V (KG2,k) i.e. α = ij for some i, j ∈ [k + 4]. The length of α,
l(α) = |j − i|. Clearly, if α ∈ V (SG2,k), then 2 ≤ l(α) ≤ k + 2.
For σ = {α1, α2, . . . αt} ∈ N (KG2,k), let
(a) σ ⊕ j = {α1 ⊕ j, α2 ⊕ j, . . . , αt ⊕ j} and
(b) σ ⊖ j = {α1 ⊖ j, α2 ⊖ j, . . . , αt ⊖ j}.
If αi = i1i2, then αi ⊕ j = (i1 + j)(i2 + j) and αi ⊖ j = (i1 − j)(i2 − j) with addition and
subtraction being modulo k + 4. For example, in N (KG2,3), 67 ⊕ 1 = 71, 23 ⊕ 1 = 34,
67⊖ 1 = 56 and 12⊖ 1 = 71 = 17 (see [3]).
If σ = {α1, α2, . . . , αt} ∈ N (KG2,k), then define
Sσ =
t⋃
i=1
αi and Cσ = [k + 4] \ Sσ. (2.1)
It is a simple observation that Cσ\{ab} ⊆ Cσ ∪ {a, b} and Cσ ∪ {ab} = Cσ \ {a, b}.
The following remark provides some insight into the structure of N (S2,k).
Remark 2.4.
(i) If α ∈ V (S2,k) \ V (SG2,k), then there exists j ∈ {0, 1, 2, . . . , k + 2, k + 3} such that
α = 12⊕ j. Thus, N(α) = {u⊕ j | u ∈ N(12)}.
(ii) If α, β ∈ V (S2,k) such that α = β ⊕ j for some j ∈ {0, 1, 2, . . . , k + 2, k + 3}, then
N(α) = {u⊕ j | u ∈ N(β)}.
In this article, N (SG2,k), N (S2,k) and N (KG2,k) will denote the neighborhood com-
plexes in SG2,k, S2,k and KG2,k, respectively. Further, addition and subtraction on vertices
are (mod k + 4), i.e., 30 ≡ 3(k + 4)( mod k + 4) and 3(k + 5) ≡ 31( mod k + 4).
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3 Tools From Discrete Morse Theory
In this section, we present some of the tools that we require from Discrete Morse theory.
Definition 3.1 ([3]). A partial matching in a poset (P, <) is a subset M ⊆ P × P , where
(i) (a, b) ∈M implies b ≻ a; i.e., a < b and ∄ c ∈ P such that a < c < b and
(ii) each a ∈ P belongs to at most one element in M .
If (a, b) ∈ M , we denote a by d(b) and b by u(a). A partial matching on P is called
acyclic if there do not exist distinct ai ∈ P , 1 ≤ i ≤ m, m ≥ 2 such that
a1 ≺ u(a1) ≻ a2 ≺ u(a2) ≻ . . . ≺ u(am) ≻ a1 is a cycle. (3.1)
For an acyclic matching M on P , the unmatched elements of P are called critical. If
each element of P belongs to a member of M , then M is called a perfect matching on P .
Let ∆ ⊆ 2X and x ∈ X. Define
Mx = {(σ \ {x}, σ ∪ {x}) | σ \ {x}, σ ∪ {x} ∈ ∆} and
∆x = {σ ∈ ∆ | σ \ {x}, σ ∪ {x} ∈ ∆}.
Lemma 3.2. The set Mx is a perfect acyclic matching on ∆x.
Proof. Assume thatMx is not acyclic, i.e there exist pairs (σ1, τ1), (σ2, τ2), . . . , (σn, τn) such
that σ1 ≺ τ1 ≻ σ2 ≺ τ2 ≻ . . . ≺ τn ≻ σ1. Since, τi = σi ∪ {x} and τi ≻ σi+1, we have
τi+1 ⊆ τi. Therefore, τn ⊆ τ1 = σ1 ∪ {x}. On the other hand, τn ≻ σ1 implies that σ1 ⊆ τn
i.e. τ1 = τn, a contradiction. Hence, Mx is a perfect acyclic matching on ∆x.
Lemma 3.3 ([5]). Let M ′ be an acyclic matching on ∆′ = ∆ \∆x. Then, M =M
′ ∪ Mx
is an acyclic matching on ∆.
Lemma 3.4 (Cluster Lemma [2]). If ϕ : P → Q is an order-preserving map and for each
q ∈ Q, the subposet ϕ−1(q) carries an acyclic matching Mq, then
⊔
q ∈ Q
Mq is an acyclic
matching on P.
One of the main results of Discrete Morse Theory used in this article is :
Theorem 3.5 (Forman [4]). Let ∆ be a simplicial complex and M be an acyclic matching
on the face poset of ∆. Let ci denote the number of critical i-dimensional cells of ∆. The
space ∆ is homotopy equivalent to a cell complex ∆c with ci cells of dimension i for each
i ≥ 0, plus a single 0-dimensional cell in the case where the empty set is also paired in the
matching.
This result gives the following corollaries.
Corollary 3.6 ([2]). If an acyclic matching has critical cells only in a fixed dimension i,
then ∆ is homotopy equivalent to a wedge of i-dimensional spheres.
Corollary 3.7 ([3]). If the critical cells of an acyclic matching on ∆ form a subcomplex ∆′
of ∆, then ∆ simplicially collapses to ∆′, implying that ∆′ is a deformation retract of ∆.
In this article, σ \ {ij} and σ ∪ {ij} will indicate that ij ∈ σ and ij /∈ σ, respectively.
For brevity, we use σ \ ij and σ∪ ij instead of σ \ {ij} and σ∪ {ij}, respectively. Further,
{a1 < a2 < a3 < . . . < ak} will denote a chain.
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4 Proof of Theorem 1.1
Let W 1k = N (S2,k), W
l+1
k = N (S2,k \ {12, 23, . . . , l(l + 1)}), 1 ≤ l ≤ k + 3 and W
k+5
k =
N (SG2,k). We first prove that W
l
k collapses onto W
l+1
k , 1 ≤ l ≤ k + 4.
Lemma 4.1. W lk ց A
l
k, where A
l
k = {σ ∈W
l
k | Cσ 6= {l, l + 1}}, 1 ≤ l ≤ k + 4.
Proof. In S2,k, v ∼ l(l + 1) ⇒ v ∈ V (SG2,k). Observe that A
l
k is a subcomplex of W
l
k.
Define ϕlk : F(W
l
k) −→ {u
l
k < v
l
k} to be the map
ϕlk(σ) =
{
ulk if Cσ 6= {l, l + 1},
vlk if Cσ = {l, l + 1}.
Let τ ⊆ σ. If ϕlk(σ) = u
l
k, then Cσ 6= {l, l + 1}. Hence, Cτ 6= {l, l + 1} and ϕ
l
k(τ) = u
l
k.
ϕlk(σ) = v
l
k ⇒ ϕ
l
k(τ) ≤ ϕ
l
k(σ), always. Therefore, ϕ
l
k is a poset map.
Observe that, σ ∈ (ϕlk)
−1(vlk) ⇒ σ ⊆ N(l(l + 1)). Our aim now is to define a perfect
acyclic matching on (ϕlk)
−1(vlk). From Corollary 3.7, we can then conclude thatW
l
k collapses
onto Alk, thereby proving this Lemma.
If k = 1, N(l(l+1)) = {(l+2)(l+4)}. Since CN(l(l+1)) 6= {l, l+1}, we see that (ϕ
l
1)
−1(vl1)
is empty.
If k = 2, then (ϕl2)
−1(vl2) = {α = {(l+2)(l+4), (l+3)(l+5)}, {(l+2)(l+4), (l+3)(l+
5), (l+2)(l+5)}}. Thus,M(l+2)(l+5) = {(α,α∪ (l+2)(l+5))} is a perfect acyclic matching
on (ϕl2)
−1(vl2).
Inductively, let us assume that N lk is a perfect acyclic matching on (ϕ
l
k)
−1(vlk) for all
1 ≤ k ≤ r − 1, r ≥ 3.
Now, consider the case k = r. By Lemma 3.2, M(l+2)(l+r+3) is an acyclic matching on
(ϕlr)
−1(vlr). Let σ ∈ (ϕ
l
r)
−1(vlr) and σ /∈ ∆(l+2)(l+r+3).
If (l + 2)(l + r + 3) /∈ σ, then Cσ = {l, l + 1} ⇒ Cσ∪ (l+2)(l+r+3) = {l, l + 1} ⇒ σ ∈
∆(l+2)(l+r+3), a contradiction. Thus, (l + 2)(l + r + 3) ∈ σ, Cσ\(l+2)(l+r+3) 6= {l, l + 1} and
(ϕlr)
−1(vlr) \∆(l+2)(l+r+3) = ∆
l
1 ∪ ∆
l
2 ∪ ∆
l
3, where
1. ∆l1 = {σ ∈ (ϕ
l
r)
−1(vlr) | {l + 2, l + r + 3} ∩ Sσ\(l+2)(l+r+3) = ∅},
2. ∆l2 = {σ ∈ (ϕ
l
r)
−1(vlr) | Cσ\(l+2)(l+r+3) = {l, l + 1, l + r + 3}} and
3. ∆l3 = {σ ∈ (ϕ
l
r)
−1(vlr) | Cσ\(l+2)(l+r+3) = {l, l + 1, l + 2}}.
Claim 1. For 1 ≤ l ≤ r + 4, the following maps are bijective:
(i) fl : (ϕ
1
r−2)
−1(v1r−2)→ ∆
l
1 defined by fl(τ) = {τ ⊕ l} ∪ {(l + 2)(l + r + 3)}, r > 3.
(ii) gl : (ϕ
1
r−1)
−1(v1r−1)→ ∆
l
2 defined by gl(τ) = {τ ⊕ (l− 1)}∪ {(l+2)(l+ r+3)}, r ≥ 3.
(iii) hl : (ϕ
1
r−1)
−1(v1r−1)→ ∆
l
3 defined by hl(τ) = {τ ⊕ l} ∪ {(l + 2)(l + r + 3)}, r ≥ 3.
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Observe that if r = 3, then both ∆l1 and (ϕ
1
1)
−1(v11) are empty sets. For any τ ∈
(ϕ1r−2)
−1(v1r−2), we see that τ ∈W
l
r and Cτ = {1, 2, r+3, r+4} ⇒ Cτ⊕l = {l, l+1, l+2, l+
r+3} (since l+r+4 ≡ l(mod r+4)). Thus, {τ ⊕ l}∪ (l+2)(l+r+3) ∈ ∆l1. fl is surjective
because σ ∈ ∆l1 ⇒ Cσ\(l+2)(l+r+3) = {l, l+1, l+2, l+r+3} ⇒ C(σ\(l+2)(l+r+3)))⊖l = {1, 2, r+
3, r+4} ⇒ (σ\(l+2)(l+r+3))⊖ l = τ ∈ (ϕ1r−2)
−1(v1r−2)⇒ σ = {(l+2)(l+r+3)}∪ {τ⊕ l}.
f is clearly injective and this proves Claim 1((i)). The proofs of (ii) and (iii) are similar.
Since, N1r−2 is a perfect acyclic matching on (ϕ
1
r−2)
−1(v1r−2), from Claim 1(i), we observe
that M l1 = {(fl(τ), fl(τ
′)) | (τ, τ ′) ∈ N1r−2} is a perfect acyclic matching on ∆
l
1.
Similarly, we construct perfect acyclic matchingsM l2 andM
l
3 on ∆
l
2 and ∆
l
3 respectively.
Since, (ϕlr)
−1(vlr) = ∆
l
1 ∪ ∆
l
2 ∪ ∆
l
3 ∪ ∆(l+2)(l+r+3), define θl : (ϕ
l
r)
−1(vlr) −→ {q
l
1 < q
l
2 <
ql3 < q
l
0} by
θl(σ) =
{
qli if σ ∈ ∆
l
i, 1 ≤ i ≤ 3 ,
ql0 if σ ∈ ∆(l+2)(l+r+3).
Let σ, τ ∈ (ϕlr)
−1(vlr) and τ ⊆ σ.
If τ ∈ θ−1l (q
l
0), then Cτ\(l+2)(l+r+3) = Cτ . Thus, Cσ\(l+2)(l+r+3) = Cσ and therefore,
σ ∈ θ−1l (q
l
0).
If σ ∈ ∆li, then by the definition of ∆
l
i, τ /∈ ∆
l
j for any j > i. Thus, θl is a poset map.
Hence, M(l+2)(l+r+3) ∪ M
l
1 ∪ M
l
2 ∪ M
l
3 is a perfect acyclic matching on (ϕ
l
r)
−1(vlr).
We now show that for each l ∈ {1, . . . , k + 4}, Alk ցW
l+1
k .
Lemma 4.2. Alk ցW
l+1
k , 1 ≤ l ≤ k + 4.
Proof. S2,k \ {12, 23, . . . , l(l + 1)} is a subgraph of S2,k \ {12, 23, . . . , (l − 1)l} and W
l+1
k is
a subcomplex of W lk. σ ∈W
l+1
k ⇒ ∃ v ∈ V (S2,k) \ {12, 23, . . . , l(l+1)} such that v ∈ N(σ),
i.e. Cσ 6= {l, l + 1}, thereby showing that W
l+1
k is a sub-complex of A
l
k.
Claim 2. σ ∈ Alk \W
l+1
k ⇒ l(l + 1) ∈ σ.
Assume that l(l + 1) /∈ σ. If σ ∈ Alk, then Cσ 6= {l, l + 1}. Hence, there exists a
vertex v 6= l(l + 1), such that σ ⊆ N(v). Further, l(l + 1) /∈ σ implies that σ ∈ W l+1k , a
contradiction. This proves Claim 2.
For 1 ≤ n ≤ k + 1, define An = {σ ⊂ N(v) ⊂ V (S2,k) | 12 ∈ σ, l(v) ≥ n + 1} and
Bln = W
l+1
k ∪ {σ ⊕ (l − 1) | σ ∈ An}. Clearly, B
l
1 = A
l
k and B
l
k+1 = W
l+1
k . For 1 ≤ i ≤ k,
define ψli : F(B
l
i) −→ {α
l
i < β
l
i} by
ψli(σ) =
{
αli if σ ∈ B
l
i+1,
βli otherwise.
Let σ, τ ∈ F(Bli), τ ⊆ σ and ψ
l
i(τ) = β
l
i . Here, τ /∈ F(B
l
i+1), which implies that
12 ∈ τ ⊖ (l− 1) and τ ⊖ (l− 1) ⊂ N(v), with l(v) = i+1. Now, τ ⊂ σ ⇒ 12 ∈ σ⊖ (l− 1)⇒
σ /∈ W l+1k . If σ ⊖ (l − 1) ⊂ N(v), where v = lm with |l −m| > i+ 1, then l,m ∈ Cτ⊖(l−1).
This implies that τ ⊖ (l − 1) ⊂ N(lm), a contradiction. Thus ψli(σ) = β
l
i and therefore, ψ
l
i
is a poset map.
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Let i ∈ {1, . . . k} and σ ∈ (ψli)
−1(βli). Here, σ ∈ (ψ
l
i)
−1(βli) implies that σ /∈ F(B
l
i+1),
i.e. 12 ∈ σ ⊖ (l − 1) and σ ⊖ (l − 1) ⊂ N(v), l(v) = i + 1. Let s ∈ [k + 4] be the smallest
integer such that s ∈ Cσ⊖(l−1). Here, Cσ⊖(l−1) ⊂ Cs = {s, s + 1, . . . s + i + 1}. Define a
matching M li on (ψ
l
i)
−1(βli) as
σ −→


σ ∪ (l + 1)(l + 3) if Cσ⊖(l−1) ⊂ C3, (l + 1)(l + 3) /∈ σ,
σ ∪ (l + 1)(l + 4) if Cσ⊖(l−1) ⊂ C4, (l + 1)(l + 4) /∈ σ,
...
σ ∪ (l + 1)(l + k + 3− i) if Cσ⊖(l−1) ⊂ Ck+3−i, (l + 1)(l + k + 3− i) /∈ σ.
Let M i,l(l+1)r = {(σ, σ ∪ (l + 1)r) | Cσ⊖(l−1) ⊂ Cr, (l + 1)r /∈ σ} and ∆
i,l
(l+1)r = {σ ∈
(ψli)
−1(βli) | (σ \ (l + 1)r, σ ∪ (l+ 1)r) ∈M
i,l
(l+1)r}, l+ 3 ≤ r ≤ l+ k + 3− i. We now prove
that
Claim 3. (ψli)
−1(βli) =
l+k+3−i
⊔
r=l+3
(∆i,l(l+1)r).
Clearly,
l+k+3−i
⊔
r=l+3
(∆i,l(l+1)r) ⊆ (ψ
l
i)
−1(βli). Let σ ∈ (ψ
l
i)
−1(βli). There exists a smallest
s ∈ {3, . . . , k+3− i} such that Cσ⊖(l−1) ⊂ Cs. Since s+1 < s+ i+1, C{σ⊖(l−1)}\2(s+1) (or
C{σ⊖(l−1)}∪ 2(s+1)) ⊆ Cs. Further, 12 ∈ {σ⊖ (l− 1)} \ 2(s+1) (or {σ⊖ (l− 1)} ∪ 2(s+1))
shows that ({σ ⊖ (l − 1)} \ 2(s+ 1), σ ⊖ (l − 1)) (or (σ ⊖ (l − 1), {σ ⊖ (l − 1)} ∪ 2(s+ 1)))
∈ M i,12(s+1). Thus, (σ \ (l + 1)(l + s), σ) (or (σ, σ ∪ (l + 1)(l + s))) ∈ M
i,l
(l+1)(l+s), thereby
showing that σ ∈ ∆i,l(l+1)(l+s).
If σ ∈ ∆i,l(l+1)(l+r) ∩ ∆
i,l
(l+1)(l+s), 3 ≤ r < s ≤ k + 3 − i, we see that Cσ⊖(l−1) ⊂ Cs,
Cr. Cσ⊖(l−1) ⊂ Cs ⇒ r /∈ Cσ⊖(l−1) ⇒ σ ⊖ (l − 1) /∈ ∆
i,1
2(r+1) ⇒ σ /∈ ∆
i,l
(l+1)(l+r). Therefore,
∆i,l(l+1)(l+r) ∩∆
i,l
(l+1)(l+s) is an empty set. This completes the proof of Claim 3.
Let M li =
l+k+3−i
⊔
r=l+3
(M i,l(l+1)r). Lemma 3.2 and Claim 3 show that M
l
i is a perfect acyclic
matching on (ψli)
−1(βli), thereby showing that B
l
i ց B
l
i+1, from Corollary 3.7. This proves
Lemma 4.2.
Proof of Theorem 1.1 :
From Lemma 4.1 and Lemma 4.2, it follows thatW lk collapses toW
l+1
k for 1 ≤ l ≤ k+4.
On applying this k + 4 times, we get N (S2,k) = W
1
k ց W
k+5
k = N (SG2,k). This proves
Theorem 1.1.
5 Homotopy type of N (KG2,k)
In this section, N(i(i + 1)) represents the neighborhood of i(i + 1) in the Kneser graph
KG2,k. Let Xi,i+1 = {σ ⊆ N(i(i + 1)) | σ /∈ N (S2,k)}. For any v ∈ V (SG2,k), N(v) is the
same in both S2,k and KG2,k. We observe the following:
Remark 5.1. (i) σ ∈ Xi,i+1 ⇔ Cσ = {i, i + 1} and j(j + 1) ∈ σ, j 6= i ∈ [k + 4].
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(ii) N (KG2,k) = N (S2,k)
⊔
(
k+4⊔
i=1
Xi,i+1).
Let i ∈ [k+4], Ii = [k+4] \ {i− 1, i, i+1} and I
i
j = [k+4] \ {i, i+1, j − 1, j, j +1} for
each j ∈ Ii. If t ∈ I
i
j and It = I
i
j \ {t, t+ 1, . . . , k + 4}, define
Eij = {σ ∈ Xi,i+1 | j(j + 1) ∈ σ and s(s+ 1) /∈ σ, ∀ s ∈ Ii \ {j, j + 1 . . . , k + 4}},
F ij = {σ ∈ E
i
j | js ∈ σ and Cσ\js = {i, i + 1, s},∀ s ∈ I
i
j} and
F ij,t = {σ ∈ E
i
j | ∀ r ∈ It, jr ∈ σ, r ∈ Cσ\jr and either jt /∈ σ or Cσ\jt = {i, i + 1}}.
(5.1)
Lemma 5.2. Let i ∈ [k + 4], j ∈ Ii and t ∈ I
i
j . Then,
(i) Xi,i+1 =
⊔
j∈Ii
Eij,
(ii) Eij =
⊔
t∈Ii
j
F ij,t ⊔ F
i
j and
(iii) σ ∈ F ij ⇒ σ = {(j − 1)(j + 1), j(j + 1)} ∪ {jr | r ∈ I
i
j}.
Proof. (i) Let σ ∈ Xi,i+1. From Remark 5.1(i), Cσ = {i, i+1} and s(s+1) ∈ σ for some
s ∈ [k + 4]. Let l = min{s ∈ [k + 4] | s(s + 1) ∈ σ}. Since this set is nonempty and
l ∈ Ii, we get σ ∈ E
i
l . Thus, Xi,i+1 ⊆
⊔
j∈Ii
Eij.
(ii) Let σ ∈ Eij , T = {l ∈ I
i
j | l ∈ Cσ\jl} and S ⊆ T be the set {r ∈ I
i
j \ {k + 4} | s ∈
Cσ\js ∀ s ∈ Ir+1}. If S is an empty set and t1 = min{l | l ∈ I
i
j}, then It1 is an empty
set. If t1 ∈ Cσ\jt1 , then t1 ∈ S, a contradiction. Thus, either jt1 /∈ σ or Cσ\jt1 = Cσ,
which shows that σ ∈ F ij,t1 .
Now, consider the case when S is non empty. If T = Iij , then s ∈ Cσ\js ∀ s ∈ I
i
j
which implies that σ ∈ F ij . If T 6= I
i
j , then r ∈ S ⇒ s ∈ S, ∀ s < r, s ∈ I
i
j i.e.
t ∈ Iij\T ⇒ t > l, ∀ l ∈ S. Choose t
′
= min{l | l ∈ Iij\T} and t2 = max{t ∈ I
i
j | t ∈ S}.
Here, t
′
/∈ T ⇒ jt
′
/∈ σ or t
′
/∈ Cσ\jt′ ⇒ σ ∈ F
i
j,t
′ . T 6= Iij ⇒ t2 < max{l | l ∈ I
i
j}.
Thus, Eij =
⊔
t∈Ii
j
F ij,t ⊔ F
i
j .
(iii) From Equation (5.1), σ ∈ F ij implies that s ∈ Cσ\js for each s ∈ I
i
j. Further, σ ∈ F
i
j
shows that σ ∈ Eij . This implies that j(j+1) ∈ σ and (j−1)j /∈ σ. Since Cσ = {i, i+1},
we see that j − 1 ∈ Sσ, which implies that (j − 1)(j + 1) is the only possible element
of σ containing j − 1.
Let Pk denote the face poset of N (KG2,k).
Lemma 5.3. For i ∈ [k + 4], j ∈ Ii and t ∈ I
i
j, the following are poset maps:
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(i) ϕ : Pk −→ {a1 > a2 > a3 > . . . > ak+4 > a} defined by
ϕ−1(x) =
{
Xi,i+1 if x = ai i ∈ {1, . . . , k + 4},
F(N (S2,k)) if x = a.
(ii) ϕi : Xi,i+1 −→ {b
i
1 > b
i
2 > . . . > b
i
i−2 > b
i
i+2 > b
i
i+3 > . . . > b
i
k+4} defined by
ϕ−1i (b
i
j) = E
i
j, for j ∈ Ii.
(iii) ϕi,j : E
i
j −→ J , where J = {d
i
j,t | t ∈ I
i
j} ∪ {d
i
j} with d
i
j,t > d
i
j,t′ > d
i
j for t < t
′,
defined by
ϕi,j(σ) =
{
dij,t if σ ∈ F
i
j,t, t ∈ I
i
j,
dij if σ ∈ F
i
j .
Proof. (i) Let τ ⊆ σ. From Remark 5.1, τ ∈ Xi,i+1 implies that Cτ = {i, i + 1} and
j(j + 1) ∈ τ , for some j 6= i. Therefore, Cσ ⊆ Cτ implying that σ ∈ Xi,i+1, thereby
proving (i).
(ii) Let τ ⊆ σ and τ ∈ Eis. Assume that σ ∈ E
i
r, where r ∈ Ii and r > s. Here, for each
j ∈ Ii \ {r, r + 1 . . . , k + 4}, we see that j(j + 1) /∈ σ which implies that s(s+ 1) /∈ τ ,
a contradiction. Thus, ϕi(σ) ≥ ϕi(τ).
(iii) Assume that ϕi,j(τ) = d
i
j,r and ϕi,j(σ) = d
i
j,s, r < s, where τ ⊆ σ. Here τ ∈ F
i
j,r. From
Equation (5.1), either jr /∈ τ or Cτ\jr = {i, i+ 1}. Thus, r ∈ Sτ . If jr /∈ τ , then from
Equation (5.1), r < s ⇒ jr ∈ σ and Cσ\jr = {i, i + 1, r}. Therefore, r ∈ Cτ\jr = Cτ ,
a contradiction. If Cτ\jr = {i, i + 1}, then Cσ\jr = {i, i + 1}, a contradiction. Thus,
r > s. Further if ϕi,j(σ) = d
i
j , then τ ∈ E
i
j ⇒ Cτ = {i, i + 1}, j(j + 1) ∈ τ . So,
τ ⊆ σ ⇒ τ = σ. Hence, ϕi,j is a poset map.
We now prove Theorem 1.3.
Proof. Let i ∈ [k + 4], j ∈ Ii and t ∈ I
i
j . Then,
(i) Eij has an acyclic matching with one critical k-cell.
Let σ ∈ F ij,t. If jt ∈ σ, then Cσ\jt = {i, i + 1} implies that σ \ jt ∈ F
i
j,t. If jt /∈ σ,
then j, t 6= i, i+1 implies that Cσ∪ jt = {i, i+1}. Thus, C{σ∪ jt}\jt = {i, i+1} which
implies that σ ∪ jt ∈ F ij,t. Hence, F
i
j,t = ∆
i
j,t = {σ ∈ F
i
j,t | (σ \ jt, σ ∪ jt) ∈ M
i
j,t},
where M ijt = {(σ \ jt, σ ∪ jt) | σ \ jt, σ ∪ jt ∈ F
i
j,t}. By Lemma 3.2, M
i
jt is a
perfect acyclic matching on ∆ij,t = F
i
j,t = ϕ
−1
i,j (d
t
i,j). From the lemmas 5.3(iii) and
3.4, M ij =
⊔
t∈Ii
j
M ijt is an acyclic matching on
⊔
t∈Ii
j
F ij,t ⊔ F
i
j = E
i
j with F
i
j as the set of
critical cells. Since F ij contains exactly one k-cell from Lemma 5.2(iii), we see that
M ij is an acyclic partial matching on E
i
j = ϕ
−1
i (b
i
j) with exactly one critical k-cell.
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(ii) Xi,i+1 has an acyclic matching with (k + 1) critical k-cells.
By Lemmas 5.3(ii) and 3.4, Mi =
⊔
j∈Ii
M ij is an acyclic matching on Xi,i+1 =
⊔
j∈Ii
Eij =
ϕ−1(ai) with |Ii| = (k + 1) critical k-cells.
(iii) Pk has an acyclic matching with (k+4)(k+1)+ 1 critical k-cells. In [1], Bjo¨rner and
de Longueville proved that N (SGn,k) is homotopy equivalent to a k-sphere. It can
be shown that F(N (S2,k)) has an acyclic matching with exactly one critical cell of
dimension k (the details of this matching are available with the authors). Now, using
Theorem 1.1, we have an acyclic matching, say R, on F(N (S2,k)) = ϕ
−1(a) with one
critical cell of dimension k . Thus, by Lemmas 5.3(i) and 3.4, {
k+4⊔
i=1
Mi}
⊔
R is an
acyclic partial matching on {
k+4⊔
i=1
ϕ−1(ai)}
⊔
ϕ−1(a) = Pk with (k + 4)(k + 1) + 1 =
k2 + 5k + 5 critical cells of dimension k.
The proof of Theorem 1.3 now follows from Corollary 3.6.
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