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INTRINSIC PROPERTIES OF SURFACES WITH
SINGULARITIES
M. HASEGAWA, A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
To the memory of Professor Shoshichi Kobayashi
Abstract. In this paper, we give two classes of positive semi-definite metrics
on 2-manifolds. The one is called a class of Kossowski metrics and the other is
called a class of Whitney metrics: The pull-back metrics of wave fronts which
admit only cuspidal edges and swallowtails in R3 are Kossowski metrics, and
the pull-back metrics of surfaces consisting only of cross cap singularities are
Whitney metrics. Since the singular sets of Kossowski metrics are the union
of regular curves on the domains of definitions, and Whitney metrics admit
only isolated singularities, these two classes of metrics are disjoint. In this
paper, we give several characterizations of intrinsic invariants of cuspidal edges
and cross caps in these classes of metrics. Moreover, we prove Gauss-Bonnet
type formulas for Kossowski metrics and for Whitney metrics on compact 2-
manifolds.
1. Introduction
Let U be a domain in the uv-plane and f : U → R3 a C∞-map. A point p ∈ U
is called a singular point if f is not an immersion at p. If f does not admit any
singular points (i.e. f is an immersion), f is called a regular surface. We fix such a
regular surface f and denote by
(1.1) ds2 = E du2 + 2F du dv +Gdv2
the first fundamental form (or the induced metric) of f , where
(1.2) E := fu · fu, F := fu · fv, G := fv · fv.
Here, “·” denotes the canonical inner product of R3. We let ν be the unit normal
vector field of f and set
L := fuu · ν, M := fuv · ν, N := fvv · ν.
Then the second fundamental form of f is given by
h = Ldu2 + 2M dudv +N dv2.
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An invariant of regular surfaces is called intrinsic if it can be reformulated as an
invariant of the first fundamental forms. For example, the Gaussian curvature
K := (LN −M2)/(EG−F 2) is an intrinsic invariant, in fact, it coincides with the
sectional curvature of the metric ds2 and has the expression
(1.3) K =
E
(
EvGv − 2FuGv + (Gu)2
)
4(EG− F 2)2
+
F (EuGv − EvGu − 2EvFv − 2FuGu + 4FuFv)
4(EG− F 2)2
+
G
(
EuGu − 2EuFv + (Ev)2
)
4(EG− F 2)2 −
Evv − 2Fuv +Guu
2(EG− F 2) .
On the other hand, an invariant of a C∞-map f is called extrinsic if there exists
another C∞-map g whose induced metric coincides with that of f but the corre-
sponding invariant of g takes different values. For example, the mean curvature
H of regular surfaces is an extrinsic invariant, since we know that a plane admits
an isometric deformation varying H . By definition, extrinsic invariants cannot be
intrinsic invariants. Moreover, the converse statement is true for the real-analytic
case:
Proposition 1.1. In the class of real analytic regular surfaces, each non-extrinsic
invariant is intrinsic.
Proof. Let Cω0 (R
2,R3) be the set of germs of real analytic immersions of (R2, o)
into (R3, o), where o is the origin. A map I : Cω0 (R
2,R3) → R is called an
invariant if it does not depend on the choice of a local coordinate system of regular
surfaces and does not change values for any Euclidean motions inR3. We denote by
M2+ the set of germs of positive definite real analytic metrics defined at the origin
o ∈ R2. For each dσ2 ∈ M2+, the classical Janet-Cartan theorem (cf. [13]) implies
that there exists a neighborhood U of the origin o and a real analytic immersion
f : U → R3 such that the pull-back of the canonical metric of R3 coincides with
dσ2. Suppose that I is not an extrinsic invariant. We denote by I(f) the invariant
of f at o. Since I is not extrinsic, the value I(f) does not depend on the choice of
such f . So the map M2+ ∋ dσ2 7→ I(f) ∈ R is well-defined, which means that I(f)
is an intrinsic invariant. 
In [3] and [11], several geometric invariants of cross caps (see Section 4 for defi-
nition) and wave front singularities1 were introduced, and it was shown that some
of them are actually intrinsic invariants, by
(i) setting up a class of local coordinate systems determined by the induced
metrics (i.e. the first fundamental forms),
(ii) and giving formulas for the invariants in terms of the coefficients of the first
fundamental forms with respect to the above coordinate systems.
Moreover, like as in the case of regular surfaces, one can expect the existence of
a suitable class of positive semi-definite metrics for a given class of singularities.
Fortunately, Kossowski [6] defined a class of positive semi-definite metrics which
characterizes the non-degenerate front singularities (the non-degeneracy of singu-
larities of fronts is defined in the appendix). In Section 2, we call metrics in such a
1The definition of wave fronts is given in the appendix.
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class Kossowski metrics, and will describe the intrinsic invariants of cuspidal edges
(the definition of cuspidal edges is given in the appendix) shown in [11] in this class
of metrics (cf. Remark 2.30). Moreover, we show Gauss-Bonnet type formulas for
this class of metrics in Section 3.
In Section 4, we introduce another new class of positive semi-definite metrics
called Whitney metrics, which characterizes the cross cap singularities in R3, and
reformulate intrinsic invariants of cross caps given in [3] in terms of Whitney met-
rics. Moreover, in Section 5, we prove a Gauss-Bonnet type formula for this class
of metrics.
2. Kossowski metrics and cuspidal edges
In the first part of this section, we introduce a class of positive semi-definite
metrics describing the properties of wave fronts (see the appendix) intrinsically.
This class of metrics was defined by Kossowski [6]. For this purpose, we fix a 2-
manifold M2, and a positive semi-definite metric dσ2 on M2. A point p ∈ M2 is
called a singular point of the metric dσ2 if the metric is not positive definite at p.
We denote by X the set of smooth vector fields on M2, and by C∞(M2) the set of
R-valued smooth functions on M2.
We set 〈X,Y 〉 := dσ2(X,Y ). Kossowski [6] defined a map Γ : X × X × X →
C∞(M2) as
(2.1) Γ(X,Y, Z) :=
1
2
(
X 〈Y, Z〉+ Y 〈X,Z〉 − Z 〈X,Y 〉
+ 〈[X,Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉
)
and showed that it plays an important role in giving an intrinsic characterization
of generic wave fronts. So, we call Γ, a Kossowski pseudo-connection.
If the metric dσ2 is positive definite, then
(2.2) Γ(X,Y, Z) = 〈∇XY, Z〉
holds, where ∇ is the Levi-Civita connection of dσ2. One can easily check the
following two identities (cf. [6])
X〈Y, Z〉 = Γ(X,Y, Z) + Γ(X,Z, Y ),(2.3)
Γ(X,Y, Z)− Γ(Y,X,Z) = 〈[X,Y ], Z〉.(2.4)
The equation (2.3) corresponds to the condition that ∇ is a metric connection, and
the equation (2.4) corresponds to the condition that ∇ is torsion free. The following
assertion can be also easily verified:
Proposition 2.1 (Kossowski [6]). For each Y ∈ X and for each p ∈M2, the map
TpM
2 × TpM2 ∋ (v1, v2) 7−→ Γ(V1, Y, V2)(p) ∈ R
is a well-defined bi-linear map, where Vj (j = 1, 2) are vector fields of M
2 satisfying
vj = Vj(p).
For each p ∈M2, the subspace
(2.5) Np :=
{
v ∈ TpM2 ; dσ2(v, w) = 0 for all w ∈ TpM2
}
4 M. HASEGAWA, A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
is called the null space or the radical at p. A non-zero vector which belongs to Np
is called a null vector at p.
Lemma 2.2 (Kossowski [6]). Let p be a singular point of dσ2. Then the Kossowski
pseudo-connection Γ induces a tri-linear map
Γˆp : TpM
2 × TpM2 ×Np ∋ (v1, v2, v3) 7−→ Γ(V1, V2, V3)(p) ∈ R,
where Vj (j = 1, 2, 3) are vector fields of M
2 such that vj = Vj(p).
Proof. Applying (2.1),
2Γ(V1, fV2, V3)
= V1〈fV2, V3〉+ fV2〈V1, V3〉 − V3〈V1, fV2〉
+ 〈[V1, fV2], V3〉 − 〈[V1, V3], fV2〉 − 〈[fV2, V3], V1〉
= 2fΓ(V1, V2, V3) + (V1f)〈V2, V3〉 − (V3f)〈V1, V2〉
+ (V1f)〈V2, V3〉+ (V3f)〈V2, V1〉
= 2fΓ(V1, V2, V3) + 2(V1f)〈V2, V3〉 = 2fΓ(V1, V2, V3)
holds at p, where the fact that V3(p) ∈ Np is used to show the last equality. 
Definition 2.3. A singular point p of the metric dσ2 is called admissible2 if Γˆp in
Lemma 2.2 vanishes. If each singular point of dσ2 is admissible, then dσ2 is called
an admissible metric.
We are interested in admissible metrics because of the following fact.
Proposition 2.4. Let f : M2 → R3 be a C∞-map. Then the induced metric
dσ2(:= df · df) by f on M2 is an admissible metric.
Proof. Let D be the Levi-Civita connection of the canonical metric of R3. Then
the Kossowski pseudo-connection of dσ2 is given by (cf. (2.2))
Γ(X,Y, Z) = DXdf(Y ) · df(Z),
which vanishes if df(Zp) = 0, proving the assertion. 
A singular point of the metric dσ2 is called of rank one if Np is a 1-dimensional
subspace of TpM
2.
Definition 2.5. Let dσ2 be a positive semi-definite metric on M2. A local coordi-
nate system (U ;u, v) of M2 is called adjusted at a singular point p ∈ U if
∂v := ∂/∂v
belongs to Np. Moreover, if (U ;u, v) is adjusted at each singular point of U , it is
called an adapted local coordinate system of M2.
By a suitable affine transformation in the uv-plane, one can take a local coordi-
nate system which is adjusted at a given rank one singular point p.
Lemma 2.6. Let (ξ, η) and (u, v) be two local coordinate systems centered at a
rank one singular point p. Suppose that (u, v) is adjusted at p = (0, 0). Then (ξ, η)
is also adjusted at p if and only if
(2.6) uη(0, 0) = 0
holds.
2 The admissibility was originally introduced by Kossowski [6]. He called it d(〈, 〉)-flatness.
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Proof. It holds that ∂η = uη∂u + vη∂v. If ∂v ∈ Np, then ∂η ∈ Np if and only if uη
vanishes at p. 
The following assertion gives a characterization of admissible singularities:
Proposition 2.7. Let (u, v) be a local coordinate system centered at a rank one
singular point p. If p is admissible and (u, v) is adjusted at p, then
(2.7) F = G = 0, Ev = 2Fu, Gu = Gv = 0
hold at p = (0, 0), where dσ2 = E du2 + 2F du dv + Gdv2. Conversely, if there
exists a local coordinate system (u, v) centered at p satisfying (2.7), then p is an
admissible singular point, and (u, v) is adjusted at p.
Proof. Since [∂u, ∂v] vanishes, and ∂v ∈ Np at p, the formula (2.1) yields that
2Γˆ(∂u, ∂u, ∂v) = 2∂u〈∂u, ∂v〉 − ∂v〈∂u, ∂u〉 = 2Fu − Ev,
2Γˆ(∂u, ∂v, ∂v) = ∂u〈∂v, ∂v〉+ ∂v〈∂u, ∂v〉 − ∂v〈∂u, ∂v〉 = ∂u〈∂v, ∂v〉 = Gu,
2Γˆ(∂v, ∂v, ∂v) = ∂v〈∂v, ∂v〉 = Gv
hold at the origin (0, 0). Thus Γˆp vanishes if and only if (2.7) holds at p. 
In this section, we are interested in the case that the set of singular points (called
the singular set) consists of a regular curve on the domain. The following assertion
plays an important role in the latter discussions.
Corollary 2.8. Let (u, v) be a local coordinate system of M2 such that the u-axis
is a singular set and ∂v is a null vector along the u-axis. Then all points of the
u-axis are admissible singular points if and only if
(2.8) Ev = Gv = 0
holds on the u-axis.
Proof. Since ∂v is a null-vector field along the u-axis, we have that F (u, 0) =
G(u, 0) = 0. Differentiating it with respect to u, we get Fu(u, 0) = Gu(u, 0) = 0.
Then the assertion follows from (2.7). 
Definition 2.9. An admissible metric dσ2 defined onM2 is called a frontal metric
if for each local coordinate system (U ;u, v), there exists a C∞-function λ(u, v) on
U such that
(2.9) EG− F 2 = λ2,
where dσ2 = E du2+2F du dv+Gdv2 is a local expression of the metric dσ2 on U .
The following assertion is the reason of the naming of frontal metrics.
Proposition 2.10. Let f : M2 → R3 be a frontal (see the appendix for the def-
inition of frontals). Then the induced metric dσ2(:= df · df) on M2 is a frontal
metric.
Proof. Let (U ;u, v) be a sufficiently small local coordinate neighborhood of M2.
We can take a smooth unit normal vector field ν of f on U . Let E,F,G be the
coefficients of the first fundamental form as in (1.2). Then it holds that
EG− F 2 = λ2, λ := det(fu, fv, ν),
which proves the assertion. 
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From now on, we fix a frontal metric dσ2 on M2. We set
(2.10) dAˆ := λdu ∧ dv,
where λ is the function given in (2.9). If one can choose the function λ for each
local coordinate system (U ;u, v) so that dAˆ is a smooth 2-form on M2, the frontal
metric dσ2 is called co-orientable. In this case, we call dAˆ the signed area element
associated to dσ2.
On the other hand, suppose M2 is oriented, and (u, v) is a local coordinate
system which is compatible with respect to the orientation. Then the form
(2.11) dA :=
√
EG− F 2 du ∧ dv = |λ| du ∧ dv
does not depend on the choice of (u, v) and gives a continuous 2-form on M2. The
existence of dA is equivalent to the orientability ofM2. We call dA the (un-signed)
area element associated to dσ2. The area element dA vanishes at the singular set
Σ of dσ2, and is not differentiable on Σ in general.
If M2 is simply connected, all frontal metrics on M2 are orientable and co-
orientable. The co-orientability of frontal metrics is related to that of frontals in
R
3 as follows (the definition of frontals are given in the appendix):
Proposition 2.11. Let f : M2 → R3 be a frontal. Then the induced metric
dσ2(:= df · df) is co-orientable if and only if so is f (the co-orientability of f is
defined in the appendix).
Proof. Suppose that f is co-orientable. Then we can take a unit normal vector
field ν of f defined on M2. Let (U ;u, v) be a local coordinate system. By setting
λ := det(fu, fv, ν), (2.9) holds. Moreover, the 2-form given in (2.10) is defined on
M2. So dσ2 is co-orientable.
We next assume that dσ2 is co-orientable. We can take an atlas {(Uα;uα, vα)}α∈Λ
of the manifoldM2 so that there exists a function λα defined on Uα satisfying (2.9).
Here, there is a ±-ambiguity of the sign of the function λα on each local coordinate
(Uα;uα, vα). Since dσ
2 is co-orientable, we can fix a signed area element dAˆ defined
on M2, and each λα can be uniquely chosen so that
(2.12) λαduα ∧ dvα = dAˆ
holds. We may assume that each Uα is simply connected. Since f is a frontal (see
the appendix), there exists a unit normal vector field να defined on Uα. Since (2.9)
holds for each λ = λα on Uα, replacing να by −να if necessary, we can choose να
satisfying dAˆ = det(fuα , fvα , να)duα∧dvα on Uα. Suppose that Uα∩Uβ (α, β ∈ Λ)
is not empty. Using the chain rule, it can be easily checked that
dAˆ = det(fuβ , fvβ , νβ)duβ ∧ dvβ = det(fuα , fvα , νβ)duα ∧ dvα
holds on Uα ∩ Uβ , and so να coincides with νβ on Uα ∩ Uβ. Thus, there exists a
smooth unit normal vector field ν on M2 satisfying ν := να on each Uα. Therefore,
f is co-orientable. 
Definition 2.12. A singular point p of a given frontal metric is called non-degenerate
if its exterior derivative
dλ := λudu + λvdv
does not vanish at p, where λ is the function as in (2.9). A frontal metric dσ2
is called a Kossowski metric if all of the singular points of the metric are non-
degenerate.
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As shown in [6], it holds that
Lemma 2.13. All singular points of a Kossowski metric are of rank 1.
The following assertion gives the compatibility between non-degeneracy of frontal
metrics and that of frontals in R3.
Proposition 2.14. Let f : M2 → R3 be a frontal. Then the singular set of f
coincides with that of the induced metric dσ2(:= df · df). Moreover, a singular
point p of f is non-degenerate as a frontal singularity (see the appendix) if and only
if p is a non-degenerate singular point of dσ2.
Proof. Compare Definition 2.12 and the corresponding definition in the appendix.

Kossowski [6] proved the following assertion. (For the sake of reader’s conve-
nience, we give the proof as follows.)
Theorem 2.15 (Kossowski [6]). Let dσ2 be a co-orientable Kossowski metric. Then
K dAˆ can be smoothly extended as a globally defined 2-form on M2.
To prove the assertion, we prepare the following lemma, which immediately
follows from the fact that dλ 6= 0:
Lemma 2.16. Let (U ;u, v) be a simply connected local coordinate system centered
at a non-degenerate singular point p of the frontal metric dσ2. For a C∞-function ϕ
on U which vanishes on the singular set of dσ2, there exist a neighborhood V (⊂ U)
of p and a C∞-function ψ on V such that ϕ(u, v) = λ(u, v)ψ(u, v) holds on V ,
where λ : U → R is a C∞-function satisfying (2.9).
Proof of Theorem 2.15. We fix a singular point p of the metric dσ2 arbitrarily. Let
γ be the singular curve passing through p. Then one can take an adapted local
coordinate system (U ;u, v) centered at p. We set
(2.13) e1 :=
1√
E
∂u, e2 :=
1
λ
e˜2,
(
e˜2 := − F√
E
∂u +
√
E∂v
)
,
which gives an orthonormal frame field on U \ Im(γ), where Im(γ) denotes the
image of the curve γ. Consider a 1-form
(2.14) ω := −〈∇∂ue1, e2〉 du− 〈∇∂ve1, e2〉 dv
defined on U \ Im(γ), where ∇ is the Levi-Civita connection of dσ2 on U \ Im(γ).
Using the Kossowski pseudo-connection as in (2.1), we have the following expression
ω = −Γ(∂u, e1, e˜2)
λ
du− Γ(∂v, e1, e˜2)
λ
dv.
The vector field e˜2 is a smooth vector field on U which vanishes along γ. Since
dσ2 is an admissible metric, Γ(∂u, e1, e˜2) and Γ(∂v, e1, e˜2) vanish on γ. By Lemma
2.16, there exist two locally defined smooth functions a, b such that
Γ(∂u, e1, e˜2) = λ(u, v)a(u, v), Γ(∂v, e1, e˜2) = λ(u, v)b(u, v).
Thus we can write
ω = −a(u, v) du− b(u, v) dv,
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which implies that ω can be extended as a smooth 1-form on U . Since dλ 6= 0,
the function λ changes sign at the singular curve γ. Since dσ2 is co-orientable on a
simply connected domain, the following two subsets
U+ := {p ∈M2 ; dAp = dAˆp}, U− := {p ∈M2 ; dAp = −dAˆp}
of M2 are defined. Since {e1, e2} is a positive (resp. negative) frame on U+ (resp.
on U−), the classical connection theory yields that dω coincides with K dA (resp.
−K dA) on U+ (resp. on U−). Thus dω = K dAˆ holds on U \ Im(γ). Then by
continuity, the identity dω = K dAˆ holds on U . Since ω is a smooth 1-form, we get
the assertion. 
Let ν be the unit normal vector field of a frontal f : U → R3. As pointed out
in [11], K dAˆ coincides with the pull-back of the canonical area element of the unit
sphere S2 by ν. So f is a wave front if K dAˆ does not vanish on U .
A frontal metric dσ2 on a real analytic manifold is called a real analytic Kossowski
metric if one can take E,F,G, λ to be real analytic functions on each real analytic
local coordinate system (U ;u, v) in Definition 2.9. Kossowski proved the following:
Fact 2.17 (Kossowski [6]). Let p ∈ M2 be a singular point of a real analytic
Kossowski metric dσ2. If KdAˆ does not vanish at p, there exist a neighborhood U
of p and a real analytic wave front f : U → R3 such that the first fundamental form
of f coincides with dσ2 on U .
By this realization theorem, it is reasonable to see Kossowski metrics as the best
class of metrics to describe intrinsic invariants on wave fronts. Intrinsic properties
of cuspidal edges and swallowtails are not discussed in [6]. From now on, we shall
give intrinsic characterizations of cuspidal edges and swallowtails (cf. Figure 1).
Let dσ2 be a Kossowski metric and p a non-degenerate singular point. Let (u, v)
be a local coordinate system centered at p. By the implicit function theorem, there
exists a regular curve γ(t) (|t| < ε) on the uv-plane such that γ(0) = p, where
ε > 0. In this setting, there exists a smooth vector field η(t) along γ(t) such that
η(t) belongs to Nγ(t).
Definition 2.18. If η(0) is linearly independent of the singular direction γ˙(0), then
p is called an A2-point. If p is not an A2-point, but
d
dt
det
(
γ˙(t), η(t)
)∣∣∣∣
t=0
6= 0
holds, then p is called an A3-point, where det
(
γ˙(t), η(t)
)
is the determinant of two
vectors γ˙(t), η(t) in the uv-plane R2.
The following assertion holds:
Proposition 2.19. Let f : M2 → R3 be a C∞ wave front. If f has a cuspidal
edge (resp. a swallowtail) singular point3, then it corresponds to an A2-point (resp.
an A3-point) of the induced metric dσ
2(:= df · df). Conversely, if a germ of a
Kossowski metric at an A2-point (resp. an A3-point) is real analytic and KdAˆ does
not vanish, then it can be realized as the induced metric of a wave front with cuspidal
edges (resp. a swallowtail).
3The definitions of cuspidal edges and swallowtails are given in the appendix.
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Figure 1. A cuspidal edge and a swallowtail
Proof. Comparing Definition 2.18 and Fact A.1 in the appendix, we get the first
assertion. Finally, we get the second assertion applying Fact 2.17. 
Remark 2.20. If f is not a wave front, singular points of f corresponding to A2-
points (resp. A3-points) of the first fundamental form might not be cuspidal edges
(resp. swallowtails). In fact, a cuspidal cross cap fCCR given in the appendix
(resp. a C∞ map f2 given in [11, Example 1.6]) is a frontal (but not a front)
which induces a Kossowski metric with an A2-point (resp. an A3-point) satisfying
KdAˆ = 0. Kossowski metrics might have singular points other than A2 or A3 in
general (cf. the induced metric of the C∞ map f1 given in [11, Example 1.6]).
In [11], the limiting normal curvature κν is introduced for non-degenerate sin-
gular points of wave fronts, which can be interpreted as the normal curvature of
the surface with respect to the singular direction. Moreover, in [11], the cuspidal
curvature κc along the cuspidal edge singularities was also defined, and it was also
shown that the product κΠ := κνκc is an intrinsic invariant of cuspidal edges. Iso-
metric deformations of cuspidal edges were discussed in [12] and it was shown that
κν and κc are both extrinsic invariants. The condition K dAˆ 6= 0 (cf. Fact 2.17)
is equivalent to the condition that κν 6= 0 at the singular points. On the other
hand, the singular curvature κs along the cuspidal edge singularities was defined in
[14], which is an intrinsic invariant, and played an important role in describing the
Gauss-Bonnet type formula for closed wave fronts. From now on, we shall explain
these two intrinsic invariants κs and κΠ of cuspidal edge singularities in terms of
Kossowski metrics.
Definition 2.21. Let p be an A2-point of a given Kossowski metric dσ
2. Then
an adapted (local) coordinate system (u, v) of M2 in the sense of Definition 2.5 is
called a strongly adapted coordinate system if the u-axis consists of singular points.
(By the adaptedness, ∂v ∈ N(u,0) holds.)
The existence of an strongly adapted coordinate system at a given A2-point
can be proven easily. Since the strongly adapted coordinate system satisfies the
property in the assumption of Corollary 2.8, the following assertion is proved:
Proposition 2.22. Let (u, v) be a strongly adapted coordinate system. Then it
holds that
(2.15) F (u, 0) = G(u, 0) = Ev(u, 0) = Gv(u, 0) = 0,
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where dσ2 = E du2+2F du dv+Gdv2. Moreover, if another local coordinate system
(ξ, η) satisfies
(2.16) v(ξ, 0) = uη(ξ, 0) = 0, uξ(ξ, 0) 6= 0, vη(ξ, 0) 6= 0,
then (ξ, η) is also a strongly adapted coordinate system.
Let p be an A2-point of a given Kossowski metric dσ
2, and (u, v) a strongly
adapted coordinate system centered at p. Without loss of generality, we may assume
that λv > 0, where λ is a function satisfying (2.9). We set
(2.17) κs(u) :=
−FvEu + 2EFuv − EEvv
2E3/2λv
,
which is called the singular curvature4 at the singular point (u, 0), where dσ2 =
E du2 + 2F du dv +Gdv2. As shown in [14], the singular curvature along cuspidal
edges has the same expression as (2.17). So the above definition gives a gener-
alization of singular curvature for A2-points of Kossowski metrics. The following
assertion holds:
Proposition 2.23. The value of κs does not depend on a choice of strongly adapted
coordinate systems satisfying λv > 0. In particular, it does not depend on the
orientation of the singular curve.
Proof. We let (ξ, η) be another strongly adapted coordinate system. Then it holds
that
E˜ = Eu2ξ + 2Fuξvξ +Gv
2
ξ ,(2.18)
F˜ = Euξuη + F (uξvη + uηvξ) +Guξuη,(2.19)
G˜ = Eu2η + 2Fuηvη +Gv
2
η,(2.20)
where dσ2 = E˜ dξ2 + 2F˜ dξ dη + G˜ dη2. Using (2.15) and (2.16), we have that
E˜ = Eu2ξ, E˜ξ = u
3
ξEu + 2Euξξuξ,
E˜ηη = u
2
ξv
2
ηEvv + uηηu
2
ξEu + 2Euξuξηη + 4uξvηvξηFv,
F˜η = uηηuξE + uξv
2
ηFv,
F˜ξη = uηηu
2
ξEu + uηηuξξE + uξuξηηE + v
2
ηu
2
ξFuv + v
2
ηuξξFv + 2uξvξηvηFv
hold along the singular curve. Using these relations, one can see that
−F˜ηE˜ξ + 2E˜F˜ξη − E˜E˜ηη = u4ξv2η (−FvEu + 2EFuv − EEvv)
holds on the u-axis. Since dσ2 is a frontal metric, there exists a C∞-function λ˜
such that E˜G˜ − F˜ 2 = λ˜2. Since λ˜ = ±(uξvη − uηvξ)λ, the fact that λ(u, 0) = 0
implies that
(2.21) λ˜η = ±v2ηuξλv
holds on the singular curve. Replacing (ξ, η) by (−ξ, η) if necessary, we may assume
that uξ > 0. If we assume λ˜η > 0, then λ˜η = v
2
ηuξλv holds. Using the relation
E˜3/2 = u3ξE
3/2, one can easily check the coordinate independence of the definition of
κs. The last assertion follows if we consider the coordinate change (u, v) 7→ (−u, v)
(in this case, F and u change to −F and −u, respectively). 
4There is a typographical error in [14, Proposition 1.8 in Page 497]. In fact, the right-hand
side of the expression of κs(u) should be divided by 2.
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Definition 2.24. A strongly adapted coordinate system (u, v) at an A2-point p is
said to be normalized if it satisfies the following three conditions:
(i) E(u, 0) = 1,
(ii) λv(u, 0) = ±1, that is, Gvv(u, 0) = 2,
(iii) F (u, v) = 0,
where E, F , G, λ are smooth functions given by dσ2 = E du2 + 2F du dv +Gdv2
and EG− F 2 = λ2.
Proposition 2.25. Let p be an A2-point of a Kossowski metric dσ
2. Then there
exists a normalized strongly adapted coordinate system at p.
Proof. We fix a strongly adapted coordinate system (U ; a, b) at p, and let dσ2 =
Eˇ da2 + 2Fˇ da db+ Gˇ db2. Then
X := ∂a, Y := −Fˇ ∂a + Eˇ∂b
are two vector fields on U that are mutually orthogonal. Then by applying the
lemma in Page 182 just after Proposition 5.2 in Kobayashi-Nomizu [5], there exists
a local coordinate system (x, y) such that ∂x and ∂y are proportional to X and
Y , respectively, and y(a, 0) = 0 (namely, the singular set is the x-axis). Moreover,
since ∂b is the null direction on the singular set {b = 0}, Y gives a null vector field
along the singular set. Thus (x, y) is a strongly adapted coordinate system. Since
X , Y are orthogonal, the metric has the expression
dσ2 = Eˆ dx2 + Gˆ dy2,
where Eˆ(> 0) and Gˆ are smooth functions in (x, y). Consider the coordinate change
ξ :=
∫ x
0
√
Eˆ(t, 0) dt, η := y,
which is strongly adapted, and the metric can be expressed by dσ2 = E˜ dξ2+ G˜ dη2
with
E˜(ξ, 0) = 1.
In particular, G˜ηη > 0 holds on the ξ-axis. In fact, since dσ
2 is frontal, there exists
a smooth function λ˜ such that λ˜2 = E˜G˜. Since λ˜ = 0 on the singular set {η = 0},
non-degeneracy (cf. Definition 2.12) implies λ˜η 6= 0 on the ξ-axis. Differentiating
λ˜2 = E˜G˜ twice with respect to η, we have
2λληη + 2(λη)
2 = 2E˜ηG˜η + E˜ηηG˜+ E˜G˜ηη.
Then by Proposition 2.7 and Corollary 2.8, it holds on the ξ-axis that
G˜ηη = 2(λη)
2 > 0,
and hence G˜ηη(ξ, 0) > 0. Now we set
u := ξ, v :=
η
4
√
G˜ηη(ξ, 0)/2
,
giving a desired normalized strongly adapted coordinate system as follows: By
definition, we have the expression dσ2 = E du2 + Gdv2. It is obvious that ∂v is
perpendicular to ∂u. Differentiating (2.20), we get
G˜ηη = Gvvv
4
η,
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where we used the facts uη = Fη = 0 on the ξ-axis. So Gvv = 2 holds on the
singular curve. Differentiating λ2 = EG− F 2 = EG by v twice, and using the fact
that Gv(u, 0) = 0, we get λv(u, 0) = 1, proving the assertion. 
Definition 2.26. Let {(Uα;uα, vα, λα)}α∈Λ be a family of quadruple satisfying
(2.12). An adapted coordinate system (u, v) := (uα, vα) centered at a singular
point p is said to be compatible with respect to the co-orientation of dσ2 if ∂λα/∂vα
is positive at p.
Let (u, v) and (ξ, η) be two normalized strongly adapted coordinate systems at an
A2-point p. Then the property λv(u, 0) = 1 yields that v(ξ, 0) = 0 and vη(ξ, 0) = 1.
Hence if the limit
lim
v→0
vK(u, v)
exists, it does not depend on a choice of such (u, v) up to ±-ambiguity, where K is
the Gaussian curvature of dσ2. The following assertion holds:
Proposition 2.27. Let (U ;u, v) be a normalized strongly adapted coordinate system
at an A2-point of a given Kossowski metric dσ
2. Then the limit
κ˜Π := lim
v→0
vK(u, v)
exists, whose absolute valued |κ˜Π| does not depend on a choice of such (u, v).
Moreover, if dσ2 is co-oriented and (U ;u, v) is compatible with respect to the co-
orientation of dσ2, then κ˜Π itself is determined without ±-ambiguity.
Proof. By Theorem 2.15, K λdu ∧ dv = K dAˆ is a smooth 2-from on M2, and thus
K λ is a C∞-function on U . Since Kλ = (vK)(λ/v), the facts λ(u, 0) = 0 and
λv = 1 yield that λ/v is a non-vanishing smooth function near the u-axis. Thus
vK(u, v) is also a smooth function near the u-axis, which proves the assertion. 
By [11, (2.16)], we get the following assertion, which is a refinement of [11,
Theorem 2.17].
Corollary 2.28. Let f : M2 → R3 be a wave front, and p ∈ M2 a cuspidal edge
singular point of f . Then the absolute value of κ˜Π at p as an A2-point with respect
to the first fundamental form of f coincides with that of product curvature κΠ at p
defined in [11].
As an application of the existence of normalized strongly adapted coordinate sys-
tems at A2-points, we can give the following characterization of Kossowski metrics
at singularities:
Proposition 2.29. Let p be an A2-point of a Kossowski metric dσ
2. Then there
exists a local coordinate system (u, v) centered at p and smooth function germs α,
β at p so that
(2.22) dσ2 =
(
1 + v2α
)
du2 + v2
(
1 + vβ
)
dv2.
Conversely, any metrics described as in (2.22) give germs of Kossowski metrics
having A2-points at the origin.
Proof. Let (u, v) be a normalized strongly adapted coordinate system at p having
the expression dσ2 = E du2 +Gdv2. Since E = 1 holds on the u-axis, there exists
a C∞-function germ A at p such that E(u, v)− 1 = vA(u, v). By differentiating it,
Ev = (E − 1)v = vAv +A
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holds. Since Ev = 0 holds along the u-axis, A = Ev − vAv also vanishes on the
u-axis. By Lemma 2.16, we can write A = vα, where α is a C∞-function germ at
p. So we get the expression E = 1 + v2α(u, v). On the other hand, by using the
relations G = Gv = 0, there exists a C
∞-function germ B such that G = v2B(u, v).
Since Gvv(u, 0) = 2, we can write B−1 = vβ(u, v), where β is a C∞-function germ,
and get the expression
G = v2B(u, v) = v2
(
1 + vβ(u, v)
)
,
which proves the first assertion. The second assertion can be proved easily. 
Remark 2.30. Under the expression (2.22) of the Kossowski metric at an A2-point,
the singular curvature κs and the product curvature κ˜Π at p are given by
κs = −α(u, 0),(2.23)
κ˜Π =
α(u, 0)β(u, 0)− 3αv(u, 0)
2
.(2.24)
Using (2.24), we get the following assertion.
Corollary 2.31 (An intrinsic characterization of cuspidal edges). Let p be a cus-
pidal edge singular point of a wave front f : M2 → R3, whose limiting normal
curvature κν does not vanish at p. Then there exists a local coordinate system
(u, v) centered at p such that the first fundamental form of f has the expression
(2.22). Conversely, if α, β are two real analytic function germs, then the metric
dσ2 given by (2.22) can be realized as a first fundamental form of a real analytic
wave front in R3 under the assumption that
(2.25) αβ − 3αv 6= 0.
Proof. In [11], it was shown that κΠ 6= 0 is equivalent to the condition KdAˆ 6= 0.
So Fact 2.17 and (2.24) give the conclusion. 
A refinement of Corollary 2.31 is given in [12], where the ambiguity of such a
realization is discussed and a normalization theorem of generic cuspidal edges is
given by the use of this ambiguity.
3. Gauss-Bonnet formulas for Kossowski metrics
Let M2 be an oriented 2-manifold. A vector bundle E of rank 2 with a metric
〈 , 〉 and a metric connection D is called a coherent tangent bundle if there is a
bundle homomorphism
ψ : TM2 −→ E
such that
(3.1) DXψ(Y )−DY ψ(X) = ψ([X,Y ])
holds for all vector fields X,Y on M2 (cf. [15] and [16]).
In this setting, the pull-back of the metric dσ2 := ψ∗ 〈 , 〉 is called the first funda-
mental form of ψ. A point p ∈M2 is called a singular point (of ψ) if ψp : TpM2 → Ep
is not a bijection, where Ep is the fiber of E at p. The singular points of ψ are the
singular points of dσ2.
The vector bundle E is called orientable if there exists a smooth non-vanishing
skew-symmetric bilinear section µ of M2 into E∗ ∧ E∗ such that µ(e1, e2) = ±1
for any orthonormal frame {e1, e2} on E , where E∗ ∧ E∗ denotes the determinant
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line bundle of the dual bundle E∗. The form µ is uniquely determined up to ±-
ambiguity. An orientation of the coherent tangent bundle E is a choice of µ. A
frame {e1, e2} is called positive with respect to the orientation µ if µ(e1, e2) = 1.
Theorem 3.1. Let dσ2 be a Kossowski metric defined on a 2-manifold M2 without
boundary. Then there exists a coherent tangent bundle
ψ : TM2 −→ (E , 〈 , 〉 , D)
such that the first fundamental form induced by ψ coincides with dσ2. Moreover, E
is orientable if dσ2 is co-orientable.
Proof. Let {(Uα;uα, vα)}α∈Λ be a covering of M2 consisting of local adapted coor-
dinate systems which are compatible with respect to the orientation of M2. Since
dσ2 is a Kossowski metric, there exists a C∞-function λα on Uα (α ∈ Λ) such that
EαGα − (Fα)2 = (λα)2,
where dσ2 = Eαdu
2
α + 2Fαduαdvα +Gαdv
2
α on Uα.
We fix two indices α, β ∈ Λ so that Uα ∩ Uβ 6= ∅, and set
dσ2 = E du2 + 2F du dv +Gdv2 = E˜ dξ2 + 2F˜ dξ dη + G˜ dη2,
where we set
(U ;u, v) := (Uα;uα, vα), (V ; ξ, η) := (Uβ ;uβ, vβ)
for the sake of simplicity. We now set
(e1, e2) = (∂u, ∂v)Tα, Tα :=
(
1/
√
E −F/(λ√E)
0
√
E/λ
)
,
(e˜1, e˜2) = (∂ξ, ∂η)Tβ , Tβ :=
(
1/
√
E˜ −F˜ /(λ˜
√
E˜)
0
√
E˜/λ˜
)
,
where λ := λα and λ˜ := λβ (cf. (2.13)). Then (e1, e2) and (e˜1, e˜2) are orthonormal
frame fields on U \ Σ and V \ Σ respectively, where Σ denotes the singular set of
the metric dσ2 on M2. It holds on (U ∩ V ) \ Σ that
(3.2) (e˜1, e˜2) = (e1, e2)T −1α JαβTβ , Jαβ :=
(
uξ uη
vξ vη
)
.
In particular,
(3.3) gαβ := T −1α JαβTβ
can be considered as a matrix valued function defined on (U ∩ V ) \ Σ which takes
values in the orthogonal group O(2). Since two local coordinate systems (u, v) and
(ξ, η) are adapted, (3.3) can be reduced to√
EE˜ gαβ =
(
Euξ + Fvξ −E(F˜ /λ˜)uξ + EE˜(uη/λ˜)− F (F˜ /λ˜)vξ + (F/λ˜)E˜vη
vξλ (E˜vη − F˜ vξ)(λ/λ˜)
)
.
Here, by (2.6) and Lemma 2.16,
F˜ /λ˜, uη/λ˜, F/λ˜, λ/λ˜
are smooth functions on U ∩V . Since EE˜ > 0 on U ∩V , we can conclude that gαβ
can be extended as a smooth map
gαβ : Uα ∩ Uβ → O(2).
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Since gαβ is a transition function of the restriction of vector bundle TM
2 into
M2 \ Σ, the co-cycle condition
(3.4) gαβgβγgγα = id
holds on M2 \ Σ. By the continuity, (3.4) holds on the whole of M2. Thus,
there exists a vector bundle E with inner product 〈 , 〉 whose transition functions
are {gαβ}, namely, there exist smooth orthonormal frame fields Γα of E (α ∈ Λ)
satisfying
(3.5) Γβ = Γαgαβ (α, β ∈ Λ).
By (2.14), we can get a smooth 1-form ωα := ω on Uα. Since
(
0 ωα
−ωα 0
)
is a
usual connection form of the Levi-Civita connection of dσ2, the identity
(3.6)
(
0 ωβ
−ωβ 0
)
= g−1αβ (dgαβ) + g
−1
αβ
(
0 ωα
−ωα 0
)
gαβ
holds on (U ∩ V ) \ Σ. Then by the continuity of {ωα} and {gαβ}, (3.6) holds on
U ∩ V . For each α, we set
Dweˆ1 := −ωα(w)eˆ2, Dw eˆ2 := ωα(w)eˆ1 (w ∈ TU),
where Γα = (eˆ1, eˆ2). By (3.6), D gives a globally defined metric connection of E .
We now define a bundle homomorphism ψ : TM2|M2\Σ → E|M2\Σ by
ψ(e1) = eˆ1, ψ(e2) = eˆ2,
where TM2|M2\Σ (resp. E|M2\Σ) is the restriction TM2 (resp. E) to M2 \ Σ. By
(3.2), (3.3) and (3.5), it can be easily checked that the definition of ψ does not
depend on the choice of the index α. Moreover, the definition of ψ yields that
(ψ(∂u), ψ(∂v)) = ΓαT −1α . Since
T −1α =
(√
E F/
√
E
0 λ/
√
E
)
is a matrix-valued C∞-function on U = Uα, ψ can be smoothly extended as a bundle
homomorphism ψ : TM2 → E . The transition functions gαβ and the connection
forms ωα are common in two vector bundles TM
2|M2\Σ and E|M2\Σ. Moreover, D
can be identified with the Levi-Civita connection of the metric dσ2 on M \ Σ by
ψ, since {ωα}α∈Λ consists of the connection forms of the Levi-Civita connection.
Hence it satisfies (3.1) onM2\Σ. Then by the continuity, (3.1) holds onM2, which
proves (E , 〈 , 〉 , D) is a coherent tangent bundle.
By the definition of ψ, dσ2 is the pull-back metric of 〈 , 〉 by ψ on M2 \ Σ, and
the continuity of ψ implies that dσ2 is the first fundamental form of ψ onM2. If dσ2
is co-orientable, one can choose the family {λα} so that λαλβ takes the same sign
as det(Jαβ), which implies that the determinant of gαβ given by (3.3) is positive.
Hence
µ := sgn(λα)eˆ1 ∧ eˆ2
does not depend on the choice of the index α, and gives a non-vanishing section of
M2 into E∗ ∧ E∗. 
As a corollary of Theorem 3.1, we get the following two Gauss-Bonnet formulas:
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Proposition 3.2. Let dσ2 be a Kossowski metric on a compact orientable 2-
manifold M2 without boundary. Suppose that dσ2 admits at most A2 or A3-
singularities. Then its Gaussian curvature K satisfies
(3.7) 2piχ(M2) =
∫
M2
K dA+ 2
∫
Σ
κs dτ,
where Σ denotes the singular set of the metric dσ2, and κs is the singular curvature
defined by (2.17), and τ is the arclength parameter of the singular curve.
For compact wave fronts in R3, this formula was shown in Kossowski [7]. (The
singular curvature κs is not defined in [7]. Kossowski treated κs dτ as a differential
form.)
Proof. Let (E , 〈 , 〉, D) be the coherent tangent bundle induced by the Kossowski
metric dσ2 as in Theorem 3.1. Then, the singular curvature function κs is defined
by [15, (1.7)], and one can easily check that it has the expression (2.17) which can
be proved by modifying the proof of [14, Proposition 1.8]. Moreover, the proof of
[15, Proposition 2.11] implies that κs dτ gives a C
∞-form on 1-dimensional manifold
Σ. Thus (3.7) holds by applying by the second identity of [15, Theorem B]. We
remark that the proof of [15, Theorem B] is given under the assumption that E is
orientable. However, taking a double covering of M2 if necessary, we may assume
that E is orientable. Since the unsigned area element dA is invariant under the
covering transformation, we get the identity without assuming the orientability of
E . 
Proposition 3.3. Let dσ2 be a co-oriented Kossowski metric on a compact oriented
2-manifold M2 without boundary. Suppose that dσ2 admits at most A2 and A3-
singularities. Then the following identity holds:
(3.8) χE :=
1
2pi
∫
M2
K dAˆ = χ(M+)− χ(M−) + #S+ −#S−,
where χE is the Euler characteristic of the oriented coherent tangent vector bundle
(E , 〈 , 〉 , D) associated to dσ2, M+ (resp. M−) is the subset where dAˆ is positively
(resp. negatively) proportional to dA, and #S+ (resp. #S−) is the number of posi-
tive (resp. negative) A3-points
5.
For compact wave fronts in R3, this formula was shown in Langevin, Levitt and
Rosenberg [9].
Proof. The identity (3.7) holds by applying by the first identity of [15, Theorem
B]. 
We get the following corollary:
Corollary 3.4. Let dσ2 be a co-orientable Kossowski metric on an orientable com-
pact 2-manifold M2 without boundary. Suppose that dσ2 admits at most A2 and
A3-singularities. Then the number of A3-points is even.
5 An A3-point p of a given Kossowski metric dσ2 is called positive (resp. negative) if the
interior angle of M+ (resp. M−) at p is 2pi. (In this case, the interior angle of M− (resp. M+) at
p is zero.)
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4. Whitney metrics and cross caps
Let U be a neighborhood of the origin o in the uv-plane R2. A C∞-map germ
f : (U, o)→ R3 is called a cross cap if there exists a diffeomorphism germ ϕ (resp.
Φ) of R2 (of R3) such that Φ ◦ f ◦ϕ(u, v) = (u, uv, v2). Whitney [19] gave a useful
criterion for this singularities. If (0, 0) is a cross cap singularity of f , then West
[18] showed that there exists a local coordinate system (u, v), and a motion T in
R
3 such that
(4.1) T ◦ f(u, v) =

u, uv + n∑
i=3
bi
i!
vi,
n∑
r=2
r∑
j=0
aj r−j
j!(r − j)!u
jvr−j

+O(u, v)n+1,
where a02 6= 0 and O(u, v)n+1 is a higher order term (cf. [18], see also [2] and [3]).
By orientation preserving coordinate changes (u, v) 7→ (−u,−v) and (x, y, z) 7→
(−x, y,−z), we may assume that
(4.2) a02 > 0,
where (x, y, z) is the usual Cartesian coordinate system of R3. After this normal-
ization (4.2), one can regard all of the coefficients ajk and bi as invariants of cross
caps. An oriented local coordinate system (u, v) giving such a normal form is called
the canonical coordinate system of f at the cross cap singularity. In [3], isometric
deformations of cross caps are constructed (cf. Figure 2), and it was shown that
the coefficients a03, a12, b3 can be changed by such deformations.
Figure 2. An isometric deformation of the standard cross cap.
On the other hand, it was shown in [3] that a02, a20, a11 are all intrinsic invari-
ants. As a refinement of this fact, we will now define a new class of semi-definite
metrics called ‘Whitney metrics’ and will reformulate a02, a20, a11 as invariants
of isolated singularities of such metrics, as follows:
Definition 4.1. Let M2 be a 2-manifold, and p a singular point of an admissible
(positive semi-definite) metric dσ2 on M2 in the sense of Definition 2.3. Let (u, v)
be a local coordinate system centered at p and set
δ := EG− F 2,
where dσ2 = E du2 + 2Fdu dv +Gdv2. If the Hessian
Hessu,v(δ) := det
(
δuu δuv
δuv δvv
)
does not vanish at p, then p is called an intrinsic cross cap of dσ2 (cf. Corollary 4.5).
Moreover, if dσ2 admits only intrinsic cross cap singularities, then it is called a
Whitney metric.
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We fix an intrinsic cross cap p of a givenWhitney metric dσ2 onM2. Let (u, v) be
a coordinate system as in Definition 4.1. We take another local coordinate system
(ξ, η) centered at p. So it holds that
(4.3) δ˜ = J2δ
(
J := det
(
uξ uη
vξ vη
))
,
where δ˜ := E˜G˜ − F˜ 2 and dσ2 = E˜ dξ2 + 2F˜ dξ dη + G˜ dη2. Since δ ≥ 0, intrinsic
cross caps are non-degenerate critical points of δ, and in particular are local minima
of δ. Hence it holds that
(4.4) δu(0, 0) = δv(0, 0) = 0, and δ(u, v) > 0 on V \ {p}
for some neighborhood V of p. Using these, we have
(4.5) Hessξ,η(δ˜)
∣∣∣∣
(0,0)
= J(0, 0)2Hessu,v(δ)
∣∣∣∣
(0,0)
,
which implies that the definition of intrinsic cross caps is independent of the choice
of local coordinate systems.
Example 4.2. On the uv-plane R2, we set
dσ2 := eε(u,v) du2 + 2F (u, v) du dv +G(u, v) dv2.
If the functions ε, F and G satisfy
ε(0, 0) = F (0, 0) = G(0, 0) = 0, dε(0, 0) = dF (0, 0) = dG(0, 0) = 0,
G(u, v) ≥ 0, det
(
Guu(0, 0) Guv(0, 0)
Guv(0, 0) Gvv(0, 0)
)
6= 0,
then it can be checked that (0, 0) is an intrinsic cross cap of dσ2. Conversely, any
Whitney metric has such an expression at its singular point, which is a consequence
of the existence of adapted coordinate systems (cf. Definition 4.7 and Proposition
4.8).
Proposition 4.3. An intrinsic cross cap singular point of dσ2 is an isolated sin-
gular point where the null space (cf. (2.5)) Np is one dimensional.
In particular, a Kossowski metric cannot be a Whitney metric, since singular
points of a Kossowski metric are not isolated (cf. Lemma 2.13).
Proof. Since non-degenerate critical points of a smooth function are isolated, an
intrinsic cross cap is an isolated singular point. Suppose that dimNp = 2. Then it
holds that
E(0, 0) = F (0, 0) = G(0, 0) = 0,
where dσ2 = E du2+2F du dv+Gdv2. Since dσ2 is positive semi-definite, E, G ≥ 0
hold, and (0, 0) is a critical points of the functions E,F . Thus we have
Eu(0, 0) = Ev(0, 0) = Gu(0, 0) = Gv(0, 0) = 0.
Then we get
Hessu,v(δ)|(0,0) = 4det
( −Fu(0, 0)2 −Fu(0, 0)Fv(0, 0)
−Fu(0, 0)Fv(0, 0) −Fv(0, 0)2
)
= 0,
which contradicts that p is an intrinsic cross cap. 
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Proposition 4.4. Let p be an intrinsic cross cap of a Whitney metric dσ2, and
(u, v) a local coordinate system adjusted at p in the sense of Definition 2.5. Then
the identity
δuuδvv − δ2uv = 4E∆, ∆ := det

E Fu FvFu Guu/2 Guv/2
Fv Guv/2 Gvv/2


∣∣∣∣∣∣
(0,0)
holds at (u, v) = (0, 0), where δ := EG− F 2 and dσ2 = Edu2 + 2F du dv +Gdv2.
Proof. Since p is an admissible singular point of dσ2 and (u, v) is a local coordinate
system adjusted at p,
F (0, 0) = G(0, 0) = Gu(0, 0) = Gv(0, 0) = 0
hold (cf. Proposition 2.7). Differentiating δ := EG− F 2 twice, we have
δuu = EGuu − 2F 2u , δuv = EGuv − 2FuFv, δvv = EGvv − 2F 2v
at p = (0, 0). Then one can get the identity by a straightforward calculation. 
As a corollary, we can show the following assertion, which is a reason why we
call p an ‘intrinsic cross cap’.
Corollary 4.5. Let f : M2 → R3 be a C∞-map and p a cross cap singularity of
f . Then the first fundamental form dσ2 of f is an admissible metric, and p is an
intrinsic cross cap of dσ2.
Proof. By Proposition 2.4, p is an admissible singular point of the metric dσ2.
We take a local coordinate system (u, v) centered at p such that fv(0, 0) = 0,
in particular, (u, v) is a local coordinate system adjusted at p. By a well-known
criterion of cross caps by Whitney [19], the three vectors
fu(0, 0), fuv(0, 0), fvv(0, 0)
must be linearly independent at f(p). In particular,
(4.6)

 fufuv
fvv

(fu, fuv, fvv) =

E Fu FvFu Guu/2 Guv/2
Fv Guv/2 Gvv/2


is a regular matrix, where
E = fu · fu, F = fu · fv, G = fv · fv.
Taking the determinant of (4.6), the conclusion follows from Proposition 4.4. 
The following assertion gives a characterization of the coefficient a02 of cross
caps in terms of Whitney metrics.
Proposition 4.6. Let p ∈M2 be an intrinsic cross cap of a given Whitney metric
dσ2. Let (u, v) be a local coordinate system adjusted at p (cf. Definition 2.5) and
set
α :=
E(0, 0)Gvv(0, 0)
2
− Fv(0, 0)2,
where dσ2 = E du2 + 2F du dv +Gdv2. Then
(4.7) α02 :=
√
E(0, 0)α3/2
∆
20 M. HASEGAWA, A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
is a positive value, which does not depend on the choice of local coordinate systems
adjusted at p (cf. Definition 2.5). Moreover, α02 coincides with the coefficient
6 a02
in (4.1) if dσ2 is induced by the cross cap in R3.
Proof. It can be easily checked that α = δvv(0, 0)/2 where δ = EG − F 2. Since
Hessu,v(δ) 6= 0, we have that α > 0. On the other hand, by Proposition 4.4, it
holds that
4E(0, 0)∆ = δuu(0, 0)δvv(0, 0)− δuv(0, 0)2 > 0,
and we get the inequality α02 > 0.
Let (ξ, η) be another local coordinate system adjusted at p. We set δ˜ = E˜G˜−F˜ 2.
By (2.7) and (2.6), it holds that
(4.8) E˜(0, 0) = E(0, 0)uξ(0, 0)
2.
By (4.3) and (2.6), we have
(4.9) δ˜(0, 0) =
(
uξ(0, 0)vη(0, 0)
)2
δ(0, 0).
By (2.6), δ˜ηη(0, 0) = δ˜vv(0, 0)vη(0, 0)
2 holds. Moreover, since δ = δu = δv = 0 holds
at (0, 0), we have that
δ˜ηη(0, 0) = δvv(0, 0)(uξ(0, 0))
4(vη(0, 0))
6.
Then (4.8) yields
(4.10) (E˜(0, 0)δ˜ηη(0, 0))
3/2 = (uξvη)
6
(
E(0, 0)δvv(0, 0)
)3/2
.
On the other hand, 4.5, we have
Hessξ,η(δ˜)(0, 0) = (uξvη)
6Hessu,v(δ)(0, 0).
By this equality and (4.10), we get
(4.11)
(E˜(0, 0)δ˜ηη(0, 0))
3/2
Hessξ,η(δ˜)(0, 0)
=
(E(0, 0)δvv(0, 0))
3/2
Hessu,v(δ)(0, 0)
,
which implies the coordinate invariance of α02. Then the last assertion follows from
[3, Corollary 8]. 
We next give formulations for a20 and a11 in terms of Whitney metrics.
Definition 4.7. Let p be a singular point of a Whitney metric. If a local coordinate
system (u, v) adjusted at p satisfies
E(0, 0) = 1, dE(0, 0) = dF (0, 0) = dG(0, 0) = 0,
then it is called an adapted coordinate system at p, where dσ2 = E du2+2F du dv+
Gdv2.
The following assertion can be easily proved.
6 There is a typographical error in [3, Page 779]. The right-hand side of the expression of a02
should be divided not by 2 but by 23/2.
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Proposition 4.8. There exists an adapted coordinate system at a given intrinsic
cross cap. Moreover, if (u, v) and (ξ, η) are two adapted coordinate systems at p,
then
(4.12) uξ(0, 0) = ±1, uη(0, 0) = uξξ(0, 0) = uξη(0, 0) = uηη(0, 0) = 0
hold. Conversely, under the assumption that (u, v) is adapted, a new coordinate
system (ξ, η) adjusted at p is also an adapted coordinate at p if it satisfies (4.12).
Proof. Let (u, v) be an adjusted coordinate system centered at p, and set
u(ξ, η) = c1ξ + c11ξ
2 + c12ξη + c22η
2, v(ξ, η) = η
for constants c1, c11, c12 and c22. Then one can choose these constants such that
(ξ, η) is adapted, using (2.18), (2.19) and (2.20). The last assertion follows imme-
diately. 
Definition 4.9. An adapted coordinate system (u, v) at an intrinsic cross cap
p ∈ M2 is called a West type coordinate system of the second order if there exist
two real numbers α20 and α11 such that
E = 1 + (α20)
2u2 + 2α11α20uv + (1 + (α11)
2)v2 +O(u, v)3,
F = α11α20u
2 + (1 + (α11)
2 + α02α20)uv + α02α11v
2 +O(u, v)3,
G = (1 + (α11)
2)u2 + 2α02α11uv + (α02)
2v2 + O(u, v)3,
where dσ2 = E du2 + 2F du dv +Gdv2 and α02 is given by (4.7).
The following assertion can be proved easily, and is the reason why we call (u, v)
is of West type:
Proposition 4.10. A canonical coordinate system at a cross cap singular point is
a West type coordinate system of the second order. Moreover, α20 and α11 coincide
with the corresponding coefficients a20 and a11 in (4.1).
The following assertion holds:
Theorem 4.11. There exists a West type coordinate system of the second order at
each intrinsic cross cap.
To prove the theorem, we prepare several definitions and lemmas:
Definition 4.12. An adapted coordinate system (u, v) at an intrinsic cross cap p is
said to be adjusted in the first-level if Gvv(0, 0) = 2(α02)
2, where G = dσ2(∂v, ∂v).
By definition, a West type coordinate system of the second order is adjusted in
the first-level.
Lemma 4.13. There exists an adapted coordinate system (u, v) with first-level
adjustment at an intrinsic cross cap p. Moreover, if an adapted coordinate system
(ξ, η) at p satisfies
(4.13) vη(0, 0) = ±1,
then (ξ, η) is also an adapted coordinate system adjusted in the first-level.
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Proof. Let (u, v) be an adapted coordinate system at p. Then the new coordinate
system (ξ, η) given by
u = ξ, v =
4
√
2
√
α02
4
√
Gvv(0, 0)
η
has the desired property. 
Remark 4.14. Let (u, v) be an adapted coordinate system adjusted in the first-level
at an intrinsic cross cap p. Since E(0, 0) = 1 and Fv(0, 0) = 0 by the definition
of adaptedness (cf. Definition 4.7), α in Proposition 4.6 satisfies α = Gvv(0,0)2 . By
Gvv(0, 0) = 2(a02)
2, we have α = (α02)
2. So we have
∆ =
α3/2
α02
= (α02)
2 =
Gvv(0, 0)
2
.
Definition 4.15. An adapted coordinate system (u, v) adjusted in the first-level
is said to be adjusted in the second-level if
(4.14) det
(
Fuu − Euv/2 Guv
Fuv − Evv/2 Gvv
)
= 0
holds at (0, 0), where dσ2 = E du2 + 2F du dv +Gdv2.
By Definition 4.9, it can be easily checked that a West type coordinate system
of the second order is adjusted in the second-level.
Lemma 4.16. There exists an adapted coordinate system at an intrinsic cross
cap p with second-level adjustment. Moreover, under the assumption that (u, v) is
an adapted coordinate system with second-level adjustment, an adapted coordinate
system (ξ, η) at p is adjusted in the second level if and only if
(4.15) vη(0, 0) = ±1, vξ(0, 0) = 0.
Proof. Let (u, v) and (ξ, η) be two adapted coordinate systems with first-level ad-
justment. For the sake of simplicity, we consider the case of uξ(0, 0) = vη(0, 0) = 1
in (4.12) and (4.13). Then by (2.6), it holds that
det
(
F˜ξξ − E˜ξη/2 G˜ξη
F˜ξη − E˜ηη/2 G˜ηη
)
= det
(
Fuu − Euv/2 Guv
Fuv − Evv/2 Gvv
)
+ vξ det
(
Guu Guv
Gvu Gvv
)
at the origin, where dσ2 = E˜ dξ2+2F˜ dξ dη+ G˜ dη2. Since (u, v) is adapted, E = 1
and Fu = Fv = 0 at the origin. Then by Proposition 4.4,
(4.16) Hessu,v δ(0, 0) = 4∆ = 4det
(
Guu(0, 0) Guv(0, 0)
Gvu(0, 0) Gvv(0, 0)
)
6= 0.
Thus, if we set
u = ξ, v = η + cξ,
for a suitable constant c, such that (4.14) holds at (0, 0), then (u, v) is a desired
adapted coordinate system with second-level adjustment. 
Now, we take an adapted coordinate system (u, v) adjusted in the second-level.
By Remark 4.14 and (4.16),
Gvv(0, 0) = 2(α02)
2,(4.17)
4(α02)
2 = Guu(0, 0)Gvv(0, 0)−G2uv(0, 0)(4.18)
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hold. We now define a constant α11 so that
(4.19) Guv(0, 0) = 2α11α02.
Then (4.17) and (4.18) yield that
(4.20) Guu(0, 0) = 2(1 + (α11)
2).
Next, we define a constant α20 by
(4.21) Fuv − Evv
2
= α20α02.
Then it holds that
0 = det
(
Fuu − Euv/2 Guv
Fuv − Evv/2 Gvv
)
= det
(
Fuu − Euv/2 2α11α02
α20α02 2(α02)
2
)
= 2(α02)
2 det
(
Fuu − Euv/2 α11
α20 1
)
,
and we get
(4.22) Fuu − Euv
2
= α11α20.
Theorem 4.17. The two constants α20 and |α11| at each intrinsic cross cap sin-
gularity do not depend on the choice of an adapted coordinate system (u, v) with
second-level adjustment. Moreover, if M2 is oriented, then α11 is independent of
the choice of oriented adapted coordinate systems with second-level adjustment.
Proof. The coordinate independence of α20 and |α11| are proved by using (2.18),
(2.19), (2.20), (4.12), (4.15), (4.19) and (4.21). Let (ξ, η) be another adapted
coordinate system (u, v) with second-level adjustment. Then it holds that
G˜ξη(0, 0) = uξ(0, 0)vη(0, 0)Guv(0, 0).
IfM2 is oriented, then an orientation preserving coordinate change between adapted
coordinate systems with second-level adjustment should satisfy
uξ(0, 0)vη(0, 0) = 1.
Thus Guv(0, 0) is independent of such a coordinate change, and the equality (4.19)
implies the desired coordinate invariance of α11. 
Corollary 4.18. Let (u, v) be an oriented adapted coordinate system with second-
level adjustment. If we set
u = r cos θ, v = r sin θ,
then the Gaussian curvature K of dσ2 satisfies
(4.23) lim
r→0
r2K =
α02(α20 cos
2 θ − α02 sin2 θ)
(cos2 θ + (α11 cos θ + α02 sin θ)2)
2 .
Proof. By (4.17), (4.19), (4.20), (4.21) and (4.22) we can write
E = 1 + e20u
2 + 2e11uv + e02v
2 +O(u, v)3,
F =
1
2
(α11α20 + e11)u
2 + (e02 + α02α20)uv + f02v
2 +O(u, v)3,
G = (1 + (α11)
2)u2 + 2α02α11uv + (α02)
2v2 +O(u, v)3,
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where e20, e11, e02 and f02 are constants. Substitute them into the formula (1.3).
Then one can directly check that the limit does not depend on the constants
e20, e11, e02 and f02 and can get (4.23). 
Remark 4.19. The formula (4.23) coincides with [3, (20)], that is, the primary
divergent term of the Gaussian curvature of an intrinsic cross cap coincides with
that of a cross cap in R3, since the canonical coordinate system of a cross cap is
an adapted coordinate system with second-level adjustment.
Proof of Theorem 4.11. Let (u, v) be an adapted coordinate system adjusted in the
second-level. We define a new local coordinate system (ξ, η) by
u(ξ, η) = ξ + c30ξ
3 + c21ξ
2η + c12ξη
2 + c03η
3, v(ξ, η) = η
and can adjust the above four coefficients. In fact, c30 is adjusted to get Euu =
(α20)
2, c21 is adjusted for Fuu = 2α11α20, c21 is for Fuv = 1 + (α11)
2 + α02α11,
and c03 is for Fvv = 2α02α11. Then Euu and Euv are determined by (4.21) and
(4.22). 
By the existence of a West type coordinate system, we get the following assertion:
Corollary 4.20. The two invariants a20 and a11 of cross caps in R
3 can be ex-
tended as corresponding invariants α20 and α11 for intrinsic cross caps, respectively.
Remark 4.21. Let (0, 0) be an intrinsic cross cap singularity of the metric dσ2 =
Edu2 + 2Fdudv +Gdv2 on an oriented coordinate neighborhood (U ;u, v). We set
dA :=
√
EG− F 2du ∧ dv.
By (4.23), KdA gives a smooth 2-form with respect to the polar coordinate system
(r, θ), where u = r cos θ and v = r sin θ. Thus, the integral
∫
U
KdA is well-defined.
5. Gauss-Bonnet formula for Whitney metrics
At the end of this paper, we shall prove the following Gauss-Bonnet type formula
for Whitney metrics:
Theorem 5.1. Let M2 be a compact oriented manifold without boundary, and dσ2
a Whitney metric in M2. Then its Gaussian curvature K satisfies
1
2pi
∫
M2
KdA = χ(M2),
that is, there is no defect at intrinsic cross cap singularities for the Gauss-Bonnet
formula.
For compact surfaces which admit only cross cap singularities in R3, the corre-
sponding formula was shown in Kuiper [6].
Proof. We fix a singular point p of dσ2, and take an oriented West type coordinate
system of the second order (U ;u, v) at p. Using the formula (4.23), one can see
that K dA is a smooth 2-form on U . We set
D(r) := {(u, v) ∈ U ; u2 + v2 ≤ r2}
and
D+(r, ε) := D(r) ∩ {v ≥ ε}, D−(r, ε) := D(r) ∩ {v ≤ −ε},
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where ε is a sufficiently small positive constant. Then we have that
(5.1)
∫
D(r)
K dA = lim
ε→0
∫
D+(r,ε)
K dA+ lim
ε→0
∫
D−(r,ε)
K dA.
Moreover, the classical Gauss-Bonnet formula yields that
(5.2)
∫
D±(r,ε)
K dA =
∫
∂D±(r,ε)
κg ds+ pi,
and so ∫
D(r)
KdA = 2pi + lim
ε→0
∫
∂D+(r,ε)
κg ds+ lim
ε→0
∫
∂D−(r,ε)
κg ds
holds. We set
L+(ε) := ∂D+(r, ε) \ ∂D(r), L−(ε) := ∂D−(r, ε) \ ∂D(r).
Then they are line segments parallel to the u-axis. Moreover, we may assume that
the orientation of L+(ε) is the same as that of the u-axis, and the orientation of
L−(ε) is opposite that of L+(ε). These orientations are compatible with respect to
the anti-clockwise orientations of ∂D±(r). We now compute the geodesic curvature
of L+(ε) for each fixed sufficiently small ε(> 0):
κg ds =
〈∇uγ˙ε(u),n(u, ε)〉du
|γ˙ε(u)|2 =
Γ(∂u, ∂u,n)du
|γ˙ε(u)|2 ,
where γε(u) := (u, ε) (|u| < √r2 − ε2) and n(u, ε) is the co-normal vector field
along γε. If we set dσ2 = E du2 + 2F du dv +Gdv2, we have
n(u, ε) =
−F∂u + E∂v√
E(EG − F 2)
and by a straightforward calculation, we have
〈∇uγ˙ε(u),n(u, ε)〉 = E(2Fu − Ev)− EuF
2
√
E(EG − F 2) .
Since |γ˙ε(u)|2 = E(u, ε), we get
κg ds =
(E(2Fu − Ev)− EuF )du
2
√
E3(EG− F 2) .
By setting, u = r cos θ, v = r sin θ, it holds that
κg ds =
du
E3/2
α20(α11 cos θ + α02 sin θ) + rO1(r, θ)√
(1 + (α11)2) cos2 θ + 2α02α11 cos θ sin θ + (α02)2 sin
2 θ + rO2(r, θ)
,
where Oi(r, θ) (i = 1, 2) are C
∞-functions of r, θ. Since the light-hand side is
bounded, we can show that
(5.3) lim
ε→0
∫
L+(ε)
κg ds =
∫
L+(0)
κg ds.
Since limε→0 κg ds is not continuous at u = 0 as a 1-form on the u-axis, the integrals
should be taken to be Lebesgue integrals. Similarly, we have
(5.4) lim
ε→0
∫
L−(ε)
κg ds =
∫
L−(0)
κgds = −
∫
L+(0)
κg ds.
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Thus, we get
(5.5)
∫
D(r)
K dA = 2pi +
∫
∂D
κg ds.
The relations (5.5), (5.1) and (5.2) imply the assertion. 
It is well-known that even numbers of cross caps appear in closed surfaces in R3
which admit only cross cap singularities. In the previous section, we have shown
that the number of A3-points is even under the assumption that the Kossowski
metric is co-orientable. However, the above Gauss-Bonnet formula does not give
any such restriction of the number of intrinsic cross caps. In fact, one can construct
a Whitney metric on a torus having only one intrinsic cross cap as follows: The
C∞-map f(u, v) = (u, uv, v2) has a cross cap singularity at the origin, and its first
fundamental form is given by
ds2 :=
(
1 + v2
)
du2 + 2 uv du dv +
(
u2 + 4v2
)
dv2.
Let ρ : R → [0, 1] be a C∞-function such that ρ(t) = 1 for |t| ≤ 1/4 and ρ(t) = 0
for |t| ≥ 3/4. We set
dσ2 := ρ(2r)ds2 + (1− ρ(2r))(du2 + dv2)
(
r :=
√
u2 + v2
)
.
Then dσ2 has a singular point only on (0, 0), and is a Whitney metric having an
intrinsic cross cap at (0, 0), which is defined on the square-shaped closed domain
D := {(u, v) ∈ R2 ; −1 ≤ u, v ≤ 1}. Identifying each of two pairs of the parallel
edges of the boundary of D¯, the metric dσ2 can be considered as a Whitney metric
on the square torus having only one cross cap singularity.
Appendix A. Wave fronts, cuspidal edges and swallowtails
Let M2 be a 2-manifold and f :M2 → R3 a C∞-map. A point p ∈M2 is called
regular if f is an immersion on a sufficiently small neighborhood of p, and is called
singular if it is not regular. A C∞-map f :M2 → R3 is called a frontal if for each
p ∈M2 there exists a unit normal vector field ν along f defined on a neighborhood
Up of p. By parallel displacements inR
3, ν can be considered as a map ν : Up → S2.
In this case, ν is called the Gauss map of the frontal f . Moreover, if the map
L := (f, ν) : Up → R3 × S2
gives an immersion for each p ∈M2, f is called a front or a wave front. Using the
canonical inner product, we identify the unit tangent bundle T1R
3 = R3×S2 with
the unit cotangent bundle T ∗1R
3, which has the canonical contact structure. When
f is a front, L gives a Legendrian immersion.
Let f : M2 → R3 be a frontal. Then f is called co-orientable if there exists a
smooth unit normal vector field ν globally defined on M2. We fix a singular point
p ∈M2 of f and take a local coordinate system (Up;u, v) of p. The function on Up
defined by
λ := det(fu, fv, ν)
is called a signed area density function. The set {(u, v) ∈ Up ; λ(u, v) = 0} coincides
with the singular set of f on Up. A singular point p is called non-degenerate if the
exterior derivative dλ of λ does not vanish at p. (This definition does not depend on
the choice of local coordinate systems at p.) On a neighborhood of a non-degenerate
singular point, the singular set consists of a regular curve γ(t), called the singular
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curve. The tangential direction of the singular curve is called the singular direction,
and the direction of the kernel of df is called the null direction. Let η(t) be the
smooth (non-vanishing) vector field along the singular curve which gives the null
direction.
Here, we give examples: A singular point is called a cuspidal edge or a swallowtail
if the corresponding germ of C∞-map is right-left equivalent to that of C∞-map
(1) fC(u, v) := (u
2, u3, v) or fS(u, v) := (3u
4 + u2v, 4u3 + 2uv, v)
at (u, v) = (0, 0), respectively. Here, two C∞-maps f : (U, p)→ R3 and g : (V, q)→
R
3 are right-left equivalent at the points p ∈ U and q ∈ V if there exists a local
diffeomorphism ϕ of R2 with ϕ(p) = q and a local diffeomorphism Ψ of R3 with
Ψ(f(p)) = g(q) such that g = Ψ ◦ f ◦ϕ−1. It can be easily checked that both of fC
and fS are fronts whose singular sets are all non-degenerate. These two types of
singular points characterize the generic singularities of wave fronts. The singular
curve of fC is the v-axis and the null direction is the u-direction. The singular
curve of fS is the parabola 6u
2 + v = 0 and the null direction is the u-direction.
The following criteria are known:
Fact A.1 ([8]). Let f : M2 → R3 be a front. Let p ∈ M2 be a non-degenerate
singular point, and γ(t) the singular curve of f such that γ(0) = p. Then
(1) p is a cuspidal edge if and only if the null direction η(0) is transversal to
the singular direction γ˙(0),
(2) p is a swallowtail if and only if the null direction η(0) is proportional to the
singular direction γ˙(0), and satisfies
d
dt
∣∣∣∣
t=0
det(γ˙(t), η(t)) 6= 0.
A cuspidal cross cap is a singular point which is right-left equivalent to the
C∞-map
(A.1) fCCR(u, v) := (u, v
2, uv3),
which is not a front but a frontal with unit normal vector field
νCCR :=
1√
4 + 9u2v2 + 4v6
(−2v3,−3uv, 2).
Using (1) of Fact A.1, one can easily check that all of singular points of fCCR except
for the origin consist of cuspidal edges.
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