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ABSTRACT 
The quadratic approximation of a linear mapping under affine constraints i  a 
central problem in linear statistical inference. It is based on two fundamental 
orderings on the set of quadratic forms defined on a finite dimensional vector space 
E: one is Loewner ordering, and the other based on the trace of linear mappings of E 
into E. The direction of the affine subspace of constraints i a tensor product of two 
vector spaces. The search for minimum solutions is now replaced by investigation of 
minimal solutions, called optimal or adm/ss/b/e according to the ordering. A func- 
tional approach shows that we can obtain many identical results which often only 
depend on the linear structure of the considered vector spaces. We prove thereby two 
results: The first is a significant generalization f a theorem due to A. Olsen, J. Seely, 
and D. Birkes [11] on the completeness of the set of optimal or admissible solutions, 
and the second is a theorem containing some necessary conditions of admissibility. 
This theorem is a consequence of an extension of an important theorem due to L. R. 
LaMotte [9], proof of which has already been given in this general framework ([18], 
[19]). © 1997 Elsevier Science Inc. 
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La th6orie d6velopp6e dans eet article trouve son origine en inf6rence 
statistique lin6aire lorsque la loi de probabilit6 du vecteur des observations 
est incounue (of. [14]), le probl6me math6matique fondamental sous-jacent 
6tant l'approximation quadratique d'une application lin6aire. Il nous semble 
utile de sortir du cadre statistique usuel afin de mieux appr6hender, en 
dimension finie, la profondeur de cette th6orie et son caract6re totalement 
intrins6que. Le reeours aux fondements strueturels et au langage fonetionnel 
permet de mettre en 6vidence des r6sultats plus g6n6raux et, ~ notre sens, 
d'un r6el int6rSt alg6brique. 
2. NOTATIONS ET GI~NI~RALITI~.S 
Pour tout couple (E, F) d'espaces vectoriels r~els, nous d6signerons par 
.~(E, F) [resp..7~(E)] l'espace des applications lin6aires de E dans F [resp. 
E]. Pour chaque application lin6aire T de E dans F et toutes parties A de E 
et B de F, le noyau, l'image, la transpos6e, le rang de T, la restriction de T 
au sous-ensemble A (autrement dit l'application de A dans F qui h tout x de 
A associe Tx) et l'image r~ciproque de B par T d6finie par {x ~ E : Tx ~ B} 
seront notes Ker T, Im T, tT, Rg(T), T A et T-I(B) respectivement. 
Nous utiliserons la correspondance lassique entre applications lin6aires 
et matrices. Si E et F sont deux espaces vectoriels r~els de dimensions finies 
p et n respectivement e rapport~s ~ une base, nous utiliserons la m~me 
lettre pour d6signer une matriee et l'application lin6aire associ6e; ainsi, pour 
tout 616ment T de l'espace vectoriel ¢~'n,p(R) des matrices ~ n lignes et~ p 
colonnes ~ coefficients r6els, Ker T, Im T, Rg(T) et tT d6signerons respec- 
tivement le noyau de T, l'image de T (sous-espaee ngendr~ par les colonnes 
de T), le rang de T et la matrice transpos6e de T. D'autre part, consid~rer la 
restriction T A de T ~ un sous-espace vectoriel A de E revient maticiellement 
mettre en oeuvre le produit TU, oh U est une matrice arbitraire ~ p lignes 
d'image A. 
2.1. Formes Bihn~aires et Dualit~ 
Pour tout espace vectoriel r6el E, de dual E* (espace des formes 
lin6aires ur E), ( •, • ) d6signera la dualit6 canonique sur E* × E, autrement 
dit l'application qui ~ tout (y*, x) de E* × E associe le r6el ( y*, x} = y*(x). 
Afin de distinguer facilement les 616ments de E de ceux de E*, les 616ments 
de E* seront not6s par des lettres minuscules uivies du symbole *. Nous 
noterons A ± l'orthogonal dans E* de tout sous-ensemble A de E, et A '± 
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l'orthogonal de tout sous-espace A' de E* dans le bidual E** de E, identifi~ 
E si E est de dimension finie. Confonn~ment h rusage, nous nommerons 
base duale d'une base ~ = {ei:i ~ I} de E la base ~*  = {e* :i ~ I} de 
E* telle que, pour tout ( i , j )  de 12, (e* e,) = 8~, (symbole de Kronecker). 
j ~ j J • 
Toute forme bilin~aire ¢p sur un espace vectoriel r~el E se decompose de 
mani~re unique en ¢P = q~l + ¢P2, oh ¢Pl est sym~trique (composante 
sym~trique de ¢p) et ~P2 antisym~trique. Si ~0 est non d~g~n~r~e et E de 
dimension finie, nous dirons que E est mis en dualitd s~parante avec 
lui-rn~me (par ¢p) ou encore que ~p est une dualit~ s~parante sur E. Les 
espaces E et E* sont alors canoniquement isomorphes et nous pouvons 
identifier E et E*, ~p ~ la dualit~ canonique ( • ,. ) sur E* × E et noterons 
donc naturellement ~ppar le symbole ( •, • ). Un cas particulier important est 
celui oh ¢p est un produit scalaire sur E. 
2.2. Produits Tensoriels en Dimension Finie et Factorisation des 
Applications Lin~aires 
Consid~rons maintenant deux espaces vectoriels r~els E et F de dimen- 
sion finie, et un couple (Z ,W)  de sous-espaces vectoriels de E* et F 
respectivement, Pour tout ~l~ment (u*, y) de E* X F, u* ® y d~signera 
rapplication lin~aire de E dans F qui ~ tout x de E associe (u*, x )y  et 
Z ® W le sous-espace v ctoriel de Sa(E, F) engendr~ par {u* ® y :(u, y) 
Z x W}, que l'on appellera produit tensoriel de Z par W. Le produit ® 
~tant distributif par rapport h l'addition dans E* et F, l'ensemble Z ® W 
poss~de les propri~t~s suivants (cf. [18, proposition 1.1 et corollaire 1.2], 
ou [19]): 
PROPOSITION 2.1. Soit (Z, W) un couple de sous-espaces vectoriels de 
E* et F respectivement. Alors 
Z ® W= {T ~-o-Ca(E, F) : Z"  c KerTet  ImT c W} 
et, pour toute base { yj.j. " E J} de W, chaque dl~ment T de Z ® W s'~crit 
d'une mani~re t d'nne seule sous la forme T = ~,j ~ 1 uj ® yj o~ n~ appar- 
tient ~ Z pour tout j de J. En particulier Sa(E, F) = E* ® F. 
Enfin, pour tout autre couple (Z', W')  de sous-espaces vectoriels de E* et 
F, on a: 
(z nZ')  ® (w n w') = (z®w)  n (Z'® w'), 
(Z + Z') ®W=Z+Z'®W.  
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Par suite, 6tant donn6 un autre espace vectoriel r6el G (pouvant co'incider 
avec E ou F), le th6or~me de factorisation des applications lin6aires conduit 
alors au: 
COROLLAIRE 2.2. Pour toute application lingaire R de E dans G de 
noyau Z ± , on a Z ® F = {S o R : S ~.c.~(G, F)}. 
Interpretation Matricielle. Les espaces vectoriels mis en jeu (de dimen- 
sion finie) sont munis d'une base, et leurs duaux rapport6s aux bases duales. 
Pour tout (u*, y) de E* × F, si Y d~signe la matrice-colonne des com- 
posantes de yet  U la matrice-ligne repr6sentative de u*, YU est alors 
clairement la matrice repr6sentative d  u* ® y, d'oh la traduction matricielle 
suivante de la proposition 2.1 et du corollaire 2.2, le produit matriciel 6tant 
associ6 ~t la loi o de composition des applications lin6aires: 
(1) La famille {YU: (Y, U) ~.~'~, 1(~) ×.¢dm, .(R)} engendre lin6airement 
l'espace "*(¢m, n( R)" 
(2) Pour tout couple (A, B) de .~/q, p(R) ×.h"m,.(R), l'image du produit 
de Kronecker A ® B des matrices Aet  B, d6fini par 
( A @ B)X  = BXtA 
o5 tout X de -*¢'n, p(R), est le produit tensoriel Im A ® Im B des sous-espaces 
Im Aet  Im B. En effet en langage fonctionnel (cf. [3]), E, F, Get  H 
d6signant quatre espaces vectoriels r6els de dimensions respectives p, n, q et 
m, A ® B n'est autre que l'application lin6aire de .£a(E*, F) = E ® F dans 
Se(G*, H) = G ® H telle que 
(A  ® B) (x®y)  =Ax® By. 
(3) Pour tout 616ment (U, R) de Jt'p,m(R) ×~t'p,q(R) tel que KerR = 
Im U, 
{Z (=.~n,p(R):TU = 0} = {an:  S E.~n,q(R)}. 
2.3. Les Relations d'Ordre de Loewner et de Prgordre de Schur 
Consid6rons un espace vectoriel r6el E de dimensionfinie. Chaque forme 
bilin6aire ~0 sur E* peut alors ~tre canoniquement identif6e ~ l'application 
lin6aire M de E* d6finie par 
(V(u* ,v*)  ~ E* × E*) ~o(u*,v*) = (Mu*,v*>. 
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Nous identifierons donc l'espace vectoriel des formes bilin6aires ur E* h 
l'espace .~(E*, E) et nous nommerons tenseur sur E* tout 61~ment M de i
.2a(E *, E)¢1); M sera dit symgtrique si tM = M,  et, pour chaque sous-espace 
vectoriel Z de E*: 
(1) positif sur Z si, pour tout u* de Z, (Mu*, u*) >10. 
(2) strictement positif sur Z si, pour tout u* non nul de Z, ( Mu *, u * ) > O. 
Nous confondrons ainsi l~gitimement les notions de forme quadratique 
sur E* et de tenseur sym~trique sur E*. Nous d~signerons d~sormais par 
-~(E*, E) l'ensemble des tenseurs ymStriques sur E* et par .E~ (E*, E) le 
c~ne saillant des tenseurs ym~triques tpositifs sur E*. 
On d~finit alors sur Sa(E *, E) une relation d'ordre partiel, compatible 
avec la structure d'espace vectoriel de Sa(E *, E) appel~e ordre de Loewner 
et que nous noterons ~L , en posant: 
M1 ~<L M2 ~* Mz - M1 ~-~ (E*, E). 
Enfin, nous d6signerons selon l'usage par tr l'unique forme lin~aire sur E, 
nomm~e trace, telle que tr(u* ® x) = (u*, x) pour tout (u*, x) de E* × E~ 
L'espace .~(E) ~tant lin~airement engendr$ par {u* ® x : (u*, x) ~ E* × E} 
(cf. proposition 2.1), il revient Svidemment ~tdire que, pour chaque ndomor- 
phisme A de E, tr A est d~finie par 
t rA= E(e* ,Ae  i), 
i~ I  
oh {ei:i ~ I} est une base arbitraire de E, de base duale {e* :i ~ I} (cf. 
§ 2.1). Nous nommerons prgordre de Schur et noterons ~<s , la relation de 
pr~ordre sur _~(E) compatible avec la structure d'espace vectoriel de .£~(E), 
d~finie par 
Mx~<s M2c*t r (M 2 -M1)  >/0. 
I1 en d~coule que, si ( - , ' )  est une dualit6 sSparante positive sur E (cf. 
§ 2.1), alors la trace conserve l'ordre de Loewner, autrement dit M 1 <~L M~ 
entralne M l ~<s Ma. En effet, il existe une base orthonormale {e~ : i ~ I} 
de E relativement h la composante sym6trique de ( ", .  ); si l'on pose A = 
1 En algSbre multilin6aire, onnomme tenseur d'ordre 2toute forme bilin6aire. La locution 
"ordre 2" peut 6tre ici omise sans risque de confusion possible puisque tous les tenseurs 
manipul6s seront d'ordre 2. 
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M2 - M1 ~>L 0, alors (e~, Ae~} >1 0 pour chaque i de I, et il suit: 
t rA = ~(e i ,  Ae~} >10. 
i~ I  
2.4. C~ne Asymptote d'un Convexe Ferrn~ 
Soit C un convexe ferm~ d'un espace vectoriel r~el topologique s~par~ E. 
Pour tout a de C, l'ensemble (non vide puisqu'il contient l'origine): 
K( C, a) = n A( C - a) = { x E E : (VA > O) a + Ax E C} 
A>O 
est un cfine convexe ferm~ de E (~vident). D'autre part, K(C, a) ne d~pend 
pas du choix de a dans C. En effet, pour tout b de C et tout y de K(C, a), 
on peut ~crire 
(vx > 0) b+Ay= ~-~01 im[(1 -e )b+~(a+A)Y]  ' 
dont on d~duit que b +Ay ~C et par suite que K(C,b)  cK(C ,a ) .  
Permutant les r~les de a et b, on obtient l'inclusion oppos~e, et l'ensemble 
K(C, a), que nous noterons d~sormais As(C), est appel~ c~ne asymptote de 
C. Relevons que, pour tout a de C, l'ensemble a + As(C) n'est autre que la 
r~union de {a} et des demi-droites ouvertes d'origine a. Donc, si C est bomb, 
tout voisinage V de 0 absorbe C (au sens oh il existe a > 0 tel que C c AV 
pour IAI/> a )  et alors As(C) = {0}. Plus pr~cis~ment, endimension finie, on 
dispose de la caract~risation suivante: 
PROPOSITION 2.3. Soit E un espace vectoriel topologique s~par~ de 
dimension finie. Pour qu'un convexe ferrr~ C de E soit compact, il faut et il 
suffit que son c~ne asymptote soit rJduit ?z {0}. 
Preuve. Dans la litt~rature Sl~cialis~e, une preuve de ce r6sultat est 
souvent associ~e ~ d'autres notions topologiques comme celle d'int~rieur 
relatif (cf. [13]). Nous en donnons une preuve directe et originale. Seule la 
condition suffisante reste ~ d~montrer. L'espace E ~tant de dimension fine, il 
n'existe sur E qu'une seule topologie s~par~e compatible avec la structure 
d'espace vectoriel: la topologie canonique, laquelle est d~finie par une norme 
arbitraire I1"11 sur E. Comme la sphbre-unit~ S = {x ~ E:l lxl l  = 1} de 
(E, I1" II) est compacte t que C est fermi, C n S est un compact de E. 
QUADRATIC APPROXIMATION OF A LINEAR MAP 395 
Raisonnons alors par contraposition: si C n'est pas born~ dans E, il existe 
une suite (x n) de C telle que lim,_~= IIx.II = +~,  dont une sous-suite 
-1  
[encore notre (x , )  par commoditY] est telle que la suite (11 x~ll Xn) converge 
dans C N S. La limite y de cette suite est donc non nulle. D'autre part, y 
appartient h As(C); en effet, pour tout a de C et tout r~el A > 0, on peut 
~crire: 
a + Ay = nlimo [ (1- /~l lXnl ] - l )a  "Jr I~HXnlI-lXn], 
d'oh l'on tire que y ~ As(C), car As(C) est ferm6 dans E. I1 suit As(C) :~ {0}, 
ce qu'il fallait prouver. • 
2.5. Notions Remarquables Relatives ~un Pr~ordre 
Soit (E, ~<) un ensemble pr~ordonn~. On ~crit aussi y >~ x au lieu de 
x ~< y. Deux ~l~ments x et y de E sont dits ~quivalents s ix  ~< yet  y ~< x 
(x et y sont ~gaux si ~< est un ordre sur E), et comparables, i x ~< you  
y ~< x. La relation binaire < sur E d~finie par x < y si et seulement si 
x ~< y et x non ~quivalent ~ y, est usuellement appel~e pr~ordre strict 
d~duit de <~ , et tout sous-ensemble non vide A de E form~ d'~l~ments 
comparables deux ~ deux, cha~ne de E. 
Pour tout sous-ensemble (non vide) A de E, on nomme respectivement 
(s'il en existe) minorant de A, tout m de E tel clue m ~< x pour tout x de A, 
~l~ment minimum de A tout a de A tel que, pour chaque x de A, a ~< x, et 
~l~ment minimal de A tout a de A tel qu'il n'existe pas d'~l~ment x de A 
v~rifiant x < ~. Tout ~l~ment minimum de A (s'il en existe) est donc 
~l~ment minimal de A et deux ~l~ments minimaux de A sont ~quivalents. 
Rappelons enfin que le couple (E, ~<) est dit inductif si toute chalne de 
E admet un minorant, puis le th~orbme de Zorn [6]: tout ensemble inductif 
admet au rrugin un ~ldment minimal. Si E est un espace topologique, le 
couple (E, ~<) est nomm~ espace topologique pr~ordonn~ si, pour tout y de 
E, l'ensemble {x ~ E : x ~< y} est fermi. 
Soit K un compact d'un espace topologique pr~ordonn~ (E, <~). Pour 
tout y de K, l'ensemble K(y)={x ~K:x  <<,y} est une partie ferm~e 
de K. Consid~rons une cha~ne C de K. Pour chaque parti finie {Yl . . . .  , Yn} 
de C, que l'on peut, sans perte de g~n~ralit~, supposer ~tre teile que Yl ~< 
• -- ~< y,, on a donc Yl ~ Iqt=l ...... K(y~) et la compacit~ de K entraine 
que fq y ~ c K (y )  4= Q. Chaque ~l~ment de cette intersection est un mino- 
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rant de C et donc K est inductif; le th~orbme de Zorn conduit ainsi ~t la 
PROeOSmON 2.4. Tout compact d'un espace topologique pr~ordonn~ 
admet un eT~ment minimal. 
La Notion de Classe Complete. Si (E, ~<) un ensemble pr~ordonn~, 
nous dirons (~tendant ainsi a un cadre purement alg~brique l s d~finitions 
donn~es clans [5, p. 55] qu'un sous-ensemble non vide C de E forme: 
(1) une classe complete (dans E) si, pour tout x du compl~mentaire 
E \ C de C dans E, il existe un ~l~ment ~: de C v~rifiant ~: < x; 
(2) une classe complbte minimale, si C est une classe complete dont 
aucune de ses parties distinctes de C n'est une classe complete; 
(3) une classe ssentiellement complbte si, pour tout x de E, il existe un 
~l~ment ff de C tel que ~" ~< x. 
Quelques propri~t~s imm~diates r~sultent de cette d~finition, notamment 
si ~ d~signe l'ensemble des ~l~ments minimaux d'un ensemble pr~ordonn~ 
(E, ~<), il revient au m~me de dire [5, p. 55-56] que ~¢' forme une classe 
complete ou que ~ forme une classes complbte minimale ou encore que 
forme une classe essentiellement complbte. 
3. LES PRINCIPES FONDAMENTAUX DE L'APPROXIMATION 
QUADRATIQUE D'UNE APPLICATION LINI~AIRE 
Dans toute cette section, nous d~signons par E et F deux espaces 
vectoriels r~els de dimension finie, par Met  N deux tenseurs ym~triques 
sur E* (cf. §2.3) et par B une application lin~aire de E dans F. Pour chaque 
application lin~aire T de E dans F, nous appellerons tenseur de l'erreur 
quadratique associ;e ~ T (commise n "approchant" B par T) le tenseur sur 
F*, not~ pMN(B, T), tel que: 
PMN( B,T)  = To M * tT + (T - B)o Not(T - B). 
3.1. L'Approximation au Sens de l'Ordre de Loewner 
Soit ~<L l'ordre de Loewner sur l'espace Sa(F *, F) (cf. §2.3) et, pour 
chaque sous-espace affine F de Sa(E, F), d~signons par FMN(B) l'ensemble, 
~ventuellement vide, des ~l~ments B de F tels que 
(vc r) pM (B,C), 
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autrement dit rensemble des solutions du programme de minimisation 
quadratique: 
(Vv* ~ F*) Min(v*, PMN(B, C)v*) : C ~ r.  (Q1) 
On dispose alors du th6orbme t des eorollaires uivants (cf. [18, th6orbme 
3.2, corollaires 3.3 et 3.4] ou [19]): 
THI~OR~ME 3.1. Soient Z et W deux sous-espaces vectoriels de E* et F 
respectivement, 8" le complgmentaire d  W " dans F*, et Fun  sous-espace 
affine de -oCf( E, F) de direction Z 19 W. Alors: 
(i) Une condition ~cessaire et sufftsante pour que l'ensemble FMN(B) ne 
soit pas vide est que le tenseur M + N soit positif sur Z et que, C dgsignant 
un gIdment arbitraire de F et posant R = C o (M + N) - B o N, on ait 
Z ('1 Ker(M + N) c a - l (~ 'k ) .  
L'ensemble FMN(B) est un singleton si, et seulement si, le tenseur M + Nest  
strictement positif sur Z. 
(ii) Lorsque FMN(B) n'est pas vide, pour qu'un dldment B de F apparti- 
enne ~ FMN(B), il faut et il suffit que 
ZcKer [Bo(M+N)  -BoN] ,  
et FMN(B) est alors un sous-espace affine de .~( E, F) de direction 
[Z t3 Ker(M + N)] I9 W. 
Le cas oh W = F est important; dans ce eas, la condition 
Z r3 Ker(U + N) c a - l (~  i~±) 
6quivaut clairement ~ R[Z r3 Ker(M + N)] = {0}. 
Forrnules de Calcul. Dans les applications courantes, l'orthogonal Z ± 
de Z se pr6sente comme l'image d'une application lin$aire X d'un espace 
vectoriel r6el G et ~t valeurs dans E et F = {C ~Sa(E, F) : C o X = D} oh D 
est une application lin$aire de G dans F, $galement t'rx$e, v6rifiant Ker X c 
Ker D (condition assurant la non vacuit$ de F). Le sous-espace affine F 
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admet alors pour direction (KertX)® F, et FuN(B) est l'ensemble des 
616ments C de .E'~(E, F) v6rifiant le syst6me: 
CoX=D,  
C o (M + N)otx  = B o NotX.  
Pour que FMN(B) ne soit pas vide, il faut et il suffit que M + N soit positif 
sur Ker tX et que Im tR soit inclus dans Im X + Im(M + N). Une interpr6- 
tation en langage matriciel pour des calculs explicites 'en d6duit imm6diate- 
ment (cf. § 2). 
COROLLAIRE 3.2. Soient F = A + Z ® F un sous espace affine de 
.~a(E, F) et T une application lindaire de F dans G. L'ensemble F '=  
{T o C :C ~ F} est un sous-espace affine de _W(E, G) inclus dans F" = 
T o A + Z ® G et de direction Z ® Im T. De plus, si FMN(B) n'estpas vide: 
I'MN(To B) = {To B: B ~ FMN (B)}  C 1-~N(To B). 
En particulier, si l'on pose A = I E + Z ® E, alors, lorsque B ~ F, 
{Bo Q: Q ~ AMN(IE) } C FMN(B), 
et cette inclusion est une dgalitd si, et seulement si, Best  surjective. 
Caract6risation Variationnelle de F MN (B): 
I1 d6coule aussit& de ce corollaire la caract6risation suivante de FMN(B) 
oh I on note 
F* = {v*oC:C  ~ F}: 
pour qu'un 616ment B de F appartienne ~ FMN(B), il faut et il suffit que 
(Vv* ~ F*)v*o B ~ F~N(v* o B), 
la non vacuit6 de FMN(B) &ant 6quivalente ~ celle de F~N(v* o B). 
COROLLAIRE 3.3. Si les tenseurs M et N sont positifs sur Z et si 
F = B + Z ® F, alors FM~(B) n'est pas vide, et pour tous e~ments C de 
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B + (Z tq Ker N) ® F et B de FuN(B), on a successivement: 
(i) pun(B ,  B) = B o M otC = Co NotC  - B o NotC .  
(ii) Z f~ Ker N c Ker(B o M). 
(,iii) B o M°tn  ~L ~ o M °tc ~L C o M otC. 
On notera que l'assertion (iii) entraine clue Fun(C) = FMN(B), pour tout 
~16ment C du sous-espace affine B + (Z n KerN)® F de F. Enfin, la 
proposition suivante precise comment varie h l'int&ieur de F l'application qui 
T associe pun(B ,  T): 
PROPOSITION 3.4. Soient Z 1 = Z n Ker(M + N)  et Z 2 un suppl~- 
mentaire de Z 1 dans Z. Alors, A ddsignant un dl~ment arbitraire mais fix~ de 
F: 
(i) Pour tout C de F et tout U de Z ® F, on a 
PMN( B, C -Jr- U) -- PMN( B ,C)  = UOtRMN -'[- RMN otU AF Uo( M "[- N)otu  
o~ 
RMN=Co(M+N)  -BoN.  
(ii) Si de plus Met  N sont positifs sur Z, alors, pour tout C = C 1 de F, 
avec C 1 ~ Z 1 ® F et C 2 ~ A + Z 2 ® F, on a 
Pun(8,  C) -- pun(B, 
Prevue. L'assertion (i) se v&ifie facilement, la loi o &ant distributive 
par rapport h l'addition, 
Assertion (ii) - -  Comme Z = Z 1 • Z 2, nous avons (cf. proposition 2.1): 
F=A + Z 1 ®F + Z 2 ®F,  
d'oh l'on tire que tout ~l~ment C de F s'~crit de mani~re unique C = C 1 + 
C2, avee C le t  C 2 ~l~ments de Z 1 ® F et A + Z 2 ® F respeetivement. De 
l'assertion (i), il suit alors 




oh RMN = C 2 o(M + N)  - B o N. Or (cf. proposition 2.1), la relation C 1 
Z 1 ® F 6quivaut 
Z ± +Im(M + N) c KerC 1 
dont on d~duit aussitfit que C 1 o(M + N) = 0 puis que C 1 o N = 0, car M et 
N sont positifs sur Z et que ImtC1 c Z 1 c Z. La preuve est termin~e, car: 
PMN(B,C) -- PMN(B,C2) = - (B  o NotC1-~- ClO Notn)  = O. • 
3.2. Un Cas Particulier Fondamental 
Le cas oh F = B + Z ® F avec Z c Ker N est particulibrement impor- 
tant. Comme, pour tout C de F, Im t(C - B) est inclus dans Z, le tenseur de 
rerreur quadratique associ~e a chaque ~l~ment T de F est alors ~gal 
PMN( B ,T )  = T o M otT 
et ne d@end plus de N ni du choix de B dans F; nous le noterons PM(T). Le 
programme (Q1) devient alors: 
(Vv* ~F*)  Min(v* ,CoMotCv*>:C ~F=B +Z®F.  (Q'I) 
Nous d~signerons pas F M l'ensembke de ses solutions. Du th~orbme 3.1 et 
du corollaire 3.3, il d~coule aussit~t le 
THeORY.ME 3.5. Pour que F M ne soit pas vide, il faut et il suffit que M 
soit positif sur Z. Alors, un ~l~ment B de F appartient ?t F M si et seulement si
Zest  inclus dans Ker(B o M), et, pour chaque C de F, on a PM(B) = 
n o M otC. 
En vertu de la stabilit~ par lin~arit~ des ~l~ments de F M (cf. corollaire 
3.2), la caraet~risation g~om~trique d s ~l~ments de A M lorsque A = I~ + 
Z ® E, I E d~signant l'application identique de E, apparait capitale. Nous 
retiendrons dans cet article la caract~risation suivante des ~l~ments de A M 
(cf. [19, Th~or~me 111-2.4]) et que nous utiliserons par la suite, extension 
notamment de la proposition 2 de [12, p. 272]. 
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TH~OR~ME 3.6. Posons A = I~ + Z ® E et supposons M positif sur Z. 
Pour qu'un endomorphisme Q de A appartienne h A M , il faut et il suffit que 
la restriction de Q au sous-espace Z ± + Im M soit le projecteur sur Z ~ 
parall~lement ~ M( Z). 
Insertion dans la Probl~matique Statistique. Cette th~orie, notamment 
celle d~veloppee dans ce § 2.2, trouve son origine en estimation lin~aire sans 
biais dans les modbles statistiques de r~gression lin~aire. Le th~or~me 3.6 
apparait ainsi comme une extension alg~brique du th~or~me de Gauss-Markov 
auquel de tr~s nombreux travaux ont ~t~ consacr~s par des approches 
diff~rentes (cf. [4, 12, 14, 15, 16]); il en d~coule qu'une telle extension du 
th~or~me de Gauss-Markov ne met v~ritablement en jeu que la seule 
structure lindaire de E (qui n'est autre que l'espace des observations) ce qui 
nous para~t important, m~me en statistique. 
L'autre aspect de l'approximation quadratique d'une application lin~aire 
repose sur le pr~ordre de Schur, ce qui en statistique multidimensionnelle 
correspond au pr6ordre fond~ sur la variance g~n~ralis~e (trace de la matrice 
des covariances). 
3.3. Approximation au Sens du Pr~ordre de Schur et Invariance 
Quadratique. 
Consid~rons maintenant une dualit~ s~parante ( . , - )  sur F (cf. § 2.1). 
Pour tout sous-espace affine F de -~(E, F), soit FMN(B) l'ensemble, 
~ventuellement vide, des ~l~ments B de F solutions du programme de 
minimisation quadratique: 
MintrpMN(B,C ) :C ~ F. (Q2) 
Si ( . , .  ) est positive sur F, alors la trace sur Sa(F) conserve rordre de 
Loewner (cf. § 3.1) et FMN(B) est inclus dans FMn(B). Une ~tude d~taill~e 
du programme (Q2) et une caract~risation de l'ensemble FMN(B) sont 
r~alis~es dans [18] ou [19]; nous les r~sumons ici en citant le th~or~me suivant 
essentiel pour la suite (cf. th~orbmes 3.5 et 3.6 dans [18]): 
TH~OR~ME 3.7. Supposons F mis en dualit~ s~parante avec lui-rr~me. 
Soient Z et W deux sous-espaces vectoriel de E* et F respectivement, e  Fun  
sous-espace affine de .~a( E, F) de direction Z ® W. 
(i) Si FuN(B) n'est pas vide, il faut et il suffit quela restriction de la 
dualit~ sur F au sous-espace W soit positive pour que FM~(B) ne soit pas 
vide, et alors les ensembles FuN(B) et FuN(B) coincident. 
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(ii) Lorsque la rectriction de la dualitd sur F au sous-espace West  
positive, pour que les programmes ( Q1) et ( Q 2 ) soient dquivalents, autrement 
dit, en raison de (i), pour que les conditions de no vacuitd de FuN(B) et 
FuN(B) soient identiques, il faut et il suffit que W --- F. 
3.4. Conclusion 
Soulignons que le caraetbre 6ventuellement positif de la dualit6 s6parante 
( . , .  ) raise sur F ne s'applique qu'~ sa composante sym6trique, elle mSme 
non d6g6n6r6e. C'est pourquoi, lorsque ( . , .  ) est positive sur F, on peut 
supposer, sans perte de g6n6ralit6, que sa composante antisym6trique est 
nulle, ce qui revient ~ dire que (F, ( ' , . ) )  est euclidien. Donc, lorsque 
W = F et que M + Nest  positif sur Z, on peut consid~rer qu'il est alors 
n6cessaire de supposer clue (F, ( . , .  )) est euclidien pour que l'ensemble 
FuN(B) ne soit pas vide. Mais alors, les programmes (Q1) et (Q2) sont 
6quivalents et les r6sultats ne d6pendent done pas de la structure uclidienne 
raise sur F; les propri6t6s relatives ~ FuN(B) (cf. corollaires 3.2 et 3.3, 
th6orbmes 3.5 et 3.6) s'6tendent alors, en termes absolument identiques, 
l'ensemble FuN(B). La donn6e d'une structure euclidienne sur F appara~t 
par cons6quent comme une hypothbse n6cessaire r6sultant d'une 6tude 
math6matique t non pas comme une hypothbse simplificatrice, et, fait 
capital, les r6sultats obtenus sont totalement ind6pendants du choix d'une 
telle structure. MSme dans la probl6matique statistique, une telle invariance, 
esquiss6e dans [4] pour ce qui concerue la seule estimation lin6aire sans biais, 
apparalt comme une propri6t6 importante. 
4. OPTIMALITt~ ET ADMISSIBILITI~ EN APPROXIMATION 
QUADRATIQUE 
Les donn6es de cette section sont deux espaces vectoriels r6els E et F de 
dimension finie de duaux respectifs E* et F*, un sous-espace vectoriel Z de 
E*, une application lin6aire B de E dans F et un sous-espaee affine F de 
.~(E, F) de direction Z ® F. Nous conservons les notations de la section 3 
pr6c6dente. 
Tout espace vectoriel r6el de dimension finie sera implieitement muni de 
sa topologie canonique (unique topologie s6par6e sur cet espace compatible 
avec sa structure lin6aire). On d6signe une fois pour toutes par ~ un c3ne 
convexeferm~ de l'espace .~(E*, E) X.~(E*,  E) form6 des couples (M, N) 
de tenseurs positifs sur Z et non rdduit au sous-espace vectoriel des couples 
( M, N)  de tenseurs 'annulant sur Z, par --= un sous-espace vectoriel de 
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.~(E*,  E) ×.~(E* ,  E) contenant E et par E+ le c~ne saillant de ~ con- 
;titu~ des couples de tenseurs positifs sur le sous-espace Z. Soulignons que, 
sous de telles hypotheses, le c~ne convexe ~ ne peut ~tre un espace vectoriel. 
4.1. La Notion de Tenseur Dominant 
Nous appellerons tenseur Z-dominant d'un sous-ensemble ~¢" de 
.~.~(E*, E) form~ de tenseurs positifs sur Z, tout M de ~¢' (il en existe 
toujours) tel que 
Rg Mz = Max{Rg M~: M ~¢ '} ,  
oh, pour chaque M de -~¢, M z d6signe la restriction de M au sous-espace Z,
autrement dit rapplication de Z dans E qui ~ tout z de Z associe Mz. 
Lorsque Z = E*, nous dirons alors que M est un tenseur dominant de .4¢ et 
le noterons alors Mma x. Relevons clue, si ~¢" est convexe, il revient ~ 6crire 
nKerM- -  n zn  KerM. Z 
M~-cK 
En effet, supposons ~" convexe et que ZnKer54~ nu~zo 
Ker M. I1 existe alors un M 1 de .K¢ tel que Z n Ker/~ ne soit pas contenu 
dans Z n Ker M1; comme les ~16ments de ~ sont positifs sur Z, M 2 = 
½(M + M 1) appartient ~~g et v~rifie 
zn  KerM 2 =ZA Kerh~n KerM1, 
il suit Rg Mz < Rg(M2) z, ce qui contredit la d~finition de M. I1 s'ensuit que, 
si ~ est convexe tforrr~ de tenseurs positifs sur Z = E*, alors tout tenseur 
dominant Mma x de .K est clairement d~fini par la condition 
(VM ~¢~¢') Im M c Im Mma x. 
Interpretation Matricielle. En termes matriciels et lorsque Z = E*, une 
telle notion est due ~ L. R. LaMotte [8, p. 788]. Lorsque Zest  strictement 
inclus dans E* et que dim E = p, en langage matriciel il revient ~ remplacer 
M z par tUMU o~a U est une matrice ~ p lignes d'image Z (arbitraire mais 
fix~e) et ~ consid~rer un sous-ensemble .~" de .~p, p(R) form~ de matrices 
sym~triques M telles que tUMU soit positive. 
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Cette notion conduit ~ la proposition suivante dont il est ainsi imm6diat 
d'obteuir une interpr6tation matricielle: 
PROPOSITION 4.1. I1 existe au moins un couple ( ffl, 1V ) de X tel que 
(i) Z~Ker (M+A 7)= O(M,N)exZNKer (M+N) ;  
(ii) M et N soient respectivement des tenseurs Z-dominants des projec- 
tions canon, iques El et Xz de X. 
Un tel couple sera appel~ couple de tenseurs Z-dominants du convexe E 
ou, lorsque Z = E*, couple de tenseurs dominants de E, et alors not~ 
(M .. . .  Nmax)" 
J 
En effet, consid~rons un couple (M, N) de ]~ (il en existe toujours) tel 
que 
Rg(M + h~)z = Max{Rg(M + N)z:  (M, N) ~ E}. 
Comme E est convexe, un tel couple v~rifie la relation: 
ZOKer (M+h~)  = n ze  Ker (M+N) .  
(M, N)eE 
Par l'absurde, il existerait sinon un couple (M', N') de E tel que Ker(M + AT) 
ne soit pas inclus dans Ker(M' + N') et la convexit~ de E entraJnerait que 
(M", N") := ½(M + M' ,h  7 + N') ~ ~:; 
d'autre part, on aurait 
Z n Ker(M" + N") = Z n Ker(M + hT) fq Ker(M' + N'), 
ce qui, par passage aux orthogonaux, contredirait la d6finition de (M, h~). 
Considfirons l'ensemble E de ces ~lfiments (M, 2Q) de E, et soient 
= {M:(M,  N) 
et 
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les deux projections canoniques de E. I1 existe au moins un couple (2~,, /V,  ) 
de ~ tel que M,  et N ,  soient respectivement un tenseur Z-dominant du 
convex E1 et du convexe E2; sinon en effet, pour tous (2~,/~) de ~, il 
existerait un couple (M, N) de E1 × ~2 v~rifiant Rg M~ < Rg/V~ < Rg N~, 
et on aurait 
Rg(  + g)z ¢ Rg + Rg gz < Rg + Rg 
ce qui est bien stir impossible. 
4.2. Le Concept d'Approximation Optimale ou Admissible 
Pour tout sous-ensemble non vide O de .~(E*,  E )×-~(E* ,  E), on 
d~finit clairement sur SP(E, F) une premiere relation de pr~ordre partiel en 
posant: 
T 1 ~<,Tz ¢* (V(M,N)  ~O)  pun(B,T , )  <~L Pun(B,T2) (4.1) 
et, de surcrolt, si F est mis en dualit~ sdparante avec lui-rr~me (cf. § 2.1) une 
deuxibme relation de pr~ordre partiel par: 
T1 ~<2 7"2 ** (V(M, N) ~ O) trpMn(B,T,)  <<. trpMn(B,T2). (4.2) 
Nous noterons par la suite <1 et <2 les pr~ordres tricts d~duits respec- 
tivement des relations ~<1 et ~<2 (cf. § 2.5). Min de distinguer clairement la 
notion d'~l~inent minimal relativement ~l'un et rautre de ces pr~ordres, les 
pr~ordres ~<l et ~<2 d~pendant ~videmment de rensemble O et de B, 
nous conviendrons de la 
DI~FINITION 4.2. Tout dldment minimal de F relativement au prdordre 
<~1 [resp. <<-2 ] sur _C_~E, F), s'il en existe, sera appeld approximation O-opti- 
male [resp. O-admissible] de B dans F. 
REMARQUE 1 ET CONVENTION. On notera que la notion d'approximation 
O-optimale ne d4pend que de la seule structure des espaces E et F. 
Ce n'est ~videmment pas a priori le cas pour la notion d'approximation 
O-admissible qui n~cessite que F soit mis en dualit~ s~parante avec lui-mSme 
(et alors identifi~ ~ son dual F*, cf. § 2.1). Mais, si cette dualit~ est positive, 
alors la trace sur .~(F)  conserve l'ordre de Loewner (cf. § 2.3) et donc toute 
approximation O-admissible de B dans F, s'il en existe, est aussi O-optimale 
clans F (par d~finition mSme de la notion d'~14ment minimal). Ces deux 
notions sont 4quivalentes si F = R. 
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Reprenant laconclusion de la section 2, F ~tant ici un sous-espace affine 
de Sa(E, F) de direction Z ® F, pour que les programmes (Q1) et (Q2) 
d~finissant respectivement lesensembles FuN(B) et FuN(B) soient ~quiva- 
lents pour chaque couple (M, N) de 19, on peut consid&er, sans perte de 
gdn~ralitd, qu'il est n~cessaire ( t toujours uffisant) de supposer que F est 
euclidien, les r~sultats concernant FuN(B) ne d~pendant alors pas du choix 
du produit scalaire ( . , .  ) mis sur F. C'est pourquoi, lorsque nous parlerons 
d'approximation 19-admissible, nous supposerons d~sormais implicitement 
que F est euclidien afin de comparer efficacement les notions d'approxima- 
tion 19-optimale t 19-admissible. Pour chaque couple (M, N) de tenseurs 
sym&riques sur E*, les conditions de non vacuit~ des ensembles FuN(B) et 
FuN(B) sont alors ~quivalentes t FuN(B) = FuN(B). Nous utiliserons donc 
qu'une seule et mSme notation pour d~signer les ensembles FuN(B) et 
FMN( B ): la notation FuN(B). 
REMARQUE 2. Le c6ne convexe engendr~ par 19 est l'ensemble des 
combinaisons lin~aires ~ coefficients trictement positifs d'61~ments de 19 
(cf. § 2.3). Donc, si [19] d6signe le cfne convexe fenn~ engendr~ par 19, la 
relation (1) ~quivaut 
(V(M,N)  E [19]) PMN(B,T1) <~L PMN(B,T2), (4.3) 
et, si F est euclidien, on obtient une ~quivalence analogue pour (4.2). I1 en 
r~sulte que les notions d'approximation 19-optimale [resp. 19-admissible] de B 
et d'approximation [19]-optimale [resp. [19]-admissible] de B dans F sont 
identiques. 
Insertion dans la Probl~matique Statistique. Dans le eontexte statistique 
des modules de r~gression lin~aire E est euclidien et 19 est un ensemble de 
couples de .~  (E) ×S~ (E) de la forme (V, u ® u), u d~crivant une partie 
de E (cf. [9]). Lorsque le module est un modble de Gauss-Markov, 19 se 
pr~sente alors sous la forme d'une produit cart~sien 
{v} 
L d~signant un sous-espace v ctoriel (ou affine) de E d~fini comme l'image 
d'une application lin~aire X (cf. [1, 7, 15, 17]). Dans ce cadre, la question de 
la minimalit~ relativement au pr~ordre ~<1 a ~t~ posse par C. R, Rao dans 
[15, p. 1026] et certains es aspects ont ~t~ &udi~s dans [2] et [10]. 
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PROPOSITION 4.3. Soit (M, N) un couple de O tel que FMN(B) ne soit 
pas vide. Pour qu'un e'16ment A de FMN(B) soit une approximation O-opti- 
male [ resp. O-admissible] de B dans r, il faut et il suffit que A soit une 
approximation O-optimale [resp. O-admissible] de B dans rMN(B). 
En effet, s'il existe T dans r tel que T <1 A [resp. T <2 A], alors T 
appartient ~t FMN(B), ce qui prouve que la condition est suffisante. La 
condition n6cessaire st triviale puisque FMN(B) est contenu dans F. Le 
m~me raisonnement s'applique ~videmment ~ la notion d'approximation 
O-admissible. 
La proposition suivante, originale dans la forme mais aussi dans le fond 
pour ce qui concerne la deuxi&me partie de la conclusion, est importante 
pour la suite. On d6signe par E~ la deuxi&me projection canonique de E: 
PROPOSITION 4.4. Soient L la somme des sous-espace Im N quand N 
s'6crit E2 et A le sous-es79ace affine de -~( E, F) d6fini par 
A = {C ~Sa(E, F) :  L c Ker(B - C)} = B + L ± ®F. 
Pour chaque C de A, l'ensemble des approximations E-optimales [resp. 
S.-admissibles ] dans F de Bet C coincident et il existe un eT~ment B.  de A 
tel que Ker B.  c L. 
Preuve. Tout C de A v~rifie BoN=CoN,  pour chaque N de E2. 
Donc, si A est une approximation E-optimale [resp. E-admissible] de B dans 
F, alors A est aussi une approximation E-optimale [resp. E-admissible] dans 
F de chaque C de A. Inversement, pour qu'un ~16ment A de r soit une 
approximation E-optimale [resp. E-admissible] de B dans F, il suffit qu'il soit 
une approximation E-optimale [resp. E-admissible] dans F d'un 61~ment 
arbitraire C de A, d'o~ la premi&re partie de la proposition. 
L'ensemble A est le sous-espace affine de Sa(E, F) passant par B 
(v~rification immediate) et de direction L ± ®F (proposition 2.1). Soit Q un 
projecteur de E sur L; alors B o Q appartient ~A, et il en d6coule donc du 
eorollaire 2.2 clue 
(VRE.C.~(E,F)) BoQ+Ro( IE -Q)~A.  
Posons W = B(L) et L' = Im(I~ - Q). Pour toute base {fj : j  ~ J} de L' et 
toute famille {u~ : j ~ J} de W " ",{0}, 
T:= E uj ® fj 
je] 
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est une application lin6aire de F dans E telle que W c Ker T et Im T = L' 
(proposition 2.1). D'aprbs le th6or~me de factorisation des applications 
lin6aires, il existe donc une application lin6aire U de E dans F v~rifiant 
T o U = I E - Q. I1 est alors imm6diat que, si l'on pose 
B, =BoQ + ToUo( I  E -Q) ,  
B, appartient ~t A et v~rifie la relation T o B,  = I~ - Q, laquelle entra~ne 
que: 
Ker B,  c Ker(I~ - Q) = L. 
Ces propri6t6s g6n6rales ont eompl6t6es par le th6or~me et le eorollaire 
suivants, mis en ~vidence uniquement pour l'admissibilit~ clans un contexte 
statistique par W. Klonecki et S. Zontek [7, p. 14]. Nous d6signerons par E# 
la somme des sous-espaces vectofiels Im(M + N) quand (M, N) d6efit 
l'ensemble E: 
THI~ORF..ME 4.5. Soit ( A, A') un couple d'dldments de F ayant m~me 
tenseur d'erreur quadratique pour tout ( M, N) de E et tels que A soit une 
approximation E-optimale [resp. -admissible ] de B dans F. Alors les restric- 
tions de A et A' au sous-espace ~# sont e'gales. 
Preuve. Puisque pour tout u de F et (M, N) de ~, l'application 
T --* (u, pMN(B, T)u) de F dans • est convexe sur F, il est clair que: 
(V (M,N)  ~: )  pMN(B,½(A +A' ) )  <~L PM,(B, A) 
et done, si l'on pose A" = ½(A + A'), ona A" <1 A. Or, comme (A, A') 
1 F 2, il existe U dans Z ® F' tel que A' = A + U, et par suite A" = A + -~U. 
Soit RMN = A o(M + N) - B o N. Pour chaque (M, N) de ~, il vient 
alors [vu la proposition 3.4, assertion (i)]: 
A") - PMN(B, A) = I [V  o%,,, + R,.,,, o'tJ] + ¼Uo(  +N) o'V 
= -¼Uo(M+N)otU  
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car, pour tout (M, N) de ~: 
pun(s, A') - pMn(s, A) 
_(0 
UotRun + Run otU + Uo(M + N) t o U,  
d'une part, 
d'autre part. 
La ~-optimalit6 [~-admissibilit6] de A pour B clans F permet alors aussitgt 
de conclure ~ la nullit6 de U o(M + N)otU pour chaque (M, N) de ~, 
nullit6 6quivalente ~celle de U o (M + N), car le tenseur M + Nest  positif 
sur Z et ImtU c Z. I1 suit 
(V(M, N) ~ ~,) Ao( M + N) = A'o( M + N) 
ce qui fallait prouver. 
COROLLAIRE 3.6. Soit ~' un c~ne convexe ferrr~ de ~+ contenant ~Z et 
tel que (~')# = ~#). Toute approximation E-optimale [resp. E-admissible] 
de B dans F est alors une approximation E'-optimale [resp. ~'-admissible] 
de B dans F. 
En effet, soit A une approximation E-optimale de B dans F. Supposons 
que A ne soit pas ~'-opfimale dans F, ce qui revient ~ supposer que, 
relativement ~ l'ensemble E', il existe T clans F tel que T <1 A. Comme ~' 
contient E, on a T <1 A (relativement ~ E), et la E-optimalit~ de A conduit 
la relation PMN(B, T) = pMn(B, A), pour chaque (M, N) de ~. D'aprbs le 
th~orbme precedent, les restrictions de T et A au sous-espace ~#, qui 
eo'incide avec (~')#, sont donc ~gales. 
Par suite, si U=T-A ,  il vient Uo(M' +N' )o tU=O pour chaque 
(M', N') de ~'. Comme ~'c  ~+, il en r~sulte imm~diatement que 
Uo N' = 0, dont on d~duit que: 
(V( M', N') ~ ~,') PM'N'( B, T) = Pu's'( B, A) 
ce qui eontredit T <l A [resp. T <2 A] relativement ~ ~' et permet de 
conclure. 
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4.3. La Notion d'El~ment Singulier 
Prolongeant une idle de L. R. LaMotte [9, p. 246], nous dirons qu'un 
couple (M, N) de 2 est singulier si F = FMN(B), et d~signerons par 
Sa(B, F) l'ensemble des ~l~ments singuliers de 2. Compte tenu des asser- 
tions (i) et (ii) du th~or~me 3.1, la direction de F ~tant Z ® F, il est 
imm~diat que: 
PROPOSITION 4.7. L'ensemble Sa(B, F) est le sous-espace vectoriel de 2 
tel que: 
r) = {(M,N) ~ 2:  
Z c Ker(M + N) etZ c Ker[C o(M + N) - B o N]}, 
o~ C est un ~l~ment arbitraire de F. 
REMAaQUE. Consid~rons un couple (M 0, N 0) de Sa(B, F). Comme la 
restriction de M 0 + N O au sous-espace Z est nulle, il r~sulte de rassertion (i) 
de la proposition 2.4 l'identit~ suivante, v~rifi~e pour tous couples (M, N) de 
2et (C ,U)  deF×Z®F:  
= pMN(B,C  + U)  - pMN(B,C) .  
Par suite, si fir d~signe le c3ne convexe ferm~ engendr~ par ~ +~9~(B, F) 
[autrement dit tout simplement l'adh~rence de ~ + S(B, F) car ~ est un 
c3ne convexe], la ]~-optimalit~ [resp. E-admissibilitY] dans F ~quivaut h la 
J-optimalit~ [resp. fir-admissibilitY] dans F. On notera ~galement que, pour 
tout c6ne convexe ferm~ E' de ~(E* ,  E)×.Z~(E*, E) tel que le c6ne 
convexe ferm~ engendr~ par E' +Sa(B, F) soit J ,  la ]~-optimalit~ [resp. 
E-admissibilitY] dans F ~quivaut ~la ~:'-optimalit~ [resp. E'-admissibilit~] 
dans F. 
Lorsque ]~ c Sa(B, F), tousles ~l~ments de F ont n~cessairement, pour 
chaque (M, N) de ]~, mSme tenseur d'erreur quadratique. Par suite, chaque 
~l~ment de F est alors une approximation ~-optimale [resp. ]~-admissible] de
B dans F, et plus g~n~ralement: 
PROPOSITION 4.8. Soient fir l'adh~rence de ~ +Sa(B, F) et (M, ,  N,)  
un ~l~ment de fir tel que FM,N (B) ne soit pas vide. Si ~ est inclus dans 
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Z n Ker(M, + N , )  = n [z  o Ker(M + N)].  
(M, N)~,J 
En effet, comme S~'(B,F) c Sa[B, FM,N,(B)] et que E C 
~[B,  FM, N,(B)], Jes t  contenu dans S'~B, FM,N,(B)], et d'autre part 
FU, N,(B) est un sous-espace affine de .~(E,F)  de direction [Z ¢3 
Ker(M, + N,)] ® F. Par consequent, pour tout (M, N) de ,7, M + Nest  
nul sur le sous-espace Z tq Ker(M, + N,), autrement dit: 
(V (M+N)  ~J )  Z n Ker(M, +N, )  cZAKer (M+N) .  
Enfin le th~orbme suivant est encore une extension d'un th6orbme de 
L. R. LaMotte [9, th6orbme 3.6] et fournit une classe importante d'appro- 
ximations E-optimales ou E-admissibles de B dans F: 
THI~OR~.ME 4.9. Soit (M,/V) un couple de tenseurs Z-dominants de E 
tel que F~/g(B) ne soit pas vide. Alors tout dldment de F~g(B) est une 
approximation E-optimale [ resp. E-admissible ] de B dans F, et E est inclus 
dans ~B,  r~(B)]. 
Preuve. Soit A un ~l~ment de F~/g(B). D'aprbs le th~orbme 3.1 [asser- 
tion (ii)], nous avons 
F~ig(B) = ( A + U : U ~.~P( E, F) , ImtU c Z n Ker(M + N)) ,  
et, en vertu de la proposition 3.4, pour tout A + U de Fdg(B) et chaque 
(M, N) de E: 
WUN := puN(B, A + U) - PuN(B, A) 
= UotRuN + RUN otU + Uo(M + N)otU, 
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Oil RMN = A o(M + N) - B o N. Or, le couple (M, AT) de ]~ est par d~fini- 
tion tel que (cf. proposition 4.1): 
Z n Ker(M + h 7) = n [z  n Ker(M + N)],  
(M, N)eE 
d'oh il d~coule que WMN = 0 pour chaque (M, N) de E. En effet, les 
tenseurs Met  N ~tant positifs sur Z, la relation Z c Ker RUg [cf. assertion 
(ii) du th~or~me 3.1] implique aussit~t 
(V (M,N)  ~ E) Uo(M + N)otU=O et RunotU=O 
puisque, pour chaque (M, N) de E: 
z n Ker(M + N)c  [zn Ker(M + /V)] n Ker(M + N). 
I1 s'ensuit que ~ est inclus dans ~ B, F~g(B)] (cf. proposition 4.7) et que A 
est une approximation ~-optimale [resp. ]~-admissible] de B dans F~g(B) et 
donc dans F (cf. proposition 4.3), ce qu'il fallait d~montrer. • 
REMARQUES. Compte tenu de la remarque suivant la proposition 4.7, on 
obtient un th~orbme identique si l'on remplace ~ par l'adh~rence J du cfine 
convexe ]~ +Sa(B, F). Enfin, des formules explicites de calcul des ~l~ments 
de F~g(B) se d~duisent clairement des interpretations matricielles donn~es 
de la notion de tenseur dominant (cf. §4.1) et du th~orbme 3.1. 
4.4. La Compldtude n Approximation Quadratique 
La notion de classe complbte (§2.4) s'applique ~videmment ~ chacun des 
pr~ordres ~<~ et ~<2 sur Sa(E, F) pour lesquels on a adopt~ une terminolo- 
gie propre pour d~signer la notion d'~l~ment minimal. 
PROPOSITION 4.10. Soient (~/1, h 7) un couple de tenseurs Z-dominants de 
E, pu/s Z 1 = Z n Ker(2~ + 2V) et Z 2 un suppl~mentaire d Z 1 clans Z. Pour 
tout C de F et chaque p de {1, 2}, l'ensemble: 
z (c )  = {r c + ® e c} 
est un convexe compact de .ZP(E, F). 
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Preuve. Fixons un 616ment C de F et posons F 2 = C + Z 2 ® F. Pour 
chaque (M, N) de E, rensemble 
~.n(c )  = {r ~ r2: puN(B,T) -<L pun(B,C)} 
est manifestement un convexe ferm6 de .~(E, F), et comme 
.~(c)= 13 ~un(C), 
(M, N )~.~" 
o,~C) est Un convexe ferm6 de .~(E, F). 
Pour prouver que ~C)  est compact, il suffit de montrer (cf. proposition 
2.4) que son cSne asymptote As[9/~(C)] est r6duit a {0}. Or As[3Z~C)] est 
d6fini par 
As[9~'(C)] = {T ~Sa(E,  F ) :  (VA > 0) C + AT eJ£'(C)} 
(cf. § 2.4) et donc, tout T de As[J~C)] v6rifie C + T e~C)  c F2; on en 
d6duit: 
As[K(C)I c Z~ ® F. 
D'autre part, pour tout C + AT de ~'(C) et tout (M, N) de ~, nous avons 
aun( B, C) - Pun( B, C + *T) >i, o, 
oh, d'apr6s l'assertion (i) de la proposition 3.4: 
pun( B, C + AT) - pun( B, C) 
= AT °tRMN + ARun otT+ AZT o(M + N)otT, 
avec Run = C o(M + N) - B o N. Pour chaque u* de F*, fl suit que 
A2(T o(M + N)otTu*,u *) + 2A(Run otTu*,u *) 
est un tfinSme du second degr6 en A, n6gatif ou nul lorsque A d6crit R*. 
Comme T appartient ~Z 2 ® F, ce qui revient ~t dire que Im tT c Z 2 (cf. 
proposition 2.1), et que Za est inclus clans Z, le coefficient (To(M + 
N)otTu *, u*) de A 2 est positif ou nul, pour tout u* de F*. On a donc 
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nficessairement T o(M + N) = 0, pour chaque (M, N) de E, ce qui ~quivaut, 
par passage aux orthogonaux, a Im tT c Ker(M + N), d'oh l'on d~duit T = 0, 
car ImtT c Z 2 (3 Ker(M + N) et que: 
Z 2 ¢q Ker(M + N) = Z 2 A Z f3 Ker(M + N) = Z 2 f3 Z 1 = {0}. 
La conclusion est alors immediate. Une d~monstration parallble conduit a la 
m~me propri~t~ pour le pr~ordre ~<2 • • 
I1 en r~sulte le r~sultat important suivant, extension significatife d'un 
th~orbme dfi ~ A. Olsen, J. Seely et D. Birkes dans un contexte statistique (cf. 
[11, proposition 3.3]) et dont la preuve est fond~e sur la m~me idle 
directrice: 
TH~OR~ME 4.11. Lorsque B appartient ~ F, l'ensemble des approxima- 
tions E-optimales [resp. E-admissible] de dans F n'est pas vide et forme une 
classe complete minimale. 
En effet, quand B appartient a F, la non vacuit~ de l'ensemble des 
approximations ]~-optimales ou E-admissibles de B dans F est une conse- 
quence immediate du th~orbme 4.9 et de la premibre partie du corollaire 3.3. 
Pour montrer que l'ensemble des approximations E-optimales [resp. E-ad- 
missibles] de B dans F est une classe complbte, il suffit de prouver qu'il 
forme une classe essentiellement complbte dans F (cf. §2.5). 
Soient (M, N) un couple de tenseurs Z-dominants de E (cf. proposition 
4.1) et Z 2 un suppl~mentaire d  Z 1 = Z (3 Ker(M, h~) dans Z. Posons 
F 2 = B + Z~ ® F. La proposition 4.10 indique que l'ensemble o~Z~(B) =
{T ~ F2:T 41 B} est un compact de .~(E, F) et donc admet ~ ce titre 
(cf. proposition 2.4) un ~l~ment E-optimal A. I1 est clair que A ~ F. Suppo- 
sons qu'il existe A' dans F tel que A' <1 A et dont la composante sur Fa est 
notre A". Comme, en vertu de l'assertion (ii) de la proposition 3.4, nous 
avons 
(V(M, N) ~ E) puN(B, A') = puN(B, A"), 
il n'est pas restrictif de supposer que A' ~ F 2. Mais alors on a A ~<1 A', ce 
qui contredit la relation A' <1 A, et done A est aussi une approximation 
E-optimale de B dans F. L'ensemble des approximations ]~-optimales de B 
dans F forme done une classe essentiellement complbte, donc complbte 
minimale. 
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Une preuve parallble conduit h la mSme conclusion pour l'ensemble des 
$1$ments E-admissibles pour B dans F. 
4.5. Le Thgor~me de L. R. LaMotte et ses Consgquences 
Prolongement des travaux de A. Olsen, J. Seely and D. Birkes [11, p. 
883-884], le th6orSme suivant, d~ h L. R. LaMotte dans un cadre statistique 
(cf. [9, corollaire 3.10]), constitue h notre sens une approche d~terminante de 
l'admissibilit~ en approximation quadratique d'applications lin~aires. On en 
donne une preuve nouvelle dans [18] (cf. th$or~mes 4.1 et 4.2) ou [19] dans le 
cadre math~matique plus gSn6ral qui nous intSresse. Nous dSsignons par 
l'adhSrence du cSne convex E + S~(B, F): 
THI~OR~ME 4.12. Pour qu'un glgment A de F soit une approximation 
E-admissible B dans F, il faut et il suffit que E cSa(B,  F) ou qu'il existe 
(M,N)  dans J \S~(B ,  F) tel que A appartienne ~FM~(B) et que A soit une 
approximation E-admissible de B dans Fu~(B). 
REMARQUES. Ce th6orbme n'exige pas vraiment que E soit un cSne 
convexe ferm6, J d$signant alors le cbne convexe ferm6 engendr~ par 
l'ensemble E +de(B, F). D'autre part, il s'~tend en termes identiques h tout 
sous-espace affine F de .7(E, F) de direction Z ® W, W d~signant un 
sous-espace vectoriel de F. 
Posons J0 = J  et ~'0 =S~(B, F), et notons (M 1, N 1) le couple (M, N) 
d~fini par le th$orbme 4.12, F 1 = FMN(B) et SPl = de(B, F:). I1 est imm6diat 
que SP0 c~ 1 et comme (M1, N1) ~Sa0, cette inclusion est stricte. 
Si E :5"~1, on est amen6 h consid6rer l'adh~rence J1 de E + 2~1, puis 
6ventuellement un ~l~ment (M z, N 2) ~,,Z 1\5'~1 tel que l'on ait A ~ F z := 
FM2N~(B), avec ~1 strictement inclus dans ~z :=S~(B, 1"2) etc. Cet algo- 
rithme ne comporte qu'un nombre fini d'$tapes, car, ~ chacune d'entre'elles 
i, F~ est strictement contenu dans F~_ ~ et 5'~_ 1 dans S~; la dimension de 
est donc stritement sup~rieure h celle de ~_  1. L'ordinal de la dernibre ~tape 
est le premier entier n tel que l'on ait E :S~(B,  Fn_ ~) et la proposition 4.9 
conduit alors, compte tenu de toutes ces notations, au r~sultat suivant 
~galement extension d'un th~orbme dfi h L. R. LaMotte [9, p. 251]: 
PROPOSITION 4.13. Pour qu'un dl~ment A de F soit une approximation 
E-admissible de B dans F, il faut et il suffit que E CSao, ou sinon qu'il existe 
une suite finie {(Mi, N~): i = 1 . . . . .  n} de ~ telle que, pour chaque i de 
{1 . . . . .  n}, A ~ F iet  (Ms, N i) ~ J i -  l \S~i- l, avec de plus, Z n_  1 ddsignant la 
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direction de F,_ 1: 
Rg(Mn + N,)z._l = Max{Rg(M + N)z._l : (M,  N) ~Jn-~}" 
Du th~orbme 4.12 nous d~duisons aussi le r~sultat suivant qui precise 
l'effet d'une application lin~aire sur toute approximation E-admissible A de 
B dans F (simple v~rification compte tenu du corollaire 3.2, ce th6orbme 
s'appliquant a tout sous-espace affine F de direction Z ® W): 
THI~OR~ME 4.14. Soient Gun espace euclidien et T une application 
lin~aire de F dans G. Si A est une approximation E-admissible de B dans F, 
T o A est une approixmation E-admissible de T o B dans F' = T o C + 
Z®G.  
Le cas oh Z = E* est ~videmment primoridal. Dans ce cas, 5: ~tant 
form~ de couples (M, N) de tenseurs positifs sur E, la somme E # des 
sous-espaces Im(M + N) quand (M, N) d~crit E n'est autre que Im Mm~ x
+Im Nma x, oh (M . . . .  N~,ax) d~signe un couple de tenseurs dominants 
arbitraires de E (cf. proposition 4.1). Nous obtenons le th~orbme suivant, 
r~unissant un ensemble de conditions n~cessaires importantes d'admissibilit~ 
dans l'ensemble .2a( E, F): 
THI~OR~ME 4.15. Soient ( M . . . .  Nma x ) un couple de tenseurs dominants 
de E, K et L les images respectives de Mma x et Nma x. Pour qu'une application 
lindaire A de E dans F soit une approximation E-admissible de B dans 
.~(E, F), il faut que chacune des relations suivantes soient vdrifi~es, C 
ddsignant un eT~ment arbitraire de A = B + L ~ ® F: 
(i) A(K + L) c C(L). 
(ii) A(K + L) = A(L). 
(iii) (A  - C)(K + L) + (A  - C)(K). 
(iv) (A  - C)(L)  + (A  - C)(K fq L). 
Preuve. Relevons que dans eette proposition, seules sont concern~es les 
restrictions de A et C ~t E # = K + L; c'est pourquoi, nous supposerons que 
E=K+L.  
Assertion (i) - -  En vertu de la proposition 4.4, A est aussi une approxima- 
tion E-admissible dans _o~(E, F) de toute application C de A et donc, en 
particulier, de B o Q, oh Q d~signe un projecteur arbitraire de E sur 
L = ImNma x. Soit II un projeeteur de F sur B(L) = Im(B o Q). En raison 
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de th~orbme 4.14, ( I  F - I I)0 A est alors une approximation E-admissible de 
(I F - II)0 B o II dans Sa(E, F). Comme ( I  F - I1)0 B o I I  = 0 et que l'ap- 
plication nulle de E dans F est une approximation E-admissible d'elle mSme 
dans _9"(E, F), la restriction de ( I  F - II)o A au sous-espace de E # = E est 
n~cessairement nulle (th6or~me 4.5). I1 en d~coule que A = rl o A, et donc 
que Im A c B(L), o~1 B(L) = C(L), pour tout C de A. 
Assertion ( i i ) - -Soient  P le  projecteur orthogonal de F sur A(L) et 
3~= e o A. De la relation t~o - t . . . .  A = A ° P o A, on tire lmmediatement que 
(Vx ~ E) ('Xo X~, x) ~ ('Ao M o'A). 
Par suite, comme tous les ~l~ments M de la premibre pro'ection~ canonique 
E 1 de E . . . .  t -  - t sont posmfs sur E, d vient tr(M o A o A)~< tr(M o A o A) pour 
chaque M de El, autrement dit que: 
(VM ~ El)  t r (AoMotF i )<~tr (AoMotA) .  
D'autre part, Pes t  un projeeteur sur A(L) et Im(Ao N)c  A(L) pour 
c_haque N de la deuxibme projection canonique E2 de E. Nous avons donc 
A o N = A o N pour tout N de E2, et par suite: 
(V( M, N)  ~ E) tr pun( B , A) <~ t rpuN(B  , A). 
Comme A est une approximation E-admissible de B dans F =Sa(E, F), 
alors, d'aprbs le th~orbme 4.5, les restrictions de Aet  A au sous-espace 
E # = E sont ~gales, d'o~t l'on tire que A(L) = Im A, ce qu'il fallait prouver. 
Assertion ( i i i ) -  Elle s'obtient directement ~parfir de (ii) en observant 
que, pour tout (M,N)  de E et chaque C de A, on a puN(B ,A)= 
pMN(B, A - C). On en d~duit clairement que: 
(VC~A)  (A -C) (K+L)  - (A -C) (K)  +Im[(A-C)°Mmax] ,  
autrement dit que la restriction de Mma x au sous-espace Imt(A  -C)  est 
injecfive (ou strictement positive). A noter qu'il revient au m~me d'~erire 
E = K + Ker(A - C). Lorsque K + Lest  strietement inclus dans E, c'est 
seulement restriction de Mma x au sous-espace Im t (A '  - C' )  qui est injec- 
five, A' et C'  d~signant alors les restrictions de A et C au sous-espace 
K + L, la transposition s'entendant ~videmment prise relativement h la 
sous-structure lin~aire du sous-espace K + L de E. 
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Assertion (v) - -  De (i) et (ii), il suit A(L) c C(L), pour tout C de A, ce 
qui entra]ne aussitSt la proprietY: 
(VC ~A)  Ker (A -C)  cL  + KerC; 
prenant alors C = B,  dans A tel que Ker B,  c L (voir proposition 4.4), on 
en d6duit que Ker(A - B,  ) c L. Or, la condition (iii) 6quivaut ~ E = K + 
Ker( A - B,  ), d'o~a l'on tire 
L = [K+ Ker (A -B , ) ]  nL ,  
ce qui, compte tenu de la relation Ker(A - B,  ) c L, donne: 
L= (KAL)  +Ker (A -B , ) .  
II en r6sulte clairement que (A -  B , ) (L )= (A -  B,) (K ¢q L), et plus 
g~n~ralement chaque C de A s'6crivant C = B, + U avec U(L) = {0}, que: 
(VC ~ A) (A -C) (L )  =(A-B , ) (KnL) ,  
et la preuve est termin~e. 
REMARQUE. Dans le cadre statistique d'un modble de Gauss-Markov, 
est le cSne convexe ferm~ engendr~ par le produit cart~sien O = {V} x 
{u ®u:u  ~L}, o~ V est un ~l~ment non nul de -~s(E) et L un sous- 
espace vectoriel de E d~fini comme l'image d'une application lin~aire X (of. 
§ 4.2). Comme alors K = Im V, les conditions n~cessaires d'admissiblit~ 
donn~es par ce th~or~me apparaissent bien comme des extensions sensibles 
de conditions imilaires ~nonc~es dans [1] (cf. th~orbme p. 352, premiere t 
quatribme conditions), [7] [cf. th~orbme 3.1, conditions (i) et (ii)] ou [17] [cf. 
th~orbme 2 p. 95-96, condition (b)]. 
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