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‘Improvement science’ is used to describe specific quality improvement methods (including tests of 
change and statistical process control). The approach is spreading from clinical settings to population 
wide interventions and is being extended from supporting the adoption of proven interventions to 
making generalisable claims about new interventions. The objective of this narrative review is to 
evaluate the strengths and risks of current improvement science practice, particularly in relation to 
how they might be used in population health. 
Study design 
Narrative review.  
Methods 
A purposive sampling of published studies to identify how improvement science methods are being 
used and for what purpose. The setting was Scotland and studies that focussed on health and 
wellbeing outcomes. 
Results 
We have identified a range of improvement science approaches which provide practitioners with 
accessible tools to assess small scale changes in policy and practice. The strengths of such 
approaches are that they facilitate consistent implementation of interventions already known to be 
effective and motivate and empower staff to make local improvements. However, we also identified 
a number of potential risks. In particular, their use to assess the effectiveness of new interventions 
often seems to pay insufficient attention to random variation, measurement bias, confounding and 
ethical issues.  
Conclusion 
The use of current improvement science methods to generate evidence of effectiveness for 
population wide interventions is problematic and risks unjustified claims of effectiveness, inefficient 
resource use and harm to those not offered alternative effective interventions. Newer 
methodological approaches offer alternatives and should be more widely considered. 
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Public health professionals have a responsibility to use robust, high quality evidence  to inform 
decisions relating to health and health care. This ensures that intended and unintended 
consequences are better understood, potential risks are mitigated and the most effective, resource 
efficient and safe policies and practices are adopted.  
‘Improvement science’  (IS) is a term used to describe various approaches to quality improvement. 
Understanding and applying IS approaches in public health is made difficult by the variety of ways in 
which this term is used. Traditionally it has been described as a method of studying approaches to 
improve outcomes by making effective changes to practice. For example, Eccles[1] defines 
improvement science as: 
“the scientific study of methods to promote the systematic uptake of research findings and 
other evidence-based practices into routine practice, and, hence, to improve the quality and 
effectiveness of health services.” 
Other definitions contrast this approach with a focus on the question of the effectiveness of a 
particular initiative: 
 “Improvement science ..[looks] ..explicitly and critically at which factors and techniques 
are most useful for facilitating improvement and roll out and by encouraging more 
rigorous use of scientific methods for planning, implementing, analysing and 
disseminating research findings. This is different to solely focusing on whether a 
particular initiative is effective or not”[2] 
Others suggest a more specific approach to generating change. The Institute for Healthcare 
Improvement (IHI) define IS as:  
“an applied science that emphasizes innovation, rapid-cycle testing in the field, and 
spread in order to generate learning about what changes, in which contexts, produce 
improvements.”[3] 
Building on this definition is the suggestion, by a leading proponent of improvement science in 
Scotland, that IS is a way of stimulating innovation, particularly amongst staff involved in service 
delivery: 
"the approach of an improvement collaborative is to let the front-line staff come up with the ideas, 
to test them and see what works, and then to implement what works across the whole system. 
... Some things that they tested did not work. When that happens, we should leave those things to 
one side, move on to things that do work and then share the learning."[4] 
Definitions vary in the extent to which IS is seen as a source of new generalisable knowledge about 
“what works”. For example, Marshall says that “improvement science aims to generate . . 
generalisable or transferable knowledge”.[5] Geng includes “large-scale implementation and 
effectiveness trials of complex interventions” within the scope of ‘implementation science’.[6] Oliver 
argues that these approaches may be better at identifying effective interventions than the methods 
advocated by the evidence based medicine movement.[7] Interest in measuring the impact of public 
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health interventions and in discovering what works best, for whom, and in what contexts,[8] has 
continued to grow in recent years.The objective of this narrative review is to evaluate how IS 
methods are currently being used. In particular, we use examples from the application of IS in 
Scotland on health and wellbeing outcomes to illustrate the strengths and weaknesses of the 
approach in terms of its potential relevance and utility to improve public health. We used purposive 
sampling to identify these examples from published and grey literature. Our results and reflections 
on the findings of this review are structured into the following sections: rationale, features and 
current uses of IS in public health; potential strengths and weaknesses of the use of IS in public 
health.  
Rationale for improvement science in public health 
The widespread promotion of IS in healthcare reflects a concern that traditional approaches to 
designing, planning and evaluating interventions and policies are slow, inflexible, resource intensive 
and cannot easily be adapted during an intervention. In contrast, repeated small ‘tests of change’ 
and frequent measurement is central to the IS approach, allowing interventions to be adapted 
before they are implemented widely. The IS approach is argued to be cheaper because new 
interventions have been extensively tested before they are implemented widely. Many proponents 
of IS are more concerned to see improvements in a specific local context than to answer causal 
questions such as ‘why did this improvement occur?’. However, we argue that rigorous and valid 
answers to causal questions are essential before local change can be attributed to an intervention or 
the intervention can be promoted for use in other settings.  
Features of improvement science in public health 
Within the IS approach, ‘rolling-out’ an intervention focuses on the integrity of the intervention (i.e. 
ensuring that the key components are implemented) rather than intervention fidelity (i.e. ensuring 
that the intervention remains true to the original design). This allows adaptation to the local context, 
in contrast to traditional evaluation approaches[9] and is an attractive feature for public health 
interventions, which may be highly context specific.  
The IS approach accepts ‘consistent bias’ (i.e. the pre-existing differences in outcomes between 
settings) and seeks to identify ‘special cause’ variation (such as that due to the intervention under 
consideration) and distinguish it from ‘common cause’ variation in outcomes, which is assumed to 
be random. Statistical Process Control (SPC) charts[10] such as ‘run charts’ or Shewhart charts are 
used to identify shifts in time series data. These use simple heuristic methods that can be used by 
practitioners without specialist statistical training and which are designed to allow users to identify 
changes that are thought unlikely to be due to chance.  
Current uses of Improvement Science in public health 
As noted above, IS can take an ‘implementation science’ approach to ensure that a proven ‘bundle’ 
of interventions is implemented consistently within a particular setting, achieving maximal 
impact.[11] The intervention is selected based on published evidence and the effectiveness and 
safety of the intervention is assumed rather than investigated.[11,12] Examples of this approach 
include the promotion of hand-washing in clinical settings,[12] or the implementation of clinical 
guidelines within a general practice setting.[13,14] It is worth noting that in this approach, ethical 
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approval is not required because the intervention is recognised to be effective on the basis of an 
existing body of evidence and the focus is simply on ensuring effective implementation.[15]  
The second use we have observed is to check the extent to which an intervention known to be 
effective in one context is effective in a new setting.[16] This moves further towards assessing the 
causal relationship between the intervention and outcomes in the new setting. The limitations of IS 
for this purpose need to be balanced against the feasibility of collecting rigorous evidence of efficacy 
in every context in which an intervention is to be used.  
A third use of IS is to assess the effectiveness of new interventions, or of interventions where the 
impact was previously unknown or uncertain in clinical and non-clinical settings. This use of IS 
inevitably involves more causal interpretations. For example, the impact of the Ventilator Acquired 
Pneumonia (VAP) ‘bundle’ of interventions[17] has been tested in intensive care units.[18,19] The 
rationale is that a small number of ‘best practice’ interventions, previously evaluated individually, 
could work together reduce the incidence of VAP. Compliance and outcome measures are plotted on 
a ‘run chart’ and changes in the trends in outcomes are related to changes in compliance and used 
as evidence of effectiveness. 
Many (though not all) of those using IS approaches in this way draw causal conclusions in support of 
recommendations about the wider use of the specific intervention beyond their own local 
setting.[18] For example, Al-Tawfiq concludes that “implementing the IHI VAP bundle significantly 
resulted in the reduction of the VAP rate”.[18] A Scottish study concluded that a similar intervention 
was “associated with a significant reduction in VAP acquisition” and that “this work adds to our 
knowledge surrounding effective guideline and bundle implementation”.[19] The authors of this 
latter study may have been drawing conclusions about a particular improvement approach rather 
than the specific intervention, but this is not always clear. 
Other authors are less guarded about making causal claims and recommendations for ‘scaling up’ 
interventions based on IS projects. For example, in relation to the Scottish ‘Early Years Collaborative’ 
(EYC) (emphases added):  
“In the EYC, frontline practitioners, using their professional expertise, identify where they 
consider changes could be made that could lead to improved outcomes for children and 
families. Using the Model for Improvement and starting by making small tests of change, 
they are able to measure whether their theory is correct before scaling it up”.[20] 
 
This wording suggests both causal conclusions and generalisable results. Again there are claims that 
appear to relate to intervention efficacy:  
 
“In 2014, two South Lanarkshire nurseries agreed to run a literacy project that encouraged 
their children to learn about literacy, their areas and meeting people from different areas for 
the second year. They knew that the approach had helped the children’s literacy skills – but 
they wanted to see if their hunch that it also had wider benefits for the children was 
correct. To do this they used the improvement approach promoted by the Early Years 
Collaborative to test how they might measure how being involved in the ‘our literacy 
journeys’ programme benefited the children”.[20] 
 
In other Scottish improvement work there seems to be a clear intention to draw conclusions about 




“QI is a way to test, measure, evaluate and implement new and more effective ways of 
working with the resources that teams have available . . . In many areas, there are examples 
of the most effective improvements being spread to more local services and schools.”[21] 
 
There are other similar examples.[22] 
Potential strengths of the use of Improvement Science in public health 
One of the strengths of the IS approach is the enthusiasm it engenders among practitioners (as 
evidenced, for example, by the widespread participation in the Scottish Early Years Collaborative, 
now the Children and Young People Improvement Collaborative[23]). It provides accessible tools for 
small teams to implement and assess improvements without the need for statistical expertise. It 
removes the requirement for authorisation to improve quality, de-mystifies the use of scientific 
techniques for a broader range of staff and encourages them to incorporate improvement in their 
routine work. It can increase job satisfaction and create a more questioning and engaged workforce, 
patient or service user group. It may promote a greater focus on outcomes,[24] which if combined 
with appropriate use of effectiveness evidence could make substantial positive impacts.  
The approach may prompt practitioners to assess the effectiveness of an intervention within the 
local context and to make improvements.[16] Adapting interventions to the local context has 
frequently been a missing step in approaches taken to Evidence-Based Medicine and is recognised as 
a difficulty in the use of evidence to guide decision-making.[25,26] 
Potential risks of the use of Improvement Science in public health 
Alongside these strengths there are difficulties that are not widely recognised, specifically when IS is 
used to draw conclusions about the impact of specific interventions or to make recommendations 
about their wider use.  
Confounding and inappropriate attribution of effects arises from the absence of a comparison group 
to provide an estimate of the counterfactual outcome – what would have happened to the 
intervention group had they not received the intervention. Without a comparison group (ideally 
obtained from a randomised design), attributing changes in outcomes to the intervention is 
problematic. The implied counterfactual may be provided by participants prior to the intervention, 
but observed changes may be due to other trends over the period of the intervention, a point that is 
not always explicitly considered. Portela notes that “caution is needed in treating the outputs of 
quality improvement projects as generalisable new knowledge”.[27] 
Regression to the mean is an important source of bias when the intervention group is selected on 
the basis of increased risk of an outcome. Extreme values tend to move towards the population 
mean, so that changes are wrongly attributed to the intervention. Again, the lack of a comparison 
group in IS projects prevents this problem from being assessed.  
Many IS projects have small samples, relatively short time series or infrequent outcomes. The issue 
of multiple testing arises when multiple interventions are examined (and ones deemed ineffective 
are discarded) and when testing is repeated over time until significant changes are observed. Even if 
an intervention has no effect, the likelihood that at least one in 20 tests will be statistically 
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significant at the conventional 5% level simply by chance is 64%.[28] These issues arise frequently in 
IS projects, but there seems to be limited awareness of the resulting increased risk of false positive 
findings.  
Typically those assessing outcomes in IS interventions are not blind to the intervention, something 
that is a well-recognised source of bias.[29] This is rarely considered when IS type approaches make 
recommendations for wider use of an intervention. This may be made worse by a lack of expertise in 
designing measurement tools. Portela notes that “the quality of measurement and interpretation of 
data in quality improvement projects is often strikingly poor”.[27] In a service environment where 
data recording has been introduced specifically for the purposes of IS, there is also a risk of a 
‘Hawthorne effect’ (i.e. a change in the behaviour of those being observed simply as a result of the 
observation process).[30] While the specific cause of positive change may not matter if the focus is 
local improvement, it means that the intervention may not have the same benefits in a different 
setting. 
The lack of research governance and ethical oversight of IS projects creates the risk that existing 
evidence about effectiveness is not used to design service change. There is also an increased risk 
that unanticipated negative consequences for particular groups may not have been considered – 
something that is often identified through an ethical approval process.  
There is also a risk of publication bias towards positive results, or even a lack of publication 
irrespective of the result, which may lead to a lack of generalisable learning, often the justification of 
experimentation within services. We suggest that the absence of IS projects that report that an 






Table – Risks in using IS approaches to ascertain the effectiveness of interventions 
 
Risk of the use of IS approaches Consequences  
Lack of an appropriate comparison group (as 
obtained, for example, by randomisation).  
Insufficient consideration of the risk of bias and 
confounding; observed changes may be 
inappropriately attributed to the intervention.  
Insufficient accounting for random variation, 
ignoring the impact of multiple testing 
(multiple interventions, multiple time 
points), using data from small populations 
with short time series or infrequent 
outcomes.  
Increased risk of false positive findings (type 1 
errors). Random variation becomes confused with 
impact unless appropriate statistical methods are 
used.  
Insufficient attention to measurement error 
(poorly valid or reliable measurement 
instruments) or measurement bias 
(increased by lack of blinding of those who 
assess outcomes and lack of independence 
of those who measure outcomes from those 
who implement the intervention).  
Increased risk of changes being inappropriately 
attributed to the intervention; lack of blinding and 
observer independence, increasing the risk of false 
positive findings.  
Lack of ethical approval.  Increased risk that participants will be exposed to 
interventions that are ineffective or have harms 
that have not been considered or mitigated.  
Lack of research governance.  Increased risk that interventions will be planned 
without reference to existing evidence; that 
(particularly negative) results will not be published 
and learning will not be recorded or disseminated; 
that measurement and recording tools will be of 
insufficient reliability or validity; and that poor 
quality methods will be applied without sufficient 
support.  
 
The dangers of treating and managing intermediate outcomes rather than the outcomes directly 
relevant to a population are well recognised[31] – and this is a particular risk when short-term and 
measurable outcomes are identified to suit the timescales required by the IS approach. More 
measurable intermediate outcomes are often at higher risk of measurement bias.  
Conclusions 
Although no doubt used with the best of intentions to improve population health, the mis-
application of IS approaches could lead to substantial opportunity costs or even harms. Indeed, 
there are numerous examples of well-intentioned interventions producing negative outcomes.[32] 
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In practice, broad IS type approaches are increasingly being adopted to ascertain the impact of 
interventions and policies of uncertain effectiveness and as a justification for recommendations that 
these interventions are used more widely.  
It is our view that IS methods are best suited to supporting the wider or more consistent 
implementation of interventions of known efficacy and to implementing local quality improvement 
rather than generating generalisable evidence of effectiveness. Assessing whether expected change 
from interventions known to be effective in other contexts has occurred locally works best: with 
frequent intervention cycles over short periods; with sufficient events for robust estimation; with 
clearly defined outcomes and attention to the risk of measurement bias; where there is a short 
causal chain between the intervention and the outcome, and where there is minimal scope for 
confounding. 
We suggest that greater use should be made of newer methods which can provide more robust 
conclusions when these conditions cannot be met. Interrupted time series methods,[33–36] 
instrumental variable approaches,[37] differences in differences analyses[38] and regression 
discontinuity designs[39] are all well established methods which provide alternatives to traditional 
improvement science approaches when the focus is on examining the effectiveness of population-
wide interventions. Arguably these methods are under-used, largely due to lack of awareness or 
difficulties in accessing statistical expertise. Despite this there are clearly opportunities to use more 
robust methods that provide stronger causal evidence and that quantify the extent of change rather 
than offering a simple binary conclusion about whether change has occurred.[35]  
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