The genetic algorithm is a search procedure based on the mechanism of natural selection and natural genetics, which combines an artificial survival of the fittest with genetic operators extracted from nature. This paper introduces a real genetic algorithm (GA) for applying it to calibration of a conceptual rainfall-runoff model for real data from a catchment in the coastal area of Lattakia, Syria. All seven calibration parameters of the model have been optimized by minimizing the sum of squares of differences between computed and observed discharges. The GA was always able to find an objective function value close to the global minimum. In some optimization runs, the search landed at a local optimum, but this happened only when the objective function value of the local optimum was similar to that of the global optimum. A combination of a real GA and fine tuning using Sequential Simplex Method was applied to perform very effectively. The results proved that the real GA can be efficient and robust in the field of hydrology and in solving many different inverse problems and operation research problems in environmental modeling.
Introduction
Conceptual rainfall-runoff models (CRRMs) have become a basic tool for flood forecasting and for catchment basin management. These models permit calculation of the runoff generated by precipitation events by simulating the physical process that affect the movement of water over and through the soil. The accuracy of these calculations depends both on the structure of the model and on how the relevant parameters are defined. CRRMs generally have a large number of parameters which, because of their conceptual nature, cannot be measured directly and are therefore estimated on the basis of a calibration process which involves adjusting their values so that the simulated discharges fit the corresponding observed discharges as closely as possible. Measurement of the deviation between the two series represents the objective function. Therefore, the purpose of the calibration is ultimately to find the values of the parameters of the CRRM which reduce this deviation to a minimum or, in other words, those values which minimize the objective function (Franchini and Galeati, 1997) .
The search for the minimum of this type of function is, however, somewhat complex, as has been pointed out by many researchers . Recently Duan et al. (1992) have shown clearly the causes which render the calibration process of a CRRM complicated and make the use of classic optimization procedures based on local search methods inadequate in many cases. Research has therefore been focused on the use of global optimization methods for the automatic calibration of CRRMs. Duan et al. (1992 Duan et al. ( , 1993 Duan et al. ( , 1994 have presented a global optimization method called SCE-UA applied to the Sacramento model (Brazil and - Hudlow, 1981) . Solomatine (1995) with reference to the TANK model (Sugawara et al., 1983) , has evaluated the applicability of a scheme based on the combined use of clustering, random sampling and random covering techniques.
A possible alternative to these approaches is offered by the use of a genetic algorithm (GA) (Holland, 1975; Goldberg, 1989) which is being used increasingly in the field of industrial design (Davis, 1991) and in hydrology-hydraulic engineering. In this latter area, the GA applications described in the literature focus upon two topics in particular: the calibration of hydraulic and hydrological models and water resource management optimization problems. The former category includes, for example, the experiments reported by Wang (1991), Liong et al. (1995) and Solomatine (1995) with specific reference to the calibration of CRRM models, or those of Babovic et al. (1994) and with respect to the calibration of hydraulic propagation models. Wang (1991) and Franchini (1996) also suggest a two step procedure which associates the GA with local-search optimization techniques for a subsequent "fine-tuning" process. In water resource management the applications address the optimization of aquifer monitoring systems (Cieniawsky et al., 1995; Wagner, 1995) and their utilization (Mc Kinney and Lin 1994), the containment and recovery of polluted aquifers (Rogers and Dowla, 1994; Ritzel et al., 1994 ) and the management of reservoir systems (Esat and Hall, 1994) . The problems are addressed in complex single and multiple objective contexts and produce results which appear very promising. In some cases the GA is also combined with other Artificial Intelligence methods (Neural Networks) as in Rogers and Dowla (1994) or Whitley and Hanson (1989) .
However, in all these applications the term "GA" indicates an algorithm that can be formulated in very many ways (Davis, 1991; Michalewics, 1992) . It is interesting therefore to judge how the different GA structures affect the ability to find the region encompassing the optimum solution in the specific field of CRRM calibration, while considering that another different algorithm will perform the subsequent "fine-tuning" process.
With reference to the calibration of the Sacramento model, Hendrickson et al. (1988) analyze the characteristics of the sequential use of two algorithms, the first based on the Pattern Search (SP) method (Hooke and Jeeves, 1961) , which is a direct search method, and the second (fine-tuning) based on the Newton method. This sequence, is shown to be a fairy good tool, primarily for the PS characteristics that make it less susceptible to irregularity of the response surface, thus less easily trapped on local minima, and, therefore, more efficient in the early stage of optimization.
Conceptual rainfall-runoff models usually consist of a number of parameters. Most of the parameters have to calibrated by examine the estimated and the measured discharge series. The use of function optimization methods for calibrating rainfall-runoff models has been studied by Ibbirt and Donnel (1971), Johnston and pilgrim (1976) , Jupta and Sorooshian (1985), Hendrickson et.al. (1988) . They found that the standard optimization methods can be easily fooled into declaring convergence far short of the true optima because of high dimensionality and irregularities contained in the objective function response such as multiple optima, unsmoothness, discontinuity, elongated ridges, flat plateaus and so on. None of the methods currently used for calibrating conceptual rainfall-runoff models with even a moderate number of parameters is robust and yet efficient in locating or nearly locating the global optima. Those difficulties may, however, be overcome to a large extent by the recently developed real genetic algorithms, which approach the optimization problem very differently. GAs differ from other search techniques in that they search among a population of points and use probabilistic rather than deterministic transition rules. As a result, genetic algorithms search more globally.
The paper aims at giving accurate estimation about the factors affecting the urban rainfall -runoff quantity and quality using real genetic algorithms. By the way, such researches related to rainfall-runoff models calibration and using real GA to optimize model parameter are still scarce. This paper presents a sample for a real GA for applying to calibration of a conceptual rainfall-runoff model for real data from a catchment in the coastal area of Lattakia, Syria.
Encoding Schemes of GA
There are many variations of GAs but the following general description encompasses most of the important features. The analogy with nature requires creation within a computer of a set of solutions called a population. Each individual in a population is represented by a set of parameter values that completely propose a solution. These are encoded into chromosomes, which are originally sets ofcharacter strings, analogous to the chromosome found in DNA.
The GA search, sometimes with modification, has proved to perform efficiently in a large number of applications. This efficiency lies in the robustness of the search method that underlies the GA approach and in the flexibility of the formulation itself. In contrast to traditional optimization methods that track only a single pathway to the optimal solution, genetic algorithms cover a whole population of possible solutions. The selection of an appropriate chromosome representation of candidate solutions to the problem at hand is the foundation for the application of genetic algorithms to a specific problem. With a sufficiently large population of chromosomes, adequate representation will be achieved. In realvalue coding, variables that can take on continuous values are represented as a real (i.e. continuous) variable in the string. In this case, the string consists of a series of real values. Real-value chromosomes have been used successfully in multireservoir system operation by various authors (Oliveira and Loucks 1997 and Wardlaw and Sharif 1999), and in pipe networks optimization by the author himself (Awad and Von Poser 2005) and (Awad et al. 2006) .
In this paper a new genetic technique for optimal solving the calibrating problem of rainfallrunoff models has been applied. This methodology is considered original because the real representation in it takes all kind of codes (binary, integer, or real) without any need to transfer from one to another, i.e. our GA, using chromosome as unit, works equally well with integer and non-integer decision variables. This is a specific characteristic distinguishes our real-coding GA from other (binary, Gray, or integer) coding GAs. Thus the encoding scheme used herein proved to have the property of matching the effective problem search space towards the GA search space. In our example the variables are working with one chromosome which comprises all variables encoded as a, b, c and so on ( Table 1) . 
Application
Our rainfall-runoff model is very similar to Xinanjiang Rainfall-runoff model which is a soil moisture accounting model developed by Zhao et al. (1980) . It consists of two components dealing with water balance and routing, respectively. There are five parameters in the water balance component. Parameters Wm and B describe a storage capacity distribution curve with Wm as the average of soil moisture storage capacity over the catchment and B as an exponent of the curve. Parameter Ke is a coefficient converting open water evaporation into potential evaporation. The storage depth is divided into three layers which are subject to different rates of evaporation. Parameter X is the fraction of the total storage depth taken by the upper layer. Parameter Y is the ratio of the depth of the third layer to the depth of the second layer. Detailed descriptions can be found in the works by Zhao et al (1980) .
The runoff generated from the water balance component is transformed into discharge by a linear system. The gamma function instantaneous unit hydrograph is used as the impulse response (Nash, 1958) . This introduces two more parameters, K and n. If n is integral, the system corresponds exactly to a series of n equal linear reservoirs with storage coefficient K. The parameter pair n and nK should, however, be chosen rather than n and K, because n is a shape parameter and the product nK is a scale parameter. Expressed in this way, the two parameters are likely to be more independent than would n and K, both of which contribute to the scale.
A total of seven parameters are thus contained in the model. All of them are to be calibrated by minimizing the residual variance , where the initial variance F 0 is defined as the sum of square of differences of the observed discharge from its mean value (Wang 1991) .
The model developed by the author was applied for calibrating the data of the developed rainfall-runoff model for the Al-Kabeer Al-Shimali River Catchment where the terrain rolls gently and the climate is moderate, east of Lattakia city (1200km 2 -about 500.000 persons), by using the real genetic algorithm for optimization. Eight years data, starting from Jan 1, 1977, of daily values of rainfall, pan evaporation and discharge were used for calibration. The parameter ranges used are shown in Table 1 .
This gives real genetic algorithm another distinctive characteristics in comparison with the standard methods ( Figure 1) .
A total of 60 days was taken as the warm-up period at the end of which it is assumed that the effect of the initial assumed soil moisture condition will be reduced to an insignificant level. The memory length of the pulse response function was as 10 days (Wang 1991). 
GA Optimization
The following methodology is required for the formulation of real-coded GA:
Coding
The genetic algorithm requires that the decision variables describing trial solutions to the problem of calibrating conceptual rainfall-runoff models be represented by a unique coded string of points. This coded string is similar to the structure of a chromosome of genetic code. As for the case study, there are 7 decision variables to be made about the hydrological model. Each of these decision variables can take one node (point). A real string made of substrings is used for representing the problem into a suitable form for use within a GA (Table 1 ). This string (chromosome) of 7 genes represents a rainfall-runoff models consisting of 7 variable, i.e. all 7 parameters of the model are optimized.
A random number generator was used to produce random numbers distributed uniformly between 0 and 1. The random numbers were subsequently transformed into the required forms whenever randomness was involved. With a different initial seed, a different series of random numbers was created. Ten runs were made with different initial seeds resulting in different initial starting populations of points and different operations. Each run consisted of 4000 function evaluations.
Fitness, Reproduction, Crossover and Mutation
Detailed explanation and analysis of the fitness, reproduction, crossover and mutation operators using real representation with examples, features and processes, and the fore going procedures of the GA formulation as well can be seen in Awad and Von Poser (2005) . The used parameters for implementing our GA technique in the real example are the population size of 80 with probabilities of 0.8 for crossover and 0.04 for mutation. The optimization was carried out over 50 generations.
Infeasible solutions, failed to meet the variables requirements, are not removed from the population. Instead, they are allowed to join the population and help guide the search, but for a certain price. Although this technique does not exclude infeasible solutions from the population, it reduces the probability of infeasible solutions remaining in future generations and permits convergence from all regions of the parameter space.
An important aspect of crossover operator in application to a multivariate problem in realrepresentation comes from the fact that the gene comprises a single allele and it is itself the parameter value; while in the binary or Gray coding the crossover occurs only at the boundaries of the gene which consists of alleles or bits, thus exposing the gene to split. Regarding allele problem, in using real representation, the influence of how many bits have to be changed until the fitness get better is not approached in this representation. Therefore, what distinguishes our GA work is that the crossover comes only in between the genes, thus avoiding destroying any of them, so the coded information is not destroyed; contrary to what happens with most GAs based on binary coding and others.
Accordingly, it clearly appears that in real representation each gene keeps fully its structure, property and efficiency; while in binary or Gray representation the crossover operator works independent from the gene length.
Results
To examine the ability of the real GA to optimize the parameters of our model, 10 runs were used with different initial seeds resulting in different initial starting populations of points and different operations. Each run consisted of 4000 objective function evaluations. Table 2 shows the best points found in each of the 10 runs and their associated F . Figure 1 shows the 10 -run average of the best -so -far objective values versus the number of evaluations. The trend towards improvement can be clearly seen.
In practice, the rainfall-runoff models are always calibrated against the actual measured discharge. The real genetic algorithm was applied to Al-Kabeer Al-Shimlai catchment again, where the measured discharge series of the same period was used.
Further tuning was provided by the sequential simplex method (Beveridge and Schechter, 1970) . The results are shown in Table 3 and Figure 2 . The F 2 result of all runs coverage to or very close to 2000 mm 2 .
The parameter values of these runs are less convergent that their F 2 values but are still in the same vicinity, and are most likely of one peak. The F 2 value 2000 mm 2 has not been improved by further extensive searches, indicating that it is perhaps the minimum value that the model can achieve on this catchment with the given data set. The first, third, fifth, eighth, ninth and ten runs have slightly higher F 2 values and different sets of parameter values as shown in Table 3 . When there exist several similar peaks in the response surface, it may be unreasonable to expect any search method to always pick out the same single peak which is only slightly superior to others. In practice, the several peaks here are indistinguishable as far as the F 2 and R 2 values are concerned.
The results shown in Table 2 obtained by applying only the genetic algorithm are practically indistinguishable from the results shown in Table 3 obtained by further tuning using the sequential simplex method (SSM). Tuning by the SSM may, however, be useful if the optimum point is actually located outside the given parameter search space. Thus, one run of the real GA with further tuning by one of the standard search methods, such as the SSM used here, can provide an efficient and robust means for calibrating our rainfall -runoff model.
These results show that in the context of rainfall-runoff modeling, the performance of the real GA in term of minimizing the objective function value is robust. In all the runs for the tested catchment, the real GA was able to reach an objective function value close to the global minimum.
Conclusion
The research has introduced a real GA for function optimization .A set of points has been chosen at random initially. Real GA has been applied to this set of points in order to generate a new population of points using a partially random selection. This led to a concentration of the points in the field where good values of an objective function had previously appeared. The new population of points has formed thereafter new data base for further search.
The real GA has been applied to calibration of the Xinanjiang rainfall-runoff model for the catchment data of the Al-Kabeer Al-Shimali River. All of the seven calibration parameters of the model have been optimized in ten runs by minimizing the sum of squares of differences between computed and observed discharges. Each run started from a different set of randomly selected initial points in the search space and with 4000 objective function evaluation. All ten optimization runs proved to be able to locate the global optima. In some runs, the search landed at a local optimum. This happened only when the objective function value of the local optimum was similar to that of the global optimum. In term of minimizing the objective function, the real GA has shown to be both capable and robust. Thus the 10 runs are considered successful.
The research work ends with the fact that the real GA can provide an efficient and robust means for calibrating the newly developed rainfall-runoff model. The real GA can further contribute in calibrating other hydrological models and can also be very useful in solving many different inverse problems and operation research problems in environmental modeling.
