Abstract-Linear time-varying (LTV) regression models play a central role in input-output analysis of many real-world dynamical systems. Most existing models for such systems consider either a switching dynamics with a discrete latent variable driving the system or a linear dynamics directly applied to the regression coefficients. These models usually fall short of capturing structural regularities or the total variability in the dynamics of the system. Addressing these issues in this paper, we propose a method to parametrize joint variations of regression coefficients in LTV systems with continuous latent variables based on factor analysis technique, i.e., regression factor analysis. By using a linear Gaussian dynamical model for the time evolution of factor weights, our model constrains the dynamics of the process. Our inference scheme takes advantage of the expectation-maximization algorithm to estimate the model parameters. We show how our proposed algorithm can be utilized in a key application for fast continuous measurement of personalized head-related impulse responses.
I. INTRODUCTION

L
INEAR regression models are commonly used to characterize dependency between input and output time series for physical, financial and biological systems. In many cases, such systems exhibit a time-varying behavior driven by unobserved exogenous variables. Examples are the changes in the spectrotemporal receptive fields (STRF) of neuron populations in auditory cortex influenced by attention [1] or time-dependency of fading channel frequency responses in communication systems [2] .
In some cases, processes may be described by a set of regimes with very distinct but linear dynamics. Such processes can be modeled by switching linear models [3] , [4] in which the system jumps between a set of linear dynamical models according to a hidden Markov model. These switching models usually have a small number of states defining their dynamics. However in many real-world processes, the factors driving the time-varying behavior of the system are neither discrete nor univariate. For instance, the filtering of acoustic waveforms in the ear canal can vary in time smoothly as a function of the location of the source with respect to the ear. Adaptive filtering techniques were developed as real-time solutions for following changes of time-varying linear systems [5] . Adaptive filters do not typically use prior information about the structure or constrain dynamics of the filters. In an effort to partially bridge this gap, regression dynamic linear models (DLM) were designed to describe temporal evolution of the regressors through autoregressive models [6] . Using latent variable representations of the regressors that can both capture regularities in their structure and integrate temporal dynamics, to the best of our knowledge, are yet to be explored.
In this paper, we propose a regression dynamic linear model that achieves this goal by taking into account the correlations between regression coefficients and parametrizes regressors as a linear combination of a small number of regression factors. The weights of the factors in this model are latent variables whose temporal evolution is governed by a linear Gaussian dynamical model. Our regression model inherits its name from the factor analysis technique [7] as it assumes an independent Gaussian prior on the factor activations. The advantages of using an independent prior are two-fold: 1) it results in a more interpretable model capable of discovering the most dominant regression factors, and 2) it enables us to reduce the computational complexity of the inference algorithm by using a coordinate ascent approach.
The organization of this paper is as follows; We start by introducing the regression factor analysis (RFA) model and derive the inference algorithm in Section II. In Section III, we introduce different approaches to reduce the convergence rate and complexity of the algorithm, namely weight and factor orthogonalization and a coordinate ascent version of the inference algorithm. Subsequently, we will show results which demonstrate efficiency and robustness of RFA algorithm in an application for time-variant acoustic system identification in Section IV. We conclude our paper discussing some issues and future directions.
II. REGRESSION FACTOR ANALYSIS MODEL
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the D-dimensional covariates, we consider the following linear time varying regression model:
where t is the time index, h t ∈ R D is the regression coefficient vector representing the time-dependent impulse response of the system, and v t ∈ R represents the observation noise, a normally distributed random variable with zero-mean and variance σ 2 . Modeling the time-dependence of h t is a key challenge since there is insufficient information available about the timedependent relationship between the terms in (x t , y t ). In many linear systems with gradually changing response functions, the regression coefficients lie on a low-dimensional manifold and their joint variations in time can be described with a small number of parameters. Leveraging this observation, the regression coefficients can be explicitly constructed as a constant term added by a time-dependent linear combination of a few basis regression factors as following:
In which the d × 1 vector μ is the regression constant term, H is a constant D × d matrix whose columns are the regression factors, and z t ∈ R d is the hidden time-dependent weight vector obeying first-order autoregressive dynamics of the form:
The innovations, w t ∈ R d , are zero-mean i.i.d. multivariate Gaussian random variables with a diagonal covariance matrix Σ. We assume a broad Gaussian prior for the initial state z 1 by setting, for instance, the mean π = 0 and covariance Φ = 10 6 · I. With this prior, weights corresponding to different regression factors in all subsequent state variables will be independent, zero-mean and Gaussian. The variance of the innovation term determines how fast these weights change over time. The temporal constraints on the weights along with the number of factors being relatively small (d D) biases the model to capture the factors most descriptive of the system time-variance.
III. RFA PARAMETER ESTIMATION
Given the observations
, number of factors d, and the covariance matrix for the innovations Σ, we proceed to estimate the parameter set θ = (μ, H, σ) via a maximum likelihood (ML) method. In ML estimation, we maximize the log-likelihood function of the observations:
The above integral is intractable so we resort to the well-known Expectation-Maximization (EM) algorithm [8] to find the ML estimate of the parameters by alternating between the following two steps: 1) E-step: This step involves the computation of the expected complete-data log-likelihood given the observations, and the estimation of the parameter set θ (q ) at the q-th iteration expressed as:
In which:
with const standing for terms that are not function of θ.
The expected complete-data log-likelihood is a function of the following quantities describing the multivariate normal posterior distribution of weights:
These expectations can be easily derived through standard Kalman smoothing algorithm [9] as the solution to a linear dynamical system (LDS) with state variables {z t } (7) with respect to θ as in:
By taking the corresponding partial derivative of Q, setting to zero, and solving, the following update rules for θ are derived: 1) Regression factors and constant term: by defining
, and P t = 1 z tẑ T t P t we will have:
In which ⊗ is the Kronecker product, vec(.) is the operator transforming an m × n matrix into an mn × 1 column vector by stacking the columns one underneath the other, and vec −1 (.) is the unvec operator. See Appendix B for the proof of the update rule for H . 2) Observation noise variance: We use the update rule for the noise variance estimation derived in [10] for LDS as following:
In order to make the problem have a unique solution, at the end of each iteration the estimated weights and factors need to be normalized so that:
where
is the time-expectation, . 2 is the 2 norm, and h i denotes the i-th regression factors. For that, we adjust the estimated parameters by: 1) Translation of μ andẑ:
2) Scaling H andẑ:
Considering the broad prior used for the initial state, these adjustments cause very small change to the complete-data loglikelihood. At the same time, they prevent pathological solutions where all weights collapse to zero or explode to very large numerical values. Also note that the scaling matrix R can be replaced by any rotation matrix that meets the norm constraint. As shown in [11] , the convergence rate of variational factor analysis is significantly faster when R is chosen so that it simultaneously orthogonalizes the columns of H and decorrelates the weights, and μ andẑ are translated as in (15) . Based on that result, we observed a similar speed up can be achieved for the RFA when the rotation matrix R is formed as:
where U and V are orthogonal matrices, and Λ and Ω are diagonal matrices satisfying the following two equations:
The standard RFA algorithm is provided in Algorithm 1.
A. FastRFA
The summations and the matrix inversion in the computation of H in (12) (16) (or 17) Compute Q as in (7) until Q is not changed with a running time that grows linearly with the number of factors.
Deriving a more efficient RFA algorithm is based on the idea that different factors behave quite independent of each other and hence they can be approximated individually rather than jointly. In this manner, the RFA can be performed in a greedy fashion by running it d times. Each time, we first regress out the factors already learned from the observations, next we estimate a new factor and the respective weights using the residuals via the EM algorithm, and finally we normalize the aggregate factors and weights. The time complexity of each iteration of the greedy RFA is O(dD 2 T + dD 3 ). The greedy approach has also the advantage that the value of d need not be fixed in advance and can be incrementally increased as needed.
The greedy method results in sub-optimal solutions that are fairly accurate when d is small. For larger number of factors, near-optimal estimates can be obtained via semi-joint optimization of the factor-weight pairs using a coordinate ascentbased approach. Without sacrificing the linear complexity of the greedy approach, this method, named as FastRFA, cycles through different factors-weight pairs, finds a reasonably good solution for each of them assuming that all other variables are fixed and goes to the next round. Cyclic coordinate search schemes have been shown to be efficient in solving other similar problems such as nonnegative matrix factorization [12] .
Similar to regular RFA, FastRFA requires a fixed number of factors d. At each iteration, FastRFA proceeds to perform one cycle of updates to different factor-weight pairs using separate EM steps and the regression constant term via a least squares method, one at a time. Each iteration ends with updating the noise variance and normalization of the factors and weights similar to the RFA algorithm. Cycling through variables continues until the expected complete-data log-likelihood function converges. See Algorithm 2 for the details of the FastRFA. (21)- (28) with:
Transition matrix: A = 1 Observation matrices:
Innovation and observation noise variance: α and σ (7) until Q is not changed
IV. APPLICATION
We present an application of the proposed RFA algorithm in continuous sampling of individualized head-related impulse responses (HRIR). In our evaluation of the RFA algorithm and its fast variant, FastRFA, we use a measure of HRIRs deviation.
A. HRIR Continuous Sampling Using RFA
Acoustic waveforms are filtered before arriving to the ear canal as a result of reflection, diffraction and shadowing effects by the head and the upper torso [13] . Known as HRIR, these filters vary widely in shape as a function of the sound direction of arrival and individual anatomical structures (e.g., pinna shape). The physical propagation of sound received at the eardrum involves a linear convolutive process defined by the following equation:
where x, y and v respectively denote the loudspeaker signal, the filtered waveform arriving at the ear canal and the independent observation noise. h represents the person-specific HRIR and is a function of time and the sound direction of arrival described by the azimuth angle λ t and the elevation angle φ t . The azimuth is the angle between a vector to the sound source and the midsagittal or vertical median plane and varies from −90
• to +90
• (right to left). The elevation is the angle from the horizontal plane to the projection of the source into the midsagittal plane, ranging from −90
• to +270
• (below, front, above and back). The measurement of individualized HRIRs is essential in binaural hearing applications because it provides the necessary cues that would enable the user to have a sense of spatial awareness. Traditionally, h is sampled at discrete spherical coordinates and interpolated for the remaining directions. This procedure is usually costly, time-consuming and involves head-fixed subjects equipped with a binaural recording system and one or more loudspeakers rotating around their head. [14] , [15] . Continuous measurement of HRIRs using adaptive filtering techniques such as normalized least mean squares (NLMS) has been shown to reduce the inaccuracies arising from spatial aliasing due to undersampling of HRIRs [16] , [17] . These methods require slow movements since adaptive filters are specifically designed for real-time applications in which filter coefficients do not vary rapidly in time. Continuous sampling of HRIRs can be significantly accelerated using the proposed RFA algorithm by relaxing the real-time requirement and leveraging the fact that individualized HRIRs are inherently low-dimensional and lie on manifolds that can be approximated by low-rank affine hyperplanes.
In our experiment, we simulated sound arriving at the eardrum with a moving source (See (20)) using HRIRs that were previously measured for real subjects chosen from the publicdomain CIPIC HRIR dataset [18] . This dataset includes 2500 HRIRs measured for each of 45 different subjects. The measurements are recorded at 25 different azimuth angles in the range [−80
• , +80
• ] and 50 different elevation angles uniformly spread in [−45
• , +230.625
To generate the audio recording signal y, we considered a continuous rotation of the sound source around the subject, 1 m away from the center of the head, on the midsagittal plane (λ t = 0
• ) with φ start = −45
• and φ final = 230.625
• at a constant angular frequency ω = 360
• /T 360 corresponding to a 360
• revolution duration T 360 and φ t = φ start + ω t f s . Due to the limited angular resolution of CIPIC dataset, at each time instance we find the nearest elevation angle to φ t in the dataset and use the respective measured HRIR in (20) . For the excitation signal x, we chose a white noise of unit variance sampled at a rate f s = 44100 Hz similar to the sampling rate of CIPIC measurements. The spectro-temporal spread of energy in white noise allows for efficient identification of the regression modes.
In our experiments, we considered estimating only the first D = 100 coefficients of HRIRs in the view of the fact that more than 99.6% of the energy of mid-plain HRIRs in the CIPIC dataset is contained within the first 2.25 ms. To reduce the estimation time even further, we use a downsampled observation set {( • needed for the plenacoustic function on the circle [19] , [20] . Another key parameter whose value depends on the revolution time T 360 • and needs to be fixed is the innovation covariance matrix, Σ. By assuming the form, Σ = α · I d , we found the optimal value of α = 1.6 × 10 −3 for T 360 • = 1 sec using data from 10 of the subjects in the dataset. Data from the same subset of subjects was used to find the optimal value for the stepsize μ 0 in the NLMS algorithm with the difference that this value is also a function of the global signal-to-noise ratio SNR y .
All the results reported for the NLMS algorithm were achieved using stepsize values optimized for the experiment revolution time and signal-to-noise ratio.
To measure the performance of the methods, we determine the relative inaccuracy of HRIR estimation E/σ 2 h as a function of the mean-square
2 /D given the relevant measurement parameters. For evaluations, HRIRs were estimated for 10 subjects outside the training set using separate runs of each method on data generated for each subject.
In the first experiment, we run RFA and FastRFA on the test data generated at SNR y = 28 dB and T 360 • = 1 s using different number of factors. Fig. 1 depicts the average inaccuracy and the respective 95% confidence intervals derived for different state variable sizes. Running a Student's t-test on these results revealed no significant difference for any of the sizes between the two methods. We observed that on average, a latent variable size of 10-20 is sufficient to reconstruct the individual HRIRs on the mid-plane. However it should be noted that this number is domain specific and might increase with the addition of more directions. A PCA analysis performed on the ground truth impulse responses showed that the first 5 PCA components contributed to 99.97% of the total energy of the HRIRs. The mismatch between these two numbers stems in that the RFA basis not only should reconstruct the HRIRs well but also satisfy the temporal constraint on the weights. This trade-off yields a lower concentration of energy among the factors in RFA compared to PCA. In all subsequent experiments, we used FastRFA with 20 factors to perform a set of comparisons with NLMS algorithm. Sample HRIRs in log-frequency domain as measured with these algorithms for subject 003 from CIPIC dataset are presented in Fig. 2 .
In the second experiment, we focused on the noise robustness of RFA in comparison with NLMS. For this experiment, we chose T 360 • = 1 s and added the white noise to the filtered signal at different signal-to-noise ratio levels. Illustrated in Fig. 3 , results show that FastRFA outperforms NLMS at all SNR levels with a more noticeable difference at higher SNRs. RFA owes this remarkable performance to regularizing structure and dynamics of the estimated HRIRs using the entire observation set. In contrast, in adaptive techniques such as NLMS filters are unconstrained and updated only based on local observations. The focus of our last experiment was the revolution time, T 360 • . As a key parameter of the measurement setup, this parameter directly influences how fast HRIR coefficients evolve over time and hence can be used to test the tracking capability of HRIR estimation methods. Similar to the stepsize parameter in NLMS, the optimal value of the innovations variance α depends on the revolution time and needs to be adjusted before testing either a priori or empirically. We adopted the latter approach and used data from subjects in our training set to find optimal values of this hyper-parameter. Fig. 4 visualizes the results of our grid search analyses for 5 different revolution times ranging from 0.5 s to 10 s. Interestingly, we found out that the value α = 1.6 × 10 −3 consistently resulted in the best performance for all revolution times in the tested range. We hypothesize that this weak dependence arises from the fact that for the entire tested range HRIRs are being sampled at a frequency that is well above their Nyquist rate. We then proceeded to compare NLMS and RFA with their hyper-parameters optimized as above for different revolution times. The results shown in Fig. 5 suggest that HRIRs estimated by RFA are considerably more accurate than NLMS even at revolution times as short as 0.5 s.
V. CONCLUSION
In this paper, we proposed a linear regression model with time dynamics. In our model, the regression coefficients are parametrized as a weighted sum of a set of regression factors whose weights evolve in time according to a Gaussian dynamical process. We used our model in an application for continuous sampling of individualized head-related impulse responses and compared it with NLMS previously used in the field. Experiments showed that our proposed model outperforms NLMS almost in every aspect allowing better tracking of HRIRs in noisier environments at the cost of a polynomial vs linear complexity (O(DT )) of the NLMS algorithm [21] .
In our model, we used the same fixed variance for different weight innovations, and adopted an empirical approach to find the optimum value. A theoretical approach to set their values a priori or derive Bayesian models that can treat the variances as separate parameters whose values need to be estimated by means of appropriate priors would be of interest in future studies.
Measured HRIR contain a direction-dependent onset delay that is roughly related to the arrival time of the sound waves from the sound source to the ear. Previous studies have shown that if the arrival time is corrected prior to other process (i.e., the arrival time for each direction is synchronous by shifting HRIRs in time), then the performance of the HRIR interpolation and decomposition can be improved [22] , [23] . An interesting direction for our research is to incorporate estimation and correction of time-dependent arrival-time in the measured HRIRs into the sampling process. and this results in: 
