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It is well known that tachyonic vacua in an asymptotically Anti-de Sitter (AdS) spacetime are
classically stable if the mass squared is at or above the Breitenlohner and Freedman (BF) bound.
We study the quantum stability of these tachyonic vacua in terms of instantons. We find a series of
exact instanton solutions destabilizing tachyonic state at or above the BF bound in asymptotically
AdS space. We also give an analytic formula for the decay rate and show that it is finite. Comparing
our result with the well-known algebraic condition for the stability, we discuss stability conditions
of tachyonic vacua at or above the BF bound.
PACS numbers: 04.60.Bc,98.80.Cq
I. INTRODUCTION
In the Minkowski background, the classical stability of a vacuum of a scalar field is guaranteed if its mass squared
(ie the curvature of the potential) is positive. However, this does not imply the quantum stability of the vacuum. It
may be metastable depending on the global shape of the potential. If the vacuum is a local minimum but not a global
minimum of the potential, it may decay into a stabler state via the bubble nucleation due to quantum tunneling [1, 2].
This situation remains essentially the same even if we take gravity into account [3].
In an AdS background, the situation is more complicated. Indeed, it is known that an AdS vacuum may be
classically stable even if the mass squared is negative, provided that it is at or above the BF bound [4, 5],
m2BFℓ
2 = − (d− 1)
2
4
, (1.1)
where ℓ is the curvature radius of the AdS spacetime and d is the spacetime dimension. Of course, as in the case
of the Minkowski spacetime, this does not guarantee the quantum stability of the system. However, in contrast to
the Minkowski case, one cannot judge the stability of a tachyonic vacuum just by looking at the global shape of
the potential. In fact, the system is perfectly stable even for an unbounded potential such as an inverted quadratic
potential provided that the mass squared satisfies the BF stability bound. So, the question is how to judge the
stability of a vacuum.
To this end, we mention that there exists an algebraic criterion for the global stability of an AdS vacuum. It was
proved that if the potential takes the form,
V (φ) = (d− 2)
(
dP (φ)
dφ
)2
− (d− 1)P (φ)2 , (1.2)
then any non-trivial field configuration has a positive definite energy [6, 7]. Hence, the system is stable. In other
words, considering (1.2) as a first-order nonlinear differential equation for P for a given potential V , the existence of a
real solution for P guarantees the absolute stability of the system. This is a sufficient condition for the stability (The
stability condition is further refined recently in [8–12]). Even for this sufficient condition, knowing the explicit form
of a potential does not help us much to know the stability since it involves solving the nonlinear differential equation.
Given this situation, we take another strategy. Namely, we consider instability conditions instead of stability
conditions. It is known that if there exists an instanton in the system, then it is quantum mechanically unstable.
Thus we look for instanton solutions. Specifically, we look for a class of potentials which admit exact analytical
instanton solutions.
To the best of our knowledge, no one has found instantons representing the decay of a tachyonic vacuum (except
for instantons with unconventional boundary conditions [13, 14] which are not related to the vacuum decay). This
means no one has found a potential which is classically stable but quantum mechanically unstable.
2In this paper, extending the method developed in [15, 16], we look for exact instantons for a class of potentials
which satisfies the BF stability bound. The class of potentials contain two parameters; one of them controls the
value of the mass squared and the other the global shape of the potential. We compute everything analytically. In
particular, the bounce action is analytically computed and found to be positive and finite.
Thus we find a class of tachyonic vacua which are classically stable but quantum mechanically unstable. Interest-
ingly, our method automatically excludes the existence of instanton solutions for a potential with mass squared below
the BF bound. Since the vacuum for such a potential is already classically unstable, this result seems reasonable,
though we should not perhaps claim it as a general theorem at the moment because we have not proved the complete
generality of our method yet.
In order to understand better the reason behind the quantum mechanical instability, we calculate various quantities
as functions of the model parameters. Comparing the algebraic criterion with our findings, we discuss stability criteria
for tachyonic vacua in AdS spacetime.
The paper is organized as follows. In section II, we formulate instanton solutions in an asymptotically AdS space-
time. In section III, we shows that instantons exist only for the potential with the mass squared above the BF bound.
In section IV, we find exact instanton solutions, which represent the instability of the tachyonic state at or above the
BF bound. The final section is devoted to discussion and conclusion.
II. FORMALISM
We consider the d-dimensional Euclidean action for a scalar field φ coupled with gravity:
SE = − 1
2κ2
∫
M
ddx
√
g R− 1
κ2
∫
∂M
dd−1x
√
h K +
∫
M
ddx
√
g
[
1
2
gµν∂µφ∂νφ+ V (φ)
]
, (2.1)
where κ2 = 8πG, R is the Ricci scalar of the metric gµν , h is the determinant of the induced metric on the boundary,
and K is the trace part of the extrinsic curvature. The second term is necessary to make the variational principle
consistent when the spacetime is non-compact, called the Gibbons-Hawking boundary term [17, 18].
Here we note that the critical case m2 = m2BF needs special care. In this case, one has two different theories
depending on the choice of the asymptotic boundary condition [19]. One may stick to the original action (2.1). But
in this case it is known that the theory is unstable [20]. So to discuss the quantum instability, we consider the theory
with an additional boundary term,
SB = −1
2
∫
∂M
dd−1x
√
hnµφ∂µφ , (2.2)
where nµ denotes a unit normal vector of the boundary ∂M . It is known that adding this boundary term makes the
system perturbatively stable [19]. In subsequent sections we consider this theory when the mass squared saturates
the BF bound.
Assuming O(d)-symmetry, we consider the metric of the form,
ds2 = a(z)2
(
dz2 + dΩ2d−1
)
, (2.3)
and the scalar φ = φ(z). Under the O(d)-symmetry, the action reduces to
SE = vSd−1
[
− (d− 1)(d− 2)
2κ2
∫
dz
(
ad−4a˙2 + ad−2
)
+
∫
dz ad−1
(
1
2a
φ˙2 + a V
)]
, (2.4)
where the dot denotes a derivative with respect to z (˙ = d/dz) and vSd−1 is the volume of a unit (d− 1)−dimensional
sphere. The equations of motion are
(d− 1)(d− 2)
(
a¨
a
− 1
)
= κ2
[
−(d− 3)φ˙2 − 4a2V
]
, (2.5)
and
φ¨+ (d− 2) a˙
a
φ˙− a2 dV
dφ
= 0 . (2.6)
The Hamiltonian constraint, which is an integral of (2.5) with a specific integration constant, is
(d− 1)(d− 2)
[(
a˙
a
)2
− 1
]
= 2κ2
(
1
2
φ˙2 − a2V
)
. (2.7)
3We now construct an exact instanton solution in the presence of gravity by extending the method developed in
[15, 16]. Namely, instead of giving the form of the potential first, we consider the condition on the form of the scale
factor for the existence of a regular instanton solution and look for a function describing the scale factor that enables
us to derive the potential as a function of the scalar field analytically.
Since we are interested in the decay of an AdS vacuum, instantons are required to be asymptotically AdS. For a
pure AdS spacetime with the curvature radius ℓ, we have a = ℓ/ sinh z (0 < z < ∞) where z → 0 corresponds to
spatial infinity and z → ∞ to the origin. Thus for an asymptotically AdS spacetime, we set the scale factor in the
form,
a(z) =
ℓ
sinh z
f(tanh z) , lim
z→0
f = 1 , (2.8)
where the function f(tanh z) is assumed to be regular at 0 < z < ∞, and ℓ is the AdS curvature radius in the
asymptotic region. Since the function f describes deformation from AdS spacetime, we call f the deformation
function. The above form of the scale factor guarantees the asymptotic AdS nature of the metric. For convenience,
we introduce the variable x by x = tanh z. In terms of x, we have
ez =
√
1 + x
1− x ,
d
dz
= (1 − x2) d
dx
,
d
dx
= cosh2 z
d
dz
, (2.9)
and the scale factor is expressed as
a = ℓ
√
1− x2
x
f(x) . (2.10)
The range 0 < z <∞ is mapped onto 0 < x < 1.
Using Eqs. (2.5) and (2.7), we can express φ˙2 and V in terms of a¨/a and a˙/a, and hence in terms of the function
f(x) and its derivatives. The resulting expressions are
κ2
2(d− 2)
(
dφ
dx
)2
=
(
f ′
f
)2
− 1
2
f ′′
f
− 1
x
f ′
f
, (2.11)
and
2κ2ℓ2
d− 2 V = −
x2(1 − x2)
f2
{
f ′′
f
+ (d− 3)
(
f ′
f
)2}
+ 2
x(x2 + d− 2)
f2
f ′
f
− d− 1
f2
, (2.12)
where the prime denotes an x-derivative (′ = d/dx). Thus, if we specify the function f(x) in these equations, both of
dφ/dx and V are given as a function of x. Integrating the expression for dφ/dx one obtains φ as a function of x. Then
combining this with the expression for V as a function of x, we obtain V as a function of φ. In this way, we obtain
an instanton solution φ = φ(x) for the potential V = V (φ). In subsequent sections, we look for instanton solutions
for potentials that have tachyonic vacua.
Once the function f is specified, the action for the instanton can be easily computed. Substituting the Hamiltonian
constraint (2.7) into the action (2.4), we manipulate
Sinstanton = 2vSd−1
∫
∞
0
dz
[
adV − (d− 1)(d− 2)
2κ2
ad−2
]
=
(d− 2)ℓd−2
κ2
vSd−1
∫ 1
0
dx
(1− x2) d2−1
xd
fd−2
×
[
−x2(1 − x2)
{
f ′′
f
+ (d− 3)
(
f ′
f
)2}
+ 2x(x2 + d− 2)f
′
f
− d− 1
1− x2
]
. (2.13)
Note that we add the boundary term (2.2),
SB =
vSd−1ℓ
d−2
2
[
1
xd−2
φ
dφ
dx
]
x→0
, (2.14)
to the above in the case the mass squared saturates the BF bound.
4For an asymptotically AdS instanton solution, the above action (2.13) diverges. However, for instantons that
contribute to the vacuum decay, the difference between this action and the AdS action SAdS should be finite, where
SAdS is given by
SAdS =
(d− 2)ℓd−2
κ2
vSd−1
∫ 1
0
dx
(1− x2) d2−1
xd
[
− d− 1
1− x2
]
. (2.15)
The decay rate is given by Γ ∼ e−B with
B = Sinstanton − SAdS
=
(d− 2)ℓd−2
κ2
vSd−1
∫ 1
0
dx
(1 − x2) d2−1
xd
×
[
d− 1
1− x2 (1 − f
d−2) + 2x(x2 + d− 2)fd−3f ′ − x2(1− x2)fd−2
{
f ′′
f
+ (d− 3)
(
f ′
f
)2}]
. (2.16)
In the case m2 = m2BF, we add (2.14) to the above.
The condition that the above integral be finite constrains the behavior of the deformation function f in the asymp-
totically AdS region. Namely, the solution should approach the AdS spacetime sufficiently fast to make the integral
converge. Analyzing the behavior of the integrand of Eq. (2.16) at x = 0, which we perform in the next section, we
find that the deformation function should satisfy
1− f = O (xn) where n = d− 2 or n ≥ d− 1 . (2.17)
III. EXISTENCE OF INSTANTONS SATISFYING THE BF BOUND
Here we consider the condition for an instanton to exist based on our method presented in the previous section.
Since we are interested in the role of the BF bound in the quantum stability, we seek for instantons describing the
decay of a tachyonic state. In this respect we note that instantons we look for resemble the Linde-Lee-Weinberg
instanton [21, 22] in the flat spacetime, in that there is no potential barrier.
Let us first perform the asymptotic analysis of an instanton solution in the asymptotically AdS region. We assume
that the deformation function can be expanded around x ∼ 0 as
f = 1− b xn + · · · , (3.1)
where b is a constant and n > 0. As long as we restrict ourselves to O(d) symmetric solutions, this assumption seems
quite general.
For f of the form (3.1), Eq. (2.11) gives
κ2
2(d− 2)
(
dφ
dx
)2
=
n(n+ 1)
2
b xn−2 + · · · . (3.2)
Since the left hand side of the above equation is positive, b has to be positive. Then it is can be solved as
φ =
2
κ
√
(d− 2)(n+ 1)
n
b xn/2 + · · · . (3.3)
On the other hand, Eq. (2.12) gives the potential
κ2ℓ2V = − (d− 1)(d− 2)
2
+
n(n− 2d+ 2)
8
κ2φ2 + · · · . (3.4)
where we have used Eq. (3.3). The mass of this system is read off from the coefficient of φ2,
m2ℓ2 =
n(n− 2d+ 2)
4
=
(n− d+ 1)2
4
+m2BFℓ
2 . (3.5)
5wherem2BF is defined in Eq. (1.1). This tells us that the mass squared always satisfies the BF bound and it is tachyonic
for n < 2d− 2 and saturates the BF bound when n = d− 1.
Note that we can express n in terms of m2 by inverting the above relation,
n
2
=
d− 1±
√
(d− 1)2 + 4m2ℓ2
2
. (3.6)
This agrees with the standard asymptotic behavior of a scalar field with mass squared m2 in asymptotically AdS
spacetime.
For an instanton to mediate the vacuum decay, the decay rate should be finite. This can be examined by expanding
the integrand of the bounce action B given by Eq. (2.16) around x = 0. The result is
B =
(d− 2)ℓd−2 vSd−1
κ2
∫ 1
0
dx
xd
[(n− d+ 1)(n− d+ 2) b xn + · · · ] . (3.7)
The decay rate is apparently finite for n > d− 1, that is, m2 > m2BF. In the critical case of n = d− 1, the coefficient
of xn, which would lead to a logarithmic divergence, vanishes. Hence, the action converges even in this critical case.
In addition, the boundary term (2.14) is evaluated as
SB =
(d− 2)ℓd−2 vSd−1
κ2
b (n+ 1)xn−d+1|x→0 . (3.8)
Since the critical case corresponds to n = d− 1, this is indeed finite and contributes to the bounce action. Note that
the boundary term vanishes for n > d− 1.
Interestingly there is yet another case for which B is finite. For n = d−2, one also finds the leading order coefficient
vanishes. By analyzing the next leading order term, one further finds it vanishes as well. Hence B is finite in this
case, too.
To summarize the decay rate is finite for n = d− 2 and n ≥ d− 1. Note that the above analysis is quite general in
the sense that it involves only the asymptotic behavior in the asymptotically AdS region and we have not imposed
any condition on the mass of the scalar field a priori. We have only assumed the existence of an instanton with the
asymptotic behavior (3.1) and imposed the positivity of (dφ/dx)2. Therefore, it should be applicable to any Euclidean
solutions. The important conclusion at this stage is that if there exists an instanton that satisfies the asymptotic
behavior (3.1), it must have its mass squared at or above the BF bound.
IV. EXACT INSTANTON SOLUTIONS
In the previous section, we have shown that instantons exist only for potentials satisfying the BF bound. In this
section, we explicitly find a series of exact instanton solutions.
We consider a solution given by
f(x) =
c
c+ xn
(c > 0) . (4.1)
where n is an arbitrary real number satisfying n = d− 2 or n ≥ d− 1. We notice that the asymptotic form,
f(x) ∼ 1− 1
c
xn + · · · (4.2)
matches the expansion (3.1). The parameter n determines the mass squared at the metastable vacuum as seen from
the analysis in the previous section, while c determines the global shape of the potential.
Inserting the above into (2.11), we find
κ
dφ
dx
= ±
√
(d− 2)n(n+ 1)xn−2
c+ xn
. (4.3)
This can be readily integrated to give
κφ = ±
√
4(d− 2)(n+ 1)
n
sinh−1
xn/2√
c
, xn/2 =
√
c sinh
(
κ
√
n
4(d− 2)(n+ 1) |φ|
)
. (4.4)
6FIG. 1: The potential as a function of φ is depicted for c = 1 and n = 4. The green line is the range the instanton runs. The
dashed line shows the potential V = −3/(κℓ)2 −m2φ2/2 for comparison. The horizontal axis is in units of κφ and the vertical
axis in units of 1/(κℓ)2.
Since 0 < x < 1, the range of the scalar field is restricted to 0 < φ <
√
4(d−2)(n+1)
nκ2 sinh
−1 1/
√
c. The instanton covers
this range of the potential.
From (2.12), the potential is given by
2κ2ℓ2
d− 2 V = −(d− 1) +
(n+ 1)(n− 2d+ 2)
c
xn − n(n+ 1)
c
xn+2
− (n+ 1){(d− 2)n+ d− 1}
c2
x2n +
n{(d− 2)n− 1}
c2
x2n+2 . (4.5)
Inserting (4.4) into the above, we obtain the potential as a function of φ.
2κ2ℓ2
d− 2 V = −(d− 1) + (n+ 1)(n− 2d+ 2) sinh
2
(
κ
√
n
4(d− 2)(n+ 1) |φ|
)
−n(n+ 1) c 2n sinh2+ 4n
(
κ
√
n
4(d− 2)(n+ 1) |φ|
)
−(n+ 1){(d− 2)n+ d− 1} sinh4
(
κ
√
n
4(d− 2)(n+ 1) |φ|
)
+n{(d− 2)n− 1} c 2n sinh4+ 4n
(
κ
√
n
4(d− 2)(n+ 1) |φ|
)
. (4.6)
Note that there is a branch cut at φ = 0 except for n = 1, 2 and 4. However, the potential is sufficiently smooth for
the other values of n in the sense that its second derivative is finite and continuous at φ = 0. As an example, the
potential in the case of d = 4, n = 4 and c = 1 is shown in Fig. 1.
If we expand the above potential around φ = 0, we find
V = − (d− 1)(d− 2)
2κ2ℓ2
+
m2
2
φ2 + · · · ;
m2 =
n(n− 2d+ 2)
4 ℓ2
=
(n− d+ 1)2
4 ℓ2
+m2BF , m
2
BF = −
(d− 1)2
4 ℓ2
. (4.7)
We see that the mass squared agrees with the general analysis in Eq. (3.5). Thus, our instanton solutions indeed
satisfy the BF bound, implying that tachyonic vacua which are perturbatively stable can be quantum mechanically
unstable.
7To further support this picture, we have calculated the energy at the nucleation surface and found it is zero for
n ≥ d − 1, which is consistent with the interpretation that the analytic continuation of the instanton describes the
state after the decay of the AdS vacuum. In the critical case m2 = m2BF, the contribution of the boundary term (2.2)
is essential to make the energy zero. Without it the energy turns out to be negative. But this is consistent with the
fact that the system is unstable unless the boundary term is added.
In the case n = d−2, the energy is divergent to minus infinity in spite of the fact that the bounce action B is finite.
Mathematically this is because this solution corresponds to the minus sign of Eq. (3.6) for m2ℓ2 = −d(d− 2)/4, hence
picks up the singular behavior in the asymptotically AdS region. On the other hand, if we adopt the boundary term
(2.2), the energy vanishes. In this case, the bounce action diverges to plus infinity, resulting in the vanishing decay
rate. This probably means that the instanton solution in this case is not relevant for the vacuum decay. Study of the
exact meaning of this solution is left as a future issue.
As shown in the previous section, the bounce action for the above solution is finite for n = d − 2 and n ≥ d − 1.
To confirm this and to see how the bounce action B depends on the shape of the potential, we compute it below.
Although we can compute B for any spacetime dimension numerically if necessary (even analytically in the case of
even spacetime dimensions), we focus on the case of four dimensions (d = 4).
A. The bounce action in four dimensions
We focus on four dimensions, d = 4. As a simple example that satisfies the condition (2.17), we first consider the
case n = 4,
f(x) =
c
c+ x4
(c > 0) . (4.8)
For this, we obtain a completely analytical potential,
κ2ℓ2V = −3− 10 sinh2 κφ√
10
− 20√c sinh3 κφ√
10
− 55 sinh4 κφ√
10
+ 28
√
c sinh5
κφ√
10
. (4.9)
This potential is shown in Fig. 1 for the parameter c = 1. The bounce action (2.16) can be also evaluated analytically
as
B = B4 ≡ π
2ℓ2
8κ2
[
8
1 + c
− 10
√
2
c1/4
tan−1
(
1−
√
2
c1/4
)
+
10
√
2
c1/4
tan−1
(
1 +
√
2
c1/4
)
+
5
√
2
c1/4
log
1−√2c1/4 +√c
1 +
√
2c1/4 +
√
c
]
=
ℓ2
κ2
×


5
√
2π3
4 c1/4
− 4π2 +O(c2) for c≪ 1 ,
8π2
3 c
(
1− 9
14c
+O(c−2)
)
for c≫ 1 ,
(4.10)
where we used vS3 = 2π
2.
Let us now turn to general cases of arbitrary n,
f(x) =
c
c+ xn
(c > 0) . (4.11)
For this instanton, for n = 2 or n > 3, we can calculate the bounce action as
Bn =
4π2ℓ2
κ2
[
−1− c
(1 + c)n
+
1 + n
n
F
(
1, − 1
n
,
n− 1
n
; −1
c
)]
=
ℓ2
κ2
×


4(n+ 1)π3
n2 sin(π/n) c1/n
− 4π2 +O(c) for c≪ 1 ,
8π2
n− 1
1
c
(
1 +O(c−1)
)
for c≫ 1 ,
(4.12)
where F (α, β, γ ; u) is a hypergeometric function. We see the bounce action decreases as c or n increases.
8FIG. 2: The bounce action as a function of c is depicted for
n = 4. The decay rate is larger for large c.
FIG. 3: The potential in the case of n = 4 as a function of
φ for several values of c (drawn with the dashed lines). The
units are the same as in Fig. 1. The real lines shows the
region that instanton run.
In the case n = 3 which corresponds to the BF bound m2 = m2BF, we add the boundary term (2.14) to obtain
B3 =
4π2ℓ2
κ2
[
−1− c
(1 + c)n
+
1 + n
n
F
(
1, − 1
n
,
n− 1
n
; −1
c
)
− 1
c
] ∣∣∣∣∣
n=3
+SB
=
4π2ℓ2
κ2
[
−1− c
(1 + c)3
+
1 + 3
3
F
(
1, −1
3
,
2
3
; −1
c
)
+
3
c
]
=
4π2ℓ2
κ2
×


3
c
+
8
√
3π
27 c1/3
− 1 +O(c) for c≪ 1 ,
4
c
(
1 +O(c−1)
)
for c≫ 1 ,
(4.13)
where we have used SB = 16π
2ℓ2/(κ2c). Notice that we have an extra contribution −1/c from the bulk integral
when n = 3. Because of this extra contribution the bounce action would become negative if the boundary term were
not added. Again, this seemingly pathological result is consistent with the fact that the system would be already
perturbatively unstable, implying that the instability would develop classically without any barriers, if the boundary
term were not added.
In Fig. 2, we plot B as a function of c. As expected from the above equation the decay rate is larger large for larger
c. This means increasing c makes the tunneling process easier, or renders the system more unstable. Since there is
no dependence of c in the mass, changing c implies the changing the non-linear terms of the potential. To see the
actual shape of the potential, we plot it in Fig. 3. Apparently, the potential gets steeper near the origin φ = 0 and
the region of the instanton runs shrinks as we increase c. Thus, we see that the larger c makes the potential more
unstable. This explains the tendency that the decay rate is larger for larger c.
In Fig. 4, we show the bounce action B as a function of n. It clearly shows that B decreases as n increases. It
should be noted that for n > 6 the mass squared is positive and hence there appears a potential barrier. This fact
seems counter-intuitive because the tunneling becomes easier to occur as the barrier grows higher. However, changing
n also changes the nonlinear part of the potential. So we need to see how the nonlinear part of the potential depends
on n. In Fig. 5, potentials for several values of n are shown. We see that the potential becomes deeper as n increases.
Thus in spite of the increase of the mass squared at the origin, the potential at larger values of φ becomes deeper for
larger n and the system becomes more unstable.
9FIG. 4: The bounce action as a function of n is depicted for
c = 1. This shows that tunneling is easier for large n.
FIG. 5: The potential for c = 1 as a function of φ for several
different values of n (drawn with the dashed lines). The units
are the same as in Fig. 1. The real lines shows the region
that instanton run.
B. Comparison with stable potentials
We have obtained a series of quantum mechanically unstable potentials. We can also generate a stable potentials
by inspection using an algebraic condition (1.2). For example, if we take
P (φ) = 1 +
1
2
φ2 +
1
300
φ3 − 1
4000
φ4 +
1
90000
φ6 , (4.14)
we obtain the potential,
V (φ) = −3− φ2 + 3
50
φ3 − 7507
10000
φ4 − 753
25000
φ5 +
163
250000
φ6
+
23
1000000
φ7 − 2703
80000000
φ8 − 1
1500000
φ9 +
23
900000000
φ10 − 1
2700000000
φ12 . (4.15)
In Fig. 6, we compared the above potential with the potential (4.9) with c = 1. Taking a close look at the potential,
we find the unstable potential is slightly below the stable one. This small difference is crucially important in the
determination of the stability. As c decreases, the difference between the two potentials near the origin becomes even
smaller. Together with the fact that B diverges as c−1/4 as seen in the second line of Eq. (4.10) or (4.12), this suggests
that our instanton solution verges towards the instability boundary for c≪ 1.
V. CONCLUSION
It is known that in the asymptotically AdS spacetime, a tachyonic vacuum is perturbative stable if the mass squared
is at or above the BF bound. But this does not imply the global stability. To discuss it one may resort to a different
criterion [6, 7]. Namely, if the potential is written as
V (φ) = (d− 2)
(
dP (φ)
dφ
)2
− (d− 1)P (φ)2 ,
with some function P (φ), the vacuum is stable. This condition is a sufficient condition for the stability. The above
equation may be viewed as a nonlinear differential equation for P given the potential V . Unfortunately, however, it
is formidable to see if there is a real solution for P or not for a generic potential V .
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FIG. 6: Comparison of stable and unstable potentials. The red curve shows a stable potential, the blue dashed curve shows
an unstable potential which behaves almost identically with the stable potential near the origin. The thick blue line shows the
region that the instanton covers.
In this paper, we took another route, that is, we looked at a sufficient condition for the instability instead of
stability. In other words, we looked for instantons with finite decay rate. If we find such an instanton, it proves the
instability of the vacuum. We indeed found a series of exact instanton solutions for a class of potentials which satisfy
the BF bound. These instantons have finite bounce action, hence describe the decay of (tachyonic) vacua. In other
words, the class of potentials we found must not be expressed in the form of the above equation.
In passing we also showed that there is no instanton solution if the mass squared of the potential is below the BF
bound, under a physically reasonable assumption for the asymptotic behavior of the instanton in the asymptotic AdS
region.
In conclusion, we found exact instanton solutions which destabilize tachyonic vacua at or above the BF bound. We
also noted that our solution can be extended to vacua with barriers if we allow a slight violation of analyticity of the
potential, in the sense that the potential is kept smooth up to the second derivative (ie it is C2).
It is interesting to explore general exact CDL instantons using our method by relaxing the requirement of exactness
if necessary. It is also intriguing to explore implication of our instantons to the AdS/CFT correspondence.
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