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A cluster analysis algorithm, dedicated 
to analysis of flow cytometric data is 
described. The algorithm is written in 
Pascal and implemented on an MS-DOS 
personal computer. It uses k-means, ini- 
tialized with a large number of seed 
points, followed by a modified nearest 
neighbor technique to reduce the large 
number of subclusters. Thus we combine 
the advantage of the k-means (speed) with 
that of the nearest neighbor technique 
(accuracy). In order to achieve a rapid 
analysis, no complex data transfor- 
mations such as principal components 
analysis were used. 
Results of the cluster analysis on both 
real and artificial flow cytometric data 
are presented and discussed. The results 
show that it is possible to get very good 
cluster analysis partitions, which com- 
pare favorably with manually gated anal- 
ysis in both time and in reliability, using a 
personal computer. o 1993 Wiley-Liss, Inc. 
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Most flow cytometric data is analyzed manually us- 
ing gated analysis programs like PAINT-A-GATE (11). 
As the number of parameters that are measured in- 
creases, the number of two-dimensional dot plots to be 
inspected increases as n*(n - 1)/2 (where n is the num- 
ber of parameters). This means that when measuring 
only six parameters one should inspect 15 plots, which 
can be tedious and time consuming, even for simple, 
well-separated clusters. 
Although the concept of applying cluster analysis to 
flow cytometric list mode data is not new (1,4,7,8) and 
the possibility of obtaining a more objective data par- 
tition has been shown (81, cluster analysis has seen 
little application in flow cytometry so far. The use of 
cluster analysis is limited by the fact that it is very 
difficult to obtain a fast algorithm that works well for 
all flow cytometric data. 
Finding the exact solution to the problem is in most 
cases impossible, first because in many cases there is 
no exact solution, and second because finding the exact 
solution would to some extent involve complete enu- 
meration of all the solutions. The number of possible 
partitions of n events in m clusters is given by a sum- 
mation of Stirling numbers of the second kind (2,3). 
Asymptotically for n 4 00, this is given by m"/n!. Be- 
cause of the nature of flow cytometric data (n is of the 
order 1000-100,000, m is unknown), analysis of all the 
possible subdivisions (complete enumeration) is virtu- 
ally impossible. 
The amount of data points makes it also impossible 
to use techniques that involve comparison of every par- 
ticle with every other particle or techniques using the 
complete distance matrix of all the particles. Calcula- 
tion times or memory requirements are then propor- 
tional to the square of the number of data points, and 
therefore these techniques, also seem to be inappropri- 
ate to achieve a rapid cluster analysis using a personal 
computer, at least for large numbers of data points. 
To obtain a rapid cluster analysis for large amounts 
of data, one is limited to partitional clustering tech- 
niques, which use only a number of single passes 
through the data set. This can be realized by beginning 
with some initial partition and then using iterative 
methods to reach the end solution. One of the most used 
iterative partitional clustering methods using an ini- 
tial partition is called the k-means method. 
In the k-means method (5), one takes an initial par- 
tition, say K cluster centers, also called seed points, in 
the n-dimensional space where n is the number of pa- 
rameters. During the first pass, clusters are formed by 
attributing all data points to the nearest seed point. 
One then takes the centroids of the clusters as the new 
cluster centers. In the second pass all data points are 
attributed to the nearest cluster center. This procedure 
is repeated until a more or less stable solution is 
reached. 
After completing the k-means passes, one can adjust 
the number of clusters by merging and/or splitting 
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clusters using some kind of validity criterion. Iterative 
partitional clustering has the obvious advantage that 
it is very fast compared with more accurate techniques 
that involve comparison of every particle with every 
other particle, like the nearest neighbor technique, in 
which the clusters are agglomerated from single data 
points and merged until a final partition is reached. 
K-means clustering, however, when using normal 
Euclidean distances, can be very dependent on the ini- 
tialization, distance measures, and centroid calcula- 
tions. During the k-means passes, no information 
about the actual distribution of the data is used. Data 
points are just assigned to the nearest cluster center. 
K-means methods using normal Euclidean distances 
and seed point numbers are bound to give wrong re- 
sults for data distributions in which the parameters are 
correlated or for data distributions with populations 
that are close to each other and have different standard 
deviations and numbers of cells. 
These problems can be reduced by using data trans- 
formations, principal component analysis, or special 
distance functions, like the Mahalanobis distance (6). 
These procedures generally require extensive calcula- 
tions or knowledge of the data structure (2,3). 
In this article we investigated another possible solu- 
tion by combining the k-means, initialized with a large 
number of seed points, with a modified nearest neigh- 
bor technique. The use of a large number of seed points 
could significantly reduce the number of mistakes 
made by the k-means. A more accurate nearest neigh- 
bor-like technique was then used to reduce the large 
number of small clusters found by the k-means. 
Our results indicate that the k-means algorithm, ini- 
tialized with a large number of equally spread seed 
points, can give good results, even for overlapping pop- 
ulations and hidden distributions. 
MATERIALS AND METHODS 
The cluster analysis algorithm basically consists of 
the following three steps: initialization, k-means clus- 
ter formation, and merging of the subclusters found. 
In our implementation the k-means algorithm is ini- 
tialized by choosing within the data set a given number 
of seed points that are to some extent remote from each 
other. The algorithm takes the first data point as the 
first seed point and then runs through the rest of the 
data set, making new seed points of every data point 
that has at least a minimum sup distance to the seed 
points already found. The sup distance is defined by the 
maximum one-dimensional distance in any of the pa- 
rameters considered during clustering (3). The mini- 
mum sup distance is initially made half the maximum 
value of a parameter. If there are not enough seed 
points found, this minimum sup distance is divided by 
2, and the process is repeated, keeping the seed points 
that have been found. This whole procedure is repeated 
until the required number of seed points is found. The 
advantage of this procedure is that one gets a more or 
less even distribution of seed points within the data 
distribution, especially when working with many seed 
points. 
During the k-means passes, all centroid calculations 
are made using normal Euclidean distances. In this 
case k-means works best for clusters whose absolute 
spread in a certain dimension is independent of their 
distance to the origin in that dimension. For linearly 
measured parameters, the absolute spread for a certain 
population will be proportional to the amplification 
used. In order to get a scale-independent distance mea- 
sure, a transformation of linearly measured parame- 
ters to a logarithmic scale was used. 
The k-means passes are stopped when the number of 
changes between two consecutive passes become 
smaller than some preset percentage, the so-called stop 
criterion. This is done in order to prevent instabilities 
at the end, caused by cells that are on the edge of two 
adjacent clusters. 
After the k-means passes the numbers of clusters are 
reduced by merging clusters. The criterion for joining 
two clusters and the order in which to join them is a 
very important parameter. For good results the data 
distribution within a cluster should be taken into ac- 
count. Criteria that involve the individual data points 
of a cluster would take too much time; therefore only 
criteria that involve the statistical properties of the 
clusters can be used. One can use the distance between 
the cluster centers to determine the order for joining 
and only join two clusters if for either cluster the 
means for all parameters fall within x times the stan- 
dard deviation (SD) of the other cluster (with x an ar- 
bitrary constant). This procedure gives good results if 
the parameters are not correlated and if the popula- 
tions are well separated, as has been shown by Murphy 
(8). A less stringent criterion would be to join only if 
the means for all parameters fall within x times the SD 
for at least one of the two clusters (with x an arbitrary 
constant). Because we could not get stable results using 
these criteria, we experimentally devised a slightly dif- 
ferent joining criterion. It was planned to decrease with 
the number of particles in order to avoid large cluster 
abosrbing small clusters lying on the edge, and to en- 
sure that neighboring, less dense clusters with large 
spreads are merged. Because the clusters are often not 
symmetrical, we calculated for every cluster in all di- 
mensions two “modified spread values”: one for the par- 
ticles with a higher parameter value than the cluster 
average and one for the particles with a lower value. 
This modified spread is given by SDh’N, with N the 
number of particles that contribute to the spread. As a 
“modified distance” measure between two clusters in a 
certain dimension, we take the distance between the 
cluster centers in that dimension minus the sum of the 
modified spread values in that dimension. For each 
cluster the nearest neighbor is calculated using this 
modified distance. The two clusters that have the low- 
est calculated modified distance are now joined. When 
two clusters have been joined, the minimum modified 
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FIG. 1. Flowchart of a typical run of the cluster analysis program AUTOKLUS, described in this article. 
distance of the new cluster to all the existing clusters 
and the minimum modified distances of all clusters 
that had one of the joined clusters as nearest neighbor 
are recalculated. The joining of clusters is continued 
until the final number of large clusters, specified by the 
user, is reached. We did not implement an automatic 
stop because we could not find one that gave stable 
results for all types of flow cytometric data. 
In order to get a fast (but less accurate) result, we 
implemented the possibility of preclustering, i.e., tak- 
ing only a certain amount of the data (precluster 
amount) into account during the k-means passes. The 
data that have not been considered during k-means are 
assigned to the nearest cluster center directly after the 
k-means passes. 
The algorithm was imbedded in a menu-drived pro- 
gram (called AUTOKLUS), written in Turbo Pascal 
(Version 6.0, Borland Int. Inc., Scotts Valley, CA). AU- 
TOKLUS was written and examined using a 80486 33 
MHz personal computer (Sirex, Enschede, The Nether- 
lands), but it can run on any MS-DOS computer that 
has an EGAIVGA resolution screen. The program can 
read FCS 2.0 list mode data files. Source and execut- 
able code are available from the authors at a small 
charge. 
As our objective was to investigate the results that 
the same clustering procedure would have on different 
types of data, we did not make it interactive with the 
user. A number of parameters can be changed, but not 
during the clustering process. A flowchart of a typical 
ryn is given in Figure 1. When starting the cluster 
analysis, the program asks for the number of particles 
to be clustered, the desired number of clusters, the 
number of seed points, the precluster amount, and the 
percentage of changes at which the k-means passes are 
to be stopped. The choice of parameters that are con- 
sidered during clustering can be changed in a separate 
menu. The maximum number of parameters that can 
be considered is eight; parameter values can have a 
range of0-255. The maximum number of seed points is 
255. The maximum number of events that can be clus- 
tered is 65,535. In principle, the number of parameters 
and the number of events can be increased and are only 
restricted by the amount of working memory available. 
In the program, a RAM drive is used for working mem- 
ory, but in principle one can also use a hard disk. 
Both artificial and real data were used to evaluate 
the cluster analysis program. The artificial data were 
generated using a Gaussian random generator that can 
produce clusters with specified means and standard de- 
viations for eight (uncorrelated) parameters. These 
data were also used to ensure proper coding of the al- 
gorithms used. Six parameter data, combined scatter 
and fluorescence, of stained blood were measured with 
a home-made flow cytometer. Five parameter data of 
neutrophil maturation in bone marrow, which are sim- 
ilar to the data published in Terstappen et al. (121, 
were provided by Dr. L.W.W.M. Terstappen. 
For evaluating the influence of the different cluster 
analysis parameters, we compared the results with 
that of a manually gated analysis program. In order to 
quantify the quality of a cluster analysis result, we 
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tentatively defined a parameter, the relative error in 
the cluster analysis result, RE, as: 
RE = 100 * ~ A ~ / N  
N is the total number of cells, and Ac is the number of 
cells that are assigned to cluster C in the manually 
gated analysis result but are assigned to another pop- 
ulation when determined by cluster analysis; K is the 
number of clusters with more than 1% of the total 
amount of cells in the manually gated analysis result. 
No comparison with results of other clustering pro- 
grams was made. The only comparison was done by 
implementing the SD joining algorithm described by 
Murphy (8) and comparing it with our own joining al- 
gorithm. 
K 
c= 1 
RESULTS 
The influence of the different cluster parameters in 
the algorithm was tested on six real parameter data 
(4,096 cells), obtained with a home-made flow cytome- 
ter described elsewhere (9). Whole blood was lysed and 
immediately afterwards stained with CD4-FITC (f luo- 
resceinisothiocyanate), CD8-PE (phycoerythrine), and 
LDS-l751(EXITON, Dayton, OH) as a live-dead indica- 
tor, following a procedure described elsewhere (10). 
Figure 2A shows six dot plots of the raw data. Pa- 
rameter 1 is the forward light scatter, parameter 2 is 
normal orthogonal light scatter, parameter 3 is depo- 
larized orthogonal light scatter, parameter 4 is FITC 
fluorescence, parameter 5 is PE fluorescence, and pa- 
rameter 6 is LDS fluorescence. Figure 2B shows the 
manually gated analysis results for these data. Cell 
type 1 (light blue) represents neutrophilic granulo- 
cytes, cell type 2 (purple) lymphocytes, cell type 3 (red) 
red blood cells and debris, cell type 4 (dark blue) CD4- 
positive lymphocytes, cell type 5 (yellow) CD8-positive 
lymphocytes, cell type 6 (light green) monocytes, cell 
type 7 (dark green) eosinophilic granulocytes, and cell 
type 8 CD4-CD8-positive cells. This manually gated 
analysis result served as a reference to determine the 
total relative error in the cluster analysis results as 
defined in Materials and Methods. In order to obtain a 
valid reference, cells that could not be clearly assigned 
to one special cluster were left out. Cells belonging to 
very small (<<1%) clusters were also left out (limita- 
tion of the manually gated analysis program). The 
manually gated analysis result contains 3,907 of the 
original 4,096 cells, grouped in eight clusters. For eval- 
uation of the cluster analysis results, these 3,907 cells 
are used. For all cluster analysis results described here 
we used the following parameters (unless indicated 
else): 4,096 data points, a stop criterion of 1%, and no 
preclustering, joined in order of smallest modified dis- 
tance until seven large clusters remained (based on the 
outcome of the manually gated analysis). 
A typical cluster analysis result is shown in Figure 
2C; 75 seed points were used, and calculation time was 
117 s using a 33 MHz 80486 MS-DOS PC. 
First we investigated the influence of the number of 
seed points, used for initialization ofthe k-means, on the 
cluster analysis result, both with and without logarith- 
mic transformation of the linearly measured parame- 
ters. Figure 3 shows the relative error in the cluster 
analysis result (left scale) as a function of the number 
of seed points. In the same plot the calculation time for 
the clustering with logarithmic transformation is 
shown (right scale). The figure clearly shows that clus- 
tering using the logarithmic transformation of the lin- 
early measured parameters gives the best result: good 
clustering with a fault of less than 1% can be achieved 
within 50 s. 
After the k-means, the subclusters are joined in a 
particular order until some stop criterion is reached. As 
described in Materials and Methods, we experimen- 
tally devised a joining order based on the smallest mod- 
ified distance; the joining of clusters is stopped if the 
total number of big (> 1%) clusters is equal to the 
desired number of clusters, specified by the user. We 
compared our joining procedure with the two SD re- 
lated joining procedures, also described in Materials 
and Methods. Figure 4 shows the influence of these 
three different joining criteria on the relative error as 
a function of the number of seed points. The solid line 
gives the results using the smallest modified distance: 
joining is stopped at seven large clusters. The broken 
lines give the results for joining in order of smallest 
distance and means within x*SD for either cluster. Re- 
sults for both x = 3 and x = 3.5 are shown (best re- 
sults). The dotted lines give the results for joining in 
order of smallest distance and means within x*SD for 
a t  least one of the two clusters. Results for both x = 1.5 
and x = 2 are shown (best results). Figure 4 clearly 
shows that our joining procedure gives less faults than 
the two SD related joining procedures. 
The calculation time of the algorithm is, when many 
seed points are used, mainly determined by the 
k-means. It can be reduced by making the k-means stop 
at a certain number of changes between two consecu- 
tive passes. The influence that the stop criterion of the 
FIG. 2. A: Six-parameter data of whole blood that was lysed and 
immediately afterwards stained with CD4-FITC, CD8-PE, and LDS 
as a live-dead indicator. Parameter 1 is the forward light scatter, 
parameter 2 is normal orthogonal light scatter, parameter 3 is the 
depolarized orthogonal light scatter, parameter 4 is FITC fluores- 
cence, parameter 5 is PE fluorescence, and parameter 6 is LDS fluo- 
rescence. B: Manually gated analysis result on data presented in A; 
cells that cannot be clearly assigned to one special cluster and cells 
that belong to clusters much smaller than 1% of the total amount are 
left out. Cell type 1 (light blue) represents neutrophilic granulocytes, 
cell type 2 (purple) lymphocytes, cell type 3 (red) red blood cells and 
debris, cell type 4 (dark blue) CDCpositive lymphocytes, cell type 5 
(yellow) CD8-positive lymphocytes, cell type 6 (light green) mono- 
cytes, cell type 7 (dark green) eosinophilic granulocytes, and cell type 
8 CD4-CD8-positive cells. C: Cluster analysis result on the data pre- 
sented in A. The number of data points is 4,096, the number of seed 
points is 75, stop criterion is 1%, no preclustering is used, k-means 
clusters were joined in order of smallest modified distance, and joining 
was stopped at seven big clusters. Execution time (using a 33 MHz 
86486 MS-DOS PC) was 117 s. 
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FIG. 3. Relative error in the cluster analysis result (compared with 
the manually gated analysis result shown in Fig. 2B) and the com- 
puting time as a function of the number of seed points used for ini- 
tialization of the k-means. The solid line with crosses represents the 
relative error when a logarithmic transformation of the linearly mea- 
sured parameters is used (left scale); the solid line with circles repre- 
sents the relative error when no logarithmic transformation is used 
(left scale); and the broken line with crosses represents the calculation 
time of the algorithm as a function of the number of seed points for the 
k-means when the logarithmic transformation is used (right scale). 
Stop criterion is 1%, no preclustering is used, and joining is stopped a t  
seven big clusters. 
k-means has on the relative error and the computing 
time is shown in Figure 5. In all analyses seven large 
clusters were requested. The solid lines give the cluster 
analysis results for different numbers of seed points, 
loo 
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FIG. 4. Relative error in the cluster analysis result (compared with 
the manually gated analysis result shown in Fig. 2B) as a function of 
the number of seed points used for the initialization of the k-means for 
and the broken lines give the corresponding calculation 
times. The figure shows that for large numbers of seed 
points, a less stringent stop criterion is sufficient to 
give good results, and it significantly reduces the cal- 
culation time. 
To enhance the speed of the algorithm, we further 
implemented the possibility of letting the k-means 
work on only a part of the data (preclustering). We 
found that the amount of data used during the k-means 
could be reduced to 50% without giving rise to a large 
increase in errors. This is illustrated in Figure 6, in 
which the relative error and the calculation time are 
given as a function of the amount of data that is used 
for preclustering, for different numbers of seed points. 
The ability of the algorithm to analyze complicated 
flow cytometric data was tested on three-color immu- 
nofluorescence data showing the maturation of neutro- 
phils in normal bone marrow; these data are similar to 
the data used by Terstappen et al. (12). The cluster 
analysis result for these data is shown in Figure 7. 
Clustering was done on 20,000 cells using 200 seed 
points; 15 large clusters were requested. Figure 7A 
shows six plots of all the clusters; because the separate 
clusters can hardly be recognized in these plots, Figure 
7B shows these six plots for the largest 15 clusters 
separately; the cluster indicated is colored black, and 
different joining criteria. Stop criterion is 1%, and no preclustering is 
used. Solid line, smallest modified distance, stop at seven large clus- 
ters; broken line and triangles, smallest distance and means within 
x*SD for either cluster with x = 3.0; broken line and circles, smallest 
distance and means within x*SD for either cluster with x = 3.5; 
dotted line and crosses, smallest distance and means within x*SD for 
at  least one of the clusters with x = 1.5; dotted line and triangles, 
smallest distance and means within x*SD for at  least one of the clus- 
ters with x = 2. 
the rest of the data is colored gray. The results show a 
pattern similar to that reported by Terstappen et al. 
using manually gated analysis. 
DISCUSSION 
Application ofk-means algorithm to flow cytometric 
data seems to be more justified by the speed of the 
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FIG. 5. Relative error in the cluster analysis result (compared with 
the manually gated analysis result shown in Fig. 2B) and the corre- 
sponding computing time as a function of the value of the stop crite- 
rion for the k-means; graphs for different numbers of seed points, used 
for the initialization of the k-means, are shown. Solid lines represent 
relative errors (left scale), and broken lines represent calculation 
times (right scale); crosses, seven seed points; triangles, ten seed 
points; circles, 50 seed points; diamonds, 100 seed points; squares, 200 
seed points. Data points (4,096) were clustered, no preclustering was 
used, k-means clusters were joined in order of smallest modified dis- 
tance and joining was stopped at  seven big clusters. 
10 
1 
_ _ _ - - - - -  
_ _ _ _ - - - -  
0.1 
200 
1 0 0  
0 
5 10 25 50 1 0 0  
F'FECLUSTER "T (%) --Z 
FIG. 6. Relative error in the cluster analysis result (compared with 
the manually gated analysis result shown in Fig. 2B) and the corre- 
sponding computing time as a function of the amount of data used for 
the k-means (preclustering); graphs for different numbers of seed 
points, used for the initialization of the k-means, are shown. Solid 
lines represent relative errors (left scale), and broken lines represent 
calculation times (right scale); crosses, seven seed points; triangles, 
ten seed points; circles, 50 seed points; diamonds, 100 seed points; 
squares, 200 seed points. Data points (4,096) were clustered, the stop 
criterion was set to 1%, k-means clusters were joined in order of small- 
est modified distance, and joining was stopped at seven big clusters. 
algorithm than by the suitability for this type of data. 
For overlapping, correlated, and unevenly distributed 
populations, common in flow cytometry data, much ef- 
fort has to be made to achieve a reasonable partition 
using the k-means algorithm. The use of a more accu- 
rate technique, like nearest neighbors clustering, is not 
suitable because of the amount of data, typical for flow 
cytometric measurements. Our results show that clus- 
ter analysis using k-means, initialized with a large 
number of seed points, followed by a nearest neighbor- 
like technique to merge the subclusters, can produce 
good results for flow cytometric list mode data in a 
reasonable time, using only a personal computer. This 
is illustrated by Figure 3, in which the relative error in; 
the cluster analysis result is given as a function of the 
number of seed points. 
The relative error is, to some extent, a subjective 
parameter. It is highly dependent on the manually 
gated reference analysis. We used a filtered reference, 
in which all questionable events were left out, in order 
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FIG. 7. Cluster analysis result on data showing neutrophil matu- 
ration. Clustering was done using 200 seed points, 20 clusters were 
requested, the stop criterion was set to 1%, k-means clusters were 
joined in order of smallest modified distance, and no preclustering was 
used. A Six dot plots of all the clusters. B Same six dot plots as A but 
now for the 15 biggest clusters separately; the cluster is colored black, 
and the rest of the data is colored gray. 
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to get a measure for the apparent mistakes made dur- 
ing cluster analysis. One could object that, if such a 
reference is used, cluster analysis should also be done 
using the filtered data set. If we were to use only these 
data, the clusters would have been clearly separated, 
and few mistakes would have been made, thus making 
the evaluation trivial. Cluster analysis was done also 
using the questionable events in order to investigate 
whether adjacent clusters disturb the cluster algorithm 
so that apparent mistakes are made. 
Our definition of the relative error does not discrim- 
inate between “clear errors” and “uncertainties.” In 
Figure 3 one can see that the relative error in the clus- 
ter analysis result is about 1% when only nine seed 
points are used. This result, however, contains many 
clear errors, whereas the results using more than 50 
seed points contain more uncertainties, i.e., small clus- 
ters at the edge of large clusters that stay apart during 
clustering. Because of these uncertainties, the relative 
error does not completely reach zero. 
In the data set, using large numbers of seed points 
that are remote from each other has a number of ad- 
vantages. First, the seed points do not move far before 
reaching the end solution; one can even get good re- 
sults using only one k-means pass if many seed points 
are used (see Fig. 5, stop criterion at 100%). Second, 
outliers will get their own seed points and will not 
influence the nearest clusters. 
When many seed points are used, the number of pos- 
sible instable points is large, and therefore one needs a 
certain stop criterion. The criterion we chose for our 
evaluation of the algorithm does not alter the outcome 
of the analysis much, as can be seen in Figure 5 .  It was 
used in the evaluation of the algorithm to show that 
good results can be obtained in a time that is compet- 
itive with manual analysis. 
Due to the large number of subclusters, the most 
critical part of the algorithm is the criterion for joining 
two clusters and stopping the merging of clusters. 
Many authors use a joining criterion that is somehow 
related to the standard deviation (2). Clusters are said 
to overlap if their means are within x times the stan- 
dard deviations of either cluster, where x is an arbi- 
trary multiplication constant. If there are no more clus- 
ters that satisfy that criterion, the algorithm is 
stopped. Murphy (8) points out that the results can be 
very dependent on the value of that multiplication con- 
stant; he had the most reproducible results using a 
multiplication constant of 2. Our own experience is 
that normal standard deviation related measures fail 
when there is correlation between parameters or when 
there is overlap between different clusters; clusters 
with a large spread will then tend to absorb adjacent 
clusters. Both the normal standard deviation related 
joining criteria we investigated are also not well suited 
for joining very small subclusters, as can be seen from 
Figure 4: the relative error in the cluster analysis re- 
sults rises with the number of seed points. The main 
reason for this high relative error is that the joining 
procedures stop at a wrong number of clusters. In the 
case of the data shown in Figure 2A, errors occurred 
especially in the separation of the eosinophilic and neu- 
trophilic granulocytes (yellow and blue clusters in Fig. 
2B and C). 
It is very difficult to define a simple criterion that 
gives a valid decision for joining two clusters that 
works for all types of data. Often the distance between 
two cluster centers seems to be the most valid deter- 
mination factor. The joining criterion we used is de- 
vised to protect widespread clusters from absorbing ev- 
erything in their surroundings as their modified spread 
decreases with the number of particles. Because of the 
dependency of our joining criterion on the number of 
events in a cluster, one might suspect that samples 
consisting of the same populations in different propor- 
tions would give different results. This is true only 
when few seed points are used. If a large number ofseed 
points is used, the cluster analysis result is not really 
dependent on the relative numbers in the clusters but 
more on the distance between the cluster centers. 
Compared with joining in order of smallest distance, 
our joining method gives better results for separating 
less dense widespread clusters at the edge of dense 
clusters. Therefore it seems to be a good joining crite- 
rion in order to avoid the chaining tendencies one gets 
when merging many little clusters. Using this crite- 
rion, we were able to separate overlapping clusters and 
hidden distributions. 
When to stop the merging of clusters is a very diffi- 
cult problem, especially for overlapping clusters. For 
well-separated clusters, simple SD related criteria 
seem to be satisfactory, but for overlapping or adjacent 
clusters these criteria give false results, as shown in 
Figure 4. We therefore did not implement an automatic 
stop criterion but let the user specify the final number 
of big clusters. 
The calculation time required for the k-means is lin- 
early dependent on the number of data points, but it is 
not a simple function of the number of seed points. The 
algorithm can become unstable in reaching the final 
partition for large numbers of seed points, but using a 
termination criterion that ends the k-means if the 
number of changes is smaller than a few percent solves 
this problem and does not have much influence on the 
final results, as can be seen from Figure 5. Using a 
larger stop criterion further reduces the calculation 
time, but then more mistakes occur, especially for 
small numbers of seed points. The calculation time can 
be further reduced by using only a certain amount of 
the data in the k-means part (preclustering) without 
giving rise to large errors, as can be seen from Figure 
6. Execution times are still reasonably low using an 
80486 33 MHz microprocessor computer and could be 
decreased using macro-routines for the calculational 
parts of the program. Execution times on an 80386 and 
an 80286 will be longer. 
The results on the quick lysed blood show that clus- 
ter analysis might be very useful for automated immu- 
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nof luorescence analysis; the calculation time for a good 
cluster analysis result using 4,096 data points is about 
50 s and is therefore less than the time needed for lysis 
and immunostaining. 
The algorithm is also able to detect patterns in com- 
plicated immunofluorescence data like the data shown 
in Figure 7. When using manually gated analysis on 
this type of data, it is very difficult and time consuming 
to identify all subpopulations. The results show that 
cluster analysis can give very good results for these 
types of data. It is even possible to find cohesive sub- 
populations within the “smear” that is present in the 
data. These subpopulations show a maturation pattern 
similar to the pattern that Terstappen et al. suggested 
(12). It should be noted that the exact borders of the 
subpopulations, in case they are lying next to each 
other in all the parameters, are to some extent subjec- 
tive; initialization with different parameters can give 
slightly different subpopulations. Nevertheless, the re- 
sulting analysis can be very helpful in visualizing cer- 
tain patterns, present in the data. 
In conclusion, our results show that it is possible to 
get very good cluster analysis partitions that compare 
favorable with manually gated analysis in both time 
and in reliability using a personal computer. Improve- 
ments can be made by finding good criteria for cluster 
validity in flow cytometric data. 
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