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Genome rearrangements are mediators of evolution and disease. Such rearrangements are frequently bounded by transfer
RNAs (tRNAs), transposable elements, and other repeated elements, suggesting a functional role for these elements in
creating or repairing breakpoints. Though not well explored, there is evidence that origins of replication also colocalize
with breakpoints. To investigate a potential correlation between breakpoints and origins, we analyzed evolutionary
breakpoints deﬁned between Saccharomyces cerevisiae and Kluyveromyces waltii and S. cerevisiae and a hypothetical
ancestor of both yeasts, as well as breakpoints reported in the experimental literature. We ﬁnd that origins correlate
strongly with both evolutionary breakpoints and those described in the literature. Speciﬁcally, we ﬁnd that origins ﬁring
earlier in S phase are more strongly correlated with breakpoints than are later-ﬁring origins. Despite origins being located
in genomic regions also bearing tRNAs and Ty elements, the correlation we observe between origins and breakpoints
appears to be independent of these genomic features. This study lays the groundwork for understanding the mechanisms
by which origins of replication may impact genome architecture and disease.
Introduction
Genomes are ﬂuid entities that undergo structural
rearrangements producing phenotypic changes. Somatic
chromosome rearrangements have long been associated
with the development of cancers (Hanahan and Weinberg
2000; Pollack et al. 2002; Lahortiga et al. 2007; Smith et al.
2007; Weaver et al. 2007; Weir et al. 2007; Darai-Ramqvist
et al. 2008), and more recently germ line rearrangements
have been implicated in human variation (Sharp et al.
2006; Kidd et al. 2008) and disease (Inoue and Lupski
2002; Stankiewicz and Lupski 2002). On an evolutionary
timescale, chromosome rearrangements play a deﬁning role
in the divergence of species (Pevzner and Tesler 2003;
Kellis et al. 2004; Clark et al. 2007; Kehrer-Sawatzki
and Cooper 2007; Darling et al. 2008). Given the role of
genome rearrangements in evolution and disease, it is im-
perative to understand how and where genome breakage
and rearrangements occur.
Genome rearrangements were originally thought to
occur at nonspeciﬁc and independent sites (Nadeau and
Taylor 1984). It was discovered, however, that breakpoints
must be reused in order to transform the mouse gene order
into the human gene order (Pevzner and Tesler 2003; Peng
et al. 2006). In yeast, it was found that breakpoints in
a checkpoint-deﬁcient mutant occur at genetically deter-
mined locations (Cha and Kleckner 2002). With further
data from cancer and infertility studies (Cohen et al.
1996; Sankoff et al. 2002), the random-breakage model lost
favor and was replaced by the fragile-site model, wherein
speciﬁc regions in the genome are thought to act as hot
spots for genome rearrangements. The fragile-site model
readilyleadstotheconjecturethatspeciﬁcgenomicsequen-
ces, functional elements, or structures increase the propen-
sity of a genomic region either to produce or misrepair
a break, ultimately creating a rearrangement.
Numerous studies in yeast systems have mapped rear-
rangement breakpoints close to transfer RNA (tRNA)
genes, transposable elements, and their long terminal re-
peats (LTRs). After exposing diploid Saccharomyces cer-
evisiae cells to ionizing radiation under conditions favoring
homologous recombination (HR), Argueso et al. (2008)
found that almost all chromosome aberrations were bor-
dered by Ty elements. Dunham et al. (2002) analyzed
S. cerevisiae strains evolved under glucose-limiting condi-
tions and mapped rearrangements in six evolved strains to
at least one Ty, solo LTR, or tRNA. In mutants with low
levels of either alpha (Lemoine et al. 2005) or delta
(Lemoine et al. 2008) DNA polymerase, deletion and trans-
locationeventswerelocalizedtoTys andLTRs.Kellisetal.
(2003) identiﬁed 20 inversions among S. paradoxus, S. mi-
katae, and S. bayanus relative to S. cerevisiae, all of which
were ﬂanked by tRNAs, and seven of which are transloca-
tion events between transposable elements.
What biological mechanism inbreakpoint formation is
impliedbytheproximityofobservedbreakpointstotRNAs,
Tys, and LTRs? Breakpoint formation is the product of two
distinctcellularevents:1)adouble-strandedDNA(dsDNA)
break and 2) nonconservative repair of that break. Conse-
quently, the site of the initial break may not be the same
location where the break is ultimately repaired. Hence, un-
tangling in which step in breakpoint formation a proximal
sequenceelementparticipatedcanbedifﬁcult.Separationof
the processes of breakage and repair has been emphasized
by work in which a genomic break is induced and the en-
suing repair is observed. VanHulle et al. (2007) demon-
strated that following an induced double-strand break in
sister chromatids, repair can occur via recombination of
nonallelic Ty elements located 30 kb from the break site.
Thus, the proximity of tRNAs, transposable elements,
and other repeats to a repaired break site does not exclude
the possibility that additional, uncharacterized nearby ele-
ments may have played a role in either the initial breakage
or its ultimate repair. For example, although a breakpoint
may map to a tRNA gene, Ty, or solo LTR, these elements
may have served only as sites of recombination following
resection from an independent breakage event located at
some distance from the repair event. It is intriguing, then,
that the literature on genome architecture, experimental
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replication associated with breakpoints. In a system gener-
atingspontaneousduplications,Payenetal.(2008)notethat
three of the 18 breakpoints they map are located at auton-
omouslyreplicatingsequence(ARS)elements.Inanalyzing
genomic rearrangements between S. cerevisiae and S. pas-
torianus,DunnandSherlock(2008)observethatoriginsare
often found in close proximity to these breakpoints. In an-
other recent work (Hwang et al. 2008), translocations in
a strain defective in sister chromatid recombination
(smc6-9)weremappedtoLTRs,tRNAs,andARSelements.
On reexamining the works of Dunham et al. (2002), Kellis
etal.(2003),Lemoineetal.(2005,2008),andArguesoetal.
(2008), we note that ARS elements are found in the vicinity
of many of the breakpoints reported therein.
Ascomprehensivewell-deﬁnedoriginlistshaveonlybe-
come available in the past few years, it has been difﬁcult to
formally include replication origins in the analyses of break-
points. Now, however, with the advent of high-resolution
origin data sets with origin-ﬁring times annotated (Feng
et al. 2006; Nieduszynski et al. 2007; McCune et al. 2008)
it is possible to test if the casually observed colocalization
oforiginsandbreakpointsissigniﬁcant.Tocomprehensively
ask if replication origins act as fragile genomic sites, here we
explore on a genome-wide scale correlations between
S.cerevisiaeoriginsandgenomicbreakpointsgeneratedover
evolutionary time and those breakpoints described in the
S. cerevisiae experimental evolution and repair literature.
Althoughwecannotknowthesetofalloriginsintheancestral
yeasts giving rise to S. cerevisiae, we can determine if extant
S.cerevisiaeoriginsarepresentatregionscreatedbygenome
rearrangements and thus may have survived a rearrangement
event or arisen subsequently. On the other hand in analyzing
breakpoints experimentally produced in S. cerevisiae,w e
can ask if origin locations correlate with sites of genome
rearrangements, although we cannot know if the origin sur-
vivesafterthebreakisrepaired.Usingevolutionaryandexper-
imentally generated breakpoints, the work presented here
establishes an association between origins of replication
and genome rearrangement sites before and after rearrange-




utor to genome plasticity has hitherto been overlooked.
Methods
Yeast Genomes
The S. cerevisiae, Kluyveromyces waltii, and Ancestor
genomesusedinthisworkaresummarizedinsupplementary
table S1 (Supplementary Material online). The Kellis
S. cerevisiae gene content used is described in Kellis et al.
(2004),andtheS.cerevisiaegenecontentfortheWolfedata
set was taken from Byrne and Wolfe (2005). Chromosomal
coordinates forthe S. cerevisiae genesin theWolfeset were
referenced from the Saccharomyces Genome Database
(SGD; December 2007; Cherry et al. 1998; http://
www.yeastgenome.org/).TheK.waltiigenomeusedinboth
the Kellis and Wolfe data set was derived from Kellis et al.
(2004). To get chromosomal coordinates for all K. waltii
genes,theK.waltiigenomewasassembledbyconcatenating
thecontigsintheorderdescribedbyKellisetal.(2004)with
an ‘‘N’’ representing a gap in the sequence (see the supple-
mentary section Resources and Datasets [Supplementary
Material online] for a discussion on the minimal impact of
thesegapsonouranalyses).Twelvecontigsshowingsignif-
icant overlap were joined to create six longer contigs. Kluy-
veromyces waltii open reading frames (ORFs) annotated by
Kellisetal.(2004)andbelongingtoassembledchromosomes
wereBlastedagainsttheassembledK.waltiigenometopro-
duce chromosomal coordinates for these ORFs. Saccharo-
myces cerevisiae–K. waltii homolog matches for the Kellis
datasetweretakenfromKellisetal.(2004).Thetopmatching
K. waltii ORF for a given S. cerevisiae gene was selected.
Wolfe S. cerevisiae–K. waltii homolog matches were taken
fromByrneandWolfe(2005).TheWolfeAncestorgenecon-
tentandtheS.cerevisiae–AncestorandtheK.waltii–Ances-
tor matches were taken from Yeast Gene Order Browser
(YGOB; Version 2.0, PNAS 2007; http://wolfe.gen.tcd.ie/
ygob/). For further details, the assembled genome, and the
listofgenesusedinthisstudyseethesupplementarysection
Resources and Datasets (Supplementary Material online).
Genomic Features
The list of genomic features correlated with break-
points in this study is shown in supplementary table S2
(Supplementary Material online). Saccharomyces cerevi-
siae genomic features were taken from SGD in December
2007 (http://www.yeastgenome.org/). Spo11 hot spots
were taken from Borde et al. (2004). The ARSs in OriDB
(Nieduszynskietal.2007)weredownloadedfromOriDBin
January 2008. These ARSs are categorized in OriDB as
‘‘conﬁrmed,’’ ‘‘likely,’’ and ‘‘dubious’’ according to the ex-
tent of experimental proof that exists for that ARS. A list of
411 high-conﬁdence ARSs (hcARSs) was created from the
conﬁrmed OriDB ARSs supplemented with additional
ARSs found by single-stranded DNA (ssDNA) origin map-
ping in a rad53 strain using a high-density microarray
(Feng W and Brewer B, unpublished data) that mapped
nearly identical origins to those described in Feng et al.
(2006) but with greater resolution. Origins known to ﬁre
in an observable proportion of cells in a population,
McCune origins, were taken from McCune et al. (2008).
These origins were previously annotated as early or late
ﬁring according to two different metrics: Rad53 check-
point–mediated regulation (previously ‘‘unchecked’’ or
‘‘checked’’) and dependence on Clb5 (previously CDR
[Clb5 Dependent Region] values 0–3). Here we have
termed early-ﬁring origins as Rad53 unregulated (previ-
ously ‘‘unchecked’’) or not Clb5 dependent (non-CDR,
CDR 5 0) and late-ﬁring origins as Rad53 regulated (pre-
viously ‘‘checked’’) and Clb5 dependent (CDR, CDR value
.0). Any origins represented by a single coordinate were
given a 1-kb resolution. Kluyveromyces waltii centromeres
were taken from Kellis et al. (2004) and K. waltii tRNAs
were predicted using tRNAscan-SE (Lowe and Eddy
1997). For further details and thelistof all genomic features
used,seethesupplementarysectionResourcesandDatasets
(Supplementary Material online).
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Breakpoints between S. cerevisiae and K. waltii were
found by analyzing intergenic regions in S. cerevisiae that
are bounded by genes having K. waltii homologs (ﬁg. 1A).
The total set of S. cerevisiae genes as deﬁned by a given
data set was reduced to the set of S. cerevisiae genes having
K. waltii homologs (supplementary table S1, Supplemen-
tary Material online). Intergenic regions in this reduced
S. cerevisiae genome were deﬁned between adjacent non-
overlapping genes. Overlapping genes were excluded
because they were found to be enriched for SGD 2004 ge-
nome annotation errors and dubious genes (supplementary
table S3, Supplementary Material online). To determine if
an intergenic region contained a breakpoint, the K. waltii
homologs of the ﬂanking genes were interrogated. Break-
pointsweredeﬁnedaccordingtothedeﬁnitions inﬁg.1A.If
the K. waltii homologs of the ﬂanking S. cerevisiae genes
were located on different chromosomes in the K. waltii ge-
nome, an interchromosomal break was called. If the K. wal-
tii homologs were from the same K. waltii chromosome but
more than 20 genes apart on the K. waltii chromosome, an
intrachromosomal break was called. The cutoff of 20 genes
is the same cutoff as that used by Byrne and Wolfe (2005).
Furthermore, a histogram of the number of K. waltii genes
between K. waltii homologs ﬂanking a noninterchromoso-
mal breakpoint in S. cerevisiae showed a long narrow tail
with a 20-gene cutoff being conservative (supplementary
ﬁg. S1, Supplementary Material online). Tandem duplica-
tionsweredeﬁned whentheS.cerevisiaegenesﬂanking the
intergenic region were homologous to the same K. waltii
gene. These tandem duplications were manually conﬁrmed.
Six of these tandem duplications were the products of the
2004 SGD (used to deﬁne S. cerevisiae genes in Kellis et al.
2004) calling two genes that have since been merged into
one. Tandem expansions beyond a simple duplication
FIG. 1.—(A) A cartoon illustration of breakpoints mapped between genes in S. cerevisiae with K. waltii homologs. The red arrows represent S.
cerevisiae genes ordered as they appear in the S. cerevisiae chromosome. The colored arrows below represent homologs in K. waltii. These genes are
colored according to which chromosome they belong to in K. waltii and have been numbered according to how the genes are arranged on a given K.
waltii chromosome. The black boxes represent S. cerevisiae intergenic regions that contain breakpoints as deﬁned through comparison with K. waltii.
An intergenic region between two S. cerevisiae genes with K. waltii homologs belonging to different K. waltii chromosomes is deﬁned as an
interchromosomal breakpoint (type I in the ﬁgure). An S. cerevisiae intergenic region with K. waltii homologs from the same chromosome but more
than 20 genes apart is called an intrachromosomal breakpoint (II). A tandem duplication (III) is called if the K. waltii homologs ﬂanking the S.
cerevisiae intergenic region are the same. If two consecutive intergenic regions do not otherwise have a breakpoint, the order of the K. waltii genes is
checked. If the K. waltii homologs ﬂanking the ﬁrst S. cerevisiae intergenic region are found to be increasing/decreasing while they are decreasing/
increasing in the second intergenic region, then a gene order change (IV) is called in the second intergenic region. See the text for breakpoints not
detected. (B) The locations of breakpoints (Kellis data set deﬁned), tRNAs, Ty/LTRs, and hcARSs along S. cerevisiae chromosome V are shown as
black bars. The width of the black vertical bars reﬂects the size of the intergenic region to which a breakpoint maps or the physical size of the feature.
(C) Minimal end point measure of the distance between breakpoints and a feature. Distances are measured between the ends of the breakpoint and the
feature such that the shortest distance is measured. If the breakpoint and feature overlap (the hcARS at 258 kb is an example), a distance of 0 is used
(see inset for distances in this example).
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tral gene) appear in the data as consecutive tandem dupli-
cations. To approximately deﬁne inversions and other local
gene rearrangement events, two consecutive intergenic re-
gions were considered. As a prerequisite, K. waltii genes
were ordered and given a number representing their place-
ment from left to right along the native K. waltii chromo-
some. Then the order of the K. waltii homologs ﬂanking the
two S. cerevisiae intergenic regions was compared. Gene
order changes seen were assigned to the second intergenic
region. If, for example, the K. waltii homologs were found
to be increasing in order in the ﬁrst intergenic region but
decreasing in the second, a gene order change was noted
in the second intergenic region (see ﬁg. 1A). If an intergenic
region was determined to contain a breakpoint, the
breakpoint was deﬁned as the entire intergenic region.
Breakpoints between S. cerevisiae–Ancestor and K. waltii–
Ancestor were deﬁned identically.
Wechecked thatourbreakpoint-ﬁnding algorithmwas
in agreement with previously mapped breakpoints between
S. cerevisiae and K. waltii by manually comparing a subset
ofourbreakpointswiththose mappedbyKellisetal.(2004)
and those shown in the YGOB (version PNAS 2007)
(Byrne and Wolfe 2005). Kellis et al. (2004) deﬁne 353
syntenic blocks as clusters of genes that are less than 20
genes apart and contain at least three genes. These blocks
demarcate gross rearrangements and contain within them
many smaller-scale genome rearrangements. We conﬁrmed
that our algorithm successfully identiﬁed breakpoints at the
boundaries of each of the syntenic blocks called by Kellis
et al. (2004) on S. cerevisiae chromosomes X and XII and,
in addition, also identiﬁed many other smaller-scale rear-
rangements within each block. In YGOB, we scanned
through S. cerevisiae chromosomes X and XII and ob-
served that all 119 of the breakpoints we call on these chro-
mosomes are clearly marked by the browser. Differences
between our breakpoints and those in YGOB occur where
one species has a gene the other species does not (captured
by YGOB), a breakpoint is called by YGOB but corre-
sponds to a junction between supercontigs in our assembly
(and therefore is not seen as a break), and sites where a K.
waltii gene was not part of the assembled K. waltii genome
(called by YGOB but ignored in our analysis because the





tary Material online). These papers include experimental
evolution under nutrient limitation, stress, or a mutagen, or
experimental evolution in a genome lacking a gene; gross
chromosomal rearrangement and HO-generated break and
repairassays;analysisofcheckpointorrepairmutants;geno-
miccomparisonofS.cerevisiaetoanotherstrainortoanother
sensu stricto species; and the location of horizontally trans-
ferred genes. Overall, 442 breakpoints from 29 papers were
curated.Inclusioncriteriawereasfollows:Abreakpointhad
tobemapped,hadtobeuniquetoagivenexperimentalsetup
or strain in a given paper, and had to represent a physical
breakageorcopynumberalteration.Themappingresolution
ofthebreakpointwastakenintoaccountwhenrecordingthe
coordinates of the breakpoint. For gene resolution of break-





the break had been delineated to a more speciﬁc region, the
breakwasextendedtobeeithertheentiregenicorintergenic
region. For example, if a break was found at a Ty element,
then the break was extended to include the entire intergenic
regiontowhichtheTyelementbelongs.Dubiousgenesinthe
intergenicregionwerenotusedtodeﬁnetheintergenicregion
boundaries. Six literature breakpoints that exceeded 17 kb
were discarded.
The list of papers was broken into two sets: evolution-
arily generated breakpoints and experimentally generated
breakpoints. The evolutionarily generated breakpoints from
seven papers (147 breakpoints) were mapped among sensu
stricto yeast. The remaining 22 papers (295 breakpoints)
were those in which the authors generated the breakpoints
and were known to have both the ancestor and derived
strains. For further details and the list of all literature break-
points used see supplementary table S4 (Supplementary
Material online) and the supplementary section Resources
and Datasets (Supplementary Material online).
Enrichment Analysis
Each S. cerevisiae chromosome was broken into 5-kb
bins for a total of 2,423 bins across the entire genome; bins
did not bridge separate chromosomes (see supplementary
ﬁg. S2 [Supplementary Material online] for the choice of
5-kb bins). Breakpoints and genomic features were as-
signed to bins corresponding to where their midpoints fell.
For each bin, the presence or absence of a breakpoint or
feature was recorded. Then for each feature, the total num-
ber of bins with that feature and a breakpoint was deter-
mined. To test for enrichment of breakpoints and each
feature,ahypergeometricdistributionwasassumed(phyper
function in the statistics package R). P values ,0.05 were
considered as evidence of a correlation and P values ,0.05
after a Bonferroni correction were considered strongly
signiﬁcant.
Distance Method
The S. cerevisiae genome was scanned for break-
points. When a breakpoint was encountered, the distance
to the nearest genomic feature of a particular class was re-
corded. Two methods of measuring distances between
breakpoints and features were used. The midpoint method
measures the distance from the midpoint of the breakpoint
to the midpoint of the feature. The minimal end point
method gives a distance of zero to features falling at least
partially within a breakpoint (ﬁg. 1C). For features falling
outside of a breakpoint, the method uses the distance be-
tween the end point of the feature and the end point of
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a cutoff were excluded from the latter method. The cutoff
was used so that the few very large breakpoints would not
give a distance of zero to features falling within these large
sections of the genome. For the S. cerevisiae–K. waltii and
S. cerevisiae–Ancestor analysis, a cutoff of 17 kb was used,
thus excluding breaks in a few telomeric regions and in the
ribosomal DNA (rDNA) locus. This cutoff was selected by
observing that all or all but one of the intergenic regions
over 17 kb contained breakpoints, whereas below 17 kb on-
ly a subset of the intergenic regions had breakpoints (sup-
plementaryﬁg.S3,SupplementaryMaterial online).Forthe
K. waltii–Ancestor analysis a cutoff of 14 kb was applied.
The modiﬁed total number of intergenic regions and break-
points is shown in supplementary table S5 (Supplementary
Material online).
Simulation
To determine the signiﬁcance of the distance measures
between breakpoints and features, the null distribution of
distances from breakpoints to features was found by ran-
domizing breakpoints through a circular permutation algo-
rithm (ﬁg. 2A). Speciﬁcally, S. cerevisiae chromosomes
were randomly arranged in a circle. Then breakpoints were
shifted around the circle of chromosomes a random number
of intergenic regions. Literature breakpoints were similarly
treated except that they were shifted a random number of
base pairs because these breakpoints are not constrained to
intergenic regions. Based on preliminary simulation results,
the number ofbreakpoints bearinga feature within 1kb was
furtherstudied(ﬁg.2B).Inall,10,000simulationswererun,
andineachsimulationthenumberofbreakpointswithafea-
ture within 1 kb was recorded. From the resulting distribu-
tion, a P value was obtained by summing the number of
simulations during which the number of breakpoints with
a feature within 1 kb was equal to or greater than observed
inthereal data(ﬁg.2C). Pvalues,0.05 were considered as
evidence of a correlation, and P , 0.05 after a Bonferroni




currently, the number of each type of feature was tallied for
each bin. Regression analysis on a full interaction model
(allfeaturesmultipliedtogether)wasperformedusingthelogit






lis data is written as, Logitfull ,-glm(breakpoint ; centro-
mere   telomere   telomereic_repeat   snoRNA  
snRNA   ribosomal_gene   Spo11_hot spot   tRNA  
Ty   LTR   hcARS, family 5 binomial(link 5 ‘‘logit’’),
data 5 KellisRegressionData). The multiplication symbol
FIG. 2.—The simulation method. (A) To randomly place breakpoints in the genome, breakpoints (b-238, b-40, etc.) were shifted a random number
of intergenic regions over a randomly ordered set of concatenated chromosomes. In this example, break b-238 moves from chromosome V to
chromosome XIV. (B) With the set of real and simulated breakpoints, the distance to the nearest genomic feature was found. In this example the
distances to the nearest hcARS were plotted for one simulated set of Wolfe breakpoints using minimal end point measures. We noted that for ARSs/
origins, tRNAs, Tys, and LTRs, the number of breakpoints with a genomic feature within 1 kb was greater for the real set of breakpoints than for the
random set of breakpoints. (C) For 10,000 simulations, the number of breakpoints with a feature within 1 kb was counted. This distribution was used to
obtain a signiﬁcance value for the number of real breakpoints with the feature within 1 kb (dark-blue line). The signiﬁcance value was found by
summing the number of simulations where the number of breakpoints with the feature within 1 kb was greater than or equal to the real data (dark-blue
line). The distribution and real data are shown for Wolfe breakpoints and hcARSs using the minimal end point measures. The data for this example
produce a P value of 0.0002. The complete data for all genomic features are shown in supplementary table S7 (Supplementary Material online).
354 Di Rienzi et al.represents both the additive and interactive effects of two
terms (e.g., tRNA   hcARS 5 tRNA þ hcARS þ tRNA:h-
cARS,wherethelasttermistheinteractionterm).Termswere
sequentiallyremovedand/orconvertedtoadditiveandinter-
action terms. With each simpliﬁcation of the model, the
new model was compared with the previous model using
a likelihood ratio test with a 0.05 cutoff. If the new model
wasnotfoundtobesigniﬁcantlydifferentfromtheprevious
model, the new simpliﬁed model was accepted. Hence,
a fully reduced model is one in which every remaining term
contributes signiﬁcantly to the prediction of the data; any
further eliminations of terms signiﬁcantly degrades the ﬁt
to the data. A total of 1,000 bootstrap simulations were
performed to obtain typical conﬁdence intervals for the
model’s coefﬁcients.
Algorithms were written in perl, and statistical analy-
ses were performed in R. All perl scripts are available upon
request.
Results
Deﬁning Evolutionary Breakpoints between S. cerevisiae
and K. waltii
To generate an extensive genome-wide list of evo-
lutionary breakpoints in S. cerevisiae, we compared the
genomes of S. cerevisiae and K. waltii (also known as
Lachancea waltii). The yeasts S. cerevisiae and K. waltii
are related by an ancestor that underwent a whole-
genome duplication event in the lineage ultimately pro-
ducing S. cerevisiae (Kellis et al. 2004). Comparison of
the S. cerevisiae and K. waltii genomes reveals that the
100- to 150-My divergence of these species is character-
ized by massive gene loss and by extensive chromosomal
rearrangements, including inversions, translocations, and
smaller duplications (Kellis et al. 2004). By comparing
the locations of these rearrangement breakpoints with
extant S. cerevisiae replication origins, we can ask if
there is any evidence of origins correlating with the





be identiﬁed were used to establish synteny. By aligning K.
waltiihomologsontotheS.cerevisiaegenome,weidentiﬁed
fourspeciﬁctypesofgenomerearrangementbreakpoints(ﬁg.
1A): I) interchromosomal breakpoints—S. cerevisiae inter-
genic regions ﬂanked by K. waltii homologs found on two
different K. waltii chromosomes; II) intrachromosomal
breakpoints—S. cerevisiae intergenic regions where the ad-
jacent genes and their K. waltii homologs are on the same
K. waltii chromosome but more than 20 genes apart; III)
tandemduplications—S.cerevisiaeintergenicregionswhere
thetwoﬂankingS.cerevisiaegenesmatchthesameK.waltii




S. cerevisiae genes 7 and 8 correspond to K. waltii genes 99
and 91, respectively, reﬂecting a change in gene order with
respect to the K. waltii chromosome).
Our method to deﬁne breakpoints between these spe-
cies introduces a few important limitations. First, not all
types of breakpoints are captured. Because of the require-
ment that each S. cerevisiae gene must have a K. waltii ho-
molog, deletions and exogenous gene insertions were not
identiﬁed. The homolog-matching algorithm we created
also could not detect single-gene inversions. Second, our
ability to match the S. cerevisiae and K. waltii genomes
is dependent on being able to assign homologs in the
two species. These homologs are the only information that
allows us to deﬁne blocks of synteny and locations of
breakpoints. To mitigate against potential inaccuracies in
any one homolog assignment between these genomes,
we applied our breakpoint deﬁnitions to two sets of
matched S. cerevisiae–K. waltii genomes, the Kellis and
Wolfe data sets (Kellis et al. 2004; Byrne and Wolfe
2005; see supplementary table S1 [Supplementary Material
online] and Methods). Third, once a homology assignment
was made, any information regarding how completely the
homologs matched each other was lost. For example, gene
fragments are not distinguished from highly conserved
genes. As a result, breakpoints cannot, by deﬁnition, occur
within a gene; our list of breakpoints therefore is limited to
intergenic regions. Fourth, S. cerevisiae intergenic regions
are deﬁned as sequences lying between S. cerevisiae
genes that have K. waltii homologs. It follows then that
some intergenic regions can be quite long if a stretch of
S. cerevisiae genes without K. waltii homologs is encoun-
tered (supplementary ﬁg. S3, Supplementary Material on-
line). Such long stretches are found near the S. cerevisiae
telomeres and the rDNA locus. Last, by our methods, each
single-gene translocation results in two breakpoints, creat-
ing breakpoint clusters. Despite the limitations of our meth-
ods, the rearrangement breakpoints we identiﬁed between
S. cerevisiae and K. waltii are in good agreement with those
previously mapped by Kellis et al. (2004) and those indi-
cated on the YGOB (Byrne and Wolfe 2005; see Methods).
We applied our breakpoint deﬁnitions to these two
data sets, yielding a total of 1,152 breakpoints for the Kellis
data set and 718 breakpoints for the Wolfe data set (supple-
mentary table S5, Supplementary Material online). The
greater number of breakpoints in the Kellis data set reﬂects
the differences in how homologs were assigned in the two
data sets. First, the Wolfe homolog assignment did not
allow for tandem duplications. Second, the Kellis data
set included dynamic regions (e.g., subtelomeric) in the
S. cerevisiae genome. Third, the Kellis K. waltii homologs
were not manually selected to maintain synteny between
S. cerevisiae and K. waltii. Fourth, the Wolfe data set man-
ually selected the best homolog assignments and enforces
a 1:2mappingbetweenK.waltiiand S. cerevisiae.The Kel-
lis data set, on the other hand, uses the best K. waltii match
for each S. cerevisiae gene and allows for greater than a 1:2
mappings between K. waltii and S. cerevisiae. In total there
are 75 K. waltii genes with a greater than a 1:2 mapping,
with the greatest mapping being 1:18 (see the supplemen-
tary section Resources and Datasets [Supplementary Mate-
rial online] for the complete homolog assignments between
S. cerevisiae and K. waltii for the two data sets). By using
two homolog data sets to ﬁnd S. cerevisiae–K. waltii break-
points, we have identiﬁed breakpoints more inclusively in
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data set.
Origins Are Correlated with S. cerevisiae–K. waltii
Evolutionary Breakpoints Using an Enrichment Test
Toinvestigatewhetheracorrelationexistsbetweenthe
location of evolutionary breakpoints and origins of replica-
tion in S. cerevisiae, we began with an enrichment test. We
broke the S. cerevisiae genome into 5-kb bins and scored
each bin for the presence or absence of a breakpoint so that
clusters of breakpoints in a bin would be treated as a single
event. The same procedure was repeated for genomic fea-
tures (tRNAs, origins, see supplementary table S2, Supple-
mentary Material online). For each feature, we tallied the
number of bins containing that feature and a breakpoint.
Signiﬁcance values were determined by comparing the cor-
relations observed in the real data with correlations that
would be expected if breakpoints were randomly placed in-
to bins. As we have restricted each bin to having only a sin-
gle breakpoint, we are effectively sampling bins in the
genome without replacement, and thus a hypergeometric
distribution gives the null distribution of the number of bins
expected to have a breakpoint and a feature.
Our enrichment results (table 1 and supplementary
table S6, Supplementary Material online) corroborate the
previously noted correlation between evolutionary break-
points and S. cerevisiae tRNAs for the Kellis and Wolfe
data sets (Fischer et al. 2000; Kellis et al. 2003; Dietrich
et al. 2004; Hughes and Friedman 2004; Kellis et al.
2004; Garﬁnkel 2005; Liti and Louis 2005; Dujon 2006)
even after a Bonferroni correction for multiple testing.
Though not signiﬁcant in the Kellis data set after a Bonfer-
ronicorrection,wealsofoundthatevolutionarybreakpoints
correlated with Ty LTRs in the Wolfe data set. In contrast,
we did not ﬁnd correlations between breakpoints and ribo-
somal protein genes, small nucleolar RNAs, small nuclear
RNAs, and Spo11 hot spots (supplementary table S6, Sup-
plementary Material online), features with no anticipated
association with breakpoints. These results gave us conﬁ-
dence that the enrichment analysis and our deﬁnition of
breakpoints were consistent with previous analyses.
We applied these same methods to origins. Signiﬁcant
results (table 1 and supplementary table S6, Supplementary
Material online) were found for hcARSs compiled for this
work as well as conﬁrmed ARSs in OriDB (Nieduszynski
et al. 2007) (see supplementary table S2 [Supplementary
Material online] and Methods). These results were signif-
icant after a Bonferroni correction in only the Kellis data
set. Because ARSs do not necessarily act as replication ori-
gins in the chromosomal context, we then tested a newly
published list of origins distinguished by their ability to ﬁre
in a signiﬁcant proportion of cells in a population (McCune
et al. 2008). As a group, these origins were signiﬁcant
though not after a Bonferroni correction forboth breakpoint
sets (supplementary table S6, Supplementary Material on-
line). However, after separating the McCune origins into
early- and late-ﬁring origins as deﬁned by Rad53 check-
point–mediated regulation (Feng et al. 2006; see Methods),
we discovered that early-ﬁring origins are signiﬁcantly
correlated to breakpoints in both data sets even after a Bon-
ferronicorrection(table 1and supplementarytableS6,Sup-
plementary Material online). Origins with earlier ﬁring
times are less likely to be passively replicated by a nearby
origin and may be regulated differently than later-ﬁring ori-
gins (Feng et al. 2006; McCune et al. 2008). These results
suggest that origins are overrepresented at sites that have
experienced a rearrangement event and that the physical
ﬁring of origins or the regulation of early-ﬁring origins
is associated with rearrangements.
Breakpoints Are Correlated with Origins That Map
within 1 kb
Although the ﬁndings from the enrichment analysis
agree with previous analyses, it assumed a theoretical null
distribution describing how randomly placed breaks asso-
ciate with features. Moreover in breaking the genome into
5-kb bins, contiguity between features in adjacent bins is
lost. To better analyze the potential correlation between
evolutionary breakpoints and origins of replication without
assuming a theoretical null distribution and without the use
of bins, we designed an alternative analysis method. For
Table 1
Enrichment and Simulation Analysis Using Minimal End Point and Midpoint Measures for Wolfe S. cerevisiae–K. waltii
breakpoints and Selected Genomic Features
Genomic Feature
Enrichment Test






Number of Bins with
Feature and Breakpoint P Value
Observed









170 45 0.4279 48 50.0 0.6367 37 40.6 0.7500
Spo11 hot spots 409 104 0.5628 118 124.6 0.7503 83 90.9 0.8263
tRNAs 254 105 ,10
 8 107 41.9 0.0003 65 25.6 0.0001
LTRs 255 87 0.0009 76 27.5 ,10
 4 42 14.7 ,10
 4
hcARSs 398 123 0.0055 130 83.5 0.0002 76 50.4 0.0002
McCune early origins
(Rad53 unregulated)
101 41 0.0005 44 22.6 0.0001 21 12.2 0.0089
McCune late origins
(Rad53 regulated)
99 29 0.2288 29 24.6 0.2005 17 14.3 0.2606
NOTE.—SigniﬁcantPvalues(P,0.05)arehighlightedinyellow,andtheentireboxishighlightedinpinkforthosesigniﬁcantafteraBonferronicorrection(P,0.0025for
the enrichment; P , 0.0029 for the simulation). See supplementary tables S6 and S7 (Supplementary Material online) for all features.
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tance from a breakpoint to the nearest feature of that type
(i.e., thedistancefromabreakpointtothenearesttRNA, the
distance from a breakpoint to the nearest origin, etc.). A
permutation scheme then estimates the probability of the
observed distance between breakpoints and features occur-
ring if breakpoints were randomly located in the genome.
Distances between breakpoints and features were
found by measuring the minimal distance between the
end points or the distance between midpoints of the break-
point and feature (see ﬁg. 1C and Methods). To calculate
signiﬁcance values for the distances obtained, the distances
of breakpoints to features were compared with those mea-
sured using asetofrandom breakpoints.As localclusters of
breakpoints exist around single-gene translocations and
highly dynamic regions, we randomized breakpoints by
employing a shifting algorithm to maintain the genic spac-
ing between breakpoints. As described in ﬁg. 2A and Meth-
ods, the S. cerevisiae chromosomes were randomly ordered
and concatenated in silico. Breakpoints were shifted a ran-
dom number of intergenic regions over the concatenated
chromosomes. This randomization method maintains the
genic spacing between breakpoints and ensures that break-
points are only located in intergenic regions following the
permutations.
As a preliminary analysis, we compared the distances
measured for the real set of breakpoints and for one simu-
lated set of breakpoints (ﬁg. 2B). For both data sets, there
were more tRNAs, Tys, LTRs, and origins within 1 kb of
a breakpoint in the real data than in the one simulated set,
indicating that there may be more breakpoints with these
featureswithin1kbthanexpectedbychance.Toseeifthere
were indeed more breakpoints near tRNAs, Tys, LTRs, or
origins than expected, we created 10,000 sets of simulated
breakpoints.Foreachsimulation,wecountedthenumberof
breakpointswithagivenfeaturewithin1kbanddetermined
the signiﬁcance of this value (ﬁg. 2C and Methods).
In agreement with previous work (Fischer et al. 2000;
Kellis et al. 2003; Dietrich et al. 2004; Hughes and
Friedman 2004; Kellis et al. 2004; Garﬁnkel 2005; Liti
and Louis 2005; Dujon 2006), we found values signiﬁcant
after a Bonferroni correction for Tys, LTRs, and tRNAs in
both data sets (ﬁg. 3, table 1, and supplementary table S7,
Supplementary Material online). As in the enrichment test,
we found S. cerevisiae–K. waltii breakpoints to be highly
correlated with ARSs in all four combinations of data sets
andbreakpoint–featuredistancemeasures.Furthermore,we
again discovered that early-ﬁring origins are very strongly
correlated with breakpoints even after a Bonferroni correc-
tion in three of the four analyses (see supplementary table
S7 [Supplementary Material online] and Methods). There-
fore, using two different methods of analysis—enrichment
and the distance methods—on two different S. cerevisiae–
K. waltii homolog sets, we corroborate previous work link-
ing tRNAs, Tys, and LTRs to breakpoints, and we ﬁnd
evidence that origins of replication, speciﬁcally early-ﬁring
origins, are correlated with evolutionary breakpoints.
Saccharomyces cerevisiae–Ancestor Evolutionary
Breakpoints Are Also Correlated with Origins
The S. cerevisiae–K. waltii breakpoints we have con-
sidered thus far represent events occurring on two separate
evolutionary paths: the lineage leading to S. cerevisiae and
the lineage producing K. waltii. Ideally, we would like to
consider the breakpoints in each lineage separately. To do
so would require knowledge of the genome of the yeast an-
cestral to both S. cerevisiae and K. waltii. Although such an
actual ancestral genome is unknown, we can approximate
its gene content using the inferred ancestral genome con-
structed by Gordon et al. (2009).
Using the same methods as before, we mapped
S. cerevisiae–Ancestor and K. waltii–Ancestor breakpoints
(supplementary table S5, Supplementary Material online).
The enrichment and distance analyses revealed the same
correlations for S. cerevisiae–Ancestor breakpoints as seen
for S. cerevisiae–K. waltii breakpoints (table 2 and supple-
mentary table S8, Supplementary Material online) and are
in agreement with a recent analysis of S. cerevisiae–Ances-
tor breakpoints (Gordon et al. 2009) (see Discussion). To
perform the parallel analysis on the K. waltii–Ancestor
breakpoints,wewouldneedK.waltiigenomicfeatures.Un-
fortunately, experimental work to uncover genomic fea-
tures in K. waltii remains to be completed. We were able
to predict, though, the location of tRNAs in the K. waltii
genome using tRNAscan-SE (Lowe and Eddy 1997). Per-
forming enrichment and distance measures tests on the
K. waltii tRNAs showed that tRNAs are correlated with
K. waltii–Ancestor breakpoints (supplementary table S9,
Supplementary Material online). Therefore, in separating
the S. cerevisiae and K. waltii lineages, we ﬁnd further ev-
idence that tRNAs, Tys, LTRs, and origins are correlated
FIG. 3.—The correlative signiﬁcance of Wolfe S. cerevisiae–K.
waltii breakpoints and selected genomic features as determined by
minimal end point distance measures and simulation analysis. The early
and late origins are McCune origins deﬁned by Rad53 checkpoint–
mediated regulation. See supplementary table S7 (Supplementary
Material online) for all genomic features. The histograms show the
number of simulations (y axis) in which a particular number of
breakpoints (x axis) was within 1 kb of a genomic feature. The red
vertical line shows the number of breakpoints within 1 kb of a genomic
feature observed in the real data. The P values were derived by summing
the number of simulations in which the number of breakpoints with
a genomic feature within 1 kb was equal to or greater than the observed
data (red line) and dividing this number by the total number of
simulations performed (10,000).
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age, and we ﬁnd evidence that tRNAs are associated with
breakpoints produced in the K. waltii lineage.
Recent Evolutionary Breakpoints Described in the
Literature Are Correlated with Origins
Breakpoints between S. cerevisiae and K. waltii or the
Ancestorhaveoccurredovera150-Myperiodduringwhich
time tRNAs, transposable elements, and origins have likely
not remained in conserved locations. We therefore wished
to test whether the same correlations would be found using
breakpoints deﬁned over a shorter evolutionary distance
and mapped by different methods. To this end, we curated
breakpoints from the literature on genome arrangements in
the sensu stricto yeast and used the locations of horizontally
transferred genes in S. cerevisiae. Doing so provided us
with 147 breakpoints from seven papers (supplementary
table S4, Supplementary Material online).
As before, we applied the enrichment and distance
analyses to these evolutionarily generated literature break-
points. Unlike our deﬁned evolutionary breakpoints, liter-
ature breakpoints are not conﬁned to intergenic regions.
Therefore, to simulate literature breakpoints, we used
a shifting technique as before but shifted by a random num-





lication (supplementary table S10, Supplementary Material
online). Furthermore, the correlation of early origins, rather
thanlateorigins,withbreakpointswasagainobserved.There-
fore, in addition toﬁnding correlationsbetween S. cerevisiae
origins and evolutionary breakpoints we deﬁned using the
S. cerevisiae, K. waltii, and Ancestor genomes, we also ﬁnd
a signiﬁcant correlation between origins and more recent
breakpoints described in the literature.
Origins Exist at Sites That Experience Breakage in the
Laboratory Setting
Thus far we have established a correlation between
breakpoints generated over evolutionary timescales and ex-
tant S. cerevisiae replication origins as well as with tRNAs,
Tys, and LTRs. This correlation cannot, however, untangle
causeandeffect—whetheranoriginwaspresentpriortothe
rearrangement and thus may have promoted the rearrange-
ment, or whether an origin arose at the breakpoint subse-
quent to and perhaps promoted by the rearrangement
event. Although we cannot ask if origins existed at evolu-
tionary break sites prior to rearrangements, we can examine
breakpoints generated in systems where origin location is
known prior to the break event. Accordingly, we analyzed
the subset of literature breakpoints wherein the authors
were known to have both the original and derived strains
producing the published breakpoint (supplementary table
S4, Supplementary Material online). As origin location is
believed to be largely conserved among the sensu stricto
species (Nieduszynski et al. 2006), we included breakpoints
from studies using S. cerevisiae or sensu stricto yeast. Using
FIG. 4.—The correlative signiﬁcance of experimental breakpoints
and selected genomic features as determined by minimal end point
distance measures and simulation analysis. See supplementary table S11
(Supplementary Material online) for all genomic features. See the legend
in ﬁg. 3 for further details.
Table 2
Enrichment and Simulation Analysis Using Minimal End Point and Midpoint Measures for Wolfe S. cerevisiae–Ancestor
Breakpoints and Selected Genomic Features
Genomic Feature
Enrichment Test






Number of Bins with
Feature and Breakpoint P Value
Observed









170 16 0.7202 16 21.6 0.9209 13 17.7 0.9036
Spo11 hot spots 409 40 0.7215 43 48.6 0.8191 29 36 0.9057
tRNAs 254 58 ,10
 9 60 16 0.0001 38 10.1 0.0002
LTRs 255 43 0.0006 43 10.2 ,10
 4 23 5.7 ,10
 4
hcARSs 398 57 0.0052 55 31.1 0.0002 35 19.6 0.0007
McCune early origins
(Rad53 unregulated)
101 21 0.0013 10 8.5 0.0009 12 4.9 0.0036
McCune late origins
(Rad53 regulated)
99 7 0.9093 8 9.2 0.7037 4 5.6 0.8149
NOTE.—SigniﬁcantPvalues(P,0.05)arehighlightedinyellow,andtheentireboxishighlightedinpinkforthosesigniﬁcantafteraBonferronicorrection(P,0.0025for
the enrichment; P , 0.0029 for the simulation). See supplementary table S8 (Supplementary Material online) for all features.
358 Di Rienzi et al.this list of recent, experimentally observed breakpoints, we
again found correlations, though not as highly signiﬁcant
across all analyses, of breakpoints with tRNAs, Tys, LTRs,
and early-ﬁring replication origins (ﬁg. 4, table 3, and sup-
plementary table S11, Supplementary Material online).
Therefore, we have evidence that origins are found at rear-
rangement sites prior to breakage, consistent with the idea
that origins may contributeto genomerearrangement events.
Evolutionary Breakpoints near Origins Are Also
Experimental Breakpoints
By analyzing both experimentally and evolutionarily
generatedbreakpoints,wehavediscoveredthatS.cerevisiae
origins are present both at sites that break under experimen-
tal conditions and at sites that are the product of an evolu-
tionary rearrangement. Is it then the case that origins are
fragilesitesin thegenomethat are repeatedly usedasbreak-
points over evolutionary time and in experimental systems?
To address this question, we ﬁrst asked if the evolutionary
and experimental breakpoints overlap. We found that about
half of the experimentally generated breakpoints are within
1kbofanevolutionarybreakpoint,althoughthecollocation
of these two types of breakpoints is not signiﬁcant (supple-
mentary table S12, Supplementary Material online). Next
we asked if the speciﬁc subset of evolutionary breakpoints
thatisassociatedwithoriginscorrelateswiththeexperimen-
tal breakpoints. For comparison the same procedure was
repeated for tRNAs and LTRs. We found that, like tRNA-
and LTR-associated evolutionary breakpoints, early-ﬁring
origin-associated evolutionary breaks deﬁned by both data
setscorrelatesigniﬁcantlyafteraBonferronicorrectionwith
the experimentally generated breakpoints (supplementary
table S12, Supplementary Material online), and evolution-
ary breakpoints associated with hcARSs correlate strongly
afteraBonferronicorrectioninonedataset.Hence,wehave
evidence that, like tRNAs and Tys, early-ﬁring replication
origins are associated with fragile genomic sites.
tRNAs, Tys, LTRs, and Origins Are Clustered Together
throughout the Genome
We have observed correlations of both evolutionary
and experimental breakpoints with replication origins.
These individual correlations, however, could be indirect
due to clustering of features. For instance, replication
origins may be indirectly correlated with breakpoints by
being directly correlated with tRNAs, which are in turn
directly correlated to breakpoints. Dunn and Sherlock
(2008), for example, note that breakpoints mapped between
S. cerevisiae and S. pastorianus are frequently found where
tRNAs, Ty/LTRs, and origins are clustered together. The
proximity of Tys and LTRs to tRNAs has been well docu-
mented(Kimetal.1998;BoltonandBoeke2003;Bachman
et al. 2004; Garﬁnkel 2005). As well, a correlation between
potential replication origins and tRNA/Tys has been re-
ported previously (Wyrick et al. 2001; Gordon et al.
2009). We conﬁrmed all the above correlations by perform-
ing enrichment tests among tRNAs, Tys, LTRs, and origins
(supplementary table S13, Supplementary Material online).
In this analysis, we found that speciﬁcally early-ﬁring ori-
gins are highly correlated with tRNAs and LTRs.
This correlation suggests either that origins and
tRNAs/LTRs are located together in the genome at places
that subsequently become fragile sites or that genome
breakage and subsequent rearrangements result in origins
and tRNAs/LTRs coming together. We distinguished be-
tween these two possibilities by ﬁrst removing hcARSs,
tRNAs, Tys, and LTRs within 5 kb (by end point measures)
of a breakpoint, thereby leaving only hcARSs, tRNAs, Tys,
and LTRs that are not associated with breakpoints. In re-
peating the enrichment analysis, the correlation among
hcARSs,tRNAs,Tys,andLTRspersisted(datanotshown).
Although it is possible that some of the hcARS-tRNA-Ty/
LTR clusters have not yet experienced a break or are inca-
pable of breaking for another reason, these results suggest
that their collocations are independent of breakpoint forma-
tion.
Origins Increase the Chance of Breakage in the Genome
Independent of Proximity to tRNAs, Tys, and LTRs
Because origins, tRNAs, and Ty/LTRs are clustered
throughout the genome, how do we interpret correlations
between these features and breakpoints? One possibility
isthatthepresenceofabreakpointresultsfromthepresence
of only one of the three types of features, whereas the other
Table 3
Enrichment and Simulation Analysis Using Minimal End Point Measures for Experimentally Derived Breakpoints from the
Literature with Selected Genomic Features
Genomic Feature
Enrichment Test Minimal End Point Distance Measures Simulation Test
Total Number of
Bins with Feature
Number of Bins with
Feature and a Breakpoint P Value
Observed





170 7 0.9924 10 26 0.9971
tRNAs 254 49 ,10
 8 126 33.9 ,10
 4
LTRs 255 72 ,10
 23 130 33.8 ,10
 4
hcARSs 398 43 0.0408 88 62.1 0.0060
McCune early origins
(Rad53 unregulated)
101 13 0.0774 40 16.4 0.0001
McCune late origins
(Rad53 regulated)
99 6 0.8546 7 16 0.9709
NOTE.—Signiﬁcant P values (P , 0.05) are highlighted in yellow, and the entire box is highlighted in pink for those signiﬁcant after a Bonferroni correction (P ,
0.0025 for the enrichment; P , 0.0029 for the simulation). See supplementary table S11 (Supplementary Material online) for all features.
Fragile Genomic Sites Are Associated with Origins of Replication 359two types of features are clustered with the ﬁrst feature for
an independent reason. A second possibility is that break-
point formation requires two or more features acting code-
pendently. Lastly, the likelihood of a genomic region
experiencing a rearrangement may increase by the additive
and independent effects of each feature.
We distinguished between these possibilities by em-
ploying regression analysis on the S. cerevisiae–K. waltii
breakpoints. We did not have enough experimental break-
points to perform regression analysis on those breakpoints.
For the Kellis and Wolfe data sets and the hcARSs, we
derived the simplest model that predicts the presence of
a breakpoint as well as does a model with all genomic fea-
tures dependent on each other (see Methods). The simplest
model for both data sets was a completely additive model in
which tRNAs and hcARSs independently increase the like-
lihood of a breakpoint being present (supplementary table
S14, Supplementary Material online). The lack of LTRs in
the model may result from the close overlap of tRNAs with
Tys/LTRs. This model thereby suggests that tRNAs and
origins directly and independently contribute to breakpoint
formation.
Asafurtherreducedmodellackingoriginswasasignif-
icantly poorer predictor of breakpoint location, the
regressionanalysispredictsthatthereshouldbeapopulation
of origins unassociated with nearby tRNAs and Tys/LTRs
that are, nevertheless, correlated with breakpoints. To test
the conclusions of the regression analysis, we removed all
hcARSs, tRNAs, and Tys/LTRs that have another different
kind of feature within 5 kb measured by minimal end point
measures.Thisdistancemeasurementisstricterthanthe5-kb
bins used for regression analysis. After removing features,
there remained 250 hcARSs, 34 tRNAs, 12 Tys, and 23
LTRs,representinglossofabout half thehcARSsandabout
a10-foldreductioninthenumberoftRNAs,Tys,andLTRs.
Using the minimal end point distance analysis, we obtained
signiﬁcant P values for the Kellis-deﬁned S. cerevisiae–
K. waltii breakpoints associated with isolated hcARSs,
whereas Wolfe breakpoints were only weakly correlated
with isolated origins (Kellis: P value 5 0.0007; Wolfe: P
value 5 0.0454). To test the validity of this analysis, we re-
peatedtheanalysisforisolatedtRNAsandLTRs.Duetothe
substantialoverlapoftRNAsandTy/LTRs,wetreatedthese
features as one group so that only half of tRNAs and Ty/
LTRs were lost when we removed clusters of features. In
doing so we obtained signiﬁcant correlations between the
evolutionary breakpoints and tRNAs or LTRs (P values
,0.0005) for both data sets. The results here are in agree-
mentwiththeregressionresults.Theyagreewithanoverlap
of tRNAs with Tys/LTRs, and, more importantly, theyindi-
catethatoriginsofreplicationarefragilesitesindependentof
being associated with tRNAs, Tys, and LTRs.
Discussion
Genome rearrangements alter the genome in ways that
areneutral,beneﬁcial,ordetrimentaltotheorganism.These






species, each compared pairwise with S. cerevisiae)a s
well as breaks generated under laboratory conditions in
S. cerevisiae—‘‘experimental breaks.’’ With both sets of
breakpoints, we found associations with previously known
features—tRNAs, Tys, and LTRs—and we also identiﬁed
origins of replication as an additional element associated
with genome fragility. Speciﬁcally, we found a signiﬁcant
correlation between breakpoints and sequences observed
toinitiatereplicationnotonlyinplasmidmaintenanceassays
butalsointheirnativechromosomallocationsandwithgen-
erally early-ﬁring times in S phase. Not surprisingly, given
the known colocalization of breakpoints with tRNAs, Tys,
and LTRs, we also noted a colocalization of origins with
theseelements.However,wefoundnoevidencethatthecor-
relation between origins and S. cerevisiae–K. waltii break-
points depends on one of these other features.
Recently, using a simulation that was similar to our
enrichment analysis, Gordon et al. (2009) also reported cor-
relations among tRNAs, origins, and breakpoints mapped
between S. cerevisiae and a hypothetical ancestor of
K. waltii and S. cerevisiae, constructed from more species
than the ancestor used in our study. As in our study, though
both tRNAs and origins correlate signiﬁcantly with
S. cerevisiae–Ancestor breakpoints, the correlation be-
tween tRNAs and breakpoints appeared stronger than that
for origins and breakpoints. Likewise, they found a strong
correlation between tRNAs and origins themselves, al-
though they did not attempt to unravel whether tRNAs
and origins actindependently, synergistically,orcodepend-
ently with each other in their association with breakpoints.
They additionally analyzed genes speciﬁcally gained in the
lineage leading to S. cerevisiae and found these sites to be
correlated with tRNAs and origins despite ﬁnding that gene
gain sites are not correlated with breakpoints. As we did not
consider gene gains in either S. cerevisiae or K. waltii, this
result of Gordon et al. (2009) suggests that we have been
conservative in estimating the number of genome-altering
events associated with origins.
Itisformallypossiblethatoriginsarise orareinserted
at sites of breakage. A recent report using human cell lines
suggests that there is overreplication of 200-bp regions
containing replication origins (Gomez and Antequera
2008). There is also evidence that nuclear fragments of
DNA can repair dsDNA breaks by microhomology-medi-
ated nonhomologous end joining (NHEJ) (Moore and
Haber 1996; Ricchetti et al. 1999; Yu and Gabriel
1999). Hence, if fragments of origin sequence are present
inthenucleus,theymayhavethepotentialtoparticipatein
microhomology-mediated NHEJ. This mechanism would
result in origins migrating to break sites rather than exist-
ing prior to breakage, thereby leading to origins being
found at sites that are the product of an evolutionary re-
arrangement. We observed in our analysis of experimen-
tally generated breakpoints, however, that origins exist at
sites that come to experience breakage. Therefore, our
work suggests that origins play a role in creating breaks
or misrepairing them, ultimately producing genome rear-
rangements.
360 Di Rienzi et al.Rearrangements in the genome are likely only observ-
able when a threshold probability of breakage is exceeded
and a nonconservative repair process is used. It is possible
that while tRNAs, LTRs, and origins make individual con-
tributions to producing rearrangements, the additive effects
of these features together greatly increases the likelihood of
a rearrangement event occurring. This notion may explain
why it is frequently observed that rearrangements occur at
sites containing a combination of these three features.
How might replication origins increase the propensity
of a region to experience breakage? Do origins participate
in the initial break or the subsequent repair? Although these
questions have yet to be experimentally studied, we can re-
view the breakpoint and repair literature to assess possible
mechanismsoforigininvolvementinbreakpointformation.
In considering breakage, is the origin sequence prone to
breakage? Yeast origins of replication are composed of an
approximately 200-bp sequence with a degenerate 17-bp
AT-richconsensussequencepresentinanucleosome-freere-
gion(Nieduszynskietal.2006).TheAT-richoriginconsen-
sus sequence or its presence in a nucleosome-free region
couldmakeoriginsparticularlyvulnerabletoDNAbreakage.
It is possible that the AT content of origins promotes local
DNAunwinding,increasingthechanceofbreakageinorigin
sequences. However, because origins in S. cerevisiae are
thought to be bound throughout the cell cycle by origin rec-
ognitioncomplex(ORC)proteins(Difﬂeyetal.1994;Liang
andStillman1997),anyinstabilityincurredbyATcontentor
the lack of nucleosomes is likely to be transient.
Although the ORC at replication origins may protect
AT-richDNA,itmayalsobeasource ofinstability.Protein
complexes bound at speciﬁc sites throughout the genome
present obstacles to the replication fork (Ivessa et al.
2003). For example, one mechanism by which tRNAs
are thought to generate genomic instability is by bound
RNA polymerase III inferring with the replication machin-
ery,therebycausingforkpausingandbreakage (Deshpande
andNewlon1996;Ivessaetal.2003).Onepredictionofthis
idea is that origins bound by ORC but passively replicated
by a fork emanating from a nearby origin would experience
fork pausing and thus should appear to be correlated with
breakpoints. If not replicated by a nearby origin, these pas-
sively replicated origins would ﬁre late in S phase. There-
fore, under this hypothesis, we would expect that later-
ﬁring origins would be correlated with breakpoints. We
found, however, the converse to be the case—that early-
ﬁring origins are correlated with breakpoints, whereas
later-ﬁring origins are not. Thus, our data do not corrobo-
rate the notion of instabilitybeing generated by passive rep-
lication through an unﬁred origin.
Are there steps during DNA replication that might be
inherently destabilizing? During replication of the lagging
strand and processing of Okazaki fragments, ssDNA is pro-
duced (Garg and Burgers 2005). In general, any disruption
of replication progression produces an accumulation of
ssDNA believed to be mainly on the lagging strand (Sogo
et al. 2002). As ssDNA is chemically less stable than
dsDNA (Lindahl 1993), it may be more prone to nicking
or forming secondary structures that are substrates for re-
pair. ssDNA formation as currently understood, however,
is unlikely to produce the observed correlations; unless
there is notably more ssDNA exposed directly around ori-
gins or if ssDNA around origins persists longer, ssDNA
generated during replication should lead to instability
throughout the genome and not to hot spots around origins.
Alternatively, origins may not be more prone to break-
age but may cause or be involved in an error-prone repair
pathway. Several lines of reasoning are consistent with this
hypothesis. First, with around 400 origins in the yeast
genome, could the origin consensus sequence act as a re-
peated element capable of HR? As there are over 10,000
matches to the consensus sequence in the yeast genome
(Nieduszynski et al. 2006), it seems improbable that the
correlation between origins and breakpoints would be ob-
served if these short repeats were functioning as sites of
recombination. A correlation could be observed if an event
during replication promoted recombination at origins.
Though poorly understood, replication initiation has
been associated with HR-independent recombination in
S. cerevisiae (Lopes et al. 2003) and HR-dependent recom-
bination in Saccharomyces pombe cells (Segurado et al.
2002). These recombination events are believed to help
establish sister chromatid cohesion. Perhaps these events
could lead to nonallelic recombination around origins
and produce origin-proximal rearrangements.
Second,Payenetal.(2008)showedthatwhereasdupli-
cations produced through an HR-dependent mechanism
could be interchromosomal or intrachromosomal events,
break events repaired through an HR-independent mecha-
nism produced smaller segmental duplications that were al-
mostexclusivelyintrachromosomal.Thoughnotconclusive,
in analyzing rearrangement size, we found a better correla-
tion of replication origins with small-scale rather than with
large-scalerearrangements(datanotshown).Followingthis
reasoning,wewouldpredictthatoriginscontributetobreak-
point formation via an HR-independent mechanism.
Third, phosphorylation of Sae2 by Cdc28/Cdk1 has
been shown to be involved in regulating the switch from
error-prone NHEJ repair, which predominates in G1, to er-
ror-free HR in S phase (Huertas et al. 2008). Perhaps this
switch is not complete early in S phase. Thus, any damage
generated as replication forks emanate from early origins
could undergo error-prone repair, leading to breakpoints
proximal to early-ﬁring origins, whereas damage generated
at late-ﬁring origins would be more likely to undergo error-
free repair.
Anotherrecentworkalso hassuggestedalink between
early-ﬁring origins and genome instability. Frum et al.
(2008) observed replication pausing near newly replicated
origins in early S phase in human ﬁbroblasts. Separately,
Caldwell et al. (2008) demonstrated that early episomal ori-
gins contribute to signaling the S phase DNA damage
checkpoint and that such signaling is dependent on forks
encounteringareplicationpause.Isitjustacoincidencethat
only early origins are correlated with tRNAs (and Tys/
LTRs) (supplementary table S13, Supplementary Material
online), which have been shown to cause replication fork
pausing (Deshpande and Newlon 1996; Voineagu et al.
2008)? This coincidence raises some questions on the ge-
nomic organization of origins, tRNAs, and associated Tys/
LTRs. For example, are early-ﬁring origins with a proximal
tRNA selected for via increased S phase DNA damage
Fragile Genomic Sites Are Associated with Origins of Replication 361checkpoint signaling? Or do proximal tRNAs impact ori-
gin-ﬁring time by some manner?
Relevant to this discussion is whether origin location
is conserved. Among hemiascomycetes, origins have only
been completely mapped in S. cerevisiae. Though there is
evidencesuggesting thatorigins showsyntenyoverthesen-
su stricto species (Yang et al. 1999; Nieduszynski et al.
2006), whether synteny of origins is extended to K. waltii
isuncertain.Unlikeothergenomicfeatures,originsshowan
exceptional level of redundancy to the point where an
S. cerevisiae chromosome lacking all known origins segre-
gates normally 97% of the time (Dershowitz et al. 2007).
Therefore,theinterpretationofthecorrelationbetween evo-
lutionarily deﬁned breakpoints and extant S. cerevisiae ori-
ginsisnotstraightforward;itcanonlybeknownthatorigins
now exist at sites that underwent a genome rearrangement.
It is only in studying the recently generated experimental
breakpoints that we can directly show that origins are lo-
cated at sites that experience rearrangements. A cursory
look at tRNA conservation between S. cerevisiae and
K. waltii reveals that about 50% of tRNAs are syntenically
conserved between these species. These tRNAs are located
both within and at the ends of syntenic blocks. We infer
then that tRNAs are capable of participating in as well
assurviving breakageandrepairevents.Experimentalwork
is called for to verify the role of origins in genome rear-
rangements and to determine how origins are affected fol-
lowing a rearrangement. Investigating the effect of origins
on genome stability and the fate of origins after a break
event may reveal new mechanisms in genome evolution
and further our understanding of genome architecture.
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