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a b s t r a c t
The exponential partial Bell polynomials are polynomials in an infinite number of variables
x1, x2, . . . , and it is well-known that some special combinatorial sequences, e.g., Stirling
numbers of both kinds, Lah numbers and idempotent numbers, can be obtained from the
Bell polynomials. In this paper, we study these polynomials bymaking appropriate choices
of the variables x1, x2, . . .which are related to associated sequences (binomial sequences)
and Sheffer sequences. As a consequence, many general identities on Bell polynomials
are proposed. From these general identities, we can obtain series of identities on Bell
polynomials. It can also be found that many results presented before are special cases of
the general identities of this paper.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The exponential partial Bell polynomials [1, pp. 133 and 134] are the polynomials
Bn,k = Bn,k(x1, x2, . . . , xn−k+1)
in an infinite number of variables x1, x2, . . . , defined by the series expansion
1
k!
( ∞∑
m=1
xm
tm
m!
)k
=
∞∑
n=k
Bn,k
tn
n! , k = 0, 1, 2, . . . .
Their exact expression is
Bn,k(x1, x2, . . . , xn−k+1) =
∑ n!
c1!c2! · · · (1!)c1(2!)c2 · · ·x
c1
1 x
c2
2 . . . , (1.1)
where the summation is over all integers c1, c2, c3, . . . ≥ 0 such that c1 + 2c2 + 3c3 + · · · = n and c1 + c2 +
c3 + · · · = k.
These polynomials are quite general andhave numerous applications in combinatorics. For themost important properties
the reader is referred to, e.g., [1, Chapter 3], [2, Chapter 11] and [3, Chapter 5]. For various applications, generalizations and
recent developments, the reader may consult, for instance, [4–11].
It is well-known that for appropriate choices of the variables x1, x2, . . . , the Bell polynomials will reduce to some special
combinatorial sequences. In particular, we can obtain Stirling numbers of both kinds, Lah numbers and idempotent numbers
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(see [1, p. 135, Theorem B]):
Bn,k(1, 1, 1, . . .) = S(n, k), (Stirling numbers of the second kind),
Bn,k(1!, 2!, 3!, . . .) =
(
n− 1
k− 1
)
n!
k! , (Lah numbers),
Bn,k(0!, 1!, 2!, . . .) = s(n, k), (unsigned Stirling numbers of the first kind),
Bn,k(1, 2, 3, . . .) =
(n
k
)
kn−k, (idempotent numbers).
Therefore it is natural to considerwhat can be obtained from the Bell polynomials by choosing appropriate variables x1, x2, . . . .
In 2005, Abbas and Bouroubi [12] studied this problem. They proposed two general identities for Bell polynomials with
two different methods, one based on the Lagrange inversion formula and the other based on the binomial sequences.
Recently, Yang [13] and Mihoubi [14] generalized Abbas and Bouroubi’s results separately, and obtained more identities
on Bell polynomials and binomial sequences. For convenience, let us list the most elegant identities of these three works:
Bn,k(p0(1), p1(2), p2(3), . . .) =
(
n− 1
k− 1
)
pn−k(n), (1.2)
Bn,k(p0(x), 2p1(x), 3p2(x), . . .) =
(n
k
)
pn−k(kx), (1.3)
Bn,k(p1(x), p2(x), p3(x), . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
pn(jx), (1.4)
where pn(x) is a sequence of binomial type which satisfies
pn(x+ y) =
n∑
k=0
(n
k
)
pk(y)pn−k(x).
Identity (1.2) is first given in [12, Theorem 3] and serves as a special case of [14, Proposition 1]. (1.3) and (1.4) are two of
Yang’s main results with (1.3) a generalization of [12, Theorem 6]. It is interesting to note that the last two identities can
also be found in Mihoubi’s paper. However, Mihoubi did further transformations, so his results [14, Propositions 1 and 2]
are more general.
A sequence is of binomial type if and only if it is an associated sequence [15, p. 26], and an associated sequence is
also a special Sheffer sequence. On the basis of these two facts and using methods similar to those of [12,13], we studied
Bell polynomials and Sheffer sequences in [16] and presented there not only new characterizations of Sheffer sequences
but also several general identities. In particular, we gave the explicit expressions for Bn,k(s0(x), 2s1(x), 3s2(x), . . .) and
Bn,k(s1(x), s2(x), s3(x), . . .), where sn(x) is a Sheffer sequence. Our results also generalize the identities (1.3) and (1.4),
respectively.
More recently, we had the chance to read Mihoubi’s paper [14] referred to above, which encouraged us to reconsider the
problem. As a consequence, we find that it may not be necessary to give general identities on Bell polynomials one by one.
In fact, there exist some more general identities from which we can obtain series of general identities similar to (1.2)–(1.4).
This observation will be discussed here.
The present paper is organized as follows. In Section 2, we introduce some definitions and properties. Section 3 is
devoted to the identities on Bell polynomials and associated sequences (binomial sequences), and Section 4 is devoted to
the identities on Bell polynomials and Sheffer sequences. It can be readily seen that most results obtained in [12–14,16] are
special cases of this paper’s.
2. Definitions and properties
The definitions and properties introduced in this section can be found in the book of Roman [15]. For more details, the
reader is also referred to [17–19].
Let C be a field of characteristic zero (often C = C, the field of complex numbers). Let F be the set of all formal power
series in the indeterminate t over C. Thus an element of F has the form f (t) = ∑∞k=0 aktk, where ak ∈ C. The order
o(f (t)) of a power series f (t) is the smallest integer k for which the coefficient of tk does not vanish. The series f (t) has a
multiplicative inverse, denoted by f (t)−1 or 1/f (t), if and only if o(f (t)) = 0. We call such a series invertible. The series f (t)
has a compositional inverse, denoted by f¯ (t) and satisfying f (f¯ (t)) = f¯ (f (t)) = t , if and only if o(f (t)) = 1. We call any
series with o(f (t)) = 1 a delta series.
Let P be the algebra of polynomials in the single variable x over the field C. Then we can give the definitions of some
special polynomial sequences in P .
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Definition 2.1 ([15, Theorem 2.3.4]). Let f (t) be a delta series and let g(t) be an invertible series. A sequence sn(x) is the
Sheffer sequence for the pair (g(t), f (t)) if and only if
∞∑
n=0
sn(x)
tn
n! =
1
g(f¯ (t))
exf¯ (t). (2.1)
Definition 2.2 ([15, Theorem 2.4.3]). The Sheffer sequence for (1, f (t)) is the associated sequence for f (t). Therefore, a
sequence pn(x) is the associated sequence for f (t) if and only if
∞∑
n=0
pn(x)
tn
n! = e
xf¯ (t). (2.2)
According to [15, Theorem 2.4.5], if pn(x) is an associated sequence, then p0(x) = 1 and pn(0) = 0 for n > 0. Sheffer
sequences and associated sequences have other characterizations. For example, we have the following theorems.
Theorem 2.3 ([15, Theorem 2.3.9]). A sequence sn(x) is Sheffer for (g(t), f (t)), for some invertible g(t), if and only if
sn(x+ y) =
n∑
k=0
(n
k
)
pk(y)sn−k(x)
for all y in C, where pn(x) is associated with f (t).
Theorem 2.4 ([15, Theorem 2.4.7]). A sequence pn(x) is an associated sequence if and only if
pn(x+ y) =
n∑
k=0
(n
k
)
pk(y)pn−k(x) (2.3)
for all y in C.
Theorem 2.4 indicates that a sequence is an associated sequence if and only if it is of binomial type. For the sake of
consistency, we will use the term ‘‘associated sequence’’ in the present paper.
Besides the Sheffer sequence and associated sequence, we will deal with the cross sequence, which is defined as follows.
Definition 2.5 ([15, Theorem 5.3.1]). A sequence p(λ)n (x) is a cross sequence if and only if
p(λ+µ)n (x+ y) =
n∑
k=0
(n
k
)
p(λ)k (y)p
(µ)
n−k(x) (2.4)
for all n ≥ 0, all y in C, and all real numbers λ and µ.
From Theorem 2.3 or the proof of [15, Theorem 5.3.1], we know that if p(λ)n (x) is a cross sequence, then for each λ it is a
Sheffer sequence with p(0)n (x) the corresponding associated sequence.
In this paper, we use the notation 〈L|p(x)〉 to denote the action of a linear functional L on a polynomial p(x) (see
[15, Section 2.1]). In particular, the formal power series f (t) = ∑∞k=0 aktk/k! defines such a linear functional by setting
〈f (t)|xn〉 = an. Analogously to [15, Section 2.2], our work uses the notation tk for the k-th derivative operator on P , that is,
tkxn =
{
(n)kxn−k, k ≤ n,
0, k > n,
where (n)k := n(n−1) · · · (n−k+1) is the falling factorial. For convenience, we replace the notation Bn,k(x1, x2, . . . , xi, . . .)
by Bn,k(. . . , xi, . . .) sometimes.
Our discussion is based on the following lemma (see [15, Section 4.1.8]).
Lemma 2.6. Let g(t) :=∑∞k=1 xktk/k! be a generic delta series; then
〈g(t)|xn〉 = xn, (2.5)
Bn,k(x1, x2, . . .) = 1k! 〈g(t)
k|xn〉. (2.6)
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From this lemma, we find that the key is to choose appropriate delta series g(t). It is in this way that the authors of
[12–14] have obtained some general identities on Bell polynomials, and it is also in this way that we will derive some more
general identities.
In addition to Lemma 2.6, we need the results below.
Lemma 2.7. If pn(x) is the associated sequence for f (t), then xx+βnpn(x+ βn) is the associated sequence for e−βt f (t). If sn(x) is
the Sheffer sequence for (g(t), f (t)), then sn(x+ α + βn) is the Sheffer sequence for
(
g(t)e−αt
(
1− βf (t)f ′(t)
)
, e−βt f (t)
)
.
Lemma 2.8. If pn(x) is an associated sequence, then
pn(xy) =
n∑
k=0
(x)kBn,k(p1(y), p2(y), . . .).
Lemma2.7 is given in [15, Theorem3.8.3]. Its first assertion can also be found in the proof of [14, Proposition 1]. Lemma2.8
is proposed in [16, Eq. (2.5)] with [13, Lemma 2, Eq. (10)] its special case.
3. Identities on Bell polynomials and associated sequences
In this section, wewill present several general identities on Bell polynomials and associated sequences, which generalize
the results of [12–14].
Let
Ψ (x, t) :=
∞∑
n=0
pn(x)
tn
n! = e
xf¯ (t),
where pn(x) is the associated sequence for f (t). Then
Ψ (1, t)b =
(
ef¯ (t)
)b = ebf¯ (t) = ∞∑
n=0
pn(b)
tn
n! = Ψ (b, t),
which also implies that Ψ (1, t)b is an invertible series. In [13,14], the authors made their studies by substituting the delta
series g(t) in Lemma 2.6 with tΨ (1, t)b and Ψ (1, t)b − 1. Thus, in general, how can we get delta series from the invertible
series Ψ (1, t)b? Actually, there is a direct route that we can follow, i.e., multiplying Ψ (1, t)b by a delta series.
3.1. The first case of associated sequences
If h(t) :=∑∞i=1 hit i/i! is a generic delta series, then g(t) = h(t)Ψ (1, t)b is a delta series also. For each complex number
r , define the potential polynomials P (r)n by
∞∑
n=0
P (r)n
tn
n! =
(
1+
∞∑
i=1
hi
t i
i!
)r
.
According to [1, p. 141, Theorem B], P (r)n = P (r)n (h1, h2, . . .) = ∑nk=0(r)kBn,k(h1, h2, . . .). Thus, by Lemma 2.6, we have the
following theorem.
Theorem 3.1. If pn(x) is the associated sequence for f (t) and h(t) :=∑∞i=1 hit i/i! is a generic delta series, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjpi−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)pn−i(kb), (3.1)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hj
b
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)
kb
kb+ (n− i)c pn−i(kb+ (n− i)c). (3.2)
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Proof. On the one hand,
〈g(t)|xn〉 = 〈h(t)Ψ (1, t)b|xn〉 =
n∑
i=1
hi
i! 〈Ψ (1, t)
b|t ixn〉
=
n∑
i=1
(n
i
)
hi〈Ψ (1, t)b|xn−i〉 =
n∑
i=1
(n
i
)
hipn−i(b). (3.3)
On the other hand, by the definition of the potential polynomials,( ∞∑
i=1
hi
t i
i!
)k
xn =
(
1+
∞∑
i=1
hi
t i
i! − 1
)k
xn =
k∑
j=0
(
k
j
)
(−1)k−j
(
1+
∞∑
i=1
hi
t i
i!
)j
xn
=
k∑
j=0
(−1)k−j
(
k
j
) ∞∑
i=0
P (j)i (h1, h2, . . .)
t i
i! x
n
=
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)x
n−i, (3.4)
from which we have
1
k! 〈g(t)
k|xn〉 = 1
k!
〈
Ψ (1, t)kb|
( ∞∑
i=1
hi
t i
i!
)k
xn
〉
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)〈Ψ (1, t)kb|xn−i〉
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)pn−i(kb).
Hence, the first identity (3.1) can be established. Replacing in (3.1) the sequence pn(x) by the sequence xx+nc pn(x+ nc), we
can also deduce the second identity. It should be noticed that (3.1) can be obtained from (3.2) by setting c = 0. 
If the delta series h(t) in Theorem 3.1 is defined by h(t) = eaf¯ (t) − 1 = ∑∞i=1 pi(a)t i/i!, where a 6= 0, then hi = pi(a).
Making use of Lemma 2.8, we have
P (j)i (h1, h2, . . .) =
i∑
l=0
(j)lBi,l(p1(a), p2(a), . . .) = pi(ja).
This combined with Theorem 2.4, Lemma 2.7 and Theorem 3.1 leads us to the next result.
Theorem 3.2. If pn(x) is an associated sequence, then
Bn,k(. . . , pi(a+ b)− pi(b), . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
pn(ja+ kb), (3.5)
Bn,k
(
. . . ,
a+ b
a+ b+ ic pi(a+ b+ ic)−
b
b+ ic pi(b+ ic), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
)
ja+ kb
ja+ kb+ nc pn(ja+ kb+ nc). (3.6)
Since the forms of these two identities are very simple, we would like to give a detailed discussion on them.
By setting c = 0 in identity (3.6), we readily obtain (3.5); while by setting b = 0 in (3.6), we derive the following identity:
Bn,k
(
. . . ,
a
a+ ic pi(a+ ic), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
)
ja
ja+ nc pn(ja+ nc). (3.7)
Because a 6= 0, we can further obtain the first identity presented in [14, Proposition 2]. In addition to these, the c = 0 case
of (3.7) is just (1.4).
Similarly to what has been done in [12–14,16], we can substitute the sequence pn(x) in Theorem 3.2 with various special
associated sequences.
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Example 3.1. If pn(x) = xn, then Theorem 3.2 gives
Bn,k(. . . , (a+ b)i − bi, . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
(ja+ kb)n,
Bn,k(. . . , (a+ b)(a+ b+ ic)i−1 − b(b+ ic)i−1, . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
(ja+ kb)(ja+ kb+ nc)n−1.
Example 3.2. If pn(x) = (x)n, then we have
Bn,k(. . . , (a+ b)i − (b)i, . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
(ja+ kb)n,
Bn,k(. . . , (a+ b)(a+ b+ ic − 1)i−1 − b(b+ ic − 1)i−1, . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
(ja+ kb)(ja+ kb+ nc − 1)n−1.
When a = b = c = 1, the second identity turns into
Bn,k(. . . , (i+ 1)! − i!, . . .) = Bn,k(. . . , i · i!, . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
(j+ k+ n− 1)n.
The following corollary of Theorem3.2 is interesting.We can see that the right-hand side of (3.8) depends on the variables
a, b and c; while the left-hand side of (3.8) only depends on a.
Corollary 3.3. If pn(x) is an associated sequence, then
p1(a)n = 1n!
n∑
j=0
(−1)n−j
(
n
j
)
ja+ nb
ja+ nb+ nc pn(ja+ nb+ nc). (3.8)
Proof. From the fact that pn(0) = 0 for n > 0, we know that p1(x) has the form αx, where α is a constant in C, and then
a+b
a+b+c p1(a + b + c) − bb+c p1(b + c) = p1(a). Because Bn,n(x1, x2, . . .) = xn1, by setting k = n in (3.6), we obtain the
corollary. 
Many identities can be derived from this corollary. For example,
an =
n∑
j=0
(−1)n−j
(
n
j
)(
ja+ nb+ nc
n
)
ja+ nb
ja+ nb+ nc
=
n∑
j=0
(−1)n−j
(
n
j
)(
ja+ nb+ nc + n− 1
n
)
ja+ nb
ja+ nb+ nc
= 1
n!
n∑
j=0
(−1)n−j
(
n
j
)
(ja+ nb)(ja+ nb+ nc)n−1
= 1
n!
n∑
j=0
(−1)n−j
(
n
j
)
ja+ nb
ja+ nb+ nc φn(ja+ nb+ nc)
= 1
n!
n∑
j=0
(−1)n−j
(
n
j
)
(ja+ nb)(ja+ nb+ nc − nd)n−1.
These are obtained by substituting pn(x) in Corollary 3.3 with (x)n, 〈x〉n, xn, the exponential polynomials φn(x) =∑n
k=0 S(n, k)xk and the Abel polynomials x(x − nd)n−1, respectively, where 〈x〉n := x(x + 1) · · · (x + n − 1) are the rising
factorial polynomials. Note that for the associated sequences referred to above, we have p1(a) = a.
Since Bn,n−1(x1, x2, . . .) = 12n(n− 1)xn−21 x2, then for k = n− 1, Theorem 3.2 will yield the next corollary.
Corollary 3.4. If pn(x) is an associated sequence, then
1
2
(n− 1)p1(a)n−2
(
a+ b
a+ b+ 2c p2(a+ b+ 2c)−
b
b+ 2c p2(b+ 2c)
)
= 1
n!
n−1∑
j=0
(−1)n−1−j
(
n− 1
j
)
ja+ (n− 1)b
ja+ (n− 1)b+ nc pn(ja+ (n− 1)b+ nc).
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Remark 3.5. In [1, p. 136, Eq. (3n)], the following identity is given:
Bn,k(x1 + y1, x2 + y2, . . .) =
k∑
j=0
n∑
i=0
(n
i
)
Bi,j(x1, x2, . . .)Bn−i,k−j(y1, y2, . . .), (3.9)
by which we can establish other expressions for
Bn,k(. . . , pi(a+ b)− pi(b), . . .)
and
Bn,k
(
. . . ,
a+ b
a+ b+ ic pi(a+ b+ ic)−
b
b+ ic pi(b+ ic), . . .
)
.
For instance, setting xi = pi(a+ b), yi = −pi(b) in (3.9) and making use of Eqs. (1.1), (1.4) and (2.3), we have
Bn,k(. . . , pi(a+ b)− pi(b), . . .) = 1k!
k∑
j=0
(
k
j
) j∑
l=0
k−j∑
m=0
(−1)j−l−m
(
j
l
)(
k− j
m
)
pn(l(a+ b)+mb).
However, this identity is more complicated than (3.5).
We have studied the case for h(t) = eaf¯ (t)− 1, and now let us consider the case for h(t) = ear¯(t)− 1, where r(t) is a delta
series with qn(x) the corresponding associated sequence. Like in the discussion before Theorem 3.2, we have hi = qi(a) and
P (j)i (h1, h2, . . .) = qi(ja); then Theorem 3.1 will reduce to the result below.
Theorem 3.6. If pn(x) and qn(x) are associated sequences, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
qj(a)pi−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
qi(ja)pn−i(kb), (3.10)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
b
b+ (i− j)c qj(a)pi−j(b+ (i− j)c), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
) kb
kb+ (n− i)c qi(ja)pn−i(kb+ (n− i)c). (3.11)
Let us give two examples for this theorem.
Example 3.3. If h(t) = eat − 1, then hi = qi(a) = ai. Theorem 3.6 gives
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
ajpi−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
(ja)ipn−i(kb), (3.12)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
b
b+ (i− j)c a
jpi−j(b+ (i− j)c), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
) kb
kb+ (n− i)c (ja)
ipn−i(kb+ (n− i)c). (3.13)
In particular, let us define
ϕn(x, y) :=
n∑
k=0
(n
k
)
pn−k(x)yk. (3.14)
Then identity (3.12) can be rewritten as
Bn,k(. . . , ϕi(b, a)− pi(b), . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
)
ϕn(kb, ja).
Now we have obtained two general identities (3.12) and (3.13) on Bell polynomials and associated sequences, and we can
replace the generic associated sequence in (3.12) and (3.13) by various special ones, just as we did above.
W. Wang, T. Wang / Computers and Mathematics with Applications 58 (2009) 104–118 111
Example 3.4. If h(t) = (1+ t)a − 1, then hi = qi(a) = (a)i. From (3.11), we have
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
b
b+ (i− j)c (a)jpi−j(b+ (i− j)c), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
) kb
kb+ (n− i)c (ja)ipn−i(kb+ (n− i)c).
3.2. The second case of associated sequences
Like in Section 3.1, we first give a general theorem.
Theorem 3.7. If pn(x) is the associated sequence for f (t) and h(t) :=∑∞i=1 hit i/i! is a generic delta series, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjpi−j(b), . . .
)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
pn−k−i(kb), (3.15)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hj
b
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
kbpn−k−i(kb+ (n− k− i)c)
kb+ (n− k− i)c . (3.16)
Proof. Since h(t) is a delta series, then o(h(t)) = 1 and h1 6= 0. By the definition of the potential polynomials, we have( ∞∑
i=1
hi
t i
i!
)k
xn =
(
h1t
∞∑
i=1
hi
ih1
t i−1
(i− 1)!
)k
xn = hk1tk
(
1+
∞∑
i=1
hi+1
(i+ 1)h1
t i
i!
)k
xn
= hk1tk
∞∑
i=0
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
t i
i! x
n
= hk1(n)k
n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
xn−k−i. (3.17)
Let g(t) = h(t)Ψ (1, t)b; then
1
k! 〈g(t)
k|xn〉 = 1
k!
〈
Ψ (1, t)kb|
( ∞∑
i=1
hi
t i
i!
)k
xn
〉
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
pn−k−i(kb).
By appealing to Lemma 2.6 and Eq. (3.3), we can obtain (3.15). Next, according to Lemma 2.7, identity (3.16) can also be
established. 
Note that the left-hand sides of (3.15) and (3.16) in Theorem 3.7 are the same as those of (3.1) and (3.2) in Theorem 3.1,
but the right-hand sides are different. Therefore, sometimes we should make a choice before the computation. For instance,
Theorem 3.7 works efficiently on the example below but Theorem 3.1 does not.
Example 3.5. If h(t) = t − t22 , then h1 = 1, h2 = −1 and hi = 0 for i ≥ 3. By [1, p. 136, Eq. (3n′)]
Bn,k(0, . . . , 0, xj, 0, . . .) = 0, except Bjk,k = (jk)!k!(j!)k x
k
j ,
we know that
P (k)i
(
−1
2
, 0, 0, . . .
)
=
i∑
j=0
(k)jBi,j
(
−1
2
, 0, 0, . . .
)
= (k)i
(
−1
2
)i
.
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Thus Theorem 3.7 yields
Bn,k
(
. . . , ipi−1(b)− 12 i(i− 1)pi−2(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
(k)i
(
−1
2
)i
pn−k−i(kb),
Bn,k
(
. . . ,
ib
b+ (i− 1)c pi−1(b+ (i− 1)c)−
i(i− 1)
2
b
b+ (i− 2)c pi−2(b+ (i− 2)c), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
(k)i
(
−1
2
)i kb
kb+ (n− k− i)c pn−k−i(kb+ (n− k− i)c).
We now consider a special case of Theorem 3.7 by setting h(t) = tear¯(t), where r(t) is a delta series with qn(x) the
corresponding associated sequence. Since
h(t) = tear¯(t) = t
∞∑
i=0
qi(a)
t i
i! =
∞∑
i=1
iqi−1(a)
t i
i! ,
then hi = iqi−1(a). From the fact that q0(x) = 1, we have h1 = 1 and hi+1(i+1)h1 = qi(a). Thus, by means of Lemma 2.8,
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
=
i∑
j=0
(k)jBi,j(q1(a), q2(a), . . .) = qi(ka),
which leads us to the following theorem.
Theorem 3.8. If pn(x) and qn(x) are associated sequences, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
jqj−1(a)pi−j(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
qi(ka)pn−k−i(kb), (3.18)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
bjqj−1(a)
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
kb
kb+ (n− k− i)c qi(ka)pn−k−i(kb+ (n− k− i)c). (3.19)
Let us present two examples of Theorem 3.8.
Example 3.6. If h(t) = teat , then qi(a) = ai. Theorem 3.8 gives
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
jaj−1pi−j(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
(ka)ipn−k−i(kb), (3.20)
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
bjaj−1
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
kb
kb+ (n− k− i)c (ka)
ipn−k−i(kb+ (n− k− i)c). (3.21)
Making use of the notation defined by (3.14), we can rewrite (3.20) as
Bn,k
(
. . . ,
d
dy
ϕi(b, y)
∣∣∣∣
y=a
, . . .
)
=
(n
k
)
ϕn−k(kb, ka).
When a = 0, by the convention 00 = 1, (3.20) and (3.21) reduce to
Bn,k(. . . , ipi−1(b), . . .) =
(n
k
)
pn−k(kb), (3.22)
Bn,k
(
. . . ,
ib
b+ (i− 1)c pi−1(b+ (i− 1)c), . . .
)
=
(n
k
) kbpn−k(kb+ (n− k)c)
kb+ (n− k)c . (3.23)
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It can be readily seen that (3.22) is just Eq. (1.3), which is one of Yang’s main results [13, Theorem 1], and (3.23) is one of
Mihoubi’s main results [14, Proposition 1].
If h(t) = teaf¯ (t), then by appealing to Theorem 2.4, we have
i∑
j=1
(
i
j
)
jpj−1(a)pi−j(b) = ipi−1(a+ b),
n−k∑
i=0
(
n− k
i
)
pi(ka)pn−k−i(kb) = pn−k(ka+ kb),
and (3.18) will reduce to (3.22) again.
Example 3.7. If h(t) = t ( 11−t )a, then qi(a) = 〈a〉i. Eq. (3.19) gives
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
bj〈a〉j−1
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
kb
kb+ (n− k− i)c 〈ka〉ipn−k−i(kb+ (n− k− i)c).
When a = 1, h(t) = t1−t . The above identity turns into
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
bj!
b+ (i− j)c pi−j(b+ (i− j)c), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
kb〈k〉i
kb+ (n− k− i)c pn−k−i(kb+ (n− k− i)c).
Similarly, we can obtain some identities from Theorem 3.8 by setting h(t) = t(1+ t)a, which corresponds to the associated
sequence qn(x) = (x)n. These are left to the readers.
3.3. Further results
In [14, Section 4], Mihoubi proposed two methods for finding more identities on Bell polynomials and associated
sequences. His methods are based on the following two lemmas.
Lemma 3.9. Let xn be a sequence with x1 = 1 and let f (t) = ∑∞n=0 xn+1n+1 tnn! ; then the sequence pn(x) defined by the generating
function
∑∞
n=0 pn(x)tn/n! = f (t)x is an associated sequence which satisfies
pn(k) =
(
n+ k
k
)−1
Bn+k,k(x1, x2, . . .).
The proof of this lemma can be found in [14, Section 4].
Lemma 3.10. Let pn(x) be an associated sequence; then there exists a sequence xn such that Bn,k(x1, x2, . . .) = p(k)n (0)/k!, where
p(k)n (0) := dkpn(x)dxk |x=0.
Proof. Suppose pn(x) is associatedwith f (t); then from [15, Section 4.1.8] (see also [13, Lemma 2, Eq. (9)] and [16, Eq. (2.2)]),
we know that pn(x) satisfies the equation
pn(x) =
n∑
k=0
Bn,k(f¯1, f¯2, . . .)xk,
where f¯n = n![tn]f¯ (t), i.e., f¯ (t) =∑∞n=1 f¯ntn/n!. On defining xn := f¯n, the lemma can be obtained at once. 
Like in [14, Section 4], using these two lemmas, we can derive more identities from those established in Sections 3.1 and
3.2. Let us give the corresponding identities obtained from (3.1) and (3.15).
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Theorem 3.11. Let xn be a sequence with x1 = 1 and write B(n, k) for Bn,k(x1, x2, . . .). Then for integer b ≥ 0 we have
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hj
(
i− j+ b
b
)−1
B(i− j+ b, b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)
(
n− i+ kb
kb
)−1
B(n− i+ kb, kb)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)(
n− k− i+ kb
kb
)−1
B(n− k− i+ kb, kb).
Theorem 3.12. Let f (t) be a delta series satisfying [t]f (t) = 1 and let pn(x) be the corresponding associated sequence for f (t).
Then for integer b ≥ 0 we have
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hj
(i− j)!
(i− j+ b)!p
(b)
i−j+b(0), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)
(n− i)!
(n− i+ kb)!p
(kb)
n−i+kb(0)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
(n− k− i)!
(n− k− i+ kb)!p
(kb)
n−k−i+kb(0).
The notation p(k)n (0) used in this subsection is similar to that of the cross sequence, but we think that it will not confuse
the reader.
4. Identities on Bell polynomials and Sheffer sequences
In this section, we will extend the discussion to Sheffer sequences. For convenience, let us first give two equations.
Let
Ψ (x, t) :=
∞∑
n=0
sn(x)
tn
n! =
1
g(f¯ (t))
exf¯ (t),
where sn(x) is the Sheffer sequence for the pair (g(t), f (t)); then 1/g(f¯ (t)) = ∑∞n=0 sn(0)tn/n!. Moreover, suppose that
s0(x) = 1, which is equivalent to g(0) = 1. From [16, Section 5], we know that such an assumption can simplify the
derivations and it will not lose generality. Now, we have
(Ψ (b, t))k =
(
1
g(f¯ (t))
)k−1 1
g(f¯ (t))
ekbf¯ (t) =
∞∑
i=0
P (k−1)i (s1(0), s2(0), . . .)
t i
i! ·
∞∑
j=0
sj(kb)
t j
j!
=
∞∑
n=0
n∑
i=0
(n
i
)
P (k−1)i (s1(0), s2(0), . . .)sn−i(kb)
tn
n! (4.1)
and
(Ψ (b, t))k =
(
1
g(f¯ (t))
)k
ekbf¯ (t) =
∞∑
i=0
P (k)i (s1(0), s2(0), . . .)
t i
i! ·
∞∑
j=0
pj(kb)
t j
j!
=
∞∑
n=0
n∑
i=0
(n
i
)
P (k)i (s1(0), s2(0), . . .)pn−i(kb)
tn
n! , (4.2)
where pn(x) is the associated sequence for f (t). (4.1) and (4.2) can also be found in [16, Section 3]. These two equations
combined with (3.4) and (3.17) will lead us to several general identities on Bell polynomials and Sheffer sequences.
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4.1. The first case of Sheffer sequences
Theorem 4.1. Let h(t) := ∑∞i=1 hit i/i! be a generic delta series. If sn(x) is the Sheffer sequence for (g(t), f (t)) and satisfies
s0(x) = 1, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjsi−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (k−1)i (s1(0), s2(0), . . .)
n−i∑
l=0
(
n− i
l
)
P (j)n−i−l(h1, h2, . . .)sl(kb)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (k)i (s1(0), s2(0), . . .)
n−i∑
l=0
(
n− i
l
)
P (j)n−i−l(h1, h2, . . .)pl(kb),
where pn(x) is the associated sequence for f (t).
Proof. On the one hand,
〈h(t)Ψ (b, t)|xn〉 =
n∑
i=1
hi
i! 〈Ψ (b, t)|t
ixn〉
=
n∑
i=1
(n
i
)
hi〈Ψ (b, t)|xn−i〉 =
n∑
i=1
(n
i
)
hisn−i(b).
On the other hand, by (3.4), we have
1
k! 〈h(t)
kΨ (b, t)k|xn〉 = 1
k! 〈Ψ (b, t)
k|h(t)kxn〉
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
l=0
(n
l
)
P (j)l (h1, h2, . . .)〈Ψ (b, t)k|xn−l〉.
Thus, making use of Eq. (4.1) and the technique of series rearrangement, we can obtain the first identity of the theorem.
Next, by appealing to (3.4) and (4.2), the second identity can also be derived. 
Since the associated sequence pn(x) satisfies pn(0) = 0 for n > 0, then we have
P (k)i (p1(0), p2(0), . . .) = δ0,i,
where δ0,i is the Kronecker delta. Therefore, from Theorem 4.1, we can establish identity (3.1) again by substituting the
Sheffer sequence sn(x) with the associated sequence pn(x). Moreover, similarly to what we have done for associated
sequences in Section 3, we can use Lemma 2.7 to further generalize the identities given in Theorem 4.1. However, the results
obtained in this way are too complicated and we choose not to present them here.
Now, let us consider some special cases of Theorem 4.1.
If the delta series h(t) in Theorem 4.1 is defined by h(t) = eaf¯ (t) − 1, where a 6= 0, then we have hi = pi(a) and
P (j)i (h1, h2, . . .) = pi(ja). According to Theorems 2.3 and 2.4, the next result holds.
Theorem 4.2. If sn(x) is the Sheffer sequence for (g(t), f (t)) and satisfies s0(x) = 1, then
Bn,k(. . . , si(a+ b)− si(b), . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (k−1)i (s1(0), s2(0), . . .)sn−i(ja+ kb) (4.3)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (k)i (s1(0), s2(0), . . .)pn−i(ja+ kb), (4.4)
where pn(x) is the associated sequence for f (t).
The following are two examples of this theorem.
Example 4.1. The Laguerre polynomials L(α)n (x) (see [15, Section 4.3.1] and [16, Example 4.2]) are Sheffer for (g(t) =
(1− t)−α−1, f (t) = t/(t − 1)) and satisfy
L(α+β+1)n (x+ y) =
n∑
k=0
(n
k
)
L(α)k (y)L
(β)
n−k(x).
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Because P (k−1)i (L
(α)
1 (0), L
(α)
2 (0), . . .) = L((k−1)α+k−2)i (0), Eq. (4.3) gives
Bn,k(. . . , L
(α)
i (a+ b)− L(α)i (b), . . .) =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
L(kα+k−1)n (ja+ kb).
Furthermore, the associated sequence for f (t) is L(−1)n (x); then from (4.4) we will obtain the same identity.
Example 4.2. The Poisson–Charlier polynomials cn(x; a) (see [15, Section 4.3.3] and [16, Example 4.3]) form the Sheffer
sequence for (g(t) = ea(et−1), f (t) = a(et − 1)). Since
cn(x; a) =
n∑
k=0
(n
k
)
(−1)n−ka−k(x)k,
then cn(0; a) = (−1)n and P (k−1)i (c1(0; a), c2(0; a), . . .) = (1−k)i. Additionally, a−n(x)n is the associated sequence for f (t);
then by Theorem 4.2 we have
Bn,k(. . . , ci(c + d; a)− ci(d; a), . . .) = 1k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
(1− k)icn−i(jc + kd; a)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
(−k)iai−n(jc + kd)n−i.
For cross sequences, Theorem 4.1 will reduce to the next result.
Theorem 4.3. Let h(t) :=∑∞i=1 hit i/i! be a generic delta series. If p(λ)n (x) is a cross sequence and satisfies p(λ)0 (x) = 1, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjp
(λ)
i−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
P (j)i (h1, h2, . . .)p
(kλ)
n−i (kb).
Proof. This comes from the fact that
P (k−1)i (p
(λ)
1 (0), p
(λ)
2 (0), . . .) = p((k−1)λ)i (0). (4.5)
The reader is referred to the proof of [16, Corollary 3.3]. 
If the delta series h(t) in Theorem 4.3 is defined by h(t) = ear¯(t) − 1, where r(t) is a delta series with qn(x) the
corresponding associated sequence, then we have the corollary below.
Corollary 4.4. If p(λ)n (x) is a cross sequence which satisfies p
(λ)
0 (x) = 1 and qn(x) is an associated sequence, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
qj(a)p
(λ)
i−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
qi(ja)p
(kλ)
n−i (kb).
Example 4.3. Suppose p(λ)n (x) is Sheffer for (g(t), f (t)) and let h(t) = eaf¯ (t) − 1; then Corollary 4.4 gives us the following
general identity:
Bn,k(. . . , p
(λ)
i (a+ b)− p(λ)i (b), . . .) =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
p(kλ)n (ja+ kb).
The next two identities are obtained by setting h(t) = eat − 1 and h(t) = (1+ t)a − 1, respectively:
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
ajp(λ)i−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
(ja)ip(kλ)n−i (kb),
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
(a)jp
(λ)
i−j(b), . . .
)
= 1
k!
k∑
j=0
(−1)k−j
(
k
j
) n∑
i=0
(n
i
)
(ja)ip
(kλ)
n−i (kb).
Substituting p(λ)n (x)with various special cross sequences, such as the generalized Bernoulli polynomials B
(α)
n (x) [15, Section
4.2.2] and the generalized Euler polynomials E(α)n (x) [15, Section 4.2.3], we can obtain many identities on Bell polynomials.
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4.2. The second case of Sheffer sequences
In view of (3.17), (4.1) and (4.2), the following theorem can be established.
Theorem 4.5. Let h(t) := ∑∞i=1 hit i/i! be a generic delta series. If sn(x) is the Sheffer sequence for (g(t), f (t)) and satisfies
s0(x) = 1, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjsi−j(b), . . .
)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k−1)i (s1(0), s2(0), . . .)
n−k−i∑
l=0
(
n− k− i
l
)
P (k)n−k−i−l
(
h2
2h1
,
h3
3h1
, . . .
)
sl(kb)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i (s1(0), s2(0), . . .)
n−k−i∑
l=0
(
n− k− i
l
)
P (k)n−k−i−l
(
h2
2h1
,
h3
3h1
, . . .
)
pl(kb),
where pn(x) is the associated sequence for f (t).
This theorem is a generalization of identity (3.15) and its proof is similar to that of Theorem 4.1. We now give some
special cases.
Let h(t) = teaf¯ (t); then hi = ipi−1(a) and P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
= pi(ka). These lead us to Theorem 4.6, which is one of the
main results of [16] (see [16, Theorem 3.1]).
Theorem 4.6. If sn(x) is the Sheffer sequence for (g(t), f (t)) and satisfies s0(x) = 1, then
Bn,k (. . . , isi−1(a+ b), . . .) =
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k−1)i (s1(0), s2(0), . . .)sn−k−i(ka+ kb)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i (s1(0), s2(0), . . .)pn−k−i(ka+ kb),
where pn(x) is the associated sequence for f (t).
Next, using Eq. (4.5), we can obtain from Theorem 4.5 the identity for cross sequences.
Theorem 4.7. Let h(t) :=∑∞i=1 hit i/i! be a generic delta series. If p(λ)n (x) is a cross sequence and satisfies p(λ)0 (x) = 1, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
hjp
(λ)
i−j(b), . . .
)
= hk1
(n
k
) n−k∑
i=0
(
n− k
i
)
P (k)i
(
h2
2h1
,
h3
3h1
, . . .
)
p(kλ)n−k−i(kb).
If the delta series h(t) in Theorem 4.7 is defined by h(t) = tear¯(t), where r(t) is a delta series with qn(x) the corresponding
associated sequence, then we have the corollary below.
Corollary 4.8. If p(λ)n (x) is a cross sequence which satisfies p
(λ)
0 (x) = 1 and qn(x) is an associated sequence, then
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
jqj−1(a)p(λ)i−j(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
qi(ka)p
(kλ)
n−k−i(kb).
Example 4.4. Let p(λ)n (x) be the Sheffer sequence for (g(t), f (t)) and let h(t) = teaf¯ (t); then Corollary 4.8 will reduce to
Bn,k(. . . , ip
(λ)
i−1(a+ b), . . .) =
(n
k
)
p(kλ)n−k(ka+ kb),
which has already been given in [16, Corollary 3.3]. Moreover, by setting h(t) = teat and h(t) = t(1+ t)a, respectively, we
can obtain the next two identities:
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
jaj−1p(λ)i−j(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
(ka)ip(kλ)n−k−i(kb),
Bn,k
(
. . . ,
i∑
j=1
(
i
j
)
j(a)j−1p(λ)i−j(b), . . .
)
=
(n
k
) n−k∑
i=0
(
n− k
i
)
(ka)ip
(kλ)
n−k−i(kb).
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