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1. INTRODUCTION 
This paper is closely connected to the author’s paper [I]. There, con- 
trollability for certain nonlinear systems was established by means of standard 
estimates and a topological covering argument. In the last theorem in [l], 
however, LaSalle’s bang-bang principle was used in a way that opened new 
possibilities. In this paper, we go a step further, and use a more modern 
“bang-bang principle,” namely Aumann’s theorem @J(t) dt = $ co F(t) dt 
for set-valued functions F(t) (co = convex hull). See [2], p. 2. We shall 
derive a theorem in the form of a general controllability principle, and 
illustrate the use of this theorem by examples. 
The control systems considered have the form ti = A(t)x+B(t)zc+g(t, x, u), 
where the system 3i = A(t)x + B(t) u is controllable. The nonlinear term 
g(t, X, u) need not be small nor even bounded. What is essential is that 
(1 g(t, X, u)\\ is, roughly speaking, not “too big” when u takes values in a 
sequence of sets E,(t), such that co l&(t) is “big enough.” The sets (or set 
functions) &(t) have to be chosen in a suitable manner in each particular 
case, as is shown by the examples. 
The controllability of perturbed linear systems has been treated by 
Dauer [3] and Lukes [l l] by entirely different methods, and by the author in 
[I]. Integration of set-valued functions has been used in connection with con- 
trollability by Dauer [4], though in a quite different way than that used here. 
2. GENERAL CONDITIONS ON THE CONTROL SYSTEMS- 
NOTATIONS AND SOME BASIC FACTS 
A. The Linear Control System 
Consider the linear control system ff = A(t)x + B(t)u on the interval 
0 < t < T. Here, x E R”, u E Rm, and the matrices A(t) and B(t) have 
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elements in U(O, T). The admissible controls are all m-vector functions witn 
elements in Lm(O, T). We assume that the system is controllable on the interval 
[0, T], that is, it can be steered from any initial point x,, at t = 0 to any final 
point xr at t = T by means of an admissible control. Put 
U, = (u ( UER~, 1 uj) < Mforj = 1, 2 ,..., m} 
and introduce the class of control functions Q,,, = {u(t) ( u(t) is Lebesgue 
measurable and u(t) E U,,., for 0 < t < T}. 
The solution of the control system, starting at x0, satisfies 
x(T) = X( T, 0) x0 + s’ X( T, s) B(s) u(s) ds 
0 
where X(t, s) is the transition matrix of the homogenous system 2 = A(t)x. 
We further put Xr = X( T, 0)x0 , C(s) = X( T, s) B(s), v(u) = JOT C(s) u(s) ds, 
and Go(u) = Xr + v(u) (=x(T)). Clearly, C(s) is an (n x m) matrix function 
with elements in Ll(0, T). 
The image set &2J is compact and convex [IO, p. 691, and 0 E #&). 
Suppose that 0 is a boundary point of &2i). Then ~(Szi) and each I,) = 
N&2,) must lie in a certain half-space and this contradicts the controllability, 
which requires that UK1 oo(QN) = R”. Put S(T) = {x ( x E R”, 11 x 11 ,< Y}. 
Norms of vectors are euclidean, unless otherwise stated. Thus 
d = max(r I S(Y) C p(Q) > 0. 
If M . d > 11 Xr I(, then clearly 
dro(.n,> 1 S(M . d - II XT II). 
B. The Nonlinear Control System 
Consider a system 2 = A(t)x + B(t)u + g(t, x, u), where the matrices 
A(t) and B(t) are the same as before. We need some assumptions concerning 
regularity and magnitude of g(t, x, u). For the control vector u we use the 
norm )I u 11 = max,gjGrn ) u, I. We assume that: 
(1) g(t, x, U) is measurable in t for each fixed (x, U) E Rn+“, g(t, x, u) 
is continuous in (x, u) for each fixed t E [0, T]; 
(2) II At, 0, O>ll EW’, T); 
(3) for each M > 0, there is a(t) ELI(O, T) such that 
II& Xl 3 4 - g(t, x2 , 4 < 49 II xl - x2 II 
provided that 11 u j( < M, 
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(4) for each M > 0, there is b(t) EU(O, T) and a continuous non- 
decreasing function p(s), satisfying ~(0) = 0, such that 
provided that I\ ui I/ < M and I\ u2 I( Q M. 
Naturally, the functions a(t), b(t) and p(s) will in general depend on M. 
Put .f(t, X, u) E A(+ + B(t)u + g(t, X, u). If (( u II < M, then we have 
II g(h 5 u)ll G II ‘id4 x9 u) - gk 0, 411 + II g(t, 074 - g(t, 0, O>ll + II g(c 0, WI < 
44 II x /I + W CL(M) + /I g@, 0, O)ll < 4(ll x II + 1) for SOme c(t) EWO, V. 
Take a control function c(t) E s;Z, , and consider the ordinary differential 
system 3i = f(t, X, ti(t)). It is now clear that 
Il.@, x, ~(~(t))ll < @)(ll x II + 1) (1) 
for some d(t) EU(O, T). It follows from this and condition (1) that 
Caratheodory’s existence theorem can be applied to the system and hence 
a solution exists through any given point. Clearly, 
IIf(t, Xl > W) - f(t, x2 T W)ll G 4) /I x1 - x2 II 
for some e(t) EU(O, T), and uniqueness of the solution follows easily from 
this, as is well known. Furthermore, it follows from (1) by standard 
arguments that the solution can be continued over the whole interval 
[0, T] and that there is a uniform bound: Ij x(t)11 < L = L(x, , M) for the 
solution to * =f(t, x, B(t)), x(0) = x0, still provided that u(t) E 52, (see 
17, pp. 30,31>4q. 
Put V(S) = s + p(s). If 11 u1 (1 < M and [I u2 [/ < M, then we have 
for certain nonnegative functions h(t) and K(t) in L1(O, T). Take two control 
functions tli(t), us(t) in QM and put 69(t) = /I ui(t) - u,(t)\\. Consider solutions 
x,(t), x2(t) of $ = f(t, xi , +(t)) such that x,(O) = x,(O) = x0 , and put 
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W = II d4 - ~&)ll. Th en v(t) is absolutely continuous, v(0) = 0, and 
i)(t) < h(t) s v(@)(t)) + k(t) * v(t) a.e. Integration gives 
We need some more notation. Consider a fixed initial point x(0) = x,, and 
a variable admissible control u(t). For each u(t) we get a solution x(t) of 
k = f(t, x, u), starting at x0. It satisfies 
x(T) = XP”, 0) xo + s’ x( K 4 B(s) u(s) ds + joT X( T, s) g(s, x(s), u(s)) ds. 
0 
Denote this quantity by Q(u). We thus have 
W = XT + ~(4 + loT -VY 4 g(s, 44, W ds. 
Put 
II @@> - @oWlI d K IoT II g(s, 44 Wll ds. 
It is clear that 
K < exp (s,’ II 4)ll ds) > 
where II 4s)ll = sup{/l4s)x II 1 x E R*, II x II < 1). 
3. AUMANN’S THEOREM AND THE LINEAR CONTROL SYSTEM 
A basic theorem of Aumann [2, Theor. 31 states that 
Jo%‘(f) dt = j-’ cop(t) dt 
0 
if the set-valued function F(t) is Bore1 measurable and nonnegative. Here co 
means convex hull. If F(t) is bounded above by an integrable point-valued 
function, then the nonnegativity condition can be dropped. For this and 
further details, we refer to [2]. 
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Now let E(t) be a set-valued function, defined for 0 < t < T, such that 
E(t) is a nonempty compact set in Rm for each t and such that E(t) varies 
continuously with t in the Hausdorff metric. We wish to apply Aumann’s 
theorem to the set function C(t) E(t), where C(t) = X(T, t) B(t). Now the 
set function C(t) E(t) is not necessarily Bore1 measurable, so we need some 
preparation. Clearly, for each t, C(t) E(t) is a nonempty compact set in R”. 
Further, changing B(t) on a set of measure zero will not affect the con- 
trollability of the linear system, the constant d, etc. In particular, we are free 
to put B(t) = 0 on a set V of measure zero, and then C(t) E(t) = (0) for 
te v. 
LEMMA 1. It is possible to change B(t) on a set of measure zero in such a way 
that the set-valued function C(t) E(t) is Bore1 measurable, i.e., its “graph” 
{(t, LX) / 0 < t < T, x e C(t) E(t)} is a Bore2 set in Rn+l. 
Proof. According to Luzin’s theorem there is, for i = 1, 2, 3,..., a closed 
set Fi C [0, T] = I such that m(l\FJ < 1/2i and such that the restriction of 
C(t) to Fi is continuous. Clearly, we may assume that Fl C F, C F3 C .... Put 
F = (JE Fi and V = I\F. Then V has measure zero and we put B(t) = 0 
on V. We claim that C(t) E(t) is Bore1 measurable after this change. Let G be 
the graph of C(t) E(t) on 0 < t < T. Then 
G={(t,O)ItEV}ufi{(t,x)(ttFi,xEC(t)E(t)}. 
i=l 
Now each F, is closed, and C(t) is continuous on Fi . Further, E(t) is compact 
and depends continuously on t in the Hausdorff metric on all of I. It follows 
from this that ((t, x) 1 t E Fi , x E C(t) E(t)} is a closed set in R”+l, and hence 
a Bore1 set. Finally, V = fly?, (I\F,) = ny=, [(- 1/2i, T + 1/29\F,] and thus 
{(t, 0) I t E V> = ; ((4 x) I t E [(-l/2i, T + 1/2i)\F,], (I x/l < l/2i}, 
i=l 
which is clearly a Bore1 set in R n+l (it is a set of “type Gs”). Consequently, G 
is a Bore1 set in Rn+l, which proves the lemma. 
From now on, we assume that this change has been done. Note that 
this operation does not depend on the set-valued function E(t), it only 
depends on C(t). Further, we assume that co E(s) 3 U, for s E I. Hence 
C(s)(co E(s)) 3 C(s)U, . But it is evident that C(s)(co E(s)) = co(C(s) E(s)), 
so we have co(C(s) E(s)) 1 C(s)U, . Consequently 
j-’ co(C(s) E(s)) ds 3 I’ (C(s) U,) ds 3 ,(a,). 
0 0 
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(For the dejkition of such integrals, see [2].) According to Lemma 1, the set- 
valued function C(t) E(t) is Bore1 measurable. Further, it is clear that 
C(t) E(t) is dominated by an integrable function. We may thus apply Aumann’s 
theorem and conclude that 
IoT co( C(s) E(s)) ds = jO= (C(s) E(s)) ds. 
Hence Jt (C(s) E(s)) ds 3 y(QM). Introduce the class of control functions 
?E = @(.> I w E E(t) on 1, u( .) is Lebesgue measurable}. 
LEMMA 2. Jr (C(s) E(s)) ds = (p(&). 
Proof. Since v(u) = j: C(s) U(S) ds, it is obvious that 
FG’E) C joT (C(s) W) ds, 
but the converse inclusion is not so trivial. 
Let y(t) E C(t) E(t) for t E I and let r(t) have integrable components. We 
need G E GE such that 
We put 
j-’ C(t) Is(t) dt = lry(t) dt. 
0 0 
@(t(t) = lex min[{C-l(t)(y(t))} fl E(t)], 
where “lex min” stands for lexicographic minimum. Since y(t) E C(t) E(t), 
and E(t) is compact, it follows that {C-l(t)(y(t))} n E(t) is nonempty and 
compact, and hence ii(t) is well-defined. Further, a(t) E E(t) and C(t) a(t) = 
y(t). It remains to prove that @t(t) is measurable, and this is done by induction 
on the components of a(t) in a (by now) classical way. We use a slight modi- 
fication of Lemma 8.2 in [9, p, 301. W e omit the details. (See also [5, p. 781, or 
[IO, p. 161, Lemma 3A].) This proves the lemma. 
We may thus conclude that ~(a~) > v(QM) provided that E(t) is compact, 
depends continuously on t, qzd co E(t) 3 U, for 0 < t < T. It also follows 
that ho 1 Qo(QM). 
4. A CONTROLLABILITY THEOREM FOR THE NONLINEAR SYSTEM 
We present below the main result of this paper. Here, QEt denotes the class 
of Lebesgue measurable control functions u(t) such that u(t) E l&(t) for 
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0 < t < T; and co E denotes the convex hull of E. The other notations are 
explained in Section 2. 
THEOREM. Suppose that there exist, for each initial point x,, E Rn, a sequence 
b%(t)%1 of set-valued functions on [0, T] and nonnegative scalar sequences 
{Mk}Fxl and (pk}Fzl such that: 
(1) E,(t) is a non-empty compact set in Rm, and depends continuously on t 
in the Hausdorfj’ metric 
(2) co(Ek(t)) 3 U,,,k fog each K and t E [0, T] 
(3) // @p(u) - @&)II < pkfoy u E %k 
(4) lim,,,(M, * d - pk) = +a~. 
Then the system 3i = A(t)x + B(t)u + g(t, x, u) is controllable on [0, T]. 
(Naturally, A(t), B(t) and g(t, x, u) are assumed to satisfy the conditions of 
Section 2. In particular, the linear system is assumed controllable.) 
Proof. Consider a k such that Mk . d - pk - /j X, j/ > 0. We know 
from Section 2 that @&GM,> 3 S(Mk * d - [j Xr I/), and from (the end of) 
Section 3 we may then infer that G+,(Gn,) 3 S(Mk . d - /( X, II). Let rk be a 
number such that 0 < rlc < Mk . d - [/ X, // - pk , and otherwise arbitrary. 
we wish to prove that @(QEk) 3 S(rk). Choose r such that 
yk + pk < r < Mk . d - /I X,/I = R. 
Now we divide R” into cubes defined by 142~ < xi f (Zi + 1)/2p, 
i = 1, Z,..., n. Here, xi is a component of x E R”, {ZJT are arbitrary integers, 
and p is a natural number. Let F be the union of all such closed cubes that are 
contained in S(R). Fix p so large that F3 S(r). Let Xi , X, ,..., X, be the 
vertices of the cubes in F. We need functions pr(x), pa(x),..., p,,,(x) such that: 
(1) all p?(x) are continuous on F 
(2) pi(x) 3 0, C$ pj(x) = 1 if x EF 
(3) x = CL, pj(x)Xj if x E F. 
Consider the function of a scalar variable s 
p(s) = 
i 
1 - 2p . s for 0 < s < 2-P 
1 + 223 *s for -2-P < s < 0 
0 for \ s j 3 2-p. 
The identities 
,& P(S - k/2p) = 1 
are readily verified. 
and ,z, p(s - K/2P) . k/2P z s 
409/44/3-16 
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Now let Xj = (k,/2p, k,/2’,..., k,/2P) be any of the vertices mentioned 
above. Put &x) = ny!, &xi - ki/2p). It is then an easy matter to show that 
pr(x), ps(x),..., pN(x) have the desired properties (I), (2), and (3). We have 
S(r)CFC S(R) C @,-,(QEk), and Xi EF for j = 1,2,..., N. Hence there are 
uj E QEk such that @s(nj) = Xj for j = 1,2,..., N. We shall now apply a 
partition lemma previously used by Halkin and Markus (see [6, p. 86 (Proposi- 
tion 1.2); 10, p. 372; or 12, p. 811). Let p = (pr ,..., p,“) be a variable vector 
in RN satisfying CL, pj = 1 and tag > 0 for j = 1,2,..., N. According to the 
partition lemma, there is a continuous family of N-partitions of [0, T], p -+ 
(AI(p), A&),..., A&)), such that the control function 
w for t E A,(p) 
*P*d = 
udt) for t E A&) 
. . . . . . . . . . . . . . . . 
UN(t) for t E AN(p) 
satisfies 
for all p in question. The sets (&(p)>r are Lebesgue measurable, pair-wise 
disjoint, and uj”, A,(p) = [0, T]. Clearly, u(*, p) E GE, . The relation (*) 
can be written v(u(., p)) = Cz, ~~~ip)(u~), and addition of Xr on both sides 
gives 
@CM’, P>> = : PP&i) = 5 Pi4 * 
j=l j=l 
In particular, @,,[u(., p(x))] = CL, pj(x)Xi = x for all x E F3 S(Y). 
Now the controls (uj(t))T are uniformly bounded and the partition {A&)}? 
depends continuously on p if the space of N-partitions of [0, T] is endowed 
with the metric 
d(A’, A”) = -f m(Aj’ n A;) 
j=l 
where A,’ a Aj” denotes the symmetric difference of the sets Aj’ and Ai”, 
and m denotes the Lebesgue measure. See [6, pp. 85-861. Further, if we 
recall from Section 2 the estimate 
II x,(T) - &9ll G exp (s,’ 44 ds) - s,’ h(t) 4@(t)) dt 
for the difference between two solutions of the nonlinear system, then it is 
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quite clear that the mapping S(r) 3 x L @[u(*, p(x))] is continuous. From 
our condition (3) we have 
From a useful topological result [lo, pp. 251-2521 we have then 
T(S(g)) 3 ‘%- - Pk) 3 S(rk). 
It follows that @(Q,) 3 S(rk). But the only condition on rk was 
0 < rk < Mk * d - I/ Xr /I - pk. It is then clear from conditions (4) that 
we may assume that lim,, rk = +co. 
Consequently, (Jr=‘=, @(Q,J = Rn, which proves the theorem. 
5. EXAMPLES 
We shall illustrate our theorem by a few examples. (The conditions of 
Section 2 still hold.) 
EXAMPLE 1. Suppose that /I g(t, x, u)\\ < ar(2) for some a(t) ELI(O, T). 
Choose Ek(t) E Uk , Mk = K, and pk = K 3 si al(t) dt for k = 1, 2, 3 ,..., and 
the theorem is applicable. This is a considerable generalization of Theorem 1.2 
in Hermes [S], p. 244. 
EXAMPLE 2. f = (A(t)x + B(t)u) cos Ul . Choose J&(t) = {U ( 1 uj / = 
k.2rr,j=1,2 ,..., m}, Mk = k . 2~ and plc = 0. The system is controllable. 
In similar manner, we can verify that systems such as 
~2 = (A(t)x + B(t)u) sin u1 , 
$2 = (A(t)x + B(t)u) sin /I u I\, 
Ji = A(t)% . cos u1 + B(t)u . sin u, , 
etc., are controllable. 
EXAMPLE 3. 3i = A(t)x . cos((t + 1) . Cz, Q) + B(t)u. Choose E,(t) = 
{u 1 (t + 1) . CE, zQ = k . 27r). Th encoEk(t)~{uICi”=,ui2~k.2rr/T+ I} 
so we may put M, = Ck1j2 for some suitable C > 0, and pk = 0. The 
system is controllable. In this case, it is a great advantage that E, may depend 
on t. 
EXAMPLE 4. 
ji = (A(t) x + B(t) u) - sin C ui (%Zl 2) + w .log (1 + il Q) 9 
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where /r(t) is an n-vector function with elements in Lr(0, T). Choose 
E,(t) = {U ( Cz, uis = (42) + k . 27~). We may further put M, = Ckr/a, 
for some C > 0, as in the previous example, and we may choose (pk)F such 
that pk = O(log k). Hence lim &Mk . d - pk) = +CO, and the system is 
controllable. 
EXAMPLE 5. L+ = (A(+ + B(t)u) * // u I[/(1 + jj u [I). This is 
R = 4)x + B(t)u + g(4 x, u), 
withg(t, X, u) = -(A(t)x + B(t)tl) . l/(1 + ((u I[). Choose&(t) = {u 1 jl u 11 = k) 
and Mk = k. It can then be shown by straightforward estimates that 
sup,,nE, II Q(u) - @s(u)ll = o(k). Th is is done in [I, Theorem 71. We may 
thus assume that lim(M, . d - pk) = + co, and hence the system is 
controllable. In fact, this follows immediately from Theorem 7 in [l]. 
It should be emphasized that the theorems in [I] give explicit conditions for 
controllability of a system R = A(t)x + B(t)u + g(t, X, u), whereas the 
theorem in this paper is a general principle, which must be applied individually 
to each particular case. 
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