Abstract. For xed integers k ! 3 and hypergraphs q on N vertices, which contain edges of cardinalities at most k, and are uncrowded, i.e., do not contain cycles of lengths 2; 3, or 4, and with average degree for the i-element edges bounded by O(T i 1 ¡ (ln T) (k i)=(k 1) ), i = 3; : : : ; k, for some number T ! 1, we show that the independence number (q) satises (q) = ((N=T) ¡ (ln T) 1=(k 1) ). Moreover, an independent set I of size jIj = ((N=T) ¡ (ln T) 1=(k 1) ) can be found deterministically in polynomial time. This extends a result of Ajtai, Koml os, Pintz, Spencer and Szemer edi for uncrwoded uniform hypergraphs. We apply this result to a variant of Heilbronn's problem on the minimum area of the convex hull of small sets of points among n points in the unit square [0; 1] 2 .
Introduction
An independent set s in a graph or hypergraph q = (Y i) with vertex-set and edge-set i is a subset of the vertex-set , which does not contain any edges, i.e., i T s for each edge i P i. The largest size of an independent set in q is the independence number (q). For graphs q = (Y i) with average degree t := 2 ¡ jijaj j ! 1 Tur an's theorem gives (q) ! j ja(2 ¡ t). Tur an's theorem for hypergraphs says, see [20] : If q = (Y i k ) is a k-uniform hypergraph, i.e., all edges have cardinality k, with average degree t k 1 := k ¡ ji k jaj j ! 1, then (q) ! ((k 1)ak) ¡ (j jat). An independent set s in q achieving this lower bound can be found deterministically in time y(j j + ji k j). For uncrowded kuniform hypergraphs q = (Y i k ), i.e., q contains no cycles of length 2Y 3, or 4, Ajtai, Koml os, Pintz, Spencer and Szemer edi [1] improved this lower bound by a factor of ¢((log t) 1=(k 1) ). Several applications of this result have been found, see [5] . Here we extend this result from [1] ).
The corresponding result also holds for linear hypergraphs q, which have the property that they do not contain cycles of length 2, i.e., each two distinct edges have at most one vertex in common, provided that q does not contain any 2-element edges. Theorem 1 is best possible up to a constant factor for a certain range k``x, as can be seen by considering random non-uniform hypergraphs q = (Y i 3 ¡ ¡ ¡ i k ) on j j = x vertices.
As an application we consider a variant of Heilbronn's problem for the convex hull of sets of points in the unit square ) on the minimum area of a triangle. This lower bound has been improved in [12] by a factor (log n), see [6] of the minimum area of the convex hull determined by some k of n points. In [6] it has been shown that ¡ k (n) = (1an
) for xed k ! 3, and any integers n ! k; for k = 4 this was proved in [19] . This has been improved in [14] to ¡ k (n) = ((log n)
) for xed k ! 3. Currently, for k ! 4 only the upper bound ¡ k (n) = y(1an) is known.
Here we show for xed integers k ! 3, that one can achieve these lower bounds simultaneously for j = 3Y XX X Yk by a single conguration of n points in [0Y 1] For uncrowded k-uniform hypergraphs with average degree t k 1 the Tur an bound on the independence number has been improved in [1] by a factor ¢((log t)
), see [5] and [10] for a deterministic polynomial time algorithm.
Theorem 3. Let k ! 3 be a xed integer. Let q = (Y i k ) be an uncrowded k-uniform hypergraph on j j = x vertices and with average degree t k 1 := k ¡ ji k jax. Then, for some constant g k b 0, the independence number (q) satises (q) ! g k ¡ (xat) ¡ (log t)
To prove Theorem 3, in [1] the following central lemma has been used to construct iteratively a large independent set in a hypergraph, which we use in our arguments too; see [10] for a deterministic polynomial time algorithm. Proof. We pick vertices with probability p := 1ae s uniformly at random and independently of each other from the vertex-set in q. Let we obtain (3a4) ¡ xae s j ££ j xae s . This probabilistic argument can be derandomized by using the method of conditional probabilities and yields a deterministic algorithm with running time y(j j + k i=2 ji i j). u t
We prove Theorem 1 with an approach similar to that in [1] . The dierence between their arguments and ours is, that we do not apply Lemma 1 step by step from the beginning, but use rst Lemma 2 to jump to a suitable subhypergraph:
Proof. Apply Lemma 2 with s := 10 ) an independent set s such that jsj = ((xa) ¡ (ln )
1= (k 1) ). 
Proof. We estimate the probability that (i + j g) points ) as desired. u t
