This research work places a new and consistent inner product ‹·,·› p on a countable family of the real L p function spaces, proves generalizations of some of the inequalities of the classical inner product for ‹·,·› p provides a construction of a specie of Higher Orthogonal Polynomials in these inner-product-admissible function spaces, and ultimately brings us to a study of the Generalized Fourier Series Expansion in terms of these polynomials. First, the reputation of this new inner product is established by the proofs of various inequalities and identities, all of which are found to be generalizations of the classical inequalities of functional analysis.
INTRODUCTION discovery of the so-called Hilbert space [1] , named for David Hilbert (1862 Hilbert ( -1943 whose 1912 paper on integral equations inaugurated this vast theory of abstract space [2, 3] .
In a normed linear space we can add vectors and multiply them by scalars as in elementary vector algebra. Hence the possibility of generalizing the dot product and orthogonality to arbitrary vector spaces should be of interest. In actual fact this consideration was done and led to the In the axiomatic definition of a Hilbert space given much later by J. von Neumann (1927) [4] and refined by mathematicians like H. Löwig (1934) [5] , F. Rellich (1934) [6] and F. Riesz (1934) [7] an arbitrary vector space was considered and on it a mapping ‹·,·› , ,
, , ,
in consonance with the property of the inner product on the real space.
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The following gives some of the properties of , p ⋅ ⋅ all of which generalize those of
Recall that
Proof: (i) is a direct consequence of axioms (2)(i) and (2)(ii) while (ii) follows from axioms (2)(ii) and (2)
(iii). (iii) is proved as follows: =
, ,
by appropriate uses of the result (iii) in section III. Thus,
The same procedure obtains for
Remarks: By adding and subtracting the two results above, on obtains two identities that include and generalize the parallelogram and polarization identities (for p=2)
respectively. The following computations are given for a better understanding of the results of section III.
IV. COMPUTATIONS
a. P = 2
In the same way b. P = 4
In the same way Here we obviously have 
The following gives the structure of and some of its properties.
f g L ∈ , the following holds: Proof:
(By index shifts in the second and fourth sums.)
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for odd values of k and for analysis. An affirmative answer could be deduced from the following computations:
The most important of these three axioms are (ii) and (iii). In the proof axiom (ii) the necessary and sufficient values of p for which the new inner product , p ⋅ ⋅ induces a consistent -norm is derived and found to be all
, in which we saw that the first member of this countable family of inner product spaces is actually the well behaved space.
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An investigation on how to establish axiom (iii),i.e., 
2.
Observe that by the Cauchy-BunyakovskiiSchwarz Inequality we have
The only thing that need to be shown is the fact that
and is as follows:
Completeness of as inner product spaces follows form it norm-metric. The author now goes straight to the business of generating orthogonal polynomials in
VIII. ORTHOGONALITIES
The existence of an inner product on a particular function or sequence space naturally leads to a consideration of the concept of orthogonality of members of the space or that of it subspaces. The central concept of orthogonality, which is peculiar to only inner product spaces, is a generalization of the condition of the condition of perpendicularity of vectors in elementary vector algebra. To start with let us consider the classical case: we say two non-zero members, x, y of an inner product admissible space are orthogonal iff , x y = 0 [2] . One 
