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THE SUBSTRUCTURE DISJOINT AMALGAMATION
PROPERTY IMPLIES BIG RAMSEY STRUCTURES
R. COULSON, N. DOBRINEN, AND R. PATEL
Abstract. We formulate a strengthening of the Disjoint Amalgamation Prop-
erty and prove that every Fra¨ısse´ class K in a finite relational language with
this amalgamation property has finite big Ramsey degrees. Moreover, we char-
acterize the exact degrees. It follows that the Fra¨ısse´ structure of any class with
this amalgamation property admits a big Ramsey structure. This work offers
a streamlined and unifying approach to Ramsey theory on some seemingly
disparate classes of Fra¨ısse´ structures. Novelties include a new formulation of
coding trees in terms of 1-types over initial segments of the Fra¨ısse´ structure,
essentially forcing on the structures themselves, and a direct characterization
of the degrees without appeal to the standard method of “envelopes”, provid-
ing a clear analysis of the exact big Ramsey degrees.
1. Introduction
In recent years, the Ramsey theory of infinite structures has seen quite an expan-
sion. This area seeks to understand which infinite structures satisfy some analogue
of the infinite Ramsey theorem for the natural numbers.
Theorem 1.1 (Ramsey, [28]). Given integers k, r ≥ 1 and a coloring of the k-
element subsets of the natural numbers into r colors, there is an infinite set of
natural numbers, N , such that all k-element subsets of N have the same color.
For infinite structures, exact analogues of Ramsey’s theorem usually fail, even
when the class of finite substructures has the Ramsey property. This is due to
some unseen structure which persists in every infinite substructure isomorphic to
the original, but dissolves when considering Ramsey properties of classes of finite
substructures. This was first seen by Sierpin´ski’s use of a well-ordering on the
rationals to construct a coloring of unordered pairs of rationals into two colors such
that both colors persist in any subcopy of the rationals. The interplay between the
well-ordering and the rational order forms additional structure which is in some
sense essential, as it persists upon taking any subset forming another dense linear
order without endpoints. The quest to characterize and quantify the often hidden
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but essential structure for infinite structures, more generally, is the area of big
Ramsey degrees.
Given an infinite structure S, we say that S has finite big Ramsey degrees if
for each finite substructure A ≤ S, there is an integer T such that following holds:
Given any coloring of the copies of A in S, written as
(
S
A
)
, into finitely many colors,
there is a substructure S ′ of S such that S ′ is isomorphic to S and
(
S′
A
)
takes no
more than T colors. When such a T exists, the least such value is called the big
Ramsey degree of A in S and is denoted by T (A,S). When T (A,S) = 1, then
every finite coloring of
(
S
A
)
is monochromatic in some substructure of S that is
isomorphic to S.
While the area of big Ramsey degrees on infinite structures traces back to
Sierpin´ski’s result that T (2,Q) ≥ 2, and progress on the rationals and other bi-
nary relational structures was made in the decades since, the question of which
infinite structures have finite big Ramsey degrees garnered extended interest due
to the flurry of results in [18], [19], [26], and [30] in tandem with the publication of
[16], in which Kechris, Pestov, and Todorcevic asked for an analogue of their corre-
spondence between the Ramsey property of Fra¨ısse´ classes and extreme amenability
to the setting of infinite Fra¨ısse´ structures. This was achieved by Zucker in [32],
where he proved a correspondence between Fra¨ısse´ structures with finite big Ramsey
degrees and completion flows in topological dynamics. Zucker’s results apply to big
Ramsey structures, Fra¨ısse´ structures in which the big Ramsey degrees are exactly
characterized using some finitely expanded language and additional structure. This
additional structure involves a well-ordering and characterizes the essential struc-
ture which persists in every infinite subcopy of the Fra¨ısse´ structure. It is this
essential structure we seek to understand in the study of big Ramsey degrees.
In this paper, we formulate an amalgamation property, called the Substructure
Disjoint Amalgamation Property (SDAP), forming a strengthened version of the
disjoint amalgamation property. We then characterize the exact big Ramsey degrees
for all Fra¨ısse´ classes with this property, proving that their Fra¨ısse´ limits form big
Ramsey structures.
Main Theorem. Let K be a Fra¨ısse´ class in a finite relational language such that
K satisfies the SDAP. Then the Fra¨ısse´ limit of K admits a big Ramsey structure.
The Main Theorem follows from Theorem 5.8, where the big Ramsey degrees
are characterized via finding so-called canonical partitions (see Subsection 2.1). It
follows from Theorem 5.8 that SDAP implies indivisibility (Corollary 4.9) for struc-
tures with no unary relations (or one trivial unary relation). For structures with n
unary relations in which each vertex satisfies exactly one of these unary relations,
SDAP implies that the big Ramsey degree for colorings of singleton structures is
exactly n. Further, Theorem 5.8 enables us to show that any Fra¨ısse´ class satisfying
SDAP has ordered expansion with the Ramsey property (Theorem 6.2).
The Main Theorem provides new classes of examples of big Ramsey structures
and extends results in [1], [5], [18], [19], and extends some of the results in [14] and
in [22]. We now discuss several theorems which follow from the Main Theorem, as
well as some examples of new big Ramsey structures obtained from our results. A
fuller description is provided in Section 2.
We show that SDAP holds for free amalgamation classes which are either uncon-
strained or else forbid irreducible substructures in which every triple of vertices is
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contained in some relation. It follows by the Main Theorem that such classes admit
big Ramsey structures. Theorem 2.11 presents this result in its full generality.
Particular instances of Theorem 2.11 include classes of structures with binary
relations such as graphs, n-partite graphs, and tournaments, as well as classes of
structures with higher arity relations such as k-regular hypergraphs. Furthermore,
our results apply to ordered versions of the these structures, as the free superposi-
tion of finitely many classes with SDAP still satisfies SDAP. In particular, our work
recovers work of Balko, Chodounsky´, Hubicˇka, Konecˇny´ and Vena in [1] proving
that the generic 3-regular hypergraph has finite big Ramsey degrees.
Amalgamation classes with a certain amount of rigidity satisfy the SDAP, and
hence, by the Main Theorem, admit big Ramsey structures. Theorem 2.15 shows
in particular that classes with finitely many independent linear orders and finitely
many equivalence relations that may be either independent of the linear orders,
or convexly ordered, admit big Ramsey structures. In particular, we show that
the structure QQ admits a big Ramsey structure, answering a question raised by
Zucker at the 2018 Banff Workshop on Unifying Themes in Ramsey Theory. This is
the dense linear order without endpoints with an equivalence relation such that all
equivalence classes are convex. We further show that members of a natural hierar-
chy of finitely many convexly ordered equivalence relations, where each successive
equivalence relation coarsens the previous one, also admit big Ramsey structures.
Another line of structures with rigidity are the five main reducts of the rational
linear order. These are the the natural numbers treated as a pure set, the rational
linear order itself, the ternary betweenness relation, the ternary circular order, and
the quaternary separation relation. We show in Theorem 2.17 that ages of the the
latter three satisfy SDAP, and hence admit big Ramsey structures. The natural
numbers trivially admit big Ramsey structures, by Ramsey’s Theorem. The big
Ramsey degrees of the rational linear order were calculated by Devlin in [5].
We call structures handled by Theorems 2.15 and 2.17 Q-like, as they have
enough rigidity, similarly to Q, for the SDAP to hold and hence, for the proof
methods in this paper to apply. Known results in this genre of Q-like structures
which our methods recover include Devlin’s characterization of the big Ramsey de-
grees of the rationals [5] as well as results of Laflamme, Nguyen Van The´, and Sauer
in [18] characterizing the big Ramsey degrees of the rationals with an equivalence
relation that has n many equivalence classes, each of which is dense in the rationals,
denoted Qn. Masˇulovic´ recently proved in [22] that the five main reducts of the
rational linear order have finite big Ramsey degrees, using category theoretic meth-
ods to find upper bounds for the degrees. Our results extend his to characterize the
exact big Ramsey degrees. Other types of structures such as certain very restrictive
ultrametric spaces have ages satisfying the SDAP as well.
While many of the known big Ramsey degree results use sophisticated versions
of Milliken’s Ramsey theorem for trees [23], and while proofs using the method of
forcing to produce new pigeonhole principles in ZFC have appeared in [8], [7], [6],
and [33], there are two novelties to our approach in this paper which produce a
clarity about big Ramsey degrees. Given a Fra¨ısse´ class K, we fix an enumerated
Fra¨ısse´ limit of K, which we denote by K. By enumerated Fra¨ısse´ limit, we mean
that the universe of K is ordered via the natural numbers. The first novelty of
our approach is that work with trees of quantifier-free 1-types, and develop the
forcing arguments directly on them to prove partition relations. It was suggested
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to the second author by Sauer during the 2018 Banff Workshop, Unifying Themes
in Ramsey Theory, to try moving the forcing methods from [8] and[7] to forcing
directly on the structures. Using trees of quantifier-free 1-types seems to be as close
as possible to fulfilling this request, as the 1-types allow one to see the essential
hidden structure (the interplay of a well-ordering with first instances where 1-types
disagree), whereas working only on the Fra¨ısse´ structures, with no reference to 1-
types, obscures this from view. We will be calling such trees coding trees, as there
will be special nodes, called coding nodes, representing the vertices of K: The n-th
coding node will be the quantifier-free 1-type of the the n-th vertex of K over the
induced substructure of K on the first n vertices of K. A second novelty of our
approach is that we find the exact big Ramsey degrees directly from the trees of
1-types, without appeal to the standard method of “envelopes”. This means that
the partition theorem on the coding trees automatically produces bounds which are
then shown to be exact.
Using trees of quantifier-free 1-types produces the following characterization of
big Ramsey degrees:
Characterization of big Ramsey degrees for structures with SDAP.
Let L be a language consisting of finitely many relation symbols, and suppose there
is some fixed linear order ≺ (not in L) on the relation symbols in L. Suppose K
is a Fra¨ısse´ class in language L satisfying the SDAP, and let K be its Fra¨ısse´ limit
with universe ω. For A ∈ K, the big Ramsey degree T (A,K) is exactly the number
of non-isomorphic trees of quantifier-free 1-types induced by copies of A inside K
with the following properties: For a copy B of A, letting {bi : i < n} denote
the increasing enumeration of the universe B ⊆ ω of B, for each pair i < j < n
there corresponds a vertex n(i, j) < min(bi, bj) in K such that (a) the quantifier-
free 1-types of bi and bj over Kmin(bi,bj) first differ at n(i, j); and (b) whenever
{bi, bj} 6= {bk, bℓ}, then n(i, j) 6= n(k, ℓ).
The description above is equivalent to the set of quantifier-free 1-types induced by
B being what is called diagonal in the literature. This means firstly that the set of
quantifier-free 1-types induced by the vertices in B forms an antichain in the coding
tree of quantifier-free 1-types over initial segments of K. Furthermore, at most one
node at each level is allowed to branch, and if a node does branch, then it has
exactly two immediate successors. The two-branching means that first divergences
of 1-types over finite initial segments of the ambient Fra¨ısse´ structure K occur in
pairs (not triples or more) of vertices in B. This extends the characterization of
big Ramsey degrees in [19] for unconstrained structures with finitely many binary
relations to all structures with any arity relations satisfying SDAP. We see our
main contribution as providing a clear and unified analysis of the exact big Ramsey
degrees for a wide class of Fra¨ısse´ structures with relations of any arity.
Acknowledgements. The second author thanks Norbert Sauer for discussions
at the 2018 Banff Workshop on Unifying Themes in Ramsey Theory, where he
suggested trying to move the forcing directly on the structures. She also thanks
Menachem Magidor for hosting her at the Hebrew University of Jerusalem in De-
cember 2019, and for fruitful discussions on big Ramsey degrees during that time.
Lastly, she thanks Itay Kaplan for discussions on big Ramsey degrees and higher
arity relational structures during that visit. The third author thanks Lynn Scow
for clarifying discussions.
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2. The Substructure Disjoint Amalgamation Property
and big Ramsey structures
This section presents our main result on big Ramsey structures for Fra¨ısse´ limits
of classes with a strengthened version of the disjoint amalgamation property. In
Subsection 2.1, we review the basics of Fra¨ısse´ theory for relational structures, the
Ramsey property, big Ramsey degrees and big Ramsey structures. More general
background on Fra¨ısse´ theory can be found in Fra¨ısse´’s original paper [12], as well
as [13]. The Substructure Disjoint Amalgamation Property and the Main Result of
this paper are presented in Subsection 2.2. Fra¨ısse´ classes satisfying the SDAP are
discussed in Subsection 2.3. These include the ages of the five main reducts of Q,
Fra¨ısse´ classes of structures with finitely many linear orders and equivalence rela-
tions, free amalgamation classes of relational structures without or with forbidden
irreducible structures in which every three vertices are contained in some relation,
as well as free superpositions of such structures. By the Main Theorem, each of
these classes has a Fra¨ısse´ limit which is a big Ramsey structure. This leads to new
examples of big Ramsey structures as well as streamlined proofs of known results.
We provide a non-exhaustive catalogue of big Ramsey structures following from
the SDAP, specifying which results were previously known. We also mention some
known results on big Ramsey degrees for classes not satisfying the SDAP.
2.1. Fra¨ısse´ classes of relational structures and big Ramsey degrees. All
relations in this paper will be finitary, and all languages will consist of finitely many
relation symbols (and no constant or function symbols). We use the set-theoretic
notation ω to denote the set of natural numbers, {0, 1, 2, . . .}. Finite structures
will be denoted by A,B, . . . , and their universes by A,B, . . . . The Fra¨ısse´ limit of
a Fra¨ısse´ class K will be denoted by K. We will assume that K has universe ω;
such a structure is called an enumerated Fra¨ısse´ structure. For m < ω, we let Km
denote the substructure of K with universe m. Infinite substructures of K will be
denoted by J,J′,K′, and their universes J, J′,K′ will be infinite subsets of ω. We
will call elements of the universe of a structure vertices.
Let L = {Ri : i < I} (I ≥ 1) be a finite language where each Ri is a relation
symbol with associated arity ni ∈ ω. A structure for L is of the form
(1) A = 〈A, RA0 , . . . , R
A
I−1〉
where the universe A of the structure A is nonempty and each RAi ⊆ A
ni . An
embedding between structures A and B for L is an injection ι : A → B such that
for each i < I,
(2) RAi (a0, . . . , ani−1)⇐⇒ R
B
i (ι(a0), . . . , ι(ani−1)).
When ι is the identity map, we call A a substructure of B. An isomorphism is an
embedding which is onto. We write A ≤ B if A can be embedded into B, and
write A ∼= B if A is isomorphic to B.
A class K of finite structures for a finite relational language L is called a Fra¨ısse´
class if it is nonempty, closed under isomorphisms, hereditary, satisfies the joint
embedding and amalgamation properties, and contains structures of arbitrarily
large finite cardinality. These notions are recalled here for the reader’s convenience.
K is hereditary if whenever B ∈ K and A ≤ B, then also A ∈ K. K satisfies the
joint embedding property if for anyA,B ∈ K, there is aC ∈ K such thatA ≤ C and
B ≤ C. K satisfies the amalgamation property if for any embeddings f : A → B
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and g : A → C, with A,B,C ∈ K, there is a D ∈ K and there are embeddings
r : B→ D and s : C→ D such that r ◦ f = s ◦ g.
A structure K is called ultrahomogeneous if every isomorphism between finite
substructures ofK can be extended to an automorphism ofK. A countably infinite,
ultrahomogeneous structure is called a Fra¨ısse´ structure. The age of K, written
Age(K), is the class of all finite structures that embed into K. Fra¨ısse´ showed [12]
that the age of a Fra¨ısse´ structure is a Fra¨ısse´ class, and that conversely, given a
Fra¨ısse´ class K, there is, up to isomorphism, a unique Fra¨ısse´ structure whose age is
K. Such a Fra¨ısse´ structure is called the Fra¨ısse´ limit of K or the generic structure
for K and denoted Flim(K) or simply K. Throughout, we will use K to denote the
Fra¨ısse´ structure with Age(K) = K.
The following amalgamation property will be assumed throughout this paper:
A Fra¨ısse´ class K satisfies the Disjoint Amalgamation Property (or DAP) if given
f : A → B and g : A → C, with A,B,C ∈ K, there is an amalgamation D ∈ K
with embeddings r : B→ D and s : C → D such that r ◦ f = s ◦ g and moreover,
r[B]∩s[C] = r◦f [A] = s◦g[A]. The disjoint amalgamation property is also called the
strong amalgamation property. DAP is equivalent to the strong embedding property,
which holds whenever for any A ∈ K, v ∈ A, and embedding ϕ : A− v → K, there
are infinitely many different extensions of ϕ to embeddings of A into K. (See [4].)
Given substructures A,B of K (finite or infinite) with A ≤ B, we use
(
B
A
)
to denote the set of all substructures of B which are isomorphic to A. Given
A ≤ B ≤ C, substructures of K , we write
C→ (B)Aℓ
to denote that for each coloring of
(
C
A
)
into ℓ colors, there is a B′ ∈
(
C
B
)
such that(
B
′
A
)
is monochromatic, meaning every member of
(
B
′
A
)
has the same color.
Definition 2.1. A Fra¨ısse´ class K has the Ramsey property if for any two structures
A ≤ B in K and any ℓ ≥ 2, there is a C ∈ K with B ≤ C such that C→ (B)Aℓ .
Equivalently, K has the Ramsey property if for any two structures A ≤ B in K,
(3) ∀ℓ ≥ 2, K→ (B)Aℓ .
This equivalent formulation makes comparison with big Ramsey degrees, below,
quite clear.
Definition 2.2 ([16]). Given a Fra¨ısse´ class K and its Fra¨ısse´ limit K, for any
A ∈ K, write
(4) ∀ℓ ≥ 1, K→ (K)Aℓ,T
exactly when there is an integer T ≥ 1 such that given any coloring of
(
K
A
)
into
finitely many colors, there is a substructure K′ of K, isomorphic to K, such that(
K
′
A
)
takes no more than T colors. We say that K has finite big Ramsey degrees if
for each finite substructure A ≤ K, there is an integer T ≥ 1 such that equation
(4) holds. For a given finite A ≤ K, when such a T exists, we let T (A,K) denote
the least integer T ≥ 1 such that (4) holds, and call this number the big Ramsey
degree of A in K.
Comparing equations (3) and (4), one sees that the difference between the Ram-
sey property and big Ramsey degrees is that the former finds a substructure of K
isomorphic to the finite structure B in which all copies of A have the same color,
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while the latter finds an infinite substructure of K which is isomorphic to K in
which the copies of A take few colors. If T (A,K) = 1, then there is a subcopy of
K in which all copies of A have the same color. It is normally the case that for
structures A with universe of size greater than one, T (A,K) is at least two, if it
exists at all. The fundamental reason for this stems from Sierpin´ksi’s example that
T (2,Q) ≥ 2: The enumeration of the universe ω of K plays against the relations in
the structure to preserve more than one color in every subcopy of K. On the other
hand, many Fra¨ısse´ structures are known to have singleton substructures with big
Ramsey degree one; when this holds, K is said to be indivisible. Indivisibility has
been proved for many structures including the triangle-free Henson graph in [17],
the k-clique-free Henson graphs for all k ≥ 4 in [10], free amalgamation classes of
hypergraphs omitting finite subgraphs in which all triples of vertices are contained
in one of the edges in [11], more general binary relational structures in [29]. For
a much broader discussion on Fra¨ısse´ structures and indivisibility, the readers is
referred to Nguyen Van The´’s Habilitation [27].
Remark 2.3. In many papers on big Ramsey degrees, including the foundational
results in [5], [30], and [19], authors color copies of a given A ∈ K inside K,
working with Definition 2.2. In some papers, especially those with very direct ties
to topological dynamics as in [32] and [33], the authors color embeddings of A into
K. The relationship between these approaches is simple: A structure A ∈ K has
(small or big) Ramsey degree ℓ for copies if and only if A has (small or big) Ramsey
degree ℓ · |Aut(A)| for embeddings. Thus, one can use whichever formulation most
suits the context.
We say that K has finite big Ramsey degrees when it has been shown that the
numbers T (A,K) exist by finding upper bounds for them. When a method for
producing the numbers T (A,K) is given, then we say that the exact big Ramsey
degrees have been characterized. In all known cases where exact big Ramsey degrees
have been characterized, this has been done via finding canonical partitions: Given
any A ∈ K, there is a partition of the set of copies of A in K into finitely many
pieces, say P0, . . . , PT−1, such that (1) For any coloring of
(
K
A
)
into finitely many
colors, there is a substructure K′ ∈
(
K
K
)
such that for each i < T , all members
of Pi from K
′ have the same color; and (2) for each K′ ∈
(
K
K
)
, each Pi ∩
(
K
′
A
)
is
nonempty, for each i < T . The second property is called persistence.
The majority of results on big Ramsey degrees have been proved using some
auxiliary structure, usually trees, and recently sequences of parameter words (see
[14]), to characterize the persistent superstructures which code A. The exception is
the recent use of category theoretic approaches (see for instance [3], [21], and [22]).
These superstructures fade away in the case of finite structures with the Ramsey
property. An example of how this works can be seen in Theorem 6.2, where we
recover the ordered Ramsey property for Fra¨ısse´ classes with SDAP from their
big Ramsey degrees. However, for the infinite Fra¨ısse´ limits, these superstructures
possess some essential features which persist, which lead to big Ramsey degrees not
equaling one. The following notion of Zucker deals with such superstructures via
expanded languages.
Definition 2.4 (Zucker, [32]). Let K be a Fra¨ısse´ structure in a language L with
K = Age(K). We say that K admits a big Ramsey structure if there is a language
L∗ ⊇ L and an L∗-structure K∗ so that the following hold:
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(1) The reduct of K∗ to the language L equals K.
(2) EveryA ∈ K has finitely many L∗-expansions to a structureA∗ ∈ Age(K∗);
denote the set of expansions by K∗(A).
(3) Every A ∈ K has big Ramsey degree |K∗(A)|.
(4) The function γ : Emb(A,K) → K∗(A) given by γ(f) = K∗ · f witnesses
the fact that the big Ramsey degree of A is not less than |K∗(A)|.
Call a structure K∗ satisfying (1)–(4) a big Ramsey structure for K.
While the study of big Ramsey degrees has been progressing for many decades,
a recent compelling motivation for finding big Ramsey structures is the following
theorem.
Theorem 2.5 (Zucker, [32]). Let K be a Fra¨ısse´ structure which admits a big
Ramsey structure, and let G = Aut(K). Then any big Ramsey flow is a universal
completion flow, and any two universal completion flows are isomorphic.
This theorem answered a question in [16] by finding an analogue of the Kechris-
Pestov-Todorcevic correspondence between the Ramsey property for Fra¨ısse´ classes
and extreme amenability of universal flows to a correspondence between big Ramsey
degrees and universal completion flows. In Definition 2.4, condition (4) involves
embeddings instead of simply substructures. As mentioned in Remark 2.3, this
poses no problem when applying our results on big Ramsey degrees (on copies of a
given structure) to Theorem 2.5 (which uses embeddings of a given structure).
2.2. The Substructure Disjoint Amalgamation Property. We now present
the amalgamation property utilized in this paper to characterize exact big Ramsey
degrees. The proceeding definition presents this property in the form in which it
will be applied. Shortly after, we give a version in more standard form.
Recall that given a Fra¨ısse´ class K, we say that K is an enumerated Fra¨ısse´
structure if K is the Fra¨ısse´ limit of K and the universe of K is ω. For m < ω, we
let Km denote the restriction of K to the vertices in m.
All 1-types will be quantifier-free, with variable x.
Moreover, all 1-types will be complete and realizable
over some finite initial segment of K.
We will use the notation “tp” to mean “quantifier-free 1-type”.
Definition 2.6 (SDAP). A Fra¨ısse´ class K has the Substructure Disjoint Amalga-
mation Property if and only if K satisfies the DAP and the following hold: Let K
be an enumerated Fra¨ısse´ limit of K (with universe ω), and let m ≥ 1 be given.
Suppose
(1) A is a substructure of Km and i, j > m are two vertices; let C = K ↾
(A ∪ {i, j});
(1∗) If K has free amalgamation, then we may assume that A = Km. If K is not
a free amalgamation class, then we may assume tp(i/Km) and tp(j/Km)
are C-separated over A (see Remark 2.7);
(2) n > m, and σ and τ are consistent realizable 1-types over Kn with σ ↾
Km = tp(i/Km) and τ ↾ Km = tp(j/Km);
(3) i′ > n and tp(i′/Kn) = σ.
Then there is some j′ > i′ such that tp(j′/Kn) = τ and K ↾ (A ∪ {i
′, j′}) ∼= C.
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Since K has DAP, the conclusion “there is some j′ > i′ such that tp(j′/Kn) = τ
and K ↾ (A ∪ {i′, j′}) ∼= C” is equivalent to there existing infinitely many such j′.
The two-vertex extension of A to a copy of C is sufficient for our proofs in Sections
4 and 5.
Remark 2.7. In the case that K does not have free amalgamation, for condition
(1∗), we say that tp(i/Km) and tp(j/Km) are C-separated over A if the following
holds: Suppose R is a k-ary relation in the language L for K, and suppose there is
a (k − 1)-tuple b¯ disjoint from C and a structure C˜ ∈ K with universe C ∪ b¯ such
that C˜ ↾ C = C and R(i, b¯) and ¬R(j, b¯) hold in C˜ (or vice versa). Then there is
some b¯ ⊆ m such that R(x, b¯) is in tp(i/Km) and ¬R(x, b¯) is in tp(j/Km) (or vice
versa).
For example, suppose L = {<} is the language with a linear order. If i < j holds
in C, then one can assume that there is some b < m such that the formula (x < b)
is in tp(i/Km) and ¬(x < b) is in tp(j/Km). This will enable us to show that Q,
the reducts of Q, and other Q-like structures have SDAP.
As one can enumerate the universe of the Fra¨ısse´ limit of K in any order, the pre-
vious definition is equivalent to the following, which is closer to the usual presenta-
tion of an amalgamation property. It would get quite convoluted to use embedding
notation for disjoint amalgamations in the following definition. Therefore, given
A ≤ B, we shall consider A to be a substructure of B, and given an amalgamation
D of two structures B and C over A, we shall consider A to be a substructure of
B and of C, and all of these will be considered substructures of D. Supplying the
embedding notation is a routine exercise. In the following, A′,B play the roles of
Km,Kn, respectively, in Definition 2.6.
Definition 2.8 (SDAP). A Fra¨ısse´ class K has the Substructure Disjoint Amalga-
mation Property if and only if K satisfies the DAP and the following hold: Suppose
(1) A,A′,C are structures in K with A ≤ A′ and A ≤ C, where C extends A
by two vertices, say C \A = {v, w}, where v, w 6∈ A′;
(1∗) If K is a free amalgamation class, we may assume that A = A′. If K is
not a free amalgamation class, then we may assume that there is a disjoint
amalgamation C′ of A′ and C over A such that, letting v, w denote the
two vertices in C′ \A′, tp(v/A′) and tp(w/A′) are C-separated over A.
(2) A′ ≤ B and σ and τ are consistent realizable 1-types over B with σ ↾ A′ =
tp(v/A′) and τ ↾ A′ = tp(w/A′);
(3) D is an extension of B by one vertex, say v′, such that tp(v′/B) = σ.
Then there is an extension E ∈ K ofD by one vertex, say w′, such that tp(w′/B) =
τ , and moreover, E ↾ (A ∪ {v′, w′}) ∼= C.
Essentially, SDAP says that no matter how a substructure A sits inside a larger
structure, B, one can extend B via a disjoint amalgamation so that the new vertices
along with A induce a substructure isomorphic to C, with the additional property
that the new vertices in the copy of C satisfy some prescribed 1-types over B. This
property could also be described as a type extension amalgamation property, since
its essence is to find an amalgamation of B and C over A which preserves desired
1-types over B.
Having defined SDAP, we now recall our main result.
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Main Theorem. Let K be a Fra¨ısse´ class with finitely many relations class satis-
fying the SDAP. Then the Fra¨ısse´ limit of K is a big Ramsey structure.
The motivation behind SDAP was to distill the essence of those Fra¨ısse´ classes
for which the forcing arguments in Section 4 work. It is known that SDAP is not
necessary for obtaining finite big Ramsey degrees. For instance, generic k-clique-
free graphs[7] and the generic partial order [14] have been shown to have finite
big Ramsey degrees. These and other such results will be discussed at the end of
Subsection 2.3. This paper is focused on classifying, to the extent possible, those
Fra¨ısse´ classes for which simple forcing methods suffice to characterize exact big
Ramsey degrees.
2.3. Fra¨ısse´ classes satisfying the SDAP, hence admitting big Ramsey
structures. We now investigate Fra¨ısse´ classes satisfying the Substructure Dis-
joint Amalgamation Property. Structures which we show satisfy SDAP fall roughly
into two categories: free amalgamation classes of relational structures in which any
forbidden substructures are 3-irreducible (Definition 2.9), and disjoint amalgama-
tion classes which are “rigid enough”. Free superpositions of structures in these
two classes will also satisfy SDAP. It follows that all of these Fra¨ısse´ classes admit
big Ramsey structures. At the end of this subsection, we provide a non-exhaustive
catalogue of well-known Fra¨ısse´ classes with SDAP. By the Main Theorem, each
of these Fra¨ısse´ classes gives rise to a big Ramsey structure. We mention which
results were previously known and methods employed in their proofs, as well as
known results on big Ramsey degrees for classes not satisfying the SDAP.
First, we consider free amalgamation classes. Let L be a finite relational language
with relations of any finite arity. An L-structure is called irreducible if every pair of
its vertices is contained in some relation in the structure. The following definition
was informed by work in [11].
Definition 2.9. We say that an L-structure F is 3-irreducible if every set of three
vertices in the universe of F is contained in some relation in F.
Given a set F of L-structures, let Forb(F) denote the free amalgamation class of
all finite L-structures into which no member of F embeds. Note that the following
handles “unconstrained” free amalgamation classes as well, since F is allowed to
be empty.
Proposition 2.10. Let L be a language with finitely many relations of any arity,
and let F be a (finite or infinite) collection of finite L-structures which are 3-
irreducible. Then Forb(F) has SDAP.
Proof. Suppose L is a finite relational language with relations of any finite arity
and F is a set of 3-irreducible L-structures. We shall show that Forb(F) satisfies
Definition 2.8.
Fix A,B,C ∈ Forb(F) with A a substructure of both B and C such that C \A
having exactly two vertices, say {v, w}. Suppose σ, τ are consistent realizable 1-
types over B with σ ↾ A = tp(v/A) and τ ↾ A = tp(w/A). Suppose D ∈ Forb(F)
is a 1-vertex extension of B realizing σ. Thus, D = B ∪ {v′} for some v′ satisfying
tp(v′/B) = σ.
Extend D to an L-structure E by one vertex w′ satisfying tp(w′/B) = τ such
that for each relation R ∈ L, letting k ≥ 2 denote the arity of R,
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(a) For each (k−2)-tuple p¯ ⊆ A, R(p¯, v′, w′) holds in E if and only if R(p¯, v′, w′)
holds in C; and
(b) If k ≥ 3, then for each (k− 2)-tuple p¯ ⊆ B with at least one member of the
tuple being in B \A, we require that ¬R(p¯, v, w′) holds in E.
It follows from (a) that E ↾ (A ∪ {v′, w′}) ∼= C. It remains to show that E is a
member of Forb(F). To do so, it suffices to show that each F ∈ F does not embed
into E.
Suppose toward a contradiction that some F ∈ F embeds into E. Let F′ denote
an embedded copy of F, with universe F′ ⊆ E. For what follows, it helps to recall
that E = B∪{v′, w′}. SinceD is in Forb(F), F does not embed intoD, so F′ cannot
be contained in D. Hence w′ must be in F′. Likewise, since τ is a realizable 1-type
over B, the substructure E ↾ (B ∪ {w′}) is in Forb(F) and hence does not contain
a copy of F. Therefore, v′ must be in F′. Since F is 3-irreducible, there must be
some k-ary relation R ∈ L, with k ≥ 3, and some (k − 2)-tuple p¯ in F′ \ {v′, w′}
such that R(p¯, v′, w′) holds in F′. However, (b) implies ¬R(p¯, v, w′) holds in E,
contradicting that F′ is a copy of F in E. Therefore, F does not embed into E. It
follows that E is a member of Forb(F). 
Proposition 2.10 and the Main Theorem yield the following theorem.
Theorem 2.11. Let L be a finite relational language with relations of any finite
arity. Given a set F of 3-irreducible L-structures, Forb(F) admits a big Ramsey
structure.
In particular, as F is allowed to be empty, all unconstrained free amalgamation
classes in the language L admit big Ramsey structures.
Theorem 2.11 extends the following result of El-Zahar and Sauer. In [11] they
proved indivisibilty for k-uniform hypergraphs (k ≥ 3) with forbidden 3-irreducible
substructures (with no unary relations). This means that for any k ≥ 3 and any
collection F of 3-irreducible k-uniform hypergraphs, vertices in Forb(F) have big
Ramsey degree 1.
Other previous results recovered by Theorem 2.11, as well as their proof methods,
are now discussed. The Rado graph, random directed graph, random tournament,
and more generally, all unconstrained free amalgamation classes with finitely many
binary relations have SDAP, and hence admit big Ramsey structures. These struc-
tures were considered in [19], and called “simple structures” in [9]. Precise upper
bounds of big Ramsey degrees for the Rado graph were found by Sauer in [30] using
Milliken’s Theorem. Those bounds for the Rado graph were proved to be the exact
big Ramsey degrees in [19], where Laflamme, Sauer, and Vuksanovic´ characterized
the exact big Ramsey degrees for this collection of structures.
For each n ≥ 2, the Fra¨ısse´ class of finite n-partite graphs satisfies the SDAP,
and hence Theorem 2.11 applies. John Howe proved that the generic bipartite
graph has finite big Ramsey degrees; his methods use an adjustment of Milliken’s
theorem. Upper bounds for all n ≥ 2 follow from the more recent work of Zucker
in [33]; his methods use a flexible version of coding trees and envelopes.
For each k ≥ 3, the Fra¨ısse´ class of finite k-regular hypergraphs has the SDAP,
and hence big Ramsey structures. Upper bounds for the 3-regular generic hyper-
graph were proved by Balko, Chodounsky´, Hubicˇka, Konecˇny´, and Vena in [2].
Their methods are purely combinatorial, using the product Milliken theorem with
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the new development of auxilliary matrices to keep track of the higher arity rela-
tions.
Next we consider disjoint amalgamation classes which are “Q-like” in that their
resemblance to the rationals makes them in some sense rigid enough to satisfy
SDAP. Starting with the rationals as a linear order (Q, <), we shall show that
classes with finitely many independent linear orders without or with equivalence
relations satisfy the SDAP. This will include a hierarchy of nested convexly ordered
equivalence relations. Lastly we will show that the five reducts of the rationals have
SDAP.
Given n ≥ 1, let LOn denote the Fra¨ısse´ class of finite sets with n many inde-
pendent linear orders with language {<i: i < n}. In the standard notation, LO
denotes LO1.
Proposition 2.12. For each n ≥ 1, the Fra¨ısse´ class LOn finite sets with n inde-
pendent linear orders has SDAP. In particular, the class of finite linear orders has
SDAP.
Proof. Fixing n ≥ 1, suppose A and C are in LOn with A a substructure of C
and C \A = {v, w}. Let C′ be the extension of C by one vertex, a′, satisfying the
following: For each i < n, if v <i w in C, then v <i a
′ and a′ <i w in C
′; otherwise,
w <i a
′ and a′ <i v are in C
′. Letting A′ = C′ ↾ (A ∪ {a′}), we see that tp(v/A′)
and tp(w/A′) are C-separated over A.
Suppose that B is a finite linear order containing A′ as a substructure, and let
σ and τ be consistent realizable 1-types over B with the property that σ ↾ A′ =
tp(v/A′) and τ ↾ A′ = tp(w/A′). Suppose that D is a one-vertex extension of B
by the vertex v′ so that tp(v′/B) = σ holds. Now let E be an extension ofD by one
vertex w′ satisfying tp(w′/B) = τ . For each i < n, v <i w holds in C
′ if and only if
x <i a
′ is in σ and a′ <i x is in τ . (The opposite, w <i v, holds in C
′ if and only if
a′ <i x is in σ and x <i a
′ is in τ .) It follows that v′ <i w
′ holds in E if and only if
v <i w holds in C. Therefore, we automatically obtain E ↾ (A ∪ {v
′, w′}) ∼= C. 
Note that the augmentation of A to A′ containing a vertex a′ interpolating each
of the linear orders between v and w guaranteed that as long as v′ and w′ satisfied
σ and τ , respectively, v′ and w′ would satisfy the same relations as v and w, thus
guaranteeing that E ↾ C ∼= C. This is the idea behind (1∗) in the definition of
SDAP.
Next, we consider Fra¨ısse´ classes with linear orders and equivalence relations.
An equivalence relation E is independent of a given linear order if each equivalence
class is dense in the Fra¨ısse´ limit of the linear order. An equivalence relation E is
convexly ordered if each of its equivalence classes is convex: a < b < c and aE c
implies aE b and bE c. In other words, an equivalence relation is convexly ordered
if each equivalence class is an interval.
First, we look at linear orders with an equivalence relation with a fixed number of
equivalence classes. Following the notation in [18], for each n ≥ 2, let Pn denote the
Fra¨ısse´ class of finite linear orders with n many equivalence classes. The language
for Pn is {<,P1, . . . , Pn}, where < is a linear order and each Pi is a unary relation
so that each vertex in a structure in Pn satisfies Pi(v) for exactly one i. The Fra¨ısse´
limit of Pn, denoted by Qn, is the rationals with n many equivalence classes, each
of which is dense in Q.
Proposition 2.13. For each n ≥ 1, the Fra¨ısse´ class Pn satisfies SDAP.
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Proof. The proof is almost exactly the same as that for the rationals. Fixing n ≥ 1,
suppose A and C are in Pn with A a substructure of C and C \ A = {v, w}. Let
C′ be the extension of C by one vertex, a′, such that v < w in C if and only if
v < a′ and a′ < w in C′; (otherwise, w < v and w < a′ and a′ < v hold in C′). Let
A′ = C′ ↾ (A ∪ {a′}). Then tp(v/A′) and tp(w/A′) are C-separated over A.
As in the proof of Proposition 2.12, given any B, σ, τ,D, v′ as in (2) and (3)
of Definition 2.8, any extension of D by one vertex w′ to a structure E with
tp(w′/B) = τ automatically has v′ < w′ holding in E if and only if v < a′ < w holds
in A′. Since each Pi is a unary relation, Pi(x) ∈ σ if and only if Pi(v) holds. Thus,
it follows that Pi(v
′) holds in E for that i such that Pi(v) holds in A. Likewise for
w′ and w. Therefore, E ↾ (A ∪ {v′, w′}) ∼= C. 
Next, we consider linear orders and equivalence relations with unboundedly many
equivalence classes. The equivalence relations may have equivalence classes which
are not related to any linear order, or may be convexly ordered with respect to
some linear order.
Proposition 2.14. Given m,n ≥ 1, let Lm,n be the language {<0, . . . , <m−1
, E0, . . . , En−1}, where each member of Lm,n is a binary relation. Let K be a Fra¨ısse´
class in the language Lm,n, where the <i (i < m) are independent linear orders,
and each Ej (j < n) is an equivalence relation. Then K satisfies SDAP.
Proof. Suppose A and C are in K with A a substructure of C and C \A = {v, w}.
LetC′ be an extension ofC by at mostm+nmany vertices a′k (k < m+n) satisfying
the following: For each i < m, v <i w if and only if v <i a
′
i and a
′
i <i w in C
′.
Given j < n, if v Ej w holds in C, then require that a
′
m+j satisfies v Ej a
′
m+j and
wEj a
′
m+j inC
′. If v 6Ej w holds inC, then require that a′m+j satisfies v Ej a
′
m+j and
w 6Ej a′m+j in C
′. (In certain cases, one can be more efficient, using less than m+n
interpolating vertices a′k, but this suffices.) Let A
′ = C′ ↾ (A ∪ {a′k : k < m+ n}).
Then tp(v/A′) and tp(w/A′) are C-separated over A.
Suppose that B ∈ K containsA′ as a substructure, and let σ and τ be consistent
realizable 1-types over B with the property that σ ↾ A′ = tp(v/A′) and τ ↾
A′ = tp(w/A′). Suppose that D is a one-vertex extension of B by the vertex v′
satisfying tp(v′/B) = σ. Now let E be an extension ofD by one vertex w′ satisfying
tp(w′/B) = τ . The same argument as in the proof of Proposition 2.12 ensures that
for each i < m, v′ <i w
′ in E if and only if v <i w in C.
Fix j < n. If v Ej w in C, then as v Ej a
′
m+j and wEj a
′
m+j hold in C
′, the
formula xEj a
′
m+j is in both σ and τ . Since v
′ satisfies σ and w′ satisfies τ , it
follows that v Ej w in E. On the other hand, if v 6Ej w holds in C, then the formula
xEj a
′
m+j is in σ and x 6Ej a
′
m+j is in τ . Again, since v
′ satisfies σ and w′ satisfies
τ , it follows that v 6Ej w in E. Thus, E ↾ (A ∪ {v′, w′}) ∼= C. 
The preceding proposition applies in particular to convexly ordered equivalence
relations. Given the language L = {<,E}, let CO denote the Fra¨ısse´ class of finite
linear orders with an equivalence relation such that each equivalence class is convex;
that is whenever a < b < c and aE c, then also aE b. The Fra¨ısse´ limit of CO,
denoted by QQ, is the dense linear order without endpoints with an equivalence
relation such that each equivalence class is an interval with order-type equal to Q.
One can think of this as Q copies of Q with the lexicographic order.
Let CO2 denote the Fra¨ısse´ classe in language {<,E0, E1} where E0 and E1 are
convexly ordered equivalence relations such that aE0 b implies aE1 b; that is E1
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is a coarsening of E0. Then Flim(CO2) is QQQ , that is Q copies of QQ; we shall
also denote this as (Q)2. One can see that this recursive construction gives rise to
a hierarchy of dense linear orders with finitely many equivalence relations where
each successive equivalence relation coarsens the previous one. In general, let COn
denote the Fra¨ısse´ class in language {<,E0, . . . , En−1} where < is a linear order
and each Ei (i < n) is convexly ordered and for each i < n− 2, Ei+1 coarsens Ei.
Let (Q)n denote the Fra¨ısse´ limit of COn. Proposition 2.14 implies each of these
classes satisfies SDAP.
This brings us to our second collection of big Ramsey structures.
Theorem 2.15. The following Fra¨ısse´ structures admit big Ramsey structures:
(1) Flim(LOn), for each n ≥ 1, where LOn is the structure with n many inde-
pendent linear orders.
(2) Qn, for each n ≥ 1.
(3) QQ, and more generally, (Q)n for each n ≥ 2.
(4) The Fra¨ısse´ limit of any Fra¨ısse´ class with finitely many independent linear
orders and finitely many equivalence relations.
Proof. This follows from Propositions 2.12, 2.13 and 2.14, and the Main Theorem.

Part (1) of Theorem 2.15 recovers and extends the following previously known
results: Upper bounds for finite big Ramsey degrees of the rationals were found
by Laver (unpublished) using Milliken’s theorem. The big Ramsey degrees were
characterized and computed by Devlin in [5]. Zucker interpreted Devlin’s charac-
terization into a big Ramsey structure, from which he then constructed the universal
completion flow of the rationals in [32]. By the main result of Hubicˇka in [14] using
parameter spaces, it follows that free superpositions of linear orders have finite big
Ramsey degrees (Corollary 6.5 in [14]).
Exact big Ramsey degrees of the structures Qn were characterized and calculated
by Laflamme, Nguyen Van The´, and Sauer in [18], using a colored level set version
Milliken Theorem which they proved specifically for this application. The work in
this paper using coding trees of 1-types provides a new way to view and recover those
results. From the work on Q2, Laflamme, Nguyen Van The´, and Sauer calculated
the big Ramsey degrees of the circular directed graph S(2) in [18]. Exact Ramsey
degrees of S(n) for all n ≥ 3 were recently calculated by Barbosa in [3] using
category theory methods.
Part (3) of Theorem 2.15 answers a question posed by Andy Zucker at the 2018
Banff Workshop on Unifying Themes in Ramsey Theory, of whether or not QQ
carries a big Ramsey structure. At that meeting, proofs that QQ has finite big
Ramsey degrees were found by Hubicˇka using unary functions and strong trees,
by Zucker using similar methods, and by Dobrinen via developing a topological
Ramsey space with strong trees as a bases where each node in the given base is
replaced with a strong tree. None of these proofs have been published, nor were
those upper bounds shown to be exact. The result in this paper using SDAP and
coding trees of 1-types is much simpler than any of these previous approaches, and
provides what we believe is the most intuitive means for viewing this structure.
Moreover, it actually proves that QQ admits a big Ramsey structure. Part (4) of
Theorem 2.15 in its full generality is new.
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Lastly, we consider the five main reducts of the rationals. These are Q with no
relation (in other words, the countable infinite set), the rationals as a linear order
(Q, <), and the following three relations definable within (Q, <): The ternary linear
betweenness relation B, where
(5) B(a, b, c) ⇐⇒ (a < b < c) ∨ (c < b < c).
The ternary circular order relation K, where
(6) K(a, b, c) ⇐⇒ (a < b < c) ∨ (b < c < a) ∨ (c < a < b).
The quarternary separation relation S, where
S(a, b, c, d) ⇐⇒ (K(a, b, c) ∧K(b, c, d) ∧K(c, d, a))
∨ (K(d, c, b) ∧K(c, b, a) ∧K(b, a, d)).(7)
Proposition 2.16. The ages of the five essential reducts of the rationals have
SDAP.
Proof. The Fra¨ısse´ class of finite sets with no relations trivially has SDAP. Propo-
sition 2.12 shows that the class of finite linear orders LO, satisfies SDAP. A similar
argument shows that the betweenness relation satisfies SDAP: Let B denote the
age of the reduct of the rationals with the betweenness relation B. Suppose we are
given A and C in B such that A is a substructure of C and C\A = {v, w}. Extend
C, if necessary, to a structure C′ so that for any a ∈ A, the following hold:
(1) If B(a, v, w) holds in C, then there are some a′, b′ ∈ C′ such that B(a, a′, b′),
B(a, v, a′), B(v, a′, b′), and B(a′, b′, w) hold in C′.
(2) If B(v, w, a) holds in C, then there are some a′, b′ ∈ C′ such that B(a′, b′, a),
B(v, a′, b′), B(a′, b′, w), and B(a′, b′, w) hold in C′.
(3) If B(v, a, w) holds in C, then there is some a′ ∈ C′ such that B(v, a, a′)
and B(a, a′, w) hold in C′.
Similarly, if the roles of v and w are reversed in the above three cases. Let A′ =
C′ ↾ (C′ \ {v, w}). Then tp(v/A′) and tp(w/A′) are C-separated over A.
Let B extending A′ and complete realizable 1-types σ, τ over B such that
tp(v/A′) = σ ↾ A′ and tp(w/A′) = τ ↾ A′ be given. Then given a one-vertex ex-
tensionD of B by a vertex v′ satisfying tp(v′/B) = σ, and a one-vertex extension E
of D by a vertex w′ satisfying tp(w′/B) = τ the following holds: If B(a, v, w) holds
in C, then by (1), the formulas B(a, x, a′) and B(x, a′, b′) are in σ, and the formula
B(a′, b′, x) is in τ . Therefore, B(a, a′, b′), B(a, v′, a′), B(v′, a′, b′) and B(a′, b′, w′)
hold in E. Thus, B(a, v′, w′) must hold in E; hence, E ↾ (A ∪ {v′, w′}) ∼= C.
For the ternary circular order relation K, given A and C, finding a structure A′
such that the two given types are C-separated over A is even simpler: If K(a, v, w)
holds in C for some a ∈ A, take C′ with some vertex a′ satisfying K(a, v, a′) and
K(a′, w, a). If K(v, a, w) holds for some a ∈ A, then take C′ with some vertex a′
satisfying K(a′, v, a) and K(a, w, a′). Then by a similar argument as above, the
conclusion of SDAP holds.
Finally, we consider the ternary separation relation, S. Suppose that S(a0, a1, v, w)
holds in C, for some a0, a1 ∈ A. Then make sure that C′ has some vertex a′ so
that S(a0, a1, v, a
′) and S(a′, w, a0, a1) hold in C
′. Then given any B, σ, τ,D as in
the hypotheses of SDAP, with {v′} = D \ B, any 1-point extension E of D with
tp(w′/B) = τ will satisfy S(a0, a1, v
′, w′). 
Proposition 2.16 and the Main Theorem yield the following theorem.
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Theorem 2.17. Each of the five reducts of the rationals admits a big Ramsey
structure.
A recent result of Masˇulovic´ (Corollary 7.2 in [22]) shows that all five main
reducts of the rationals have finite big Ramsey degrees. Characterizations of the
big Ramsey degrees, leading to big Ramsey structures, for the three nontrivial
reducts of the rationals, B, K, and S, are new as far as we know. Our approach
in this paper provides a new and quite clear way to view these reducts via coding
trees of 1-types. See Figure 1. and surrounding discussion in the next section.
We mention in passing that some very restrictive Fra¨ısse´ classes of ultrametric
spaces have SDAP. For instance, ultrametric spaces with distance set {d, 2d} (d any
positive real number) have the SDAP. Such spaces have SDAP because they are so
rigid that they behave similarly to the rationals. However, ultrametric spaces in
general do not have SDAP; e.g. the ultrametric space with distance set {1d, 2d, 3d}
(d any positive real number) does not have the SDAP. We do not present here any
classification of ultrametric spaces with SDAP, but we do mention that results on
big Ramsey degrees of metric spaces appear in [14], [21], [22], and[26].
The sorts of Fra¨ısse´ classes which do not have SDAP are those with some for-
bidden irreducible substructure F which is not 3-irreducible. For instance, the
k-clique-free Henson graphs, most metric spaces, and the generic partial order do
not satisfy SDAP. We present two concrete examples of Fra¨ısse´ classes failing SDAP
to give an idea of how this is proved, using Definition 2.8.
Example 2.18 (SDAP fails for triangle-free graphs). Let G3 denote the Fra¨ısse´
class of finite triangle-free graphs. Let A be the graph with two vertices {a0, a1}
forming a non-edge, and let C be the graph with vertices {a0, a1, v, w} with exactly
one edge, v E w. (Since G3 is a free amalgamation class, we let A′ = A and C′ =
C.) Suppose B has vertices {a0, a1, b}, where b 6∈ {v, w}. Let σ = {¬E(x, a0) ∧
¬E(x, a1)∧E(x, b)} and τ = {¬E(x, a)∧E(x, a1)∧E(x, b)}. Then σ ↾ A = tp(v/A),
τ ↾ A = tp(w/A), and σ 6= τ .
Suppose E ∈ G3 is a graph satisfying the conclusion of Definition 2.8. To sim-
plify notation, suppose that E has universe E = {a0, a1, b, v, w}, with the obvious
inclusion maps being the amalgamation maps. Then tp(v/B) = σ, tp(w/B) = τ ,
and E ↾ {a0, a1, v, w} ∼= C, so each pair in {b, v, w} has an edge in E. But this
implies that E has a triangle, contradicting E ∈ G3 . Therefore, SDAP fails for G3.
The failure of SDAP for partial orders can be proved similarly, by constructing
B, σ, and τ so that any extension E satisfying σ and τ and will create a cycle,
hence breaking transitivity.
We now give an example where SDAP fails in a structure with a relation of arity
higher than two.
Example 2.19 (SDAP fails for 3-hypergraphs forbidding the irreducible structure
on four vertices with three hyper-edges). Suppose our language has one ternary
relation R. Let I denote the structure on four vertices with three hyper-edges; that
is, say I = {i, j, k, ℓ} and I consists of the relations {R(i, j, k), R(i, j, ℓ), R(i, k, ℓ)}.
Then every two vertices in I are in some relation in I, so I is irreducible. However,
the triple {j, k, ℓ} is not contained in any relation in I.
The free amalgamation class Forb{I} does not satisfy the SDAP: Let A be the
singleton {a}, with no relations, and let C have universe {a, c0, c1} and the relation
R(a, c0, c1). Let B have universe {a, b}, and let σ and τ both be the 1-types
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{R(x, a, b)} over B. Suppose that E ∈ Forb{I} satisfies the conclusion of Definition
2.8. Then E has universe {a, b, c0, c1} and relations R(a, c0, c1), R(c0, a, b), and
R(c1, a, b). But then E contains a copy of I, contradicting that E ∈ Forb{I}.
The same argument shows that free amalgamation classes Forb(F), where some
F ∈ F has a triple in its universe not contained in any relation in F (i.e. is not
3-irreducible), does not satisfy SDAP. This does not imply that such structures do
not have finite big Ramsey degrees; only that methods different from those in this
paper must be employed. We conjecture that the generic 3-hypergraph omitting the
“pyramid”, the structure on four vertices with three 3-hyperedges, does admit a big
Ramsey structure. Indeed, it seems likely that all free amalgamation classes with
forbidden structures which are irreducible should have finite big Ramsey degrees.
3. Coding trees of 1-types for Fra¨ısse´ structures
Fix throughout a Fra¨ısse´ class K in a finite relational language L. Let K denote
an enumerated Fra¨ısse´ structure for K, meaning that K has universe ω. This will
be important for the constructions in Sections 4 and 5, and ultimately for charac-
terizing the big Ramsey degrees. In order to avoid confusion, we shall usually use
vn instead of just n to denote the n-th member of the universe of K, and we shall
call this the n-th vertex of K. Recall that for n ∈ ω, Kn denotes K ↾ n, the induced
substructure of K on vertices {vi : i < n}. We call Kn an initial segment of K.
Note that K0 is the empty structure.
We will be constructing trees of complete realizable 1-types over initial segments
of K. Since we will always be working with relational Fra¨ısse´ classes, recall that all
1-types will be quantifier-free, with variable x, over some finite initial segment of
K. We will use the notation “tp” to mean “quantifier-free 1-type”.
Definition 3.1 (The Coding Tree of 1-Types, S). Given a relational Fra¨ısse´ class
K, let K be an enumerated Fra¨ısse´ structure. The coding tree of 1-types S for K
is the set of all complete realizable 1-types over initial segments of K along with
a function c : ω → S such that c(n) is the 1-type over Kn which vn satisfies. The
tree-ordering is simply inclusion.
Thus for each n < ω, c(n) denotes the 1-type of vn over Kn; we say that c(n)
represents or codes the vertex vn. The n-th level S(n) of the tree S is the collection
of all 1-types tp(vi/Kn), where i ≥ n. Note that each c(n) is a node in S(n). In
particular, the 0-th level S(0) consists of the complete realizable 1-types involving
only unary relations, and the coding node c(0) is the the 1-type γ ∈ S(0) such
that γ(v0) holds. For s ∈ S(n), the immediate successors of s are exactly those
t ∈ S(n+1) such that s ⊆ t. Each level S(n) is finite, since the language L consists
of finitely many finitary relation symbols. We say that each node s ∈ S(n) has
length n + 1, and denote the length of s by |s|. For n < ω and s ∈ S(n), given
1 ≤ i ≤ n, we let s(i) denote the set of those formulas in s ↾ Ki such that vi−1
appears in each formular of arity two or more. For i = 0, s(0) is the 1-type with
no parameters in s.
It will be useful later to have specific notation for unary relations. We will let Γ
denote S(0), the set of complete realizable 1-types involving only unary relations. If
L has no unary relations, then Γ will consist exactly of the empty type. For γ ∈ Γ,
we write γ(vn) if and only if the vertex vn satisfies exactly those unary relations in
γ.
SDAP IMPLIES BIG RAMSEY STRUCTURES 18
Remark 3.2. In the case where all relations in the language L have arity at most
two, the coding tree of 1-types S has regular branching. If L has any relation
symbol of arity three or greater, then S will have branching which increases as the
level increases.
Remark 3.3. Our definition of s(i) sets up for the definition of passing type below,
which directly abstracts the notion of passing number used in [30] and [19], and
subsequent papers building on their ideas.
The following terminology and notation will be used throughout. Instead of
writing c(n), we shall usually write cn for the n-th coding node in S. Given s, t ∈ S,
we define the meet of s and t, denoted s ∧ t, to be s ↾ Km for the maximal
m ≤ min(|s|, |t|) such that s ↾ Km = t ↾ Km. It can be useful to think of s ∈ S as
the sequence 〈s(0), . . . , s(|s|−1)〉; then s∧ t can be interpreted in the usual way for
trees of sequences. We shall use s ↾ m to denote 〈s(i) : i < m〉, which is s ↾ Km−1,
where we make the convention that s ↾ K−1 denotes the empty sequence. A level
set is a subset X ⊆ S such that all nodes in X have the same length. As is standard
in Ramsey theory for trees, by a subtree of S, we mean exactly a subset A ⊆ S
which is closed under meets, called meet-closed, and is a union of level sets. Thus,
A is a tree if A is meet-closed and whenever s, t ∈ A and |t| ≥ |s|, then t ↾ |s| is
also a member of A.
Turning our attention back to the general approach for a given Fra¨ısse´ class K,
we now decipher the natural correspondence from subtrees of S to substructures of
K. The following notation will aid in the translation.
Notation 3.4. Given a subtree A ⊆ S, let 〈cAn : n < N〉 denote the enumeration
of the coding nodes of A in order of increasing length, where N ≤ ω is the number
of coding nodes in A. Let
(8) NA := {i ∈ ω : ∃m (ci = c
A
m)},
the set of indices i such that ci is a coding node in A. For n < N , let
(9) NAn := {i ∈ N
A : ∃m < n (ci = c
A
m)},
the indices of the first n coding nodes in A. Thus, 〈cAn : n < N〉 = 〈ci : i ∈ N
A〉,
and for n < N , 〈cAm : m < n〉 = 〈ci : i ∈ N
A
n 〉. Let K ↾ A denote the induced
substructure of K on universe NA. We call this the substructure of K represented
by the coding nodes in A, or simply the substructure represented by A.
The next definition extends the notion of of passing number used to code binary
relational structures via regular splitting trees (see for instance [30] and [19]). These
passing numbers code whether a given relation holds between pairs of nodes, and
are really coding 1-types. Here, we extend the notion to handle the case of higher
arity relations.
Definition 3.5 (Passing Type). Given s, t ∈ S with |s| < |t|, letting n = |s|, by
t(|s|) we denote the collection of all formulas in the 1-type t with parameters in
Kn+1 and, moreover, with vn as a parameter in every relation. We call t(|s|) the
passing type of t at s. We also call t(|s|) the passing type of t at cn.
Let A be a subtree of S, t be a node in S, and cn be a coding node in S such
that |cn| < |t|. We write t(cn;A) to denote the set of those formulas in t(|cn|) in
which all parameters are from among {vi : i ∈ NAm ∪ {n}}, where m is least such
that |cAm| ≥ |cn|. We call t(cn;A) the passing type of t at cn over A.
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Given a coding node cAn in A, we write t(n;A) to denote t(c
A
n ;A), and call this
the passing type of t at n over A.
Note that passing types do not include any unary relations.
Remark 3.6. In the case where the language L only has binary relations, passing
type reduces to the concept of passing number, first defined and used in [30] and
[19] and later used in [8], [7], [6], [33]. This is because for binary relations, the
tree S has a fixed degree of branching; thus, the number of passing types remains
the same at every coding node in S, so we can simply assign them an integer value
and call them passing numbers. In the special case of the Rado graph, where the
language has exactly one binary relation, say E, the tree S is regular 2-branching
and may be correlated with the tree of sequences of 0’s and 1’s; then the passing
number 0 of t at s corresponds to the passing type {¬R(x, c|s|)}, and the passing
number 1 of t at s corresponds to the passing type {R(x, c|s|)}.
In the case of the rationals, the coding tree of 1-types S for Q provides a mini-
malistic way to view the work of Devlin in [5], as S branches exactly at coding nodes
and nowhere else. This differs from the traditional use of the binary branching tree
to code Q.
We will need to be able to compare structures represented by different sets of
coding nodes in S. The next notion provides a way to do that.
Definition 3.7 (Similarity of Passing Types over Subtrees). Let A and B be
subsets of S, and let m,n ∈ ω be such that NA ∩ m has the same number of
elements as NB ∩ n, say p. Let f be the increasing bijection from NAp to N
B
p .
Suppose s, t ∈ S satisfy |cm| < |s| and |cn| < |t|. We write
(10) s(cm;A) ∼ t(cn;B)
if and only f induces a bijection from s(cm;A) onto t(cn;B).
By “f induces a bijection from s(cm;A) onto t(cn;B),” we mean precisely the
following: Recall that x is the variable used in all 1-types in S. Define f(x) = x,
and for each i ∈ NAp , let f(vi) = vf(i). Given a relation symbol R ∈ L of arity k
and k-tuple (z0, . . . , zk−1), where all zi are from among {vi : i ∈ NAp } ∪ {x} and
at least one zi is the variable x, then R(z0, . . . , zk−1) is in s(cm;A) if and only if
R(f(z0), . . . , f(zk−1)) is in t(cn;B).
When s(cm;A) ∼ t(cn;B) holds, we say that the passing type of s at cm over A
is similar to the passing type of t at cn over B.
If A and B each have at least n+1 coding nodes, then for s, t ∈ S with |cAn | < |s|
and |cBn | < |t|, define
(11) s(n;A) ∼ t(n;B)
to mean that s(cAn ;A) ∼ t(c
B
n ;B). When s(n;A) ∼ t(n;B), we say that s/A and
t/B have similar passing types at the n-th coding node, or that the passing type of
s at n over A is similar to the passing type of t at n over B.
It is clear that for fixed n, ∼ is an equivalence relation. That is, s(n;A) ∼ s(n;A)
always; s(n;A) ∼ t(n;B) if and only if t(n;B) ∼ s(n;A); and s(n;A) ∼ t(n;B) and
t(n;B) ∼ u(n;C) implies s(n;A) ∼ u(n;C).
The following fact is the essence of why we are interested in similarity of passing
types: They tell us exactly when two structures represented by coding nodes are
isomorphic.
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Fact 3.8. Let A and B be subsets of S and n < ω such that both A and B have
n+1 many coding nodes. Then the substructure K ↾ A of K is (order) isomorphic
to the substructure K ↾ B if and only if for all i < j ≤ n, cAj (i;A) ∼ c
B
j (i;B), and
cA0 satisfies the same set of unary relations as c
B
0 .
We may assume there is a linear ordering on the relation symbols in L. Since
the vertices of K are linearly ordered, there is a naturally induced linear ordering
on S, denote it by ≺. One can define ≺ precisely as follows: Given s ∈ S(n), let
≺ be the linear order on the set {t ∈ S(n + 1) : t ⊇ s} induced by the linear
order on L. Then extend ≺ to all pairs of incomparable nodes in S by declaring
that for any incomparable s, t ∈ S, if s ∧ t ∈ S(n), then s ≺ t if and only if
s ↾ (n + 1) ≺ t ↾ (n + 1). This order ≺ abstracts the lexicographic order for the
case of binary relational structures in [30], [19], [8], [7], and [33].
Definition 3.9 (Similarity Map). Let S, T ⊆ S be meet-closed subsets. A function
f : S → T is a similarity map of S to T if for all nodes s, t, u, v ∈ S, the following
hold:
(1) f is a bijection which preserves ≺.
(2) f preserves meets, and hence splitting nodes: f(s ∧ t) = f(s) ∧ f(t).
(3) f preserves relative lengths: |s ∧ t| < |u ∧ v| if and only if |f(s) ∧ f(t)| <
|f(u) ∧ f(v)|.
(4) f preserves initial segments: s ∧ t ⊆ u ∧ v if and only if f(s) ∧ f(t) ⊆
f(u) ∧ f(v).
(5) f preserves coding nodes and their unary relations: Given a coding node
cSn ∈ S, f(c
S
n) = c
T
n ; moreover, for γ ∈ Γ, γ ∈ v
S
n if and only if γ ∈ v
T
n .
(6) f preserves relative passing types at coding nodes: s(n;S) ∼ f(s)(n;T ), for
each n such that |cSn | < |s|.
When there is a similarity map between S and T , we say that S and T are
similar and we write S ∼ T . We let Sim(S) denote the collection of all subtrees
T of S which are similar to S. If T ′ ⊆ T and f is a similarity of S to T ′, then we
say that f is a similarity embedding of S into T .
Remark 3.10. It follows from (2) that s is a splitting node in S if and only if f(s)
is a splitting node in T . Moreover, if s is a splitting node in S, then s has the
same number of immediate successors in S as f(s) has in T . Note that (4) implies
that s ⊆ u if and only if f(s) ⊆ f(u). Similarity is an equivalence relation, since
the inverse of a similarity map is a similarity map, and the composition of two
similarity maps is a similarity map.
Our notion of similarity is really extending the notion of strong similarity in [30]
and [19] for trees without coding nodes, and [8] and [7] for trees with coding nodes.
We drop the word strong to make the terminology more efficient, since there is only
one notion of similarity being used in this paper.
Given two (induced) substructuresF,G ofK, we write F ∼=ω G if and only if they
are order-isomorphic with respect to the linear order on their universes as subsets
of ω. Note that for any subtrees S, T ⊆ S, S ∼ T implies that K ↾ S ∼=ω K ↾ T .
There are essentially four ways of approaching big Ramsey degrees of structures
with relations of higher arity. The na¨ıve approach is to fix an enumerated Fra¨ısse´
structure and use Milliken’s theorem directly on a tree similar to S but without
coding nodes - the traditional approach which works for binary relational structures
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with no forbidden irreducible substructures - and follow the proof outline in [30].
This approach fails outright - the standard methods of using envelopes fails to
provide upper bounds because there will be more than one (in fact, unboundedly
many) similarity types of a given finite antichain inside a given finite strong subtree
of the ambient tree.
A different purely combinatorial approach has been developed in [1] and [2] for
the regular 3-hypergraph, by using the product Milliken theorem with auxilliary
matrices to keep track of coding substructure.
The na¨ıve approach using coding trees would be to use envelopes after first
proving a Milliken-style theorem of the following form: Given a finite coloring of all
copies of a finite initial segment A of the coding tree S, there is a subtree S ∼ S such
that all copies of A in S have the same color. It is conceivable that this statement
is true; the issue is that one needs to develope a new Ramsey theorem for products
of sets of 1-types. Even if this statement is true, it still leaves one with the task of
using envelopes to prove upper bounds for the big Ramsey degrees.
We take an approach which starts with the kind of trees we will need in order
to attain upper bounds which are the exact big Ramsey degres. This has the
benefit that we will be able to characterize the big Ramsey dgrees without appeal to
envelopes. As this can be done very little additional work in the forcing arguments,
this is our approach: We will work with skew subtrees of S which have two-branching
from the outset, bypassing any need for envelopes. This leads to the first direct
proof of exact big Ramsey degrees, without any appeal to envelopes.
The following definition of diagonal is motivated by Definition 3.2 in [19], though
our use of trees with coding nodes mandates a modified approach.
Definition 3.11. Let S be a coding tree as in Definition 3.1. We call a subtree
T ⊆ S diagonal if each level of T has at most one splitting node, each splitting node
in T has degree two (exactly two immediate successors), and coding node levels in
T have no splitting nodes.
A crucial observation is that any persistent similarity type must be diagonal,
simply because within any copy K′ of K, one can always find a subcopy K′′ such
that S ↾ K′′ is diagonal. This idea is seen for structures with finitely many binary
relations in [19], where the authors prove (using Milliken’s theorem and envelopes)
that the persistent similarity types are diagonal. Working with diagonal coding
trees from the outset will allow us to find and prove the exact big Ramsey degrees
without any need for envelopes.
Notation 3.12. Given a diagonal subtree T of S with coding nodes, we let 〈cTn :
n < N〉 denote the enumeration of the coding nodes in T in order of increasing
length. Let ℓTn denote |c
T
n |, the length of c
T
n . We shall call a node in T a critical
node if it is either a splitting node or a coding node in T . Given a subtree T ⊆ S
and s ∈ T which is not a splitting node in T , we let s+ denote the immediate
successor of s in T̂ (which, we remind the reader, is the tree of all initial segments
of members of T ). Thus, s+ has length |s|+ 1 and is uniquely defined in T . Given
any ℓ, we let T ↾ ℓ denote the set of those nodes in T̂ with length ℓ.
Definition 3.13 (Diagonal Coding Tree). A subtree T ⊆ S is called a diagonal
coding tree if T is diagonal and satisfies the following properties:
(1) K ↾ T ∼= K;
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(2) For each n < ω, T ↾ ℓTn is in in one-to-one correspondence with the collection
of 1-types over {cTi : i ≤ n}; and
(3) For m < n, if the coding node cTn extends the coding node c
T
m, then
(cTn )
+(cTn ;A) ∼ (c
T
m)
+(cTm;A),
where A = T ↾ (ℓTm − 1).
Now we define the space of coding subtrees of S with which we shall be working.
Definition 3.14 (The Space of Diagonal Coding Trees of 1-Types, T ). Let K be
an enumerated Fra¨ısse´ structure and let T be a fixed diagonal coding tree. Then
the space of coding trees T (T) consists of all subtrees T of T such that T ∼ T.
Members of T (T) are called simply coding trees, where diagonal is understood to
be implied. We shall usually simply write T when T is clear. For T ∈ T , we write
S ≤ T to mean that S is a subtree of T and S is a member of T .
Remark 3.15. Given T satisfying (1)–(3) in Definition 3.13, if T ⊆ T satisfies T ∼ T,
then T also satisfies (1)–(3). Any tree T satisfying (1) and (2) has no terminal nodes
and has coding nodes dense in T . Condition (2) is equivalent to saying that given
n < ω, the nodes at level |cTn |+1 in T̂ are in one-to-one correspondence with the set
of 1-types over the structure K restricted to the vertices {vi : ∃m ≤ n (ci = cTm)}.
This implies that the Fra¨ısse´ structure J := K ↾ T represented by T has the
following property: For any i−1 < j < k in J satisfying J ↾ (i∪{j}) ∼= J ↾ (i∪{k}),
it holds that tp(j/Ki) = tp(k/Ki). In the terminology of Sauer (for instance, see
[29]), this says that every two vertices in J in the same orbit over J ↾ i are in the
same orbit over Ki. Property (3) implies that there are infinitely many extensions
of a given coding node in T which represent the same finite structure over a given
fixed finite substructure of K ↾ T . This will be used in the forcing arguments in
the next section.
For each T ∈ T , any two critical nodes (splitting and coding nodes) have different
lengths, and thus, the levels of T are designated by the lengths of the critical nodes
in T . (This follows from the definition of diagonal.) Hence, if 〈dTm : m < M〉 is the
enumeration of the critical nodes in T in order of strictly increasing length, then
T (m) denotes the collection of those nodes in T with length |dTm|, which we call the
m-th level of T .
Given a substructure J of K, letting J ⊆ ω denote the universe of J, we let
S ↾ J denote the subtree of S induced by the meet-closure of the coding nodes
{cn : n ∈ J}. We call S ↾ J the subtree of S induced by J. If J = K ↾ T for some
T ∈ T , then S ↾ J = T , as T being diagonal ensures that the coding nodes in S ↾ J
are exactly those in T .
A crucial observation is that any persistent similarity type for a free amalga-
mation class must be diagonal, simply because within any copy K′ of K, one can
always find a subcopy K′′ such that S ↾ K′′ is diagonal. This idea was first seen
for structures with finitely many binary relations in [19], where the authors prove
(using Milliken’s theorem and envelopes) that the persistent similarity types are di-
agonal. Moreover, this also holds for structures with SDAP. Working with diagonal
coding trees from the outset will allow us to find and prove the exact big Ramsey
degrees without any reference back to envelopes.
We now state the amalgamation property at the heart of this paper. This is the
property which makes the forcing arguments in the next section simpler than the
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arguments for binary relational structures omitting some finite set of irreducible
substructures. s seen in Subsection 2.3, this property unifies a seemingly disparate
collection of Fra¨ısse´ classes.
Definition 3.16 (SDAP-Coding Tree Version). A Fra¨ısse´ class K satisfies the Sub-
structure Disjoint Amalgamation Property if and only if K satisfies DAP and the
following hold: Given an enumerated Fra¨ısse´ structure K, let T be a subtree of S
satisfying properties (1) and (2) in Definition 3.13, and let J denote K ↾ T . Given
m− 1 ∈ J, let J ↾ m denote J ↾ (J ∩m). Suppose
(1) A is a substructure of J ↾ m and C is a substructure of J extending A by
two vertices i, j > m;
(1∗) If K is not a free amalgamation class, then we may assume tp(i/J ↾ m) and
tp(j/J ↾ m) are separated over m \A (see Remark 2.7);
(2) n > m and s, t ∈ T ↾ n with s ↾ (J ↾ m) = tp(i/J ↾ m) and t ↾ (J ↾ m) =
tp(j/J ↾ m);
(3) ci′ ∈ T is any coding node extending s.
Then there is a coding node cj′ ∈ T , with j′ > i′, such that cj′ ⊇ t and
J ↾ ((J ∩m) ∪ {i′, j′}) ∼= C.
The next definition concerns passing types at levels of coding nodes. It will be
used in the next section to prove the upper bounds for big Ramsey degrees. Given
a finite tree A ⊆ T , let ℓA denote max{|s| : s ∈ A}, and let max(A) denote the set
of nodes s in A with |s| = ℓA.
Definition 3.17 (+-Similarity). Suppose A and B are finite subtrees of T. We
write A
+
∼ B and say that A and B are +-similar if and only if A ∼ B and one of
the following two cases holds:
(1) max(A) does not have a coding node.
(2) max(A) has a coding node, say cAn , and letting f : A→ B be the similarity
map, s+(n;A) ∼ f(s)+(n;B) for each s ∈ max(A).
Note that
+
∼ is an equivalence relation, and A
+
∼ B implies A ∼ B. When A ∼ B,
we say that they have the same similarity type and when A
+
∼ B, we say that they
have the same +-similarity type.
Remark 3.18. For infinite trees S and T with no terminal coding nodes, S ∼ T
implies that for each coding node cSn in S, S ↾ |c
S
n |
+
∼ T ↾ |cTn |. Hence, in this case,
S
+
∼ T holds if and only if S ∼ T . The notion of +-similarity will be used when
extending a given finite tree to one more level which contains a coding node; if we
require the new level with the coding node to have a certain +-similarity, then we
can build an infinite tree with a desired similarity type.
4. Forcing exact upper bounds for big Ramsey degrees
This section contains the Ramsey theorem for colorings of copies of a given mem-
ber of any Fra¨ısse´ class K with the Substructure Disjoint Amalgamation Property.
In Theorem 4.11, we prove that given any G ∈ K and any subcopy of K repre-
sented by a coding tree T in T , there is a subtree S ≤ T such that each copy of
G represented by the same similarity type in S has the same color. From this, we
will obtain Theorem 4.11, providing a canonical partition for antichains of coding
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nodes representingG. Since every coding tree contains an antichain of coding nodes
representing a copy of K, this corollary obtains upper bounds for the big Ramsey
degrees. These upper bounds will be shown to be exact in the following section.
The key combinatorial content of Theorem 4.11 occurs in Theorem4.3, where we
use the technique of forcing to achieve within ZFC one color per level set extension
of a given finite tree. It is important to note that we never actually go to a generic
extension. In fact, the forced generic object is very much not a coding tree. Rather,
we use the forcing to do two things: (1) Find a good set of nodes from which we
can start to build a subtree which can have the desired homogeneity properties;
and (2) Use the forcing to guarantee the existence of a finite object with certain
properties. This is essentially doing an unbounded search. Once found, this object,
being finite, must exist in the ground model.
Many of the forcing arguments are standard by now. We take here a sort of
amalgamation of techniques developed in [8], [7], and [6]. The main differences
from previous work are the following: The forcing poset is on trees of sequences
of 1-types, and we work with the more general notion of passing type instead of
passing number, as is the norm for binary relational structures. Further, we do not
require the trees in T to be similar to each other, and we make no restrictions on the
passing types of successors of coding nodes. This lack of uniformization among the
trees and the passing types of coding nodes allows the forcing to be simpler. Lastly,
the final portion of the proof involved the development of some new methods.
We now set up notation and assumptions for Theorem 4.3. Recall that for t ∈ S
and ℓ ≤ |t|, t ↾ ℓ denotes 〈t(i) : i < ℓ〉, the initial segment of t with domain ℓ. For
a finite subset A ⊆ T, let
(12) ℓA = max{|t| : t ∈ A} and max(A) = A ↾ ℓA.
For ℓ ≤ ℓA, let
(13) A ↾ ℓ = {t ↾ ℓ : t ∈ A and |t| ≥ ℓ}
and let
(14) A ↿ ℓ = {t ∈ A : |t| < ℓ} ∪ A ↾ ℓ.
Thus, A ↾ ℓ is a level set, while A ↿ ℓ is the set of nodes in A with length less than
ℓ along with the truncation to ℓ of the nodes in A of length at least ℓ. Notice that
A ↾ ℓ = ∅ for ℓ > ℓA, and A ↿ ℓ = A for ℓ ≥ ℓA. If ℓ is the length of some node in
A, then A ↿ ℓ is an initial segment of A. If ℓ is not the length of any node in A,
then A ↿ ℓ is not a subset of A, but is a subset of Â.
The following notation comes from topological Ramsey space theory (see [31]).
We recall here only what is useful for this paper. The restriction map r gives
restrictions of coding trees to initial segments. Given k < ω, rk(T ) is the finite
subtree of T consisting of all nodes in T with length less than |dTk |; that is,
(15) rk(T ) =
⋃
m<k
T (m).
For A an initial segment of some member T of T , define the set
(16) [A, T ] = {S ∈ T : ∃k(rk(S) = A) and S ≤ T }.
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Note that the k is unique when it exists. Lastly, given T ∈ T and A = rk(T ) and
n > k, define
(17) rn[A, T ] = {rn(S) : S ∈ [A, T ]}.
Set-up for Theorem 4.3. Let T be a diagonal coding tree in T . Fix a finite
subtree C˜ ⊆ T in which all coding nodes are terminal, and let X˜ denote max(C˜) :=
C˜ ↾ ℓC˜ . There are two cases:
Case (a). X˜ has a splitting node.
Case (b). X˜ has a coding node.
Let d+1 be the number of nodes in X˜ and index these nodes as x˜i, i ≤ d, where
x˜d denotes the critical node. If X˜ has at least two nodes, then let ℓA˜ denote the
length of the maximum critical node of C˜ \ X˜. If X˜ has exactly one node, then let
ℓA˜ = ℓC˜ − 2. Let
(18) A˜ = C˜ ↿ ℓA˜,
and let
(19) B˜ = C˜ ↾ (ℓA˜ + 1).
Then X˜ is a level set end-extending the level set B˜. For each i ≤ d, let
(20) b˜i = x˜i ↾ ℓB˜.
NB: We consider nodes in B˜ as simply nodes to be extended; it matters not
whether the nodes in B˜ are coding, splitting, or neither in T .
Given T ∈ T , we make the convention that if X ⊆ T is a level set, then X+
denotes the set of immediate successors in T of the nodes in X . If A is a finite
subtree of T with more than one level, then A+ denotes the set A ∪ (max(A))+.
Definition 4.1 (Weak similarity). Given finite subtrees S, T ⊆ T in which each
coding node is terminal, we say that S is weakly similar to T , and write S
w
∼ T , if
and only if S \max(S)
+
∼ T \max(T ).
Let T ∈ T be fixed and let D = rn(T ) for some n < ω. Suppose A is a subtree of
D with A
+
∼ A˜. Let B be a level set contained in max(D+) such that B end-extends
non-coding nodes in max(A) and A∪B
w
∼ A˜∪B˜. For both Cases (a) and (b), define
(21) ExtT (B; C˜) = {X ⊆ T : X ⊒ B and A ∪X
+
∼ C˜}.
The following theorem of Erdo˝s and Rado will provide the pigeonhole principle
for forcing proof.
Theorem 4.2 (Erdo˝s-Rado). For r < ω and µ an infinite cardinal,
ir(µ)
+ → (µ+)r+1µ .
We are now ready to prove the Ramsey theorem for level set extensions of a
given finite tree.
Theorem 4.3. Suppose that T ∈ T is given, and let C˜ be a finite subtree of T
in which all coding nodes are terminal; let A˜ and B˜ be defined as above. Suppose
D = rn(T ) for some n < ω, and A ⊆ D and B ⊆ max(D
+) satisfy A∪B
w
∼ A˜∪ B˜.
Let h : ExtT (B; C˜) → 2 be given coloring. Then there is a coding tree S ∈ [D,T ]
such that h is monochromatic on ExtS(B; C˜).
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Proof. Enumerate the nodes in B as s0, . . . , sd so that for any X ∈ ExtT (B; C˜),
the critical node in X extends sd. Let M denote the collection of all m ≥ n for
which there is a member of ExtT (B; C˜) with nodes in T (m). In Case (a), M is
the set of all m for which T (m) contains a splitting node extending sd. In Case
(b), M is the set of all m for which there is a coding node in T (m) extending sd.
Note that this set M is the same for any S ∈ T , since S ∈ T implies that K ↾ S
is order-isomorphic to K. Let L = {|t| : ∃m ∈ M (t ∈ T (m))}, the collection of
lengths of nodes in the levels T (m) for m ∈M .
For i ≤ d, let Ti = {t ∈ T : t ⊇ si}. Let κ be large enough, so that the partition
relation κ → (ℵ1)2dℵ0 holds. The following forcing notion P adds κ many paths
through each Ti, i < d, and one path through Td.
In both Cases (a) and (b), define P to be the set of finite partial functions p such
that
p : (d× ~δp) ∪ {d} → T (mp),
where
(1) mp ∈M and ~δp is a finite subset of κ;
(2) {p(i, δ) : δ ∈ ~δp} ⊆ Ti(mp) for each i < d;
(3) p(d) is the critical node in Td(mp); and
(4) For any choices of δi ∈ ~δp, the level set {p(i, δi) : i < d} ∪ {p(d)} is a
member of ExtT (B; C˜).
Given p ∈ P, the range of p is defined as
ran(p) = {p(i, δ) : (i, δ) ∈ d× ~δp} ∪ {p(d)}.
Let ℓp denote the length of the nodes in ran(p). If also q ∈ P and ~δp ⊆ ~δq, then we
let ran(q ↾ ~δp) denote {q(i, δ) : (i, δ) ∈ d× ~δp} ∪ {q(d)}.
In Case (a), the partial ordering on P is simply reverse inclusion: q ≤ p if and
only if
(1) mq ≥ mp, ~δq ⊇ ~δp, q(d) ⊇ p(d); and
(2) q(i, δ) ⊇ p(i, δ) for each (i, δ) ∈ d× ~δp.
In Case (b), we define q ≤ p if and only if (1) and (2) hold and additionally, the
following third requirement holds:
(3) Letting U = T ↾ (ℓp − 1),
(i) For each (i, δ) ∈ d× ~δp, q(i, δ)+(q(d);U) ∼ p(i, δ)+(p(d);U); and
(ii) q(d)+(q(d);U) ∼ p(d)+(p(d);U).
Equivalently, (3) holds if and only if U ∪ ran(p)
+
∼ U ∪ ran(q ↾ δp). (This third
requirement is stronger than that which was used for the Rado graph in [6], because
for relations of arity three or more, the extension q must preserve information about
1-types over the fixed finite structure which we wish to extend.) Then (P,≤) is a
separative, atomless partial order.
The next part of the proof (up to and including Lemma 4.6) follows that of [6]
almost verbatim. We include it for the reader’s convenience. For (i, α) ∈ d× κ, let
(22) b˙i,α = {〈p(i, α), p〉 : p ∈ P and α ∈ ~δp},
a P-name for the α-th generic branch through Ti. Let
(23) b˙d = {〈p(d), p〉 : p ∈ P},
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a P-name for the generic branch through Td. Given a generic filter G ⊆ P, notice
that b˙Gd = {p(d) : p ∈ G}, which is a cofinal path of critical nodes in Td. Let L˙d be
a P-name for the set of lengths of critical nodes in b˙d, and note that P forces that
L˙d ⊆ L. Let U˙ be a P-name for a non-principal ultrafilter on L˙d. Given p ∈ P,
recall that ℓp denotes the lengths of the nodes in ran(p), and notice that
(24) p  ∀(i, α) ∈ d× ~δp (b˙i,α ↾ ℓp = p(i, α)) ∧ (b˙d ↾ ℓp = p(d)).
We will write sets {αi : i < d} in [κ]d as vectors ~α = 〈α0, . . . , αd−1〉 in strictly
increasing order. For ~α ∈ [κ]d, let
(25) b˙~α = 〈b˙0,α0 , . . . , b˙d−1,αd−1, b˙d〉.
For ℓ < ω, let
(26) b˙~α ↾ ℓ = 〈b˙0,α0 ↾ ℓ, . . . , b˙d−1,αd−1 ↾ ℓ, b˙d ↾ ℓ〉.
One sees that h is a coloring on level sets of the form b˙~α ↾ ℓ whenever this is forced
to be a member of ExtT (B; C˜). Given ~α ∈ [κ]d and p ∈ P with ~α ⊆ ~δp, let
(27) X(p, ~α) = {p(i, αi) : i < d} ∪ {p(d)}.
Notice that X(p, ~α) is a member of ExtT (B; C˜).
For each ~α ∈ [κ]d, choose a condition p~α ∈ P satisfying the following:
(1) ~α ⊆ ~δp~α .
(2) There is an ε~α ∈ 2 such that p~α  “h(b˙~α ↾ ℓ) = ε~α for U˙ many ℓ in L˙d”.
(3) h(X(p~α, ~α)) = ε~α.
Such conditions can be found as follows: Fix some X˜ ∈ ExtT (B; C˜) and let ti
denote the node in X˜ extending si, for each i ≤ d. For ~α ∈ [κ]d, define
p0~α = {〈(i, δ), ti〉 : i < d, δ ∈ ~α} ∪ {〈d, td〉}.
Then (1) will hold for all p ≤ p0~α, since
~δp0
~α
= ~α. Next, let p1~α be a condition
below p0~α which forces h(b˙~α ↾ ℓ) to be the same value for U˙ many ℓ ∈ L˙d. Extend
this to some condition p2~α ≤ p
1
~α which decides a value ε~α ∈ 2 so that p
2
~α forces
h(b˙~α ↾ ℓ) = ε~α for U˙ many ℓ in L˙d. Then (2) holds for all p ≤ p
2
~α. If p
2
~α satisfies (3),
then let p~α = p
2
~α. Otherwise, take some p
3
~α ≤ p
2
~α which forces b˙~α ↾ ℓ ∈ ExtT (B)
and h′(b˙~α ↾ ℓ) = ε~α for some ℓ ∈ L˙ with ℓp2
~α
< ℓ ≤ ℓp3
~α
. Since p3~α forces that b˙~α ↾ ℓ
equals {p3~α(i, αi) ↾ ℓ : i < d} ∪ {p
3
~α(d) ↾ ℓ}, which is exactly X(p
3
~α ↾ ℓ, ~α), and this
level set is in the ground model, it follows that h(X(p3~α ↾ ℓ, ~α)) = ε~α. Let p~α be
p3~α ↾ ℓ. Then p~α satisfies (1)–(3).
Let I denote the collection of all functions ι : 2d→ 2d such that for each i < d,
{ι(2i), ι(2i+1)} ⊆ {2i, 2i+1}. For ~θ = 〈θ0, . . . , θ2d−1〉 ∈ [κ]2d, ι(~θ ) determines the
pair of sequences of ordinals 〈ιe(~θ ), ιo(~θ )〉, where
ιe(~θ ) = 〈θι(0), θι(2), . . . , θι(2d−2))〉
ιo(~θ ) = 〈θι(1), θι(3), . . . , θι(2d−1)〉.(28)
We now proceed to define a coloring f on [κ]2d into countably many colors. Let
~δ~α denote ~δp~α , k~α denote |
~δ~α|, ℓ~α denote ℓp~α , and let 〈δ~α(j) : j < k~α〉 denote
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the enumeration of ~δ~α in increasing order. Given ~θ ∈ [κ]
2d and ι ∈ I, to reduce
subscripts let ~α denote ιe(~θ ) and ~β denote ιo(~θ ), and define
f(ι, ~θ ) = 〈ι, ε~α, k~α, p~α(d), 〈〈p~α(i, δ~α(j)) : j < k~α〉 : i < d〉,
〈〈i, j〉 : i < d, j < k~α, and δ~α(j) = αi〉,
〈〈j, k〉 : j < k~α, k < k~β , δ~α(j) = δ~β(k)〉〉.(29)
Fix some ordering of I and define
(30) f(~θ ) = 〈f(ι, ~θ ) : ι ∈ I〉.
By the Erdo˝s-Rado Theorem 4.2, there is a subset K ⊆ κ of cardinality ℵ1 which
is homogeneous for f . Take K ′ ⊆ K so that between each two members of K ′ there
is a member of K. Given sets of ordinals I and J , we write I < J to mean that
every member of I is less than every member of J . Take Ki ⊆ K ′ be countably
infinite subsets satisfying K0 < · · · < Kd−1.
Fix some ~γ ∈
∏
i<dKi, and define
ε∗ = ε~γ , k
∗ = k~γ , td = p~γ(d),
ti,j = p~γ(i, δ~γ(j)) for i < d, j < k
∗.(31)
We show that the values in equation (31) are the same for any choice of ~γ.
Lemma 4.4. For all ~α ∈
∏
i<dKi, ε~α = ε
∗, k~α = k
∗, p~α(d) = td, and 〈p~α(i, δ~α(j)) :
j < k~α〉 = 〈ti,j : j < k
∗〉 for each i < d.
Proof. Let ~α be any member of
∏
i<dKi, and let ~γ be the set of ordinals fixed
above. Take ι ∈ I to be the identity function on 2d. Then there are ~θ, ~θ′ ∈ [K]2d
such that ~α = ιe(~θ ) and ~γ = ιe(~θ
′ ). Since f(ι, ~θ ) = f(ι, ~θ′ ), it follows that ε~α = ε~γ ,
k~α = k~γ , p~α(d) = p~γ(d), and 〈〈p~α(i, δ~α(j)) : j < k~α〉 : i < d〉 = 〈〈p~γ(i, δ~γ(j)) : j <
k~γ〉 : i < d〉. 
Let l∗ denote the length of the node td, and notice that the node ti,j also has
length l∗, for each (i, j) ∈ d× k∗.
Lemma 4.5. Given any ~α, ~β ∈
∏
i<dKi, if j, k < k
∗ and δ~α(j) = δ~β(k), then
j = k.
Proof. Let ~α, ~β be members of
∏
i<dKi and suppose that δ~α(j) = δ~β(k) for some
j, k < k∗. For i < d, let ρi be the relation from among {<,=, >} such that
αi ρi βi. Let ι be the member of I such that for each ~θ ∈ [K]2d and each i < d,
θι(2i) ρi θι(2i+1). Fix some ~θ ∈ [K
′]2d such that ιe(~θ) = ~α and ιo(~θ) = ~β. Since
between any two members of K ′ there is a member of K, there is a ~ζ ∈ [K]d such
that for each i < d, αi ρi ζi and ζi ρi βi. Let ~µ, ~ν be members of [K]
2d such that
ιe(~µ) = ~α, ιo(~µ) = ~ζ, ιe(~ν) = ~ζ, and ιo(~ν) = ~β. Since δ~α(j) = δ~β(k), the pair 〈j, k〉
is in the last sequence in f(ι, ~θ). Since f(ι, ~µ) = f(ι, ~ν) = f(ι, ~θ), also 〈j, k〉 is in the
last sequence in f(ι, ~µ) and f(ι, ~ν). It follows that δ~α(j) = δ~ζ(k) and δ~ζ(j) = δ~β(k).
Hence, δ~ζ(j) = δ~ζ(k), and therefore j must equal k. 
For each ~α ∈
∏
i<dKi, given any ι ∈ I, there is a
~θ ∈ [K]2d such that ~α = ιo(~α).
By the second line of equation (29), there is a strictly increasing sequence 〈ji : i < d〉
of members of k∗ such that δ~γ(ji) = αi. By homogeneity of f , this sequence
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〈ji : i < d〉 is the same for all members of
∏
i<dKi. Then letting t
∗
i denote ti,ji ,
one sees that
(32) p~α(i, αi) = p~α(i, δ~α(ji)) = ti,ji = t
∗
i .
Let t∗d denote td.
Lemma 4.6. For any finite subset ~J ⊆
∏
i<dKi, p ~J :=
⋃
{p~α : ~α ∈ ~J } is a member
of P which is below each p~α, ~α ∈ ~J .
Proof. Given ~α, ~β ∈ ~J , if j, k < k∗ and δ~α(j) = δ~β(k), then j and k must be equal,
by Lemma 4.5. Then Lemma 4.4 implies that for each i < d,
(33) p~α(i, δ~α(j)) = ti,j = p~β(i, δ~β(j)) = p~β(i, δ~β(k)).
Hence, for all δ ∈ ~δ~α ∩ ~δ~β and i < d, p~α(i, δ) = p~β(i, δ). Thus, p ~J :=
⋃
{p~α : ~α ∈ ~J}
is a function with domain ~δ~J ∪ {d}, where
~δ~J =
⋃
{~δ~α : ~α ∈ ~J }; hence , p ~J is a
member of P. Since for each ~α ∈ ~J , ran(p ~J ↾
~δ~α) = ran(p~α), it follows that p ~J ≤ p~α
for each ~α ∈ ~J . 
This last part of the proof contains material new to this paper. We will build
a tree S ∈ [D,T ] so that the coloring h will be monochromatic on ExtS(B; C˜).
Recall that n is the integer such that D = rn(T ). Let {mj : j < ω} be the strictly
increasing enumeration of M , noting that m0 ≥ n. For each i ≤ d, extend the
node si ∈ B to the node t∗i . Extend each node u in max(D
+) \ B to some node
u∗ in T ↾ ℓ∗; if X˜ has a coding node, require also that (u∗)+(u∗;D) ∼ u+(u;D).
The SDAP ensures that such u∗ exist, and moreover, these nodes u∗ will later be
extendable to any desired passing type. Set
(34) U∗ = {t∗i : i ≤ d} ∪ {u
∗ : u ∈ max(D+) \B}
and note that U∗ end-extends max(D+).
If m0 = n, then D ∪ U∗ is a member of rm0+1[D,T ]. In this case, let Um0+1 =
D ∪ U∗, and let Um1 be any member of rm1 [Um0+1, T ]. Then U
∗ is the only
member of ExtUm1 (B; C˜), and it has h-color ε
∗. (This follows from requirement (2)
in Definition 3.14.) Otherwise, m0 > n. In this case, take some Um0 ∈ rm0 [D,T ]
such that max(Um0) end-extends U
∗, and notice that ExtUm0 (B; C˜) is empty.
Now assume that j < ω and we have constructed Umj ∈ rmj [D,T ] so that every
member of ExtUmj (B; C˜) has h-color ε
∗. Fix some V ∈ rmj+1[Umj , T ] and let Y =
max(V ). We will extend the nodes in Y to construct Umj+1 ∈ rmj+1[Umj , T ] with
the property that all members of ExtUmj+1(B; C˜) have the same h-value ε
∗. This
will be achieved by constructing the condition q ∈ P, below, and then extending
it to some condition r ≤ q which decides that all members of ExtT (B; C˜) coming
from the nodes in ran(r) have h-color ε∗.
Let q(d) denote the splitting node or coding node in Y and let ℓq = |q(d)|. For
each i < d, let Yi denote Y ∩ Ti. For each i < d, take a set Ji ⊆ Ki of size card(Yi)
and label the members of Yi as {zα : α ∈ Ji}. Let ~J denote
∏
i<d Ji. By Lemma
4.6, the set {p~α : ~α ∈ ~J} is compatible, and p ~J :=
⋃
{p~α : ~α ∈ ~J} is a condition in
P.
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Let ~δq =
⋃
{~δ~α : ~α ∈ ~J}. For i < d and α ∈ Ji, define q(i, α) = zα. It follows
that for each ~α ∈ ~J and i < d,
(35) q(i, αi) ⊇ t
∗
i = p~α(i, αi) = p ~J (i, αi),
and
(36) q(d) ⊇ t∗d = p~α(d) = p ~J(d).
For i < d and δ ∈ ~δq \ Ji, we need to extend each node p ~J(i, δ) to some node of
length ℓq in order to construct a condition q extending p ~J . These nodes will not
be a part of the construction of Umj+1, however; they only are only a technicality
allowing us to find some r ≤ q ≤ p ~J from which we will build Umj+1. In Case (a),
let q(i, δ) be any extension of p ~J(i, δ) in T of length ℓq. In Case (b), let q(i, δ) be
any extension of p ~J(i, δ) in T of length ℓq with
(37) q(i, δ)+(q(d);T ↾ (ℓ∗ − 1)) ∼ p ~J(i, δ)
+(p ~J (d);T ↾ (ℓ
∗ − 1)).
The SDAP guarantees the existence of such q(i, δ). Define
(38) q = {q(d)} ∪ {〈(i, δ), q(i, δ)〉 : i < d, δ ∈ ~δq}.
This q is a condition in P, and q ≤ p ~J .
Now take an r ≤ q in P which decides some ℓj in L˙d for which h(b˙~α ↾ ℓj) = ε
∗, for
all ~α ∈ ~J . This is possible since for all ~α ∈ ~J , p~α forces h(b˙~α ↾ ℓ) = ε
∗ for U˙ many
ℓ ∈ L˙d. By the same argument as in creating the conditions p~α, we may assume
that the nodes in the image of r have length ℓj . Since r forces b˙~α ↾ ℓj = X(r, ~α)
for each ~α ∈ ~J , and since the coloring h is defined in the ground model, it follows
that h(X(r, ~α)) = ε∗ for each ~α ∈ ~J . Let
(39) Y0 = {q(d)} ∪ {q(i, α) : i < d, α ∈ Ji},
and let
(40) Z0 = {r(d)} ∪ {r(i, α) : i < d, α ∈ Ji}.
Now we consider the two cases separately. In Case (a), let Z be the level set
consisting of the nodes in Z0 along with a node zy in T ↾ ℓj extending y, for each
y ∈ Y \ Y0. Then Z end-extends Y . Letting Umj+1 = Umj ∪ Z, we see that Umj+1
is a member of rmj+1[Umj , T ] such that h has value ε
∗ on ExtUmj+1(B; C˜).
In Case (b), r(d) is a coding node. Since r ≤ q, the nodes in ran(r ↾ δq) have
the same passing types over T ↿ ℓq as the nodes in ran(q) have over T ↿ ℓq. We
now need to extend all the other members of Y \ Y0 to nodes with the remaining
required passing types at r(d). For each y ∈ Y \ Y0, choose a member zy ⊃ y in
Td ↾ ℓj so that
(41) z+y (r(d);Umj ) ∼ y
+(q(d);Umj ).
SDAP ensures the existence of such zy. Let Z be the level set consisting of the
nodes in Z0 along with the nodes zy for y ∈ Y \ Y0. Then Z end-extends Y and
moreover, Umj ∪Z
+
∼ V . Letting Umj+1 = Umj ∪Y , we see that Umj+1 is a member
of rmj+1[Umj , T ] and h has value ε
∗ on ExtUmj+1(B; C˜).
Now that we have constructed Umj+1, let Umj+1 be any member of rmj+1 [Umj+1, T ].
This completes the inductive construction. Let S =
⋃
j<ω Umj . Then S is a member
of [D,T ] and for each X ∈ ExtS(B), h(X) = ε
∗. Thus, S satisfies the theorem. 
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Remark 4.7. By the construction in the previous proof, in Case (b), the coding
nodes in any member X ∈ ExtS(B; C˜) extend the coding node t
∗
d. It then follows
from (3) in Definition 3.13 that for every level set X ⊆ S with A ∪ X ∼ C˜, the
coding node c in X automatically satisfies c+(c;A) ∼ (t∗d)
+(t∗d;A) ∼ c˜
+(x˜d; A˜),
where x˜d denotes the maximal coding node in C˜. Thus, A ∪X
+
∼ C˜ if and only if
the non-coding nodes in X have immediate successors with similar passing types
over A ∪ {c} as their counterparts in X˜ have over A ∪ {x˜d}. This observation will
be useful in the proof of next theorem.
Recall that two antichains of coding nodes are considered similar if the trees
induced by their meet-closures are similar. The next lemma will yield a Ramsey
theorem for finite diagonal antichains of coding nodes.
Lemma 4.8. Let C˜ ⊆ T be a finite tree in which each coding node is terminal.
Given any coloring of the set {C ⊆ T : C
+
∼ C˜}, there is an S ≤ T such that all
members of {C ⊆ S : C
+
∼ C˜} have the same color.
Proof. The proof is by induction on the number of levels in C˜. By Remark 4.7, we
do not need to keep track of passing types of coding nodes in copies of C˜–they will
automatically be as desired.
Suppose first that C˜ has one level. Then C˜ is a level set end-extending some
subset of T (0) which, we remind the reader, is an end-extension of Γ := S(0). In
the set-up to Theorem 4.3, let A = D = ∅ and let B be the subset of T (0) which
is an initial segment of C˜. Then Theorem 4.3 implies that there is an S ∈ [∅, T ]
(i.e. S ≤ T ) such that all members of ExtS(B; C˜) have the same color. Since
all level sets +-similar to C˜ must end-extend B, it follows that every member of
{C ⊆ S : C
+
∼ C˜} has the same color.
Now assume that C˜ has n levels, where n ≥ 2, and that the theorem holds for
each finite tree with less than n levels and in which all coding nodes are terminal.
Suppose h maps {C ⊆ T : C
+
∼ C˜} into finitely many colors. Let x˜ denote the
critical node in C˜ of maximal length, and note that |x˜| = ℓC˜ . Define A˜ = {t ∈ C˜ :
|t| < ℓC˜ , the subtree of the first n−1 levels of C˜. We will do an induction argument
to build S ≤ T so that for any A
+
∼ A˜, every member of {C ⊆ S : S
+
∼ C˜} which
extends A has the same color. Then we will apply the induction hypothesis to A˜.
Let m0 be the least integer such that rm0(T ) contains a similarity copy of A˜, and
letD0 = rm0(T ). List those members A ∈ Sim
+
T (A˜) which have max(A) ⊆ max(D0)
as A0, . . . , Aj . For i ≤ j, let Bj denote (Aj)+, which we recall is the tree consisting
of the nodes in Aj along with all immediate successors of nodes in max(Aj). These
immediate successors are the same whether we consider them in T or in T . Each
Bj is a subtree of (D0)
+. Apply Theorem 4.3 to obtain a T 00 ∈ [D0, T ] such that
h is monochromatic on ExtT 0
0
(B0; C˜). Repeat this process for each i < j, each
time thinning the previous tree to obtain T i+10 ∈ [D0, T
i
0] so that for each i ≤ j,
ExtT j
0
(Bi; C˜) is monochromatic. Let T0 denote T
j
0 . Then for each A ∈ Sim
+
T (A˜)
contained in D0, every extension of A to a copy of C˜ inside T0 has the same color.
Given k < ω and Tk, let mk+1 be the least integer greater than mk such that
rmk+1(Tk) contains a similarity copy of A˜. Let Dk+1 = rmk+1(Tk), and index
those A ∈ SimT (A˜) with max(A) contained in max(Dk+1) as A
i, i ≤ j for some
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j. Repeat the above process applying Theorem 4.3 finitely many times to obtain a
Tk+1 ∈ [Dk+1, Tk] with the property that for each i ≤ j, all members of Sim
+
Tk+1
(C˜)
extending Ai have the same color.
Since each Tk+1 is a member of [Dk+1, Tk], the union
⋃
k<ω Dk is a member of
T , call it S. This induces a well-defined coloring of the copies of A˜ in S as follows:
Given A ∈ Sim+S (A˜), let k be least such that A is contained in rmk(S). Then
max(A) is contained in max(Dk), and S ∈ [Dk, Tk] implies that every member C
of Sim+S (C˜) extending A is contained in ExtTk(A
+; C˜) and hence all such C have
the same color. We define A to have the color of all of its extensions in Sim+S (C˜).
Given this coloring of the copies of A˜ in S, apply the induction hypothesis (since
A˜ has n many levels) to obtain S′ ≤ S such that all members of Sim+S′(A˜) have the
same color. Then all members of Sim+S′(C˜) have the same color. 
The previous lemma immediately yields the following corollary for the special
case when C˜ is a single coding node.
Corollary 4.9. Suppose K satisfies SDAP and the universe of the Fra¨ısse´ structure
K is finitely colored. Then there is a substructure J ≤ K which is isomorphic to K
such that all vertices in J satisfying the same unary relations have the same color.
In particular, if K has no unary relations, then K is indivisible.
The next lemma shows that within any coding tree, there is an antichain of
coding nodes representing a copy of K.
Lemma 4.10. For any coding tree T ∈ T , there is an infinite antichain of coding
nodes D ⊆ T so that K ↾ D ∼=ω K.
Proof. Recall that 〈cTn : n < ω〉 denotes the coding nodes of T , ℓ
T
n denotes |c
T
n |,
〈dTm : m < ω〉 denotes the critical nodes (coding and splitting) of T , and mn is the
index such that dTmn equals the coding node d
T
n . We will use c
D
n to denote the n-th
coding node in D, and ℓDn to denote its length. The set of nodes in D\{c
D
n} of length
ℓDn shall be indexed as {ds : s ∈ T ↾ l
T
n}. We will construct D so that for each n, the
node of length lDn + 1 which is going to be extended to the next coding node c
D
n+1
will split at a level lower than any of the other nodes of length lDn+1 split in D.
Recall that the least critical node dT0 in T is the coding node c
T
0 . Let s∗ denote
cT0 . Take a splitting node x extending s∗ in T , and let x0, x1 be its immediate
successors in T̂ , say x0 ≺ x1. Extend x1 to some coding node c in T and x0 to some
node, which we denote as ds∗ , with the property that d
+
s∗
(c; ∅) ∼ s+∗ (s∗; ∅). Define
cD0 to be this coding node c. For each s ∈ T (0) \ {s∗}, take a node ds extending s
in T ↾ ℓD0 such that d
+
s (ds; ∅) ∼ s
+(s; ∅). Let D(0) = {cD0 } ∪ {ds : s ∈ T (0)}. Let Y0
denote the set of immediate successors of D(0) in T̂ .
For the induction step, suppose m ≥ 1 and we have constructed rm(D) :=⋃
k<m D(k) ⊆ T so that this set minus its coding nodes is similar to rm(T ) :=⋃
k<m T (k), and moreover, K ↾ rm(D)
∼=ω K ↾ rm(T ). We have two cases:
Case I. dTm is a splitting node.
Let Y be the set of immediate successors in T̂ of the level set D(m−1) except for
its coding node, if there is one. Let ψ : T (m)→ Y be the lexicographic preserving
bijection. Define s∗ = d
T
m, the splitting node in T (m). Extend the node ψ(s∗) to
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a splitting node in T ; let ds∗ = d
D
m label this splitting node. For each s ∈ T (m),
extend ψ(s) to some node ds ∈ T ↾ |ds∗ |. Define D(m) = {ds : s ∈ X}.
Case II. dTm is a coding node.
This is similar to the case of constructing D(0). Let Y denote the set of immediate
successors in T̂ of D(m − 1). Let ψ : T (m) → Y be the lexicographic preserving
bijection, let s∗ = c
T
n denote the coding node in T (m). Extend ψ(s∗) to a splitting
node x in T , and let x0, x1 be its immediate successors in T̂ , where x0 ≺ x1. Extend
x1 to some coding node c in T and x0 to some node, which we denote as ds∗ , with
the property that d+s∗(c; rm(D)) ∼ s
+
∗ (s∗; rm(T )). Define c
D
n to be this coding node
c. For each s ∈ T (m) \ {s∗}, take a node ds extending ψ(s) in T ↾ ℓDn such that
d+s (ds; rm(D)) ∼ s
+(s; rm(T )). Let D(m) = {cDm} ∪ {ds : s ∈ T (m)}.
Let D =
⋃
m<ω D(m). This concludes the construction of D satisfying the
Lemma. 
Any antichain C of coding nodes can be identified with the tree induced by its
meet-closure. We say that two antichains C and C′ of coding nodes are similar and
write C ∼ C′ their induced trees are similar. By remark 4.7, C ∼ C′ if and only if
for any k, if A,A′ are the first k levels of the trees induced by C,C′, respectively,
are +-similar. This allows us to apply Theorem Given T ⊆ T , let SimT (C) denote
the set of all antichains C′ of coding nodes in T such that C′ ∼ C.
We call SimT (C) a similarity type. When the coding nodes in C represent a
structure G ∈ K, that is, K ↾ C ∼= G, then we say that C represents a copy of G.
Let Sim(G) denote a set consisting of one representative from each similarity type
of bi-skew antichains of coding nodes in T representing G.
The next theorem providing upper bounds follows immediately from Lemmas
4.8 and 4.10.
Theorem 4.11 (Upper Bounds). Given G ⊆ K,
T (G,K) ≤ | Sim(G)|.
Moreover, given any finite collection G of structures in K and any coloring of all
copies of each G ∈ G in K into finitely many colors, there is a substructure J ⊆
K ↾ T such that G takes at most | Sim(G)| many colors in J.
Proof. Let G be a finite collection of structures in K. Given any T ∈ T , apply
Lemma 4.8 finitely many times to obtain a coding subtree S ≤ T such that f takes
one color on each SimS(C), for each C ∈
⋃
{Sim(G) : G ∈ G}. Then apply Lemma
4.10 to take an antichain of coding nodes, D ⊆ S, such that K ↾ D ∼=ω K. Letting
J = K ↾ D, we see that f takes at most | Sim(G)| many colors on the copies of G
in J. 
In the next section, we will show that these bounds are exact.
5. Canonical partitions
We now prove the main result of this paper, Theorem 5.8. This theorem shows
that for a relational Fra¨ısse´ class K satisfying the SDAP, for each G ∈ K, the
partition SimT(C), C ∈ Sim(G), is canonical, by which we mean the following:
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Definition 5.1 (Canonical Partition). Let G ∈ K be given. A collection {Pi : i <
n} of disjoint subsets of
(
K
G
)
is a canonical partition if for each finite coloring of(
K
G
)
, the following hold:
(1) There is an isomorphic substructure J of K such that the set {Pi ∩
(
J
G
)
:
i < n} is a partition of
(
J
G
)
and for each i < n, all members of Pi ∩
(
J
G
)
have the same color; and
(2) For every isomorphic substructure J of K, Pi ∩
(
J
G
)
is non-empty for each
i < n.
Property (2) is called persistence.
Theorem 5.3 will be achieved by showing that givenG ∈ K, each of the similarity
types in Sim(G) persist in any subcopy of K. From this, it will follow that the big
Ramsey degree T (G,K) is exactly the cardinality of Sim(G), and that all Fra¨ısse´
structures with the SDAP satisfy Zucker’s criterion for a big Ramsey structure, and
thus, his results in [32] apply.
Recall that Γ := S(0) is the set of all complete realizable 1-types using only
unary relations in the language (hence, with no parameters). Also recall that for
each T ∈ T , T (0) is an end-extension of Γ, and for each γ ∈ Γ, the set of coding
nodes in T extending γ is cofinal above γ in T . The antichain of coding nodes D
constructed in Lemma 4.10 has the property that for each coding node cn ∈ D,
γ(vn) holds if and only if cn ⊇ γ. Each node γ ∈ Γ has exactly one immediate
successor in D(0).
The next definition extends the notion of passing number preserving map from
[19], and will be used in the proof of following theorem.
Definition 5.2. Given two subsets S, T ⊆ S with coding nodes 〈cSn : n < M〉 and
〈cTn : n < N〉, where M ≤ N ≤ ω, we say that a map ϕ : S → T is passing type
preserving (ptp) if and only if the following hold:
(1) |s| < |t| implies that |ϕ(s)| < |ϕ(t)|.
(2) ϕ takes each coding node in S to a coding node in T .
(3) ϕ preserves passing types: For any s ∈ S and m < M with |cSm−1| < |s|,
ϕ(s)(ϕ(cSm); {ϕ(c
S
0 ), . . . ϕ(c
S
m−1)}) ∼ s(c
S
m; {c
S
0 , . . . , c
S
m−1}).
Theorem 5.3 (Persistence). Let K be a Fra¨ısse´ class satisfying SDAP, and let K
be an enumerated Fra¨ısse´ structure for K. Let A be any diagonal antichain of coding
nodes in S, and let D be any diagonal antichain of coding nodes in S representing
K. For any subset D ⊆ D representing a copy of K, there is a similarity copy of A
in D; that is, A persists in D.
Proof. Let C = {cn : n < ω} denote the set of all coding nodes in S, and let D
be any diagonal antichain of coding nodes such that K ↾ D ∼= K. Without loss
of generality, we may assume that K ↾ D ∼=ω K, by thinning D if necessary. Let
D ⊆ D be any subset such that K ↾ D ∼= K; let J denote K ↾ D. Again, without
loss of generality, we may assume that J ∼=ω K. Thus, the map ϕ : C → D via
ϕ(cn) = c
D
n is passing type preserving, where 〈c
D
n : n < ω〉 is the enumeration of
the nodes in D in order of increasing length. Since J ∼= K, it follows that every
node in Γ is extended by infinitely many nodes in D.
Define
(42) D = {cDn ↾ |c
D
m| : m ≤ n < ω}.
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Then D is a union of level sets, but is not meet-closed. We extend the map ϕ to
a map ϕ¯ : S → D as follows: Given s ∈ S, let n be least such that cn ⊇ s and
m be the integer such that |s| = |cm|, and define ϕ¯(s) = ϕ(cn) ↾ |ϕ(cm)|; that is,
ϕ¯(s) = cDn ↾ |c
D
m|.
Lemma 5.4. ϕ¯ is passing type preserving.
Proof. For s ∈ S(m), let n > m be least such that s = cn ↾ |cm|. Then for any for
i < m,
ϕ¯(s)(ϕ(ci); {ϕ(c0), . . . , ϕ(ci−1)}) = (ϕ(cn) ↾ |ϕ(cm)|)(c
D
i ; {c
D
0 , . . . , c
D
i−1})
= (cDn ↾ |c
D
m|)(c
D
i ; {c
D
0 , . . . , c
D
i−1})
= cDn (c
D
i ; {c
D
0 , . . . , c
D
i−1})
∼ cn(ci; {c0, . . . , ci−1})
= (cn ↾ |cm|)(ci; {c0, . . . , ci−1})
= s(ci; {c0, . . . , ci−1})(43)
where the ∼ holds since ϕ : C→ D is ptp. Therefore, ϕ¯ is ptp. 
From now on, we abuse notation and use ϕ to denote ϕ¯. Given a fixed subset
S ⊆ S, we let ŝ denote the set of all t ∈ S such that t ⊇ s. The ambient set S will
be clear from the context. We say that a set U is cofinal in ŝ (or cofinal above s)
if and only if for each t ∈ ŝ, there is some u ∈ U such that u ⊇ t. Given γ ∈ Γ,
let Cγ denote the set of all coding nodes in C extending γ. Then each Cγ is cofinal
above γ in S, and
⋃
γ∈ΓCγ = C. Given any u ∈ D, let γu denote the γ ∈ Γ such
that u ⊇ γu. We say that a set X ⊆ S is γ-cofinal above s ∈ S if and only if X ∩Cγ
is cofinal in ŝ. A subset L ⊆ D is called γ-large if and only if there is some s ∈ S
such that ϕ−1[L] is γ-cofinal in ŝ. Notice that if there is a set which is γ-cofinal
above s, then s must extend γ.
Lemma 5.5. Let n ∈ ω and γ ∈ Γ be given. If L =
⋃
i<n Li is γ-large, then there
is an i < n such that Li is γ-large.
Proof. Suppose not. Since L is γ-large, there is some t ∈ S such that ϕ−1[L] is
γ-cofinal above t. Since L0 is not γ-large, there is some s0 ⊇ t such that ϕ−1[L0]∩
Cγ∩ŝ0 = ∅. Given i < n−1 and si, since Li+1 is not γ-large, there is some si+1 ⊇ si
such that ϕ−1[Li+1] ∩ Cγ ∩ ŝi+1 = ∅. At the end of this recursive construction, we
obtain an sn−1 ∈ S such that for all i < n, ϕ−1[Li] ∩ Cγ ∩ ŝn−1 = ∅. Hence,
ϕ−1[L] ∩ Cγ ∩ ŝn−1 = ∅, contradicting that ϕ−1[L] is γ-cofinal above t. 
Thus, any partition of a γ-large set into finitely many pieces contains at least
one piece which is γ-large.
Given a finite subset I ⊆ ω, recall that K ↾ I denotes the substructure of K
induced by the coding nodes {ci : i ∈ I}. Let J(I) denote the substructure of K
induced by the coding nodes {cDi : i ∈ I}. This next lemma will be applied in two
important ways. First, it will aid in finding splitting nodes in the meet-closure of
D (which is denoted by cl(D)) as needed to construct a similarity copy of a given
antichain of coding nodes A inside D. Second, this lemma will guarantee that
we can find nodes in D which have the needed passing types in order to continue
building a similarity copy of A in D.
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Lemma 5.6. Suppose t is in D and t̂ is γt-large, and let s∗ ∈ S be such that
ϕ−1[ t̂ ] ∩ Cγt is cofinal in ŝ∗. Let i be the index such that |s∗| = |ci| and let I ⊆ i.
Given any n ≥ i, let I ′ = I ∪ {n} and ℓ = |cDn |. Then for any complete realizable
1-type σ over J(I ′) such that σ ↾ I = s∗ ↾ I, let
(44) Lσ =
⋃
{û : u ∈ t̂ ↾ ℓ and u(cDn ;J(I)) ∼ σ}.
Then Lσ is γt-large.
Proof. Assume the hypotheses of the lemma, and suppose towards a contradiction
that Lσ is not γt-large. Then ϕ
−1[Lσ] is not γt-cofinal above any member of ŝ∗.
Thus, for each s ⊇ s∗ in S, there is an extension s′ ⊇ s such that ϕ−1[Lσ]∩Cγt∩ŝ
′ =
∅.
Now fix an s ⊇ s∗ with |s| > |cn| such that s(cn;K ↾ I) ∼ σ holds. Since ϕ
is passing type preserving, it follows that for each w ⊇ s, also ϕ(w)(cDn ;J(I)) ∼
s(cn;K ↾ I), and hence ϕ(w)(c
D
n ;J(I)) ∼ σ holds. Thus, ϕ(w) ∈ Lσ. By the
previous paragraph, we may fix an extension s′ ⊇ s such that ϕ−1[Lσ]∩Cγt∩ŝ
′ = ∅.
Now let cj be any coding node in ϕ
−1[ t̂ ] extending s′. Then cj ⊇ s, so ϕ(cj) is in
Lσ; thus, cj is in ϕ
−1[Lσ]. Since cj is a coding node extending s, cj is in Cγt . But
then cj ∈ ϕ−1[Lσ] ∩ Cγt ∩ ŝ
′, a contradiction. 
For the remainder of the proof, fix a diagonal antichain of coding nodes A. Let
〈cAi : i < p〉 enumerate the nodes in A in order of increasing length, where p ≤ ω,
noting that each cAi is a coding node. For each i < p, let γi denote the member of
Γ such that cAi ⊇ γi. Let ΓA denote {γi : i < p}. The cardinality of ΓA is exactly
the number of distinct γ ∈ Γ for which there is some c ∈ A such that c ⊇ γ.
Let B denote the meet-closure of A; label the nodes of B as 〈bi : i < q〉 in
increasing order of length, where q ≤ ω. Thus, each node in B is either a member
of A (hence, a coding node) or else a splitting node of degree two which is the
meet of two nodes in A. Our goal is to build a similarity copy of B inside the
meet-closure of D, denoted cl(D); that is, we aim to build a similarity map f from
B into cl(D) so that f [B] ∼ B. Now the map ϕ is already passing type preserving.
The challenge is to get a ≺ and meet preserving map which is still passing type
preserving from B into cl(D).
First notice that B ↾ 1 = ΓA = A ↾ 1. Without loss of generality, we may assume
that |cA0 | > 1. Let f−1 be the empty map, let T−1 denote B ↾ 1, let N−1 = 1, and
let ψ−1 be the identity map on T−1. Let D̂ be the tree induced by cl(D). Let
M−1 = 1, and for each k < q, let Mk = |bk−1| + 1, where we make the convention
|b−1| = 0.
For each k < q we will recursively define meet-closed sets Tk ⊆ D̂, maps fk and
ψk, and Nk < ω such that the following hold:
(1) fk is a similarity embedding of {bi : i < k} into Tk.
(2) |t| ≤ Nk for all t ∈ Tk.
(3) For each t ∈ Tk ↾ Nk, t̂ is γt-large.
(4) All maximal nodes of Tk are either in Tk ↾ Nk, or else in the range of fk.
(5) ψk is a ≺ and passing type preserving bijection of B ↾Mk to Tk ↾ Nk.
(6) Tk−1 ⊆ Tk, fk−1 ⊆ fk, and Nk−1 < Nk.
The idea behind Tk is that it will contain a similarity image of {bi : i < k}∪B ↾
Mk, the nodes in the image of B ↾Mk being the ones we need to continue extending
in order to build a similarity copy of B in cl(D).
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Assume now that k < q, and (1)–(6) hold for all k′ < k. We have two cases.
Case I. bk is a splitting node.
Let i < j < p be such that bk = c
A
i ∧ c
A
j . Let tk = ψk(bk ↾ Mk), recalling
that by (5), tk is a member of Tk ↾ Nk, and let γk be the member of Γ such that
tk ⊇ γk. By (3), t̂k is γk-large, so we can fix a coding node cn ∈ ϕ−1[t̂k] ∩ Cγk .
Then cDn = ϕ(cn) ⊇ tk, since ϕ is ptp. Let Nk+1 = |c
D
n+1|.
Our goal is to find two incomparable nodes which extend tk and have cones
which are γk-large. Recalling that Nk = |tk|, let
(45) I = {i < ω : |cDi | < Nk},
and let I ′ = I ∪ {n}. Let σ and τ be distinct 1-types over J(I ′) such that both
σ ↾ J(I) and τ ↾ J(I) equal tk ↾ J(I). For each µ ∈ {σ, τ}, let
(46) Lµ =
⋃
{û : u ∈ t̂k ↾ Nk+1 and u(c
D
n ;J(I)) = µ}.
By Lemma 5.6, both Lσ and Lτ are γk-large. It then follows from Lemma 5.5 that
there are tσ, tτ ∈ t̂k ↾ Nk+1 such that tσ ∈ Lσ and tτ ∈ Lτ , and both t̂σ and t̂τ are
γk-large. Since σ 6= τ , it follows that tσ 6= tτ . Hence, tσ and tτ are incomparable,
since they have the same length, Nk+1. Since both tσ ⊇ tk and tτ ⊇ tk, we have
tσ ∧ tτ ⊇ tk.
As (B ∩ b̂k) ↾Mk has size exactly two, define ψk+1 on (B ∩ b̂k) ↾Mk+1 to be the
unique ≺-preserving map onto {tσ, tτ}. Let Ek denote (B \ b̂k) ↾ Mk. For s ∈ Ek,
choose some ts ∈ ψ̂k(s) ↾ Nk+1 such that t̂s is γs-large. This is possible by Lemma
5.5, since
⋃
{t̂ : t ∈ ψ̂k(s) ↾ Nk+1} is γs-large. Every s ∈ Ek has a unique extension
s′ ∈ B ↾Mk+1. Define ψk+1(s′) = ts. Let fk+1 be the extension of fk which sends
bk to tσ ∧ tτ , and let
(47) Tk+1 = Tk ∪ {tσ, tτ , tσ ∧ tτ} ∪ {ts : s ∈ Ek}.
This completes Case I.
Case II. bk is a coding node.
In this case, bk = c
A
j for some j < p. By the Induction Hypothesis, for each
t ∈ Tk ↾ Nk, t̂ is γt-large; so we can choose some st ∈ S such that ϕ−1[ t̂ ] is γt-
cofinal above st (and hence, st ⊇ γt). Fix t∗ = ψk(bk ↾ Mk) ∈ Tk ↾ Nk. Choose a
coding node cn ⊇ st∗ in S such that |cn| > max{|st| : t ∈ Tk ↾ Nk}. Let dk denote
cDn = ϕ(cn), extend fk by defining fk+1(bk) = dk, and let Nk+1 = |c
D
n+1|. If q < ω
and k = q − 1, we are done. Otherwise, we must extend the other members of
(Tk ↾ Nk) \ {t∗} to nodes in D̂ ↾ Nk+1 so as to satisfy (1)–(6).
For each i ∈ {k, k + 1}, let Ei = (B ↾ Mi) \ {bi ↾ Mi}. Fix an s ∈ Ek and let
t = ψk(s), which is a node in Tk ↾ Nk. Note that there is a unique s
′ ∈ Ek+1 such
that s′ ⊇ s. Let A ↿ j denote {cAi : i ≤ j}, σ denote s
′ ↾ (A ↿ j), and fk[A ↿ j]
denote {fk(cAi ) : i < j}. Let I = {i < ω : c
D
i ∈ fk[A ↿ j]}. Our goal is to find a
t′ ⊇ t with |t′| > |dk| such that t′(dk;J(I)) ∼ σ.
Take cm to be any coding node in S extending s such that |cm| > |cn| and
cm(cn;A ↿ j) ∼ σ. Such a cm exists by the SDAP. Then ϕ(cm)(dk;J(I)) ∼ σ, since
ϕ is passing type preserving. By Lemma 5.6,
(48) Lσ :=
⋃
{û : u ∈ t̂ ↾ Nk+1 and u(dk; fk[A ↿ j]) ∼ σ}
SDAP IMPLIES BIG RAMSEY STRUCTURES 38
is γs-large. Thus, by Lemma 5.5, there is some us ∈ t̂ ↾ Nk+1 such that ûs is
γs-large. Define ψk+1(s) = us. This builds
(49) Tk+1 = Tk ∪ {dk} ∪ {ψk+1(s) : s ∈ Ek}
and concludes the construction in Case II.
Finally, let f =
⋃
k fk. Then f is a similarity map from B to f [B], and thus, the
antichain of coding nodes in f [A] is similar to A. Therefore, all similarity types of
diagonal antichains of coding nodes persist in J. 
As the antichain in the previous theorem can be infinite, we immediately obtain
the following corollary.
Corollary 5.7. Given D a subset of D which represents a copy of K, there is a
subset D′ of D such that D′ ∼ D.
Combining the previous work, we obtain canonical partitions for Fra¨ısse´ classes
satisfying SDAP. It follows that such Fra¨ısse´ limits admit big Ramsey structures,
thus proving the Main Theorem.
Theorem 5.8. Let K be an enumerated Fra¨ısse´ structure for a relational Fra¨ısse´
class K satisfying SDAP. Given G ∈ K, the partition {Sim(C) : C ∈ Sim(G)}
is a canonical partition of the copies of G in K. It follows that the big Ramsey
degree T (G,K) equals the cardinality of Sim(G) and that K admits a big Ramsey
structure.
Proof. Let G ∈ K be given, and suppose h is a coloring of all copies of G in K
into finitely many colors. By Theorem 4.11, there is an antichain of coding nodes
D ⊆ T which codes a copy of K, and moreover, for each C ∈ Sim(G), h is constant
on SimD(C). Let J = K ↾ D.
Given any isomorphic substructure J′ of J, Theorem 5.3 implies that SimD(C) 6=
∅ for each C ∈ Sim(G), where D = S ↾ J′. Thus, {Sim(C) : C ∈ Sim(G)} is a
canonical partition of the copies ofG inK. It follows that T (G,K) = | Sim(G)|. 
6. SDAP implies the Ordered Ramsey Property
From the results in the previous two sections, we can quickly deduce Theorem
6.2 below: If a Fra¨ısse´ class K satisfies the SDAP, then its ordered expansion
is a Ramsey class. This theorem offers an new approach for proving a Fra¨ısse´
class has an ordered expansion which is Ramsey, complementing the famous partite
construction method of Nesˇetrˇil and Ro¨dl (see [24] and [25]), which is at the heart
of finite structural Ramsey theory.
Given a Fra¨ısse´ class K of structures in a finite relational language L, let < be
an additional binary relation not in L and let L∗ = L ∪ {<}. Let K< denote the
collection of all structures in the language L∗ for which < is interpreted as a linear
order and whose reducts to the language L are members of K. This means that K<
is the class of all ordered expansions of structures in K. We shall write structures
in K< as A∗ := 〈A, <〉, where it is understood that A is a member of K and that
< is interpreted as a linear order on the universe of A.
Definition 6.1. We call a finite antichain C of coding nodes in a diagonal coding
tree T a comb if and only if for any two coding nodes c, c′ in C,
(50) |c| < |c′| ⇐⇒ c ≺ c′,
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where ≺ is the lexicographic order on T .
As in the previous section, we let ΓC denote the set of those γ ∈ Γ := S(0)
contained in some node in C. In other words, ΓC is the collection of all 1-types
using only unary relations which are contained in some node in C. Notice that if
C is a comb, then for γ, δ ∈ ΓC with γ ≺ δ, every node in C extending γ is shorter
than every node in C extending δ.
Theorem 6.2. Suppose that K satisfies the SDAP, and let K< be an ordered ex-
pansion of K. Then K< has the Ramsey property.
Proof. Let K be an enumerated Fra¨ısse´ limit of K. Then K has universe ω, and we
regard it here as a linearly ordered structure in order-type ω, which we denote by
〈K,∈〉. (This is not the Fra¨ısse´ limit of K<.) Let A∗,B∗ be members of K< such
that A∗ embeds into B∗. In this context, an induced substructure 〈A′,∈〉 of 〈K, ω〉
is an isomorphic copy of A∗ if and only if there is an order-preserving bijection from
A (ordered by <) to A′ (ordered by ∈) which induces an isomorphism between A
and A′. Fix a coloring f of all isomorphic copies of A∗ in 〈K,∈〉 into finitely many
colors.
Let D be the antichain from Lemma 4.10 coding a copy of K, and let A ⊆ D
be an antichain of coding nodes which is a comb representing 〈A, <〉. Thus, if
〈cAi : i < m〉 is the enumeration of A in order of increasing length, then the coding
node cAi represents the vertex ai. Notice that A is a member of Sim(A).
Let f ′ be the coloring on SimD(A) induced by f . By Theorem 5.3 there is
a substructure J of K ↾ D such that J ∼= K and every smilarity copy of A in
D := S ↾ J has the same f ′ color. By Corollary 5.7, there is a subset D′ ⊆ D such
that D′ ∼ D. Therefore, D′ contains a comb representing B∗ in the order inherited
on the coding nodes in B from ω. Then every copy of A∗ represented by a set
of coding nodes in B is represented by a comb, and hence has the same f -color.
Therefore, K< has the Ramsey property. 
Remark 6.3. It is impossible for any comb to represent a copy of the Fra¨ısse´ struc-
ture K for all but the degenerate cases where the tree of 1-types is not a perfect
tree. The contrast between similarity types of diagonal antichains of 1-types per-
sisting in every copy of K and combs being sufficient to prove the ordered Ramsey
property for K< is the heart of the difference between big Ramsey degrees and the
Ramsey property.
In the paper [15], Hubicˇka and Nesˇetrˇil prove general theorems from which the
majority of Ramsey classes can be deduced. In particular, Corollary 4.2 of [15]
implies that every relational Fra¨ısse´ class with free amalgamation has the ordered
Ramsey property. So for free amalgamation classes with SDAP, Theorem 6.2 pro-
vides a new proof of special case of a known result. However, we do not know of a
previous result implying Theorem 6.2 for SDAP classes in general.
A different approach to recovering the ordered Ramsey property is given in [14].
In that paper, Hubicˇka’s results on big Ramsey degrees via the Ramsey theory
of parameter spaces recover the Nesˇetrˇil-Ro¨dl theorem [24] that the class of finite
ordered triangle-free graphs have the Ramsey property.
These approaches to proving the Ramsey property for ordered Fra¨ısse´ classes may
seem at first glance very different from the partite construction method. However,
the methods must be related at some fundamental level, similarly to the relationship
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between the Halpern-La¨uchli and Hales-Jewett theorems. It will be interesting to
see if this could lead to new Hale-Jewett theorems corresponding to the various
forcing constructions (in [8], [7], [32], and this paper) which have been used to
determine finite and exact big Ramsey degrees.
7. Concluding Remarks and Open Problems
In Theorem 2.11, we proved that any free amalgamation class with (or without)
forbidden substructures which are 3-irreducible admit big Ramsey structures. We
also pointed out that the pyramid-free 3-hypergraphs do not fall into this cate-
gory, as a pyramid is irreducible but not 3-irreducible. (By “pyramid” we mean a
structure on four vertices with precisely three 3-hyperedges.) By the Nesˇetrˇil-Ro¨dl
Theorem [24] the Fra¨ısse´ class of ordered pyramid-free 3-hypergraphs has the Ram-
sey property. We are convinced that methods more similar to those applicable to
binary relational structures omitting some irreducible substructures should yield
finite big Ramsey degrees.
Question 7.1. Let Forb(F) be a free amalgamation class in a finite relational
language L, where F is a finite collection of irreducible L-structures where at least
one structure in F is not 3-irreducible. Does Forb(F) have finite big Ramsey
degrees? If so, characterize the degrees to show that Forb(F) admits a big Ramsey
structure.
Throughout this paper, we have mentioned known results regarding finite big
Ramsey degrees. Actual calculations of big Ramsey degrees, however, are still
sparse, and have only been found for the rationals by Devlin in [5], the Rado graph
by Larson in [20], the structures Qn and S(2) by Laflamme, Nguyen Van The´, and
Sauer in [18], and the rest of the circular digraphs S(n), n ≥ 3, by Barbosa in [3].
The canonical partitions in Theorem 5.8 provide a template for calculating the big
Ramsey degrees for all Fra¨ısse´ structures satisfying the SDAP.
Problem 7.2. Calculate the big Ramsey degrees T (A,K), A ∈ K, for each Fra¨ısse´
class K with the SDAP.
In Theorem 6.2, we showed that if a Fra¨ısse´ class K satisfies the SDAP, then
it has an ordered expansion with the Ramsey property. For classes K with free
amalgamation, this result follows from Corollary 4.2 in [15]. For disjoint amalga-
mation classes K, this would follow from Theorem 2.11 on [15] if we knew that K is
locally finite (see Definition 2.8 in [15]) subclass of some Ramsey class R of finite
irreducible structures. As discussed on page 54 of [15]: “Theorem 2.11 states that
local finiteness is essentially the only condition which prevents us from showing the
Ramsey property of every strong amalgamation class of ordered structures.”
Question 7.3. If K (in language L) satisfies the SDAP, is K< a locally finite
subclass of some Ramsey class R of irreducible finite L ∪ {<}-structures? If so,
characterize the class R given K.
Lastly, it is our hope that using combs in trees of 1-types might lead to smaller
bounds for the ordered Ramsey property.
Problem 7.4. Suppose K has the SDAP. Use Theorem 6.2 to find good lower
bounds for the smallest size of a structure C ∈ K< such that
(51) C→ (B)A
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for any given A ≤ B inside K<.
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