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Abstract
The purpose of this paper is to develop a theory of approximate representations of the de Sitter group
considered as a perturbation of the Poincaré group. This approach simplifies investigation of relativistic
effects pertaining to the mechanics in the de Sitter universe. Utility of the approximate approach is manifest
if one compares the transformations of the de Sitter group with their approximate representations.
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1. Introduction
Immediately after de Sitter [5] suggested his solution for equations of a gravitation field and
discussed in several papers its potential value for astronomy, Klein [13] gave a remarkably com-
plete projective geometric analysis of the de Sitter metric in the spirit of his Erlangen program.
Previously, while discussing the geometrical basis of the Lorentz group from the viewpoint of
the Erlangen program, Klein [12] mentioned that “what physicists call the theory of relativity
is the theory of invariants of the four-dimensional Minkowski space–time x, y, z, t with respect
to a definite collineation group, namely the Lorentz group.” Consequently, he suggested to iden-
tify the notions “theory of relativity” and “theory of invariants of a group of transformations”
thus obtaining as many theories of relativity as groups of isometric motions. The de Sitter uni-
verse (space–time of a constant curvature) admitting, like the Minkowski space, a ten-parameter
group of isometric motions, the de Sitter group, served Klein to illustrate his general con-
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now.
Thus, Klein’s idea consisted in using the de Sitter group for developing the theory relativity
comprising, along with the light velocity, another empirical constant, namely the curvature of
the universe. This theory would encapsulate all three possible types of spaces with constant
curvature: elliptic, hyperbolic (the Lobachevsky space), and parabolic (the Minkowski space as
a limiting case of zero curvature).
The following extracts from works of the world authorities in this field give a comprehensive
idea of utility and complexity in developing relativistic mechanics in the de Sitter universe.
Dirac [6]: “The equations of atomic physics are usually formulated in terms of space–time of
the special theory of relativity. . . . Nearly all of the more general spaces have only trivial groups
of operations which carry the spaces over into themselves, so they spoil the connexion between
physics and group theory. There is an exception, however, namely the de Sitter space (without
no local gravitational fields). This space is associated with a very interesting group, and so the
study of the equations of atomic physics in this space is of special interest, from mathematical
point of view.”
Synge [17, Chapter VII]: “The success of the special theory of relativity (flat space–time)
in dealing with those phenomena which do not involve gravitation suggests that, if we are to
work instead with a de Sitter universe, the curvature K must be very small in comparison with
significant physical quantities of like dimensions (K has the dimension of sec−2). Without good
reason one does not feel inclined to complicate the simplicity of the Minkowski space–time by
introducing curvature. Nevertheless the de Sitter universe is interesting in itself. It opens up new
vistas, introducing us to the idea that space (a slice of space–time) may be finite, and this seems
to satisfy some mental need in us, for infinity is one of those things which we find difficulty in
comprehending.”
One of obstructing factors is that in the de Sitter group the usual translations of space–time
coordinates are replaced by transformations of a rather complex form (see Eqs. (3.31)). Therefore
invariants and invariant equations also become much more complicated as compared to Lorentz-
invariant equations.
The purpose of the present paper is to provide a representation of the de Sitter group by ap-
proximate transformations (see Eqs. (3.30)). This allows one to simplify the de Sitter mechanics
without losing its qualitative peculiarities.
The approach used here was first suggested in [9]. It is based on the theory of approximate
transformation groups introduced in [1] and developed in detail in our subsequent papers (see,
e.g., [2]). In this approach the de Sitter group is considered as a perturbation of the Poincaré
group by a small constant curvature K (cf. theory of contractions developed in [10]). Then the
approximate representation of the de Sitter group is readily obtained by solving the approximate
Lie equations [2] and can be dealt with as easily as the Poincaré group. To elicit possible new
effects specific for dynamics in the de Sitter universe it is sufficient to calculate first-order pertur-
bations with respect to K, because according to cosmological data the curvature of the universe
is so small (of 10−54 cm−2 order) that it is not necessary to take into account terms of higher
orders. Consequently, I will consider approximate transformation groups and their approximate
generators in the first order of precision.
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This section gives some general information about the de Sitter metric we use further. It is
also useful to add here calculations of finite transformations for the de Sitter group via Bateman’s
transformations [3,4].
2.1. The de Sitter metric and the Killing vectors
The surface of a four-dimensional sphere with the radius R:
ζ 21 + ζ 22 + ζ 23 + ζ 24 + ζ 25 = R2 (2.1)
in a five-dimensional flat space represents a Riemannian space V4 of a constant curvature
K = R−2. (2.2)
Introducing the coordinates
xμ = 2ζμ
1 + ζ5/R , μ = 1, . . . ,4, (2.3)
on the sphere by means of the stereographic projection one can rewrite the metric of the space
V4 in Riemann’s form [16, Section II.4] (see also [7, p. 85]):
ds2 = 1
θ2
4∑
i=1
(
dxμ
)2
, (2.4)
where
θ = 1 + K
4
σ 2, σ 2 =
4∑
μ=1
(
xμ
)2
. (2.5)
Addition of
K
4
σ 2 = 1 − ζ5/R
1 + ζ5/R (2.6)
to Eq. (2.3) allows one to write the inverse transformation
ζμ = x
μ
θ
,
ζ5
R
= 1
θ
(
1 − K
4
σ 2
)
. (2.7)
According to (2.4), the space of a constant curvature is a conformally flat space with the metric
tensor of a special form, namely:
gμν = 1
θ2
δμν, g
μν = θ2δμν. (2.8)
Its Christoffel symbols Γ αμν and the scalar curvature R are written
Γ αμν =
K
2θ
(
δμνx
α − δαμxν − δαν xμ
)
, R = −12K,
where δμν = δνμ is the Kronecker symbol; it is equal to 1 when μ = ν and to 0 when μ = ν.
The generators
X = ξμ(x) ∂
μ∂x
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ξα
∂gμν
∂xα
+ gμα ∂ξ
α
∂xν
+ gνα ∂ξ
α
∂xμ
= 0.
The solutions ξ = (ξ1, . . . , ξ4) to the Killing equations are referred to as the Killing vectors. For
the metric tensor (2.8) the Killing equations are written as
∂ξμ
∂xν
+ ∂ξ
ν
∂xμ
− K
θ
(x · ξ)δμν = 0, (2.9)
where x · ξ =∑4μ=1 xμξμ is the scalar product of vectors x and ξ.
Equations (2.9) have ten linearly independent solutions that provide the following ten opera-
tors:
Xμν = xν ∂
∂xμ
− xμ ∂
∂xν
(μ < ν, μ = 1,2,3; ν = 1,2,3,4), (2.10)
X1 =
[
1 + K
4
(
2
(
x1
)2 − σ 2)] ∂
∂x1
+ K
2
x1
[
x2
∂
∂x2
+ x3 ∂
∂x3
+ x4 ∂
∂x4
]
,
X2 =
[
1 + K
4
(
2
(
x2
)2 − σ 2)] ∂
∂x2
+ K
2
x2
[
x1
∂
∂x1
+ x3 ∂
∂x3
+ x4 ∂
∂x4
]
,
X3 =
[
1 + K
4
(
2
(
x3
)2 − σ 2)] ∂
∂x3
+ K
2
x3
[
x1
∂
∂x1
+ x2 ∂
∂x2
+ x4 ∂
∂x4
]
,
X4 =
[
1 + K
4
(
2
(
x4
)2 − σ 2)] ∂
∂x4
+ K
2
x4
[
x1
∂
∂x1
+ x2 ∂
∂x2
+ x3 ∂
∂x3
]
,
where σ 2 = (x1)2 + (x2)2 + (x3)2 + (x4)2 (see (2.5)).
The six operators Xμν indicate merely the rotational symmetry of the metric (2.4) inher-
ited from the corresponding symmetry of the four-dimensional sphere (2.1) after the substi-
tution (2.3). The other four operators (2.10) can also be obtained as a result of the rotational
symmetry of the sphere. To this end one should apply substitution (2.3) and rewrite the rotation
operators on the plane surfaces (ζ1, ζ5), . . . , (ζ4, ζ5) in the variables x. Unlike this external geo-
metrical construction the Killing equations give an internal definition of the group of motions
independent of embedding V4 in a five-dimensional space. We leave it as a useful exercise for
the reader to deduce the operators (2.10) by both suggested approaches, namely by the change
of variables (2.3) in the generators of rotations of the sphere (2.1), and by solving the Killing
equations (2.9).
Let us verify that, e.g., the coordinates
ξ1 = 1 + K
4
[(
x1
)2 − (x2)2 − (x3)2 − (x4)2],
ξ2 = K
2
x1x2, ξ3 = K
2
x1x3, ξ4 = K
2
x1x4
of the operator X1 from (2.10) satisfy the Killing equations. Setting
ξμ =
(
1 − K σ 2
)
δ1μ + K x1xμ, μ = 1, . . . ,4,4 2
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4∑
μ=1
xμξμ = x1 + K
4
σ 2x1,
∂ξμ
∂xν
= K
2
(
x1δμν + xμδ1ν − xνδ1μ
)
.
Whence,
x · ξ = θx1, ∂ξ
μ
∂xν
+ ∂ξ
ν
∂xμ
= Kx1δμν,
and the Killing equations (2.9) are obviously satisfied.
The structure of Lie algebra with the basis (2.10) is determined by the commutators
(Xμ,Xν) = KXμν, (Xμν,Xμ) = Xν, (Xμν,Xα) = 0 (α = μ, α = ν),
(Xμν,Xαβ) = δμαXνβ + δνβXμα − δμβXνα − δναXμβ.
The quantities Amn = cqmpcpnq obtained by means of the structure constants cpmn of the above
algebra yield the following diagonal matrix:
‖Amn‖ = −6
∥∥∥∥∥∥∥∥
K I4
... O
. . . . . . . . . . . . . . . . . . .
O
... I6
∥∥∥∥∥∥∥∥
,
where I4, I6 are identity matrices of the fourth and sixth orders, respectively. Therefore, accord-
ing to Cartan’s criterion the group of isometric motions (2.4) is semi-simple if K = 0. This fact
is essential in investigation of representations of the de Sitter group (see, e.g., [8]).
Now we set in (2.4)
x1 = x, x2 = y, x3 = z, x4 = ict
and obtain the de Sitter metric
ds2 = 1
θ2
(
dx2 + dy2 + dz2 − c2 dt2), (2.11)
where
θ = 1 + K
4
(
r2 − c2t2), r2 = x2 + y2 + z2. (2.12)
Accordingly, in (2.3) ζ4 should be imaginary and ζ1, ζ2, ζ3 real. As for the fifth coordinate, it is
chosen from the condition that the ratio ζ5/R is a real quantity. Then, if both ζ5 and R are real,
the representation (2.1) corresponding to the de Sitter metric (2.11) leads to the surface
ζ 21 + ζ 22 + ζ 23 − ζ 24 + ζ 25 = R2, (2.13)
whereas if ζ5 and R are purely imaginary, we have the surface
ζ 21 + ζ 22 + ζ 23 − ζ 24 − ζ 25 = −R2. (2.14)
Formula (2.2) shows that we deal with the space V4 of a positive or negative curvature depending
on the choice of the surface (2.13) or (2.14), respectively. The geometry of these surfaces is
discussed in detail by Klein [13] (see also [11]).
The operators (2.10) written in the variables x, y, z, t, generate the de Sitter group, i.e., the
group of isometric motions of the metric (2.11). If K = 0 the de Sitter group coincides with
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generate again the homogeneous Lorentz group (the rotations and the Lorentz transformations),
but the generator of the translations in x (and in y, z as well) of the Poincaré group is replaced in
the de Sitter space by
X1 =
(
1 + K
4
[
x2 − y2 − z2 + c2t2]) ∂
∂x
+ K
2
x
(
y
∂
∂y
+ z ∂
∂z
+ t ∂
∂t
)
, (2.15)
and the generator of translations in t is replaced by
X4 = 1
c2
(
1 − K
4
[
c2t2 + r2]) ∂
∂t
− K
2
t
(
x
∂
∂x
+ y ∂
∂y
+ z ∂
∂z
)
. (2.16)
Attempting to find the transformations x′μ = f μ(x, a) by solving the Lie equation
dx′μ
da
= ξμ(x′), x′μ|a=0 = xμ, μ = 1, . . . ,4, (2.17)
for the operator (2.15) or (2.16), it is hard to disagree with Synge’s opinion cited above. Never-
theless, let us check how these transformations look like.
2.2. The inversion and conformal transformations
Let us begin with a relatively simple problem on determining the one-parameter group of
conformal transformations in the Euclidian space R3 generated by the operator
X = (y2 + z2 − x2) ∂
∂x
− 2xy ∂
∂y
− 2xz ∂
∂z
. (2.18)
The corresponding Lie equations (2.17) have the form
dx′
da
= y′2 + z′2 − x′2, x′|a=0 = x,
dy′
da
= −2x′y′, y′|a=0 = y,
dz′
da
= −2x′z′, z′|a=0 = z. (2.19)
Instead of integrating Eqs. (2.19) directly, let us first simplify them by a change of variables.
Let u,v,w be new variables, where u,v are two functionally independent invariants, i.e., two
different solutions of the equation
X(f ) ≡ (y2 + z2 − x2)∂f
∂x
− 2xy ∂f
∂y
− 2xz∂f
∂z
= 0, (2.20)
and w is a solution of the equation
X(w) = 1. (2.21)
Then rewriting the operator X in the new variables by the formula
X = X(u) ∂
∂u
+ X(v) ∂
∂v
+ X(w) ∂
∂w
, (2.22)
one obtains
X = ∂ ,
∂w
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u′ = u, v′ = v, w′ = w + a. (2.23)
Substituting here expressions for u,v,w via x, y, z, and similar expressions for the primed vari-
ables, one solves Eqs. (2.19). Let us carry out the calculations.
Construction of invariants requires the determination of two independent first integrals of the
characteristic system for Eq. (2.20):
dx
x2 − y2 − z2 =
dy
2xy
= dz
2xz
.
The second equation of the characteristic system is written dy/y = dz/z and provides one of
invariants, namely
u = z
y
.
Substituting z = uy (u = const) into the first equation of the characteristic system one obtains
dx
x2 − (1 + u2)y2 =
dy
2xy
or
dp
dy
= p
y
− (1 + u2)y, p = x2.
Integration of the latter linear equation yields
p = vy − (1 + u2)y2, v = const. (2.24)
Expressing the constant of integration v from (2.24) and substituting p = x2, u = z/y, one
obtains the second invariant
v = r
2
y
, r2 = x2 + y2 + z2.
Let us rewrite the operator (2.18) in the variables u,v, y. Transformation formula (2.22) to-
gether with the equations X(u) = 0,X(v) = 0 and (2.24) provide
X = −2y
√
vy − (1 + u2)y2 ∂
∂y
.
Therefore Eq. (2.21) takes the form
dw
dy
= − 1
2y
√
vy − (1 + u2)y2
whence, ignoring the constant of integration, we obtain
w =
√
1
vy
− 1 + u
2
v2
≡ x
r2
.
Substitution of the resulting expressions
u = z , v = r
2
, w = x2y y r
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z′
y′
= z
y
,
r ′2
y′
= r
2
y
,
x′
r ′2
= x
r2
+ a.
Solution of these equations with respect to x′, y′, z′, furnishes the following transformations of
the conformal group with the operator (2.18):
x′ = x + ar
2
1 + 2ax + a2r2 , y
′ = y
1 + 2ax + a2r2 , z
′ = z
1 + 2ax + a2r2 . (2.25)
An alternative approach to derivation of the conformal transformations (2.25) is based on
Liouville’s theorem [15] which states that any conformal mapping in the three-dimensional
Euclidian space is a composition of translations, rotations, dilations and the reflection (inver-
sion)
x1 = x
r2
, y1 = y
r2
, z1 = z
r2
(2.26)
with respect to the unit sphere.1 The inversion (2.26) preserves the angles, i.e., represents a
particular case of the conformal transformation. It carries the point (x, y, z) with the radius r
to the point (x1, y1, z1) with the radius r1 = 1/r (therefore it is also called a transformation of
reciprocal radii) and hence, the inverse transformation
x = x1
r21
, y = y1
r21
, z = z1
r21
(2.26′)
coincides with (2.26). If the inversion (2.26) is denoted by R, then the latter property means that
R−1 = R. According to Liouville’s theorem, the one-parameter transformation group (2.25) can
be obtained merely as a conjugate group from a group of translations H along the x-axis. Indeed,
if one introduces the new variables (2.26′) in the generator of translations X1 = ∂/∂x1 according
to the formula
X = RX1 ≡ X1(x) ∂
∂x
+ X1(y) ∂
∂y
+ X1(z) ∂
∂z
, (2.27)
then by virtue of
X1(x) = y
2
1 + z21 − x21
r41
= y2 + z2 − x2,
X1(y) = −2x1y1
r41
= −2xy, X1(z) = −2xz
one obtains the operator (2.18). Therefore, the group G generated by the operator (2.18) is ob-
tained from the translation group
H : x2 = x1 + a, y2 = y1, z2 = z1 (2.28)
by the conjugation
G = RHR. (2.29)
1 Liouville’s theorem was generalized to multi-dimensional spaces by Sophus Lie. A detailed discussion is available
in [14, Chapter 10] and [3, (i), §1].
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write the transformation (2.28) in the original variables
x2 = x + ar
2
r2
, y2 = y
r2
, z2 = z
r2
. (2.30)
Now according to (2.29) let us make one more inversion
x′ = x2
r22
, y′ = y2
r22
, z′ = z2
r22
.
Substituting here the expressions (2.30) and
r22 =
(x + ar2)2 + y2 + z2
r4
= 1 + 2ax + a
2r2
r2
,
we obtain the formulae (2.25) for the transformations of the group G.
Remark 2.1. Note, that the inversion, like any conformal transformation, is admitted by the
Laplace equation. Specifically, the Laplace equation
Δu ≡ uxx + uyy + uzz = 0
is invariant under the transformation (2.26) of the independent variables supplemented by the
following transformation of the dependent variable u:
u1 = ru. (2.31)
Thus, Eqs. (2.26), (2.31) define a symmetry transformation
x1 = x
r2
, y1 = y
r2
, z1 = z
r2
, u1 = ru, (2.32)
of the Laplace equation known as the Kelvin transformation.
2.3. Bateman’s transformations
As mentioned in Remark 2.1, the inversion (specifically, the Kelvin transformation (2.32)) is
admitted by the Laplace equation and is widely used in potential theory for elliptic equations.
Upon obvious modification, inversion can also be adjusted to the wave equation. Bateman [3,4]
indicated several other transformations admitted by the wave equation that differ from the in-
version and the Lorentz transformations. We will consider here the following transformation (it
differs from that given in [3, p. 76], merely by notation and the constant coefficient α):
x¯ = α
2
σ 2 − 1
x − ct , y¯ = α
y
x − ct , z¯ = α
z
x − ct , t¯ =
α
2c
σ 2 + 1
x − ct , (2.33)
where
σ 2 = r2 − c2t2.
Remark 2.2. Bateman’s transformation (2.33) supplemented by the change of the dependent
variable
u¯ = (x − ct)u
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utt − c2Δu = 0
and hence is a conformal transformation in the Minkowski space–time.
We will use Bateman’s transformation (2.33) for determining transformations of the de Sitter
group generated by a linear combination of the operators (2.15), (2.16). Let us rewrite the gen-
erator X = ∂/∂x of translation group in the variables (2.33). In accordance with the formula of
change of variables (2.22) we determine the action of the operator X on variables (2.33), and by
virtue of the equation
x¯ − ct¯ = − α
x − ct (2.34)
we arrive at
X = α
2
[
1 + 1
α2
(x¯ − ct¯)2 − 1
α2
y¯2 − 1
α2
z¯2
]
∂
∂x¯
+ 1
α
y¯(x¯ − ct¯) ∂
∂y¯
+ 1
α
z¯(x¯ − ct¯) ∂
∂z¯
+ α
2c
[
1 − 1
α2
(x¯ − ct¯)2 − 1
α2
y¯2 − 1
α2
z¯2
]
∂
∂t¯
.
Assuming that K > 0 and letting α = 2/√K we obtain
X = 1√
K
(X1 + cX4),
where X1,X4 are the operators (2.15) and (2.16) written in the variables x¯, y¯, z¯, t¯ . Thus, the
Bateman transformation B:
x¯ = σ
2 − 1√
K(x − ct) , y¯ =
2y√
K(x − ct) ,
z¯ = 2z√
K(x − ct) , t¯ =
σ + 1
c
√
K(x − ct) , (2.35)
where σ 2 = x2 + y2 + z2 − c2t2, transforms the operator of translation X = ∂/∂x into
BX ≡ X = 1√
K
(X1 + cX4). (2.36)
We can get rid of the factor 1/
√
K by replacing the parameter a¯ in the group with the genera-
tor (2.36) by the parameter
a = a¯/√K. (2.37)
Let us invert the transformation (2.35). Substituting x−ct given by (2.34) into the expressions
for y¯ and z¯ one obtains
y = − y¯
x¯ − ct¯ , z = −
z¯
x¯ − ct¯ . (2.38)
Then (2.35) yields that the expression σ¯ 2 = x¯2 + y¯2 + z¯2 − c2 t¯2 has the form
σ¯ 2 = − 4(x + ct) . (2.39)
K(x − ct)
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x − ct = − 2√
K(x¯ − ct¯) , x + ct =
√
Kσ¯ 2
2(x¯ − ct¯) ,
whence
x = Kσ¯
2 − 4
4
√
K(x¯ − ct¯) , t =
Kσ¯ 2 + 4
4c
√
K(x¯ − ct¯) . (2.40)
Equations (2.38) and (2.40) define the inverse transformation B−1:
x1 = Kσ
2 − 4
4
√
K(x − ct) , y1 = −
y
x − ct ,
z1 = − z
x − ct , t1 =
Kσ 2 + 4
4c
√
K(x − ct) (2.41)
for the transformation (2.35).
Equation (2.36) shows that the group G with the infinitesimal operator X1+cX4 and the group
H of translations along the x-axis are conjugated by means of the Bateman transformation:
G = BHB−1.
Therefore one can find the transformation group G as follows. First one moves the point
(x, y, z, t) to the position (x1, y1, z1, t1) by applying the map B−1 and writes the translation
x2 = x1 + a¯, y2 = y1, z2 = z1, t2 = t1
in the original variables in the form
x2 = Kσ
2 − 4 + 4a¯√K(x − ct)
4
√
K(x − ct) , y2 = −
y
x − ct ,
z2 = − z
x − ct , t2 =
Kσ 2 + 4
4c
√
K(x − ct) .
Then one applies Bateman’s transformation (2.35) to the point (x2, y2, z2, t2). To this end, one
has to evaluate the expressions
σ 22 = x22 + y22 + z22 − c2t22
and √
K(x2 − ct2).
Invoking the change of the parameter (2.37), the above expressions are written as
σ 22 =
1
x − ct
[
−(x + ct) + 2a
(
K
4
σ 2 − 1
)
+ Ka2(x − ct)
]
and
√
K(x2 − ct2) = −2 + Ka(x − ct)
x − ct ,
respectively. These equations together with the representation (2.35) of Bateman’s transformation
B furnish ultimately the point
(x′, y′, z′, t ′) = B(x2, y2, z2, t2)
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x′ = x + a −
K
4 [aσ 2 + 2a2(x − ct)]
1 − K2 a(x − ct)
, y′ = y
1 − K2 a(x − ct)
,
z′ = z
1 − K2 a(x − ct)
, t ′ = t +
a
c
− K4c [aσ 2 + 2a2(x − ct)]
1 − K2 a(x − ct)
. (2.42)
In order to verify that the transformation (2.42) is indeed the one-parameter group generated by
X1 + cX4, it suffices to single out in (2.42) the terms that are linear in a:
x′ ≈ x +
[
1 + K
4
(
(x − ct)2 − y2 − z2)]a, y′ ≈ y + K
2
y(x − ct)a,
z′ ≈ z + K
2
z(x − ct)a, t ′ ≈ t + 1
c
[
1 − K
4
(
(x − ct)2 + y2 + z2)]a, (2.43)
and compare the result with the coordinates of the operator X1 + cX4.
The transformations of the whole de Sitter group, but in a realization of the metric different
from (2.11), are presented in [18, Chapter 13, §3]. A matrix representation of this group in the
metric (2.11) is available in [8].
3. Calculation of the approximate representation of the de Sitter group
Necessary background from the theory of approximate transformation groups is presented.
It is used in solving the Killing equations (2.9) and creating approximate representation of the
de Sitter group.
3.1. Approximate transformation groups
Symmetry properties of differential equations are unstable with respect to small perturbations
of equations due to algebraic character of group theoretic methods. The situation is improved by
introducing the notion of approximate group [1]. Here the necessary minimum of information
about approximate groups is given together with their infinitesimal description.
Let f (x, ε) = (f 1(x, ε), . . . , f n(x, ε)) and g(x, ε) = (g1(x, ε), . . . , gn(x, ε)) be analytic
vector-functions of the independent variable x = (x1, . . . , xn) ∈ Rn and the small parameter ε.
We say that the functions f and g are approximately equal and write f ≈ g if f −g = o(ε). The
same notation is used for functions depending additionally on the parameter a (group parame-
ter). An approximate transformation x′ ≈ f (x, ε) in Rn means not a single transformation with
a fixed function f, but the whole family of transformations x′ = g(x, ε) with g ≈ f.
Definition 3.1. A one-parameter family (with a parameter a) of approximate transformations
x′ ≈ f (x, ε, a) (3.1)
in Rn is called a one-parameter approximate transformation group if
f
(
f (x, ε, a), ε, b
)≈ f (x, ε, a + b), (3.2)
f (x, ε,0) ≈ x, (3.3)
provided that a = 0 is the only solution of the equation f (x, ε, a) ≈ x in a vicinity of a = 0.
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hold true also for approximate transformation groups with replacement of exact equations by
appropriate approximate ones. In what follows we need the following approximate analogy of
the Lie equations. Let us write the transformations (3.1) with the precision o(ε),
x′ ≈ f0(x, a) + εf1(x, a), (3.4)
and set
ξ0(x) = ∂f0(x, a)
∂a
∣∣∣∣
a=0
, ξ1(x) = ∂f1(x, a)
∂a
∣∣∣∣
a=0
. (3.5)
Theorem 3.1. Let (3.4) be an approximate transformation group. Then the following approxi-
mate Lie equation holds:
d(f0 + εf1)
da
≈ ξ0(f0 + εf1) + εξ1(f0 + εf1). (3.6)
Conversely, for any smooth vector-function
ξ(x, ε) = ξ0(x) + εξ1(x) + o(ε) ≈ 0
with arbitrary ξ0(x) and ξ1(x) the solution of the approximate Cauchy problem
dx′
da
≈ ξ(x′, ε), (3.7)
x′|a=0 ≈ x (3.8)
determines an approximate one-parameter group with the group parameter a.
The proof of this theorem is similar to that of Lie’s theorem for exact transformation groups
and can be found in [1] or [2]. However, it is necessary to specify the notion of the approximate
Cauchy problem. The approximate differential equation (3.7) is considered here as a family of
differential equations
dz′
da
= ξ˜ (x′, ε) (3.9)
with the right-hand sides ξ˜ (x, ε) ≈ ξ(x, ε). Likewise, the approximate initial condition (3.8)
means that
x′|a=0 = α(x, ε), α(x, ε) ≈ x. (3.10)
Definition 3.2. A solution to the approximate Cauchy problem (3.7), (3.8) is a solution of any
problem (3.9), (3.10) considered with the precision o(ε).
Theorem 3.2. The solution of the approximate Cauchy problem is unique.
Proof. The classical theorem on continuous dependence of the solution of Cauchy’s problem on
parameters guarantees that the solutions for all problems (3.9), (3.10) coincide with the preci-
sion o(ε). Therefore, the statement of the theorem follows from Definition 3.2. 
According to Definition 3.2 and Theorem 3.2, in order to solve the approximate equation (3.6)
with the initial condition (3.8) it suffices to solve the following exact Cauchy problem:
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da
= ξ0(f0), df1
da
=
n∑
k=1
∂ξ0(f0)
∂xk
f k1 + ξ1(f0),
f0|a=0 = x, f1|a=0 = 0. (3.11)
Equations (3.11) are obtained from (3.6) by separating the principal part in ε.
Example 3.1. Let us find the one-parameter approximate transformation group x′ = x′0 + εx′1,
y′ = y′0 + εy′1 on the plane defined by the operator (cf. (2.15))
X = (1 + εx2) ∂
∂x
+ 2εxy ∂
∂y
.
Here ξ0 = (1,0), ξ1 = (x2,2xy), and the Cauchy problem (3.11) is written as
dx′0
da
= 1, dy
′
0
da
= 0, x′0|a=0 = x, y′0|a=0 = y; (3.12)
dx′1a
da
= (x′0)2, dy′1da = 2x′0y′0, x′1|a=0 = y′1|a=0 = 0. (3.13)
Equations (3.12) yield x′0 = x + a, y′0 = y and (3.13) takes the form
dx′1
da
= (x + a)2, dy
′
1
da
= 2y(x + a), x′1|a=0 = y′1|a=0 = 0,
whence
x′1 = x2a + xa2 +
1
3
a3, y′1 = 2xya + ya2.
Thus, the approximate transformation group is given by
x′ = x + a +
(
x2a + xa2 + 1
3
a3
)
ε, y′ = y + (2xya + ya2)ε. (3.14)
It is instructive to compare the approximate transformations (3.14) with the corresponding exact
transformation group. Upon solving the Lie equations
dx′
da
= 1 + εx′2, dy
′
da
= 2εx′y′, x′|a=0 = x, y′|a=0 = y,
we arrive at the following transformations of the exact group:
x′ = sin δa + δx cos δa
δ(cos δa − δx sin δa) , y
′ = y
(cos δa − δx sin δa)2 ,
where δ = √ε. One can readily see that formulae (3.14) can be obtained by singling out the
principal linear term with respect to ε.
3.2. Solution of the exact Killing equations using the approximate approach
Now we will successively construct the approximate representation of the de Sitter group. Let
us start with approximate solution of the Killing equations (2.9) for the metric (2.4). Writing
ξ = ξ0 + Kξ1 + o(K), (3.15)
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∂ξ
μ
0
∂xν
+ ∂ξ
ν
0
∂xμ
+ K
[
∂ξ
μ
1
∂xν
+ ∂ξ
ν
1
∂xμ
− (x · ξ0)δμν
]
≈ 0. (3.16)
Whence
∂ξ
μ
0
∂xν
+ ∂ξ
ν
0
∂xμ
= 0, (3.17)
and
∂ξ
μ
1
∂xν
+ ∂ξ
ν
1
∂xμ
− (x · ξ0)δμν = 0. (3.18)
Equations (3.17) define the group of motions in the Euclidian space, namely rotations and trans-
lations. Hence, we have
ξ
μ
0 = aμν xν + bμ (3.19)
with constant coefficients aμν and bμ. The coefficients aμν skew-symmetric, i.e., aμν = −aνμ, there-
fore we have
x · ξ0 = b · x ≡
4∑
μ=1
bμxμ. (3.20)
Due to the obvious symmetry of Eqs. (3.18) it is sufficient to find their particular solution
letting b = (1,0,0,0). Then Eq. (3.20) yields x · ξ0 = x1 and Eqs. (3.18) take the form
∂ξ
μ
1
∂xν
+ ∂ξ
ν
1
∂xμ
= x1δμν. (3.21)
Whence, taking μ = ν, one obtains
ξ11 =
1
4
(
x1
)2 + ϕ1, ξ21 = 12x1x2 + ϕ2, . . . , ξ41 = 12x1x4 + ϕ4, (3.22)
where every function ϕμ is independent of the corresponding argument xμ. Together with these
formulae, Eqs. (3.21) with μ = 1 yield:
∂ϕ1
∂xν
+ ∂ϕ
ν
∂x1
+ 1
2
xν = 0, ν = 2,3,4,
whence
∂2ϕ1
(∂xν)2
+ 1
2
= 0, ν = 2,3,4.
A particular solution of the latter equations is given by
ϕ1 = 1
4
[(
x2
)2 + (x3)2 + (x4)2] (3.23)
One can easily verify that substitution of (3.23) and ϕ2 = ϕ3 = ϕ4 = 0 in (3.22) yields a solu-
tion to Eqs. (3.21). Finally, combining Eqs. (3.22), (3.23), (3.15) and Eqs. (3.19) with aμν = 0,
b = (1,0,0,0), one obtains the following solution of the approximate Killing equations (3.16):
ξ1 = 1 + K [(x1)2 − (x2)2 − (x3)2 − (x4)2], ξν = K x1xν, ν = 2,3,4. (3.24)
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an exact solution of the Killing equations (2.9). The fact that the approximate solution coincides
with the exact solution of the Killing equations is a lucky accident and has no significance in
what follows. Of importance for us is the simplification achieved by the approximate approach
to solving the Killing equations. Note that all other operators (2.10) are obtained by renumbering
the coordinates in (3.24) and that the transition from (2.10) to the generators of the de Sitter
group was indicated at the end of Section 2.1.
3.3. Approximate representation of the de Sitter group
It is sufficient to make an approximate representation of the de Sitter group for one typical
generator of the group, e.g., for (2.15). Let us take ε = K/4 as a small parameter and write the
coordinates of the operator (2.15),
X1 =
(
1 + ε[x2 − y2 − z2 + c2t2]) ∂
∂x
+ 2εx
(
y
∂
∂y
+ z ∂
∂z
+ t ∂
∂t
)
, (3.25)
in the form ξ = ξ0 + εξ1. Then
ξ0 = (1,0,0,0), ξ1 =
(
x2 − y2 − z2 + c2t2,2xy,2xz,2xt).
In order to find the transformations of the corresponding approximate group
x′ = x′0 + εx′1, y′ = y′0 + εy′1, z′ = z′0 + εz′1, t ′ = t ′0 + εt ′1
we have to solve the system of equations (3.11). In our case, this system comprises the equations
dx′0
da
= 1, dy
′
0
da
= 0, dz
′
0
da
= 0, dt
′
0
da
= 0,
x′0|a=0 = x, y′0|a=0 = y, z′0|a=0 = z, t ′0|a=0 = t, (3.26)
and
dx′1
da
= x′20 − y′20 − z′20 + c2t ′20 ,
dy′1
da
= 2x′0y′0,
dz′1
da
= 2x′0z′0,
dt ′1
da
= 2x′0t ′0,
x′1|a=0 = y′1|a=0 = z′1|a=0 = t ′1|a=0 = 0. (3.27)
In order to solve the system (3.26), (3.26), we proceed as in Example 3.1. First we solve
Eqs. (3.26) and obtain:
x′0 = x + a, y′0 = y, z′0 = z, t ′0 = t. (3.28)
Then we substitute these expressions in the differential equations from (3.27) and arrive at the
following equations:
dx′1
da
= x2 − y2 − z2 + c2t2 + 2xa + a2,
dy′1
da
= 2xy + 2ya, dz
′
1
da
= 2xz + 2za, dt
′
1
da
= 2xt + 2ta.
Their integration by using the initial conditions yields
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(
x2 − y2 − z2 + c2t2)a + xa2 + 1
3
a3,
y′1 = 2xya + ya2,
z′1 = 2xza + za2,
t ′1 = 2xta + ta2. (3.29)
Combining Eqs. (3.28), (3.29), we obtain the one-parameter approximate transformation group
x′ = x + a + K
4
[(
x2 − y2 − z2 + c2t2)a + xa2 + 1
3
a3
]
,
y′ = y + K
4
(
2xya + ya2),
z′ = z + K
4
(
2xza + za2),
t ′ = t + K
4
(
2xta + ta2) (3.30)
with the generator (2.15):
X1 =
(
1 + K
4
[
x2 − y2 − z2 + c2t2]) ∂
∂x
+ K
2
x
(
y
∂
∂y
+ z ∂
∂z
+ t ∂
∂t
)
.
The transformations (3.30) can be called a generalized translation in the de Sitter universe. In
case of the zero curvature they coincide with the usual translations along the x-axis, and in case
of a small curvature they have little deviation from the translation.
Remark 3.1. Integration of the exact Lie equations for the generator (3.25) yields the following
exact one-parameter group:
x = 2
√
εx cos(2a
√
ε) + (1 − εσ 2) sin(2a√ε)√
ε(1 + εσ 2) + √ε(1 − εσ 2) cos(2a√ε) − 2εx sin(2a√ε) ,
y = 2y
1 + εσ 2 + (1 − εσ 2) cos(2a√ε) − 2x√ε sin(2a√ε) ,
z = 2z
1 + εσ 2 + (1 − εσ 2) cos(2a√ε) − 2x√ε sin(2a√ε) ,
t = 2t
1 + εσ 2 + (1 − εσ 2) cos(2a√ε) − 2x√ε sin(2a√ε) , (3.31)
where σ 2 = x2 + y2 + z2 − c2t2.
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