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Abstract
The suitability of the time-dependent density-functional theory (TDDFT) approach for the theoretical study of the optical proper-
ties of biomolecules is demonstrated by several examples. We critically discuss the limitations of available TDDFT implementations
to address some of the present open questions in the description of the excited-state dynamics of biological complexes. The key
objective of the present work is to address the performance of TDDFT in the linear response regime of the bio-molecular systems
to the visible or near UV radiation – measured by, e.g. optical absorption or optical dichroism spectra. Although these spectra are
essentially determined by the electronic degrees of freedom of small, optically active regions within the usually large biological
systems, they can also be strongly influenced by environment effects (solvent, hosting protein, temperature, etc.). Moreover, many
key biological processes consist of photo-induced dynamics (photoisomerisation, etc.), and their description requires a coupled
treatment of electronic and nuclear degrees of freedom. We illustrate these aspects with a selection of paradigmatic biomolecular
systems: chromophores in fluorescent proteins, porphyrins, DNA basis, the azobenzene dye, etc. To cite this article: A. Castro et
al., C. R. Physique ••• (••••).
© 2008 Published by Elsevier Masson SAS on behalf of Académie des sciences.
Résumé
Le défi de la prédiction des propriétés optiques des bio-molécules : que peut nous apprendre la théorie de la fonctionnelle
de la densité dépendante du temps ? L’utilité de la théorie de la fonctionnelle de la densité dépendante du temps (TDDFT) pour
l’étude théorique des propriétés optiques de biomolécules a été largement démontrée. Nous discutons les limites des implémenta-
tions actuelles de la TDDFT, afin de répondre à certaines questions sur la description des états excités des systèmes biologiques
complexes. L’objectif principal de ce travail est d’évaluer les performances de la TDDFT, en régime linéaire, pour les systèmes
bio-moléculaires, dans le spectre visible ou UV proche – mesuré, par exemple, avec l’absorption optique ou le dichroïsme optique.
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des grands systèmes biologiques peuvent être fortement influencés par les effets dus à l’environnement (solvant, entourage de la
protéine, température, etc.). De plus, de nombreux processus biologiques essentiels sont des processus dynamiques photo-induits
(photoisomérisation, etc.), et leur description a besoin d’un traitement conjoint des degrés de liberté électroniques et nucléaires.
Nous illustrons ces aspects avec une sélection de systèmes bio-moléculaires paradigmatiques : chromophores des protéines fluo-
rescentes, porphyrines, ADN, azobenzène, etc. Pour citer cet article : A. Castro et al., C. R. Physique ••• (••••).
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1. Introduction
Absorption or emission of light from biomolecules are crucial processes to understand the machinery of life [1].
Photosynthesis [2], vision [3], bioluminescence [4] or DNA damage are paradigmatic examples. A sound theoretical
understanding of the photo-chemistry of biological molecules is not only needed to describe the mechanisms of Bi-
ology, but also because some of the key molecules can be employed for technological purposes at the nanoscale [5].
However, despite the tremendous effort focused on this field, the first-principles theoretical description of the interac-
tion of these molecules with time-dependent electromagnetic fields is still a challenging problem, lacking a definitive
and systematic methodology, capable of bridging the different spatial and time scales that are relevant for the descrip-
tion of light-induced biological processes with predictive power.
Time-dependent density-functional theory (TDDFT) [6] has repeatedly shown in the last decade its usefulness when
attempting this challenge. The reason is the unparallelled balance between the computational load that it requires and
the accuracy that it provides. In the past few years, we have performed a number of theoretical studies on the photo-
response of organic and biological molecules by making use of TDDFT. It is the purpose of this article to overview, by
showing several of these examples, some of the capabilities of this approach and highlight the deficiencies of present
approximations for the unknown frequency-dependent exchange-correlation kernel that enters the TDDFT equations.
The visible and near ultraviolet (UV) range of the spectrum is, of course, specially relevant – and it is indeed
the visible and UV spectroscopy the main applicability niche of TDDFT. We will therefore concentrate on this area.
Most organic molecules, however, are completely transparent to visible light, and begin to absorb in the UV region.
Upon absorption of a photon, a molecule undergoes a transition between two molecular states. The most common
transitions are of the σ to σ ∗, π to π∗ and π to nπ kind, and correspond to absorption of light in the UV. In molecular
chains with alternate bonds, however, absorption can be shifted to longer wavelengths. In these so-called conjugated
molecules, electrons are delocalised over the whole system. Therefore, by increasing the length of the molecule,
π -electrons become more delocalised, and the HOMO-LUMO energy gap decreases. If the system is long enough,
optical absorption may lie in the visible region. Chromophores are those organic molecules with long conjugated
bonds, resulting in very efficient absorption in the visible or near-UV regions of the spectrum. Sections 2 and 3 are
dedicated to some examples of this large family of molecules.
Section 4 is dedicated to the optical properties of DNA basis and compounds. TDDFT may help in this case to
analyse how the response of the nucleobases is altered by their mutual interaction, either in their natural environment
(where the bases are paired in the Watson–Crick (WC) scheme, and covalently bound to a sugar-phosphate backbone),
or in synthesised arrangements. The favourable scaling properties of TDDFT with respect to traditional Quantum
Chemistry approaches is in this case crucial to be able to study the evolution of excited state properties as the size
of the DNA compounds grows. We also show calculations of the circular dichroism of the adenine molecule and
dimer, where it is highlighted the relevance of the circular dichroism spectra to address the properties of stacked bases
(including the chirality of molecules).
TDDFT, in principle, addresses the electronic problem of a molecular system; the study of the nuclear movement
requires some form of molecular dynamics. Section 5 is dedicated to some approaches to this coupling between
TDDFT and molecular dynamics. The systems chosen for this purpose are the azobenzene chromophore (whose fast
isomerisation has a large potential for technological applications), and formaldimine, which also illustrates the double-
bond rotation that underlies many biological dynamical processes. As a somehow exotic excursion, Subsection 5.3Please cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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dependent electron-localisation function (TDELF), which can be effectively extracted from a TDDFT calculation.
Most of the calculations reported in this Article have been performed with our own TDDFT implementation, the
octopus code. We refer the reader to Refs. [7] and [8] for technical details regarding the algorithms. Moreover, we
focus here on the results of the applications, rather than on the description of the theory itself. References [6,9–12]
are some possibles sources to get acquainted with the foundations of TDDFT.
2. Chromophores in proteins
Biochromophores are never isolated in nature, but are typically covalently bound to a protein. For instance, retinol,
present in our eyes and responsible for capturing the photons in the first stage of the vision process, is always a part
of some protein – of any in the so called “opsin” family. The proteic surroundings may have a strong influence on the
response of a chromophore to light. Following with the retinol example, the absorption maximum of the chromophore
in the protein red-shifts by about 120 nm with respect to the chromophore in solution. It is clear that any successful
theoretical treatment of the optical response of a chromophore must include consistently the effect of its environment.
The photoactive region, however, is usually constituted by a relatively small active centre – the chromophore, and
the surrounding medium – and the rest of the molecule plus the environment can be considered as a perturbation.
The environment can be a solution, or even a solid-state device. Optical processes related, for instance, to vision
and photosynthesis, rely on a subtle interplay between optical absorption by the photoactive centre and its decay
mechanism through the coupling to the internal vibrational modes of the molecule, including isomerisation processes,
as well as the coupling to the environment (the supporting protein and the solvent). In the following, we supply some
recent examples of application of TDDFT to the calculation of absorption spectra of biomolecules, namely of the
so called fluorescent proteins. These constitute a set of molecules with a wide range of applications as biological
markers [13] – and now are also being used to form hybrid devices for nano-optic applications [14].
2.1. The green fluorescent protein (GFP)
A complex and appealing photoactive molecule is the green flourescent protein (GFP). This molecule has been
studied experimentally in various environments, in solution as well as in vacuo, and has been found to exhibit a rich
and complex behaviour that is the subject of much current debate. The measured optical absorption spectrum of the
wild type (wt) GFP shows two main resonances at 2.63 and 3.05 eV [15,16] (see Fig. 1), that are attributed to two dif-
ferent thermodynamically stable protonation states of the chromophore, the neutral and the negative configurations of
the chromophore, respectively. So far, ab-initio quantum chemistry has not been able to provide satisfactory agreement
with the spectroscopic data, and has not contributed much to confirm or rule out various possible scenarios of photo-
dynamics in the GFP. A good description of the optical properties of the GFP photoreceptor has been achieved [17] by
using an approach that combines (a) a hybrid quantum mechanics-molecular mechanics (QM-MM) method to obtain
the structure, with (b) time-dependent density functional theory to treat the electronic excitations.
The structures were first optimised using a QM-MM method [18–20] with a semiempirical Hamiltonian [21] to
describe the quantum subsystem. The quantum mechanical (QM) region included a sequence of three amino-acids
that form the chromophore: Ser65, Tyr66 and Gly67. The optimised structure of the chromophore, with the most
important neighbour residues, is shown in Fig. 1. On the other hand, the anionic form of the chromophore was obtained
by deprotonation of Tyr66 and protonation of Glu222. The calculated photoabsorption spectra of the GFP neutral and
anionic chromophores, shown also in Fig. 1, are in excellent agreement with experiment assuming the presence of the
two forms of the photo-receptor, protonated and deprotonated respectively, in an approximate 4:1 ratio. Furthermore,
it can be seen in the inset of Fig. 1 that light polarised along the x-direction is responsible for the lowest optical
transition in the neutral chromophore. The molecule is nearly transparent to visible light polarised along the other
two orthogonal directions. The GFP turns out to be a rather anisotropic molecule in the visible region, a property that
could be used to enhance the photo-dynamical processes in well oriented GFP samples for opto-electronic devices. It
should be emphasised that good agreement is obtained because the breaking of the planarity of the biochromopeptide
caused by the protein surrounding has been taken into account. Notice also that the measured peaks can be clearly
assigned to either the neutral or anionic forms of the GFP.Please cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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His148, Arg96 (positive) and Glu222 (negative). Right panel: Computed photoabsorption cross section of the neutral (dashed line) and anionic
(dotted line) chromophores. For comparative purposes the anionic results have been divided by 4. Experimental results at 1.6 K (blue) [15] and
room temperature (green) [16] are also given. The insert gives a decomposition of the calculated spectrum of the neutral chromophore in the three
directions, showing the inherent anisotropy of the GPF molecule.
2.2. The blue mutant of the GFP
In the past years there has been an increasing demand for the ability to visualise different proteins in vivo that re-
quire multicolour mode imaging. For this reason, several groups set forth to develop GFP-mutant forms with different
optical responses. A mutant of the GFP of particular interest is the Y66H variant, in which the aminoacid Tyr66 of
the GFP is mutated to a Histidine [22,23]. The resultant protein exhibits fluorescence shifted to the blue range, and
is for that reason often referred to as the blue emission variant of the GFP, or the blue fluorescent protein (BFP). The
BFP chromophore is considerably more complicated than the GFP. It has four possible protonation states: one anionic
(named HSA), two neutral (HSD and HSE), and one cationic (HSP). Each one of them, in turn, has two possible stable
conformations, one cis and one trans, joined by a transition state. The optical spectra of all these configurations, as
obtained by means of TDLDA, is shown in Fig. 2.
The main candidate to explain the experimental spectrum of the BFP turns out to be a neutral-cis configuration.
However, in contrast to the wt-GFP where the response of the anionic and of neutral states occurs at distinct frequency
ranges [24–26], in the BFP both anionic and neutral configurations have very similar spectra, with only minor differ-
ences in the fine structure close to the main peak. On the other hand, even if the absorption spectrum is not conclusive,
the acid dissociation constant (pKa) analysis seems to rule out the existence of the anionic state in vivo. Furthermore,
other protonation states (such as the cationic) cannot be present in the BFP protein as their spectral features are outside
the measured absorption spectra.
Like in the GFP, it is quite important to take into account the role of the chromophore environment. This role is
2-fold: (i) it induces structural modifications of the gas phase chromophore, the most important being the breaking
of the planarity of the imida rings; and (ii) it makes a local-field modification of the external electromagnetic field.
To study these effects, QM/MM simulations of the chromopeptide embedded inside the BFP were performed (see
Ref. [26] for computational details). We will discuss here the cis-HSD case, since it is the lowest energy structure for
the neutral chromophore, and X-ray data indicate a cis conformation, therefore making it the most likely candidate to
be present in the experiments.
Regarding the structure, the protein induces the breaking of planarity (around 18◦) of the otherwise planar gas-
phase structure. Then, in order to determine the role played by the protein intra-media in the optical spectroscopy
properties of the chromopeptide, the authors selected several structures from the QM/MM minimisation and performed
TDDFT calculations. These calculations are summarised in Fig. 3, along with the calculated gas phase result (named
“Gas-phase” in the figure), and the experimental spectrum. The spectrum of the bare chromophore, but as distorted
by the protein environment, is denoted “Distorted”. The other two curves correspond to the chromopeptide plus a
selection of some the closest residues (the environment): “Env I” includes His148, Glu222, and Arg96, which are
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in the gas phase (cis: solid line; TS: dashed line; and trans: dotted line).
Fig. 3. Calculated TDLDA optical absorption spectrum for the cis-HSD state of the chromophore in the gas phase and distorted by the BFP protein
environment, compared with the experimental spectrum of the BFP.
the charged residues in the vicinity of the chromophore (His148 and Arg96 positive; Glu222 negative). As such, it is
reasonable to expect that they will have a greater influence in polarising the electronic cloud of the chromopeptide.
“Env II” is made of “Env. II” plus Ser205, a buried water molecule, and Gln94. All of these are polar residues that are
within 2.5 Å of the chromophore.
It can be seen how the induced non-planarity has a sizable effect in the spectrum. It causes a considerable red-shift
of the gas-phase cis-HSD peaks. Thus, the optical spectrum is sensitive to the ≈ 20◦ torsion. On the other hand, the
effect of the polarisation of the electronic cloud by neighbour residues is less important. The inclusion of the residuesPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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6 A. Castro et al. / C. R. Physique ••• (••••) •••–•••Fig. 4. Left: basic porphyrine structure. Centre and right: symmetric and asymmetric Magnesium porphyrine-like molecules (the asymmetry was
introduced by closing a pentagonal ring close to the bottom right amida ring).
in “Env I” in the TDLDA calculation causes a further red-shift of the second peak, but leaves the first peak almost
unchanged. However, when enlarging the environment to “Env II”, we find a spectrum with a shape similar to the
one of the twisted chromopeptide with two well-defined peaks at similar positions. It seems that “Env I” provides an
inhomogeneous surrounding, which leads to an over-polarisation, and this artifact is corrected by the inclusion of a
larger environment.
In summary, the optical absorption inside the BFP exhibits a red shift of about 0.15 eV, which has mainly a struc-
tural origin – a breakdown of planarity. This could be responsible for the 0.13 eV red-shift observed between folded
and unfolded conformations of the BFP protein [22]. Furthermore, there is a subtle cancellation between the shielding
of the electromagnetic field acting on the chromophore due to its closest residues. This cancellation effect makes
that the calculated spectra for the isolated (twisted) chromophore and for the chromophore in the protein are nearly
identical. Another aspect that we have shown to be relevant is the inclusion of temperature [26] that is important to
bring more quantitative agreement between the calculated BFP spectra and the measured one. Temperature introduces
fluctuations in the dihedral angle related to the breaking of planarity in the BFP chromophore (floppy torsional motion
of the two imida-rings are included), and consequently to a broadening and shift of the calculated spectra. We note
this breaking of planarity plays a fundamental role in the description of the optical properties of other GFP-mutants
also studied by our group [27].
3. Porphyrins
The porphyrin family [28] is perhaps the paradigm of coloured organic molecules existing in nature (“porphura”
meaning “purple pigment” in Greek). The basic constituent of all the members of the family is the porphyne; it
consists of four pyrrole units linked by four methine bridges (see Fig. 4). It is an aromatic molecule containing 22 π
electrons – which is already an indication of its potential to be active in the visible range of the spectrum. Substitutions
and small modifications of this basic structure produce the porphyrin molecules. Usually, a metal is inserted in the
canter of the molecule; for example, if it is iron, the porphyrins are called “hemes”; the well known hemoglobin is a
protein whose active canter is a heme group (an hemoprotein). There is a vast range of different natural and man-made
metallo-porphyrin based compounds that evidence the huge field of research that this set of molecules form.
Chlorins are “almost” porphyrins and we can consider them members of this family: the only defining difference
is that one of the four pyrroles is reduced and therefore the structure is not aromatic across the full molecular ring. If
the chlorin hosts one magnesium atom at its centre, then it constitutes the basic tetrapyrrole of chlorophyll, the well
known light harvester present in most plants and algae. This molecule has a characteristic absorption pattern in the
visible range of the spectrum: strongly in the red and blue areas, weakly in the green.
More than 50 different types of chlorophylls have been found in living photosynthetic organisms. There exists, in
fact, a large variety of additional structural elements to the tetrapyrrole, all giving rise to different vis-UV spectra,
one of the most characteristic (important for both structural and electronic properties) being the pythol chain, that
normally anchors the pigment to the protein structure.
Since the chlorophylls are derivatives of the porphyrin family, the main features of their optical properties can be
understood, from a theoretical point of view, from a study of the latter. However, as we show in Fig. 5, the plain,Please cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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details). The visible part of the spectrum is highlighted as a guide for the eye.
symmetric, flat Mg porphyrin (Fig. 4, centre) cannot on its own give rise to the double-peak absorption typical of
chlorophylls. In fact, the smallest representative of chlorophyll is not the plain, symmetric porphyrin structure pre-
sented in the left, but the more asymmetric one presented on the right (Fig. 4), and characterised by a fifth isocyclic
ring. In this 5-ring porphyrin, the pyrrole ring IV is saturated and as a consequence some transitions shift towards
the red and gain oscillator strength. The more asymmetric the π -electron distribution is, the more emphasised the
double-peak shape will be (the structure at the centre of Fig. 4 is too symmetric, leading to HOMO’s degeneracy, and
is then not capable to reproduce the richer chlorophyll spectrum shape). Other details of the chlorophyll structure, like
bending, protonation, addition and/or distortion of other elements, might further shift and vary the optical peaks: still
the most significant effect stems from the breaking of the square symmetry of the basic porphyrine structure. These
ab initio results support the simple exciton-model (4-band model [29]) that has been used in the last two decades to
describe experimental results and, at the same time, underline the pertinence and the usefulness of TDDFT, already at
the very basic approximations (here LDA/GGA), for a global understanding of the process of light absorption. Still,
in the photosynthetic units, besides the absorption process, the conversion of energy also depends on charge-transfer
excitation mechanisms that are poorly described by present LDA/GGA functionals (see Section 6 below). On the
other hand, the promising results found in this sections open the way towards the description of hybrid devices made
of porphyrins and nanowires for either photovoltaic-energy conversion and/or volatile memory devices [30].
4. Optical response of DNA bases and base pairs
In order to characterise either the structural or the response properties of biomolecular systems, it is crucial to be
able to distinguish the intrinsic molecular properties from the effects induced by the environment (e.g. the solvent). The
optical absorption spectrum may be able to properly discriminate those effects, hence its success as a characterisation
tool. This fact is specially important for DNA and DNA-based compounds [32,33].
In addition to the obvious relevance of scientific investigations of DNA molecules for medical and biological
purposes, we have witnessed lately how DNA compounds and DNA-like derivatives, are studied for their potential
applications for nanotechnological purposes. The reasons are its stability (in solution), its one-dimensional character,
along with the unique properties of self-assembly and recognition. However, in order to advance farther this techno-
logical line of research, the determination and interpretation of the electronic properties of nucleobases and of DNA
helical arrangements is an extremely valuable foreword, and notable multidisciplinary efforts are currently devoted
to such goals [34–39]. Furthermore, knowledge of the electronic properties, excited-state lifetimes, and ultraviolet
(UV) absorption spectra is of paramount importance for our understanding of, e.g., the crucial phenomenon of UV
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interactions, a valuable preliminary step is to gain insight into the excited-state properties of their building blocks,
namely the monomeric bases, and to understand the role of hydrogen-bonding and stacking when these monomeric
units form complex assemblies. In their natural environment, the DNA bases are paired via hydrogen-bonds in the WC
scheme [44], and are covalently bonded to the sugar-phosphate backbone. The hydrogen-bonded base pairs interact
with each other in the typical helical arrangement by inter-plane Van der Waals forces. To disentangle how the different
interactions control the DNA dynamics upon light absorption, it is important to infer how the spectrum of a given
isolated nucleobase is modified by mutual interactions in the different spatial conformations of DNA assemblies.
TDDFT certainly is an appropriate tool for attempting this task.
In Ref. [31] a complete study of the optical absorption spectra of the five isolated gas-phase nucleobases and
some of their assemblies is reported: simple WC pairs, simple π -stacks of two bases and more complex π -stacks
of WC guanine–cytosine (GC) pairs. These calculations of isolated simple nucleobase-assemblies are a remarkable
playground to prove the reliability of TDDFT for DNA-based materials. For the first time, the optical properties
for a helical conformation of two stacked GC pairs [d(GC)] were computed by an ab-initio method. For such a
conformation, H-bonding (which leads to the formation of WC pairs) and π -stacking effects are active simultaneously
and can be distinguished.
The results discussed below and in Ref. [31] can be summarised as follows. For the isolated bases we obtained
absorption spectra in rather good agreement with previous theoretical works and (qualitatively) with experiments (see
Tables 1 to 6 of Ref. [31] for a detailed comparison between TDDFT excitation energies and experiments, and Tables 4
to 6 of Ref. [33] for comparison with quantum chemical calculations). The proper ordering of the ππ∗ excitations is
well reproduced, namely the excitation energy increases in going from cytosine to guanine to adenine. Moreover, the
LUMO state has always a π -like character whereas the HOMO is π -like for the purines and σ -like for the pyrimidines.
Regarding the base assemblies (WC H-bond pairs and stacked configurations), the shape of the spectrum is not
much altered by the π -stacking or H-bond interactions. However, hypochromicity (intensity decrease) is observed
in the high energy range of the spectrum. The hypochromicity induced by π -stacking is larger than that induced by
H-bonding. In the case of H-bonded basis, for light polarised perpendicular to the bases there is a blue-shift of the
spectra compared to the spectra of the isolated bases. The photoabsorption cross section along this direction is mainly
due to the contribution of nπ∗ excitations and turns out to be orders of magnitude less intense than the spectrum
for light polarised along the plane, due to ππ∗ excitations. In the stacked case, the HOMO and LUMO states are
distributed both on the purine and pyrimidine bases, whereas in the H-bonded configuration the HOMO is in the
purine and the LUMO in the pyrimidine (charge transfer-type excitation). When combining both H-bonding and
π -stacking, the two effects add independently, and the hypochromicity in the UV is enhanced.
Fig. 6 demonstrates some of these aspects, namely the effect of the H-bonding and π -stacking in the optical
absorption. It displays the spectra for the H-bonded GC (“GCH”) and AT (“ATH”) pairs. In order to characterise the
effect of the bonding, the spectra of the pairs (solid lines) is compared with the linear combination of the spectra of the
isolated basis (dashed lines). The features evidenced by the figure are: (i) a small shift found for the lowest frequency
peaks; (ii) the hypochromicity at high frequencies; and (iii) an overall blue-shift of the spectrum for light polarised
perpendicular to the pair (not shown). In addition to the above features that originate from the individual bases, new
features appear in the spectra because the purine and the pyramidine coexist in the WC arrangement. This coexistence
changes the nature of the frontier orbitals: the HOMO is purine-localised, the LUMO is pyramidine-localised (bottom
part of Fig. 6), and the value of the HOMO-LUMO gap is smaller than in the isolated bases. Consequently, peaks
at lower energies with oscillation strengths orders of magnitude smaller than the ππ∗ peaks, or totally dark, emerge
in the spectra. These excitations, as for instances the HOMO-LUMO excitation are, consequently, of charge-transfer
type.
The role of these charge-transfer excitations needs to be analysed more in detail in order to understand their impact
in the excited state dynamics of DNA-based complexes (note that those states are very likely to be dark, or with very
low oscillator strength for light-induced electronic excitations). In particular it is important to address which level of
exchange-correlation functionals work well to describe properly this effects (see Section 6).
In the second row of Fig. 6 are shown the absorption spectra for the stacked GCS dimer (left) and for two stacked
GCH stacked pairs. As in the case of hydrogen bonding, the shape of the spectrum is not strongly altered, but important
differences are encountered in the oscillator strength, which turns out to be substantially reduced (hypochromism).
In particular, looking at the spectrum of the two stacked GCS dimers d(GC), we find the shape of the spectrum very
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cytosine GCS and of two stacked WC GCH pairs d(GC) (solid blue, bottom). The linear combination of the spectra of the isolated purine and
corresponding pyrimidine (G + C and A + T; dashed lines) are also shown for comparison. Below the spectra, the structures of the GCH pairs and
d(GC) assembly are shown, along with the HOMO and LUMO KS wave functions.
similar to the GCH pair, but again strongly reduced in intensity because of the stacking. This feature indicates that the
two kinds of base couplings seem to act separately and independently, in the sense that on does not affect the other in
the optical response. The major effect of the stacking is the hypochromicity, which is very useful because the intensity
change can be used to follow the melting of the secondary structure of nucleic acids when varying the temperature or
environmental parameters.
Hypochromicity gives us a direct measure of the stacking interaction between bases for different systems, as for
instances different DNA-like double helices, obtained modifying the base heterocycles or changing the backbone
[45–47], that may be exploited for nano-electronics applications. Among these systems, particularly interesting is the
expanded DNA (XDNA), obtained by Kool’s group [48], where each DNA base is expanded with a benzene ring that
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(solid line). The double of the absorption spectrum of the H-bonded xG–C is also shown with the green dotted line. In the bottom part of the figure
the atomic structure from the top view and side view for the [d(xGC)2], constructed from NMR average parameters is shown. Different bases are
indicated with different colours: xG(red), C(green). Note the quite perfect overlap between the terminal part of the xG in the opposite strands.
is covalently bonded to the base and co-planar with it. Such expanded bases are able to pair with natural DNA bases by
H-bonding, forming base pairs of expanded size, that stacks with each other and with natural bases, assembling helical
motifs. Double helices of this kind are more stable than natural DNA, and this enhanced stability was interpreted as a
consequence of enhanced stacking whether within each strand or across the strands [49]. A stacked pair of expanded
guanine (xG) and cytosine (C) is sketched in Fig. 7. In Ref. [50] a detailed study of the optical properties for all the
isolated expanded bases, the xGCH, the xATH and some stacked configurations is reported. TDDFT, as in the case of
natural DNA bases, gives satisfactory results when compared with the available experiments [51,52] for all the benzo-
fused bases, in particular for the appearance of the onset of absorption at a smaller energy (around 3.5 eV) than in any
natural nucleobase: this onset peak is the novel feature induced by the benzene-base fusion. Moreover, also the more
intense peaks above 4 eV are well reproduced by TDDFT calculations (see Figs. 2 and 3 in Ref. [50]). In Fig. 7 the
optical spectrum for two stacked xG–C pairs with the expanded guanine in different strands [d(xGC)2] is shown and
is compared with the double of the absorption spectrum of the H-bonded xG–C pair. Similar effects found for natural
DNA assemblies are observed also for the expanded analogues. In particular for all the studied stacked complexes the
main trait is the pronounced hypochromicity, which is largest for the planar structures where the stacking interaction
are mostly favoured, as in the case of d(xGC)2 shown in the figure. For this case, where an enhanced interplane overlap
is present, the hypochromicity is more pronounced than in natural DNA. The enhanced stacking interaction between
base pairs could have consequences on the conductance and rates of electron/hole transfer, making xDNA helices very
appealing for future nanoelectronics applications.
Besides optical absorption, another optical technique that is even more widely used for the characterisation of
chiral biomolecules is circular dichroism. TDDFT, in its real-time propagation scheme, allows for a straightforward
calculation of the rotatory power or circular dichroism spectra (see Ref. [53] for the details). The implementation and
computation of circular dichroism spectra by TDDFT in real-time is in progress and will be the topic of a self-standing
investigation [54], that should allow the identification of helical fingerprints in the optical characteristics, and more
direct interpretation of standard post-synthesis experimental data. Just as an example, we show in Fig. 8 the calculated
optical absorption, and circular dichroism spectra for an isolated adenine base (A) and a stacked dimer made of two
adenines (dA2) having interplane distance of 3.4 Å and a twist angle of 36◦.
The absorption spectra of the isolated adenine and the dimer (top panel) have practically the same shape and the
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215, and 270 nm (6.9, 5.76 and 4.59 eV) and the shape of the spectrum are in very good agreement with recent exper-
iments [55]. Totally different is the circular dichroism signal: while the optical rotatory power of an isolated adenine
is very small in the considered range of energies, we observe a strong signal for the dimer induced by the helical
motif, with strong negative and positive bands at 180 nm and 200 nm (6.9 and 6.2 eV, respectively), in satisfactory
agreement with recent experimental data where the negative and positive peaks are measured respectively at 182 nm
and 194 nm [55].
5. Dynamics of biological molecules and TDDFT
Upon absorption of light, the associated electronic transition may trigger a subsequent nuclear dynamics: photo-
dissociation, photo-isomerisation, etc. These relaxation processes are crucial to the understanding of many biomolec-
ular processes, such as, e.g., the isomerisation of retinol. TDDFT is solely concerned with the electronic structure
and in order to study the coupled electron-ion dynamics we need to either extend it or couple it with some flavour of
molecular dynamics (MD).
Ideally, one could make use of multi-component TDDFT [56], which treats both electrons and nuclei quantum-
mechanically, and on the same footing. This approach, however, is still immature and the computational resources
that it would require are still out of reach. MD, on the other hand, assumes classical nuclei, which is sufficient for
many purposes, although its formulation involves addressing the difficult problem of non-adiabaticity.
MD can be used in conjunction with TDDFT in various different ways, depending on the purpose and of the
computational requirements of the particular system that is addressed. For example, one may perform classical, Born–
Oppenheimer MD on the ground state energy surface making use of DFT, and use TDDFT to obtain the time-resolved
absorption spectrum – simply performing one TDDFT calculation at sampled points in the molecular trajectory. One
example of this approach is given below – applied to the azobenzene dye. This approach, however, does not address
the electronic excited states (and therefore, the photon absorption processes) nor the possibility of non-adiabaticity.
In order to allow for electronic transitions, one can use, among others: Ehrenfest dynamics, and surface hopping
[70,71]. In the former case, the forces on the (classical, point particle) nuclei are calculated “on the fly” by making use
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12 A. Castro et al. / C. R. Physique ••• (••••) •••–•••Fig. 9. Calculated photoabsorption spectra of the isolated azobenzene chromophore, at four points along an approximate isomerisation path con-
necting the cis and the trans conformations. The black curve represents the average absorption; the coloured lines are the decomposition of the
spectra into different spatial directions, showing the anisotropy.
of the Ehrenfest theorem (i.e., the force on a nucleus is the expectation value of the partial derivative of the electronic
Hamiltonian with respect to the nuclear coordinate). The electronic equations incorporate the nuclear positions as
time-varying parameters, and an external, classical, electromagnetic field may also be included. In the surface-hopping
scheme, one performs classical adiabatic MD on ground or excited state surfaces, and a stochastic algorithm permits
to “hop” between them. We will illustrate below the TDDFT-based Ehrenfest approach. Another example, and the
theoretical and computational details of our approach are given in Refs. [73,74]. We also refer the reader to the last
section of this article (Section 6) for a brief discussion of the problems related to the combination of classical ion
dynamics with quantum electron dynamics (for a nice review on this topic see, for example, Ref. [75]).
5.1. The azobenzene dye
The azobenzene molecule is formed by two phenyl rings joined by an azo group (see Fig. 9 where it is depicted in
various conformations). It undergoes very rapid (below the picosecond) cis/trans isomerisation around the N=N bond
with very high efficiency [40]. This isomerisation implies an increase of 3 Å and a change in the dipole moment from
6 to 9 Debye. This property has arised great interest on azobenzene-related systems for nanoscale opto-mechanical
devices. Furthermore this structural change goes together with a change in dipole moment that can be used to act as
a optical-gate in, for example, nanotube-based transistors [41,42]. More relevant for the present work, in Ref. [43],
Spörlein et al. have performed femtosecond time-resolved optical spectroscopy on a certain small peptide (APB),
which acts as an optical trigger due to the presence of azobenzene. Their results demonstrate how the absorbance is
strongly red-shifted upon cis/trans isomerisation. This pronounced spectral difference permits both a selective light-
induced interconversion and easy spectroscopical differentiation. We have addressed this problem within our TDDFT
formulation: Fig. 9 depicts our calculated photoabsorption spectra for four selected nuclear conformations selected
along one predefined approximate isomerisation path joining the cis and trans positions. It must be noted that the
peptide backbone has been only used to relax the nuclear conformations – the isomerisation path has been obtained
by minimisation using a semiempirical QM/MM approach. Later the peptide backbone has been cut, and TDDFT
calculations have been performed only on the azobenzene molecule. The results, nevertheless, show a redshift of mostPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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of the spectral weight, in the same manner than the experiment. The position of the main peak does not coincide,
which may be due to neglecting the influence of the peptide.
5.2. Formaldimine
Imines are those compounds of structure RN=CR2, where R may be hydrogen or any hydrocarbyl group. Relatedly,
Schiff’s bases are those imines bearing a hydrocarbyl group on the nitrogen atom: R′N=CR2 (R′ not equal to H).
Formaldimine (HN=CH2, see Fig. 10), also known as methanimine, is the smallest imine, and sometimes is also
referred as the smallest Schiff base. In Fig. 10 we have depicted the geometries of the ground state (S0) and first
singlet excited state (S1). The former is planar, whereas in the latter the hydrogen associated to nitrogen is rotated
90 degrees with respect to the plane of the rest of the molecule. The molecule presents a hetero double bond, C=N,
which is one of the most important photoreceptors in organic chemistry: Photo-induced rotation around double bonds
are processes of primary interest in Biochemistry (the paradigmatic case being the rotation of the molecular trigger of
the human vision process).
Due to this relevance, formaldimine and its protonated counterpart, formaldiminium or methaniminium, has already
been studied as a prototypical case-study. Bonacˇic´–Koutecký and others [57,58,66,67] have performed multireference
configuration interaction calculations of the electronic structure and geometrical conformations of the lowest singlet
and triplet states. The focus was placed on the implications on photochemistry, by regarding the potential energy
surfaces along possible isomerisation paths: the cis ↔ trans rearrangement may proceed via two different paths: in
plane – by moving H along the H1H2CN plane – or out of plane – by transversing the S1 geometry depicted in
Fig. 10. Note that in the case of formaldimine the cis or trans character of a conformation is ambiguous. Moreover, the
discussed isomerisation leaves the molecule unchanged. More interesting cases in Biochemistry (e.g. the isomerisation
of retinal in the vision process) also imply double bond rotations, although in these cases the product and the reactant
are not identical. The out-of-plane route for the formaldimine isomerisation seemed to be favoured energetically.
Moreover, the surface energy curves demonstrate the existence of a conical intersection between the first two electronic
singlet states in this latter path, leading to the necessity of a truly non-adiabatic treatment.
More recently, Parrinello and others [68,69] have addressed the topic in the framework of DFT. In a former pub-
lication [68], they translated restricted open-shell Hartree–Fock (ROHF) to the Kohn–Sham formalism (restricted
open-shell Kohn–Sham, ROKS), and studied the geometry of excited singlet states of several molecules, including
formaldimine. They also used this technique to perform Car–Parrinello adiabatic molecular dynamics on the first ex-
cited singlet step. In the latter work [69] they extended the formalism to allow for non-adiabatic transitions via the
surface-hopping algorithm [70,71]. Both works suggest the out-of-plane isomerisation.
In organic photochemistry, usually the only relevant excited states are the low lying ones. Of special relevance are
the first singlet S1 and the first triplet T1. Since the latter is the lowest one with triplet spin symmetry, ground state DFT
theory may be used to investigate it, in contrast to the S1 state, which requires other approaches. However, following
Frank and others [68], we may utilise Ziegler’s sum method [72] and calculate the singlet excitation energy by making
use only of standard DFT, in the following manner: Let us call ΦGS the ground state of a closed shell system suchPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
time-dependent density-functional theory?, C. R. Physique (2008), doi:10.1016/j.crhy.2008.09.001
ARTICLE IN PRESS COMREN:2644
JID:COMREN AID:2644 /SSU [m3SC+; v 1.108; Prn:3/12/2008; 15:59] P.14 (1-22)
14 A. Castro et al. / C. R. Physique ••• (••••) •••–•••as the formaldimine molecule, which in DFT is built from the Slater determinant of a set of Kohn–Sham orbitals:
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of the three degenerate triplet states is obtained by using spin down for the last two orbitals. Unfortunately, the first
excited singlet state cannot be obtained from a single Slater determinant. We may define the “mixed states”, m1
and m2, as Φm1 = Slater{ψ1ψ¯1, . . . ,ψnψ¯n+1} and Φm2 = Slater{ψ1ψ¯1, . . . , ψ¯nψn+1}. The remaining triplet and the








Φm1 + Φm2) (2)
The singlet energy may then be obtained from the energies of the m and t states, as in:
E(s) = 2E(m) − E(t) (3)
For the S0 geometrical configuration (planar, lower part of Fig. 10, this procedure yields a singlet excitation energy
of 4.8 eV, in agreement with the LDA work of Ref. [68]. This scheme also allows us to obtain a minimised geometry
for the S1 subspace. However, we have not made a fully unrestricted seek: to alleviate the calculational burden, we
have assumed the shape depicted the upper part of Fig. 10: The HCN plane is assumed to be perpendicular to the
H1H2CN plane. All geometrical parameters are then fixed to the values they have in the S0 configuration, except for
the C=N bond length which is then allowed to relax. The elongation of the bond in the singlet state thus obtained is
0.102 Å, in good agreement with the 0.085 Å of Ref. [68].
We then consider the rotation between the S0 and S1 geometries. For that purpose, we define a given path joining
both geometries in configuration space: defining θ to be the twist angle around the C=N bond, the C=N bond length
l(θ) is continuously elongated as l(θ) = sin2(θ)l(0)+cos2(θ)l(π/2). Along these geometries, we may sample a given
number of configurations and study the excited states energies by calculating the linear response optical spectrum. We
may utilise the two methods that we dispose of: linear response in the frequency domain, and time propagation. For
the first singlet and triplet states energy, we may also use again previous sum rule.
The results when using Eq. (3) (i.e., still ground state DFT) are displayed in Fig. 10 (right side). The figure is in
agreement with Fig. 7 in Ref. [57], where a CI method was employed. Note that for this line in configuration space we
do not observe a conical intersection, but an avoided crossing. However, the surfaces do cross [58], although a different
path should have been chosen to manifest it. In any case, note how the ground and excited states approach, which
involves a non-negligible jump probability, and signal this isomerisation process as an intrinsically non-adiabatic one.
The photoabsorption cross sections calculated at seven points in configuration space linking the S0 and S1 geome-
tries are shown in Fig. 11. It displays results obtained with two common formulations of the linear-response TDDFT
equations: Casida’s approach [59,60] in the frequency domain, and the real-time propagation scheme [61–65]. The
red curves are the result of the scheme in the time-domain, whereas the black curves are the result for the scheme
in the frequency domain (in this latter case, the lines have been broadened with a Lorentzian curve for comparison
purposes). In principle, both methods are mathematically equivalent: the results, specially for the lowest excitations,
are indeed very similar. The differences, whose importance increases with the excitation energy, must be assigned to
the distinct numerical convergence issues arising in both methods (number of considered virtual orbitals, simulation
box size, etc.), which affect the results in an inequivalent way. At full convergence, both curves should overlap.
The excitation to the first triplet configuration T1 is dark, but the excitation to the first singlet S0 is present in the
graphs (at 4.8 eV for the geometry at θ = 0◦, top panel), albeit its small oscillator strength makes it difficult to see
it. The insert in the top panel exposes it more clearly. The potential energy surfaces such as the one presented in
Fig. 10 may also be reproduced from this figure – moreover, including, if desired, higher lying energy surfaces. The
agreement for the S0 state between these linear response calculations, and those presented in Fig. 10 is almost perfect.
As mentioned above, the molecular dynamics on the S1 excited state have been investigated already in Ref. [68],
as well as non-adiabatic dynamics [69], mixing the ground and the excited state by making use of the surface-
hopping idea. Our approach to the simulation of photo-induced geometrical re-organisation is different: we make use
of TDDFT to couple the ionic and electronic subsystems to a time-dependent, arbitrarily shaped, classically described,
electromagnetic field. A significant laser induced population of an electronic excited state may lead to geometricalPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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the upper panel details the S0 excitation, of very low oscillator strength, at 4.8 eV.
re-organisation, which means processes such as photo-fragmentation or photo-isomerisation. Some examples of this
approach to photo-dissociation are described in Ref. [73]. In the present case, however, we have tried populating the
S1 state, which should lead to an atomic rearrangement leading to the minimum energy conformation for that state,
i.e. the upper model in Fig. 10. However, we have not yet been able of observing this process. One of the explanations
for this failure is the very low oscillator strength of the pursued transition, which renders difficult its population, even
though we performed the simulations modelling high-intensity lasers. Another more fundamental open question is
ascertaining to which extent the classical treatment of the electromagnetic fields may be suitable for these purposes.
The simulations depicted in Figs. 12 and 13 are different examples. In both cases, we have used a more traditional
approach, which consists of artificially preparing the system in an excited state by populating the LUMO orbital with
one electron. Thereafter, TDDFT is used to propagate the electronic state, whereas the nuclei are also propagated gov-
erned by Newton’s equations of motion, according to the Ehrenfest-path methodology. In the first example (Fig. 12),
the ions are initially static, and the resulting dynamics consist of an in-plane isomerisation: the hydrogen atom at-Please cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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16 A. Castro et al. / C. R. Physique ••• (••••) •••–•••Fig. 12. Snapshots of a simulation performed on the formaldimine
molecule. The system is initially prepared by putting one electron of
the HOMO on the LUMO orbital. The ionic system is initially frozen.
Fig. 13. Snapshots of one of the simulations performed on the
formaldimine molecule. The system is initially prepared by putting
one electron of the HOMO on the LUMO orbital. The ionic system
is initially given a random distribution of velocities corresponding to
300 K.
tached to nitrogen pendulates from one side to the other, without leaving the original molecular plane. The movement
is very rapid; the isomerisation needs only 20 fs. If the simulation is allowed to continue, the process is repeated in
the same manner. In the second example (Fig. 13) the ionic system is given an initial random velocity distribution
corresponding to a temperature of 300 K. The result is rather different: the molecule is rather distorted, and after an
oscillation of the hydrogen atom from one molecular side to the other (which lasts only 20 fs), it goes back to its
original position but following the out-of-plane route.
5.3. The time-dependent electron localisation function
The real-time dynamics calculations based on TDDFT, such as the ones presented in the previous section, permit
us to observe organic chemistry “in action”, and in principle should allow us to see how bonds are born and die during
chemical reactions, or how they are altered by the presence of an external field. The concept of “bond”, however,
is an elusive one, and we wish to finish this section on applications of TDDFT with an excursion to a topic that
may help to gain intuition about this concept: the electron localisation function (ELF), and the time-dependent ELF
(TDELF).
The concept of bond is based on that of electron pair, and was already systematised by G.N. Lewis [76] in 1916.
Electrons form pairs due to their 1/2 spin and Pauli’s exclusion principle, and close “shells” – of eight electrons in
many atoms due to their spherical symmetry. The preference for pairing and closing shells seemed to explain most
bonding in Chemistry. This simple picture of Lewis is still in use today, and the reason is that electrons do indeed
“localise” in pairs when forming molecules, and a big amount of the basic machinery of Chemistry is rather well
explained with Lewis arguments. We speak of “localised” groups of electrons, either pairs of electrons shared between
atoms (“bonds”), non-bonding pairs of electrons (“lone pairs”), and also larger groups – double, triple bonds –, atomic
inner shells, π electronic systems, etc.
How can one transfer these concepts to mathematical terms? It is not easy to “define” bonds from electronic
densities and wave functions. In order to shed light into this problem, the concept of “electron localisation function”
(ELF) was tailored by Becke and Edgecombe [77]; a concept that was later extended for time-dependent phenomena
thanks to the time-dependent ELF function (TDELF) [78]. The ELF has repeatedly been used to obtain intuitive
pictures of bonding properties in molecules in the ground state; the TDELF, in turn, monitored during a TDDFT-
based simulation, helps to visualise time-dependent molecular processes.
We briefly recall the definitions: [77,79,80,78,81,82]
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where η is the (TD)ELF function, τσ is the kinetic energy density, and j2σ is the squared modulus of the current density.
CHEG(r; t) is the value of the C function for a homogeneous electron gas whose density coincides with the density
at point r. This expression is valid only for one-determinantal wave functions, and therefore lends itself to be used
within the context of Hartree–Fock or (TD)DFT. An exact definition, in terms of the one-reduced density matrix, can
be found, for example, in the seminal Ref. [77]. We should note that the last term of Eq. (5), depending on the current,
is, however, neglected in that original derivation, which assumed real-valued wave functions. That term is necessary
in the time-dependent case [78].
One may then relate the topology of the ELF to the electron localisation properties of the molecules – which in
turn are related to their bonding properties. The ELF takes values between 0 and 1 – high values correspond with
high localisation (bonds, lone pairs), whereas low values correspond with delocalised electrons. As a scalar bounded
function, it will have attractors and basins; these basins may be core basins (their domain contains one nucleus),
bonding (located between core attractors) and non-bonding (the rest, that contain the lone-pairs of electrons). In this
way, the ELF basins show us the bonds and the lone pairs of the molecules.
We plot in Fig. 14 a classical illustration of the ELF ability to mark bonds: the single, double and triple bond
ethane, ethene, and ethyne, respectively. However, our main goal here is to show the TDELF in a dynamical process.
We have chosen for that purpose the collision of the acetylene and oxygen molecules, which for the particular chosen
initial conditions, leads to the creation of two carbon monoxide molecules (i.e. combustion).
The simulation is performed with the non-adiabatic molecular dynamics based on TDDFT described in the previ-
ous section; for this particular example we have used the simple-minded local density approximation (LDA) to the
exchange and correlation functional. Some snapshots taken during the simulation are show in Fig. 15. The initial
orientation and placement of the molecules is the one depicted in the first snapshot. Their relative initial velocity is
7 × 10−3 a.u. The plot shows, besides the atomic positions (carbon in green, oxygen in red, hydrogen in white), one
isosurface of the ELF (η = 0.8), which contours regions of high electron localisation. The isosurface is coloured:
redder areas correspond to higher electron density, whereas whitish areas correspond to regions of almost negligible
density. We have done this in order to make apparent one of the less intuitive features of the ELF: it may have large
values in regions of low electronic density.
Initially, the acetylene molecule displays its characteristic toroidal ELF isosurface, typical of triple bonds. After
20 fs, the two molecules collide, and a strong link is created between the hydrogen atom of acetylene and one oxygen.
The oxygen molecule is rapidly broken due to the collision; at t = 40 fs we can see how one oxygen atom starts
moving towards the other side of the acetylene molecule, and one of the hydrogen atoms is ejected. The triple bond
between the two carbon atoms is already strongly distorted; note how this is already visible in the ELF isosurface. In
the next snapshots, we start to see the lone pairs characteristic of CO molecules and the remaining hydrogen atom is
also ejected, carrying away one electron.
6. Summary and perspectives
It is clear that the use of TDDFT in the area of photochemistry has been growing in the past decade [6]. The keys for
this success are clear: First of all, TDDFT is a simple theory, easy to implement, and leads to very efficient numerical
implementations. Furthermore, TDDFT is quite reliable and can be used to obtain useful information: which is evidentPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
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18 A. Castro et al. / C. R. Physique ••• (••••) •••–•••Fig. 15. Snapshots of the TDELF function (isosurface of the ELF (η = 0.8), taken during the simulation of the acetylene combustion, at the indicated
times. Redder areas of the isosurface correspond to higher electron density, whereas whitish areas correspond to regions of almost negligible density.
from the examples presented in this Article. In fact, TDDFT in many cases outperforms other quantum chemical
methods, especially for medium and large systems [6,11,12].
However, and in spite of its many successes, TDDFT has its shortcomings. Note that these problems are not inherent
to the theory itself – which is an exact reformulation of time-dependent quantum-mechanics, but to the approximate
functionals that are used in practical applications, or to the specific implementation of the combined electron-ion
dynamics to address non-adiabatic effects in the excited-state dynamics.
One of the most important problems is related to the asymptotic behaviour of the LDA xc potential: For neutral
finite systems, the exact xc potential decays as −1/r , whereas the LDA xc potential falls off exponentially. Note that
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similar to the LDA. This problem gains particular relevance when calculating ionisation yields (the ionisation potential
calculated with the ALDA is always too small), in situations where the electrons are pushed to regions far away
from the nuclei (e.g., by a strong laser) and feel the incorrect tail of the potential, or in excitations that involve
Rydberg states. There are several ways to correct this problem, either by directly modelling the xc potential [83], or
by using orbital functionals with the right asymptotic behaviour, like the exact exchange [84] or the self-interaction
corrected [85] functionals. Along those lines it is important to mention that present local and semilocal functionals
fail dramatically in describing dispersion forces (e.g., in Van der Waals complexes). At present the impact of those
failures in the optical spectra of biomolecules has not been discussed in detail, and most of the cure-schemes address
the problem for ground-state calculations either as a post-DFT correction [86,87], or by the use of TDDFT in the
adiabatic connection/fluctuation-dissipation scheme [88,89]. Clearly there is a lot of work to be done in this context to
describe the role of dispersion forces in the combined excited-state dynamics of complex biomolecules (for example
to describe light-induced proton transfer and H-bond breaking/formation).
Another noteworthy problem is the absence of true multiple excitations in the TDDFT response functions. This
is due to the use of the adiabatic approximation in the construction of time-dependent xc functionals. There have
been some attempts at the construction of functionals including memory effects [90–96] or by including the effect of
doubles excitations perturbatively [97,98].
Next, we would like to refer to charge-transfer excitations. TDDFT often predicts charge-transfer states of substan-
tially lower energy and below optical states [99]. This is further complicated by the mismatch between the ionisation
potentials of the donor and acceptor parts of the molecule, due to the absence of a derivative discontinuity in the com-
mon functionals [100]. Thus, charge-transfer excitations are severely underestimated, sometimes by as much as 1 eV.
Several correction schemes have been proposed [101] for this problem. However there is not yet a good functional
incorporating those processes both at the static as well as at the dynamical level. Thus, the dynamics of many bio-
logical processes that are mediated by that type of intermediate states, may not be properly accounted for by present
TDDFT implementations. (Kernels based on many-body perturbation theory, as the ones derived to describe the op-
tical properties of solids [12] could account for those excitations. However, it is still not known to which degree of
accuracy.)
However, perhaps the largest failure of TDDFT is in the calculations of the optical spectra of solids [102,12].
In fact, the lack of a long-range component of the xc kernel leads to TDDFT spectra of very poor quality, only
marginally different from simple RPA calculations. Again, several possible alternatives to correct this problem have
been proposed, from orbital functionals that include this long-range component [103–107], to empirical correction
terms to the xc kernel [108–110]. Those functionals might have implications in the description of multiple excitations,
charge-transfer processes and photo-induced molecular dissociation.
Another important aspect of the specific examples discussed in this article is related to the fact that electron dy-
namics are usually determined quantum mechanically but the nuclear motion is treated within the framework of
classical mechanics. Despite a large difference in the general time scales of electronic and nuclear motions, electronic
wavepackets quite often couple with the dynamics of nuclear motion. The proper incorporation of the electronic re-
sponse is crucial for describing a host of dynamical processes, including laser-induced chemistry, dynamics at metal
or semiconductor surfaces, and electron transfer in molecular, biological, interfacial, or electrochemical systems (in
particular it is crucial also for describing light-induced processes in biomolecules, and many other photochemical reac-
tions). The two most widely used approaches to account for non-adiabatic effects are the surface-hopping method and
the Ehrenfest method implemented here. The surface-hopping approach extends the Born–Oppenheimer framework to
the non-adiabatic regime by allowing stochastic electronic transitions subject to a time- and momenta-dependent hop-
ping probability. On the other hand Ehrenfest successfully adds some non-adiabatic features to molecular dynamics
but it is rather incomplete. This approximation can fail either when the nuclei have to be treated as quantum particles
(e.g. tunnelling) or when the nuclei respond to the microscopic fluctuations in the electron charge density (heating)
not reproducing the correct thermal equilibrium between electrons and nuclei (which constitutes a fundamental fail-
ure when simulating the vibrational relaxation of biomolecules in solution). However there have been some proposals
in the literature to include some of those effects in a modified Ehrenfest scheme [111,112] or beyond it (see, e.g.
Ref. [113]).
On a more practical level, the possibility of simulating dynamics on electronic excited states requires the capability
of computing forces on those states. On the electronic ground state, the computation of the force is a trivial task withinPlease cite this article in press as: A. Castro et al., The challenge of predicting optical properties of biomolecules: what can we learn from
time-dependent density-functional theory?, C. R. Physique (2008), doi:10.1016/j.crhy.2008.09.001
ARTICLE IN PRESS COMREN:2644
JID:COMREN AID:2644 /SSU [m3SC+; v 1.108; Prn:3/12/2008; 15:59] P.20 (1-22)
20 A. Castro et al. / C. R. Physique ••• (••••) •••–•••the DFT formalism because the force on an ion is an explicit functional of the ground state density (the Hellman–
Feynman expression). In the Ehrenfest dynamics approach, the same expression can be used – the forces are again
trivially dependent on the time-dependent density. However, if we attempt to use the same idea to perform dynamics on
a given “pure” excited state, we are confronted with the problem of obtaining the corresponding excited state density
– not at all a trivial task. Fortunately, one can use linear-response TDDFT in order to obtain suitable expressions (see.
e.g. Refs. [114] and [115]).
In conclusion, TDDFT has become a standard tool to calculate excitation energies, and is by now incorporated in
all of the major quantum-chemistry codes. There are many examples of successful applications of this theory in the
literature, and its usefulness for the study of large, complex systems is unique. Clearly, there are some cases where
TDDFT does not perform well. However, in our opinion, we should not dismiss these problems as failures of TDDFT,
but as a challenge to the next generation of “density-functionalists”, in their quest for better approximations to the
elusive xc potential.
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