Product formulas provide a straightforward yet surprisingly efficient approach to quantum simulation. We show that this algorithm can simulate an n-qubit Hamiltonian with nearestneighbor interactions evolving for time t using only (nt)
Introduction
Simulating the dynamics of a quantum system is one of the most natural applications of a quantum computer. Indeed, the idea of quantum computation, as suggested by Feynman [23] and others, was primarily motivated by the problem of quantum simulation. Lloyd gave the first explicit quantum algorithm for simulating local Hamiltonians [36] , and subsequent work studied the simulation of general sparse Hamiltonians [2, 8] . Quantum computers can simulate a variety of physical systems, including quantum chemistry [4, 15, 43, 53] , quantum field theory [29, 30] , and many-body physics [45] , and could ultimately lead to practical applications such as designing new pharmaceuticals, catalysts, and materials [5, 19] .
The original quantum simulation algorithm proposed by Lloyd makes use of the Lie-Trotter product formula. Given t ∈ R and a Hamiltonian H = 
in the sense that E (t) = lim r→∞ S 1 (t/r) r . With a finite value of r, we obtain the approximation S 1 (t/r) r − E (t) = O (tL) 2 /r . In other words, S 1 is accurate to first order in t, so we call it a first-order formula. Suzuki systematically constructed (2k)th-order formulas 
with p k := 1/(4 − 4 1/(2k−1) ) [49] . We refer to all such formulas as product formulas. The productformula approach has been studied extensively (see for example [21, 22, 32, 34, 44] ), and is a natural choice for experimental simulations [6, 13, 35] due to its simplicity and the fact that it does not require any ancilla qubits. The major difficulty in making the product-formula algorithm concrete is to choose r so that the simulation error is at most some allowed threshold ǫ. Specifically, to simulate the Hamiltonian H = L j=1 H j for time t, rigorous analysis suggests choosing r 1 = O (tL) 2 /ǫ for the first-order formula and r 2k = O (tL) as the gate complexities for the first-and (2k)th-order formulas, respectively. These asymptotic complexities are improved by more recent algorithms [9-12, 14, 31, 37-40] . However, product formulas appear to be empirically advantageous for simulating various practical systems [4, 17, 46] , performing significantly better than the rigorous bounds suggest. This dramatic gap between the provable and the actual behavior of product formulas suggests that it may be possible to significantly tighten their error analysis.
A natural class of Hamiltonians that includes many physically reasonable systems is the class of lattice Hamiltonians [24, 25, 29, 41] . Lattice Hamiltonians arise in many models of condensed matter physics, including systems of spins (e.g., Ising, XY, and Heisenberg models; Kitaev's toric code and honeycomb models; etc.), fermions (e.g., the Hubbard model and the t-J model), and bosons (e.g., the Bose-Hubbard model). Note that fermion models can be simulated using local interactions among qubits by using a mapping that preserves locality [51] . Digital simulations of quantum field theory also typically involve approximation by a lattice system [29] .
For simplicity, we focus here on nearest-neighbor lattice systems in one dimension. In this case, n qubits are laid out on a one-dimensional lattice and the Hamiltonian only involves nearest-neighbor interactions. A formal definition is given as follows.
Definition 1 (Lattice Hamiltonian). Let n ≥ 2 be an integer. We say that a Hamiltonian H is a lattice Hamiltonian if it acts on n qubits and can be decomposed as H = n−1 j=1 H j,j+1 , where each H j,j+1 is a Hermitian operator that acts nontrivially only on qubits j and j + 1. We assume that max j H j,j+1 ≤ 1, for otherwise we evolve under the normalized Hamiltonian H/ max j H j,j+1 for time max j H j,j+1 t.
Assuming that ǫ is fixed, product formulas can simulate such a lattice system with gate complexity g 1 = O n(nt) 2 in the first-order case and g 2k = O n(nt) 1 2k in the (2k)th-order case. However, it is natural to expect a more efficient simulation. Roughly speaking, a system simulates its own evolution for constant time using only constant circuit depth-and hence an extensive number of gates-so one might expect a true simulation complexity of O(nt). Indeed, Jordan, Lee, and Preskill claimed that the product-formula algorithm can simulate an n-qubit lattice system with (nt) 1+o (1) gates [29] , but they did not provide rigorous justification and it is unclear how to formalize their argument. Subsequent work improves the analysis of the product-formula algorithm using information about commutation among terms in the Hamiltonian [17, 43, 48, 53] , the distribution of norms of terms [27] , and by randomizing the ordering of terms [18, 56] . However, to the best of our knowledge, none of these improvements achieves the gate complexity (nt) 1+o (1) for lattice simulation.
Recently, Haah, Hastings, Kothari and Low proposed a new algorithm for lattice simulation [25] . Instead of analyzing the product-formula approach, they develop an approach motivated by the Lieb-Robinson bound [28, 42] , which quantifies how fast information can propagate in a system with local interactions. This approach decomposes the entire evolution into blocks, where each block involves forward and backward evolution on a small region. If each block is then simulated using the approach of [10] or [39] , this gives an algorithm with complexity O(ntpoly(log(nt))), nearly matching a lower bound of Ω(nt) that Haah et al. also establish. On the other hand, if each block is simulated with a high-order product formula, we obtain a lattice simulation algorithm with total gate complexity (nt) 1+o(1) that does not require ancilla qubits, also nearly matching the lower bound.
However, this does not address the long-standing claim about product-formula simulation [29] . Indeed, product formulas can harness the commutation of terms without the help of a Lieb-Robinson decomposition. Pinning down this capability for lattice systems is not only a natural challenge in its own right, but could also illuminate the simulation of other systems, where an effective LiebRobinson decomposition may be difficult to find. Furthermore, the extensive prior results on the experimental performance of product formulas are not directly applicable to the Lieb-Robinsonbased algorithm.
This paper studies the extent to which product formulas can harness the commutation of terms in a lattice Hamiltonian. We consider canonical product formulas with s stages, order p, and a uniform upper bound u on the coefficients (as defined in Section 3), which models well-known constructions including the Lie-Trotter-Suzuki formulas. We prove that a pth-order formula S (t) can simulate an n-qubit lattice Hamiltonian with accuracy ǫ using
elementary operations, assuming that s, p, and u are constant. This resolves the open question about product-formula simulation by choosing a sufficiently large p and fixing ǫ to be a constant. Combining with the previous lower bound of Ω(nt) gates [25] , our result implies that product formulas can simulate lattice Hamiltonians with nearly optimal gate complexity, yielding a simpler approach than the previous algorithm [25] . The key technique that allows us to achieve the gate complexity (nt) 1+o (1) is an integral representation of the error S (t) − E (t) that we develop based on Descombes and Thalhammer's "local error analysis" of product formulas [20] . In the local error representation, the integrand is expressed as a linear combination of nested commutators, where the number of summands and the number of layers of nesting are both independent of n and t. We use this representation to get the correct scaling of the gate complexity as a function of n and t. In contrast, the conventional approach uses the Baker-Campbell-Hausdorff formula or naive Taylor expansion, which requires the manipulation of infinite series and appears to be technically challenging to analyze [26] .
To illustrate the proof idea, we show how to obtain the gate complexity g 1 = O (nt) 2 using the first-order formula, i.e., the Lie-Trotter formula. In particular, we prove that this complexity is achievable when the terms of the lattice Hamiltonian are simulated using the even-odd ordering (5) However, this ordering is not essential for the first-order formula. We prove that the first-order simulation is robust with respect to the ordering of the summands: no matter how terms from the lattice Hamiltonian are ordered, the asymptotic gate complexity is always g 1 = O (nt) 2 . These results on the first-order product formula are presented in Section 2.
Analyzing higher-order formulas is more challenging. To address general product formulas, we represent them in a canonical form, along the lines of Descombes and Thalhammer's work [20] . Canonical product formulas are easy to manipulate and encompass well-known constructions such as the Lie-Trotter-Suzuki formulas as special cases. As pointed out by [3, 20] , the error of a product formula admits an integral representation that obeys certain order conditions (i.e., conditions under which the formula is accurate to a given order). Canonical product formulas and their order conditions are discussed in Section 3.
To best harness the order conditions, we explore the commutator structure of the integrand. Specifically, we express the integrand as a linear combination of nested commutators, where both the number of summands and the number of layers of nesting are independent of n and t. These technical details are discussed in Section 4. Previous work of Descombes and Thalhammer achieves a similar goal by introducing auxiliary functions [20] whose recursive structure is hard to unravel. Our simplified analysis avoids this issue. We also identify and correct mistakes in the analysis of [20] .
We give error bounds and analyze the asymptotic gate complexity of higher-order formulas in Section 5. In particular, we show that a pth-order canonical formula has gate complexity O (nt)
when the terms in the lattice are ordered in the even-odd pattern, resolving the aforementioned claim about product-formula simulation [29] .
For time-dependent Hamiltonians, there is no closed-form formula for the evolution operator and the analysis is significantly more difficult. Nevertheless, we show in Section 6 that a time-dependent lattice Hamiltonian can be simulated using product formulas with nearly optimal gate complexity. Along the way, we establish order conditions for time-dependent Hamiltonian simulation and develop a corresponding local error representation, which may be of independent interest.
The Hamiltonian introduced in Definition 1 is a one-dimensional lattice system with open boundary conditions. In Section 7, we discuss how our analysis can be adapted to handle periodic boundary conditions, constant-range interactions, and D-dimensional systems with D > 1.
We have primarily worked with an idealized case where quantum gates can be performed perfectly. However, in an experimental realization, the performance of product formulas may be affected by noise. We analyze the trade-off between the algorithmic error and the gate error in Section 8.
As noted in [25] , it may be difficult to apply the simulation algorithm based on the LiebRobinson decomposition to Hamiltonians whose interactions are described by general graphs: in such cases, an effective Lieb-Robinson decomposition may be hard to find. Our improved productformula algorithm harnesses the commutation of Hamiltonian terms directly without the help of Lieb-Robinson bounds. For future work, it might be fruitful to use product formulas to speed up Hamiltonian simulation for systems that lack spatial locality [50] .
Our local error analysis represents the product-formula error as an integral of a linear combination of nested commutators. Interestingly, similar techniques have been used to establish the Lieb-Robinson bound and to study the computational complexity aspects of local Hamiltonians and ground states [1, 28, 42, 50] . We leave it as an avenue for future research to explore whether these techniques could find more applications in the study of locality of quantum systems.
Finally, we show that the complexity (nt) 1+o (1) is achievable by ordering the terms in the evenodd pattern. It would be interesting to prove (or disprove) that there exist other possible orderings giving the nearly optimal gate complexity. It would also be of interest to better understand the empirical behavior of these algorithms.
Complexity of the first-order algorithm and ordering robustness
In this section, we consider the problem of simulating a lattice Hamiltonian using the first-order product formula. We prove in Section 2.1 that, by ordering Hamiltonian terms in the even-odd pattern, the first-order formula can simulate an n-qubit lattice system for time t using g 1 = O (nt) 2 elementary gates. However, this particular ordering of terms is not essential. We proceed to show in Section 2.2 that the ordering-robustness property holds in the first-order case: no matter how terms from the Hamiltonian are ordered, the first-order algorithm always has the same asymptotic complexity O (nt) 2 .
Analysis of the first-order algorithm
We first consider the case where the Hamiltonian is the sum of two terms H = A + B, where A and B are time-independent Hermitian operators. The analysis for such a Hamiltonian will later be applied to the simulation of a lattice Hamiltonian. The evolution of H for time t is given by
whereas the first-order product formula is
Throughout this paper, we assume that t ≥ 0, for otherwise we absorb the minus sign into the Hermitian operators H, A, and B. We quantify the error by computing the spectral-norm distance S 1 (t) − E (t) . The conventional approach to error analysis uses the Baker-Campbell-Hausdorff formula or naive Taylor expansion, which seems unlikely to produce an asymptotically tight bound. Instead, our analysis uses an integral representation of the error operator S 1 (t) − E (t) that we develop based on Descombes and Thalhammer's "local error analysis" [20] .
The following lemma will be useful in our analysis.
Lemma 1 (Variation-of-constants formula [20] [33, Theorem 4.9]). Let t ≥ 0, let H be an operator, and let R(t) be a continuous operator-valued function of t. Then the inhomogeneous operator equation
has a unique solution given by Lagrange's variation-of-constants formula
Proof. See for example [33, Proposition 4.8 and Theorem 4.9].
To apply this lemma, we take the first time derivative of S 1 (t) and obtain
Applying Lemma 1 with initial condition S 1 (0) = I, we find an integral representation of the error
To see how well the first-order formula S 1 (t) approximates the ideal evolution E (t), it suffices to study the commutator e −iτ 1 B , −iA . We differentiate this commutator with respect to τ 1 and get
Invoking Lemma 1 with initial condition e −i0B , −iA = 0, we find an integral representation for the commutator
Altogether, we have
which completes the local error analysis for the first-order formula. We now apply the above analysis to the simulation of lattice Hamiltonians. Without loss of generality, we assume that n is even. Let
be an n-qubit lattice Hamiltonian as defined in Definition 1. We collect the terms of H into H odd and H even , where (17) The left-hand side of the above equation is the approximation error of the first-order product formula, when the terms are ordered in the even-odd pattern
The analysis of the right-hand side requires more effort. We expand H odd and H even according to their definitions. We fix an arbitrary term H 2k−1,2k in H odd . For this particular term, the commutator −iH 2l,2l+1 , −iH 2k−1,2k is non-zero only when l ∈ {k − 1, k}. If we adopt the convention H 0,1 = H n,n+1 = 0, we find that 
The above expansion is sufficient for the analysis of the first-order formula. However, we will make another step of simplification that is instructive for the analysis of higher-order formulas. We note that terms in H even all have non-overlapping supports and therefore commute with each other, so
Observe that for l / ∈ {k − 1, k}, the exponentials e iτ 2 H 2l,2l+1 and e −iτ 2 H 2l,2l+1 do not overlap with the commutator −iH 2k−2,2k−1 − iH 2k,2k+1 , −iH 2k−1,2k . Therefore, these exponentials can commute through the commutator and cancel in pairs. The result is that
We have thus established the following theorem. 
The above error bound works well when t is small. To simulate for a longer time, we divide the entire evolution into r segments, and within each segment, we simulate the evolution using the first-order formula. The above analysis shows that the error of the entire simulation can be bounded by
Upper bounding the right-hand side by ǫ and solving for r, we find that it suffices to take r = O(nt 2 /ǫ). This implies that the gate complexity of the first-order product-formula algorithm is g 1 = O (nt) 2 if we simulate with constant accuracy.
Ordering-robustness of the first-order algorithm
Our error bound in the previous section works when terms of the lattice Hamiltonian are ordered in the even-odd pattern. However, this choice is not necessary. In this section, we show that the first-order product-formula algorithm has asymptotic gate complexity O (nt) 2 with respect to any ordering of the lattice terms. Our analysis relies on the following swapping lemma.
Lemma 3 (Local error bound for swapping exponentials). Let t ≥ 0 be nonnegative and let A, B be Hermitian operators. Then
Proof. We apply the triangle inequality to get
The second term is bounded using (14) and the triangle inequality as
(28) In a similar way, we find that
Combining (28) and (29) completes the proof of this lemma.
Corollary 4 (Local error bound for swapping lattice terms). Let t ≥ 0 be nonnegative and H = n−1 j=1 H j,j+1 be a lattice Hamiltonian with max j H j,j+1 ≤ 1. Then for any k, l ∈ {1, . . . , n − 1},
Let H = n−1 j=1 H j,j+1 be a lattice Hamiltonian. We now simulate this Hamiltonian using the first-order formula, but allow terms to be ordered arbitrarily as
where σ ∈ S n−1 is a permutation on n−1 elements. Then the spectral-norm error is upper bounded by
A bound for the second term is given in Theorem 2. To handle the first term, we transform
n 2 k=1 e −itH 2k−1,2k by swapping neighboring exponentials. Every time two exponentials e −itH k,k+1 and e −itH l,l+1 are swapped, we use the triangle inequality and Corollary 4 to bound the error. The total number of swaps of exponentials e −itH k,k+1 and e −itH l,l+1 with |k − l| = 1 is at most 2n, incurring error 4nt 2 . We have therefore established the following theorem.
Theorem 5 (Ordering robustness of the first-order algorithm). Let H = n−1 j=1 H j,j+1 be a lattice Hamiltonian, and order its terms according to a permutation σ ∈ S n−1 , so that the evolution of H for time t is represented by e −itH , and the first-order formula is
Thus, we find that the asymptotic gate complexity of the first-order algorithm is always O (nt) 2 , no matter how the lattice terms are permuted. We call this phenomenon ordering robustness. The above theorem shows that the first-order product-formula algorithm is ordering-robust. Whether a similar property holds for a general higher-order formula remains an open question.
Canonical product formulas and order conditions
In this section, we introduce notation and terminology that is useful for studying higher-order formulas. We study canonical product formulas (denoted by S ), which include well-known constructions such as the Lie-Trotter-Suzuki formulas. We use R to denote the error of the derivative of a formula, from which we construct an integral representation of the product-formula error. To obtain the correct dependence on n, we further represent R as the product of S and another operator that we denote by T . Finally, we study the order conditions of S , R, and T . We show that the order conditions of a product formula are automatically satisfied. (Similar order conditions are sketched in [3] , but we discuss them here for completeness.) Whenever possible, we follow the notation and terminology of [20] .
Canonical product formula and the operator S
Similar to the first-order case, it is instructive to study a setting where the Hamiltonian is the sum of two Hermitian terms H = A + B. The evolution of H for time t is given by the unitary operator E (t) = e −itH , which may then be simulated using a specific product-formula algorithm, such as the Lie-Trotter formula or the Suzuki formulas introduced in Section 1. We will not analyze these formulas case-by-case. Instead, we consider canonical product formulas, a universal concept that includes well-known constructions.
Definition 2 (Canonical product formula). Let H be a Hamiltonian consisting of two terms H = A + B, where A and B are Hermitian operators. We say that an operator-valued function S (t) is a canonical product formula for H = A + B if it has the form
where a 1 , . . . , a s and b 1 , . . . , b s are real coefficients. The parameter s denotes the number of stages, and S j (t) = e −itb j B e −ita j A is the jth-stage operator for j = 1, . . . , s. We let u be an upper bound on the coefficients, i.e.,
Finally, we say that the product formula S (t) has order p for some integer p ≥ 1 if
We call S (t) an (s, p, u)-formula if we need an explicit description of the parameters.
Although common constructions of product formulas involve stages where exponentials can be ordered both as e −itb j B e −ita j A and as e −ita j A e −itb j B , we can achieve such orderings by padding with identity operators. In particular, we now show in detail how some well-known constructions of product formulas can be recast in the canonical form.
Example 1 (First-order formula). The first-order formula e −itB e −itA may be represented as a 1-stage canonical formula by setting b 1 = a 1 = 1, whereas its reversed version e −itA e −itB is a 2-stage canonical formula with the choice
Example 2 (Second-order formula). The second-order formula e Example 3 ((2k)th-order formula). The (2k)th-order Suzuki formula S 2k (t) defined in (3) is an (s, p, u)-formula, where s ≤ 2 · 5 k−1 , p = 2k, and u = 1.
To study the order condition of a product formula, we need the following lemma.
Lemma 6. Let F (t) be an operator-valued function that is infinitely differentiable. Let p ≥ 1 be a nonnegative integer. The following two conditions are equivalent.
Asymptotic scaling: F (t) = O(t p+1
).
Derivative condition:
Proof. Condition 2 implies 1 by Taylor's theorem. Assuming Condition 1 holds, we must have that
for some C 1 ≥ 0 (and for t sufficiently small). Let 0 ≤ j ≤ p be the first integer such that F (j) (0) = 0. We use Taylor's theorem to find C 2 ≥ 0 such that
We combine the above inequalities and divide both sides by t j . Taking the limit t → 0 gives us a contradiction.
By definition, a product formula S (t) has order p for some integer p ≥ 1 if
holds for any H = A + B. Invoking Lemma 6, we find an equivalent order condition
for 0 ≤ j ≤ p.
Integral representation of error and the operator R
As in Section 2, we seek an integral representation of the product-formula error S (t) − E (t). To this end, we differentiate S (t) and rewrite the derivative as
, where
Recall that S (t) is accurate up to order p ≥ 1. Therefore, S (0) = I and we obtain the initial value problem
The solution of this problem is given by the variation-of-constants formula in Lemma 1, from which we obtain an integral representation of the product-formula error
We now determine an order condition for the operator R(t). Since S (t) is at least first-order accurate, we have S (1) (0) = −iH and therefore R(0) = S (1) (0) − (−iH)S (0) = 0. By taking derivatives iteratively, one can show that
Conversely, if higher-order derivatives of R satisfy the above condition, we must have
for 1 ≤ j ≤ p. Using the fact that S (0) = I, we have S (j) (0) = (−iH) j for 0 ≤ j ≤ p. Therefore, our new order condition (43) is equivalent to (40).
Correct n-dependence and the operator T
Our goal is to prove a variant of Theorem 2 for higher-order formulas: for a pth-order formula S (t) with terms ordered in the even-odd pattern, we want the product-formula error S (t) − E (t) to scale like O(nt p+1 ). The integral representation established in (42) is a first step toward this goal.
Combining (42) with (43) and using Taylor's theorem, it can be shown that the product-formula error scales like O(t p+1 ), achieving the desired dependence on t. However, this approach fails to give the correct n-dependence. Indeed, a naive application of Taylor's theorem will produce products of the operators A = H odd and B = H even , which prevents the error from scaling linearly in n. A solution to this problem is to rewrite the integrand R using the product formula S and another operator. Specifically, we let T (t) be the operator such that
In quantum simulation, the product formula S (t) is unitary and therefore T (t) = S (t) † R(t).
However, we will see that T (t) has significantly richer structure than it might seem. Analyzing the combinatorial structure of T (t) will be the central topic of the next section. For now, we shall focus on its order condition. We claim that (43) is equivalent to the order condition
By the general Leibniz rule
so (46) implies (43) . We prove the converse by induction. For j = 0, we have R(0) = 0 and S (0) = I. Therefore, R(0) = S (0)T (0) implies that T (0) = 0. Assume that T (l) (0) = 0 has been proved for all 0 ≤ l ≤ j ≤ p − 2. We apply the general Leibniz rule to compute the (j + 1)th-order derivative of R and find
Therefore T (l) (0) = 0 for all 0 ≤ l ≤ j + 1.
Theorem of order conditions
We now summarize all the product-formula order conditions determined above in the following theorem.
Theorem 7 (Order conditions for canonical product formulas). Let H be a Hamiltonian consisting of two terms H = A + B, where A and B are Hermitian operators. Let p ≥ 1 be an integer and let S (t) be a canonical product formula for H = A + B. The following four conditions are equivalent.
3. There is some infinitely differentiable operator-valued function R(t) with R (j) (0) = 0 for all 0 ≤ j ≤ p − 1, such that
4. There is some infinitely differentiable operator-valued function T (t) with T (j) (0) = 0 for all 0 ≤ j ≤ p − 1, such that
Furthermore, the operator-valued functions
Proof. We have already proved that 1 ⇔ 2 in Section 3.1. We have also showed that 2 ⇒ 3 in Section 3.2 and 3 ⇒ 4 in Section 3.3, except for the differentiability of R and T , which follows trivially from the definitions
Assume Condition 3 holds for some R(t). Differentiation gives
is uniquely determined, and 3 ⇒ 2 follows from our previous analysis in Section 3.2. In a similar way, we can show that
is uniquely determined and 4 ⇒ 3 follows from the analysis in Section 3.3.
Simplified local error representation
In Section 3, we found an integral representation for the product-formula error S (t) − E (t) = t 0 e −i(t−τ )H R(τ )dτ . As is discussed there, a direct Taylor expansion of R(t) gives the correct scaling in t but an incorrect dependence on n. To address this issue, we introduced an auxiliary operator T (t).
A direct Taylor expansion of T (t) based on its definition T (t) = S (t) † R(t) does not give the correct n-dependence either. Instead, we construct an alternative expression for the integrand that consists of a linear combination of nested commutators, where the number of commutators and the number of nested layers are both independent of n and t. Such an expression is a local error representation [20] . To this end, we compute R(t) = d dt S (t) − (−iH)S (t) explicitly. We then perform unitary conjugation to create S (t) on the left-hand side of R(t). Correspondingly, the right-hand side will contain the desired expression for T (t).
Related results are obtained by Descombes and Thalhammer [20] , although we identify and correct errors in their analysis. Furthermore, their local error representation depends on auxiliary functions whose recursive structure is hard to unravel. Instead, our local error representation follows from a unitary conjugation trick that significantly simplifies the analysis.
Let H be a Hamiltonian consisting of two terms H = A + B, so that the ideal evolution is given by E (t) = e −it(A+B) . Consider simulating this Hamiltonian using an s-stage higher-order formula written in the canonical form S (t) = S s (t) · · · S 2 (t)S 1 (t), where S j (t) = e −itb j B e −ita j A is the jth- stage operator and a 1 , . . . , a s and b 1 , . . . , b s are real numbers. We adopt the convention s l=1 S l (t) = S s (t)S s−1 (t) · · · S 1 (t) and let b 0 = 0.
We define R(t) := d dt S (t) − (−iH)S (t). Our goal is to obtain a concrete expression for T (t) satisfying R(t) = S (t)T (t). We have
where the second equality follows from the rule of differentiation and the fact that S (t) is at least first-order accurate, so
We re-express the differences of operators as commutators to get
Performing the commutation sequentially, we have
To proceed, we interchange the order of summation, giving
where we define
Finally, we perform unitary conjugation to create S (t) on the left-hand side of (55). Specifically, we have
We have now established the following theorem.
Theorem 8 (Simplified local error representation).
Let H = A + B be a Hamiltonian, so that the ideal evolution induced by H is E (t) = e −it(A+B) . Let S (t) be an s-stage product formula written in the canonical form
where a 1 , . . . , a s and b 1 , . . . , b s are real numbers, and S j (t) = e −itb j B e −ita j A is the j-th stage operator. Then the product-formula error S (t) − E (t) admits the integral representation
where
and
Furthermore, if S (t) is a pth-order product formula, then
Proof. Equation ( As shown in Appendix A, Descombes and Thalhammer's analysis relies on auxiliary functions defined recursively in terms of integrals denoted I 1 and I 2 , whose combinatorial structure is hard to unravel. In contrast, our local error representation follows from a unitary conjugation trick that significantly simplifies the calculations. Therefore, we use our Theorem 8 in subsequent analysis of the product-formula algorithm.
Complexity of the pth-order algorithm
We now analyze the gate complexity of lattice Hamiltonian simulation using a higher-order canonical product formula. The notion of a canonical product formula is introduced in Definition 2, but only for the case where the Hamiltonian consists of two terms H = A + B. To simulate an n-qubit lattice Hamiltonian H = n−1 j=1 H j,j+1 , we follow a strategy similar to the one in Section 2. Namely, we group the terms of H into H odd and H even , and instantiate A and B to be
Note that all the odd terms commute with each other, so that the exponentiation of A is equal to the product of exponentials of each individual H 2k−1,2k ; a similar property is satisfied by the even terms. As a result, we obtain the product formula
Observe that if the coefficients a j and b j are chosen according to a two-term Lie-Trotter-Suzuki formula, then (65) is simply the corresponding multi-term Lie-Trotter-Suzuki formula for an appropriate ordering of the terms (all odd terms followed by all even terms). By using a larger upper bound on the product-formula coefficients, our error analysis can be generalized to other multi-term formulas that might have different structure, but we omit the details here.
In Appendix B, we establish the following asymptotic upper bound on the error of a pth-order product formula.
Theorem 9 (Local error bound for the pth-order formula). Let H = n−1 j=1 H j,j+1 be an n-qubit lattice Hamiltonian, so that the ideal evolution of H for time t is represented by E (t) = e −itH . Let S (t) be a pth-order product formula (65). Then
We now use Theorem 9 to upper bound the asymptotic gate complexity of the product-formula algorithm. We divide the evolution for time t into r segments. Within each segment, we use the same product formula S (t/r) to simulate H for time t/r. Theorem 9 shows that the error of the entire simulation can be bounded by
We choose r = O t(nt/ǫ) 1 p to ensure that the error is at most ǫ; equivalently, the gate complexity is
p . Now fix the accuracy ǫ. For any δ > 0, we choose an integer p sufficiently large so that 1 p ≤ δ, upper-bounding the gate complexity as O (nt) 1+δ . This proves that the product-formula algorithm has asymptotic gate complexity (nt) 1+o (1) . Combining with the lower bound of Ω(nt) established in [25] , we have shown that product formulas can simulate a lattice Hamiltonian with nearly optimal gate complexity.
Here we sketch the core idea behind the proof of Theorem 9, leaving the detailed analysis to Appendix B. We begin with the local error representation of S (t) − E (t) as given in Theorem 8:
The operator T (τ ) can be written as a linear combination of operator-valued functions of the form
where X 1 , . . . , X l , Y are operators independent of τ . Furthermore, the number of such summands and the number of nested layers l are independent of both n and τ . To obtain the correct scaling of S (t) − E (t) with respect to t, it suffices to guarantee that each of the summands in T (τ ) has τ -dependence O(τ p ). To this end, we apply Taylor's theorem to e iτ X 1 · · · e iτ X l Y e −iτ X l · · · e −iτ X 1 , giving an expansion of T (τ ) up to order τ p−1 , with the remainder expressed as an integral. Since terms of order p − 1 or less vanish by Theorem 7, the error is O(τ p ). Appendix B.1 gives further details about how to construct a univariate Taylor expansion of e iτ X 1 · · · e iτ X l Y e −iτ X l · · · e −iτ X 1 using properties of adjoint mappings and the multivariate chain rule.
We also need to prove that the n-dependence of S (t)−E (t) is linear. To this end, we use the fact that higher-order derivatives of each summand e iτ X 1 · · · e iτ X l Y e −iτ X l · · · e −iτ X 1 consist of unitary conjugations and commutators. When a commutator is composed, we imitate (19) to show that the support of the operator is expanded by at most a constant factor. When a unitary conjugation is composed, we imitate (21) to decompose the unitary conjugation and cancel exponentials with nonoverlapping supports. Throughout this procedure, we only introduce O(n) error in the innermost layer, resulting in the correct (linear) scaling in n. This error analysis appears in Appendix B.2 using properties of adjoint mappings discussed in Appendix B.1.
Time-dependent lattice Hamiltonian simulation
So far we have focused on the time-independent Hamiltonian simulation, where the Hamiltonian H has no dependence on the time variable t. Then the state of the target system at time t is given in closed form by |ψ(t) = e −itH |ψ(0) .
The problem of time-independent Hamiltonian simulation is to implement e −itH by a quantum circuit. The problem becomes dramatically more difficult when the Hamiltonian H(t) is time-dependent [54]. Then there no longer exists a closed-form solution to the Schrödinger equation. The derivatives of the evolution operator satisfy a more complicated recursive relation, making it harder to apply tools such as Taylor's theorem. Furthermore, some quantum simulation algorithms [9, 39] that behave well in the time-independent case fail to handle the time-dependent Hamiltonian simulation.
Nevertheless, we show that product formulas can simulate time-dependent lattice Hamiltonians with nearly optimal gate complexity. Along the way, we establish order conditions for timedependent canonical product formulas and develop a local error representation for time-dependent simulation, which may be of independent interest. Let H(t) be a time-dependent Hamiltonian. The evolution of a closed quantum system under H(t) for time t is governed by the Schrödinger equation
The solution of this equation with initial state |ψ(0) is
where exp T denotes the time-ordered matrix exponential. As the initial state |ψ(0) can be arbitrary, we obtain the differentiation rule
Now, let H(t) be a time-dependent Hamiltonian consisting of two terms H(t) = A(t) + B(t), so that the ideal evolution under H(t) for time t is given by
One way to simulate this evolution is to use a product formula of the form
where a k , b k , α k , β k for k ∈ {1, . . . , s} are real numbers. We call S T (t) a time-dependent canonical formula with s stages, and S T ,k (t) = e −itb k B(tβ k ) e −ita k A(tα k ) the k-th stage operator. Essentially, we sample the Hamiltonian terms A(t), B(t) at times tβ k , tα k and apply a time-independent product formula to approximate the ideal evolution. Unlike the time-independent case, H(t) must satisfy an additional smoothness property for product formulas to approximate its ideal evolution to the stated order. If such a smoothness property fails to hold, there exists a counterexample where a pth-order product formula is not pthorder accurate [54] . In our analysis, we assume that each term in H(t) is infinitely differentiable, so that within a finite interval [0, t], the spectral norms of the derivatives of terms in H(t) are bounded. This assumption can be relaxed by more careful analysis, along the lines of the work by Wiebe, Berry, Høyer, and Sanders [54] . However, we impose the infinite differentiability assumption to make our analysis cleaner.
Our analysis of time-dependent Hamiltonian simulation relies on the following lemma.
Lemma 10 (Variation-of-parameters formula [33, Theorem 4.9] ). Let t ≥ 0 and H(t), R(t) be continuous operator-valued functions of t. Then the inhomogeneous operator equation
has a unique solution given by the variation-of-parameters formula
Applying the above lemma, we find that the product-formula error has the integral representation
Our goal is to show that the error has asymptotic scaling O(nt p+1 ). To get the the correct tdependence, we need to compute the order conditions for the time-dependent Hamiltonian simulation.
Theorem 11 (Order conditions for time-dependent canonical product formulas). Let H(t) be a time-dependent Hamiltonian consisting of two terms H(t) = A(t) + B(t), such that both A(t) and B(t) are infinitely differentiable. Let p ≥ 1 be an integer and let S T (t) be a time-dependent canonical product formula for H(t). The following four conditions are equivalent.
S (j)
T (0) = T j (0) for all 0 ≤ j ≤ p. Here, T j (t) are defined recursively as T 0 = I,
3. There is some infinitely differentiable operator-valued function R T (t) with R (j)
(81)
There is some infinitely differentiable operator-valued function T T (t) with T (j)
(82)
The proof of Theorem 11 depends on further analysis of the recursive structure of the evolution exp T −i t 0 dv H(v) and its high-order derivatives. These technical details are given in Appendix C.1.
This theorem is only useful if we can find a time-dependent product formula S T (t) that provides a pth-order approximation to the ideal evolution E T (t). In [54, Corollary 1] , such a formula is constructed by evaluating the Hamiltonian terms at particular times and evolving according to the Lie-Trotter-Suzuki formulas.
As in the time-independent case, a direct Taylor expansion of T T (t) according to its definition gives the correct t-dependence but an incorrect error scaling in n. Instead, we need a local error representation for the time-dependent Hamiltonian simulation, which we give in the following theorem.
Theorem 12 (Time-dependent local error representation). Let H(t) = A(t) + B(t) be a timedependent Hamiltonian with A(t) and B(t) infinitely differentiable, so that the ideal evolution under H(t) for time t is given by E T (t) = exp T −i t 0 dv H(v) . Let S T (t) be a time-dependent s-stage formula written in the canonical form
where a k , b k , α k , β k are real numbers and S T ,k (t) = e −itb k B(tβ k ) e −ita k A(tα k ) is the k-th stage operator for k ∈ {1, . . . , s}. Then the product-formula error S T (t)− E T (t) admits the integral representation
Furthermore, if S T (t) is a time-dependent pth-order formula, then
We now apply the above theorem to the simulation of time-dependent lattice Hamiltonians.
Definition 3 (Time-dependent lattice Hamiltonian). Let n ≥ 2 be an integer. We say that a Hamiltonian H(t) is an n-qubit time-dependent lattice Hamiltonian if it acts on n qubits and can be decomposed as H(t) = n−1 j=1 H j,j+1 (t), where each H j,j+1 (t) is a time-dependent Hermitian operator that acts nontrivially only on qubits j and j + 1.
For simplicity, we assume that each H j,j+1 (t) is infinitely differentiable, although this assumption can be relaxed by a more careful analysis along the lines of [54] . We instantiate
Let S T (t) be a pth-order formula. We combine (84) and (87) to see that the product-formula error has t-dependence O(t p+1 ). However, some additional justification is needed to show that the error scales linearly in n. To this end, we use (85) and fix a particular local term H l,l+1 (t) in the inner-most layer of unitary conjugation. For every layer of unitary conjugation, we imitate (21) to decompose the unitary conjugation and cancel exponentials with non-overlapping supports. Throughout this procedure, we only introduce O(n) error in the innermost layer, giving linear scaling in n. This gives an asymptotic error O(nt p+1 ).
This error bound works well when the evolution time t is small. For a larger t, we divide the entire simulation into r segments and simulate each segment using a time-dependent product formula. Note that our error analysis is done for a time interval that starts at zero, but it can be adapted to any time interval j r t, j+1 r t through shifting. Following the arguments in Section 5, we find that the total gate complexity is O (nt)
To prove Theorem 12, we need to compute R T (t) = d dt S T (t)−[−iH(t)]S T (t) in closed form. We then perform unitary conjugation to create S T (t) on the left-hand side of R T (t). Correspondingly, the right-hand side will contain the desired expression for T T (t). The time-dependence of A(t) or B(t) makes it challenging to compute the derivative of a matrix exponential e −ita k A(tα k ) or e −itb k B(tβ k ) . We address this challenge and give the proof of Theorem 12 in Appendix C.2.
Generalized lattice Hamiltonians
For simplicity, we have so far focused on one-dimensional systems with nearest-neighbor interactions and open boundary conditions. However, our analysis can be easily adapted to handle periodic boundary conditions, constant-range interactions, and higher-dimensional systems, again with nearly optimal gate complexity.
We assume that the Hamiltonian is time-independent, although our analysis can be adapted to the time-dependent case using techniques from Section 6. First, we consider periodic boundary conditions. Definition 4 (Lattice Hamiltonian with periodic boundary conditions). Let n ≥ 2 be an integer. We say that a Hamiltonian H is an n-qubit lattice Hamiltonian with periodic boundary conditions if it acts on n qubits and can be decomposed as H = n−1 j=1 H j,j+1 + H 1,n , where H j,k represents a local term that acts nontrivially only on qubits j and k.
To simulate such a system, we decompose H as
Correspondingly, we also extend the definition of pth-order canonical product formulas to allow for three exponentials per stage, with 
A local error representation for a pth-order canonical product formula follows from a similar analysis as in Section 4. After Taylor expansion, we obtain an integral representation of the productformula error with the correct scaling in t, where the integrand is a linear combination of nested commutators, and the number of commutators and nested layers are both independent of n and t. If the operator in the innermost layer is H odd or H even , the spectral-norm error will scale like O(nt p+1 ); otherwise, when the innermost operator is H bndry , the error is O(t p+1 ). In any case, the spectral-norm error is O(nt p+1 ) as expected.
A generalization of this approach allows us to simulate a D-dimensional lattice Hamiltonian with nearly optimal gate complexity. We use a 2D-coloring of the edges of the lattice to decompose the Hamiltonian into 2D terms, each of which is a sum of commuting terms. We also extend the definition of canonical product formulas to allow for 2D exponentials per stage. An analysis of the local error structure shows that this algorithm has gate complexity O((L D t)
where n is the total number of lattice sites and L = n 1 D is the linear size of the lattice.
Finally, our algorithm can near-optimally simulate lattice Hamiltonians with constant-range interactions.
Definition 5 (Lattice Hamiltonian with constant-range interactions). Let n ≥ 2 and ℓ be integers. We say that a Hamiltonian H is an n-qubit lattice Hamiltonian with interactions among ℓ neighboring vertices if it acts on n qubits and can be decomposed as H = n−ℓ+1 j=1 H j,...,j+ℓ−1 , where H j,...,j+ℓ−1 represents a term that acts nontrivially on qubits j, . . . , j + ℓ − 1.
Assuming ℓ is constant, the product-formula algorithm can simulate such a lattice Hamiltonian with gate complexity O (nt)
The analysis is similar to the previous cases, except we classify the Hamiltonian terms into the ℓ groups
. . .
and use a canonical product formula with ℓ elementary exponentials per stage.
Lattice simulation in the presence of noise
We have primarily worked with an idealized setting where quantum operations can be performed faithfully. Under this assumption, we showed that product formulas can simulate an n-qubit lattice Hamiltonian for time t using (nt) 1+o (1) gates, nearly matching the lower bound of Ω(nt) [25] . However, in realistic simulation experiments, quantum gates will be imperfectly implemented. Therefore, it is natural to study the performance of product formulas in the presence of noise, especially for possible near-term implementation. Let t ∈ R, r ∈ N and let H be an n-qubit lattice Hamiltonian. Following [34] , we use U and E idealPF to denote the quantum channels associated with the ideal evolution e −itH and a noise-free pth-order product formula S (t), i.e.,
We use E faultyPF to denote a faulty version of the product formula, where noise is introduced after each quantum gate in the product-formula circuit. By the triangle inequality, we have
where · ⋄ is the diamond norm [52, 55] . Reference [34] shows that for some positive α and β,
leading to the optimum number of segments
The parameter β is determined by gate errors for which our product-formula algorithm offers no improvement. However, α captures the algorithmic error of product formulas and can be improved by our analysis. Specifically, the original analysis in [8] implies α orig = O (nt) p+1 . This has been improved by subsequent work using commutation of Hamiltonian terms [17] and randomization [18] , although none of these improvements achieves linear scaling in n. In comparison, the analysis of this paper gives α opt = O nt p+1 , improving the performance as a function of n over the previous analysis even in the presence of noise.
The overall error of quantum simulation can be further reduced using techniques such as averaging over many runs of the product-formula algorithm [34] . Alternatively, error mitigation may be used to suppress the error of the expectation value of an observable [22] . Our result improves the product-formula algorithm of any order and can be combined with these previous approaches to achieve better performance in an experimental simulation.
[ 
A Local error representation by Descombes and Thalhammer
We have derived a local error representation of the product-formula error in Section 4. In this section, we present an alternative representation of the local error structure due to Descombes and Thalhammer [20] , although we identify and correct errors in their analysis.
A.1 Creating and pushing exponentials via the operator I
We will prove several rules describing ways to create matrix exponentials and push them to the left-hand side of T (t). Our analysis relies on the following lemma.
Lemma 13 (Integral representation of matrix commutator). Let t ∈ R be a real number, let A be an operator, and let B(t) be an operator-valued function. The commutator e tA , B(t) admits the following integral representation:
Proof. We compute the derivative of e tA , B(t) with respect to t and commute the terms sequentially, giving d dt e tA , B(t) = Ae tA , B(t) + e tA , B ′ (t)
=A e tA , B(t) + A, B(t) e tA + e tA , B ′ (t) .
Applying the variation-of-constants formula (Lemma 1) with the initial condition e 0A , B(0) = 0, we have
which completes the proof.
In light of the above lemma, we introduce auxiliary operators to simplify the notations. Let A be an operator and let B(t) be an operator-valued function. We define the operator-valued functions I 1 A, B(t), t and I 2 A, B(t), t as
We prove the following rules for creating and pushing matrix exponentials.
Corollary 14 (Creating and pushing exponentials to the left). Let t ∈ R be a real number, let A, C be operators, and let B(t) be an operator-valued function with zero initial value B(0) = 0. The following two rules hold:
1. Creating exponentials on the left:
2. Pushing exponentials to the left:
Proof. Since the operator C is independent of t, we have C(t) − C(0) = 0 and C ′ (τ ) = 0, so Rule 1 follows from Lemma 13 immediately. We then use Lemma 13 and the initial condition B(0) = 0 to get e tA , B(t) = e tA −I 1 A, B(t), t + B(t) − I 2 A, B(t), t ,
which is equivalent to Rule 2.
Similar rules for manipulating matrix exponentials are studied by Descombes and Thalhammer [20] , although their analysis contains some errors. Their rule for creating exponentials [20, Eq. (2. 9a)] agrees with (101). However, they ignore the time variable t in their calculation when proving the rule for pushing matrix exponentials [20, Eq. (2.9b)]. As is clear from our Corollary 14, the rule for pushing exponentials (102) does not follow from (101) directly: its proof depends on Lemma 13, a stronger result that takes the time variable t into account. The mistakes in [20, Eq. (2.9b)] and the subsequent calculations are corrected here.
A.2 Local error representation of the operator T
We now compute the local error representation. We start with the integral representation of the product-formula error S (t) − E (t) = t 0 e −i(t−τ 1 )H R(τ 1 )dτ 1 . We then apply the two rules in Corollary 14 to create and push exponentials to the left-hand side of R. Eventually, S is formed on the left-hand side and we obtain T on the right.
Specifically, let H be a Hamiltonian consisting of two terms H = A + B, so that the ideal evolution is given by E (t) = e −it(A+B) . Let us simulate this Hamiltonian using an s-stage higher-order formula written in the canonical form S (t) = S s (t) · · · S 2 (t)S 1 (t), where S j (t) = e −itb j B e −ita j A is the jth-stage operator and a 1 , . . . , a s and b 1 , . . . , b s are real numbers. We adopt the convention s l=1 S l (t) = S s (t)S s−1 (t) · · · S 1 (t) and let b 0 = 0.
We define R(t) := d dt S (t) − (−iH)S (t). Our goal is to obtain a concrete expression for T (t) satisfying R(t) = S (t)T (t). We know from (55) that
We now try to manipulate each R k (t) so that R k (t) = S (t)T k (t) for some T k (t). Let us handle the first summand first. Consider the following calculation
The first equality follows from the definition of the kth-stage operator S k (t) = e −itb k B e −ita k A . We perform the commutation sequentially in the second equality. The last equality holds since e −ita k A and −ic k A commute. Next, we use Corollary 14 to generate the exponential e −itb k B on the left:
Finally, we invoke Corollary 14 again to push e −ita k A to the left-hand side, giving
We now handle the second summand. To this end, we perform the commutation sequentially, giving
and create the exponential e −ita k A on the left-side using Corollary 14, giving
Altogether, we see that
Let D(t) be a matrix-valued function that depends on t. Assuming the initial condition D(0) = 0, we study how D(t) can commute through the lth-stage operator S l (t) = e −itb l B e −ita l A :
Theorem 15 (Local error representation). Let H be a Hamiltonian consisting of two terms H = A + B, so that the ideal evolution induced by H is E (t) = e −it(A+B) . Let S (t) be an s-stage higher-order formula written in the canonical form
where a 1 , . . . , a s and b 1 , . . . , b s are real numbers, and S j (t) = e −itb j B e −ita j A is the jth-stage operator. Then the product-formula error S (t) − E (t) admits the following integral representation:
Here the quantities D k,k−1 (τ ) are given by recurrence through
where c k and d k are defined in (105).
A similar version of this theorem is given in Descombes and Thalhammer's paper [20, Theorem 1] . As is mentioned before, their result uses an incorrect rule for pushing matrix exponentials [20, Eq. (2.9b)], which is corrected here. Furthermore, their representation depends on multiple compositions of I 1 and I 2 , whose recursive structure is hard to unravel. In comparison, our local error representation in Section 4 is obtained through the use of a unitary conjugation trick and is considerably simpler.
B Adjoint mappings and analysis of the pth-order algorithm
In this section, we give a detailed analysis of the pth-order product-formula algorithm for lattice simulation. We introduce the notion of adjoint mappings in Appendix B.1 and use it to obtain a bound on the product-formula error in Appendix B.2.
B.1 Adjoint mappings
For any invertible matrix X, we define Ad X to be the conjugation transformation given by
for any operator Y . Also for an arbitrary operator X, we define ad X to be the commutator transformation, i.e.
for any operator Y . These definitions are motivated by the notion of adjoint representation in the study of Lie groups and Lie algebras [47] .
In the following proposition, we state a differentiation rule for Ad and ad, which will be useful when we compute the Taylor expansion of a multivariate function.
Proposition 16 (Differentiation rule). Let X be an operator and let Y (t) be an operator-valued function that is infinitely differentiable. Then
Proof. The proof is a straightforward calculation.
Corollary 17 (Higher-order differentiation rule). Let p be a positive integer, let X be an operator, and let Y (t) be an operator-valued function that is infinitely differentiable. Then
Proof. The claimed rule follows by Proposition 16 and the proof of the general Leibniz rule.
In our analysis, a sequence of operators of the form
will be abbreviated as Ad
In other words, we omit the information about the operators and only keep track of the time variables τ 1 , . . . , τ m . The advantage of this abbreviation is illustrated in the following proposition.
Proposition 18 (Differentiation rule for abbreviated adjoint representation). The following differentiation rule for the abbreviated adjoint representation holds:
Proof. To prove the stated rule, it suffices to separate the time variables and prove that ∂ w 1 ∂τ
This follows by Corollary 17 and the proof of the multi-factor Leibniz rule.
B.2 Error analysis of the pth-order algorithm
Suppose that we want to simulate a Hamiltonian H consisting of two terms H = A + B for time t, so that the ideal evolution is given by E (t) = e −it(A+B) . As mentioned in Section 3, a higher-order product formula may be represented in the canonical form
where s is the number of stages and a 1 , . . . , a s , b 1 , . . . , b s ∈ R. By Theorem 8, we know that the product-formula error S (t) − E (t) admits the integral representation
Fix 1 ≤ k ≤ s. We observe that the first term in (128) has the abbreviated adjoint representation
To establish the scaling O(t p+1 ), it suffices to show that the τ -dependence of T is O(τ p ). From Theorem 7, we know that terms of order p − 1 or less will vanish, so we only need to compute the integral remainder of the Taylor expansion of each Ad
In light of the chain rule, we apply the multivariate Taylor theorem and obtain the remainder 
where τ 1 = · · · = τ 2(k−1) = τ . We assume that S (t) is an (s, p, u)-formula. To simulate an n-qubit lattice Hamiltonian H = 
We claim that
To see this, first note that we have operator c k A + d k−1 B in the inner-most layer, which contains at most n terms, each of which has spectral norm at most ku. Now, we fix a particular term c k H 2η−1,2η and study the abbreviated adjoint representation in (132). The spectral norm will increase by a factor of 2u every time an ad is composed, and will remain the same if an Ad is composed. The total number of ad's is p, explaining the factor (2u) p in (132). The justification of the factor (2k − 1) p is more difficult. At the beginning, we have the operator c k H 2η−1,2η . When the first ad is applied, we have
which only contains two nonzero commutators −ib k−1 H 2η−2,2η−1 , c k H 2η−1,2η , −ib k−1 H 2η,2η+1 , c k H 2η−1,2η .
C.1 Time-dependent canonical formulas and order conditions
Let H(t) be a Hamiltonian that depends on the time variable t. We can express the evolution under H(t) for time t as
where E T (t) denotes the time-ordered exponential. The operator E T (t) is unitary and satisfies the differentiation rule d dt E T (t) = −iH(t)E T (t).
Throughout this section, we assume that the Hamiltonian H(t) and its terms are infinitely differentiable with respect to t, which ensures that a product formula can approximate the ideal evolution to the stated order. The infinite differentiability of H(t) may be relaxed [54], but we impose this assumption to make the presentation cleaner.
Assuming that H(t) is infinitely differentiable, we have the following rule for computing higherorder derivatives of E T (t).
Lemma 19 (Higher-order derivatives of E T (t) [54, Lemma 1] ). Let H(t) be a time-dependent Hamiltonian that is infinitely differentiable. Then the evolution operator E T (t) = exp T −i 
To see this, first suppose that (154) holds. For 0 ≤ j ≤ p − 1, we have
We know from Theorem 11 that the product-formula error admits an integral representation S T (t) = E T (t) + E T (t)
where R T (t) = d dt S T (t) − [−iH(t)]S T (t). A direct Taylor expansion of R T (t) will give the correct error scaling of t, but cannot easily be used to show the correct n-dependence. Instead, we consider an expansion of the operator T T (t) = S T (t) † R T (t). To this end, we compute R T (t) = d dt S T (t) − (−iH)S T (t) explicitly. We then perform unitary conjugation to create S T (t) on the left-hand side of R T (t). Correspondingly, the right-hand side will contain the desired expression for T T (t).
The following lemma is useful in our analysis. 
then the chain rule can be succinctly expressed as
We now compute 
where we have used the chain rule in the last equality. To proceed, we perform unitary conjugation to create the time-dependent product formula on the left-hand side as 
We have therefore established the following.
Theorem 12 (Time-dependent local error representation). Let H(t) = A(t) + B(t) be a timedependent Hamiltonian with A(t) and B(t) infinitely differentiable, so that the ideal evolution under H(t) for time t is given by E T (t) = exp T −i t 0 dv H(v) . Let S T (t) be a time-dependent s-stage formula written in the canonical form S T (t) =S T ,s (t) · · · S T ,2 (t)S T ,1 (t) = e −itbsB(tβs) e −itasA(tαs) · · · e −itb 2 B(tβ 2 ) e −ita 2 A(tα 2 ) e −itb 1 B(tβ 1 ) e −ita 1 A(tα 1 ) ,
where a k , b k , α k , β k are real numbers and S T ,k (t) = e −itb k B(tβ k ) e −ita k A(tα k ) is the k-th stage operator for k ∈ {1, . . . , s}. Then the product-formula error S T (t)− E T (t) admits the integral representation 
Here (87) follows from the order conditions and Taylor's theorem with integral remainder as in Theorem 8.
