A free boundary formulation is considered for the price of American options under jump-diffusion models with finite jump activity. On the free boundary a Cauchy boundary condition holds due to the smooth pasting principle. An implicit finite difference discretization is performed on time-dependent nonuniform grids. During time stepping solutions are interpolated from one grid to another using Lagrange interpolations. Finite difference stencils are also constructed using Lagrange interpolation polynomials based on either three or five grid points. With these choices second-order and fourth-order convergence with respect to the number of time and space steps can be expected. In numerical examples these convergence rates are observed under the Black-Scholes model and Kou's jump-diffusion model.
Introduction
In this paper, we consider numerical method for pricing American options based on partial differential equations (PDEs) and partial integro-differential equations (PIDEs) arising from diffusion and jump-diffusion models, respectively, for the underlying asset. Already a few years after the seminal papers by Black and Scholes [4] and Merton [26] , a jump-diffusion model with a log-normal jump distribution was introduced by Merton in [27] . Particularly, jumps can have large impact on the price of an option near expiry. More recently a model with a log-double-exponential jump distribution was described by Kou in [22] . Both Merton's model and Kou's model have finite jump activity which is the class of models considered in this paper. A more generic CGMY model [7] can have infinite jump activity. Another approach is to consider stochastic volatility models like Heston's model [16] . Recent studies suggest that better match with the market behavior is obtained by adding jumps to a stochastic volatility model; see [13] , for example. We will not consider stochastic volatility models in here.
When pricing an American option we also need to determine the optimal exercise moment as a function of the value of the underlying asset. This leads to a nonlinear problem for the price of the American option. The most traditional way to price these options in the P(I)DE context is to formulate a linear complementarity problem (LCP) or a variational inequality for the price. Already in 1977, Brennan and Schwartz in [5] considered a finite difference method for this type of formulation. More extensively these approaches have been considered in [18] and [21] . During the last decade several approximations for LCPs have been proposed. These include a penalty method [14] , an operator splitting method [19] , and a Lagrange multiplier method [20] . Usually second-order accurate finite differences are use to discretize the partial differential operators when pricing American options. In [25] , [29] , [33] , fourth-order accurate finite differences were considered for American options. The early exercise boundary requires special treatment when more than second-order accuracy is sought. In [25] correction terms are added near the exercise boundary to increase the accuracy. Time-dependent change of variable which concentrates grid points near the exercise boundary was used in [29] , [33] .
In this paper, we consider an alternative approach to price American options using a free boundary formulation. The earlier papers have considered this approach only for the Black-Scholes model. The smooth pasting principle says that the first space derivative of the option price is continuous across the early exercise boundary which is the free boundary. This gives us an additional condition which allows us to find the location of the free boundary. As this boundary moves in time the computational domain changes also over time. Methods keeping track of the boundary and discretizing the problem in changing domain are called front-tracking methods. This approach has been considered in [15] , [30] , [32] . An alternative approach is to employ a time-dependent change of variable to map the changing domain into a fixed domain. Such methods are called front-fixing methods and they have been considered in [17] , [28] , [32] , [36] , [38] . Most of these methods use spatially secondorder accurate finite differences. In [17] , finite element method was used, and in [32] , fourth-order accurate finite differences were employed. The implicit discretization lead to a nonlinear system of equations at each time step. Usually these systems have been solved using Newton's method. In [36] , an explicit update for the location of free boundary at each time step was used, and in [38] , the secant method was employed to solve the nonlinear problems. In [32] , [38] , the difference of the prices of American option and European option was computed. This is called singularityseparation as the computed quantity is more smooth than the price of the American option.
Jump-diffusion models lead to partial integro-differential operators which are nonlocal due to the integral part. Their discretization yields full matrices which makes many methods computationally too expensive. Zhang [37] considered pricing American options under Merton's model using a variational inequality formulation and finite differences. Since then several papers and books including [2] , [3] , [8] , [9] , [10] , [24] , [34] , [35] have considered numerical method for jump-diffusion models based on LCP and variational inequality formulations together with finite difference/element discretizations. One of the the main aims of these studies has been to improve computational efficiency by using second-order accurate discretizations and faster ways to handle the integral operator.
In this paper, we derive a numerical method based on the free boundary formulation for pricing American options under under jump-diffusion models with finite jump activity. For simplicity, we consider only American put options in here. Similar methods can be easily derived also for American call options when the underlying asset is paying continuously dividends. Our front-tracking method performs an implicit finite difference discretization on time-dependent nonuniform grids which are refined near the expiry and free boundary. For interpolations between grids and the construction of finite difference stencils Lagrange interpolation polynomials are used. This gives easy way to implement also fourth-order accurate discretizations. At each time steps a nonlinear system of equations is solved by Brent's root finding method [6] which is easy to use and efficient. Numerical experiments demonstrates the behavior of the proposed method.
The outline of the paper is as follows. We begin by describing the partial integrodifferential model and LCP for an American put option in Section 2. Our free boundary formulation is given in Section 3. The nonuniform space-time grids are constructed in Section 4. We describe Lagrange interpolation polynomials and their use to construct discretizations for partial derivatives in Sections 5 and 6, respectively. Section 7 explains how the nonlinear systems are solved using Brent's method. We present numerical results in Section 8 and our conclusions are given in the last section.
Partial integro-differential model for American put option
Under a jump-diffusion model the price v of a European option satisfies a partial integro-differential equation (PIDE)
for all (t, x) ∈ [0, T ) × R + , where t is the time, x is the value of the underlying asset,
T is the expiry date; see [8] , for example. The volatility is σ and the risk free interest rate is r. The volatility can be a function t and x as in [3] , [12] , [35] , for example. This gives more flexibility to calibrate the model to be consistent with the market prices.
We assume the jump process to have a finite activity and that its size distribution is given by the function f (y). The jump intensity is a compound Poisson process with the rate λ. The constant ζ in (1) is given by ζ = R + (y − 1)f (y) dy. Examples of this kind of jump-diffusion models are Merton's model [27] and Kou's model [22] . When the jump rate λ is zero the PIDE reduces to the standard Black-Scholes PDE [4] , [26] .
As usual we reverse the direction of the time integration by making the change of variable t = T − τ . Then for the price v, we have
for all (τ, x) ∈ (0, T ]×R + , where the partial integro-differential operator L is defined as
The payoff function of a put option with the strike price K is
The payoff function gives the initial value of v, that is,
An American option can be exercise any time before its expiry in which case its holder gets payoff g(x). To avoid arbitrage opportunities, the American option prices has to satisfy an early exercise constraint
The value v of an American option satisfies a linear complementarity problem (LCP)
with the initial value (5). The behavior of the value of the American put option on the boundaries is given by
We truncate the infinite domain at x = X with X being sufficiently large and pose a boundary condition
The error in the price v caused by this truncation is considered in [9] , [24] , for example.
Free boundary formulation
In the case of an American put option, at any time
and it is optimal to exercise the option. A hold region [X f (τ ), X] in where it holds v τ (τ, x) = Lv(τ, x) and it is optimal not to exercise the option. The time-dependent free (early exercise) boundary x = X f (τ ) is not known a-priori and it has to be solved together with the option price v. For a put option, it is known that
The price v is continuous and satisfies the equations
These equations are not sufficient to determine v(τ, x) and X f (x) uniquely. An additional condition is given by the smooth pasting principle which says that the derivative v x is continuous across the free boundary x = X f (τ ). This principle holds for finite activity jump processes [31] considered in this paper. For a put option this principle gives a condition
Thus, at the free boundary x = X f (τ ) the price v satisfies the Cauchy boundary condition
The price v and the free boundary location X f satisfy a nonlinear free boundary problem given by the equations
for τ ∈ (0, T ]. In the following, we consider the numerical solution of this problem.
Discretization grids
The free boundary problem (12) is posed in the domain
The space interval [X f (τ ), X] changes over time and, thus, a space grid needs to be time-dependent. An alternative approach would be to perform a time-dependent change of variables in such a way that the domain would be fixed after it. We will not consider this front-fixing approach in here. Our aim is to construct a fourth-order accurate discretization with respect to the length of the largest space and time steps. To accomplish this it is necessary to reduce the step size in a part of the domain where the solution is less regular. The free boundary moves faster and the solution changes more rapidly immediately after the initial time τ = 0. Thus, we make the first time steps shorter and we choose the time grid with m time steps to be
The length of the first time step is O(∆τ
is the length of the longest time step. This means that we can perform the first time step with the implicit Euler method and we still can reach O(∆τ 4 ) accuracy. The solution v is less regular near the free boundary x = X f (τ ). Also reducing the space step near this boundary makes the space discretization easier to construct. At the time τ k we choose the space grid with n grid points to be
Similarly to time steps, we have that the length of the first grid step is O(∆x 3 ), where ∆x = 1 n is the length of the longest grid step. Thus, we can use a second-order accurate differences near the free boundary and still attain fourth-order accuracy with respect to ∆x. Figure 1 shows a space-time grid when K = 100, X = 300, and T = 0.25. In the following, we denote the grid point values of v as
Lagrange interpolation
We use finite difference discretizations for the time derivative v t . At the time τ k they require the values v(τ k , x k,i ) and v(τ k−1 , x k,i ), i = 1, . . . , n. As the space grids move in time the value v(τ k−1 , x k,i ) for a given i is not generally directly available, that is, x k,i is not usually one of the grid points x k−1,j , j = 1, . . . , n. Hence, we need to interpolate the value v(τ k−1 , x k,i ) using the available grid point values.
Let us consider interpolating the value v(τ k−1 , x k,i ) using the Lagrange interpolation. We choose N = j max − j min + 1 grid points x k−1,j min < · · · < x k−1,jmax on the grid at the time τ k−1 such that x k−1,j min ≤ x k,i ≤ x k−1,jmax . The Lagrange interpolation polynomial is defined as where
Under the assumption that v(τ k−1 , ·) is N times continuously differentiable in the interval [x k−1,j min , x k−1,jmax ], the Lagrange interpolation gives an approximation
Let us consider the interpolation in the leftmost interval [x k−1,1 , x k−1,2 ]. We choose j min = 1 and j max = 2, that is, we use only two grid point values. Then with the grid (15), we have
for any x ∈ [x k−1,1 , x k−1,2 ]. As another example, we consider some interior interval
for any x ∈ [x k−1,j min , x k−1,jmax ]. Figure 2 shows an example which uses three grid point values for the interpolation.
Discretization of derivatives and integrals
The partial derivatives v x (τ k , x k,i ), v xx (τ k , x k,i ), and v τ (τ k , x k,i ) as well as the integral R + v(τ k , x k,i y)f (y) dy needs to be discretized in order to solve the equations (12)
numerically using an implicit time stepping scheme. We could derive explicit formulas for finite difference stencils for the derivatives starting from the Taylor series presentations, but the nonuniform grids make the formulas fairly cumbersome and especially so when more than second-order accurate stencils are sought. Instead we will employ the Lagrange interpolation polynomials to construct the same finite difference stencils. For the derivative v x (τ k , x k,i ), we use the approximation
based on N grid point values at x k,j min , . . . , x k,jmax . The indices j min and j max are chosen to be either i ± 1 or i ± 2 which lead to three and five point stencils, respectively. The derivative of the interpolating polynomial is
The above row vector gives the finite difference stencil for approximating the derivative v x . The accuracy of the above approximation of v x can be analyzed using the equation (22) and the definition of the grid in (15) . Near the free boundary x k,1 the accuracy of the three point stencil is O (∆x 6 ) and away from the free boundary the accuracy of the five point stencil is O (∆x 4 ) assuming that the solution v is smooth enough.
Similarly, for v xx we use an approximation
A straightforward analysis of the truncation error using Taylor series gives us the accuracy O ∆x
for this approximation. This can be improved by employing the properties of the grid. Let a twice differentiable function s in the interval [0, 1] give the grid points by the formula
The definition of the grid in (15) is of this form. As s is twice differentiable, by Taylor's theorem it has a presentation
where a and b are constants, and c(t) is a bounded function. By combining this with the Taylor series for the truncation errors of the stencils we obtain for the three point stencil for v xx the accuracy O (∆x 2 ); see [23] . Furthermore, near the free boundary this improves to O (∆x 6 ) as grid steps are shorter. For the five point stencil for v xx we obtain the accuracy O (∆x 4 ). Similarly for the time derivative v τ (τ k , x k,i ), we employ one-sided finite differences given by the Lagrange interpolation in time. An approximation using M previous time levels reads
where
The values v(τ j , x k,i ), j < k, need to be interpolated as almost always at the time level τ j there is no grid point at x k,i . Using only one previous time level (M = 1) we obtain
which is this implicit Euler method and its accuracy is O(∆t). If we would use two previous time levels (M = 2) and uniform time steps ∆τ , we would obtain
This is the second-order backward difference formula (BDF2) and its accuracy is O(∆t 2 ). In general, the Lagrange polynomial approximation (27) employing M previous time levels gives us the M th-order backward difference formula (BDFM ) for nonuniform time steps.
At the first time level τ 1 only the initial value v(0, x) = g(x) is available for the time stepping. For this reason we perform the first time step using the implicit Euler (BDF1) method. At the second time steps we can use the BDF2 method as two previous time levels exist. In general, we can use at the M th time level the BDFM method. In practice, we limit M to be at most 2 or 4 depending on are we aiming for second-order or fourth-order convergence. Furthermore, to improve the stability of time stepping we take four first time steps with the implicit Euler method. This leads to the sequence BDF1, BDF1, BDF1, BDF1, BDF2, BDF3, BDF4, BDF4, . . ., of employed time stepping methods when fourth-order accuracy is sought. It can easily shown using the definition of time steps (14) and the approximation (27) that this sequence leads to fourth-order accuracy with respect to the maximum time step size ∆τ if the solution is sufficiently regular.
Solution of resulting nonlinear systems
We consider a generic time step from τ k−1 to τ k , k = 1, . . . , m, for the nonlinear free boundary problem (12) . To simplify the notations, we denote the location of the free boundary X f (τ k ) by ξ k . The Cauchy boundary condition (11) , that is, both Dirichlet and Neumann boundary conditions, is posed at ξ k . Discretizing the P(I)DE with the Neumann boundary condition v x = −1 at the free boundary x = ξ k leads to a system
is an n × n matrix which depends on ξ k , and v k (ξ k ) is a vector containing the grid point values v(τ k , x k,i ), i = 1, . . . , n. The discrete solution v k (ξ k ) also has to satisfy the Dirichlet boundary condition
Alternatively we could have formed a similar system to (31) using the Dirichlet boundary condition and then give an equation resembling (32) enforcing the Neumann boundary condition. We solve the nonlinear system for v(ξ k ) and ξ k given by (31) and (32) iteratively. Substituting the solution of (31) to the equation (32) gives us a nonlinear equation
with only one variable ξ k . A host of methods can used to find the root of the function d k . This needs to be performed at each time step and it is fairly expensive to compute the value of the function d k as it involves forming and solving a system of linear equations. For these reason the root finding method should be efficient. One possibility would be to use Newton's method which has been used in [17] , [28] , [30] , [33] , for example. Newton's method requires the derivative of d k . It can be computed in a fairly straightforward manner, but it still requires some computational and implementation effort. Furthermore, sometimes Newton's method can have difficulties to converge.
We propose to use Brent's method [6] for finding the root of d k defined by (33) . It is a derivative free method which uses selectively the bisection method, the secant method, and an inverse quadratic interpolation to locate the root. We use a C version of an implementation called zeroin.f which is available from www.netlib.org mathematical software repository. In order to use Brent's method, we first need to find an interval where the function d k changes its sign. We choose the right end of this interval to be ξ
, that is, the location of the free boundary at the previous time step. We extrapolate our initial guess for the left end using the previous free boundary locations. Then we keep moving the left end to the left until d k has opposite sign at it. Brent's method together with finding an initial interval with sign change leads to very robust algorithm. Furthermore, numerical experiments in Section 8 demonstrate this approach to be also efficient.
Each evaluation of the function d k (ξ k ) requires the solution of the system of linear equations (31) . In absence of jumps in the model for the underlying asset, the matrix A k is banded. Furthermore, if we use a three point interpolation for discretizing the partial derivatives v x and v xx the matrix A k is tridiagonal while employing a five point interpolation leads A k to be pentadiagonal. These systems can be solved efficiently using LU decomposition with O(n) floating point operations.
When the model includes jumps the matrix A k is full and the use of LU decomposition requires O(n 3 ) floating point operations. If sufficient accuracy is already obtained with a fairly small number of grid points n the computational cost O(n 3 ) operations can be reasonable. This computational cost can be reduced by employing a stationary iterative method to solve (31); see [1] , [11] , [34] , [35] . In this approach, we need to solve systems of linear equations with banded matrices and perform multiplications by full matrices. A straightforward implementation of this approach requires O(n 2 ) operations. This can further reduced to O(n log n) operations by employing FFT in the multiplication; see [1] , [11] , [34] . With Kou's jump-diffusion model [22] the multiplication and also the solution of (31) can be performed in O(n) operations [35] .
Numerical examples

Black-Scholes model
As a first numerical example we consider a model without jumps namely the BlackScholes model. We price an American put option with parameters: σ = 0.15, r = 0.05, T = 0.25, and K = 100.
We choose the truncation boundary to be at X = 300. Figure 1 shows a 16 × 16 moving space-time grid for this pricing problem. Table 1 reports the numerical results when up to three grid points are used in the interpolation and approximating the derivatives. This leads to a three point finite difference stencil for the space derivatives at interior grid points and, thus, to a m n X f (T ) price at K change at K ratio eval. (31) . Furthermore, the four first time steps are performed using the implicit Euler method and then the BDF2 method is used. With this discretization at most second-order convergence can be expected with respect to the number of time and space steps m and n. Table 2 reports the results when up to five grid points are used for interpolations and finite differences. Thus, we obtain five point finite difference stencils for the space derivatives and pentadiagonal matrices A k . This discretization can lead up to fourth-order convergence with respect to m and n.
In Tables 1 and 2 , the number of time steps m and the number of space grid points n varies from 8 to 512. The tables give the location of the free boundary X f at the expiry T , the option price at K. The column "change at K" gives the change in the price between consecutive grids and the column "ratio" is the ratio of consecutive changes. With second-order and fourth-order methods the ratios should asymptotically approach value 4 = 2 The ratios in Table 1 approach value 4 which suggest that the discretizations based on three point interpolations lead to second-order convergence. By comparing the prices in Tables 1 and 2 we observe that with small number of time and space steps m and n five point interpolation does not increase accuracy. But when m and n increase the five point interpolation start to converge much faster. The ratios in Table 2 for larger number of steps are higher than the expected 16. A possible reason is that the discretization of some part of the PDE is superconvergent. Based on these results we conclude that it is beneficial to use five point interpolations when highly accurate prices are sought. In both tables, the average number of function evaluations for the root finding is roughly four. Thus, Brent's method can find very efficiently the location of the free boundary.
Kou's jump-diffusion model
In our second example, we use Kou's model [22] which has a log-double-exponential jump distribution given by
where p, q, α 1 > 1, and α 2 are positive constants such that p + q = 1. We use the same model parameter values as in [11] , [35] which are given by (34) and for the jump part by λ = 0.1, α 1 = 3.0465, α 2 = 3.0775, and p = 0.3445.
As with the Black-Scholes model we choose the truncation boundary to be at X = 300 which is three times the strike price K. Tables 3 and 4 contain the same information under Kou's model as Tables 1 and  2 under the Black-Scholes model. The price of the option is slightly higher under Kou's model. The results are similar to the ones under the Black-Scholes model and, thus, the same conclusions also hold. Particularly, it is possible to obtain secondorder convergence with three point interpolations and fourth-order convergence with five point interpolations also under a jump-diffusion model.
We used the stationary iterative method mentioned in Section 7 to solve a linear system with the full matrices A k . For each evaluation of the function d k we need to solve such a system. Usually only two stationary iterations were enough to obtain the solution with sufficiently high accuracy so that the overall accuracy of option price is essentially the same. With an efficient implementation of the stationary iteration the computational cost increases only a few times when a jump is added to the model. 
Conclusion
We considered a free boundary formulation for pricing American put options under jump-diffusion models with finite jump activity. This approach can be also easily employed for call options when underlying asset pays continuously dividends. An advantage of this formulation is that can easily develop higher-order methods by tracking the location of the free boundary and then by refining grids sufficiently near the free boundary where the solution is less regular. We proposed secondorder and fourth-order accurate discretizations with respect to the number of time and space steps. The numerical experiments demonstrated that these convergence rates are attainable under the Black-Scholes model and Kou's jump-diffusion model. We expect that the considered approach would be well-suited also for developing higher than fourth-order methods.
As our space grids move in time we need to interpolate grid functions between grids for which we employed Lagrange interpolations. We also used the Lagrange interpolation polynomials to construct finite difference discretization on nonuniform space-time grids. This gives an easy way to derive high-order stencils on nonuniform grids. The implicit discretization leads to a system of nonlinear equations for the price and the location of the free boundary at each time step. We solve this as a root finding problem for the the location of the free boundary using derivative free Brent's method. The numerical experiments showed that this method can find the root in a few iterations. Thus, its computation efficiency should be comparable to Newton's method, but it is easier to use and it is more robust. The accuracy and the number of root finding iterations with the Black-Scholes model and Kou's jump-diffusion model were equally good. The main difference was that with jumps in the model the computational cost is a few times higher. This is very reasonable as at each time step it is necessary to solve systems of linear equations with full matrices instead of tridiagonal or pentadiagonal matrices.
