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Gegenstand der vorliegenden Arbeit ist das Verhaltensmodell von Softwareagen-
ten in einem Public Goods Game. Agenten im Sinne der Arbeit besitzen jeweils eige-
ne, individuelle Ziele und mu¨ssen sich im Hinblick auf ein u¨bergeordnetes Gesamtziel
im Multiagentensystem koordinieren. Dabei ha¨ngen die individuell und kollektiv er-
zielbaren Ergebnisse von der Wahl der Verhaltensmodelle der Agenten ab. Die Wahl
eines rein eigennu¨tzigen Verhaltens kann zu Nutzeneinbußen fu¨hren; die Wahl ei-
nes selbstlosen Verhaltens kann die individuell erzielbaren Ergebnisse eines Agenten
massiv beeintra¨chtigen, falls andere Agenten im System eigennu¨tzig spielen. Die
Auswirkungen verschiedener, aus der sozio-o¨konomischen Theorie entlehnter Ver-
haltensmodelle in unterschiedlich gestalteten Agenten-Gesellschaften wird mittels
einer Simulation untersucht.
Die vorliegende Arbeit soll somit einen Beitrag liefern, um auf Basis deskriptiver
sozio-o¨konomischer Verhaltensmodelle Aussagen u¨ber das Verhalten von Software-
agenten (pra¨skriptive Modelle) zu erlauben. Die Erkenntnisse helfen Entwicklern
von Multiagentensystemen bei der Implementierung eines problemada¨quaten Agen-
tenverhaltens.
Keywords: Agent, multi-agent technologies, Public Goods Game, Verhaltensmodelle
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1 Einfu¨hrung
In einer Agentengesellschaft, deren zugrundeliegendes realweltliches Problem (z.B. Koor-
dination in der Lieferkette) stark auf Kooperation beruht bzw. diese sogar unabdinglich
voraussetzt, kann das Konzept der individuellen Rationalita¨t zu erheblichen individuellen
und kollektiven Nachteilen fu¨hren. Es sei bspw. ein System gegeben, in dem die einzel-
nen individuell rationalen Agenten die Mo¨glichkeit haben, u¨ber ihren Einsatz im System
(z.B. Arbeitseinsatz etc.) zu entscheiden. Die Kooperationsrente wird zu gleichen Tei-
len und unabha¨ngig vom individuellen Einsatz an die Agenten ausgekehrt. Jeder Agent
wird versuchen, seinen Einsatz zu minimieren, um so vom (Mehr-)Einsatz der anderen zu
profitieren (Trittbrettfahrerverhalten). Da zusa¨tzlich jeder Agent annehmen muss, dass
auch jeder andere, eigennu¨tzige Agent im System dasselbe Verhalten aufweisen wird, hat
er keinerlei Gru¨nde, sich anders zu entscheiden. Fu¨r alle Agenten ergibt sich somit die
individuell rationale – jedoch kollektiv irrationale – Entscheidung den eigenen Einsatz zu
minimieren (s. Public Goods Game, z.B. [15]).
Es zeigen sich individuelle und kollektive Nutzeneinbußen aufgrund eigennu¨tzigen Ver-
haltens und falscher Annahmen u¨ber das Verhalten der anderen Agenten. Die Verhaltens-
orientierte Wirtschaftswissenschaft (Behavioral Economics) kennt weitere solcher Beispie-
le (Ultimatum Game, Dictator’s Game, Traveler’s Dilemma, Prisoner’s Dilemma oder das
Steward-Problem). Die Multiagenten-Forschung hat zwar auf Erkenntnisse aus dem Be-
reich der Behavioral Economics reagiert, verfu¨gt jedoch noch u¨ber keine ausreichende
theoretische Fundierung der Konzepte oder eine Implementierungsunterstu¨tzung der dort
zugrundegelegten sozio-o¨konomischen Verhaltensmodelle.
Im Rahmen des vorliegenden Aufsatzes wird zuna¨chst mit der BDI-Architektur ein
konkretes Verhaltensmodell fu¨r Softwareagenten vorgestellt und das Public Goods Game
eingefu¨hrt. Daran anschließend wird na¨her auf das Problem der Abha¨ngigkeit des indi-
viduellen und kollektiven Ergebnisses von der Wahl des Verhaltensmodells eingegangen.
Der Stand der Forschung gliedert sich in die Bereiche Agentenverhalten und sozio-o¨ko-
nomische Verhaltensmodelle. Ferner wird dargelegt, welche Verhaltensannahmen sich in
konkreten MAS-Implementierungen – exemplarisch untersucht anhand von Systemen aus
dem Bereich Logistik – in der Literatur finden lassen.
Auf der Grundlage der dargelegten sozio-o¨konomischen Verhaltensannahmen werden
in Abschnitt 3 Agenten-Verhaltensmodelle erstellt. Die modellierten Agenten werden in
Abschnitt 4 in eine Simulation u¨berfu¨hrt, wobei das Ergebnis anhand der individuellen
Wohlfahrt und der Gesamtwohlfahrt gegenu¨bergestellt und bewertet wird. Die Arbeit




Gegenstand der vorliegenden Arbeit ist das Verhaltensmodell von Softwareagenten in ei-
nem Public Goods Game. Da in dieser Arbeit sozio-o¨konomische Modelle als Grundlage fu¨r
die Verhaltensbeschreibung dienen, soll das BDI-Modell [5] (Beliefs, Desires, Intentions)
zur Agentenmodellierung herangezogen werden. Das BDI-Modell hat seinen Ursprung in
der philosophischen Theorie Bratmans und dient (urspru¨nglich) zur Erkla¨rung des ratio-
nalen Verhaltens von Menschen. Das Modell wurde jedoch fu¨r die Konstruktion rationaler
Softwareagenten uminterpretiert. Die gleichzeitige Na¨he zur philosophischen Anthropolo-
gie als auch zur Entwicklung technischer Softwareagenten pra¨destiniert das BDI-Modell
fu¨r das Vorhaben, Verhaltensvorhersagen fu¨r Softwareagenten auf der Grundlage sozio-
o¨konomischer Beschreibungsmodelle zu ta¨tigen.
Wie im Anschluss gezeigt, sind folgende Elemente fu¨r die Verhaltensbeschreibung eines
Spielers im Public Goods Game notwendig: (1) Ziele, die der Spieler verfolgt, (2) Wissen
u¨ber die Regeln des Spiels im Sinne der Ergebnisberechnung, (3) eigene Strategien/Pla¨ne
zur Zielerreichung und (4) Annahmen u¨ber die Verhaltensweisen der anderen Spieler. Dies
la¨sst sich direkt in das BDI-Modell nach der PRS-Architektur (Procedural Reasoning
System) von [18] u¨berfu¨hren (siehe Abbildung 1).
Abbildung 1: BDI Agentenmodell nach der PRS-Architektur
Es existieren somit Repra¨sentationen fu¨r das Wissen (Beliefs, z.B. u¨ber die Spielregeln
oder das Verhalten der anderen Agenten), die Wu¨nsche (Desires, z.B. in Form von (eige-
nen) Zielfunktionen), die Intentionen (Intentions, z.B. die Strategien zur Zielerreichung)
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und die Pla¨ne (Plans) des Agenten. Dabei wird zwischen Intentions (aktiv verfolgte Pla¨ne)
und Planvorlagen (Plans) unterschieden. Die vorliegende Arbeit konzentriert sich in Ab-
schnitt 3 auf die Beliefs sowie die Zielfunktionen der Agenten.
In dem im weiteren Verlauf der Arbeit verwendeten Public Goods Game existieren
n ∈ N∗ Spieler (Softwareagenten). Jeder Spieler bestimmt u¨ber seinen individuellen Ein-
satz im Rahmen der Kooperation. Der maximal mo¨gliche Einsatz (Anfangsvermo¨gen) je-
des Spielers ist e ∈ R∗+. Die Spieler wa¨hlen gleichzeitig ihren Beitrag zur Kooperation in
Ho¨he von aki ∈ R mit 0 ≤ aki ≤ e. Die u¨ber die Kooperation geschaffene Wertscho¨pfung
(Soziale Wohlfahrt, ER ∈ R+) betra¨gt das 1,1-fache der Summe aller individuellen Bei-
tra¨ge und wird zu gleichen Anteilen an alle Spieler ausgeschu¨ttet. Das Ergebnis eri eines
Spielers i lautet somit






Die Gesamtwohlfahrt sowie die individuelle Wohlfahrt jedes Agenten ha¨ngen in entschei-
dendem Maße vom Verhalten der Spieler ab. Versucht jeder Spieler sein eigenes Ergebnis
zu maximieren, so betra¨gt der private Grenzertrag des Einsatzes jedes Spielers im darge-
legten Public Goods Game −1 + 1,1
n
. Bei n ≥ 2 ist dieser Grenzertrag fu¨r alle Strategien
negativ. Bei der Annahme der Eigennutzmaximierung folgt die fu¨r jeden Spieler i domi-
nante Strategie aki = 0.
Jeder Spieler i verbleibt somit auf seinem Einsatz: eri = e. Das Ergebnis des Gesamt-
systems ist ER = e · n. Maximal erreichbar gewesen wa¨ren fu¨r jeden Spieler i eri = 1, 1e
bzw. ER = 1, 1e · n. Aufgrund des eigennutzmaximierenden Verhaltens der Spieler ver-
bleiben die individuellen sowie das gesamte Ergebnis unterhalb der erreichbaren Werte.
Es bleiben daher Kooperationspotenziale ungenutzt.
Ist ein Spieler gemeinwohlorientiert und nimmt an, auch die anderen Spieler folgen
diesem Verhaltensmodell, so wird er stets sein gesamtes Budget in die Kooperation ein-
bringen. Grund hierfu¨r ist, dass der Grenzertrag des Gemeinschaftsbeitrags fu¨r ihn – in der
Erwartung – positiv ist. Dies gilt jedoch nur solange das erwartete gemeinwohlorientierte
Verhalten der anderen Spieler tatsa¨chlich vorherrscht. Verhalten sich die anderen Agenten
(alle oder teilweise) eigennu¨tzig, so wird der gemeinwohlorientierte Agent ausgenutzt. Die
individuelle Wohlfahrt sinkt.
In Multiagentensystemen werden Agenten auf der einen Seite ha¨ufig als rationale Ei-
gennutzmaximierer im Sinne des Homo oeconomicus implementiert [29]. Auf der anderen
Seite werden benevolente Agenten unterschiedlicher Definition eingesetzt. Diese Agenten
zeichnen sich – je nach Definitionsansatz – dadurch aus, dass sie die Ziele anderer Agen-
ten in unterschiedlicher Weise adaptieren. Das Verhalten reicht hier von vo¨llig selbstlosen
Agenten [23] bis zu
”
unechter“ Benevolenz bei der Agenten nur dann soziale Ziele adap-
tieren, wenn sie das Erreichen eigener Ziele befo¨rdern [13]. Die Benevolenz kann aber die
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individuelle Wohlfahrt des Agenten gefa¨hrden.
Fu¨r den Entwickler eines Agenten ergibt sich nun das Problem, mit welchem Verhal-
tensmodell der von ihm programmierte Agent ausgestattet werden soll.
1.3 Untersuchungsperspektive
Die Problemstellung wird im Rahmen einer Simulation untersucht. In der in Abschnitt
4 vorgestellten Simulation sollen Erkenntnisse u¨ber die Frage gewonnen werden, unter
welchen gesellschaftlichen Bedingungen welches Verhalten vorteilhaft ist. Es wird von
folgender Aussage ausgegangen:
A1: Je mehr selbstlose Agenten in einer Gesellschaft existieren, desto ho¨her
ist die Soziale Wohlfahrt.
Die Arbeit folgt dem in Abbildung 2 schematisch dargestellten Vorgehensmodell nach
[38]. In Abschnitt 3 erfolgt die Erstellung des mathematischen Modells unterschiedlicher
Verhaltensannahmen, in Abschnitt 4 wird zuna¨chst die Simulationsplanung beschrieben
sowie die u¨ber die Durchfu¨hrung gewonnenen Daten dargestellt und ausgewertet.
Abbildung 2: Vorgehensmodell in Anlehnung an [38]
2 Stand der Forschung
2.1 Verhaltensmodelle in MAS
Im Rahmen der Multiagententheorie werden (intelligente) Agenten mit den Eigenschaf-
ten Autonomie, Reaktivita¨t und Proaktivita¨t belegt. Zudem werden sogenannte soziale
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Fa¨higkeiten vom Agenten verlangt [39]. Darunter versteht man die Verwendung menta-
listischer Konzepte zur Beschreibung und Realisierung von Agenten ermo¨glicht es, das
Verhalten intensionaler Artefakte sinnvoll zu beschreiben und vorherzusagen [12]. In der
Literatur finden sich zwar Ansa¨tze fu¨r die Beschreibung von Agentenverhalten in sozia-
len Interaktionssituationen, u¨ber die individuelle und soziale Konstruktion des Wesens,
Handelns und Verhaltens eines Agenten und den dabei hinterlegten theoretischen Grund-
annahmen machen weder Vorgehensmodelle fu¨r das Multiagent System Engineering noch
Agentenarchitekturen eine Aussage. Dies spiegelt sich vor allem in den stark vereinfachten
Verhaltensannahmen der Agenten in bereits implementierten Systemen wider.
Beschreibung von Agentenverhalten In der Agentenliteratur lassen sich die Ansa¨tze
zur Verhaltensbeschreibung in acht Konzepte untergliedern: Eigennu¨tzigkeit, Benevolenz,
soziale Selbstverpflichtung, Selbstlosigkeit, Altruismus, Reziprozita¨t, Fairness und Nor-
mativita¨t. Die Tabelle 1 gibt eine U¨bersicht u¨ber diese Konzepte. Die U¨bersicht basiert
auf [28] und wurde um spa¨tere Arbeiten erga¨nzt.
Zu erkennen ist, dass die Untersuchung von Agentenverhalten im Umfeld der Ziel-
Adaption eingebettet ist. So werden bspw. bei [7] im Rahmen der sozialen Selbstver-
pflichtung vier Agententypen definiert, die sich durch ihr unterschiedliches Verhalten bzgl.
der Ziel-U¨bernahme unterscheiden: (1) eagerly helpful, (2) grudgingly helpful, (3) selfish,
(4) (stronger) vindictive. (1): u¨bernehmen Ziele anderer Agenten, ohne dass diese Fragen
mu¨ssen; (2): u¨bernehmen Ziele anderer Agenten, wenn diese nicht im Konflikt zu den
eigenen stehen; (3): Verfolgen nur die eigenen Ziele; (4): Lehnen die Adaption von Zielen
generell ab, auch wenn sie den eigenen Zielen entsprechen. In einer strengeren Definition:
Verhindern das Erreichen von gesellschaftlichen Zielen.
In ihren Untersuchungen zum Sozialverhalten von Agenten gehen [21] davon aus,
dass eigennu¨tige und gemeinnu¨tzige Ziele jeweils mit einem gewissen Anteil verfolgt wer-
den. Es werden fu¨nf Agenten-Verhaltenstypen aufgezeigt (in Klammer jeweils die Anteile
Eigennutz:Gemeinnutz): Selfless (0:1), Selfish (1:0), Balanced (0,5:0,5), Social tendency
(0,25:0,75), Selfish tendency (0,75:0,25).
Die Evaluation erfolgte in homogenen Gesellschaften mit Agenten gleichen Typs. Im
Evaluationsszenario
”
Phoenix Fire Fighting“ wurden die Einzelleistung der Agenten und
die Leistung des Gesamtsystems untersucht. Bei einer geringen Ressourcenausstattung
zeigt sich, dass auf der Ebene der individuellen Leistungen die Rangfolge balanced >
selfless > selfish tendency > selfish > social tendency gilt. Auf Ebene der Gesamtsys-
temleistung stellt sich die Reihenfolge balanced > selfless > social tendency > selfish ≈
selfish tendency ein.
Die Studien von [22] zeigen, dass bereits eine Abstufung in eigennu¨tzige, benevolen-
te und selbstlose Agenten unterschiedliche Ergebnisse zur Folge hat. Bezogen auf das
Evaluationskriterium Soziale Wohlfahrt erzielten selbstlose Agenten bessere Ergebnisse
als benevolente und diese wiederum bessere Ergebnisse als eigennu¨tzige Agenten. Be-
zogen auf das Kriterium der individuellen Wohlfahrt verha¨lt sich die Rangfolge genau
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umgekehrt. Bei einer Kombination beider Kriterien erzeugen selbstlose und eigennu¨tzi-
ge Agenten a¨hnliche Ergebnisse die jedoch besser sind als die Ergebnisse benevolenter
Agenten.
In ihren Studien modellieren [8] Maus-Agenten, die sich entweder im Normalzustand
(kein Hunger und keine drohende Gefahr) befinden, Hunger haben oder sich Gefahren
erwehren. Bei der Futtersuche oder der Gefahrenabwehr ko¨nnen sich die Agenten helfen
lassen oder alleine arbeiten. Ma¨use im Normalzustand ko¨nnen anderen helfen oder (weiter)
eigenes Futter suchen. Es werden vier Verhaltenstypen unterschieden: Einzelga¨ngerisch
(helfen nicht und lassen sich nicht helfen), parasita¨r (lassen sich bei allem helfen, helfen
aber selbst nicht), eigennu¨tzig (lassen sich bei Gefahren helfen, suchen ihr Futter – auch
im Normalzustand – selbst) und sozial (lassen sich bei Gefahren helfen, suchen ihr Futter
selbst, helfen aber im Normalzustand anderen Ma¨usen).
Untersucht wurde die Anzahl u¨berlebender Ma¨use nach 500 Simulationsrunden in
homogenen Gesellschaften. Bei Ressourcenknappheit zeigt sich die Rangfolge eigennu¨tzig
> einzelga¨ngerisch > sozial > parasita¨r. Bei ausreichend Ressourcen ist die Rangfolge
sozial ≈ eigennu¨tzig > einzelga¨ngerisch > parasita¨r.
In ihren spieltheorietischen Untersuchungen auf Basis eines iterierten Gefangenendi-
lemmas zeigen [1], dass eine homogene Gruppe aus altruistischen Agenten auf lange Sicht
die ho¨chsten Auszahlungen generiert. Auf kurze Sicht u¨berzeugt eine homogene Gesell-
schaft aus eigennu¨tzigen Agenten. Beide homogenen Gruppen waren jedoch heterogenen
Gruppen u¨berlegen.
Multiagent System Engineering In ihrer Vergleichsstudie von zehn Vorgehensmo-
dellen zur Konstruktion von Multiagentensystemen konnten [37] feststellen, dass zwar
Ziele und Aufgaben der Agenten sowie auch die Bekanntschaftsverha¨ltnisse und Interak-
tionen beru¨cksichtigt werden, es fehlen jedoch Modelle zur ada¨quaten Repra¨sentation des
Verhaltens. Jedem untersuchten Vorgehensmodell fehlt
”
the ability to manifest attributes
of a ’believable’ human character“ [37]. Neben den aufgefu¨hrten Modellen Gaia, Tropos,
MAS-CommonKADS, Prometheus, Passi, ADELFE, MaSE, RAP, Message und Ingeni-
as kann dieses Defizit ebenfalls fu¨r AALAADIN [17] konstatiert werden. Im Ergebnis
bieten demnach die aktuell in Anwendung befindlichen Multiagent System Engineering-
Vorgehensmodelle keine Unterstu¨tzung bei der Bestimmung und Modellierung des Ver-
haltens.
In MAS realisierte Verhaltensmodelle In ihrer Analyse von 56 agentenbasierten
Systemen in der Transportlogistik kommen [10] zu dem Ergebnis, dass in 19 Systemen
(34%) von eigennu¨tzigen Agenten ausgegangen wird. Dagegen setzen 35 Systeme (62,5%)
auf benevolente Agenten und 2 Systeme (3,5%) auf eine Mischung beider Verhaltenseigen-
schaften. Eigennu¨tzigkeit zeichnet sich hier durch das Verfolgen eigener Ziele, benevolentes
Verhalten durch das Verfolgen globaler Ziele – sowie durch Befolgen sozialer Gesetze –
aus.
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Tabelle 1: U¨bersicht u¨ber Ansa¨tze zur Verhaltensbeschreibung von Agenten
Konzept Autor(en) Beschreibung
Eigennu¨tzigkeit [16,35] Vernunftgeleitete Entwicklung und Erwa¨gung von Zielen, die ein Agent
bewußt erreichen mo¨chte. Er ist rational, ”wenn er seine Mittel auf die
Ziele ausrichtet, die er selbst erreichen mo¨chte“.
Benevolenz
[6] Benevolente Agenten adaptieren die Ziele anderer Agenten auf Nach-
frage; spa¨ter: Benevolente Agenten sollten die Ziele des anderen auch
”spontan“ und ohne Nachfrage adaptieren.
[40] Benevolente Agenten helfen, wenn sie gefragt werden.
[22] Benevolente Agenten fu¨hren alle Anfragen nach dem first-come first-serve
Prinzip aus.
[23] Benevolente Agenten ”accept all request made“.
[26] Benevolente Agenten akzeptieren Anfragen, ohne weitere Bewertung die-
ser Anfragen.
[33] Benevolente Agenten ”hold common goals“.
[34] Annahme: Alle Agenten haben allgemeine, nicht-konflikta¨re Ziele. Agen-
ten helfen sich gegenseitig, diese allgemeinen Ziele zu erreichen (”bene-
volent agent assumption“).
[13] Benevolenz tritt nur dann auf, wenn damit Belohnungen verbunden sind.
soz. Selbstver-
pflichtung
[7] Vier Agententypen: (1) eagerly helpful, (2) grudgingly helpful, (3) selfish,
(4) (stronger) vindictive.
Selbstlosigkeit [22] Selbstlose Agenten verfolgen ausschließlich solche Ziele, die der Gesell-
schaft zugute kommen.
Altruismus [1] ”act without an anticipation of increased payoff at any time“.
[4] Der altruistische Agent versucht die Zielfunktion der anderen Agenten
zu maximieren.
[2] Der Nutzen anderer Agenten fließt positiv in die Nutzenfunktion des al-
truistischen Agenten ein. Die altruistische Handlung stiftet somit Nutzen
fu¨r den Geber.
Reziprozita¨t [36] Agenten helfen nur den Agenten, die ihnen in der Vergangenheit auch
geholfen haben bzw. die ihnen in der Zukunft helfen ko¨nnen.
Fairness [11] Basierend auf [15] werden die Konzepte Ungleichheitsaversion, Bewußt-
sein u¨ber sozialer Rangfolgen und reziproke Fairness implementiert.
Normativita¨t [25] Verhaltensbegrenzung durch (1) Verpflichtungen, (2) Verbote, (3) soz.
Bindungen und (4) soz. Codes.
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Die zehn bei [19] aufgefu¨hrten weiteren MAS-Implementierungen fu¨r das Management
von Wertscho¨pfungssystemen zeichnen sich allesamt durch ein eigennu¨tziges Agentenver-
halten aus. In [9] finden sich zudem die beiden Systeme RedAgent und MAGNET. Auch
diese Systeme basieren auf dem Paradigma der Eigennu¨tzigkeit.
Die Analyse zeigt neben der Verteilung der Verhaltenseigenschaften auch gleichzeitig
die vorherrschende Beschra¨nkung der Implementierungen auf die beiden Extremkonzepte
Benevolenz und Eigennu¨tzigkeit.
2.2 Sozio-o¨konomische Verhaltensmodelle
In diesem Abschnitt werden Modelle zur Verhaltensbeschreibung aus den Sozial- und
Wirtschaftswissenschaften vorgestellt. Die Modelle zeigen dabei Vorstellungen, Ansich-
ten und Abbildungen gesellschaftlicher und wirtschaftlicher Verhaltensweisen auf. Die
Ausfu¨hrungen dienen im folgenden Abschnitt 3 als Grundlage fu¨r die Modellierung der
Agenten innerhalb der Simulation.
Die vorliegende Arbeit beschra¨nkt sich, ob der Vielfalt existenter Verhaltensmodelle
(beginnend beim zoon logon echon, beschrieben von Aristoteles, u¨ber den Homo superior
Friedrich Nietzsches bis zum REMM [24, 27] als Weiterentwicklung des Homo oeconomi-
cus), auf die Verhaltensmodelle Homo oeconomicus, Homo soziologicus und dem Homo
reziprocans. Die Konzepte werden, ausgehend von den sozial- und wirtschaftswissenschaft-
lichen Literaturquellen in der Tabelle 2 gegenu¨ber gestellt.
Homo oeconomicus Der Homo oeconomicus ist ein eigennu¨tzig orientiertes, rational
handelndes und seine eigenen Handlungsziele optimierendes Individuum. Dabei gelten
drei zentrale Annahmen:
1. Methodischer Individualismus: Entscheidungen werden unabha¨ngig von anderen In-
dividuen getroffen
2. Rationalita¨t: Entscheidungen werden rational getroffen. Der Homo oeconomicus ist
dabei jedoch beschra¨nkt rational und kann Informationen nur begrenzt verarbeiten,
um daraus Handlungsalternativen abzuleiten
3. Eigennutzmaximierung: Das (wirtschaftliche) Verhalten orientiert sich rein an der
Maximierung des eigenen Nutzens
Der Homo oeconomicus agiert im Rahmen seiner Budgetbeschra¨nkungen und besitzt sta-
bile Pra¨ferenzen, die er in einer Nutzenfunktion ausdru¨ckt. Die Pra¨ferenzen sind darauf
ausgerichtet, eigene Freude (z.B. Einkommen, Besitz) zu mehren und dabei Leid (z.B.
Arbeitsanstrengungen) zu vermeiden.
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Der Homo oeconomicus beno¨tigt demnach Wissen u¨ber seine Budgetbeschra¨nkungen
und dru¨ckt seine Wu¨nsche als Nutzenfunktion aus. Die Strategie des Homo oeconomicus
ist es, jederzeit den eigenen Nutzen zu maximieren.
Homo soziologicus Der Homo soziologicus handelt nach gesellschaftlichen Vorgaben
wie Normen, Rollenerwartungen und sozialen Regeln. Er wird beschra¨nkt durch Sanktio-
nen fu¨r rollenaverses und Belohnungen fu¨r rollenkonformes Verhalten. Das Individuum
wird definiert als Tra¨ger sozialer Rollen. Somit bildet der Homo soziologicus den Schnitt-
punkt zwischen Individuum und Gesellschaft.
Der Homo soziologicus strebt grundsa¨tzlich nach Kooperationen, handelt aber auf
Ma¨rkten gema¨ß der rollenabha¨ngigen Verhaltenserwartungen. Er agiert als offene Markt-
perso¨nlichkeit in Abha¨ngigkeit seiner im Rahmen der sozialen Rolle getroffenen und erwar-
teten Entscheidungen. Ferner besitzt er ebenfalls ein beschra¨nktes Budget. Wesentliche
Merkmale des Homo soziologicus sind [20]:
1. er internalisiert soziale Normen und kulturelle Werte
2. er ist Tra¨ger sozialer Rollen und verha¨lt sich weitgehend rollenkonform
3. er verha¨lt sich gruppenkonform
Dabei wird davon ausgegangen, dass die Gesellschaft in Gruppen untergliedert ist und
jede Gruppe bestimmte Werte und Normen besitzt. Der Einzelne als Mitglied einer Grup-
pe verha¨lt sich gema¨ß diesen Werten und Normen. Der Homo soziologicus wird durch die
”
Gesellschaft als Einrichtung der sozialen Kontrolle“ [14] gelenkt und kontrolliert. In sei-
nem Handeln ha¨lt sich der Homo soziologicus an die sozialen Spielregeln und sieht dabei
die Gesellschaft als Mittelpunkt seines Handeln und Seins.
In Anbetracht unterschiedlicher Rollengefu¨ge im Rahmen der Integrita¨t in die soziale
Gemeinschaft ist es notwendig, unterschiedliche Rollen innerhalb des Beziehungsgeflechts
zwischen Gruppenmitgliedern gegeneinander abzugrenzen.
Der Homo soziologicus beno¨tigt demnach Wissen u¨ber die Gruppen in denen er agiert,
u¨ber die Rollen die er ausfu¨llt sowie u¨ber die damit verbundenen Erwartungen im Sin-
ne von Belohnungen und Sanktionen. Zudem beno¨tigt er Wissen u¨ber seine Budgetbe-
schra¨nkungen. Der Wunsch des Homo soziologicus ist es, alle Rollen mo¨glichst gleichge-
wichtet zu erfu¨llen, um so Bestrafungen aus der Untererfu¨llung einer Rolle zu umgehen.
Ferner ist er bestrebt, die an ihn gestellten Erwartungen zu erfu¨llen, um so Belohnun-
gen zu erhalten. Die Erwartungen an eine Rolle werden von den anderen Mitgliedern
der gesellschaftlichen Gruppe definiert und ko¨nnen bspw. deren Zielfunktionen sein. Bei
einer solchen Definition beno¨tigt der Homo soziologicus jedoch Wissen u¨ber die Zielfunk-
tionen der anderen Gruppenmitglieder. Die Strategie des Homo soziologicus ist es, die
Zielfunktionen anderer Gruppenmitglieder mo¨glichst gleichgewichtet zu maximieren.
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Homo reziprocans
”
Die Reziprozita¨tsnorm besagt, dass (1) altruistisches nicht mit
opportunistischem Verhalten erwidert werden sollte und (2) dass, durch altruistisches,
kooperatives Verhalten anderer Akteure erfahrene Vorteile langfristig durch eigene Ak-
te altruistischen Verhaltens ausgeglichen werden sollten“ [32]. O¨konomisch gesehen be-
zeichnet der Begriff Reziprozita¨t die
”
Interdependenz der Pra¨ferenzen“ und versucht die
Dissonanz zwischen eigennu¨tzigem und uneigennu¨tzigem Verhalten aufzuheben [31].
Der
”
Homo reciprocans is thus neither the selfless altruist of utopian theory, nor the
selfish hedonist of neoclassical economics. Rather, he is a conditional cooperator who-
se penchant for reciprocity can be elicited under the proper circumstances“ [3]. Es wird
zwischen positiver und negativer Reziprozita¨t unterschieden. Bei ersterer werden positive
Erfahrungen positiv zuru¨ckgegeben. Umgekehrt werden negative Erfahrungen auch wie-
der negativ vergolten. Bei der direkten Reziprozita¨t werden die Gegenleistungen an die
Person zuru¨ckgegeben von der die Ursprungsleistung empfangen wurde. Bei der indirek-
ten Reziprozita¨t wird die Leistung nicht an die gleiche Person zuru¨ckgegeben sondern
u¨ber Dritte vergolten. Die indirekte Reziprozita¨t ist in den gesellschaftlichen Normen ver-
ankert. Indirekte Reziprozita¨t setzt somit
”
information storage and transfer as well as
strategic thinking“ voraus [30].
Der Homo reziprocans beno¨tigt demnach Wissen u¨ber von anderen empfangene und
an andere abgegebene Leistungen. Er besitzt ebenfalls eine Budgetbeschra¨nkung. Der
Wunsch des Homo reziprocans ist es, u¨ber die Zeit hinweg empfangene und abgegebene
Leistungen im Gleichgewicht zu halten. Dazu entscheidet er zu jedem Zeitpunkt t, ob er
den eigenen Nutzen durch kooperatives Verhalten mehrt. Dies wird durch den Vergleich
diskontierter zuku¨nftiger Kooperationsgewinne mit dem (einmaligen) Gewinn aus nicht-
kooperativem Verhalten modelliert. Dazu beno¨tigt der Homo reziprocans Wissen u¨ber den
Diskontfaktor δ. Zu beachten ist hierbei die Gefahr der Ru¨ckwa¨rtsinduktion weshalb im
Modell das Ende einer kooperativen Beziehung nicht absehbar sein darf. Die Reziprozita¨t
schla¨gt sich in den Strategien des Homo reziprocans nieder. Im iterierten Spiel wa¨hlt er
Trigger-Strategien (z.B. Tit-for-Tat oder Grim Strategy), um auch sein Gegenu¨ber zu
kooperativem Verhalten anzuhalten.
12 2 STAND DER FORSCHUNG
Tabelle 2: U¨bersicht u¨ber sozio-o¨konomische Verhaltensmodelle
Homo oeconomicus Homo soziologicus Homo reziprocans
Bekannte
Vertreter
John Stuart Mill, Adam
Smith, Vilfredo Pareto
Ralf Dahrendorf Theodor Litt, Niklas Luh-
mann, Bronislaw Malinow-
ski
Grundhaltung Rational, optimierend Sozial, integrativ Fair, nachhaltig, langfristig
Anreiz Eigener Nutzen Integration in soz. Grup-












Integration in soz. Grup-
pen, Anpassung an soz.
Normen, Erfu¨llung von Er-



















































Interaktion in Form direk-




Wie beschrieben liegt der Fokus der vorliegende Beitrag auf der Wissensbasis und den De-
sires in Form von Zielfunktionen fu¨r Agenten. Neben zuna¨chst allgemeinen Darlegungen
werden anschließend spezifische Wissensbasen und Zielfunktionen fu¨r die drei Verhaltens-
modelle Homo oeconomicus, Homo soziologicus und Homo reziprocans herausgearbeitet.
Die Wissensbasis eines Agenten besteht aus einer Menge an Wissenselementen. Es
existieren die folgenden allgemeinen Wissenselemente:
ei,t ∈ R+ Budgetrestriktion des Agenten i zum Zeitpunkt t ∈ N
eri,t ∈ R+ Spielergebnis von i in t
n ∈ N∗ Anzahl der Agenten im Spiel
x ∈ R Zielgro¨ße der Agenten. Mit x = eri,t fu¨r Homo oeconomicus,
x = ERt fu¨r Homo soziologicus und x = eai,t (individuelle
Kooperationsrente) fu¨r Homo reziprocans
ERt =
∑n
i=1 eri,t Soziale Wohlfahrt in t
Die Zielfunktion z eines Agenten bildet die Zielgro¨ße auf eine reelle Zahl ab. Somit
gilt:
z : R → R
x 7→ z(x)
Eine Aktion aki,t wird als numerischer Beitrag des Agenten i zur Kooperation zum Zeit-
punkt t verstanden. Der Agent kann dabei nicht mehr beitragen, als seine Budgetrestrik-
tion zula¨sst. Zu jedem Zeitpunkt t kann der Agent maximal das in der Vorperiode erzielte
Ergebnis in die Kooperation einbringen. Es gilt daher 0 ≤ aki,t ≤ ei,t mit ei,t = ert−1.
3.1 Homo oeconomicus
Der Homo oeconomicus besitzt keine weiteren u¨ber die allgemeinen Beliefs hinausgehen-
den Wissenselemente.
Die Zielfunktion des Homo oeconomicus beru¨cksichtigt lediglich die Werte, die der
Agent selbst aus der Ausfu¨hrung der Aktion bzw. deren Ergebnis zieht. Dabei wurde mit
der Wurzelfunktion eine ga¨ngige von Neumann-Morgenstern Nutzenfunktion gewa¨hlt, die





Die Strategie des Agenten bei diesem Verhaltensmodell ist es, die eigene Zielfunktion
zu maximieren: max
aki,t
zi,ho(eri,t). Dies erreicht er durch die Maximierung von eri,t, was durch
die Minimierung von aki,t mo¨glich wird.
3.2 Homo soziologicus
Der Homo soziologicus besitzt folgende, u¨ber die allgemeinen Beliefs hinausgehenden Wis-
senselemente:
mi Anzahl der durch i ausgefu¨llten Rollen
r : [0, 1]→ R
α 7→ r(α)
Rolle definiert als Belohnungs-/Bestrafungsfunktion
abha¨ngig vom, der Rolle zugewiesenen Gewicht α.
erwk : R+ → R
ERt7→ erwk(ERt)
Erwartungen an die Rolle k in Abha¨ngigkeit des Er-
gebnisses
Die Zielfunktion des Homo soziologicus beru¨cksichtigt die Erwartungen welche an den
Rolleninhaber gestellt werden. Zudem beru¨cksichtigt sie die Belohnungs-/Bestrafungs-





Dabei gilt 0 ≤ αk ≤ 1 und
∑mi
k=1 αk = 1. Die Belohnungs-/Bestrafungsfunktion wird
mit r(αk) = −(αk − 1mi )2 so ausgelegt, dass ihr Minimum bei einer Gleichgewichtung der
Rollen liegt. Jede Abweichung von der Gleichgewichtung fu¨hrt zu einer Bestrafung.
Die Strategie des Homo soziologicus ist es, die Zielfunktion zu maximieren: max
aki,t
zi,hs(ERt).
Werden die Erwartungen an die Rolle in Form von nicht-eigennu¨tzigem Verhalten de-
finiert, so kann bspw. gelten:
erwk(ERt) = ERt mit
∂erwk(ERt)
∂aki,t
> 0. Da der Grenzertrag jedes Gemeinschaftsbeitra-
ges positiv ist, wird der Homo soziologicus sein aki,t maximal setzen. Er vernachla¨ssigt
hierdurch die eigenen Pra¨ferenzen zugunsten der gesamtgesellschaftlichen Wohlfahrt.
3.3 Homo reziprocans
Der Homo reziprocans besitzt folgende, u¨ber die allgemeinen Beliefs hinausgehenden Wis-
senselemente:
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eai,t ∈ R Individuelle Kooperationsrente als Saldo der von i bisher emp-
fangenen / abgegebenen Leistungen. Es gilt: eai,t = eri,t−1 −
aki,t−1 mit eai,0 = 0
δi ∈ R Diskontfaktor mit 0 < δi < 1
Die Zielfunktion des Homo reziprocans beru¨cksichtigt die zuku¨nftig realisierten Nut-
zenwerte, die empfangenen / abgegebenen Leistungen sowie den Diskontfaktor. Letzterer
gibt an, wie stark der Homo reziprocans die zuku¨nftig realisierten Zielfunktionswerte
gewichtet. Bei δ → 0 werden zuku¨nftige Werte nicht abgezinst und sind somit den Ge-
genwartswerten gleichgestellt. Bei δ → 1 werden die Zukunftswerte stark abgezinst. Die
Gegenwartswerte gewinnen somit an Gewicht.
Mit dem in der Zielfunktion links vom Minuszeichen notierten Bestandteil berechnet
der Homo reziprocans den Gegenwartswert der zuku¨nftigen individuellen Kooperations-
rente zuzu¨glich des in t vorhandenen Budgets. Er geht also davon aus, dass im Falle einer
Kooperation stets das selbe Ergebnis erzielt wird, wie in t− 1.
Rechts vom Minuszeichen beru¨cksichtigt der Homo reziprocans den Fall der Nicht-











⇒zi,hr(eai,t) =eai,t(1 + δi)
δi
Da gilt δi > 0 ha¨ngt die Kooperationsbereitschaft des Homo reziprocans vom Saldo der
in der Vorperiode empfangenen / abgegebenen Leistungen ab (eai,t). Im Rahmen seiner
Strategie entscheidet der Homo reziprocans zu jedem Zeitpunkt t ob er sich kooperativ
oder eigennu¨tzig verha¨lt (Realisierung des Tit-for-Tat Triggers). Wenn gilt eai,t = 0 und
somit zi,hr(eai,t) = 0, so befinden sich das Individuum und die Gesellschaft im Ausgleich.
Da der Homo reziprocans stets die Kooperation anstrebt, wird er ein aki,t = ei,t wa¨hlen.
Gleiches gilt fu¨r die Situation, in er das Individuum mehr von der Gesellschaft empfangen
hat, als es abgegeben hat (eai,t > 0 und somit zi,hr(eai,t) > 0).
Falls der Agent in der Vorperiode mehr an die Gesellschaft abgegeben hat, als er
empfangen hat (eai,t < 0 und somit zi,hr(eai,t) < 0), so wa¨hlt er ein aki,t in Ho¨he von 0.
Der Ausgleich findet im Modell lediglich u¨ber die Gesellschaft als Ganzes statt. Dem-
nach wurde nur die indirekte Reziprozita¨t beru¨cksichtigt. Außerdem besitzt der Homo
reziprocans im Modell ein auf die Vorperiode beschra¨nktes Geda¨chtnis und die Auszah-




Zur Simulation der im vorangegangenen Abschnitt dargelegten sozio-o¨konomischen Ver-
haltensmodelle wird das eingangs aufgefu¨hrte Public Goods Game in ein Simulations-
werkzeug u¨berfu¨hrt. Es werden neun homogene Gesellschaften und drei heterogene Ge-
sellschaften mit je zehn Agenten (n = 10) simuliert und anhand der Kriterien individuelle
sowie insgesamte Spielauszahlung verglichen. Die Tabelle 3 stellt den Simulationsplan dar.
Die allgemeine Wissensbasis entha¨lt in jedem Durchlauf die folgenden Elemente:
ei,0 = 10 ∀i Budgetrestriktion in t = 0
eri,t = ei,t − aki,t + 1,1n
∑n
j=1 akj,t Rechenvorschrift zur Berechnung des indivi-
duellen Ergebnisses unabha¨ngig vom Verhal-
tensmodell
Parameter Beschreibung
Zielgro¨ße Individuelle und insgesamte Spielauszahlung
Einflussgro¨ßen Anzahl der Individuen mit dem Verhaltensmodell Homo oeco-








Stufenkombinationen {10; 0; 0}; {0; 10; 0}; {0; 0; 10}; {4; 3; 3}; {3; 4; 3}; {3; 3; 4};
{8; 1; 1}; {1; 8; 1}; {1; 1; 8}; {6; 2; 2}; {2; 6; 2}; {2; 2; 6}; {9; 1; 0};
{8; 2; 0}; {7; 3; 0}; {6; 4; 0}; {5; 5; 0}; {4; 6; 0}; {3; 7; 0}; {2; 8; 0};
{1; 9; 0}
Simulationsdauer t = 30
Messzeitpunkt In jedem t
Tabelle 3: Simulationsplanung
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4.1 Homo oeconomicus & Homo soziologicus
Wie bereits zu anfangs dargelegt, maximiert der Homo oeconomicus seine Zielfunktion,
wenn er zu jedem Zeitpunkt aki,t = 0 wa¨hlt, da sein Grenzertrag negativ ist. Als individu-
elles Ergebnis erha¨lt jeder Agent eri,t = e0 = 10 in jedem Simulationslauf. Die insgesamte
Spielauszahlung bei jedem Lauf betra¨gt ER = en = 100.
Bezogen auf den Homo soziologicus wird in der Simulation von einer Gesellschaft
mit nur einer Gruppe ausgegangen. Der Homo soziologicus wa¨hlt ein α1 = 1 wodurch
die Belohnungs-/Bestrafungsfunktion den Wert r(1) = −(1 − 1
1
)2 = 0 annimmt. Da der
Grenzertrag des Gemeinschaftsbeitrags positiv ist, bringt er demnach zu jedem Zeitpunkt
sein gesamtes Budget ei,t ein; daher gilt aki,t = ei,t:



























=0 + 0, 1 = 0, 1 > 0
Im Durchschnitt erha¨lt ein Homo soziologicus eine individuelle Spielauszahlung in
Ho¨he von 66, 346. Die gesamte Spielauszahlung betra¨gt 663, 459.
4.2 Homo reziprocans
Im Rahmen der Simulation wa¨hlt jeder Homo reziprocans den ersten Beitrag zur Koope-
ration aki,0 sowie sein δi als gleichverteilte Zufallszahl. Die Tabelle 4 entha¨lt die erreichten
Ergebnisse je Agent eri – je im Durchschnitt u¨ber alle Simulationsla¨ufe.
Tabelle 4: Ergebnisse Homo reziprocans
i 1 2 3 4 5
eri,t 31,202 31,694 31,798 31,796 31,954
i 6 7 8 9 10
eri,t 31,38 31,282 31,564 31,895 31,708




31, 627. Das durchschnittliche insgesamte Ergebnis betra¨gt 316, 274.
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4.3 Ergebnisse homogener Gesellschaften
Die Tabelle 5 zeigt, dass eine homogene Gesellschaft aus Homines oeconomici gegenu¨ber
den anderen Verhaltensmodellen zu den geringsten Auszahlungen sowohl auf individu-
eller als auch auf kollektiver Ebene fu¨hrt. Eine Gesellschaft die dem Verhaltensmodell
des Homo reziprocans folgt, fu¨hrt zu rund 30% besseren Ergebnissen. Da das zugrunde
gelegte Spiel stark auf Kooperation beruht, ragen die Leistungen einer Gesellschaft aus
ausschließlich Homines soziologici weit u¨ber die der beiden anderen Verhaltensmodelle
hinaus. Zu beachten ist jedoch, dass in heterogenen Gesellschaften der Homo soziologicus
ausgenutzt werden kann und so seine individuellen Ergebnisse geschwa¨cht werden.
Tabelle 5: Ergebnisse homogener Gesellschaften
Modell er ER
Homo oeconomicus 10,000 100,000
Homo soziologicus 66,346 663,459
Homo reziprocans 31,627 316,274
4.4 Ergebnisse heterogener Gesellschaften
Es werden neun heterogene Gesellschaften simuliert. In allen neun Gesellschaften existie-
ren alle drei Verhaltensmodelle. Dabei werden die Verha¨ltnisse der Modelle Homo oecono-
micus : Homo soziologicus : Homo reziprocans variiert. Die u¨ber die 50 Simulationsrunden
durchschnittlich erzielten Ergebnisse (im arithmetischen Mittel u¨ber alle Zeitpunkte) auf
individueller sowie auf kollektiver Ebene werden in Tabelle 6 dargestellt.











(1) 4:3:3 27,670 0,626 1,168 116,064
(2) 3:4:3 38,789 1,078 1,831 126,172
(3) 3:3:4 38,394 1,077 1,850 125,813
(4) 8:1:1 12,744 0,091 0,454 102,494
(5) 1:8:1 146,669 8,141 12,450 224,244
(6) 1:1:8 110,137 6,081 9,352 191,034
(7) 6:2:2 17,494 0,253 0,670 106,813
(8) 2:6:2 64,019 2,292 3,660 149,109
(9) 2:2:6 59,672 2,224 3,561 145,156
Zu sehen ist, dass der Homo oeconomicus von einer heterogenen Gesellschaft profi-
tiert. Sta¨rkster Verlierer in heterogenen Gesellschaften ist der Homo soziologicus. Das
Gesamtergebnis bleibt zwar stets u¨ber dem einer homogenen Gesellschaft aus Homines
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oeconomici, erreicht jedoch nie die Werte einer homogenen Gesellschaft basierend auf den
beiden anderen Verhaltensmodellen.
In Tabelle 7 und Abbildung 3 wird der Zusammenhang zwischen der Anzahl an selbst-
losen Agenten in der Gesellschaft und der u¨ber die Simulationsdauer durchschnittlich
erzielten Sozialen Wohlfahrt dargestellt. In diesen Gesellschaften existieren nur je zwei
der drei Verhaltensmodelle. Dabei werden die Verha¨ltnisse der Modelle Homo oeconomi-
cus : Homo soziologicus variiert. Auf der Basis dieser Gesellschaften wird untersucht, ob
die Aussagen
”
A1: Je mehr selbstlose Agenten in einer Gesellschaft existieren, desto ho¨her
ist die Soziale Wohlfahrt“ zutrifft.
Tabelle 7: Homo oeconomicus : Homo soziologicus
Verha¨ltnis Homo oecono-







9:1 11,2310 0,0399 101,1191
8:2 12,7949 0,0910 102,5408
7:3 14,8471 0,1589 104,4065
6:4 17,6580 0,2535 106,9618
5:5 21,7403 0,3943 110,6730
4:6 28,1962 0,6262 116,5420
3:7 39,8639 1,0796 127,1490
2:8 66,3154 2,3206 151,1958
1:9 153,6469 8,5490 230,5881
Abbildung 3: Anzahl selbstloser Agenten und Soziale Wohlfahrt
Fu¨r die individuelle Wohlfahrt eines Homo oeconomicus ergibt sich
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Wobei α ∈ N∗ mit α ≤ 10 die Anzahl an Agenten mit dem Verhaltensmodell Homo
soziologicus beschreibt. Fu¨r die Soziale Wohlfahrt ERt ergibt sich bei n = 10 Agenten
ERt = (10− α)eroeci,t + αersozi,t






⇒ ERt = 10(10 + 10(1, 1α
n
)t − α)
Da α keinen Wert gro¨ßer 10 annehmen kann und da α, n, t > 0 folgt aus letzterem Term,
dass ERt mit steigendem α ebenfalls steigt.
Vice versa gilt: Die individuelle Wohlfahrt eines Homo soziologicus sinkt, je geringer
α ist. Es gilt daher: Je mehr eigennu¨tzige Agenten in einer Gesellschaft existieren, desto
geringer ist die individuelle Wohlfahrt eines selbstlosen Agenten (s. Abbildung 4).
Abbildung 4: Anzahl eigennu¨tziger Agenten und individuelle Wohlfahrt selbstloser Agen-
ten
5 Zusammenfassung und Ausblick
Im vorliegenden Beitrag wurden Wissens- und Zielmodelle sowie Strategien fu¨r BDI-
Agenten auf Basis sozio-o¨konomischer Verhaltensmodelle entwickelt. Dabei konnte am
Beispiel des Public Goods Games gezeigt werden, dass unterschiedliche Verhaltensannah-
men zu unterschiedlichen individuellen und kollektiven Ergebnissen fu¨hren. Ferner ist die
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Heterogenita¨t bzw. Homogenita¨t der Verhaltensannahmen innerhalb der Gesellschaft ein
weiterer Einflussfaktor auf die Ergebnisse.
U¨bertragen auf realweltliche Probleme, z.B. der MAS-basierten Koordination von
Wertscho¨pfungssystemen bedeuten die Ergebnisse, dass die Implementierung des Ver-
haltensmodells des Homo soziologicus die ho¨chsten Profite verspricht – und dies sowohl
auf individueller als auch auf kollektiver Ebene. Dysfunktionales Verhalten im Rahmen
interdependenter Entscheidungen ist in homogenen Gesellschaften bestehend aus Homini
soziologici ausgeschlossen.
Beim Auftreten nur eines Homo oeconomicus in der Gesellschaft kann dieser jedoch
massiv die altruistisch orientierten Partner ausnutzen. Das Problem des dysfunktionalen
Verhaltens tritt hier auf. Im Rahmen weiterer Arbeiten sollen zur Lo¨sung dieses Problems
die Konzepte Ungleichheitsaversion und direkte Reziprozita¨t Beru¨cksichtigung finden.
Im Beitrag wurde nicht beru¨cksichtigt, dass Agenten u¨ber die Zeit hinweg ihr Verhalten
anpassen. Eine Anpassung kann bspw. von Vorteil sein, wenn die Agenten aus vergangenen
Ergebnissen auf den Verhaltenstyp der jeweils anderen Agenten schließen ko¨nnen. Eine
solche Lernfunktion wurde ebenfalls nicht implementiert.
In der weiteren Forschungsarbeit werden zusa¨tzliche Bestandteile der Zielfunktionen,
z.B. die Implementierung einer Ungleichheitsaversion insbesondere beim Homo soziologi-
cus oder die Aufnahme des Konzepts der direkten Reziprozita¨t fu¨r den Homo reziprocans
beru¨cksichtigt und deren Auswirkungen betrachtet. Außerdem werden gro¨ßere Agenten-
gesellschaften mit mehreren sozialen Gruppen implementiert. Dies verbessert die Unter-
suchung unterschiedlicher Mischverha¨ltnisse in heterogenen Gesellschaften.
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