Dictyostelium discoideum has been recently suggested as an example of bet-hedging in microbes. Upon starvation a population of unicellular amoebae splits between aggregators, which form a fruiting body made of a stalk and resistant spores, and non-aggregators, which remain as vegetative cells. Spores are favored by long starvation periods, but vegetative cells can exploit resources in fast-recovering environments. The investment in aggregators versus non-aggregators can therefore be understood as a bet-hedging strategy that evolves in response to stochastic starvation times. A genotype (or strategy) is defined by a different balance between each type of cells. In this framework, if the ecological conditions on a patch are defined in terms of the mean starvation time (i.e. time between onset of starvation and the arrival of a new food pulse), a single genotype dominates each environment, which is inconsistent with the huge genetic diversity observed in nature. Here we investigate whether seasonality, as represented by a periodic alternation in the mean starvation times, allows the coexistence of several strategies in a single patch. We study this question in a nonspatial (well-mixed) setting where different strains compete for a pulse of resources. We find that seasonality, which we model via two seasons, one wet and one dry, induces a temporal storage effect that can promote the stable coexistence of multiple genotypes. Two conditions need to be met. First, the distributions of starvation times in each season cannot overlap in order to create two well differentiated habitats within the year. This excludes all those distributions in which the mode of the distribution (i.e. the most frequent value) is independent of its mean value, such as the exponential. Second, numerous growth-starvation cycles have to occur during each season to allow well-adapted strains to grow and survive the subsequent unfavorable period. These conditions allow the coexistence of two bet-hedging strategies. Additional tradeoffs among life-history traits can expand the range of coexistence and increase the number of coexisting strategies, contributing towards explaining the genetic diversity observed in D. discoideum. Although focused on this cellular slime mold, our results are general and may be easily extended to other microbes.
I. INTRODUCTION
In Dictyostelium discoideum starvation triggers the aggregation of free-living amoebae and the development of a multicellular fruiting body. During aggregation, cells do not exclude genetic nonrelatives and therefore chimeric fruiting bodies (made of at least two genotypes) can be formed.
Fitness in D. discoideum has been traditionally equated to the number of reproductive spores [1];
in lab experiments, this has led to the establishment of a linear hierarchy of genotypes (or strains) that reflects the overrepresentation of certain genotypes in the spores of chimeras [2] . This result suggests a decrease in the number of existing strains, which is incompatible with the huge diversity observed in natural isolates of D. discoideum [3] . Recent studies have suggested however that this inconsistency arises from the one to one correspondence between spore number and fitness, which is likely incomplete since it ignores various other fitness components, such as spore viability [4] , and the role of vegetative non-aggregating cells [5, 6] . The existence of several tradeoffs among these components turns fitness into a more complex quantity in D. discoideum [4, 7] . However, even in this more comprehensive framework coexistence remains puzzling and additional mechanisms need to be considered.
For the purpose of this study each strain is defined by a certain set of discrete traits and multi-strain coexistence can be studied within the well-established theoretical framework of species coexistence. Classical results from community ecology establish that only one species can survive in communities where different species compete for one common resource [8] [9] [10] . Coexistence requires that different species be heterogeneous in the way they respond to and affect their biotic and abiotic environment [11] [12] [13] [14] . D. discoideum presents, however, an additional issue: the different strains are hypothesized to hedge their bets in response to uncertain environmental conditions. Upon starvation, amoebae diversify their commitment in the formation of the fruiting body. As a result, some of them remain as non-aggregating vegetative cells. According to some models [5, 6] this population partitioning could represent a risk-spreading reproductive strategy. Nonaggregators could readily start reproducing after resources replenishment, but they are less resistant to starvation. On the other hand, spores survive longer starvation times but pay a cost when food recovers fast due to a time-consuming fruiting body development and delayed germination. In this theoretical framework, how much a strain invests in each type of cell (aggregating versus nonaggregating) is a bet-hedging trait that evolves in response to uncertainty in the starvation times: slower-recovering environments, represented by larger mean values of the starvation time, select for more spores; faster-recovering environments, where starvation times are typically shorter, select for a higher investment in non-aggregators [5, 6] . Spatial heterogeneity as a promoter of coexistence has recently been studied in D. discoideum [6] and low-to-moderate dispersal between multiple patches has been theoretically shown to allow the coexistence of several D. discoideum strains. Here we explore the role of temporal heterogeneity (in this case seasonality) in fostering coexistence. This turns out to be challenging because bethedging strategies are plastic, which allows them to average across different ecological conditions by reducing the variance of the fitness in order to minimize the risks of complete reproductive failure.
This plasticity comes at the expense of diminishing the mean fitness, since some offspring are always maladapted to a subset of environmental conditions [15] [16] [17] [18] [19] . In the presence of seasonality, which introduces a second characteristic scale in the environment by periodically switching its statistical properties, the optimal bet-hedging strategy may change. Hence, it is hard to discern when seasonality will cause the evolution of a new optimal bet-hedging strategy that averages over both seasons, and when it will lead to the coexistence of two season-specialist bet-hedging strategies (i.e. temporal niche partitioning [20] [21] [22] [23] [24] ).
Temporal coexistence of bet-hedging species has been studied both theoretically [11, 25] and experimentally [26] in seed banks of annual plants, one of the classic and better studied instances of bet-hedging [27] [28] [29] . Periodic changes in the ecological conditions during the year mediate the coexistence of several strains through a temporal storage effect [11, 24, 30] if three general requirements are satisfied: (i) changes in the environmental conditions favor different species (temporal niche partition), (ii) the rate at which populations decline together with the temporal scale of the environmental fluctuations avoids the extinction of non-favored species and (iii) the intensity of the interspecific competition changes with the ecological conditions, so populations can recover from very low sizes [31] [32] [33] .
Here we aim to: (i) provide a theoretical starting point to unveil the ecological conditions that promote coexistence of microbial bet-hedging strategies in the presence of temporal heterogeneity and tradeoffs between multiple life-history traits and (ii) make testable predictions to stimulate future empirical work. Although we focus on D. discoideum in particular, we hypothesize that these results might extend to the study of diversity in microbial populations in general [34] [35] [36] , where bet-hedging has been frequently reported [37] [38] [39] . and aggregation, which in our model is represented by the population partition between spores and series of growth and starvation cycles. The growing phase starts with the arrival of a pulse of resources vegetative cells, occurs after food depletion. B) Three different tradeoffs are considered. The first one, between aggregating and staying vegetative determines the bet-hedging strategy. Two additional tradeoffs yield between spore viability and resistance to starvation and division rate (negatively correlated to the cell size).
II. MODEL
We consider a well-mixed model for the life cycle of D. discoideum (Fig. 1A) where different strains compete for a pulsed resource R [6] . The fitness of each strain is given by two traits (investment in spores and division rate) and involves two major tradeoffs that are optimized in order to adapt to different ecological scenarios: (i) spore production versus number of non-aggregating vegetative cells and (ii) reproduction rate versus cell size, which is correlated with resistance to starvation [40] and spore viability [4] . The latter tradeoff relies on our assumption that cell/spore size is inversely correlated with the reproduction rate. A summary of the parameters and traits included in the model as well as their numerical values is provided in Table I. The two traits of a genotype are: α and c. α is the bet-hedging trait and gives the fraction of cells that aggregate upon starvation. The limits α = 0 and α = 1 capture the extremes where either all cells remain vegetative, or they all aggregate, respectively; intermediate values represent a continuum of bet-hedging strategies. c is the division rate when resources are abundant. Resources are consumed by feeding populations that grow according to Monod-like dynamics [41] x α,c = cR R + R 1/2
x α,c , (1)
where x α,c is the population size of each strain and R 1/2 is the abundance of resources at which the growth rate is half of its maximum c. As single cells only die due to starvation, we neglect the death term during the feeding phase. Once resources are completely consumed we assume that aggregation takes place instantaneously and the population splits into a fraction α of aggregators and a fraction 1 − α of non-aggregators ( Fig. 1B) . Within an aggregate only about 80% of the cells become reproductive spores. The other 20% die in the process of stalk formation. To include this stalk/spores differentiation and obtain the number of reproductive spores we multiply the fraction of aggregated cells by a factor s = 0.8. Then, the starvation phase starts and it ends with the arrival of the next pulse of resources after a starvation time, T st , has elapsed. Unlike previous studies that used either exponential [6] or uniform distributions with a fixed width [5] , we want to explore scenarios in which the mean value of the starvation times and the intensity of their fluctuations are independent of each other. Thus, we will take the starvation times to be distributed according to truncated normal distributions. The sequence determined by growth-aggregation-starvation is repeated indefinitely (Fig. 1A) . For simplicity, we will keep the initial size of the food pulses, R 0 , constant and encapsulate the entire ecological context in the starvation times such that worse environmental conditions are represented by longer starvation times. Therefore, the environmental quality decreases with increasing starvation times.
During the starvation phase there is no reproduction and only cellular death takes place; however, spores and vegetative cells show different behaviors. Dormant spores die at a very small constant rate , while vegetative cells follow a survival curve with a time-dependent death rate.
Experimental work on D. discoideum has demonstrated that vegetative non-aggregating cells resist the first hours after resources depletion by consuming their own organelles and cytoplasmic resources [42] . Therefore, bigger cells (here assumed to result from lower division rates) are more likely to survive during the first hours of starvation. To reflect these observations, we choose a family of survival curves given by
where β(c) is a linear function of the division rate that accounts for the cost of dividing faster.
Therefore, a genotype with division rate c has a specific value β(c) that determines its survival probability at short times. As higher values of β result in survival curves with a lower slope at short times, we choose the functional form β(c) such that: (i) β(c) > 1 for all c, to capture the fact that all the survivorship curves decay slowly during the cell autophagy period (short times after starvation); and (ii) β(c) is a decreasing function of the growth rate, to capture the tradeoff between cell size and the resistance to starvation [4] . Strains with a higher reproduction rate produce smaller cells that are less resistant to starvation. Their survivorship curves hence show a faster decay at short times ( Fig. 1B ) (see Table I for an explicit expression for β). T sur is the maximum lifetime of a vegetative cell and µ is the rate at which the death rate of a cell changes with time. Given these choices for the death of both populations, we can obtain the number of spores and vegetative cells at the end of the starvation period by evaluating the following expressions
x
After the starvation phase is over, a new pulse of food arrives. Then, surviving vegetative cells start feeding and reproducing instantaneously according to Eq. (1). Dormant spores however have to follow a complete germination process during which they continue to die at rate δ. Once germination is completed, which takes time τ , only a fraction ρ(c) of the spores are viable and become active cells. As smaller spores are less viable [4] , and we assume that cell/spore size is inversely correlated with the reproductive rate, ρ is a decreasing function of the reproduction rate.
For simplicity we fix a linear dependency between spore viability, ρ, and reproduction rate c (see Table I for an explicit expression, Fig. 1B ).
III. RESULTS AND DISCUSSION
A. One environmental scale: the emergence of bet-hedging
We first investigate how environmental fluctuations (stochasticity in the times between the onset of starvation and the appearance of the next food pulse) drive the emergence of bet-hedging strategies that are defined by intermediate values of α. Previous studies have explored this question using either an exponential [6] or a uniform distribution of fixed width [5] . Here we focus on truncated normal distributions to explore a different scenario, one in which the amplitude of the environmental variability (standard deviation of the distribution of starvation times, σ) is independent of the mean starvation time (Fig. 2D, A) . For a better comparison with the case in which the amplitude of the environmental variability and the mean starvation times are coupled, we also are allowed to evolve in some of the sections and the implementation of the tradeoffs explore the outcome of exponentially distributed starvation times. To isolate the effect of temporal disorder on the bet-hedging trait we fix the value of the division rate and the tradeoffs related to it: spore viability and vegetative cell resistance to starvation (Table I) . However, in Section III C we analyze the full model.
In the absence of seasonality, the temporal component has a single characteristic scale during the year, which is given by the mean starvation time λ T . If the environment is deterministic, starvation times are fixed and coincide with this mean value (red squares in Fig. 2A and Fig. 2B ; the red line in Fig. 2D shows the distribution of starvation times). In this case, consistent with previous findings [5, 6] , only pure strategies are selected for: α = 1 (only spores) if T st > T * and α = 0 (only vegetative cells) otherwise. The transition point, T * = 170 hours, is of the order of the maximum lifespan of vegetative cells. In the following we will refer to environments with a mean starvation time below T * as good environments and to those above this threshold as harsh environments. If the environment is stochastic (i.e. characterized by fluctuations in starvation times), then intermediate investments in spores are selected for, which represent bet-hedging strategies. We introduce these fluctuations by drawing the length of each starvation period from a distribution with mean λ T .
Two classes of distributions are investigated; (i) exponential distributions ( Fig. 2A, 2B) and (ii) a family of truncated normal distributions with different amplitudes (Fig. 2C, 2D ; A). The truncation of the distribution, with a cutoff at T st = 0, avoids unrealistic negative values for the starvation times. In addition, due to this cutoff, the mode of the distribution (i.e, the most frequent value for the starvation times) decreases when the standard deviation increases and the mean value is kept constant. Consistently with [5, 6] , we find that higher investments in spores are favored as the environments become harsher (i.e. are characterized by larger mean starvation times) ( Fig. 2A and 2C). For the truncated normal distribution, increasing the amplitude of the variation in the starvation times promotes the evolution of bet-hedging both in good and in harsh environments.
In harsh environments, however, bet-hedging requires higher amplitudes. Strategies with a higher investment in nonaggregators are riskier and more strongly affected by long starvation times than those with a higher investment in spores are affected by short starvation periods. Due to the truncation at T st = 0, the mode of the distribution approaches zero as its variance increases. This makes short starvation periods more frequent, which penalizes a pure strategy with α = 1. In fact, the exponential distribution can be seen as a limit case of a truncated normal distribution with a very high standard deviation (see orange line in Fig. 2D and the distribution in Fig. 2B ), which explains the higher impact of exponential variability on the winning strategy in harsh environments (black squares in Fig. 2A) .
B. Two environmental scales: the effect of seasonality on strain coexistence
Next we introduce seasonality in the model, so the environmental heterogeneity has two different temporal scales: (i) the mean starvation time within each season and (ii) the length of each season, which gives the transition rate between mean starvation times. We consider the simplest scenario: a combination of a wet and a dry season. Due to the stochasticity in the starvation times, the length of each season cannot be controlled, so we introduce two parameters, T wet and T dry , that provide a lower bound to the length of the seasons rather than their exact duration. In the implementation of the model, sequences of growth-starvation cycles occur within a season until its length is exceeded.
The horizontal bars in Fig. 3 provide an example of this. The seasons usually exceed T dry and T wet and the switch takes place at the end of the first starvation period after these values have been surpassed. This indicates the end of the season and the beginning of the next one. In the following, however, we will refer to T wet and T dry as the length of each of the seasons for simplicity.
We study the outcome of two possible scenarios: (i) a severe dry season that consists of a very large starvation period without nutrient replenishment ( Fig. 3A) and (ii) a milder dry season during which resources do replenish but are followed by starvation times that are, on average, larger than those of the wet season (λ dry > λ wet ) ( Fig. 3B ). 
Severe dry season: no resource replenishment
We first investigate the scenario in which resources do not come back to the system during the dry season; in this case, the length of the season is equal to the length of the sole starvation time.
The wet season however consists of several growth/starvation cycles with starvation times sorted either from a truncated normal distribution of mean value λ wet and standard deviation σ or from an exponential distribution of mean value λ wet . We will focus on the effect of dry season length and wet season starvation times; therefore, the parameters of interest are T dry and λ wet (and σ for truncated normal distributions), while λ dry = T dry and T wet = 1 year -T dry are determined by the length of the dry season. As before, these quantities provide a lower limit for the length of the seasons (T dry and T wet ). The distribution of starvation times over many years (Fig. 3A) has two components: (i) a Dirac delta distribution centered at λ dry = T dry for the dry season and (ii) a truncated normal distribution (respectively exponential) of mean value λ wet and standard deviation σ for the wet season.
As a general result the periodic occurrence of long starvation times pushes selection towards higher investment in spores, the higher the longer the dry season is (Fig. 4 ). This effect is, however, residual if the wet season covers at least 25% of the year (blue squares in Fig. 4 ). This result follows from the fact that sporadic long starvation times kill all vegetative cells and dramatically decrease the total population of spores, which favors strains with a higher value of α. When spores and non-aggregators constitute a bet-hedging strategy, this result implies that these catastrophic ecological periods promote the evolution of lower-risk strategies, represented by the production of more spores. However, coexistence of bet-hedging strategies is not possible since there is no reproduction during the dry season and thus a second strategy cannot evolve. It is interesting to note that even purely deterministic scenarios in which starvation times during the wet season are constant (σ = 0), allow the evolution of bet-hedging strategies (Fig. 4A ). This results from the alternation in the environmental conditions that reduces the fitness of pure strategies, making them suboptimal compared to a mixed investment in aggregators and non-aggregators. Finally, exponentially distributed starvation times have an impact in the winning strategy over a larger set of environments (Fig. 4B) , and when starvation times are drawn from a truncated normal, the set of environments dominated by bet-hedging strategies increases with the variance of the distributions, similarly to the case without seasonality (Fig. 4C,D) .
Milder dry season: slow food recovery
Here we study a less extreme ecological scenario in which pulses of resources also arrive during the dry season, albeit with a lower frequency (λ dry > λ wet ). Seasonality is now illustrated by a periodic switching between two distributions with different mean starvation times (Fig. 3B) . To simplify the analysis, we fix the length of the seasons and divide the year into 6 months of wet favorable conditions and 6 months of dry harsh environments. To reduce the dimensionality of the parameter space we also fix the mean starvation time in the wet season, λ wet = 50 hours, and assume that the intensity of the environmental fluctuations, σ, is the same during both seasons. Although a more realistic approach should account for differences in σ between seasons, this assumption reduces the dimensionality of the parameter space and the complexity of the analysis without qualitatively changing the results presented in this section. The number of parameters reduces thus to two: the mean starvation time in the dry season, λ dry , and the intensity of the fluctuations in both seasons, σ. We find that two strategies, a wet season and a dry season specialist, coexist if two conditions are met ( Fig. 5 ): (i) the starvation times during both seasons are sufficiently different such that there is no overlap between their distributions and two different niches are created within the year (temporal niche partitioning); (ii) each season allows for sufficient growthstarvation cycles for its specialist population to create a storage and survive when it becomes maladapted due to changes in the environment. These two requirements show that coexistence is driven by a temporal storage effect. The third requirement in [11, 24, 30] related to the covariance between interspecific competition and environmental changes, is also implicitly fulfilled: transitions in the seasons penalize the most abundant genotype, whose population starts declining; this reduces interspecific competition and allows the new season specialist to recover from a very low population size. As a result, there is a stable coexistence of two strategies, which oscillate with a period that depends on the length of the seasons (Fig. 5D ) [19] .
Temporal niche partitioning requires an upper bound in the intensity of the fluctuations. Environments with high variability result in wider distributions for the starvation times, which increases the overlap between the distributions of wet and dry season starvation times. This tends to eliminate the temporal niche partitioning and, as a consequence, coexistence is lost. Similarly, for a fixed level of environmental variability (i.e. width of the distributions of starvation times) more similar mean values also tend to increase the overlap between the distributions of seasonal starvation times and the range of reduce coexistence. Since we keep the mean starvation time of the wet season constant, this latter condition introduces a lower limit for the mean starvation time of the dry season in order for coexistence to be maintained. In addition, the requirement for several growth-starvation cycles excludes extremely high mean starvation times from the region of coexistence in the parameter space (Fig. 5A ).
Finally, we study how surviving strategies vary as the ecological variables (i.e. dry season mean starvation time and amplitude of the environmental variability) change. Due to the fixed length of the seasons, the number of growth-starvation cycles that they permit decreases as the mean starvation time increases. This implies a reduction in the number of generations and therefore in the evolutionary impact of a season on the winning strategy. For the case studied in Figure 5 ( Fig. 5B , dashed-line transect of Fig. 5A ), in which the length of both seasons is fixed to 6 months and the mean starvation time in the wet season is fixed to 50 hours, the number of generations within the dry season decreases as λ dry increases. Consequently, selection favors strategies with a lower investment in spores and coexistence is eventually lost in the limit of high λ dry , in which very few reproduction events take place during the dry season. This result should not be confused with the scenario tackled in Section III B 1, in which higher values of λ dry lead to investment in more spores. In that case, season length is determined by λ dry , with higher values of λ dry leading to larger dry seasons and shorter wet periods.
As far as the environmental variability is concerned, medium to higher values of σ force the loss of one of the strains (Fig. 5C , dashed-line transect of Fig. 5A ). In this case the temporal niche partitioning is lost due to the increased overlap between the wet and dry distributions, which increases the similarity of starvation times between seasons. Consequently, one of the evolving strategies has a sufficiently high fitness in all the periods of the year to outcompete specialist strategies. The winner always evolves from the former wet season specialist because most of the growth-starvation cycles occur in that part of the year, increasing the annual fitness of strains with a low investment in spores and amplifying the storage effect of the wet season winner over the dry season one.
Finally, if starvation times are drawn from exponential distributions there is no coexistence because the two distributions always have a large overlap. In this case, despite having different mean values in each season, most starvation periods are short throughout the year and an annual generalist bet-hedging strategy evolves.
C. Diversity promoted by additional life-history tradeoffs
Finally, we consider the full model, in which the division rate c (assumed to be inversely proportional to cell size) is an evolving trait that contributes to the fitness of each genotype and leads to two additional tradeoffs [4] : one between spore viability and division rate and another between starving cell survival and division rate. Smaller cells (higher division rates) are less resistant to starvation and produce spores with a lower viability (Fig. 1B) . In this complete framework a third strategy, an annual bet-hedger, can coexist with the two season specialist bet-hedging strategies.
This occurs when the dry season has a low mean starvation time and both seasons have low variability ( Fig. 6A-E differences between seasons are blurred by the effect of the fluctuations; then, the specialists are able to survive at higher population sizes during adverse periods and they outcompete any annual bet-hedgers. Eventually, as we already showed in Section III B 2, as the intensity of environmental fluctuations keeps increasing, the temporal niche partitioning is lost (the overlap between distributions in Fig. 3B increases) and a single strategy emerges that dominates all ecological scenarios.
In this full model in which the division rate changes across genotypes, the length of the growing phase, in addition to the number of growth-starvation cycles, plays an important role. It determines the payoff resulting from a higher division rate (i.e. the production of more but smaller progeny) and whether this is sufficient to overcome the cost of those progeny becoming less viable spores and less likely to survive vegetative cells. The time between the arrival of the food pulse and its complete depletion is determined by the total population size and its genotypic composition, which defines the strength of the competition for resources. At low population sizes the competition for resources is lower and the growth periods larger. This favors higher reproduction rates since they result in more offspring that compensate for the higher cost of reduced cell/spore size. However, as the total population size increases, the growth phases become shorter. Then, strains with a higher division rate do not have time to create a sufficiently large number of progeny; in that case, selection favors genotypes that reproduce more slowly but make larger cells/spores, which have an increased survival/viability. Following this rationale, we can explain the behavior of the optimal division rate in Figures 6C and 6E . At the end of the wet season the total population size is large, so the annual bet-hedger, which has the smaller reproduction rate, is favored. Then, as the wet-seasons specialist declines, the feeding periods become longer and the dry season specialist, with a higher reproduction rate, starts outcompeting the annual bet-hedger. Due to the transient dynamics in each season, annual bet-hedgers show oscillations with a frequency that is approximately twice the frequency of the oscillation in the season-specialist populations (inset of Fig. 6F ). Finally, the optimal investment in spores ( Fig. 6B and 6D) behaves as in the simpler case where division rate is fixed, and it can be explained using the same arguments introduced in Section III B 2.
IV. CONCLUSIONS
We investigate theoretically the scenarios under which temporal heterogeneity, here captured through the existence of a wet and dry season, drives the coexistence of competing bet-hedging strategies in microbial populations. We further explore the interplay between coexistence and the number of life history traits and tradeoffs. Our main focus is on the cellular slime mold D.
discoideum, which has recently been proposed as an example of bet-hedging in microbes [5, 6, 37] and which shows a vast genetic diversity in nature [3] . However, the model can be easily extended to other microbes and the results are likely general.
The evolution of bet-hedging strategies is driven by environmental stochasticity for various sources of fluctuations, such as exponential [6] , uniform [5] and, as studied here, truncated normal distributions. For the latter the effect of the mean value and the amplitude of the fluctuations can be studied separately and we showed that more intense fluctuations select for strategies with a higher investment in spores. However, we pose the more general question: what is the minimal set of conditions under which a single strategy is not able to average (hedge its bets) over the different environmental contexts and is replaced, via temporal niche partitioning and a temporal storage effect, by coexisting season specialists? We investigate two different patterns of seasonality determined by the behavior of the dry season. First we studied a severe dry season, represented by a single starvation period that that spans the entire season. In this scenario, since reproduction only takes place in the presence of food, wet seasons permit many more generations than dry seasons, which only act as catastrophic perturbations that favor selection for higher investment in spores (lower-risk strategies). This result is consistent with previous studies in annual plants that showed how catastrophic years favor the evolution of lower risk germination strategies [25] .
Second, we studied a milder dry season that allows for growth cycles, albeit fewer than the wet one. We showed that this can drive the evolution of season-specialist bet-hedging strategies that stably coexist via a temporal storage effect [11, 24, 30] . Two conditions have to be fulfilled: (i) no overlapping between the seasonal distributions of starvation times to ensure temporal niche partitioning and (ii) numerous growth-starvation cycles occurring within each season to create a storage of each strain and guarantee its survival under adverse conditions. The constraints in the overlap between the distributions of starvation times imposed by the first condition, do not allow to get coexistence driven by exponentially distributed starvation times.
Finally, an extended model that considers additional genotypic traits under selection and multiple tradeoffs mediated by these traits makes possible the coexistence of more than two strains. This is consistent with existing results that emphasize the importance of tradeoffs in establishing species coexistence [11, 32, 35, 43, 44] . The additional trait we consider for D. discoideum is the division rate, which yields tradeoffs between cell size and spore viability and vegetative cell resistance to starvation [4] . In addition to the dry and the wet season specialists, a third annual bet-hedging strain is able to persist by growing at the beginning of each season, when interspecific competition is low and under conditions that prevent either of the specialists from completely outcompeting it by the end of the season. This is consistent with previous studies in annual plants, where a tradeoff between seed survivorship and seed yield was shown to increase the set of environments where coexistence is possible [25] . However, we extend these existing results and show that not only the number of environments can increase, but also the number of coexisting species.
Our results highlight the importance of ecological variables along with multiple fitness components and tradeoffs among them in explaining long-term strain coexistence in D. discoideum.
However, the well-mixed approach we used here neglects the effect of spatial degrees of freedom that may also play an important role [6, 12, [45] [46] [47] [48] . Exploring whether a combination of temporal and spatial heterogeneity expands the set of ecological scenarios in which coexistence may be found as well as the number of coexisting species arises as a natural extension of this work. Our framework also omits the existence of cell-to-cell interactions that occur during aggregation and fruiting body development; including these could modify the investment in spores in mixed populations as compared to clonal scenarios [49] and should be investigated in future work. In addition, diversity in the dietary preferences also needs to be studied further as a potential promoter of coexistence [50] . Finally, diversifying the sources of ecological uncertainty between the starving (mean starvation times) and the growing phase (amount and quality of the resources) would provide a more complete picture of the ecological forces that drive the coexistence of bet-hedging strategies.
use an approximation to the error function given by [51] Err(x) =
where f (x) = 1 (1+p|x|) with p = 0.32759. The values of the cofficients are a 1 = 0.254829, a 2 = −0.284496, a 3 = 1.421413, a 4 = −1.453152, a 5 = 1.061405.
Appendix B: Simulation of the truncated normal distribution
We use two methods to simulate the truncated distribution:
1. If µ ≥ 0 we sort random numbers following the parental normal distribution. They are rejected whenever they are negative and a new number is sorted until getting a positive value.
2. If µ < 0 the previous method may be extremely inefficient as the number of rejections increases with decreasing µ. In this case we use an acceptance-rejection method [52] . The basic idea is to find an alternative probability distribution G such that we already have an efficient algorithm for generating random numbers and that its density function g(t) is similar to the truncated normal distribution, ψ(µ, σ, a, b; t). The steps of the algorithm are:
(a) Generate a random number U 1 distributed as G.
(b) Generate a random number U 2 from a uniform distribution in the interval [0, 1].
(c) If:
then accept U 1 ; otherwise go back to 1 and generate a new number.
Therefore, in order to minimize the number of rejections, the ratio ψ(µ, σ, a, b; t)/g(t) has to be lower but as close as possible to 1 for all t. We work with g(t) = 1.3N (µ, σ; 0) exp(−0.01t) which approximates the tail of the parental normal distributions N (µ, σ; t) when µ << 0 and gives a high percentage of acceptances.
