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On Komlo´s’ tiling theorem in random graphs
Rajko Nenadov ∗ Nemanja Sˇkoric´ †
Abstract
Conlon, Gowers, Samotij, and Schacht showed that for a given graph H and a constant γ > 0,
there exists C > 0 such that if p ≥ Cn−1/m2(H) then asymptotically almost surely every spanning
subgraph G of the random graph G(n, p) with minimum degree at least
δ(G) ≥
(
1− 1
χcr(H)
+ γ
)
np
contains an H-packing that covers all but at most γn vertices. Here, χcr(H) denotes the critical
chromatic threshold, a parameter introduced by Komlo´s. We show that this theorem can be
bootstraped to obtain an H-packing covering all but at most γ(C/p)m2(H) vertices, which is
strictly smaller when p > Cn−1/m2(H). In the case where H = K3 this answers the question of
Balogh, Lee, and Samotij. Furthermore, we give an upper bound on the size of an H-packing for
certain ranges of p.
1 Introduction
Given graphs G and H, a family of vertex-disjoint copies of H in G is called an H-packing. This
generalises the notion of matchings from edges (H = K2) to arbitrary graphs. The study of sufficient
degree conditions on G which enforce the existence of a perfect H-packing (anH-packing which covers
all vertices of G), usually referred to as an H-factor, dates back to the seminal work of Corra´di and
Hajnal [8] and Hajnal and Szemere´di [10]. In particular, they showed that every graph with n = ℓk
vertices and minimum degree at least (ℓ−1)n/ℓ contains an Kℓ-factor. Such bound on the minimum
degree is easily seen to be the best possible.
Progress towards generalising this result to an arbitrary graph H was made in [3, 4, 17]. The
approximate result was obtained by Komlo´s [16], where he determined the best possible bound on
the minimum degree which enforces an H-factor covering all but at most o(n) vertices. In particular,
he showed that the main parameter which governs the existence of such a packing is the so-called
chromatic threshold χcr(H), defined as
(χ(H)− 1)v(H)
v(H)− σ(H) ,
where σ(H) denotes the minimum size of the smallest colour class in a colouring of H with χ(H)
colours.
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Theorem 1.1 (Tiling theorem [16]). For every graph H and a constant γ > 0 there exists n0 ∈ N
such that if G is a graph with n ≥ n0 vertices and
δ(G) ≥
(
1− 1
χcr(H)
)
n,
then G contains an H-packing which covers all but at most γn vertices.
Theorem 1.1 was further strengthened by Shokoufandeh and Zhao [21] and the problem was fully
solved only recently by Ku¨hn and Osthus [19]. We refer the reader to [18, 19] for a detailed survey
on the history of the problem and results not mentioned here.
1.1 Packing theorems in random graphs
In this paper we are interested in up to which degree the stated theorems hold in random graphs.
In particular, we consider the binomial random graph model G(n, p). The obvious question is for
which p does G(n, p) a.a.s 1 contain a perfect H-packing. The case where H = K2 was already
proven by Erdo˝s and Renyi [9] and the general case was fully resolved by Johansson, Kahn, and
Vu [12]. Once this is settled, in the spirit of previously mentioned results it is natural to study
whether subgraphs of random graphs with sufficiently large minimum degree contain a perfect (or
almost-perfect) H-packing.
It turns out that, once we have the right tools, the bound on the minimum degree analogue to
the one in Komlo´s’ tiling theorem (Theorem 1.1) transfers to random graphs in a ‘straightforward’
way. The right tools turn out to be the sparse version of Szemere´di’s regularity lemma observed by
Kohayakava [14] and Ro¨dl (unpublished) together with the KLR Conjecture, first stated in [15] and
proven much later by by Balogh, Morris, and Samotij [6] and, independently, Saxton and Thomason
[20]. Somewhat different version was obtained by Conlon, Gowers, Schacht, and Samotij [7] and in
the same paper the authors gave the following theorem as an application. They only stated it for
H = Kℓ and remarked that the same proof works for any H.
Theorem 1.2. For any graph H which contains a cycle and a constant γ > 0, there exist constants
b, C > 0 such that if p ≥ Cn−1/m2(H), where
m2(H) = max
{
e(H ′)− 1
v(H ′)− 2 : H
′ ⊆ H and v(H ′) ≥ 3
}
,
then with probability at least 1 − e−bn2p the random graph Γ ∼ G(n, p) has the property that every
spanning subgraph G ⊆ Γ with minimum degree
δ(G) ≥
(
1− 1
χcr(H)
+ γ
)
np
contains an H-packing which covers all but at most γn vertices.
It is known that for p≪ n−1/m2(H) a.a.s there exists a spanning graph G ⊆ G(n, p) with δ(G) =
(1 − o(1))np which does not contain a copy of H. Therefore, the bound on p in Theorem 1.2 is
the best possible even if we only want to cover a linear fraction of all the vertices. Moreover, the
1Asymptotically almost surely, i.e. with probability going to 1 as n → ∞.
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constructions which show the optimality of δ(G) in Theorem 1.1 also show that by reducing the
constant factor in the minimum degree to 1 − 1/χcr(H) − ε one cannot hope to cover more than
(1− ε)n vertices and thus the leftover can not be an arbitrarily small linear fraction.
Getting rid of the linear leftover in Theorem 1.2 seems to be a difficult task. Huang, Lee, and
Sudakov [11] showed that for constant p and minimum degree at least (1−χ(H) + γ)np one obtains
a.a.s. a perfect H-packing if H contains a vertex which does not belong to K3, and otherwise
there exists an H-packing covering all but at most O(p−2) vertices. Moreover, they showed that
the bound on the number of leftover vertices in the latter case is optimal up to the constant factor.
Significantly improving the bound on p, Balogh, Lee, and Samotij [5] showed that for a constant
γ > 0 and p ≥ (C log n/n)1/2 a.a.s every spanning subgraph G ⊆ G(n, p) with minimum degree
δ(G) ≥ (1/2+γ)np contains a K3-packing which covers all but at most O(p−2) vertices. The authors
further suggested that the
√
log n factor in the bound on p is not needed, which we confirm in
Theorem 1.3. Recently, Allen, Bo¨ttcher, Ehrenmu¨ller, and Taraz [1], relying on a sparse version of
the blow-up lemma, announced that the result of Huang et al. holds for p ≥ (C log n/n)1/∆, where
∆ is the maximum degree of a given graph H.
1.2 Our contribution
We give a short proof of the theorem which replaces γn in Theorem 1.2 by γ(C/p)m2(H), which is
clearly better for all p > Cn−1/m2(H). The proof is based on simple bootstraping of Theorem 1.2,
which might be of independent interest.
Theorem 1.3. For any graph H which contains a cycle and a constant γ > 0, there exists C > 0
such that if Cn−1/m2(H) ≤ p ≤ (log n)−1/(m2(H)−1) then Γ ∼ G(n, p) a.a.s has the property that every
spanning subgraph G ⊆ Γ with
δ(G) ≥
(
1− 1
χcr(H)
+ γ
)
np
contains an H-packing which covers all but at most γ(C/p)m2(H) vertices.
Let us briefly compare our result to that of Allen et al. [1]. On the one hand, for large values of
p our theorem gives weaker bound on the size of the largest H-packing whenever m2(H) > 2 or H
contains a vertex which does not belong to K3. This difference is the most drastic in the case where
H is a bipartite graph, in which case the result of Allen et al. implies the existence of a perfect
H-packing. On the other hand, our theorem is stronger in the sense that it applies for the whole
range of p for which the problem is sensible. The result of Allen et al. requires p ≥ (log n/n)1/∆ and
it is easy to check that for all connected graphs H which contain a cycle, other than H = K3, we
have m2(H) < ∆. In particular, this leaves a gap in the covered range of p for all such graphs.
As a corollary we answer the question of Balogh et al. in the special case where H = K3. As
already mentioned, the following result is optimal with respect to all parameters, except for the
technical upper bound on p.
Corollary 1.4. Given a constant γ > 0, there exists C > 0 such that if Cn−1/2 ≤ p ≤ (log n)−1
then Γ ∼ G(n, p) a.a.s has the property that every spanning subgraph G ⊆ Γ with δ(G) ≥ (2/3+ γ)np
contains a K3-packing which covers all but at most γ(C/p)
2 vertices.
The paper is organised as follows. In the next section we give the proof of Theorem 1.3. In
Section 3 we discuss bounds on the number of leftover vertices in different ranges of p. In particular,
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the obtained bounds suggest that Theorem 1.3 can be improved in many cases. Finally, some further
research directions and open problems are discussed in Section 4.
Notation. Given a graph G = (V,E), we denote with v(G) and e(G) the size of its vertex and edge
set, respectively. For a subset S ⊆ V we use the standard notation G[S] to denote the subgraph of G
induced by S, i.e. the graph with the vertex set S consisting of the edges of G with both endpoints in
S. A partition of a set is a family of pairwise disjoint subsets which cover the whole set. Whenever
the use of floors and ceilings is not crucial it will be omitted.
2 Proof of Theorem 1.3
The proof of Theorem 1.3 is based on iterated application of the following corollary of Theorem 1.2.
Lemma 2.1. For any graph H which contains a cycle and a constant γ > 0, there exists C > 0
such that if Cn−1/m2(H) ≤ p ≤ (log n)−1/(m2(H)−1) then Γ ∼ G(n, p) a.a.s has the property that every
subgraph G ⊆ Γ with v(G) ≥ (C/p)m2(H) and minimum degree δ(G) ≥ (1− 1χcr(H) +γ)v(G)p contains
an H-packing which covers all but at most γv(G) vertices.
Proof. Let C and b be constants given by Theorem 1.2 applied with H and γ. We may assume
that C > 2/b. We show that for every subset S ⊆ V (Γ) of size |S| = s ≥ (C/p)m2(H), the induced
subgraph Γ[S] has the property that every spanning subgraph G ⊆ Γ[S] with minimum degree
δ(G) ≥ (1 − 1/χcr(H) + γ)sp contains an H-packing which covers all but at most γs vertices. This
clearly implies the lemma.
From s ≥ (C/p)m2(H) we have p ≥ Cs−1/m2(H), thus by Theorem 1.2 the induced subgraph
Γ[S] ∼ G(s, p) has the desired property with probability at least 1− e−bs2p. From the upper bound
on p we further get
s ≥ (C/p)m2(H) ≥ Cp−1p−m2(H)+1 ≥ Cp−1 log n.
Therefore, Γ[S] has the described property with probability at least 1− n−2s, which is good enough
to handle a union-bound over all possible sets S.
Having Lemma 2.1 at hand we describe our proof strategy. First, we partition the vertex set of
G into subsets V1∪˙ . . . ∪˙Vq of gradually decreasing size, with Vq = Θ(p−m2(H)) being large enough
to satisfy the requirement of Lemma 2.1. By doing this at random we make sure that every vertex
has ‘good’ degree into every such subset. Now apply Lemma 2.1 on the largest subset V1 to cover
all but at most γ|V1| vertices, denoted by U1. Even though the subgraph G[U1] might be empty, we
know that every vertex in U1 ∪ V2 has good degree into V2. Crucially, if U1 is much smaller than
V2, the second largest subset, then the number of neighbours of each v ∈ U1 ∪ V2 relative to the
size of U1 ∪ V2 is negligibly smaller than relative to the size of V2. Since the latter is sufficiently
large, by carefully choosing the constants we obtain the required minimum degree of G[U1 ∪ V2] in
order to apply Lemma 2.1. This way we obtain an H-packing of G[U ∪ V2] which covers all but at
most γ(|U1| + |V2|) ≤ 2γ|V2| vertices, denoted by U2, and recall that all the vertices in V1 \ U are
already covered. Now we repeat the same on the subgraph G[U2 ∪ V3] to obtain an H-packing of
G[V1 ∪ V2 ∪ V3] which covers all but at most 2γ|V3| vertices, and so on until we cover all but at most
2γ|Vq| vertices in G. We now make this precise.
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Proof of Theorem 1.3. Let C be a constant given by Lemma 2.1 applied with H and γ/20 (as γ).
We show that if Γ ∼ G(n, p) satisfies the property of Lemma 2.1 with these parameters then every
spanning subgraph G ⊆ Γ with the required minimum degree contains an H-packing which covers
all but at most γ(C/p)m2(H) vertices. Since the previous happens a.a.s for p as stated, this proves
the theorem. For the rest of the proof we let G ⊆ Γ be an arbitrary spanning subgraph with
δ(G) ≥ (1− 1/χcr(H) + γ)np.
Let q ∈ N be the largest integer such that n/2q−1 > ⌈(C/p)m2(H)⌉ and consider a random partition
of V (G) into subsets V1, . . . , Vq with |Vi| = ⌊n/2i⌋ for i ∈ {1, . . . , q − 1}. Observe that
|Vq| = n−
∑
i<q
⌊n/2i⌋ ≥ n− n
∑
i<q
2−i = n/2q−1,
and similarly |Vq| ≤ n/2q−1 + q. Therefore, from p ≤ (log n)−1/(m2(H)−1) we obtain
|Vi| ≥ n/2q−1 − 1 ≥ (C/p)m2(H) ≥ Cp−1 log n (1)
for every i ∈ [q]. The expected number of neighbours of each vertex v ∈ V (G) in Vi is at least
(1−1/χcr(H)+γ)|Vi|p, thus it follows from the Chernoff’s inequality for hypergeometric distributions
that
Pr
[
degG(v, Vi) ≤
(
1− 1
χcr(H)
+ γ/2
)
|Vi|p
]
= e−Ω(|Vi|p)
(1)
< 1/n2.
(In the last inequality we assumed C is sufficiently large.) A simple application of a union-bound
shows that there exists a partition V (G) = V1 ∪ . . .∪Vq with sizes as stated above such that for each
v ∈ V (G) and each Vi we have
degG(v, Vi) ≥
(
1− 1
χcr(H)
+ γ/2
)
|Vi|p. (2)
Our plan is to inductively find an H-packing of G[V1 ∪ . . .∪Vi] for 1 ≤ i ≤ q which covers all but
at most γ|Vi|/10 vertices. Calculation similar to the one in (1) shows that
|Vq| ≤ n/2q−1 + q ≤ 2(C/p)m2(H) + log n ≤ 3(C/p)m2(H),
where in the second inequality we used the maximality of q and an implicit assumption that n
is sufficiently large. Therefore, such an H-packing for i = q covers all but at most γ|Vq|/10 ≤
γ(C/p)m2(H) vertices of G which proves the theorem.
For i = 1 we get the desired packing by simply applying Lemma 2.1 on G[V1]. This is indeed
possible since |V1| ≥ (C/p)m2(H) (see (1)) and the minimum degree holds by (2). Note that we obtain
slightly larger packing than needed (i.e. we cover all but at most γ|V1|/20 vertices).
Next, let us suppose that there exists such an H-packing for some i < q and let U ⊆ V1 ∪ . . .∪Vi
denote the subset of vertices which are not covered. Then |U | ≤ γ|Vi|/10 ≤ γ|Vi+1|/4, and for every
vertex v ∈ V (G) we have
degG(v, U ∪ Vi+1) ≥ degG(v, Vi+1)
(2)
≥
(
1− 1
χcr(H)
+ γ/2
)
|Vi+1|p
≥
(
1− 1
χcr(H)
+ γ/2
) |U |+ |Vi+1|
1 + γ/4
p ≥
(
1− 1
χcr(H)
+ γ/4
)
|U ∪ Vi+1|p.
5
In particular, this implies
δ(G[U ∪ Vi+1]) ≥
(
1− 1
χcr(H)
+ γ/4
)
|U ∪ Vi+1|p,
and, as |Vi+1| ≥ (C/p)m2(H) (see (1)), we can apply Lemma 2.1 to obtain an H-packing of G[U∪Vi+1]
which covers all but at most γ|U ∪Vi+1|/20 ≤ γ|Vi+1|/10 vertices. Since all vertices in
⋃
j≤i Vj \U are
already covered by the packing obtained for i, this gives the desiredH-packing ofG[V1∪. . .∪Vi+1].
3 A lower bound on the number of leftover vertices
The bound on the number of leftover vertices in Theorem 1.3 asymptotically matches the lower
bound obtained by Balogh et al. [11] in the case of triangles. As we will see shortly, the situation is
quite different for arbitrary graphs. In this section we obtain a general lower bound on the number
of leftover vertices for an arbitrary graph H and compare it with the result from Theorem 1.3.
We make use of a concentration inequality by Kim and Vu [13], slightly rephrased for our par-
ticular application.
Theorem 3.1 (Kim-Vu Polynomial Concentration). Let H = (V (H), E(H)) be a k-uniform hy-
pergraph on n vertices and let {ti : i ∈ V (H)} be a set of mutually independent Bernoulli random
variables with E[ti] = p. For a subset of vertices S ⊆ V (H) let us denote
YS =
∑
e∈E(H)
S⊆e
∏
i∈e
ti
and for i ∈ {0, 1 . . . , k} we set Ei = maxS⊆V (H),|S|=iE[YS ]. Furthermore, let E′ = maxi≥1Ei and
EH = maxi≥0Ei. Then for any λ > 1 it holds
Pr[|Y∅ − E0| > ak
√
E′EHλ
k] < dke
−λnk−1,
where ak = 8
k(k!)1/2 and dk = 2e
2.
The following lemma states the main result of the section. The lemma is formulated for a general
graph H which contains a cycle and afterwards we give two corollaries for the case of cliques and
cycles.
Lemma 3.2. For any graph H which contains a cycle and a constant ε > 0, there exists c > 0 such
that if
n−1/m2(H) ≤ p ≤ c2(log n)−
2e(H)
e(H)−2n
−
v(H)−3
e(H)−2
then Γ ∼ G(n, p) a.a.s. contains a spanning subgraph G ⊆ Γ with δ(G) ≥ (1− ε)np such that at least
c/(nv(H)−3pe(H)−1) vertices are not contained in a copy of H in G.
Proof. Let c be a sufficiently small constant and in particular such that c ≤ (2e(H)v(H))−2e(H) .
Consider a subset X ⊆ V (Γ) of size c/(nv(H)−3pe(H)−1) and let w ∈ V (Γ) be an arbitrary vertex
from Γ. For a subset of edges S ⊆ E(Γ) let XwS denote the family of copies of H in Γ which contain
vertex w, intersect the set X\w on at least one vertex and and contain all edges from S. In particular,
we denote Xw := XwS , when S is an empty set.
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We define an e(H)-uniform hypergraph H on the vertex set E(Kn), where a set of vertices in
form a hyperedge if the corresponding edges from Γ induce a copy from Xw. Let YS, Ei, E
′ and EH
be as in Theorem 3.1 applied to H with e(H) (as k) and (n2) (as n). Note that YS is nothing more
than the number of copies of H in Xw which contain a fixed subset of edges S ⊆ E(Γ). In particular,
Y∅ = |Xw| and E0 = E[|Xw|]. Simple calculation shows
E0 = (1 + o(1))|Xw |
(
n
v(H) − 2
)
pe(H) ≥ |Xw|nv(H)−2pe(H)(v(H))−v(H).
Let us now estimate Ei for i ≥ 1. Since any subgraph of H with i edges contains at least i−1m2(H) + 2
vertices (follows from the definition ofm2(H)) we have Ei ≤ nv(H)−
i−1
m2(H)
−2
pe(H)−i. As p ≥ n−1/m2(H)
we have that the right hand side of the previous inequality is a non-increasing function in i and thus
E′ := max
i∈{1,...,e(H)}
Ei ≤ nv(H)−2pe(H)−1.
Note that from the upper bound on p we have
|Xw|p = c
nv(H)−3pe(H)−2
≥ log
2e(H) n
c2e(H)−3
≥ c−3 log2e(H) n,
where we used the fact that H contains a cycle and therefore has at least three edges. From the
upper bound on c we further get
E0√
E0E′
≥
√
|Xw|p(v(H))−v(H) ≥
√
c−3(log n)2e(H)(v(H))−v(H) ≥ (2e(H) log n)e(H). (3)
From Kim-Vu Polynomial Concentration Theorem, together with the fact E0 ≥ EH ≥ E′ and (3),
we obtain a constant C > 0 such that
Pr[|Xw| ≥ CE[|Xw|] ≤ e−2 logn.
Taking a union-bound over all vertices, this implies that a.a.s for every vertex w ∈ V (Γ) the number
of copies of H which contain w and intersect Xw \ w is at most C|Xw|nv(H)−2pe(H). Recall that
|Xw| = c/(nv(H)−3pe(H)−1), thus by setting c := min{ε/C, (2e(H)v(H))−2e(H)} we have that |Xw| is
at most εnp for each vertex w ∈ V (Γ).
Finally, we obtain the graph G ⊆ Γ (initially set G := Γ) by iterating the following procedure
until there remains no copy of H in G which intersects X: Let H ′ be a copy of H which intersects
X and let {v,w} ∈ E(H ′) be an edge such that H ′ ∈ Xv ∩Xw. Delete edge {v,w} from G. Such
edge must exist for the following reason. If H ′ intersects X on more than one vertex then it is easy
to see that any edge would do. In the case when H ′ intersects X on exactly one vertex, then since H
contains a cycle there must exist an edge which is disjoint from X and this edge satisfies the desired
property.
The procedure clearly stops and we just need to show that the remaining graph has the desired
minimal degree. Let v be a vertex and e an arbitrary deleted edge incident to v. Since e was originally
contained in an H-copy from Xv, from the fact that |Xv | ≤ εnp we conclude that at most εnp such
edges incident to v are deleted. This finishes the proof.
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We state some corollaries of Lemma 3.2. In the following corollary, which follows directly from
Lemma 3.2, we use Ct to denote a cycle on t vertices.
Corollary 3.3 (Cycles). Given an integer t ≥ 3 and a constant ε > 0, there exists a positive constant
c > 0 such that if
n−1/m2(Ct) ≤ p ≤ c2 log−2t/(t−2) n− t−3t−2
then G(n, p) a.a.s. contains a spanning subgraph of minimum degree at least (1 − ε)np such that at
least
c/(nt−3pt−1)
vertices are not contained in Ct.
When t = 4 the upper bound on p in the previous corollary is n−1/2 log−4 n. On the other hand,
Allen et. al [1] showed that if p≫ (log n/n)1/2 then every subgraph of G(n, p) with minimum degree
at least (1/2 + o(1))np contains a C4-packing which covers all the vertices (assuming the divisibility
constraint). In the remaining regime of p, Theorem 1.3 gives a C4-packing which covers all but at
most O(p−m2(C4)) = O(p−3/2) vertices, whereas Corollary 3.3 shows that no C4-packing can have
a leftover smaller than Ω(1/(np3)). In particular, this leaves a gap when n−2/3 ≤ p ≤ n−1/2. For
cycles of bigger length the result from [1] still applies only for p≫ (log n/n)−1/2 while the bound on
p in Corollary 3.3 becomes smaller.
Next claim is corollary of Lemma 3.2 applied to the case of complete graphs.
Corollary 3.4 (Complete graphs). Given an integer t ≥ 3 and a constant ε > 0, there exists c > 0
such that if
n−1/m2(Kt) ≤ p≪ 1
then G(n, p) a.a.s. contains a spanning subgraph of minumum degree at least (1− ε)np such that at
least
max
ℓ∈{3,...,t}
{c/(nℓ−3pℓ(ℓ−1)/2−1)}
vertices are not contained in a copy of Kt.
Proof. Let us for simplicity denote m(t) := maxℓ∈{3,...,t}{1/(nℓ−3pℓ(ℓ−1)/2−1)}. We prove the claim
by induction on t. For the base of induction, i.e. t = 3, the claim follows directly from the result of
Balogh et. al. [5] (c.f. Proposition 4.6) in the case when p ≥ Cn−1/m2(K3), for some large enough
constant C, and by Lemma 3.2 when n−m2(K3) ≤ p ≤ Cn−1/m2(K3). Let us now assume that the
corollary holds for all t′ < t and t ≥ 4. Note that
1
nt−3pt(t−1)/2−1
≤ 1
p2
when pt(t−1)/2−3nt−3 ≥ 1. However, this conditions is true when p ≥ n−1/m2(Kt+1) since
t(t− 1)/2 − 3
t− 3 =
t2 − t− 6
2(t− 3) =
(t+ 2)(t− 3)
2(t− 3) =
(t+ 2)(t− 1)
2(t− 1) =
(t+ 1)t− 2
2(t− 1) = m2(Kt+1).
This implies m(t−1) = m(t), when p ≥ n−1/m2(Kt+1). Therefore, by induction hypothesis there exist
a constant c > 0 such that G(n, p) a.a.s contains a spanning subgraph with minimum degree at least
(1−ε)np such that at least c ·m(t) vertices are not contained in a copy of Kt−1 and, consequently, in
a copy of Kt. On other hand, if n
−1/m2(Kt) ≤ p ≤ n−1/m2(Kt+1) then we can use Lemma 3.2 applied
to H = Kt to obtain the result, since
e(Kt)−2
v(Kt)−3
> m2(Kt+1).
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Recall that the bound of Balogh et al. [5] implies that for any ε > 0 and t ≥ 4 there exists
a constant C such that if p ≥ Cn−m2(Kt) then G(n, p) a.a.s contains a spanning subgraph with
minimum degree (1 − ε)np such that Ω(p−2) vertices do not belong to a copy of Kt. The corollary
above guarantees a larger set of ‘isolated’ vertices in the certain range of p. For example, in the case
of K4 and p in the interval n
−m2(K4) ≤ p ≪ n−1/3 we obtain a spanning subgraph which contains
c/(np5) ≫ 1/p2 vertices that are not contained in a copy of K4. On the other hand, Theorem 1.3
gives the existence of an H-packing which covers all but at most O(p−m2(K4)) = O(p−5/2) vertices.
A simple calculations shows that this leaves the gap in such range of p. In the case of larger complete
graphs the situation becomes even less clear.
4 Concluding remarks
Using a simple bootstrapping approach, we showed that if p ≥ Cn−1/m2(H) then G(n, p) a.a.s has
the property that every spanning subgraph with the minimum degree at least (1− 1/χcr(H) + γ)np
contains an H-packing which covers all but at most O(p−m2(H)) vertices. As observed in [5] this is
the best one can hope for in the case where H = K3, since G(n, p) contains a spanning subgraph
with minimum degree (1− o(1))np and a set of Ω(p−m2(K3)) vertices which do not belong to a copy
of K3. This leads to the following question.
Question 1. Let t ≥ 3 be an integer, and suppose p ≫ n−1/m2(Kt) and t | n. Is it true that
Γ ∼ G(n, p) a.a.s has the property that every spanning subgraph G ⊆ Γ such that
• the minimum degree of G is at least (1− 1/t+ o(1))np, and
• every vertex is contained in εnt−1p(t2) copies of Kt
contains a Kt-factor?
Our result from Corollary 3.3 shows that for the case of C4 some leftover is unavoidable when
n−1/2−o(1), while the result of Allen et al. shows that the minimum degree is indeed sufficient for the
existence of a C4-factor when p≫ n−1/2. However, for t ≥ 5 their result has the same lower bound
on p, while Corollary 3.3 shows that the leftover is unavoidable only when p ≤ n−(t−3)/(t−2)−o(1) . It
is therefore tempting to conjecture that already p ≥ n−(t−3)/(t−2) is enough for the existence of a
C5-factor. The proof in [1] relies on a general blow-up lemma [2] in which the bound on p heavily
depends on the maximum degree of the graph we wish to embed. Proving a better bound on p for
such a lemma seems difficult, however, it is plausible that a version tailored for packings of small
cycles might be easier to obtain. Having said this we ask the following question.
Question 2. Let t ≥ 5 be an integer, and suppose p ≫ n−(t−3)/(t−2) and t | n. Is it true that
Γ ∼ G(n, p) a.a.s has the property that every spanning subgraph G ⊆ Γ, such that the minimum
degree of G is at least (1− 1/χ(Ct) + o(1))np, contains a Ct-factor?
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