Conventionally, evaluation of a new drug, , is done in three phases. Phase I is based on toxicity to determine a "maximum tolerable dose" (MTD) of , phase II is conducted to decide whether at the MTD is promising in terms of response probability, and if so a large randomized phase III trial is conducted to compare to a control treatment, , usually based on survival time or progression free survival time. It is widely recognized that this paradigm has many flaws. A recent approach combines the first two phases by conducting a phase I-II trial, which chooses an optimal dose based on both efficacy and toxicity, and evaluation of at the selected optimal phase I-II dose then is done in a phase III trial. This paper proposes a new design paradigm, motivated by the possibility that the optimal phase I-II dose may not maximize mean survival time with . We propose a hybridized design, which we call phase I-II/III, that combines phase I-II and phase III by allowing the chosen optimal phase I-II dose of to be re-optimized based on survival time data from phase I-II patients and the first portion of phase III. The phase I-II/III design uses adaptive randomization in phase I-II, and relies on a mixture model for the survival time distribution as a function of efficacy, toxicity, and dose. A simulation study is presented to evaluate the phase I-II/III design and compare it to the usual approach that does not re-optimize the dose of in phase III.
INTRODUCTION
After a new treatment agent, , is identified in pre-clinical studies, conventional clinical drug development and evaluation is carried out in three phases (Cancer.org, 2018) . In phase I, the aim is to identify a dose, called the "maximum tolerable dose" (MTD), having acceptable toxicity probability. Phase I trials typically are small, with a wide variety of designs, including the 3+3 algorithm (Storer, 1989) , continual reassessment method (O'Quigley et al., 1990) , and escalation with overdose control (Babb et al., 1998) . Efficacy of at the MTD then is evaluated in phase II using the estimated probability of a short-term event ("response"), such as 50% solid tumor shrinkage or complete remission of leukemia. Most phase II designs compare ( ) with at the MTD to an assumed ( ) of a conventional therapy, . Phase II trials often are small, and may include an early stopping rule if ( ) is poor compared to ( ). If is found to be promising in phase II, this may motivate a randomized phase III trial of versus based on a long-term outcome, such as survival time.
Many phase II designs have been published. Simon et al. (1985) proposed a randomized selection design for two or more experimental treatments. For single-arm phase II trials, two-stage designs were proposed by Simon (1989) based on response, and by Bryant and Day (1995) based on response and toxicity. Bayesian sequential designs were proposed by Thall and Simon (1994) for a binary response, and by Thall et al. (1995) for monitoring multiple outcomes. Lee and Liu (2005) used predictive probabilities for futility rules, and Yin et al., (2012) used adaptive randomization to favor empirically better treatment arms.
It now is recognized widely that the conventional phase I → phase II → phase III paradigm has many flaws, and has led to many negative phase III trials. Two studies (Arrowsmith, 2011; Bio, 2016) showed that only about 50% of phase III trials yield an improvement over standard therapy. Seruga, et al. (2015) discussed causes of failure in phase III, including insufficient evidence of anti-disease activity in early phase trials, disagreements about how phase II trials should be designed, and reliance on phase II efficacy events or other surrogates not associated with longer survival. Yuan et al. (2016, Chapter 1) discuss problems with the conventional phase I → phase II paradigm, mainly due to limited sample sizes and ignoring efficacy when determining an MTD in phase I.
Many alternatives have been proposed that create hybrid designs by combining conventional phases, most commonly phase I-II or phase II-III. Thall (2008) reviewed phase II-III designs and discussed problems with the conventional phase II → phase III paradigm. "Select-and-test" phase II-III designs, where two or more experimental agents are chosen in phase II and randomized against in phase III while maintaining desired overall type I and type II error rates, are given by Thall et al. (1988) , Schaid et al. (1990) , Stallard and Todd (2003) , and many others. A phase II-III design proposed by Inoue et al. (2004) uses both an early efficacy (response) indicator, , and survival time, . Denote = Pr( = 1), the probability density function (pdf) of by ( ), and the conditional pdf of Denote the indicator of early toxicity by and = Pr( = 1). Because phase I designs use but ignore when choosing a MTD, they are likely to choose a dose having reasonable but ineffectively low . For example, consider a dose-finding scenario with five doses, true toxicity probabilities (0. 05, 0.10, 0.20, 0.30, 0.35) , and true efficacy probabilities (0. 05, 0.10, 0.20, 0.30, 0.60) . If the CRM is used with target toxicity probability 0.30, this most likely will select dose 4 as optimal. By ignoring , however, dose 5 is chosen less frequently, despite the fact that it has only a 0.05 higher than dose 4 but doubles from 0.30 to 0.60. Phase I-II designs are motivated, in part, by the desire to overcome this sort of problem. Examples include the two-stage design of Hoering et al. (2011) , studying combination therapies (Huang et al., 2006) , using the odds ratio between and (Yin et , 2006) , and basing decisions on elicited numerical utilities of the possible elementary events determined by efficacy and toxicity (Thall and Nguyen, 2012) . proposed, and Thall et al. (2014) refined, the so-called "EffTox" phase I-II design based on maximizing an estimate of an efficacy-toxicity trade-off function, ( , ). The function ( , ) increases in , decreases in , and quantifies the desirability of each probability pair ( , ).
This article presents a new Bayesian hybrid design that combines a phase I-II design followed by a modified phase III design, based on both early and late outcomes. We will call this a phase I-II/III trial design. For simplicity, we will use survival time,
, as the long-term outcome, although progression-free survival (PFS) time will work in precisely the same way. Our approach relies on a mixture model for the distribution of that generalizes the model (1) by including both efficacy and toxicity indicators, ( , ), to characterize early outcome. After phase I-II and an initial stage of phase III have been completed, the phase I-II/III design may reoptimize the dose of the experimental agent based on mean survival time, . This approach hybridizes the phase I-II → phase III paradigm, in which dose-finding for is done using ( , ) in phase I-II, rather than using only for dosefinding as in the more conventional phase I → phase II → phase III paradigm.
Our proposed phase I-II/III design has ≥ 3 stages. In stage 1, a phase I-II trial is conducted based on the short-term binary indicators ( , ), including adaptive randomization (AR) among doses of based on the dose desirability criterion . The use of AR reduces the risk of getting stuck at a suboptimal dose in phase I-II. It addresses the "exploration versus exploitation" or "stickiness" problem, which is well known in sequential analysis (Sutton and Barto, 1998; Azriel, et al., 2010) . AR improves the reliability of our proposed phase I-II/III design because it obtains more data on doses that may be sub-optimal in terms of the phase I-II criterion based on ( , ) but optimal in terms of .
Denote given at by ( ). At the end of phase I-II (stage 1), an optimal dosêo pt of based on is determined.
In stage 2, phase III begins with patients randomized fairly to and (̂o pt ). Phase I-II patients are followed to observe their times of death or follow up. After a pre-specified number of deaths, * 2 , have been observed from patients receiving or (̂o pt ) in stage 2, all ( , ) and survival data of patients treated with in stages 1 and 2 are used to determine an optimal dosêo pt such that (̂o pt ) maximizes , for use in the rest of phase III. The re-optimized dosêo pt may or may not be the same aŝo pt . Stages 3,. . . ,K are a randomized group sequential trial with up to − 2 tests comparing the mean survival times of (̂o pt ) versus . To provide a concrete illustration, for stage 1 we use the Eff-Tox phase I-II design of Thall et al. (2014) , extended to include AR.
The rest of the paper is organized as follows. In Section 2, the data structure, models, and decision criteria are presented. Section 3 presents details of trial conduct. Section 4 describes possible decisions, outcomes, and potential consequences of re-optimizing dose versus the conventional approach of usinĝ opt in phase III. Section 5 presents results of simulation study to compare the phase I-II/III design to the phase I-II → phase III paradigm. Section 6 concludes with a discussion. A computer program to implement the phase I-II/III design is available on CRAN in the package Phase123.
DATA STRUCTURE, MODELS, AND DECISION CRITERIA
Given raw doses = ( 1 , ⋯ , ) of the experimental agent , denote the standardized doses by = ( − )∕ ( ) for = 1, … , . Let denote the observed time to death or administrative censoring and = ( = ). Denote the parameters for the distribution of [ , | ] by , and the parameters for the distribution of [ | , , ] by .
The Eff-Tox design is reviewed in Web Appendix Section A. Briefly, for each = , , and , it is assumed that ( , ) = ( = 1 | , ) = −1 { ( , )}, with ( , ) = ,1 + ,2 and ( , ) = ,1 + ,2
+ ,3 2 , with ,2 > 0, so that ( , ) increases with , but ( , ) may be non-monotone. An association parameter determines the joint distribution of ( , ) from their marginals using a copula, so = ( ,1 , ,2 , ,1 , ,2 , ,3 , ). These parameters are assumed to be independent with priors ∼ (0, 1), ,2 ∼ (0, .20), and , ∼ (̃, ,̃2 , ) for = , and = 1, 2. Numerical values of (̃, ,̃, ) for = , , = 1, 2 are determined from elicited means of ( , ), for = 1, ⋯ , , = , , and a desired prior effective sample size. Adaptive dosefinding decisions are based on a trade-off function ( , ) for ∈ [0, 1] 2 . Denote = [ { ( , ), ( , )}| ] for each dose at any point during phase I-II based on the current data. The estimated optimal dose in an Eff-Tox trial iŝ opt = argmax { }. To extend this design to include AR, rather than choosinĝo pt for each cohort during phase I-II, we adaptively randomize the next cohort to dose with probability
where is the current set of posterior mean desirabilities, , of doses that are acceptably safe and efficacious. This shrinks the selection probability of less desirable doses toward 0 while allowing selection of doses that are suboptimal in terms of .
After the ( , ) outcomes of all patients in phase I-II have been evaluated, (̂o pt ) based on the final phase I-II data is moved forward to stage 2, which is the first portion of phase III.
In the phase I-II/III design, we define two different types of truly optimal doses of . Let denote an assumed true value of for = or . The truly optimal dose that maximizes { ( , ), ( , )} is opt . The truly optimal dose that maximizes the mean survival time ( , ) is opt . Let = 1, … , index the stages of the phase I-II/III trial. Thus, = 1 indexes the phase I-II trial, = 2 indexes the first portion of phase III at the end of which the dose of may be re-optimized based on , and = 3, … , index the subsequent group sequential stages in phase III for comparing (̂o pt ) to . Thus, there are up to − 2 group sequential comparisons in phase III. Let  − , and  , denote the data for patients at the end of stage , from the phase I-II and phase III portions of the trial, respectively. Therefore,  − ,1 consists only of the ( , , ) data from phase I-II patients, while  − ,2 also includes these patients' survival time data ( , ), up to the time at which the decision of whether to switch the dose based on mean survival time is made.  ,1 does not exist because phase III has not begun in stage 1. The re-optimized dosêis chosen based on  − ,2 ∪  ,2 , which includes all ( , , ) and ( 0 , ) data at the end of stage 2.
Since the phase I-II → phase III paradigm useŝo pt throughout phase III, the primary motivation for our design is the possibility that opt ≠ opt , and that re-optimizing the dose of may produce larger by comparing to (̂o pt )
rather than (̂o pt ) in the group sequential trial. To evaluate the effects of re-optimizing the dose of based on during the first part of phase III, we require models for [ , | ] and [ | , , ] , in order to formulate a mixture model for [ | ] . This will include the effects of on the indicators ( , ), and the effects of ( , ) and on the hazard function of . Let ( , | , ) denote the probability distribution of ( , ) at dose , where ( , ) ∈ {0, 1}. Let | , ( | , , , ) denote the conditional pdf of given the early binary outcomes and dose of . The mixture pdf of for patients treated with ( ) is
The conditional mean survival time given ( , ) of a patient treated with ( ) is
At the end of stage 2 of phase I-II/III, we choosêo pt based on all observed data, wherêo pt maximizes the posterior mean of the parametric mean survival time
at ( ). Conventionally ( , ) are used as surrogates for in choosing a dosêo pt in phase I-II, but ( , ) are ignored when modeling survival in phase III. We assume that the distribution of [ | , , ] has the Cox type hazard function
We assume that 1 , 2 , , and are independent with identical non-informative (0, 100) priors. For robustness, we assume that the baseline hazard is piecewise exponential with ℎ 0 ( ) = exp( ) for ∈ ( , +1 ] under the partition
). We allow the dimension of the baseline hazard to vary, with prior ∼ ( ) and assume that the locations of the split points vary according to the even order statistics with a uniform distribution of size 2 , as in Lee et al. (2015) and Chapple et al. (2017) . This prevents obtaining intervals in ℎ 0 ( ) having few events for estimating . We suggest values of ∈ {3, 4, 5, 6, 7}, since most hazard shapes can be approximated very accurately with 1 to 5 pieces. The resulting posterior distribution is not sensitive to the choice of in this range for sample sizes greater than 50. We assume a normal prior with mean 0 and variance 25 for 1 , denoted 1 ∼ (0, 25), and borrow strength when > 1 for adjacent intervals via the prior ∼ ( −1 , 2 ), with the prior of proportional to 1∕ . The variance of 1 ensures posterior hazard values seen in practice, while maintaining prior non-informativeness.
Denotê
, the posterior mean survival time for ( ) given the data from phases I-II and III at the end of stage 2. We compute this quantity under the mixture model (2) by estimating the posterior mean survival timê,
for each pair ( , ) ∈ {0, 1}, under the formula (3), and computing the posterior mean can be determined using the function SimPhase123 in the package Phase123. This approach will result in a larger sample size of patients in the arm being compared to (̂o pt ) if̂o pt ≠̂o pt . We use Markov chain Monte Carlo to obtain posterior distributions for and , using 2000 iterations and 1000 discarded as burnin. This gives good convergence of the parameters, shown by the posterior of settling on one or two values as well as traceplots for the parameters | , | , and the coefficients in the linear terms of the Eff-Tox and survival hazard models. A detailed account of computational algorithms used to simulate posterior samples is given in Web Appendix B.
TRIAL CONDUCT
In this section, we give specific rules for conducting a phase I-II/III clinical trial. Each of the computer functions described below is contained in the R package ℎ 123, available on CRAN, including documentation of inputs and examples. Additional information on the trial parameters is given in Web Appendix C and a tutorial on several of the functions is given in Web Appendix D. When designing a phase I-II/III trial, the statistician should consult with the physician to establish design parameters, such as , maximum sample sizes and , and the number of comparative tests − 2 following dose re-optimization. The group sequential boundaries for stopping the trial due to futility or superiority may be obtained using East 6 statistical software (2016), specifying a null value of , desired improvement Δ, type I error, power under the alternative, maximum sample size , and information proportions for determining * for = 3, … , . If no futility decision is desired at look then = 0. The information proportions used to determine * should be large enough (> 30%) to avoid making unreliable decisions based on a small amount of patient data if a dose is re-optimized for . The phase I-II/III design parameters must be calibrated to obtain good operating characteristics (OCs) under a reasonable array of possible scenarios. A smaller value of * 2 (≤ 20% of the total information proportion) may be obtained by simulating the phase I-II/III trial under sets of different (a) Eff-Tox scenarios quantifying effects of on ( , ), (b) effects of ( , , ) on survival, and (c) survival distributions. The stage 2 sample size * 2 should be set by examining the design's OCs for several different values, to find * 2 (1) large enough to give a high probability of selecting the optimal dose, but (2) small enough so, given that the design switches to a true optimal dose in stage 2, it has good generalized power figures. This can be done using the function ℎ 123. Specific rules for conducting a phase I-II/III trial are as follows:
(1) Enroll the first cohort of patients in the phase I-II portion at the lowest dose. ≥ + Δ. Since more than one dose of may provide the desired improvement in of at least Δ over , we denote the set of all such doses by opt = { ∶ ( ) ≥ + Δ}. We define the generalized power (GP) to be the probability of (1) selecting a dose ∈ opt in stage 2 and (2) declaring ( ) superior to in one of stages 3, ⋯ , . The GP is the sum over ∈ opt of the probability of selecting and declaring ( ) superior to . If opt contains more than one dose, then the GP is larger than the probability of the best possible decision, which is to select the optimal dose opt ∈ opt that maximizes with and declare ( opt ) superior to . We denote the probability of making this best decision by 1 and the GP by 2 . Thus, 1 ≤ 2 , with 1 = 2 if opt contains exactly one dose, which in this case must be opt .
To help sort this out, Table 2 lists possible decisions of a phase I-II/III design in stages = 2, … , and how each decision may be viewed in terms of opt . Table 2 is ordered with the best outcomes listed first and the worst listed last, with outcomes 1, 2, and 3 being good and outcomes 4 and 5 being bad. In outcome 1, the design declares the dose that increases the most to be superior to . In outcome 2, a dose of is selected that provides a clinically meaningful improvement ≥ Δ in compared to , but the best dose of is not chosen, so the decision is correct but the dose has not been truly optimized. Outcome 3 represents a correct decision, but it does not improve since it declares superior to or equivalent to (̂o pt ). Outcome 4 gives a false positive result, including cases where the design wrongly chooses an inferior dose for which ( ) < , which is worse than a conventional type I error. Outcome 5 represents the worst possible case, since likely, which increases the probabilities of outcomes 1 and 2 and decreases the probabilities of the disastrous outcome 5. Under outcome 3, the phase I-II/III design is likely to treat more patients because it is more likely to correctly pick the dose opt having the largest , thus making stopping the trial early for superiority of or futility less likely. It will be more likely to switch to the dose having the longest mean survival time for outcome 4, however, which makes a false positive event more likely.
SIMULATION STUDY
To perform a simulation study comparing the phase I-II/III design to the phase I-II → phase III paradigm, we first specify three different Eff-Tox scenarios, consisting of true efficacy and toxicity dose-probability vectors. We will use these to specify different relationships between ( , ) and . We evaluate the design with = 5 doses using raw dose values 2, 3, 3.5, 5) . For this study, each patient's ( , ) are evaluated in one month, and we assume for simplicity that no patients die before this month long window. For a dose chosen in phase I-II, we test the null hypothesis 0 ∶ = ( ) = 24 months versus 0 ∶ ≠ ( ) with target ( ) = 36 months, a Δ = 12 month improvement.
To implement phase I-II using the Eff-Tox design, the three equivalent ( , ) pairs used to establish the desirability function were (0.35, 0), (0.70, 0.40) and (1, 0.75). The contour created by these three pairs is seen in Web Figure 1 . Note: opt is the truly optimal dose in terms of ( ) and Δ is the desired improvement over . Column 2 gives the two trial decisions, the first row for selectinĝo pt and the second row for determining superiority, inferiority, or futility, with (̂o pt ) ≻ indicating that (̂o pt ) is declared superior to , and ⪰ (̂o pt ) indicating that the trial is stopped due to either superiority of or futility.
The upper limit on was = 0.40 and the lower limit on was = 0.30. The threshold on the posterior probability that > 0.30 and < 0.40 was set to be = = 0.10 for both acceptability rules. Patients were treated in cohorts of size 3, with up to = 60 patients enrolled in phase I-II (stage 1). We calibrated the phase I-II hyperparameters to have prior effective sample size .90 as suggested by Yuan et al. (2016) . We used prior mean toxicity probabilities of (0. 05, 0.10, 0.15, 0.20, 0.30 ) and mean efficacy probabilities (.20, .40, .60, .65, .70 ) for the five doses, to produce the hyperparameter means (−4.23, 3.1, .02, 3.45, 0, 0) and standard deviations (3.13, 3.12, 2.68, 2.69, 0.2, 1) for the prior of . The EffTox program is freely available on the MDAnderson biostatistics software page.
For the phase I-II portion of the simulated trials, patients were treated in cohorts of size three and assigned doses after the previous cohort was fully evaluated, assuming an accrual rate of five patients per month with adaptive randomization begun after = 15 patients. The three simulation scenarios' assumed true ( ) and ( ) are given in Table 3 , with their selection percentages, true values, and numbers of patients treated, based on 5000 simulated trials using the EffTox program.
In the three Eff-Tox scenarios in Table 3 , the respective optimal doses in terms of the tradeoff contour are doses = 3, 5, and 2. We only consider simulated phase I-II trials that advance to phase III, ignoring simulation replications where the trial stopped early. In scenario 1, doses 3 and 4 have nearly equivalent desirability, so we expect most patients in the phase I-II portion of the phase I-II/III trial to be treated at these two doses. In scenario 2, the highest dose 5 is considered optimal, most patients are treated at this dose, and it is selected in 49% of the simulations. In scenario 3, the dose 2 is optimal and doses 4 and 5 have unacceptably high toxicity probabilities, so we expect to treat fewer patients at these doses. The design treats the most patients at dose 2, which is selected with probability 0.51, but substantial numbers of patients are treated at doses 1 and 3. The use of AR assigns more patients to doses 1 and 3, which allows the phase I-II /III design to better assess the functional relationship between dose and mean survival time. For the control group, we assume that the effects of toxicity and efficacy on overall survival are the same as those for the experimental group, and set the probabilities of toxicity and efficacy to be (0.15, 0.40), (0.10, 0.30), and (0.20, 0.35) for the three Eff-Tox scenarios, respectively. For each of these simulation scenarios, we assume two different forms for the linear terms of the log hazard of . For ( ), we assume ( , , ) = 0 + 1 + 2 2 − exp( ) + exp( ) . For the simulated data from the control group, we assume ( , , ) = − exp( ) + exp( ) and calibrate the additional parameter so that we obtain the desired null value of 24 months for mean survival time. We first consider an exponential distribution with pdf ( | ) = (1∕ ) exp(− ∕ ) where = exp{ ( , , )}, since the O'Brien Fleming group sequential bounds (O'Brien and Fleming, 1979) for the logrank test are based on this assumption. Later, we will consider several other distributions to evaluate the robustness of the methodology. Table  4 displays the six scenarios considered, which correspond to the different Eff-Tox scenarios listed in Table 3 , as well as differing effects of dose, efficacy, and toxicity on survival time.
These scenarios encompass several qualitatively and quantitatively different possible cases in connecting phase I-II to phase III. In scenario 1, the optimal dose in terms of is dose 3, which is selected with probability 0.29. In scenario 2, there is a large efficacy effect, leading to dose 5 being optimal in terms of , but this dose is only selected with probability 0.49 in phase I-II. Thus, we expect to see a large improvement in this scenario by using a phase I-II/III design. Similarly, in scenario 3, dose 3 is optimal in terms of , but is only selected with probability 0.18 in phase I-II. Scenario 4 represents a case with a large toxicity effect and small efficacy effect, making dose 1 optimal in terms of , but dose Table 3 , and true mean survival time of each ( 1 ), ⋯ , ( 5 ) for each phase I-II/III scenario's null and alternative hypotheses.
1 is only chosen in 26% of the usual phase I-II trials. In scenario 5, dose 3 is the third best dose in terms of , but is best in terms of , and it is only selected with probability 0.20. In this scenario, dose 4 also gives a significant improvement in compared to , with ( 4 ) = 38.6 months. In scenario 6, there is a large efficacy effect on overall survival, making dose 4 optimal in terms of both overall survival and , but dose 5 also has significantly improved survival compared to . These two scenarios provide a basis for evaluating improvements in both 1 and the GP, 2 . To control the possibility of incorrectly switching due to chance outcomes, we do not allow the design to continue with a dose that had less than 6 patients treated. These scenarios also have varying effects of toxicity and efficacy on ℎ , quantified by the coefficients and . This will evaluate the sensitivity of the method to these effects. Since the parameters ( 1 , 2 ) must be changed substantially to obtain similar values for different values of ( , ), we do not perform a sensitivity analysis to these parameters within each scenario.
We assume that 10 patients, on average, are accrued each month during phase III, and that the phase III trial will begin 1 month after the phase I-II trial concludes. This waiting time could be increased to obtain longer survival follow up and thus improve the design's ability to re-optimize doses during stage = 2. We enroll a maximum of = 500 patients in phase III, which has up to three interim looks after * 3 = 200, * 4 = 300 and * 5 = 400 deaths, with superiority decisions possible at each. We calibrated the stopping boundaries with East 6 statistical software (2016) using O'Brien-Fleming bounds (O'Brien and Fleming, 1979) with power 0.80 and type I error probability 0.05. We included a rule to determine if the trial should be stopped for futility, that is, neither nor (̂o pt ) is superior, after * 4 = 300 deaths. The boundaries for declaring superiority of (̂) or based on the standardized logrank statistics are ( 3 , 4 , 5 ) = (2.96, 2.53, 1.99), and the futility bound at the second look is 4 = 1.001. At the start of the phase III portion of the trial, we begin randomizing patients equally to (̂o pt ) and . After * 2 = 50 deaths in the trial have occurred, we determine the dosêo pt that patients receiving should receive for the remainder of the trial. This is the re-optimization step. Survival times for patients in phase I-II and phase III are generated after their toxicity and efficacy are scored, which does not allow the possibility that a patient may die before their short-term indicators are seen. For each scenario and design, trial replications were simulated. The simulation results are summarized in Table 5 . In each of scenarios 1-4, 1 = 2 , since there is one dose for which is superior to . Mean improvement in patient survival time with each design is denoted by , computed by averaging the differences between the true mean survival time with the selected dose of and , if is declared superior to . In the simulations, is computed as the mean over { , = 1, ⋯ , 5000}, where Table 5 shows that, in general, the phase I-II/III design maintained type I error probability ≤ 0.05 under 0 and had a uniformly higher 1 and GP, 2 , compared to the conventional phase I-II → phase III approach without dose re-optimization. The values of 1 , 2 , and are uniformly larger for the phase I-II/III design than for the conventional phase I-II → phase III paradigm. The differences are extremely large in scenario 3, with an improvement of 0.73 in 1 , and a 9.68 month improvement in . The smallest advantage of the phase I-II/III design is seen in scenario 2, with an improvement of 0.09 for 1 and 0.90 for . In scenarios 5 and 6, where two doses of give mean survival time larger than + Δ = 36 months, the phase I-II/III design provides respective improvements in 2 of 0.61 and 0.23, and improvements in 1 of 0.57 and 0.25. These scenarios illustrate the potential advantage of the phase I-II/III Note: is the probability of a type I error or concluding an inferior version of is better than under the null. 1 is the generalized power at ( ) (probability of selecting the best dose opt and declaring it to be superior to ) under the alternative hypothesis. 2 is the generalized power (probability of selecting any truly superior dose of and declaring it superior to ). is the mean improvement in patient survival under the alternative hypothesis, is the mean trial duration, and is the mean sample size.
design compared to the conventional phase I-II → phase III approach.
The phase I-II/III design does have the drawback that it requires treating more patients and longer trial durations, on average, than the conventional paradigm. Part of this required increase is due to the design correctly switching to the best dose of in terms of overall survival, which decreases the likelihood that a trial will stop early by declaring to be superior or due to futility. This increase in required sample size and trial duration are the price paid for the much larger probability of a successful phase III trial in cases where dose switching increases mean survival time with .
Since phase I-II trials may have sample sizes ranging from 24 to 90 in practice, we chose the Eff-Tox sample size = 60 in the simulations as a practical compromise that obtains a reasonable amount of information in stage 1. Web Tables 1  and 2 , seen in Web Appendix E, summarize additional simulations with = 90. Values of 1 , 2 and for the phase I-II/III design all increased substantially with for all six scenarios. This is because more information at different doses in phase I-II makes switching to the best dose in stage 2 more likely.
To assess robustness of the phase I-II/III design to different event time distributions, we evaluated its performance for two lognormal distributions, with variances 0.25 and 1, a Weibull distribution with increasing or decreasing hazard, with shape parameters 4 or 0.5, and a gamma distribution with scale parameter 2. The true coefficients of and in the hazard function's linear term were kept constant for each distribution, and the remaining constant parameters 0 , , 1 , 2 were adjusted to obtain similar true means as in the exponential distribution simulation study. We exponentiated the linear term for the gamma and Weibull distribution rate parameters, but did not do this for the lognormal distribution. The means under the null and alternative hypotheses for each distribution are given in Web Table 3. Table 6 summarizes the robustness study, showing that under the alternative hypothesis, for each distribution, the phase I-II/III design has uniformly higher values of 1 , 2 , and , with substantially higher values for scenarios 1, 3, and 5. For the Weibull distribution with decreasing hazards in each scenario, the decrease in 1 and 2 for both designs is due to the assumptions of the logrank test being grossly violated by a high early failure rate. Because so many patients have early failures, patients are not followed as long before the final group sequential test. For this distribution, however, the phase I-II/III design still improved the probability of selecting the optimal dose of compared to the conventional paradigm by 0.49, 0.21, 0.15, 0.59, 0.46, and 0.14 in the six scenarios, respectively. Similar improvements are seen under the other distributions. This shows that the logrank test is not robust to the Weibull distribution with decreasing hazard. An extension of the phase I-II/III design might incorporate a robust group sequential test in place of the logrank test, to reduce the loss in power under a Weibull with decreasing hazard. The type I error constraints are nearly met for each distribution. Some slight inflation in above 0.05 may be attributed to the proportional hazards assumption being violated. For each distribution, the phase I-II/III design treats more patients, on average, under both 0 and 1 , and has slightly longer trial duration, but makes the correct decision much more often.
DISCUSSION
We have proposed a new drug development strategy, which we call a phase I-II/III design, that re-optimizes the dose Note: = probability of a type I error or concluding that an inferior version of is better than under the null. 1 = generalized power at opt under the alternative hypothesis (probability of selecting the best dose opt and declaring ( opt ) superior to ). 2 = generalized power (probability of selecting any superior dose and declaring (̂o pt ) superior to ). is the mean improvement in survival time under the alternative hypothesis. and are the mean trial duration and sample size, respectively.
of an experimental agent chosen in phase I-II during phase III based on mean survival time. We use information from all patients treated with , including their shortterm efficacy and toxicity indicators, dose assigned, and survival time information, in order to more accurately select the dose of that provides the highest posterior mean survival time. The design is based on an assumed a mixture model for the survival time distribution that averages over the possible short-term phase I-II outcomes. While we have used the Eff-Tox trade-off based phase I-II design for stage 1 of the phase I-II/III design, one could replace the Eff-Tox design with any phase I-II design based on ( , ) that uses some dose optimality criterion and includes AR. However, the necessary modifications of the design parameters and computer software to accommodate such a change would be non-trivial. Similarly, a complicated but straightforward extension of the methodology may address the problem of possible deaths before evaluation of ( , ).
The simulations shows that, under a range of alternative cases, the generalized power 2 , and probability 1 of the best possible decision, both are greatly increased by the phase I-II/III design compared to the phase I-II → phase III paradigm. The phase I-II/III design also has a much lower probability of making the least desirable decision, where a suboptimal dose is chosen and a true treatment advance is missed. A drawback of the phase I-II/III design is that it requires more patients and a slightly longer trial duration, on average, compared to the phase I-II → phase III paradigm. This seems like a very reasonable price to pay for the much larger values of 1 , 2 , and , in cases where re-optimizing the dose of the experimental agent increases its associated mean survival time.
ACKNOWLEDGMENTS
Peter Thall's research was supported by NCI grants R01 CA 83932 and P30 CA 016672. Andrew Chapple's research was partially supported by the NIH grant 5T32-CA096520-07.
ORCID

Andrew G. Chapple
http://orcid.org/0000-0001-5332-2730 Schaid, D.J., Wieand, S., and Therneau, T. (1990) 
SUPPORTING INFORMATION
Web Appendices and tables, referenced in Sections 2, 3, and 5, are available at the Biometrics website on Wiley Online Library.
With the rapid pace of medical innovation, there is a growing interest in streamlining the drug development process. In particular, there is a growing literature of trial designs which combine the traditional phases II and III into a single trial. Such designs have the potential to rapidly abandon ineffective treatments and more rapidly bring effective treatments to the relevant patients. Korn, Freidlin, et al. (2012) discuss several different designs which combine phase II and III into a single trial. One example they provide is CALGB-30610 (Cancer and Leukemia Group B 30610) which is a combined phase II/III trial which initially randomized small-cell lung cancer patients to one of three treatment arms. The control arm received standard radiotherapy while the two experimental arms received increased radiation doses with two different radiotherapy regimens. The phase II portion assessed toxicity scores and dropped the experimental arm with the higher average toxicity score. The phase III portion continues to randomize patients between the control arm and the remaining experimental arm with an overall survival (OS) primary endpoint. There are a myriad of possibilities for combining different trial phases including choice of short vs. long term endpoint, endpoint comparisons to make, and type I and II error probabilities or Bayesian quantities to use for the various comparisons.
We congratulate Chapple and Thall on their innnovative addition to this literature which shows theoretical promise. They are interested in the situation in which several doses of a new treatment are under consideration as comparators to a control treatment. Their goal is to choose the optimal dose, with respect to mean survival, among the possible treatment doses and to compare that dose to a control treatment in a randomized fashion. Their method, which they call the phase I-II/III design, has stages. Their paper switches between the phase and stage nomenclatures. We clarify that the phase I-II part of the design corresponds to stage 1 while the phase III part corresponds to stages 2 through . For the remainder of this discussion, we primarily use the stage nomenclature.
Stage 1 uses a Bayesian outcome adaptive dose selection algorithm to assign successive small cohorts of patients, typically three patients each, to the various doses. For stage 1, the outcomes are short term efficacy and toxicity. Thall, Cook, and Estey (2006) provide an example of such outcomes in an acute myelogenous leukemia trial in which several doses of a biologic agent are tested. Efficacy is defined as complete disease remission by day 35 of treatment while toxicity is defined as death or development of life-threatening (grade 4) symptomatic toxicity by day 35. By the end of stage 1, an optimal dosêis identified with respect to a "trade-off" function of the Bayesian posterior probabilities of efficacy and toxicity. To identifŷ, Chapple and Thall use the Eff-Tox method proposed by and refined by Thall et al. (2014) in conjunction with their freely available Eff-Tox software. However, Chapple and Thall's general method could use other dose selection algorithms.
In stage 2, patients are randomized to receive eitherô r the control treatment , until a prespecified * 2 deaths have occurred. At the conclusion of stage 2, the optimal doseî s determined as the dose with the largest posterior mean survival time. The posterior is computed with respect to an exponential survival model with log hazard that is quadratic in dose and has linear indicator terms for short term efficacy and toxicity. It is important to note that̂may not be the same dose aŝ. Indeed, while stage 2 randomizes patients between̂and , the survival of all stage 1 patients continues to be followed in stage 2. Thus, the stage 2 randomization is not for the purpose of comparinĝto at the end of stage 2, but rather to get an "early start" on the ultimate survival comparison between̂and , assuming that̂turns out to bê. If̂≠̂, then the phase III randomized survival comparison between̂and begins in stage 3 and continues through stage , unless the trial is stopped early for efficacy, harm, or futility.
Chapple and Thall do not apply their method to a real data example, so we must rely on their simulation studies to evaluate their method. Chapple and Thall compare their phase I-II/III design to a design which they call the phase I-II → phase III design. The two designs are exactly the same except that the phase I-II/III design allows the optimal dose to be changed at the end of stage 2 while the phase I-II → phase III design does not allow such a change. That is, the phase I-II/III design allows for the possibility that ≠̂while the phase I-II → phase III design requireŝ =̂. It is appealing to obtain survival data on̂in stage 2 before deciding whether to carrŷforward in stages 3-in a head-to-head survival comparison with the control . Evidently, the situation in which the phase I-II/III design would be preferable to the phase I-II → phase III design when a particular dose is distinctly optimal with respect to efficacy and toxicity and a different dose is distinctly optimal with respect to survival. This situation is simulated in the alternative hypothesis case for scenario 3 of Table 5 ; note that average control group survival is 24 months for all of the Table 5 scenarios. In scenario 3, dose 5 is truly optimal with respect to the efficacy-toxicity tradeoff according to the efficacy-toxicity probabilities which are given in Table  3 , scenario 2. However, as seen in Table 4 , dose 5 has much lower mean survival as compared to control (6.3 months vs. 24 months) while doses 3 and 4 have substantially better mean survival as compared to control (33.1-38 months vs. 24 months). This is a rather extreme disconnect between short term efficacy-toxicity and survival.
Scenario 2 in Table 5 is more realistic. Here dose 5 is truly optimal with respect to efficacy-toxicity as well as survival. Nevertheless, in the alternative hypothesis case, the phase I-II/III design still has noticeably higher power than the phase I-II → phase III design (0.75 vs. 0.66). There are two reasons for the power advantage. First, as seen in Table  3 , there is only a 49% chance that dose 5 is selected as optimal with respect to efficacy-toxicity. Second, as seen in Table 4 , doses 1-4 have substantially worse average survival as compared to the 24 month control group survival. Thus, there is a 51% chance that the phase I-II → phase III design will compare one of the poorer survival doses 1-4 against control in stages 3-. On the other hand, the phase I-II/III design can use dose 5's promising survival outcomes in stage 2 to increase the probability above 49% that dose 5 will be tested against control in stages 3-. Parenthetically, Table 4 could be improved by including thêselection percentages.
In addition to the power studies, Table 5 shows that the phase I-II/III design controls the type I error. At first glance, this is a bit of a surprise sincêis kept equal tô only if̂has the highest posterior mean survival among the doses at the end of stage 2. Without any multiple comparison adjustment, this seems to givê=̂a "good start" in stages 3-in its survival comparison against the control treatment. It seems as though that could inflate the type I error for the survival comparison. The type I error control is aided by the choice of the true mean survival rates under the null hypothesis as given in Table 4 . Many of those rates are substantially lower than the control group's true mean survival of 24 months. For example, we see in Table  5 , scenario 4 that the phase I-II/III design type I error is 0.05. However, only dose 1 has true mean survival equal to the control group's true 24 month mean survival; the other doses have mean survival 6.8 to 13.6 months. To more fully explore their phase I-II/III design's type 1 error control, Table  5 would include scenarios in which several (or all) of the doses had mean survival equal to the mean survival of the control treatment.
A potential shortcoming of Chapple and Thall's method is that the stage 1 patients may be different from the stage 2 patients. Often very ill patients are entered into stage 1 and possibly patients with improved prognosis are entered as the trial progresses. Such a situation could make it difficult to discard̂at the end of stage 2 sincêis the only dose studied in stage 2, in addition to the control. More research is needed to understand the potential effect of temporal changes in patient prognosis. Another question is how the trial should proceed if in stage 2,̂has substantially worse survival than control. While Chapple and Thall's method would likely choose a different dose to proceed to stages 3-, we might be concerned that all of the doses might be inferior to control. However, we could not be certain sincêis the only dose which had comparable patients to control.
Chapple and Thall mention a few future avenues for research. One possibility which they did not mention was randomizing to multiple doses, in addition to control, in stage 2. Such a design would be the first step towards comparison of the Phase I-II/III to a multi-arm multi-stage (MAMS) design (Ghosh, Liu, et al. 2017 ). In particular, one could imagine in stage 1 eliminating doses that were unacceptably toxic. Stages 2-would then be a MAMS design which would compare the remaining doses to the control treatment. That comparison could be with respect to overall survival for all stages, or, an intermediary endpoint at earlier stages. Royston, Barthel, et al. (2012) discuss the STAMPEDE (Systemic Therapy in Advancing or Metastatic Prostate Cancer: Evaluation of Drug Efficacy) trial. The trial assesses three alternative classes of treatment in men starting androgen suppression. In the first three stages of the trial, failure-free survival is used for dropping ineffective treatments. Treatment failure is defined as radiologic, clinical, or PSA progression or death from prostate cancer. The primary endpoint is overall survival in the fourth and final stage. Thus, the STAMPEDE trial uses a time-to-event intermediary endpoint as opposed to a short-term success/failure short-term endpoint. Also, the STAMPEDE trial does not have a dose ordering in the manner of Chapple and Thall, so parametric modeling of mean survival as a function of dose is not done. However, with the growing interest in MAMS designs, a comparison to Chapple and Thall's design would be quite worthwhile.
Chapple and Thall are to be commended for introducing a design which has the potential for more rapidly developing new treatments for patients in need. We look forward to further study of the theoretical properties of their design and its application.
REVIEW OF STANDARD ONCOLOGY DRUG DEVELOPMENT AND THE HYBRID DESIGN
We would like to congratulate Chapple and Thall (CT) for their nice work on a hybrid phase I-II/III clinical trial design for new drug development. CT propose a new strategy that allows a new investigational drug to be tested for safety, efficacy, and life-prolonging effects (patient survival) in a seamless fashion. Although not explicitly stated, the new strategy is suitable for cancer drugs. The proposed hybrid design combines a dose-finding scheme using the joint efficacy and toxicity outcome with a phase III confirmatory trial in which the optimal dose from the dose-finding part can be re-optimized based on survival outcome. As a discussion, we first briefly review the standard drug development regime and provide a few comments on CT's new hybrid design later.
Standard Oncology Drug Development
In a sequential manner, a new cancer drug entering the clinical development stage usually goes through three phases of clinical trials before it can be approved by regulatory agencies as a commercial treatment. Phase I trials establish the safety profile of the drug by testing various doses of the drug. The primary endpoint is the dose-limiting toxicity (DLT) as a binary variable , using the notation in CT. The definition of DLT is based on clinical guidance such as the National Cancer Institute's Common Terminology Criteria for Adverse Events (CTCAE) classification, and usually encompasses all grade 3 or higher toxicities with the exception of grade 3 nonfebrile neutropenia and alopecia. If the drug shows reliable safety profile and potential disease-fighting activity, one or few doses are selected for testing in phase II trials which aim at establishing efficacy . Here efficacy refers to a binary endpoint based on tumor shrinkage or pharmacodynamic biomarkers in a relatively short amount of time after treatment, and is measured using medical imaging or laboratory tests (eg, those in El-Maraghi and Eisenhauer 2008). Oftentimes, the drug is compared to a control arm in a randomized fashion. Importantly, in many cases, phase I trials can enroll patients with different types of cancers (ie, all-comers), but phase II trials narrow the investigation to one or few specific cancer types. This means change of enrollment criteria from phase I's allcomers to disease-specific patients in phase II, which could be a challenge for seamless designs. We will discuss this point later for CT's design. If a drug shows superior efficacy, it is further tested in a larger phase III trial in which the primary endpoint is the survival time . A drug can show great efficacy in terms of tumor shrinkage, but the ultimate benefit to cancer patients is evaluated in terms of patient survival.
The Proposed Hybrid Approach
In the conventional three phases of sequential clinical development, the outcome of interest for each phase is different and is modeled separately, leading to possibly suboptimal dose selection and reduced power. CT therefore propose a hybrid phase I-II/III clinical trial design based on joint models for [ , | ] and [ | , , ] , where is the dose level. We summarize the proposed design scheme in Figure 1 .
According to Figure 1 , the hybrid approach consists of two seamless phases of clinical development in which a new drug goes through dosage optimization in a phase I-II dosefinding study based on binary efficacy and toxicity response, and subsequently and seamlessly a dosage re-optimization in a phase III randomized trial based on survival outcome. Compared with the standard oncology drug development, the hybrid design can be highlighted with a few features. First, it condenses the two early phases, phases I and II trials into a single phase I-II dose-finding study. Second, it allows direct and seamless transition from dose finding to randomized comparison to a control arm in a confirmatory phase III study assuming an optimal dose can be estimated from the dosefinding stage. Third, the hybrid design proposes to re-optimize the dose in the phase III stage by modeling survival as a function of efficacy and toxicity outcomes observed from the phase I-II stage. Apparently, this is a new paradigm packing several adaptations into one single design that spans the entire clinical drug development spectrum. We provide some discussion next on this new paradigm.
COMMENTS ON TRIAL DESIGN
Skipping Phase II
In the hybrid design, once the optimal dose (̂o pt ) is identified, it will enter a phase III trial for testing. This is a major FIGURE 1 Schema of the hybrid phase I-II/III design. The vertical axis represents time, and the horizontal axis represents dose levels of the experimental agent and the control . A circle, cross or square indicates the accrual, death or censoring of a patient. In this example, the optimal dose based on efficacy and toxicity iŝo pt = 2 and is used in the first stage of phase III. After observing * 2 deaths, the optimal dose based on survival time is determined aŝo pt = 3 and is used in the remaining stages of phase III. This figure appears in color in the electronic version of this article.
saving since the phase II testing in the standard drug development is skipped. Phase II is traditionally used to test tumor shrinkage ability or early efficacy of the drug on patients with specific indications, such as a cancer type based on tissues and organs. In the hybrid design, efficacy defined as a binary outcome is directly incorporated into the dose-finding investigation and a dose is optimized based on joint efficacy and toxicity outcomes. We note two practical considerations regarding the skipping of phase II. First, in order to carry out a dose-finding study based on joint efficacy and toxicity outcome from patients, both responses need to be observed quickly compared to enrollment speed in order to conduct dose finding in a timely manner. However, in reality, efficacy, if defined as tumor shrinkage, can take months to assess. This might pose challenge in the dose-finding stage since it means that one has to wait until the efficacy outcome of each patient (or each cohort of patients) is assessed before making a dose decision on the next patients. Second, the hybrid design is useful when the study population in phase I-II and in phase III is the same. That is, starting from the very beginning of the phase I-II dose finding, one has to decide the specific indication that will be targeted for potential drug approval. In contrast, phase I trials in standard oncology drug development usually enroll all cancer patients with say, solid tumors, regardless of tissue types, and only determine the specific diseases later in phase II. Since there is no phase II in the hybrid design, it assumes that the study population of the dose finding stage and the phase III stage is the same. We believe this is not a major problem in recent precision medicine and immune oncology, as many drugs like CAR-T therapies target specific diseases from the very beginning of the clinical development.
Adaptive Randomization within Dose Finding
In dose finding, the hybrid design uses an adaptive randomization (AR) to assign patients across different doses after initial patients are sequentially assigned based on the Eff-Tox design . This is clever for various reasons. As the authors noted, using AR allows suboptimal doses to be assigned where the suboptimality is assessed based on binary efficacy and toxicity outcome, but not survival. By accumulate information on these doses, later on the hybrid design will have increased power to select the dose that might be suboptimal based on eff/tox outcomes but optimal based on survival time. As an added benefit, AR allows faster accrual of patients when compared to the cohort-based sequential enrollment in the Eff-Tox design. One caution is that some doses might never be assigned to patients when AR starts (eg, if is relatively small), and the AR probabilities on these doses are purely driven by data from other doses which have been assigned to patients. In addition, dose exclusion rules may be needed to force the AR probability to be zero if a dose is deemed too toxic or less efficacious than standard therapy.
Dose Re-optimization in Phase III
The phase III trial is launched after phase I-II completes. The experimental arm of the phase III trial is an estimated optimal dosêo pt based on the Eff-Tox design (Figure 1) . A key feature of the hybrid design is that patients from phase I-II and phase III are continuously followed to accumulate their survival information. When * 2 survival events are observed, the optimal dose is re-optimized based on a joint model for survival time , efficacy and toxicity outcomes across all the doses , using data from all the patients including those from phase I-II and those assigned tôo pt from the phase III trial. The main argument for this strategy is 1) to speed up the drug development by launching a phase III after phase I-II completes and 2) to allow an opportunity to re-estimate the optimal dose that maximizes survival, the ultimate benefit for patients. An alternative strategy would be to follow phase I-II patients for a period of time, collect their survival information, re-optimize the dose based on survival benefits using data from patients in phase I-II, make a go/no-go decision for launching a phase III trial using the new optimal dose, and if go, start phase III using the new optimal dose under a proper design (eg, group sequential with randomization to a control arm). This strategy is expected to take longer time than the hybrid design since phase III will not start until all phase I-II patients are followed for sufficient period of time and a go decision is warranted. However, it may reduce the possibility of treating patients at suboptimal doses (in terms of survival) since a phase III trial will be launched only when sufficient evidence points to potential benefits of survival in a go/no-go analysis. The overall tradeoff between the hybrid design and the alternative strategy depends on many factors, such as patients benefits, cost, and the actual phase II data. Perhaps this could be a future direction for new seamless designs that extend the hybrid design proposed in CT.
COMMENTS ON SIMULATION STUDIES
The simulation studies in CT show the superiority of the proposed design compared to the phase I-II → III design, which does not re-optimize dose in phase III, but still follows the phase I-II dose finding using Eff-Tox and a phase III afterwards. We appreciate the authors' effort in providing an R package Phase123. We believe such a package will allow the public to assess the performance of the hybrid design in various scenarios, and we provide a few examples next.
The first is a null scenario, in which no doses of the experimental agent have desirable efficacy. For example, all doses of have efficacy probabilities similar to the control, as well as low toxicity probabilities. The quantity of interest is the study type I error rate, or false positive rate, defined as the probability of concluding any dose level of is better than after phase III completes. This is important for complex Bayesian adaptive designs as recently noted in Cunanan et al. (2017) . The second is a scenario where the survival time improvement for ( opt ) over is moderate, say Δ = 5 months, as opposed to a 12 months improvement over (ie, a 50% improvement) in the paper. This allows one to see the benefit of the hybrid design when a new cancer drug improves the survival by a moderate amount, as is the case in many real-world trials (Prasad, 2017) .
CONCLUSION
The work by CT suggests a novel approach to the seamless combination of trial phases and provides important insight into the advancement of drug development. For general use of the proposed design, some practical considerations might need to be addressed, and several extensions can be made.
For example, the Eff-Tox design used in the phase I-II part of the proposed design may be replaced by the SEARS design (Pan et al., 2014) , which allows seamless transition from phase I to phase II. This assumes that efficacy and toxicity are observed at different time points and it is more suitable to separate toxicity-based dose finding from efficacy-centric phase II investigation. In general, we find the work by CT to be thought-provoking. We hope to see more work on hybrid trial designs and look forward to implementations of the proposed design in real-world trials in the future.
| SOME RELEVANT HISTORY AND STRONG OPINIONS
It is useful to begin our rejoinder by providing some historical context for our proposed three-phase "all-inone" design. Three decades ago, two so-called "two-stage select-and-test" phase II-III designs were proposed, by Thall et al. (1988) (TSE) for binary outcomes, and by Schaid et al. (1990) (SWT) for event time outcomes. We mentioned these papers in the Introduction of our paper but did not explain them in any detail due to space limitations. The TSE design randomizes patients throughout, among experimental treatments E E , …, k 1 and a standard control treatment C in stage 1, brings at most one best E j opt forward to stage 2 if E j opt is good enough compared to C based on the stage 1 data, and if stage 2 is conducted then it does a final comparison of E j opt to C based on data pooled from both stages. The SWT design allows more than one E j to be selected and brought forward to stage 2, and it controls the power and type I error probability for each pairwise E j vs C comparison. The TSE and STW design papers triggered a great deal of subsequent research on numerous extensions, for example, to group sequential designs with more than two stages, and designs using both early discrete and event time outcomes. It is encouraging that, in the intervening years, select and test designs have been applied to conduct real clinical trials, although the number of applications has been limited.
A key historical point, which is closely related to the new phase I-II/III design, is that the TSE design controls the generalized power (GP). The GP is computed under a "least favorable configuration (LFC)" of response probabilities, θ θ θ , , …, ,
In the TSE design, the GP is defined as the probability, under the LFC, of correctly (1) selecting E j opt as best in stage 1, (2) deciding that, compared to C, E j opt is good enough to be brought forward to stage 2, and (3) at the end of stage 2, rejecting the global null hypothesis
This threecomponent correct decision event (CDE) is a much smaller event than simply rejecting a null hypothesis under a specifically targeted alternative, the probability of which is conventional power. A key property of the TSE design is that the GP accounts for the stage 1 selection process. In contrast, this is ignored by conventional twoarm group sequential designs, which assume implicitly that the experimental treatment somehow magically appears rather than arising from a preliminary screening process. The consequence is that the reported power figure for a two-arm phase III trial that was preceded by a screening process to determine E is misleading. What matters is the GP, which is the probability of the CDE under the alternative, since the CDE accounts for the entire treatment evaluation and decision-making process.
In the phase I-II/III design, which hybridizes all three stages of the conventional phase I → phase II → phase III paradigm, defining the GP is a much harder problem because the data structure and CDE are much more complex. This motivated our preliminary explanation, summarized in Tables 1 and 2 , of the many possible states of nature and decisions. Again, we strongly believe that it is the GP of the entire drug development and evaluation process that matters and that the power of the phase III portion of the process, considered by itself while ignoring what preceded phase III, may be very misleading.
| RESPONSES TO LEIFER AND GELLER
We thank Leifer and Geller (LG) for providing historical background, for their careful and detailed review of our proposed hybrid phase I-II/III clinical trial design, and for their thoughtful insights and suggestions. We agree that the Eff-Tox design used for phase I-II in our paper could be replaced by other phase I-II designs. We feel that this certainly should be done for qualitatively different early phase settings, for example where the early outcomes are ordinal variables, as in Thall and Nguyen (2012) , or event times, as in Jin et al. (2014) . In such cases, the mixture model for the survival distribution necessarily would be changed accordingly. As noted by LG, we do not include a real trial as an illustration. Our proposed methodology is new and thus has not yet been applied. We are hopeful that the practicality of the method, and free availability of the necessary software, will lead to applications in the near future.
LG note several limitations of our simulation study and suggest additional cases. We agree that many more cases could, and should, be considered. They also note that some scenarios studied in our simulations reflect "a rather extreme disconnect between short term efficacytoxicity and survival." We feel that these are very important cases to include in any simulation study of this type of hybrid design since there are numerous examples in the medical literature where this disconnect actually occurs. Indeed, this was, in large part, motivation for our design. In our model, and in general, this is quantified by the strength of the regression of Y S on Y Y ( , ), E T so it is a matter of degree. A straightforward but tedious sensitivity analysis in the numerical values of the parameters β E and β T appearing in equation (5) could be conducted to explore this issue. This also gets at the more general problem that, even under the conceptually straightforward parametric mixture model given by our equations ( (2)- (5)), the number of possible cases that might be studied is immense. Put another way, we have gone far beyond considering only a null versus an alternative hypothesis. Since a computer simulation study is an experiment, this suggests that a more extensive, formally designed computer simulation study would be very useful, although this is a nontrivial problem for complex clinical trial designs. Such a study would be likely to provide additional insights into the properties of our proposed phase I-II/III design, as well as future variants and extensions.
LG have sugested that it would be useful for us to provide the probability that each dose was selected as x S opt . We agree, and thank them for this suggestion. . The corresponding selection percentages of the truly optimal doses under the alternative are (90.74, 78.82, 80.20, 58.92, 68.9, 64.42) . This shows that the probability of correctly switching to the optimal dose but not declaring A x ( ) S opt superior to C under the alternative is small for each scenario. In scenarios 5 and 6, there are much higher probabilities of switching to the dose with the largest mean survival time, compared with the slightly suboptimal dose that has a > 36 month improvement. We agree with LG's observation that an important limitation of our design arises if the characteristics of stage 1 and stage 2 patients are substantively different. In particular, stage 1 patients may have worse prognosis. Our design does not accommodate this setting. This suggests a very important area for future research. We also agree that another useful extension would be to randomize patients among several doses in stage 2, which is in the spirit of the SWT design. We currently are working to develop this generalization.
| RESPONSES TO ZHOU AND JI
We thank Zhou and Ji (ZJ) for their thoughtful comments, a careful review of our design, and kind remarks. Their initial review of Standard Oncology Drug Development is very informative, and it provides a useful context for evaluating the practical utility of our design. We also are very grateful for the figure provided by ZJ that shows how our design may play out over time. We find this to be an extremely informative graphical illustration of a rather complex process.
ZJ point out two important practical limitations. The first is that the phase I-II outcomes may be more complex than simple binary indicators and may take a nontrivial amount of time to evaluate. We strongly agree that this is a major practical issue. It suggests that, in this type of setting, a different approach is needed, such as the "late onset efficacy-toxicity" phase I-II design of Jin et al. (2014) , which accommodates possibly right-censored time-to-toxicity and time-to-efficacy outcomes observed over pre-specified intervals, and thus is more practical. The second limitation, also noted by LG, is that our design does not account for patient heterogeneity. Again, this suggests several directions in which the design may be extended to accommodate a broader array of clinical settings.
ZJ suggest a modification wherein a "go/no go" decision is made based on comparison of A x (ˆ) S opt to C, with this done based on survival data from longer follow-up in phase I-II before proceeding to the randomized trial. This is a potentially useful variant of the design. It seems likely that, if E j opt is truly no better than C, then this go/no go decision can be made more reliably by the phase I-II/III design at the end of its dose reoptimization stage. In any case, it certainly will be worthwhile to examine the comparative properties of design with this suggested alternative early futility stopping rule.
Finally, ZJ suggests that alternative early phase designs may be used in place of the Eff-Tox design. As stated above, we fully agree with doing this, as appropriate for a given clinical setting. In this regard, we view the phase I-II/III design that we have proposed as a modular paradigm, and we anticipate numerous extensions and elaborations. Our main goal is to convince clinicians to use this design, or a modified version tailored to their particular clinical setting, since the potential gain in reliability, savings in resources, and seamless acceleration of the clinical screening and evaluation process promise to be substantial. T A B L E 1 Reoptimization selection percentages for each dose x j under each phase I-II/III scenario's null and alternative hypotheses, corresponding to (0.3, 18.6, 54.0, 26.8, 0.0) (9.3, 18.7, 24.0, 22.7, 10.4) Alt (0.0, 11.5, 68.9, 19.6, 0.0) (7.8, 28.8, 44.0, 38.6, 7. A Review of Eff-Tox Tradeoff Based Phase I-II Design
The phase I-II design introduced by , and refined by Thall, et al. (2014) , may be summarized as follows. All necessary computations for implementation are carried out by the EffTox program, available on the MDAnderson biostatistics software website. Indexing efficacy by E and toxicity by T , the bivariate binary outcome, (Y E , Y T ), takes on four possible values, (a, b), with a, b ∈ {0, 1}. For each marginal probability, m = E, T, and standardized dose x j , denoting the model parameter vector by θ θ θ ET , it is assumed that π m (x j , θ θ θ ET ) = P (Y m = 1 | x j , θ θ θ ET ) = logit −1 {η m (x j , θ θ θ ET )}, with linear terms
with τ T,2 > 0. These linear terms are formulated to ensure that π T (x j , θ θ θ ET ) increases with dose, but to allow π E (x j , θ θ θ ET ) to possibly be non-monotone in dose. An association parameter ψ is used to define the joint distribution of Y E and Y T from their marginals using a copula, as follows. Suppressing the arguments x j , θ θ θ ET for brevity, the four joint probabilities π a,b for a, b ∈ {0, 1} are given by
Thus θ θ θ ET = (τ T,1 , τ T,2 , τ E,1 , τ E,2 , τ E,3 , ψ). For priors, it is assumed that these six parameters are independent with ψ ∼ N (0, 1), τ E,2 ∼ N (0, .20), and τ m,r ∼ N (μ m,r ,σ 2 m,r ) for m = E, T and r = 1, 2. This requires specifying numerical values of the four hyper-means and four hyper-standard deviations. This is done using elicited means of π m (x j , θ θ θ ET ), for j = 1, · · · , J, m = E, T, with a specified prior effective sample size used to calibrate the priors of the eight remaining hyper-parameters. Details are provided by Thall et al.(2014) .
During the trial, a dose x j is acceptable in phase I-II if
where π E ,π T , p E , p T are design parameters fixed in advance. Adaptive dose-finding decisions are based on a real-valued desirability (trade-off) function φ(π E , π T ) for
2 . Key properties of φ(π E , π T ) are that (1) it must increase in π E , (2) it must decrease in π T , and (3) it should quantify the desirability of each π π π ∈ [0, 1] 2 as the risk-benefit trade-off between allowing a higher π T and achieving a higher π E . To compute φ, one may first elicit three equally desirable outcome probability pairs π π π * 1 = (π * 1,E , 0), π π π * 2 = (1, π * 2,T ) and π π π * 3 = (π * 3,E , π * 3,T ), with π * 1,E < π * 3,E and π * 3,T < π * 2,T . Since π π π = (1,0) is the optimal probability pair, the function φ then may be defined by the equation
where p > 0. The equation φ(π * E,3 , π * T,3 ) = 0 is solved for p using the bisection method, to give φ(π π π) = 0 on the target contour C 0 . This in turn defines a family of trade-off contours in [0, 1] 2 such that
so for real z all pairs on C z have the same desirability z. To use this structure for dose selection, denote the marginal hyperparameter vectors by ζ E and ζ T with µ m,j,n (ζ m ) = E{π m (x j , θ θ θ m ) | D n , ζ m } for m = E, T and x j . The acceptable dose with largest estimated desirability φ(µ E,j,n (ζ E ), µ T,j,n (ζ T )) is chosen. As explained by Thall, et al. (2014) , the three probability pairs used to define C 0 must be chosen to give a family of target contours sufficiently steep so that there is a reasonable payoff for increasing dose, and thus obtaining larger µ E,k,n (θ θ θ E ) as a trade-off for larger µ T,k,n (θ θ θ T ). Web Figure 1 illustrates the trade-off contour used in the illustrative trial in the simulation study. 
B Computational Algorithm for Simulating Posterior Samples
We perform a Markov chain Monte Carlo (MCMC) sampling scheme for θ θ θ ET and θ θ θ S separately, where the MCMC for θ θ θ S also includes reversible jump moves. The sampling for θ θ θ ET = (τ T,1 , τ T,2 , τ E,1 , τ E,2 , τ E,3 , ψ) involves Metropolis Hastings moves for each entry with adaptive proposal variances for the first half of the posterior sampling to improve convergence rates. Since we impose the assumption that toxicity probability increases with dose, log(τ * T,2 ) is proposed from a normal distribution with mean log(τ T,2 ) and variance σ τ T ,2 , denoted by N (log(τ T,2 ), σ τ T ,2 ), which is adjusted every 250 iterations by either doubling or halving its value during the first half of the MCMC to maintain acceptance rates between .2 and .8.
Denoting likelihood by L, the proposed value τ * T,2 is accepted over the previous value τ T,2 with probability
Let θ ET,j denote an entry of θ θ θ ET for j = 2, .., 6. We propose a value θ * ET,j by sampling from a N (θ ET,j , σ θ 2 ET ,j ), which is adjusted every 250 iterations by either doubling or halving its value during the first half of the MCMC to maintain acceptance rates between .2 and .8. The proposed value which is adjusted every 250 iterations by either doubling or halving its value during the first half of the MCMC to maintain acceptance rates between .2 and .8. The proposed value θ * ET,j and vector θ θ θ * ET is accepted over the previous value with probability
, 1 whereμ j is derived from clinician elicited prior expected efficacy and toxicity probabilities at each dose and σ 2 j is calibrated so that the design has a desired prior effective sample size (ESS), with a suggested value of ESS near .9. For θ ET,6 = ψ,μ 6 = 0 andσ 2 j = 1. The other prior means and variances can be determined using the EffTox software available on the MD Anderson Biostatistics website. We found that drawing 2000 samples and discarding the first half of the samples, with proposal variances adjusted throughout, showed good convergence as evidenced by parameter traceplots.
In our MCMC sampling scheme for θ θ θ S , we perform five different moves consisting of four Metropolis Hastings moves (one of which is Metropolis-Hastings-Green move) and one Gibbs sampler. We perform 2000 iterations and burn in the first half, adaptively adjusting proposal variances throughout the first half of the MCMC. Let β β β S denote the vector (β 1 , β 2 , β E , β T ). One generic iteration of the sampler proceeds as follows: is halved or doubled every 250 iterations during the burn-in period to ensure that these parameters exhibit good convergence. We accept β * S,j over the previous value with probability equal to the likelihood ratio times min{N (β * S,j |0, 100)/N (β S,j |0, 100), 1}. As before, here the variance is set to 100 to ensure that the prior does not control the decision making.
2. Sample σ −2 |µ, λ λ λ, t t t via a Gibbs step. Sample directly from:
t t t via a Metropolis-Hastings step.
We sample the lth entry of λ λ λ for l = 1, ..., J + 1 by drawing λ * l ∼ U [λ l − .25, λ l + .25] and accept it with probability
for l = 2, .., L + 1 when L > 0. We accept moves on λ 1 with probability
The prior variance on λ 1 is set to 25 to be non-informative for the hazard exp(λ 1 ) on the interval [0, t 1 ) while also imposing realistic hazard values a priori.
Sample the locations of t t t|λ λ λ, Y Y Y
We accept t t t * with probability
x via a Metropolis-Hastings-Green move by proposing adding a split point and deleting a split point.
• Birth Move: Draw a random split point via a t * ∼ U [0, t max ] and set t t t * = Sort(t * , t t t). Changing the dimension of t t t also adjusts the entries of λ λ λ in the following manner. Draw U ∼ U [0, 1] and assume that t * ∈ (t l−1 , t l ]. Then we define the multiplicative perturbation as Green (1996) . Then the new log heights of the hazard function are determined as
The proposed vectors (t t t * , λ λ λ * ) is accepted with probability
times the likelihood ratio for t t t * , λ λ λ * if it is < 1, otherwise with probability = 1, from their previous values.
• Death Move: Similar to a Birth move, a death move adjusts both t t t and λ λ λ. We propose deleting one entry t 1 , .., t L with equal probabilities. Assume we delete t l to obtain t t t * then we delete λ l+1 from λ λ λ * and set
We draw U ∼ U [0, 1] as the random perturbation to maintain balance between the two parameter spaces and we accept the proposed vectors (t t t * , λ λ λ * ) with probability
) times the likelihood ratio, if it is < 1, otherwise with probability = 1,
C List of Phase I-II/III Design and Model Parameters
The design and model parameters needed to conduct a phase I-II/III trial are as follows:
• N ET : The number of patients to enroll in the phase I-II portion of the trial.
• N F : The number of patients assign optimized doses in phase I-II based on φ(·) prior to adaptive randomization.
• φ(·, ·) : The desireability function for a given phase I-II data set. This is determined from the clinician elicited efficacy toxicity tradeoff contours. The clinician should specify a desired efficacy probability for a patient with a toxicity, a desired toxicity probability for a patient with efficacy and a pair of equally desireable efficacy and toxicity probabilities. φ(·, ·) is determined based on a contour determined from the usual Eff-Tox methodology.
• ζ ET : The hypermeans and standard deviations used in the Eff-Tox model (3), (4).
• π E ,π T , p E , p T : The acceptable limits for toxicity and response probabilities in the context of continuing the trial. This also is used in the adaptive randomization scheme, only randomizing to acceptable doses.
• N S : The maximum number of patients to enroll in the phase III portion of the trial.
• n * 3 , ..., n * K : The respective numbers of patient events required to make interim looks for superiority and futility decisions at stages k = 3, ..., K. These are determined based on desired information proportions. This portion of the trial should be planned considering the possibility that patient data will be lost after switching doses. We do not want the information proportion to be small so that a superiority/inferiority decision is not made based on a small number of patients treated at A(x opt S ).
• Superiority and Inferiority boundsū k , u k : The trial planner needs to determine the superiority and futility boundaries required to determine the outcome of the trial. This is done using East software.
• ∆ : Desired improvement in mean survival to conclude A(x j ) is better than C. We test the hypotheses
• n * 2 : The number of patient events in the phase 3 portion of the trial to decide what dose A(x opt S ) should be used for the randomized comparisons to C. Clinicians should be willing to risk the possibility of losing patient data in the trial if a dose is discontinued where patients in phase 3 have been enrolled. This will likely reduce power from that had the correct dose of A been chosen initially.
• ζ S : The prior mean number of split points in the baseline hazard. We suggest a default of ζ S ∈ {3, 4, 5, 6, 7}, since we have a lot of patient data to inform the posterior if no split points are needed.
Some of these values are set by the clinician to meet safety requirements and practical constriants, while others can be determined empirically via simulation. Functions in the package Phase123 simulate repetitions of the Eff-Tox trial with adaptive randomization, re-optimize doses in phase III, and record final decisions about superiority and futility for both the conventional phase I-II → III and phase I-II/III designs. The statistician should simulate trials under a reasonable set of different dose-efficacy and dose-toxicity probability configurations, relationships between (x, Y E , T T ) and h S , as well as survival time distributions.
D Guide for Using the Phase123 Package
Here we describe in detail how to use several functions from the package Phase123. Explicit documentation of the arguments of each function and what they do can be found on CRAN. There are five important functions for the typical user, with some built upon functions that can be used for simulation studies on a cluster unit. These are:
1. SimPhase123: This function simulates replications of a phase I-II/III trial, given desired maximum sample sizes, assumed accrual rates, true efficacy and toxicity probabilities at each dose, time to event distribution family and true linear term coefficients related to dose, efficacy status and toxicity status. It returns a list containing two matrices containing results for both the phase I-II/III trial and the conventional phase I-II → phase III paradigm. The first element of the list contains columns corresponding tox opt S , the decision made in the trial (-1 indicates C is declared superior, 1 indicates A is declared superior and 0 indicates the trial ended in futility), the sample size of the phase III portion of the trial and the trial duration. The second element of the list contains the results for the conventional paradigm, with the first column instead containingx opt ET . 2. ReturnOCS: This function takes output from the SimPhase123 function, true mean survival times for each dose, the true control mean, desired improvement in survival and the hypothesis (1 for alternative, 0 for null). If operating characteristics under the alternative hypothesis are desired, γ 1 , γ 2 , and W are returned. Otherwise, α is returned. Average sample sizes and trial durations also are returned. 
D.1 Simulating a Phase123 Trial and Evaluating Operating Characteristics
The following code comes from the example listed on CRAN for SimPhase123, with the number of simulation replications adjusted to nSims = 100 for illustration. The function ReturnOCS is used to process and return the results. This example is scenario 3 in the manuscript for the exponential case under the alternative hypothesis. We see the results for the simulations for both the conventional paradigm and the phase I-II/III design displaying, in order, the average trial times (in years), the average number of patients treated, the proportion of times that the optimal dose was selected, the generalized power, and the value of W . When the option Hyp=0 is chosen, the value of W is not printed and the type I error is listed instead of the generalized power. When two or more doses have truly superior mean survival, both γ 1 and γ 2 are listed. When determining what value n * 2 should be used, we want to have both a high probability of selecting the best dose and a high generalized power. Values of n * 2 that are too large will result in low generalized power, but values of n * 2 that are too small will result in poor optimal dose selection probability.
D.2 Re-optimizing dose during phase III
After n * 2 patient deaths have occured, we look at all the data for patients treated with agent A in both phase I-II and phase III to determine if we should switch doses. Below is code to implement this step, wherê x opt ET = 5 and the truly optimal dose in terms of mean survival is x opt S = 3. The data provided was printed out running the SimPhase123 function with scenario 3 described above.
The design accurately switched the dose of A for comparison to the control C from dose 5 to dose 3, that isx opt S = x opt S = 3. After this switch, all patients randomized to A should be assigned dose 3 and those patients previously treated with dose level 5 should be excluded from the subsequent group sequential superiority and inferiority decisions.
D.3 Assigning patients during phase I-II
During phase I-II, the acting statistician assigns new cohorts of patients to a dose either deterministically or randomized with probabilities proportional to the acceptable desireability scores of the doses. This is also a function of the doses tried so far during phase I-II, since we do not allow escalating more than one untried dose at a time. While the number of patients enrolled in the trial is less than N F we use the function AssignEffTox to assign new cohorts to a dose, which is also used to determinex opt ET after phase I-II (stage 1). After N F patients are enrolled, we begin to use the function RandomEffTox to adaptively randomize patient cohorts to different doses. A very key point is that the dose numbers outputted by these functions are indexed starting at 0. This means that dose level 0 is really dose level 1 and dose 2 is really dose level 3, etc. This is because these two functions are also used in the c++ code for simulating phase I-II/III trials and c++ indexes vectors starting at 0. Below is the example code listed on CRAN along with output for both the AssignEffTox and RandomEffTox functions. According to the output of these two functions, if we were deterministically assigning doses (i.e. n < N F ) we would assign the next cohort to dose 2. If we randomly assigned this cohort with probabilities proportional to the desireability scores, we would assign the next cohort to dose level 1. Table 5 in the manuscript to facilitate comparison. α is the probability of a type I error or concluding an inferior version of A is better than C under the null. γ 1 is the probability of the generalized power event at A(x opt S ) (selecting the best dose x opt S and declaring it to be superior to C) under the alternative hypothesis. γ 2 is the generalized power (probability of selecting any truly superior dose of A and declaring it superior to C). W is the mean improvement in patient survival time under the alternative hypothesis, Dur is the mean trial duration, and N is the mean sample size.
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