Pseudo maximum likelihood estimates are developed for higher-order spatial autoregressive models with increasingly many parameters, including models with spatial lags in the dependent variables both with and without a linear or nonlinear regression component, and regression models with spatial autoregressive disturbances. Consistency and asymptotic normality of the estimates are established. Monte Carlo experiments examine finite-sample behaviour.
Introduction
Spatial autoregressive (SAR) models, introduced by Cliff and Ord (1973) , can describe spatial dependence parsimoniously even when data are irregularly-spaced or when economic (not necessarily geographic) distances between units are known, and information on locations is unavailable. They have been widely used in modelling economic and geographic data. The first-order SAR model, which involves a single weight matrix, consisting of (inverse) distances, and a single correlation parameter, has been the focus of much research. Greater flexibility, at the cost of less parsimony, is afforded by higher-order SAR models, which incorporate two or more weight matrices and corresponding parameters. These have been studied in both theoretical and applied research. Brandsma and Ketellapper (1979) introduced a second-order model, and discussed its estimation. Blommestein (1983 Blommestein ( , 1985 , Koper (1992, 1997) , Anselin and Smirnov (1996) , LeSage and Pace (2011) , Elhorst, Lacombe and Piras (2012) and others explored various issues in the specification and estimation of higher order SAR models, the latter two references listing a number of others. A recent purely empirical study is in Kolympiris, Kalaitzandonakes, and Miller (2011) . A book length exposition can be found in Anselin (1988) .
In the present paper we investigate large sample statistical inference on higher order SAR models, in which the number of parameters is allowed to increase slowly with sample size, denoted n, a type of setting previously studied by . From this perspective we find it convenient to consider four specifications that have somewhat different theoretical as well as practical implications. For an n × 1 vector y n of observations and an integer p n ≥ 1, possibly regarded as increasing as n increases, let W in , i = 1, . . . , p n , be n × n known weight matrices whose elements are inverse economic distances, let λ 0n = (λ 01 , . . . , λ 0p n ) , the prime denoting transposition, be a vector of unknown parameters, and let u be an n × 1 vector of independent, zero-mean, homoscedastic unobservable random variables. The basic p n th-order SAR model, denoted SAR(p n ) , is
(1.1)
Let l n be a n × 1 vector of ones and let τ 0 be an unknown scalar. The SAR(p n ) with intercept is
For given integers k n ≥ 1 (possibly regarded as increasing with n) and fixed q ≥ 1 let β 0n be an unknown k n × 1 vector, let δ 0 be a known or unknown q × 1 vector and let X n (δ 0 ) be an n × k n matrix of functions of δ 0 and of explanatory variables, with reference to the latter suppressed. The SAR(p n ) with regressors is
λ 0i W in y n + X n (δ 0 ) β 0n + u.
(1.3)
Finally, for an n × 1 vector v n of unobservable random variables, the regression with SAR(p n ) errors is
These models correspond to versions of p n th-order autoregressive time series models, where competing approaches to introducing both autocorrelation and explanatory variables are mirrored by (1.3) and (1.4) . When τ 0 is known (1.2) nests (1.1) (which is sometimes referred to as 'pure SAR'), while (1.2) is nested in both (1.3) and (1.4) when X n (δ 0 ) contains a subvector l n , although estimation methods differ. Indeed (1.1) and (1.2) are not consistently estimable by least squares or instrumental variables, unlike (1.3) and (1.4) . In most spatial autoregression literature, SAR (1) versions of these models have been studied, and previous higher-order SAR literature has almost exclusively assumed that p n and k n are fixed. In the the bulk of the literature on (1.3) and (1.4) the regression component is linear, formally covered by regarding δ 0 as known. However, (1.3) and (1.4) allow for nonlinear regression, which features widely in statistics (cf. eg Jennrich (1969) ) and econometrics but apparently not in the SAR literature, even though Xu and Lee (2015) have studied a SAR model with a nonlinear transformation of the dependent variable.
For example, the elements of X n (δ 0 ) may be parametric Box-Cox, arcsinh or other nonlinear transformations of basic explanatory variables. The separation of β 0n from δ 0 follows much of the nonlinear regression literature in expressing the likely presence of an unknown scaling vector.
The n-subscripting in X n (δ 0 ) allows it to depend on spatial lags of explanatory variables, which entail weight matrices. The model (1.4) may be included in (1. 3) by replacing X n (δ 0 ) by a function of both δ 0 and λ 0n , but (1.4) is of sufficient practical importance to warrant separate consideration.
Interest centres on statistical inference on λ 0n , β 0n and, when it is unknown, δ 0 . Consider what is known or anticipated from the literature that regards p n and k n as fixed. In (1.1) and (1.2) , despite the linearity in parameters, least squares estimates are well known to be inconsistent, for typical W in , which differ from the lower triangular ones which deliver consistency in the autoregressive time series models formally covered; however, for (1.1) Kelejian and Prucha (1999) established consistency of a generalized method of moments estimate. For the same reason consistency of least squares estimates of all parameters in (1.3) is problematic, though from Lee (2002) (who assumed p n = 1 and linear regression) we may expect consistency to be achieved under certain asymptotic conditions on the W in . Under milder such conditions, again when the regression is linear, use of instrumental variables, when available, can produce closed form consistent estimates in (1.3), see eg Kelejian and Prucha (1998) ; for nonlinear regression one expects to be able to extend, eg, Amemiya (1974) . As under many other relaxations of GaussMarkov conditions, least squares estimates of β 0n in the first equation of (1.4) (or nonlinear least squares estimates of β 0n and δ 0 ) are expected to be consistent, though those of λ 0n based on residuals inconsistent; see eg Kelejian and Prucha (1997) . When estimates are consistent, one expects them to satisfy a central limit theorem under additional conditions. The models (1.1)-(1.4) are somewhat idealised, some of the literature considering ones that are more general.
In 'SARAR' versions of (1.1), (1.2) or (1. 3), u is replaced by v n , defined as in (1.4) but with p n possibly replaced by some other order r n , say. However after transformation they are still essentially covered by (1.1)-(1.3), albeit offering more parsimony, having SAR order p n r n with coefficients depending on only p n +r n unknowns. In a SARAR version of (1.3), Lee and Liu (2010) established asymptotic theory for generalized method of moments estimates, as did Egger (2011, 2013) , allowing respectively for error heteroscedasticity and panel structure. Spatial ARMA models are not covered in (1.1)-(1.4); in this setting Huang (1984) and Anselin (2001) respectively discussed maximum likelihood estimation and developed Lagrange multiplier tests to determine model order. A single type of estimate which can be expected to deliver consistency, and asymptotic normality, in (1.1)-(1.4), and without recourse to instrumental variables, is the Gaussian pseudomaximum likelihood estimate (PMLE) . This maximizes what would be the likelihood were u Gaussian, and as well as enjoying the classical asymptotic properties of maximum likelihood, is consistent and asymptotically normal under more general conditions on u, though in some settings the limiting covariance matrix can be affected. Brandsma and Ketellapper (1979) discussed Gaussian maximum likelihood estimation in the SAR(2) version of (1.1), describing, without rigorous proofs, asymptotic statistical properties, see also Huang (1984) . These properties were established for the PMLE by Lee (2004) in case of SAR(1) versions of (1.1)-(1.3) with linear regression in the latter model. The PMLE is asymptotically efficient when u is Gaussian, though otherwise more efficient estimates have been justified in fixed parameter dimension SAR models, see Lee and Liu (2010) and Robinson (2010) . Note that our allowance for nonlinear regression does not greatly impact on methods and theory for the PMLE, which is in any case only implicitly defined. One well-known aspect of the PMLE is the need to invert an n × n matrix in the estimation. On the other hand, a general defence of the PMLE is its asymptotic efficiency properties in the Gaussian case, the fact that consistency and the same limit distribution holds under more general conditions than Gaussianity, and the relatively simple and easy-to-compute form of the limiting covariance matrix estimate following the point estimation.
In practice the specification of p n , and of k n , may be influenced by the amount of data n available, as is the case with other multiparameter statistical models. A larger data set affords the possibility of achieving reasonably precise inference on a richer model, which may reflect a degree of model uncertainty. Correspondingly, in a number of other multiparameter models, asymptotic statistical theory has been developed with the number of parameters increasing slowly with sample size, cf. Huber (1973) , Berk (1974) , Sargan (1975) , Robinson (1979) , Portnoy (1984 Portnoy ( , 1985 , Robinson (2003) . have argued that regarding p n as increasing with n is natural in SAR models with some kinds of weight matrix, and have established asymptotic theory for least squares and instrumental variables estimates of (1.3) in the linear regression case. A popular alternative approach to models with a large number of parameters is to apply the LASSO, or a similar estimate based on a penalized objective function. This method is especially useful in cases where p n + k n ≥ n.
The present paper establishes consistency and asymptotic normality for the PMLE in the models (1.1)-(1.4) with p n and k n allowed to increase slowly with n. Asymptotic theory for implicitly-defined extremum estimates, requiring an initial consistency proof, is unusual in the literature on increasing parameter dimension with sample size, especially so when combined with nonlinear regression. Our proof of consistency of the PMLE is rather delicate, in particular where both numerator and denominator terms increase with k n (see (A.8) in the appendix), while we also need the volume of the admissible autoregressive parameter space to remain bounded as p n diverges. Our results lead to rules of statistical inference which are also valid when p n and k n are regarded as fixed, and to some extent provide a novel contribution in this setting also. In particular we know of no asymptotic theory for the PMLE in the models (1.1)-(1.4) with fixed p n > 1 and k n . We keep the dimension q of δ 0 fixed as otherwise the regression would effectively be nonparametric.
The following section covers models (1.1) and (1.2) , with (1.3) and (1.4) covered in Sections 3 and 4, respectively. Section 5 contains a Monte Carlo study of finite sample performance. Proofs are included in two Appendices and an additional online supplementary appendix.
SAR with and without intercept
We can rewrite (1.1) as
where
The notation S n follows a convention we adopt for evaluation of objects at true parameters: A(α 0 ) ≡ A for any matrix, vector or scalar A and any true parameter α 0 . In the sequel we suppress reference to n for individual parameters to simplify notation. We now introduce some basic assumptions. Assumption 1. u = (u 1 , . . . , u n ) has independently distributed elements with zero mean, finite variance σ 2 0 and finite third and fourth moments μ 3 and μ 4 respectively. Assumption 2. For i = 1, . . . , p n , the diagonal elements of each W in are zero and the offdiagonal elements of W in are uniformly O h −1 n , where h n is a positive sequence which is bounded away from zero and which may be bounded or divergent, with n/h n → ∞ as n → ∞ in the latter case.
It is possible to employ different h in for each of the W in , some bounded and some divergent. However we maintain Assumption 2 for notational simplicity. For any rectangular matrix A, we define A = ζ (A A) 1 2 , whereζ(B) (respectively ζ(B)) is the largest (smallest) eigenvalue of a square, symmetric matrix B.
Definition For i = 1, . . . , p n , W in are said to have 'single nonzero diagonal block' structure if, for some set of m i × m i matrices V in such that pn i=1 m i = n, W in has V in as the ith diagonal block and zeros elsewhere.
Let c, C denote throughout generic positive constants, arbitrarily small and large, respectively. Assumption 3. S n is non-singular and 2) for all sufficiently large n.
The first part of this assumption ensures that (2.1) can be solved for y n , asymptotically. The restriction on S −1 n limits spatial correlation because the covariance matrix of y n is σ
n , while the restrictions on the W in are satisfied if, for each i, the elements of W in decline fast enough with n. A sufficient condition for the non-singularity of S n is
Depending on the structure of W in more primitive sufficient conditions can be given for (2.3).
Denote by λ = (λ 1 , . . . , λ p n ) and σ 2 any admissible values of λ 0n and σ 2 0 and let
In the 'single nonzero diagonal block' case we have
, in which case one could take the parameter space Λ n for λ to be such that max i=1,...,pn
and take normalized V in such that V in = 1. For more general W in we have
|, and then we may choose Λ n such that 2.5) and normalize the W in such that W in ≡ 1. In any case, for the identification of the λ i some normalization of the W in is necessary, so this operation is essentially costless. A similar discussion applies after Assumption 12 below, with row-sum norm used instead. Define the negative Gaussian log-likelihood function as
Define the PMLEs of λ 0n , σ 2 0 asλ n = arg min λ∈Λ n Q n (λ) ,σ 2 n ≡σ 2 n λ n respectively, where
with Λ n satisfying Assumption 4. Λ n is a subset of R pn such that, for some fixed ε ∈ (0, 1), −ε ≤ λ i ≤ 1 − ε, for i = 1, . . . , p n when the W in have 'single nonzero diagonal block' structure and λ 1 ≤ 1 − ε if not.
Assumption 4 reflects the necessity in our proof that the volume of Λ n remain bounded as n → ∞, and the likelihood that the λ 0i are non-negative, but could be replaced by others. The construction of a compact parameter space requires some care when dimension can increase. The usual Cartesian product of closed and bounded intervals that forms a compact parameter space in the fixed dimension setting will not, in general, yield a region with bounded volume when dimension increases. The Associate Editor handling our paper has pointed out that by analogy with results shown in other settings (see eg Pötscher and Prucha (1997) pp. 29-31 and references therein, and Kuersteiner and Prucha (2015) ), the compactness requirement of Assumption 4 might be relaxed and the arbitrary choice of ε avoided by, more naturally, choosing Λ n as (2.4) in the 'single nonzero diagonal block' case, and as (2.5) otherwise. The only drawback to optimizing over an open set would appear to be thatλ n might sometimes not exist. On the other hand with compact Λ n , ifλ n falls on its boundary it is likely that shrinking ε would changeλ n . This may suggest that n is too small for asymptotics to be relevant, and/or the parameter space has been chosen too small or the model is misspecified. Typically there will be no option to collect further data, while employing an alternative method of estimation in the hope that the outcome will lie within the boundary seems an over-reaction, especially as one can choose ε so small that shrinking it would not affectλ n to any desired number of decimal places, or indeed make any statistically significant difference. Our use of λ 1 ≤ 1 − ε, or indeed (2.5), in non-'single nonzero diagonal block' cases is nevertheless still unsatisfactory because, with the restriction on the W in , it is a crude sufficient condition for (2.3), compared to the precise conditions for stationarity of autoregressive time series in terms of the locations of zeros of the autoregressive polynomial. Further work to relax Assumption 4 in our increasing parameter dimension setting would be desirable.
Note that though we treat the W in as known, in reality the scaling of distances is arbitrary and different scalings are used in the literature. Some scaling, such as W in = 1, is necessary in order to identify the λ 0i and correspondingly specify a suitable Λ n . We could replace each W in by cW in for c ∈ (0, ∞) and Λ n by c −1 Λ n , but for identification we must choose one scaling and one parameter space.
Assumption 5. λ 0n ∈ Λ n , for all sufficiently large n.
Assumption 6. For λ ∈ Λ n and all sufficiently large n, c ≤ σ 
The ratio in (2.10) is guaranteed ≥ 1 due to the inequality between arithmetic and geometric means. Assumption 7 is an identification condition related to the uniqueness of the covariance matrix of y n , introduced in Delgado and Robinson (2015) who discussed it and compared it to the identification condition employed by Lee (2004) in his asymptotic theory.
Theorem 2.1. Let (1.1) and Assumptions 1-7 hold, and p n be allowed to diverge as n → ∞.
Theorem 2.2. Let (1.1) and Assumptions 1-7 hold, and p n be allowed to diverge as n → ∞
Multimodality can be a potential problem with implicitly defined extremum estimates, see eg Warnes and Ripley (1987) in a rather different spatial context. It is plausible that the likelihood of it could increase with increasing p n or decreasing n, or perhaps with 'increasing nonlinearity'.
However on the one hand one could get multimodality when p = 1, and on the other, normal multiple linear regression is always unimodal if k n < n. Certainly the smaller the gap between n and p n the flatter we might expect the objective function to be, but this a local rather than global issue. The problem does not necessarily go away with large n, as even if the objective function is asymptotically uniquely optimised asymptotic sub-optimal modes are not ruled out. For p = 1 Hillier and Martellosio (2013) are able to establish unimodality if W 1n has real eigenvalues (amongst other conditions), although their approach relies on an explicit analysis of the second derivative of the likelihood function and seems difficult to extend when p > 1. One way to mitigate the problem is by searching over a sufficiently fine grid before any iteration, though the larger p n is the more expensive this is.
To establish asymptotic normality, we denote by H n λ, σ 2 the second derivative matrix of (2.6) and define it in (A.18) in Appendix A. Writing P 1n (λ), P 2n (λ) for the p n × p n matrices with (i, j)-th element given by tr (
Write F n for the n × p n matrix with (i, j)-th element c ii,jn , where c pq,in is the (p, q)-th element of G in + G in , and define Ω n = μ 4 − 3σ
The covariance matrix of the first derivative of (2.6) is n −1 (2Ξ n + Ω n ). The following assumption is standard:
Assumption 8. λ 0n is in the interior of Λ n , for all sufficiently large n.
If h n diverges with n, we need to account for the correct normalisation that will yield a central limit theorem as follows:
Assumption 10. h n is bounded as n → ∞. lim
The rank conditions here strongly restrict the W in in higher-order SAR models, even with fixed p n . Such problems are transparently avoided with weight matrices having 'single nonzero diagonal block' structure. Blommestein (1985) discusses the possibility of 'circularity' when W in represent orders of contiguity, causing rank condition failure. By way of an illustration, W 1n
could assign 1 to an element if the relevant units share a common boundary, W 2n could assign 1 to an element if the relevant units do not share a boundary with each other but have a common neighbour, and so on. In this case, there is a risk of high-order W in 'circling' back to W 1n .
|a ij |, the maximum absolute row-sum norm.
Assumption 12. S n is non-singular and
for all sufficiently large n.
This strengthens Assumption 3 due to the inequality
Denote throughout by Ψ n a matrix of constants with full and fixed row rank, and columns equal in number to the parameters for which a central limit theorem is being established. Our next theorem covers the unbounded h n case, establishing asymptotic normality of a fixed number of linear combinations ofλ n − λ 0n . Theorem 2.3. Let (1.1) and Assumptions 1, 2, 4, 6-9, 11 and 12 hold, h n → ∞ as n → ∞, p n be allowed to diverge as n → ∞ such that
First, note that χ > 4 implies that the last term on the LHS of (2.13) is dominated by the third one. If G jn G in = 0 and G jn G in = 0 for i = j, as with 'single nonzero diagonal block' weight matrices, then any finite-dimensional subset of estimates will be asymptotically distributed as independent normal random variables with mean zero and variances
. If p n is fixed then the restrictions on p n in (2.13) are redundant. In this case the same proof, considering a single linear combination, implies n
, by the Cramer-Wold device. We may derive similar results for fixed parameter spaces from the subsequent central limit theorems in this section. The following theorem takes h n to be bounded, complementing Theorem 2.3.
Theorem 2.4. Let (1.1) and Assumptions 1, 2, 4, 6-8, 10-12 hold, and p n be allowed to diverge as n → ∞ such that p
The parameter growth restrictions may be simplified if moment conditions are strengthened. For instance when χ ≥ 8/3 in Assumption 11, (2.14) only requires p 5 n /n → 0. Covariance matrix estimation for Theorems 2.3 and 2.4 can be based on H n λ, σ 2 n and Ω n λ, σ 2 n evaluated atλ n , σ 2 n and empirical moments.
We now turn from model (1.1) to the slightly more general (1.2). For any admissible λ, τ and σ 2 and nonsingular S n (λ) the negative Gaussian pseudo log-likelihood function is log (2πσ
, which for given λ is minimised with respect to τ and
A for any n×s matrix A of rank s, with I n denoting the n×n identity matrix. The (2004) is potential multicollinearity. For example, if the W in are row-normalised (with non-negative elements) then
for every i and multicollinearity ensues. Indeed when h n diverges and Lee (2004) for justification when p n ≡ 1, extension to divergent p n being obvious). While consistency as established in the following section is preserved as long as Assumption 7 continues to hold (τ 0 is identified if λ 0n is identified), the central limit theorem entails a different norming.
Theorem 2.5. Let (1.2) and Assumptions 1-7 hold, and p n be allowed to diverge as n → ∞.
Theorem 2.6. Let (1.2) hold with h n → ∞ as n → ∞. Let Assumptions 1, 2, 4, 6-8, 11 and 12
> 0, and p n be allowed to diverge as
If either multicollinearity does not arise or if h n is bounded the asymptotic distribution of the PMLE for the parameters of ( 1.2) is covered under the theorems of the following section.
SAR with regressors
We now consider (
. . , k n , and unknown vector δ = (δ 1 , . . . , δ q ) . When δ 0 is known the regression is linear. A nonlinear example with k n = q = 1 is the Box-Cox choice x in (δ) = z δ in − 1 /δ for a positive explanatory variable z in . Generally, the vector β 0n is distinguished from δ 0 , playing a similar scaling role as in a linear model (and unlike δ 0 , β 0n need not be assumed an element of a prescribed compact set, cf Robinson (1972) ). Recall also that q is assumed fixed as n increases.
With X n ≡ X n (δ 0 ) we have S n y n = X n β 0n + u and, denoting by θ = (λ , β , δ ) any admissible values of θ 0n = (λ 0n , β 0n , δ 0 ) , redefine the negative Gaussian pseudo log-likelihood function as
for nonsingular S n (λ). For given γ = (λ , δ ) , (3.1) is minimised with respect to β and σ 2 bȳ
where we have redefined
and 
Assumption 16. When δ 0 is unknown, 6) and for any η > 0,
We deal in this paper with the relatively challenging case when β 0n is unbounded, and control over this is provided by (3.6). The proof with finitely many, but at least one, nonzero β 0n elements would be simpler. We could rewrite (3.7) as 8) which is analogous to the identification condition for the nonlinear regression model y n = X n (δ) β 0n + u (take λ = λ 0n ) with a parametric linear factor in Robinson (1972), and (3.8) may be easier to comprehend than (3.7). A sufficient condition is: for any η > 0
Theorem 3.1. Let (1.3) and Assumptions 1-7, 13-16 hold, and p n , k n be allowed to diverge as n → ∞ such that
As discussed after Theorem 2.1 the same proof holds when p n and k n remain fixed, and the restriction on k n in (3.10) becomes redundant. The conditions of the theorem can be compared to those in . The requirement of finite fourth moments for u i is not imposed by them for consistency of the IV and OLS estimates, where second moments suffice.
On the other hand, the only restriction imposed on h n here is that it be bounded away from zero uniformly in n.
Assumption 17. For some > 0, ∂x ijn (δ) /∂δ l exist and are uniformly bounded in abso-
This assumption implies sup δ∈N δ ( )∩D ∂x ijn (δ) /∂δ < C.
Theorem 3.2. Let (1.3) and Assumptions 1-7, 13-17 hold, and p n , k n be allowed to diverge as
e. the regression is linear), the sufficient rate can be improved to p
Assumption 18. For some > 0, ∂ 2 x ijn (δ) /∂δ l1 ∂δ l2 and ∂ 3 x ijn (δ) /∂δ l1 ∂δ l2 ∂δ l3 exist and are uniformly bounded in absolute value for all δ ∈ N δ ( ) ∩ D, i = 1, . . . , n, j = 1, . . . , k n ,
Together (3.11) and (3.12) imply n
Let Π n (θ) be the n × q matrix with i-th column (∂X n (δ)/∂δ i ) β, where the matrix is differ-entiated element-by-element. Redefine H n to be the second derivative matrix of (3.1), so
where A n = [a 1n , . . . , a p n n ] with a jn = G jn X n β 0n . Assumption 14 implies a ijn = O (k n ), uniformly in i = 1, . . . , n, j = 1, . . . , p n , where a ijn is the (i, j)-th element of A n . More details on derivatives are in Appendix A, where their components are used in the proofs of the central limit theorems stated below. Define
Theorem 3.3. Let h n → ∞ as n → ∞, (1.3) and Assumptions 1, 2, 4, [6] [7] [8] 12, [14] [15] [16] [17] [18] [19] hold, δ 0 be in the interior of D, and p n , k n be allowed to diverge as n → ∞ such that
The matrix
n can replace L n and σ 2 0 respectively to obtain a consistent estimate of Δ 4 . When p n and k n are fixed we obtain n 1 2
via the Cramér-Wold device, as discussed after Theorem 2.3. Similar comments apply after the other central limit theorems presented subsequently both in this section and the next one. If h n is bounded as n → ∞ a more complicated analysis is required because the information equality does not hold asymptotically. Define
Again n −1 (2Ξ n + Ω n ) is the covariance matrix of the first derivative of (3.1). The asymptotic distribution relies on the following non-multicollinearity and boundedness condition:
Theorem 3.4. Let h n be bounded as n → ∞, (1.3) and Assumptions 1, 2, 4, [6] [7] [8] 11, 12, [14] [15] [16] [17] [18] 20 hold, δ 0 be in the interior of D, and p n , k n be allowed to diverge as n → ∞ such that
It may be shown that if χ ≥ 8/3 then p 5 n k 7 n /n = o(1) suffices for (3.16) to hold while if χ ≥ 8/5 and p n is fixed then k 7 n /n → 0 is sufficient. For linear regression, i.e. when δ 0 is known, show that the asymptotic covariance matrix of a fixed number of linear combinations of IV estimates is given by
A for a matrix A with full column rank. On the other hand, when u in (1.3) is normally distributed, Ω n = 0 and
n Ψ n , where Ξ n in (3.13) now no longer contains the blocks with Π n . Straightforward calculations show that
which is the sum of two nonnegative definite matrices, implying that Δ IV ≥ Δ 5 .
Regression with SAR errors
We can write (1.4) as 1) where with some abuse of notation X n (γ) = S n (λ) X n (δ) . Thus consider Q n (γ) defined as before but with
Write X n = X n (γ 0 ) and introduce Assumption 21. When δ 0 is unknown, (3.6) holds and for any η > 0
Theorem 4.1. Let (1.4) and Assumptions 1-7, 13-15 and 21 hold, and p n , k n be allowed to diverge as n → ∞ such that
Under similar regularity conditions as in the previous section we may obtain the asymptotic distribution ofθ n = λ n ,β n . We provide the derivatives of the redefined (3.1) in Appendix A, from which
which is block diagonal between λ and (β , δ ) and, notably, the top left block can have spectral norm going to zero when h n → ∞ because it is identical to (2.11), which entailed a different norming in Theorems 2.3 and 2.6.
Assumption 22. For some > 0, ∂x ijn (γ) /∂γ l exist and are uniformly bounded in absolute value for all γ ∈ N γ ( ) ∩ Γ, i = 1 . . . , n, j = 1, . . . , k n , l = 1, . . . , p n + q. As n → ∞,
Assumption 23. For some > 0, ∂ 2 x ijn (γ) /∂γ l1 ∂γ l2 and ∂ 3 x ijn (γ) /∂γ l1 ∂γ l2 ∂γ l3 exist and are uniformly bounded in absolute value for all γ ∈ N γ ( ) ∩ D, i = 1, . . . , n, j = 1, . . . , k n ,
(4.5)
In the two central limit theorems stated below, identification conditions are taken to hold for the changed definitions of Ξ n and Ω n in this section. These definitions are described in Appendix A, but a feature of the next theorem is the differential norming that implies a slower rate of convergence forλ n as compared to β n ,δ n . Define Φ n = diag [h n I pn , I kn , I q ] and write
n for a generic matrix B n .
Theorem 4.2. Let h n → ∞ as n → ∞, (1.4) and Assumptions 1, 2, 4, [6] [7] [8] 11, 12, 14, 15 and 21-23 hold, δ 0 be in the interior of D, lim n→∞ ζ Ξ
> 0, and (2.13), (3.14) hold if p n , k n are allowed to diverge as n → ∞. Then
Theorem 4.3. Let h n be bounded as n → ∞, (1.4) and Assumptions 1, 2, 4, [6] [7] [8] 11, 12, 14, [15] [16] [17] [18] [19] [20] [21] [22] [23] hold, δ 0 be in interior of D, and (3.16) hold if p n , k n are allowed to diverge as n → ∞.
5 Finite-sample performance
In this section we study the finite-sample properties of the estimates considered above in a Monte Carlo study, in two distinct settings considered earlier eg in .
In the first setting, we consider Case (1991 Case ( , 1992 , where weight matrices take the 'single nonzero diagonal block' specification 1) with V m = (m − 1) −1 (l m l m − I m ). In the second setting the weight matrices are 2) with W * kn the symmetric circulant matrix with first row elements given by
Thus W c kn is also a symmetric circulant matrix with first row elements given by w * 1j,kn /2k. In both experiments we took p = 2, 4, 6. We first analyse the pure and intercept SAR cases. y n was generated using (1.1) or (1.2) in each of the 1000 replications. We chose λ 01 = 0.7, λ 02 = 0.8, λ 03 = 0.5, λ 04 = 0.8, λ 05 = 0.4 and λ 06 = 0.3, when using W n to exist in this case is λ 1 < 1). One set of u i was generated as independent draws from N (0, 1) (here PMLE is MLE), and another set as independent draws Kelejian, Prucha, and Yuzefovich (2006) ). Averages (averaging over bias and MSE for λ 0i , i = 1, . . . , p) are reported for the spatial parameter estimates to conserve space. We report results for m = 16 (m = 8, 24 were also simulated) only when using W f kn , and also take the number of districts s (implying n = 16s, and more generally n = ms) to grow faster than p. Indeed Theorems 2.3 and 2.4 indicate that when m is either bounded or divergent the PMLE is s p, m, s → ∞ is necessary for (2.13) to hold asymptotically. We take s = 12, 24, 36, and this implies the need to combine spatial weight matrices by imposing the same spatial parameter for some blocks. When p = 2 we combine into two groups with six blocks, twelve blocks and eighteen blocks each when s = 12, 24, 36, respectively. When p = 4 (respectively p = 6) we combine into four groups (respectively six groups) with three, six and nine blocks each (respectively two, four and six blocks each). When using W c kn we take n = 108, 216, 432. In Table 5 .1, bias and MSE decline with sample size for both MLE and PMLE of (1.1), using Table 5 .2 indicates a similar, non-monotonic, pattern of reduction for (1.2). However the bias and MSE forτ n can be very high for large p, eg for p = 6 they are unacceptable even when n = 432. Tables 5.3 and 5.4 similarly display Monte Carlo size and power for (1.1) and (1.2) respectively, with nominal size 5%. Power was computed using the false null hypothesis λ i , τ = 0.5, for each i. With W c kn in (1.1), size approaches the nominal value non-monotonically with n, but with (1.2) the behaviour is rather more erratic. For p = 2 the oversizing is moderate, but dramatically worsens for p = 4, 6. However in each case it gets closer to the nominal size as n increases, although not necessarily monotonically. On the contrary, with W f kn there is considerable undersizing. Larger values of s give little indication of an approach to the nominal 5%. The sizes are better for larger p, the best results arising when p = 6. The behaviour is similar across N (0, 1) or t 6 disturbances. On the other hand power increases monotonically in each of the various settings, and would be much higher for the p = 4, 6 cases if not for λ 03 = 0.5 (true under the false null), which effectively caps power at around 83%.
When generating y n using (1.3), we set k n = 2 and β 01 = 1, β 02 = 0.7. In X n we took x i1n (δ) = (z δ i1 − 1)/δ and x i2n (δ) = z i2 , with (z i1 , z i2 ) ∼ U (0, 5) (generated independently of each other), i = 1, . . . , n, with 1000 replications, and δ 0 = 0.7. With W f kn equal blocks of size m were used, while three different m were chosen for each p: 48, 96 and 144. We also simulated a model with x i1n (δ) = e δzi1 and x i2n (δ) = z i2 and found similar results. We now discuss the results forθ n in Tables 5.5 and 5.6, which report Monte Carlo bias and MSE for u ∼ N (0, I n ) and u ∼ t 6 respectively. It is interesting to note that for W f kn increasing m mostly improves the estimates of the spatial parameters, for fixed p. However, Lee (2004) showed that the PMLE is inconsistent if p = 1 when m alone increases, while simulations conducted by Hillier and Martellosio (2013) also suggest convergence to a nondegenerate distribution. Similar results will undoubtedly apply if p > 1, but fixed, and m alone increases. On the other hand, the block-diagonality of W f kn implies that the number of observations available to estimate the λ 0i increase one-to-one with m. Generally bias and MSE improve with n, as expected. For W c kn the results are as expected. Bias and MSE reduce with larger n and smaller p, and also with larger n for fixed p, and seem acceptable.
Tables 5.7 and 5.8 report Monte Carlo size and power for u ∼ N (0, I n ) and u ∼ t 6 respectively. Now power is calculated using the incorrect null hypothesis θ i = 0.6, for each i. Under normality, sizes when using W f kn are always between 4.3% and 8.2% but those for W c kn range from 2.35% to 7.1%. When the disturbances are non-normal matters are similar, although there are instances (p = 2, 6) of severe undersizing for λ 0i with W c kn that persists for all values of n. On the other hand, the power tends to increase (but not always monotonically) with large n and small p for , due to the increase in n afforded by increasing p. Power for δ 0 tends to be low across the board, in part because its true value is 0.7 and the postulated value is 0.6. This factor doubtless also plays a role in the lower power for β 02 generally as compared to that for β 01 .
Finally, Table 5 .9 comparesθ n with the IV estimate of (denoteď θ n ) when W c kn are employed, x i1n (δ) = z i1 also (i.e. linear regressive SAR) and (z i1 , z i2 ) ∼ U (0, 1) to match their design. We consider u generated from both N (0, I n ) and t 6 distributions. We report relative average MSE (RAMSE) separately for the autoregression and regression components, defining these as average MSE(λ n )/average MSE(λ n ) and average MSE(β n )/average MSE(β n ), using the instruments {W c jn z i1 , W c jn z i2 }, j = 1, . . . , p. The PMLE does very well in general. The IV estimates outperform the PMLE for the regression coefficients β 01 and β 02 in 4 out of 6 cases when p = 6, but fare much worse for the spatial parameters in all cases. Experiments in which the u were generated from a χ 2 6 − 6 (this having σ 2 0 = 12, and also being non-symmetric) distribution followed the same pattern.
It is particularly interesting to note that the PMLE outperforms the IV estimate by such a large margin even when the disturbances are non-normal. A possible explanation for this is that the IV estimate relies on instruments derived from a power series expansion of S −1 n , and the estimates are sensitive to the strength of these instruments. 
Appendices A Proofs of theorems
Proof of Theorem 2.1. This is omitted as it can be deduced from the proof of Theorem 3.1 below, ignoring components of formulae and steps that are not relevant.
Proof of Theorem 2.2. In supplementary material.
We drop n subscripts in the appendices. The following inequalities will be useful:
, where a is the number of columns in Ψ. Thus in Section 2, a = p or p + 1, in Section 3, a = p + k + q and in Section 4, a = p + k. Further, for any matrix, vector E θ, σ 2 ,Ẽ denotes evaluation at a generic estimate θ ,σ 2 andΔ E =Ẽ − E. We can express (1.3) as y = Rλ 0 + Xβ 0 + u with
Because Assumption 3 implies
we have R = A + B, with B = [G 1n u, . . . , G p n n u], and for (1.1) the reduced form (A.1) holds with X = 0. The proofs of Theorems 3.3 and 3.4 should be read before the next two proofs, which are in any case in the supplementary appendix. We introduce them at this point to follow the order of the paper.
Proof of Theorem 2.3. In supplementary material.
Proof of Theorem 2.4. In supplementary material.
Proof of Theorem 2.5. This is omitted for the same reason as Theorem 2.1's proof.
Proof of Theorem 2.6. This is similar to the proof of Theorem 2.3 and therefore omitted.
Proof of Theorem 3.1. The property β − β 0 p → 0 follows using arguments below, the closed form expression (see (3.2)) forβ as a function ofγ, and the property γ − γ 0 p → 0, so we focus on proving the latter. From (3.4), (A.1)
using (3.3) and writing r(λ) = n
Then from (A.2) and a standard kind of argument for proving consistency of implicitly defined extremum estimates
From Assumptions 1 and 16 it follows that σ 2 /σ 2 0 p → 1, so using log (1 + x) = x + o (x) as x → 0 it suffices to show that as
log r(λ) , from Assumption 6, whence Assumptions 7 and 16 imply (A.5). Again using Assumption 6, uniformly in γ, f (γ) /σ 2 (λ) ≤ |f (γ)| /c and
uniformly, by Assumption 14, to check (A.4). Finally consider (A.3). We first prove pointwise convergence. For any fixed γ ∈ N γ (η) and large enough n, c (γ) ≥ c β 0
, where e (γ) has mean 0 and variance
where t i (λ) is the ith column of T (λ). Since M (δ) = 1 and Assumptions 4 and 12 imply (we give a bound for the general case, that the same bound holds for the 'single nonzero diagonal block' case is simple to check)
, from (3.6). Thus pointwise convergence is established.
To complete the proof of (A.3) we employ an equicontinuity argument. For arbitrary ε > 0 and finitely many γ * = (λ * , δ * ) , the neighbourhoods λ − λ * 1 < ε × δ − δ * < ε form a sub-cover of the compact Γ = Λ × D in the product topology formed from the sum of • 1 and
• distances. It remains to prove that
whence, denoting the two components of e (γ) by e 1 (γ) , e 1 (γ) , the left side is bounded in absolute value by
This part of the proof is relatively delicate due to both numerator and denominator increasing with k. The proof for the first term in (A.7) does not involve this feature and uses other arguments in the proof of (A.8). For the third term in (A.7),
and the fact that numerator and denominator of c (γ * ) /c (γ) are uniformly of the same order of magnitude, namely k, the result for the numerator being straightforward and that for the denominator a consequence of Assumption 16. The fourth term in (A.7) is uniformly o p (1) by similar arguments. To prove (A.8), note that
which can be written
The first of the two terms in braces has spectral norm bounded by
and by Assumption 15,
for sufficiently small δ − δ * .
Thus due to u = O p n 1/2 , it follows that 2n
whose spectral norm is bounded by
as a sum of terms each with factor X (δ) − X (δ * ) , or its transpose, with bounds for these typified by
from (A.10). Thus from (A.12), (A.11) has the same bound, so arguing much as before the contribution from the second term in braces in (A.9) is O β 0 k 1/2 ε . Thus (A.9)=O p β 0 k 1/2 ε , and since Assumption 16 implies that as n → ∞, c (γ) ≥ c β 0 2 uniformly and β 0
, whence (A.8) follows from arbitrariness of ε, and the proof is completed.
Proof of Theorem 3.2. In supplementary material.
Proof of Theorem 3.3. Let ξ λ, σ 2 denote the first derivative vector of (3.1), evaluated at λ, σ 2 . Defining R y (θ) = Rλ + X(δ)β − y, the derivative of (3.1) at any admissible θ, σ
Noting that R y = −u, denoting C i = G i + G i and (A.17) Note that ϕ and φ are not identical, hence the different notations. Denote by K 1 (θ) and K 2 (θ) the k × q and q × q matrices with i-th column (∂X (δ)/∂δ i ) R y (θ) and (i, j)-th element R y (θ) ∂ 2 X(δ)/∂δ i ∂δ j β, respectively. The matrix of second derivatives of (3.1) at any admissible point in the parameter space, denoted H θ, σ 2 , is 2σ (A.18) whence (2.11) and (3.13) follow.
For any non-null fixed-dimensional vector of constants α, we can useξ = 0 and the mean value theorem to write
for someθ such that θ − θ 0 ≤ θ − θ 0 , whereθ may be different across rows ofH −1 . The RHS equals
, where π r is the r-th column of Π . Now
by Assumption 17. Thus
by Markov's inequality. By Lemma B.1 we have
where the second factor in norms is O (p + k) 1 2 , the third and fifth are bounded for sufficiently large n by Lemma B.3 (i) , the fourth is
by Lemma B.1 (i) and the last is
by (A.13) of ), so
, which is negligible by (3.14), noting that p
which is negligible by (3.14) and Lemma B.2 (i) , and Υ 3 = O p p 3 2 k/h by Lemma B.2 (ii) , which is negligible by (3.14). Finally, 
which is negligible by (3.14). Then we only need to find the asymptotic distribution of να ΨL −1 (t + ). The theorem now follows by a standard Lindeberg central limit theorem argument. The asymptotic covariance matrix exists, and is positive definite, by Assumption 19. The proof of the consistency of its estimate is omitted.
Proof of Theorem 3.4. Here we redefine R y (λ) = Rλ − y and obtain ξ = φ. Also H λ, σ 2 = 2n −1 P 1 (λ) + 2σ −2 n −1 R R, whence the formulae for H and Ξ follow. Then proceeding as in the proof of Theorem 3.3, we can write Lemma B.3 (i) indicates that the first term on the RHS of (A.21) is bounded in modulus by a constant times .19), (A.20) and Lemma B.1 (i) . This is negligible by (3.16). Thus we establish the asymptotic distribution of the second term on the RHS of (A.21), which has zero mean and variance a −1 Ψ 2Ξ −1 + Ξ −1 ΩΞ −1 Ψ . Hence we consider the asymptotic normality of
where α is any fixed-dimensional vector of constants. Write ς = α Ψ 2Ξ
for the denominator of (A.22). Then
by Assumption 20. The numerator of (A.22) can be written as −2σ .25) {w i , i = 1, . . . , n, n ≥ 1} forms a martingale difference sequence by Assumption 14, so Theorem
To show (A.26) we can check the sufficient Lyapunov condition
The c r inequality, (11) and (A.23) indicate that the left side is bounded by a constant times
The first term in (A.29) is bounded by A.30) while the third term is bounded by
By the Burkholder, von Bahr/Esseen and elementary p -norm inequalities, the second term in (A.29) is bounded by a constant times
Now, writing e i for the n-dimensional vector with unity in the i-th position and zeros elsewhere, we can write
using Assumption 20. Also, we can use (A.33) to bound We now show (A.27). Write
All sums and maxima are taken over 1 to n unless otherwise stated. f 1 has zero mean and variance bounded by n (A.36) by (A.33) and because, for each i = 1, . . . , n, , which is negligible by (3.16). Next, f 2 has zero mean and variance bounded by which is negligible by (3.16). Finally f 3 has zero mean and variance bounded by n −2 ς −4 times 
B Technical Lemmas
All proofs are contained in the supplementary appendix. 
(ii) Under the conditions of Theorem 2.3, 2.4 or 2.6,
The same bounds hold if we replace Δ H by Δ H , where θ − θ 0 ≤ θ − θ 0 .
Lemma B.2. Suppose that Assumptions 1-14 hold. Then
for SAR without regressors and bounded h, H − Ξ = O p p/n (i) If (3.14) holds, then
If h is bounded and Assumption 20 holds together with (3.16), then
. (ii) If lim n→∞ ζ(hΞ) > 0 and (2.13) holds, then
(iii) If h is bounded, lim n→∞ ζ(Ξ) > 0 and (2.14) holds , then
The same bounds hold if we replace Ĥ by H , where θ − θ 0 ≤ θ − θ 0 .
Supplementary appendix to 'Pseudo Maximum Likelihood
Estimation of Spatial Autoregressive Models with Increasing Dimension'
A. Gupta and P.M. Robinson May 31, 2017 This appendix contains the proof of Theorems 2.2 and 3.2, all lemmas in Appendix B and some supplementary lemmas. Denote throughout
We will suppress n subscripts. Further, for any matrix, vector E θ, σ 2 ,Ẽ denotes evaluation at a generic estimate θ ,σ 2 andΔ E =Ẽ − E.
Proof of Theorems 2.2 and 3.2. Consider Theorem 3.2 first. Becauseσ 2 =σ 2 (γ) =
First note the following properties: 
. Now X ≤ Δ X + X , while by the mean value theorem (MVT) there existsδ (possibly different for each matrix element) satisfying
by Assumption 17 and Cauchy-Schwarz inequality, so
, which is true by (3.10).
3. Bound for where Q 1 has j-th column X W j u and Q 2 has (i, j)-th element β 0 ∂X /∂δ i W j u, i = 1, . . . , q, j = 1, . . . , p, and also S∂X/∂δ i and S∂ 2 X(δ)/∂δ i ∂δ j replace ∂X/∂δ i and ∂ 2 X(δ)/∂δ i ∂δ j , respectively, in the definitions of K 1 and K 2 . Thus Ξ is redefined simply by taking the expectation of (S.10), whence (4.3) follows, and Ω is redefined using the new definitions of X and Π, and also A = 0. The inflation by the h factor in Theorem 4.2 is necessary for a nondegenerate limit distribution, as in Theorems 2.3 and 2.6. Indeed, because the first p elements in both t and equal zero, the negligibility of φ immediately causes singularity of the limiting covariance matrix.
Proceeding like in the proof of earlier theorems, for any non-null m×1 vector of constants α,ξ = 0 and the MVT imply να ΨΦ The top left block of Φ 1 2Δ H Φ 1 2 is identical to that for whose spectral norm Lemma B.1(ii) derives a bound. The spectral norms of remaining blocks are bounded like in the proofs of Section 3, but again with the replacements described in the previous paragraph.
Similarly a bound for the spectral norm of the top left block of H Φ − Ξ Φ is derived in Lemma B.2(i) , and indeed the same lemma also accounts for the remaining blocks.
Evidently all bounds thus obtained for (S.11) and (S.12) are subsets of those assumed negligible in (2.13) and (3.14), and therefore both l 1 and l 2 are negligible. The asymptotic distribution of −να ΨΞ Φ−1 Φ 1 2 ξ is then established by applying a martingale central limit theorem as in earlier proofs.
Lemma LS.1. Let Assumption 12 hold. Then S −1 (λ) R and S −1 (λ) R are uniformly bounded in a closed • 1 −neighbourhood of λ 0 .
Proof. We can write S −1 (λ) = S −1 (I − p i=1 κ i G i ) −1 . We will justify p i=1 κ i G i R ≤ 1 − ε, any ε > 0. In the 'single non-zero diagonal block' of Section 1,
whence the result follows by Assumption 12, taking a small enough • 1 −neighbourhood B(λ 0 ). In the more general, non-block-diagonal, case,
|κ i | , (S.14) the claim following now by (2.12) and a choice of sufficiently small • 1 −neighbourhood. 
whence the claim follows by Markov's inequality.
Proof of Lemma B.2. (ii) Similar to (i), except utilising (2.13).
(iii) Again similar to (i), except utilising (2.14).
The claims forH follow similarly because θ − θ 0 ≤ θ − θ 0 .
