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THE CLASSIFICATION OF ROKHLIN FLOWS ON
C∗-ALGEBRAS
GÁBOR SZABÓ
Abstract. We study flows on C∗-algebras with the Rokhlin property.
We show that every Kirchberg algebra carries a unique Rokhlin flow
up to cocycle conjugacy, which confirms a long-standing conjecture of
Kishimoto. We moreover present a classification theory for Rokhlin
flows on C∗-algebras satisfying certain technical properties, which hold
for many C∗-algebras covered by the Elliott program. As a consequence,
we obtain the following further classification theorems for Rokhlin flows.
Firstly, we extend the statement of Kishimoto’s conjecture to the non-
simple case: Up to cocycle conjugacy, a Rokhlin flow on a separable,
nuclear, strongly purely infinite C∗-algebra is uniquely determined by
its induced action on the prime ideal space. Secondly, we give a complete
classification of Rokhlin flows on simple classifiable KK-contractible C∗-
algebras: Two Rokhlin flows on such a C∗-algebra are cocycle conjugate
if and only if their induced actions on the cone of lower-semicontinuous
traces are affinely conjugate.
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Introduction
The study of dynamical systems encompasses many diverse parts of math-
ematics. It is generally agreed that the fundamental original motivation is
to gain an understanding of mechanics of nature, in particular how physical
systems change in time. By exploring the algebraic properties of dynam-
ics in the classical sense, one arrives at a notion of a dynamical system —
an action of a locally compact group on a locally compact space — that
provides a common framework for studying time evolutions and symmetry
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groups in classical mechanics. As soon as quantum mechanics emerged in
the early 20th century as a fundamental field of physics, important math-
ematical ideas came with it via its interpretation of observables as certain
operators over a Hilbert space whose elements represent physical states; the
mathematical field of operator algebras was born shortly afterwards. By
seeking the parallel framework for dynamics in the Hilbert space model,
one arrives at the notion of a C∗-dynamical system, which brings the clas-
sical and non-classical ideas together in one neat package. This has led to
the general acceptance of C∗-dynamical systems as an important field of
research. The connection between dynamical systems and operator alge-
bras has remained close and intimate throughout their respective history.
Dynamical ideas represent pivotal ingredients within major branches of op-
erator algebras, such as in Connes’ noncommutative geometry [10] or in
Popa’s deformation/rigidity theory [63].
While there is much to say about the relevance of discrete group actions on
operator algebras — see [30] for a survey — the most exciting applications in
geometry or physics are typically related to time evolutions, or briefly flows,
which are continuous actions of the real numbers R. Compared to actions of
other groups, flows on operator algebras are historically the most relevant for
gaining insight into the structure theory of general operator algebras through
the crossed product construction. This is especially prominent in the theory
of von Neumann algebras, which are also often called W∗-algebras. The
Kubo–Martin–Schwinger condition for flows — originally conceived in the
context of mathematical physics [51, 55, 25] — has influenced the invention
of Tomita–Takesaki theory [73], which in the form of the flow of weights
construction allows one to carry over structural properties back and forth
between von Neumann algebras of type II and type III.
On the C∗-algebraic side, the subject of flows could be considered a hot
topic in the 1970s and 80s, with highlights in the theory of derivations
[32, 67, 14, 15] perhaps most notably due to Sakai [68], and Bratteli–
Robinson’s approach [5, 6] to quantum statistical mechanics. A natural
but very ambitious problem is to determine when two flows on a C∗-algebra
are cocycle conjugate. It is fair to say that over the years, this problem has
proved to be notoriously difficult more than anything else, with only a cou-
ple results applicable in some very special cases. A lot of this is due to the
key distinguishing feature of C∗-algebras, which is based on the idea of be-
ing close everywhere in some parameter space instead of just locally close as
for W∗-algebras. This fundamental theme weighs particularly heavy in the
context of dynamical systems and requires challengingly tight maneuvering
when making approximations.
This is where Kishimoto’s invaluable contributions on flows enters the
picture, which can arguably be regarded as a branch of the subject initiated
by Sakai. Apart from his many papers dedicated to the fine structure of
general flows on C∗-algebras, one of Kishimoto’s finest inventions in this
context is the Rokhlin property; see [40].
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Definition. Let α : R y A be a flow on a separable, unital C∗-algebra.1
We say that α has the Rokhlin property, if for every p > 0, there exists an
approximately central sequence of unitaries un in A satisfying
lim
n→∞
max
|t|≤1
‖αt(un)− eiptun‖ = 0.
The basic idea behind all kinds of Rokhlin-type properties for group ac-
tions on C∗-algebras is to find an exhaustive set of finite (or compact) ap-
proximate representations of the acting group G in the C∗-algebra A, which
are at the same time approximately central. Using functional calculus, one
can indeed see that the unitaries un in the above definition correspond to
a sequence of approximately central and equivariant ∗-homomorphisms of
C(R/2πp Z) equipped with the left R-shift into A. Thus for small constants
p > 0, the chosen unitaries represent large circles on which a large part of
the reals is represented via a cyclic shift.
Although the Rokhlin property is somewhat restrictive — such flows can-
not exist on AF algebras, and they do not admit any KMS states — it does
appear in important examples [40, 41, 42, 45, 4]. A particular consequence
of [4] is that every Kirchberg algebra carries at least one Rokhlin flow. A
higher-rank version of the Rokhlin property for flows, called finite Rokhlin
dimension, was recently introduced in [28]. There it has been shown to be
both relevant for the classifiability of the crossed product, and to be auto-
matic for many classical dynamical systems, namely those arising from free
flows on finite-dimensional locally compact metric spaces.
Kishimoto’s early insight in [40] was that, under a mild additional assump-
tion on the cocycles, the Rokhlin property leads to an approximate vanishing
of the first cohomology of the flow. Given the importance of approximate
cohomology vanishing arguments in all existing approaches to classify group
actions up to cocycle conjugacy, this led him to suspect that flows with the
Rokhlin property ought to be the ones accessible to classification; see the
introduction of [4].
Given that flows contain only little inherent K-theoretical information
and that the behavior of Kirchberg algebras is governed by K-theory in
the spirit of Kirchberg–Phillips classification [35, 61], Kishimoto conjec-
tured that there exists precisely one Rokhlin flow on every Kirchberg al-
gebra up to cocycle conjugacy; see the discussion after [44, Theorem 1.3] or
the end of the introduction to [42]. A suitable uniqueness theorem is also
lacking for Rokhlin flows on simple AT algebras of real rank zero, in par-
ticular on irrational rotation algebras, where Kishimoto has given various
ways of constructing Rokhlin flows; cf. [43, Section 7]. The closest thing
to a uniqueness theorem so far has been accomplished by Kishimoto and
Bratteli–Kishimoto–Robinson, who verified that any two Rokhlin flows on
Cuntz algebras [11] are cocycle conjugate as long as they are quasi-free; see
[4, Corollary 5.11]. To my knowledge, no new insight has come after this
result so far.
Before delving deeper on the C∗-algebraic side, it is worthwhile to take a
look back into the theory of von Neumann algebras. Based on Kishimoto’s
1For convenience we restrict to the unital case for the moment; see Definition 1.8 for the
general formal definition.
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ideas for C∗-algebras and building on some preliminary work of Kawamuro
[33], Masuda–Tomatsu [56] have recently introduced the Rokhlin property
for flows on von Neumann algebras. With it, they gave a complete classi-
fication of Rokhlin flows on a von Neumann algebra with separable pred-
ual. In short, two Rokhlin flows turn out to be cocycle conjugate as soon
as they are pointwise approximately unitarily equivalent; see [56, Theorem
1]. Among other applications, they showcased how this yields an indepen-
dent approach to the Connes–Haagerup–Krieger classification [7, 8, 26, 50]
of injective type III factors. One of the reasons why Masuda–Tomatsu’s
achievement is impressive is that their classification of Rokhlin flows is in a
sense complementary to other typical uniqueness results for flows, such as
those arising in Tomita–Takesaki theory [7].
The goal of this paper is to jump-start the classification theory for flows on
C∗-algebras by providing a satisfactory analog of Masuda–Tomatsu’s clas-
sification theorem. Of course one would not expect to cover all separable
C∗-algebras in the naive way, simply because these might have too com-
plicated structure in general, but at least one would hope to cover enough
ground to make substantial progress on some of the problems left open in
Kishimoto’s earlier work.
Masuda–Tomatsu’s approach is technically very involved, but follows a
by now fairly well-known strategy for classifying group actions: establish-
ing an approximate second-cohomology vanishing, an approximate first-
cohomology vanishing, and then combining these with an Evans–Kishimoto
[21] intertwining argument. On the C∗-algebraic side, the approximate first-
cohomology vanishing is readily available as one of Kishimoto’s first obser-
vations about Rokhlin flows, as well as Evans–Kishimoto intertwining being
a C∗-algebraic invention to begin with. However, an approximate second-
cohomology vanishing is so far completely missing from the theory. It is due
to the more flexibel nature of the weak operator topology that this techni-
cal obstacle can be overcome for von Neumann algebras, and even a close
inspection of Masuda–Tomatsu’s proof does not reveal how to carry their
ideas over to the C∗-algebraic context. It is useful to note, however, that the
approximate second-cohomology vanishing is just used as a technical prereq-
uisite to show that two given flows are approximate cocycle perturbations
of each other in the sense of [42, Section 4].
In what may be considered the main novelty of this paper, a direct method
is given to compare two flows as approximate cocycle perturbations of one
another in the second section, which foregoes second-cohomology consider-
ations altogether. The key difference to comparable techniques in the liter-
ature is that the cocycles are directly constructed as coboundaries, whose
existence would often be an a posteriori outcome together with the approx-
imate vanishing of the first cohomology. This approach works under the
assumption that the underlying C∗-algebra satisfies a property we call finite
weak inner length — see Definition 2.3 — which is a property much weaker
than having finite exponential length [65]. In particular, this method ap-
plies to many examples of classifiable C∗-algebras, in fact in some important
cases even when the exponential length is infinite. The basic idea of the proof
draws inspiration from a similar idea from [2] for classifying Rokhlin actions
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of compact (quantum) groups. The crucial addition is a continuous imple-
mentation of Berg’s technique [3] that compensates for the non-compactness
of the reals R. This is made possible by the aforementioned technical as-
sumption on the C∗-algebra, and bears some resemblence to Kishimoto’s key
argument in the proof of [40, Theorem 2.1].
Building on Kishimoto’s previous work mentioned so far, we then obtain
a positive solution to his conjecture as our first main result:
Theorem A. Let A be a unital Kirchberg algebra. Then up to cocycle con-
jugacy, there exists a unique flow on A with the Rokhlin property.
In the third section, we proceed to develop a general classification the-
orem à la Masuda–Tomatsu from scratch. For this purpose, a general ap-
proximate first-cohomology vanishing is needed that respects approximate
centrality. This works for C∗-algebras satisfying a technical property that
we call finite (weak) approximately central exponential length; see Definition
3.1. Although our proof is based on Kishimoto’s earlier ingenious proof from
[40], our treatment is more general and in fact contains some new aspects
for the non-unital case. For C∗-algebras satisfying both of the two afore-
mentioned technical properties, we then obtain a C∗-algebraic analog of the
Masuda–Tomatsu classification of Rokhlin flows; see Theorem 3.6.
The notion of approximately central exponential length has implicitly
appeared before in various places without a name, most recently in Enders’
solution [20] of Blackadar’s conjecture on the semiprojectivity of Kirchberg
algebras. It is interesting to note that, although this does not play an obvious
or explicit role in Masuda–Tomatsu’s proof of their classification theorem,
it is observed in their appendix that all von Neumann algebras satisfy a
stronger variant of this property, essentially due to Borel functional calculus;
see [56, Lemma 9.4]. From the point of view of the present work, this yields
a good explanation in hindsight why Masuda–Tomatsu’s classification is
possible in general, as well as a good reason to single out the approximately
central exponential length of a C∗-algebra as a natural notion.
In short, the classification result (Theorem 3.6) says that two Rokhlin
flows α, β : R y A are cocycle conjugate when the embeddings A →
C([0, 1], A) coming from their orbit maps are approximately unitarily equiv-
alent. To be more precise, we obtain an actual if and only if condition when
we ask for the cocycle conjugacy to be implemented by an approximately in-
ner automorphism on A, which is the case in Masuda–Tomatsu’s approach
as well. Compared to just characterizing cocycle conjugacy, this has the
advantage that it allows one to obtain strong classification theorems in ap-
plications, meaning that a conjugacy between two flows on a nice invariant
actually lifts to a cocycle conjugacy on the C∗-algebra.
Akin to Masuda–Tomatsu’s classification, we in particular require that the
automorphisms of the flows are approximately unitarily equivalent to each
other, but moreover witnessed in a uniform way. The relevance of this kind
of comparison between flows was hinted at in [56, Theorem 9.5] and credited
to Izumi, albeit not fully exploited until now. The uniformity assumption
is the minimum to be expected in the C∗-algebra situation compared to
Masuda–Tomatsu’s pointwise assumption for W∗-algebras. In fact there are
examples showcasing that the pointwise assumption is not good enough in
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general; see Remark 3.7. One might say that this conceptual difference
is analogous to uniform convergence on continuous functions over a space
versus pointwise convergence on Borel functions.
The rest of the paper is then concerned with applying this general classi-
fication result for Rokhlin flows on certain classifiable classes of C∗-algebras.
In the fourth section, we treat the purely infinite and possibly non-simple
case. We obtain the following generalization of Theorem A, which is our
second main result:
Theorem B. Let A be a separable, nuclear, strongly purely infinite C∗-
algebra. Let α and β be two flows on A with the Rokhlin property. Suppose
that α and β induce the same action on the prime ideal space of A. Then α
and β are cocycle conjugate via an approximately inner automorphism.
The proof of this result involves two steps. Firstly, we combine arguments
of Haagerup–Rørdam [27], Nakamura [57] and Phillips [60, 62] to prove that
any tensor product with O∞ has finite approximately central exponential
length; see Theorem 4.7. This may be viewed as an extension of Phillips’
theorem from [62] that such C∗-algebras have finite exponential length, and
is arguably of independent interest.
Secondly, we establish a uniqueness theorem for ∗-homomorphisms into
strongly purely infinite C∗-algebras with respect to ideal-preserving homo-
topy, which in particular applies to restricted coactions of flows. We note
that at least for stable C∗-algebras, this would arise as a direct corollary of
Kirchberg’s uniqueness theorem from [35, 34] with respect to ideal-related
KK-theory. However, it is unclear how to remove the stability assumption
without going too deep into Kirchberg’s work. Instead we give an indepen-
dent elementary treatment, which hinges on the (comparably easier) O2-
stable classification theory, a new proof of which has been recently found by
Gabe [22].
Combining these two steps, Theorem B arises as a consequence of our
general classification theorem from the third section.
In the fifth section, we treat the case of simple classifiableKK-contractible
C∗-algebras; see [19] for their recent classification theory due to Elliott–
Gong–Lin–Niu. As our third main result, we obtain the following classifica-
tion of Rokhlin flows by the tracial invariant:
Theorem C. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension and KK(A,A) = 0. Then two Rokhlin flows
α, β : R y A are cocycle conjugate if and only if α and β induce affinely con-
jugate R-actions on the extended traces of A.2 Moreover, any conjugacy on
the level of traces lifts to an automorphism on A inducing cocycle conjugacy
between α and β.
The proof of this result is underpinned by certain observations of Gong–
Lin about approximately central unitaries in such C∗-algebras. Namely, it
turns out that an approximately central unitary can always be connected to
the unit via an approximately central unitary path. Although one does not
2This means that there exists an affine homeomorphism γ on the topological cone T (A) of
lower-semicontinuous extended traces respecting the scale ΣA such that γ(τ◦αt) = γ(τ )◦βt
for all τ ∈ T (A) and t ∈ R.
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have any kind of control over the length of such a path in general, our main
observation is that the path in Gong–Lin’s construction approximately be-
haves like a path with length at most 2π, at least when viewed in the strict
topology. In particular, the C∗-algebras in the above class will often have
infinite exponential length as well as infinite approximately central exponen-
tial length, but finite weak approximately central exponential length, which
is good enough for our purposes. Theorem C will thus arise as another
consequence of Theorem 3.6.
We note that a similar observation as above was recently made by Nawata
[58] for C∗-algebras isomorphic to either W or W ⊗K. To be more precise,
he showed that the central sequence algebra of W has a connected unitary
group and exponential length at most 2π. As a byproduct of our efforts
in the fifth section, the same follows for all C∗-algebras in the classifiable
KK-contractible class; see Theorem 5.11. By the arguments detailed in [58,
Section 7], we thus obtain a classification of single automorphisms with the
Rokhlin property analogous to Theorem C; see Theorem 5.12.
Three main questions for future research, which we shall briefly outline,
are left open.
Firstly, one may observe (using Lin’s work on basic homotopy lemmas
[54]) that classifiable TAF C∗-algebras have finite approximately central
exponential length, and thus fall within the scope of the main classication
theorem (3.6) of this paper. However, unlike in the situation covered by
our main results, the classification of ∗-homomorphisms A→ C([0, 1], A) up
to approximate unitary equivalence is necessarily then more complicated as
the Elliott invariant alone is not fine enough for this purpose. For example,
it has to involve the rotation map; see [43, Subsection 5.7] and Remark 3.7.
Thus we are tempted to ask: are Rokhlin flows on TAF C∗-algebras classified
by their rotation maps?
Secondly, how far can our approach to classifying Rokhlin flows be pushed
into the realm of other classifiable C∗-algebras that are either finite unital
[24, 18, 74] or stably projectionless [23] with non-trivial K-theory?
Thirdly, under what reasonable assumptions can one expect the Rokhlin
property to hold automatically? Is it enough to assume that the flow acts
sufficiently non-trivially on the classification invariant in the style of [69]?
Does it hold for trace-scaling flows [47, 48]?
These questions shall be pursued in subsequent work.
Acknowledgements. I would like to thank the following collegues for
valuable discussions, remarks or other interactions that have benefited this
paper in one way or another: Akitaka Kishimoto, Marius Dadarlat, Norio
Nawata, James Gabe, Huaxin Lin, Masaki Izumi, Selçuk Barlak, Guihua
Gong, George Elliott, David Kerr, and Aaron Tikuisis.
1. Preliminaries
Notation. Given a C∗-algebra A, we denote its multiplier algebra byM(A)
and its proper unitalization by A+, i.e., we add a unit even if A is unital.
If A is unital, we denote by U(A) the unitary group of A. In general, let us
write 1+A for the obvious subset of A+ and U(1+A) = (1+A) ∩ U(A+)
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for the obvious unitary subgroup. Note that, if A is unital, one can identify
U(1 + A) ∼= U(A), although these sets are not equal. We will write U0(A)
(in the unital case) or U0(1 + A) for the path connected component of the
unit. If we are given a continuous path of unitaries w : [0, 1]→ U(1+A) and
s ∈ [0, 1], we use w(s) or ws interchangably, whichever is more convenient.
We sometimes denote by A≤1 the closed unit ball of A. For two elements x
and y in some C∗-algebra, we frequently use the convenient shortcut x =ε y
for ‖x − y‖ ≤ ε. We often write F⊂⊂M to mean that F is a finite sub-
set of some set M . For two ∗-homomorphisms ϕ1, ϕ2 : A → B between
C∗-algebras, we write ϕ1 ≈u ϕ2 to say that they are approximately uni-
tarily equivalent, i.e., there exists a net of unitaries uλ ∈ U(1 + B) with
limλ→∞ uλϕ1(x)u
∗
λ = ϕ2(x) for all x ∈ A. For a given C∗-algebra A, we
will denote by T (A) the topological cone of lower-semicontinuous, extended
traces on A.
Definition 1.1. A flow on a C∗-algebra A is a group homomorphism α :
R → Aut(A) with the property that [t 7→ αt(a)] is a norm-continuous map
for every a ∈ A. One writes α : R y A.
Definition 1.2. Let A be a C∗-algebra and α : R y A a flow.
(i) A strictly continuous map w : R → U(M(A)) is called an α-cocycle,
if one has wsαs(wt) = ws+t for all s, t ∈ R. In this case, the map
αw : R → Aut(A) given by αwt = Ad(wt) ◦ αt is again a flow, and is
called a cocycle perturbation of α. Two flows on A are called exterior
equivalent if one of them is a cocycle perturbation of the other.
(ii) Let w be an α-cocycle. It is called an approximate coboundary, if
there exists a sequence of unitaries xn ∈ U(M(A)) such that
max
|t|≤1
‖(xnαt(x∗n)− wt)a‖ n→∞−→ 0
for all a ∈ A. If one even has
max
|t|≤1
‖xnαt(x∗n)− wt‖ n→∞−→ 0
for some sequence xn ∈ U(1+A), then w is called a norm-approximate
coboundary. (In this case w must be norm-continuous and have values
in U(1+A).)
(iii) Let β : R y B be another flow. The flows α and β are called cocycle
conjugate, if there exists an isomorphism ψ : A → B such that the
flows ψ−1 ◦ β ◦ ψ and α are exterior equivalent. If ψ can be chosen
such that ψ−1 ◦ β ◦ ψ and α are exterior equivalent via a (norm-
)approximate coboundary, then α and β are called (norm-)strongly
cocycle conjugate.
Remark. The notion of norm-strong cocycle conjugacy only differs from
the definition of strong cocycle conjugacy in the non-unital case. The origi-
nal notion of strong cocycle conjugacy originates in Izumi–Matui’s work on
discrete group actions, but was arguably a mix of these two notions; cf. [31,
Definition 2.1].
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Definition 1.3. Let (X, d) be a metric space. Let v : [0, 1] → X be a
continuous path. One defines its length as
ℓ(v) = sup
P
n−1∑
j=0
d
(
v(tj+1), v(tj)
)
,
where P denotes the family of all sets {t0, t1, . . . , tn} ⊂ [0, 1] with
0 = t0 < t1 < · · · < tn−1 < tn = 1.
If ℓ(v) <∞, then v is called rectifiable.
Definition 1.4 (see [62, Definition 2.1]). Let A be a C∗-algebra. For a
given unitary u ∈ U0(1+A), we define
cel(u) = inf {ℓ(v) | v : [0, 1]→ U(1+A) continuous, v(0) = 1, v(1) = u} .
The exponential length of A is defined as
cel(A) = sup {cel(u) | u ∈ U0(1+A)} ∈ [0,∞].
Remark 1.5. Originally, the notion of exponential length for a unital C∗-
algebra originates in Ringrose’s work [65]. In any (unital) C∗-algebra A,
unitaries in the connected component of the unit are precisely the finite
products of exponentials exp(ih1) · · · exp(ihm) for some self-adjoint elements
h1, . . . , hm ∈ A. For any j, the unitary path of the form [t 7→ exp(ithj)] is
analytic and ‖hj‖-Lipschitz after applying the composition formula for its
derivative. Therefore we see that the length of any unitary u ∈ U0(A) is
finite and bounded above by the sum ‖h1‖ + · · · + ‖hm‖, for an arbitrary
product decomposition of u into exponentials. In fact, Ringrose proved that
one has the equality
cel(u) = inf
{ m∑
j=1
‖hj‖ | hj = h∗j ∈ A, u = exp(ih1) · · · exp(ihm)
}
.
Remark 1.6. Let (X, d) be a metric space and v : [0, 1]→ X a continuous
path with ℓ(v) < ∞. Then we may obtain its arc-length parametrization
v0 : [0, 1] → X by the following well-known method:
The function σ : [0, 1] → [0, 1] given by σ(t) = ℓ(v|[0,t])ℓ(v) is endpoint-
preserving, monotone, and continuous. If σ(s) = σ(t) for s < t, then
ℓ(v|[s,t]) = ℓ(v|[0,t]) − ℓ(v|[0,s]) = 0, and therefore v is constant on [s, t].
Although σ−1 is not a map, we see that v0 = v ◦ σ−1 yields a well-defined
continuous map with v0(0) = v(0) and v0(1) = v(1). By the definition of σ,
the arc-length parametrization v0 then satisfies the Lipschitz condition
‖v0(s)− v0(t)‖ ≤ ℓ(v) · |s− t| for all s, t ∈ [0, 1].
This is because, if s < t and σ(s0) = s and σ(t0) = t for some s0 < t0, then
‖v0(s)− v0(t)‖ = ‖v(s0)− v(t0)‖
≤ ℓ(v|[s0,t0])
= ℓ(v|[0,t0])− ℓ(v|[0,s0])
= ℓ(v) · (t− s).
Thus, this parametrization ensures that the path v0 satisfies the Lipschitz
condition with respect to its length.
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In this paper, many arguments will involve choosing some unitary path
with length bounded by some given constant. In all these instances, we
will implicitely assume that the Lipschitz condition holds with respect to its
length, by passing to its arc-length parametrization if necessary.
The following notions are all well-known; cf. [36, 1.1], [28, Section 1] and
[72, Section 4].
Definition 1.7. Let A be a C∗-algebra and α : R y A a flow.
(i) The sequence algebra of A is given as
A∞ = ℓ
∞(N, A)/
{
(xn)n | lim
n→∞
‖xn‖ = 0
}
.
There is a standard embedding of A into A∞ by sending an element
to its constant sequence. We shall always identify A ⊂ A∞ this way,
unless specified otherwise.
(ii) Pointwise application of α on representing sequences defines a (not
necessarily continuous) R-action on ℓ∞(N, A). Let ℓ∞α (N, A) be the
C∗-algebra consisting of those sequences (xn)n where [t 7→ (αt(xn))n]
is norm-continuous. Then
A∞,α = ℓ
∞
α (N, A)/
{
(xn)n | lim
n→∞
‖xn‖ = 0
}
is the continuous part of A∞ with respect to α. We denote by α∞ the
natural flow induced by α on A∞,α.
(iii) The central sequence algebra of A is defined as the quotient
F∞(A) = (A∞ ∩A′)/Ann(A,A∞),
where
A∞ ∩A′ = {x ∈ A∞ | [x,A] = 0}
and
Ann(A,A∞) = {x ∈ A∞ | xA = Ax = 0} .
(iv) The continuous central sequence algebra of A with respect to α is
similarly defined as
F∞,α(A) = (A∞,α ∩A′)/Ann(A,A∞,α).
We denote by α˜∞ the natural flow induced by α on F∞,α(A).
The following definition is due to Kishimoto [40] for unital C∗-algebras;
see also [28, Section 2].
Definition 1.8. Let A be a separable C∗-algebra and α : R y A a flow.
We say that α has the Rokhlin property, if for every p > 0, there exists a
unitary u ∈ F∞,α(A) satisfying α˜∞,t(u) = eiptu for all t ∈ R.
We will often follow the convention to call a flow with the Rokhlin prop-
erty simply a Rokhlin flow.
Notation 1.9. Given T > 0, we denote by σT : R y C(R/TZ) the T -
periodic R-shift given by σTt (f)(s + TZ) = f(s− t+ TZ) for all s, t ∈ R. If
A is a C∗-algebra with some flow α : R y A, then we have C(R/TZ)⊗A ∼=
C(R/TZ, A) naturally, and under this identification the tensor product flow
is given by (σT ⊗ α)t(f)(s+ TZ) = αt(f(s− t+ TZ)) for s, t ∈ R.
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Remark 1.10. Identifying R/TZ with the unit circle, and thus identifying
C(R/TZ) ∼= C(T), the canonical unitary generator z = idT ∈ C(T) satisfies
the equation σTt (z) = e
2πit/T · z for all t ∈ R.
Conversely, whenever β : R y B is a flow on a unital C∗-algebra and a
unitary u ∈ U(B) satisfies the condition αt(u) = e2πit/Tu for all t ∈ R, then
the assignment z 7→ u yields an equivariant and unital ∗-homomorphism
from
(C(R/TZ), σT ) to (B,β). This has been implicitely observed early on
by Kishimoto in [40, Proof of Theorem 2.1]; see also [28, Remarks 2.2 and
2.10].
For many arguments related to the Rokhlin property, it is useful to ex-
ploit the perspective given by so-called sequentially split ∗-homomorphisms;
see [1] for details, although we will not need to refer to results about them
beyond the next lemma. This leads to the following well-known characteri-
zation of the Rokhlin property:
Lemma 1.11. Let A be a separable C∗-algebra and α : R y A a flow. The
following are equivalent:
(i) The flow α has the Rokhlin property;
(ii) For every T > 0, there exists a unital and equivariant ∗-homomorphism
from (C(R/TZ), σT ) to (F∞,α(A), α˜∞);
(iii) For every T > 0, there exists an equivariant ∗-homomorphism ψ :(C(R/TZ)⊗A,σT ⊗ α)→ (A∞,α, α∞) such that ψ(1⊗ a) = a for all
a ∈ A.
Proof. The equivalence (i)⇔(ii) follows directly from Remark 1.10. The
equivalence (ii)⇔(iii) is a special case of [1, Lemma 4.2]. 
Example 1.12 (see [42, 45, 4]). Let n ∈ N ∪ {∞} with n ≥ 2. Let
{pj | 1 ≤ j ≤ n} ⊂ R be a set of parameters. Consider the Cuntz algebra of
n generators
On =
C
∗
(
s1, . . . , sn | s∗jsj = 1 =
∑n
j=1 sjs
∗
j
)
, n 6=∞
C∗
(
s1, . . . , sn | s∗jsk = δj,k · 1
)
, n =∞
and the so-called quasi-free flow
γ : R y On via γt(sj) = e2πipjtsj.
If a finite subset of {pj}j≤n generates R as a closed subsemigroup, then γ
has the Rokhlin property. Moreover, all Rokhlin flows arising in this fashion
on On are mutually cocycle conjugate.
In the case n = ∞, one may in particular choose p1 = 1, p2 = −
√
2
and pj = 0 for j ≥ 3. Thus there exist Rokhlin flows on O∞, and due to
the Kirchberg–Phillips absorption theorem [37], there exist Rokhlin flows on
every Kirchberg algebra A because A ∼= A⊗O∞.
Notation 1.13. Let α : R y A be a flow on a C∗-algebra. One may
view α in the coaction picture as a ∗-homomorphism from A to Cb(R, A) via
a 7→ [t 7→ αt(a)]. For T > 0, we shall denote the resulting restriction on [0, T ]
by αTco : A→ C
(
[0, T ], A
)
, i.e., αTco(a)(t) = αt(a) for all t ∈ [0, T ] and a ∈ A.
For brevity, we will denote αco = α
1
co and refer to this ∗-homomorphism as
the restricted coaction of α.
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Since we will be interested in cases when the restricted coactions of two
different flows are approximately unitarily equivalent, the following elemen-
tary lemmas will be useful, the proofs of which only involve elementary
calculations.
Lemma 1.14. Let A be a separable C∗-algebra and α, β : R y A two flows.
The following are equivalent:
(i) αco ≈u βco;
(ii) αTco ≈u βTco for all T > 0;
(iii) αTco ≈u βTco implemented by unitaries in 1 + C0
(
(0, T ], A
)
, for all
T > 0.
Proof. As the implications (iii)⇒(ii)⇒(i) are trivial, we show (i)⇒(iii).
Assume that αco ≈u βco holds. Since the claim is only relevant for arbi-
trarily large T > 0, let us assume that T ≥ 1 is a natural number. Let ε > 0
and F⊂⊂A be given. Consider the compact sets
(e1.1) F ′ =
⋃
0≤s≤T−1
βs(F), F ′′ =
⋃
0≤s≤1
αs(F ′) ⊂ A.
Let us choose a unitary w′ ∈ U(1+ C([0, 1], A)) such that
max
a∈F ′′
‖w′αco(a)w′∗ − βco(a)‖ ≤ ε/2T.
We may view this as a unitary path w′ : [0, 1] → U(1 + A), which then
satisfies
max
a∈F ′′
max
0≤s≤1
‖w′sαs(a)w′∗s − βs(a)‖ ≤ ε/2T.
By the definition of F ′′, this in particular implies
max
a∈F ′
max
0≤s≤1
‖w′0αs(a)w′∗0 − αs(a)‖ ≤ ε/2T.
Thus w = w′w′∗0 : [0, 1] → U(1 + A) yields a unitary in U(1 + C([0, 1], A))
with w0 = 1, and with
(e1.2)
max
a∈F ′
‖wαco(a)w∗ − βco(a)‖ = max
a∈F ′
max
0≤s≤1
‖wsαs(a)w∗s − βs(a)‖ ≤ ε/T.
Let us define w(T ) : [0, T ]→ U(1+A) inductively via w(T )0 = 1 and
(e1.3) w
(T )
j+s = w
(T )
j αj(ws), s ∈ [0, 1], j = 0, . . . , T − 1.
As w0 = 1, this is a well-defined unitary path and yields an element w
(T ) ∈
1+ C0
(
(0, T ], A
)
. Set
(e1.4) F ′k =
⋃
0≤s≤T−1−k
βs(F), k = 0, . . . , T − 1.
Then one has
(e1.5) F ′ = F ′0 ⊇ F ′1 ⊇ · · · ⊇ F ′T−1 = F .
We shall show, inductively in k ∈ {0, . . . , T − 1}, that
(e1.6) max
a∈F ′
k
max
0≤s≤1
‖w(T )k+sαk+s(a)w(T )∗k+s − βk+s(a)‖ ≤ kε/T.
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The case k = 0 holds by assumption. Suppose that this holds for some
k < T − 1. Then inserting s = 1 in (e1.6) yields
(e1.7) max
a∈F ′
k
‖w(T )k+1αk+1(a)w(T )∗k+1 − βk+1(a)‖ ≤ kε/T.
It follows for all a ∈ F ′k+1 and s ∈ [0, 1] that
‖w(T )k+1+sαk+1+s(a)w(T )∗k+1+s − βk+1+s(a)‖
(e1.3)
= ‖w(T )k+1αk+1(ws)αk+1(αs(a))αk+1(ws)∗w(T )∗k+1 − βk+1+s(a)‖
= ‖w(T )k+1αk+1
(
wsαs(a)w
∗
s
)
w
(T )∗
k+1 − βk+1+s(a)‖
(e1.5),(e1.2)
≤ ε/T + ‖w(T )k+1αk+1
(
βs(a)
)
w
(T )∗
k+1 − βk+1+s(a)‖
(e1.4),(e1.7)
≤ ε/T + kε/T = (k + 1)ε/T.
This finishes the induction.
We now compute that
max
a∈F
‖w(T )αTco(a)w(T )∗ − βTco(a)‖
= max
a∈F
max
0≤s≤T
‖w(T )s αs(a)w(T )∗s − βs(a)‖
= max
a∈F
max
k∈{0,...,T−1}
max
0≤s≤1
‖w(T )k+sαk+s(a)w(T )∗k+s − βk+s(a)‖
(e1.5),(e1.6)
≤ max
a∈F
max
k∈{0,...,T−1}
kε/T ≤ ε.
As F⊂⊂A and ε > 0 were arbitrary, this finishes the proof. 
Lemma 1.15. Let A be a separable C∗-algebra and α, β : R y A two
flows. Suppose that α and β are cocycle conjugate via an approximately
inner automorphism of A. Then the restricted coactions αco and βco are
approximately unitarily equivalent.
Proof. By definition, it suffices to consider the two cases where α and β are
either conjugate by an approximately inner automorphism, or that they are
exterior equivalent.
Let us first consider the case where α and β are conjugate by an approxi-
mately inner automorphism ϕ, i.e., βt = ϕ
−1 ◦αt ◦ϕ for all t ∈ R. Let F⊂⊂A
and ε > 0 be given. As ϕ is an approximately inner automorphism, we find
a unitary x ∈ U(1+A) such that
max
a∈F
‖ϕ(a) −Ad(x)(a)‖ ≤ ε/2
and
max
a∈F
max
0≤t≤1
‖ϕ−1(αt(ϕ(a))) −Ad(x∗)(αt(ϕ(a)))‖ ≤ ε/2.
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If we define w ∈ U(1+ C([0, 1], A)) via wt = x∗αt(x), then this yields
max
a∈F
‖wαco(a)w∗ − βco(a)‖
= max
a∈F
max
0≤t≤1
‖x∗αt(x)αt(a)αt(x∗)x− βt(a)‖
= max
a∈F
max
0≤t≤1
‖(Ad(x∗) ◦ αt ◦ Ad(x))(a)− βt(a)‖
≤ ε/2 + max
a∈F
max
0≤t≤1
‖(Ad(x∗) ◦ αt ◦ ϕ)(a)− βt(a)‖
≤ ε.
This finishes the first case.
Now let us consider the case where α and β are exterior equivalent. Let
w : R → U(M(A)) be an α-cocycle with βt = Ad(wt) ◦ αt for all t ∈ R.
Let F⊂⊂A and ε > 0 be given. By [46, Theorem 1.1], w can be strictly
approximated, uniformly on t ∈ [0, 1], by norm-continuous cocycles in U(1+
A). In particular, we find some norm-continuous map z : [0, 1] → U(1+A)
such that
max
a∈F
‖Ad(zt)(αt(a)) −Ad(wt)(αt(a))‖ ≤ ε.
As Ad(wt) ◦ αt = βt, the induced unitary z ∈ U(1+ C([0, 1], A)) satisfies
max
a∈F
‖zαco(a)z∗ − βco(a)‖ ≤ ε.
As F⊂⊂A and ε > 0 were arbitrary, this finishes the proof. 
2. Approximate cocycle perturbations
In this section, we solve an intermediate technical problem that consti-
tutes a crucial step in the classification of flows via the Evans–Kishimoto
intertwining [21] method. In general, if we want to construct a cocycle con-
jugacy between two group actions this way, it is necessary that one of these
actions is an approximation of cocycle perturbations of the other one, and
vice versa. In the particular case of flows, this observation is due to Kishi-
moto, and has been pointed out by him — see [42, Theorem 4.7] — as the
important missing piece towards Theorem A.
Definition 2.1 (see [42, Section 4]). Let A be a separable C∗-algebra with
two flows α, β : R y A. We say that α is an approximate cocycle pertur-
bation of β, if there exists a sequence of β-cocycles {w(n)t }t∈R ⊂ U(1 + A)
such that
max
|t|≤1
‖αt(a)−Ad(w(n)t ) ◦ βt(a)‖ n→∞−→ 0
for all a ∈ A.
Remark 2.2. Let A be a separable C∗-algebra and α : R y A a flow.
By a result [46, Theorem 1.1] of Kishimoto, a strictly continuous multiplier
cocycle {wt}t ⊂ U(M(A)) can be strictly approximated, uniformly on t ∈
[−1, 1], by cocycles {w′t}t ⊂ U(1 + A). Thus Definition 2.1 is equivalent to
its obvious generalization using cocycles in the multiplier algebra.
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Definition 2.3. Let A be a C∗-algebra. We define the weak inner length
wil(u) of a unitary u ∈ U0(1 + A) as the smallest number L > 0 for which
the following holds:
For every finite set of contractions F⊂⊂A≤1 and ε > 0, there exists a
unitary path v : [0, 1] → U(1+A) with v0 = 1, v1 = u, and
‖v∗t1avt1 − v∗t2avt2‖ = ‖[vt2v∗t1 , a]‖ ≤ ε+ L|t1 − t2|
for all t1, t2 ∈ [0, 1]. If no such constant exists, then wil(u) :=∞.
The weak inner length of A is defined as
wil(A) = sup {wil(u) | u ∈ U0(1+A)} ∈ [0,∞].
Remark 2.4. In some cases it might be useful to let F be a compact set
instead of a finite set, which one can do by an elementary compactness
argument.
As one has the estimate ‖v∗1av1− v∗2av2‖ ≤ 2‖a‖‖v1− v2‖ for all elements
a, v1, v2 in a C
∗-algebra with v1, v2 being unitaries, it follows that
wil(u) ≤ 2cel(u) for all u ∈ U0(1+A).
In particular, the weak inner length of any C∗-algebra is at most twice its
exponential length in the sense of Definition 1.4.
A look at the abelian C∗-algebra A = C(T) makes it clear that a C∗-
algebra can have infinite exponential length, but finite weak inner length.
As we will see in the fifth section, this phenomenon can be observed for some
simple C∗-algebras as well, e.g., the classifiable KK-contractible C∗-algebras
treated in the last section have infinite exponential length but finite weak
inner length.
The technique at the heart of the following lemmas is partly inspired by
[2, Lemma 5.5], which was a technical tool used for a similar purpose to
classify Rokhlin actions of compact quantum groups. One might also argue
that its true origin is somewhere in the intersection between Izumi’s work
on finite group actions with the Rokhlin property — see [29, Lemma 3.3] —
and Kishimoto’s original work on Rokhlin flows [40].
Lemma 2.5. Let A be a C∗-algebra with wil(A) < ∞. Let α, β : R y A
be two flows with αco ≈u βco. Then for every ε > 0 and F⊂⊂A, there exists
T > 0 and a unitary z ∈ U(1+ C(R/TZ)⊗A) such that
max
a∈F
max
|t|≤1
‖1⊗ αt(a)−
(
Ad(z) ◦ (σT ⊗ β)t ◦Ad(z∗)
)
(1⊗ a)‖ ≤ ε.
Proof. Set C := wil(A). Let ε > 0 and F⊂⊂A be given. Without loss of
generality, let us assume that F consists of contractions. We then choose
T > 0 big enough so that 5CT < ε. Set
(e2.1) F ′ =
⋃
|s|≤T+1
α−s(F).
As αco ≈u βco, we have αTco ≈u βTco, so by Lemma 1.14 we may choose a
unitary path w : [0, T ]→ U(1+A) with w0 = 1 and
(e2.2) max
a∈F ′
max
0≤s≤T
‖wsαs(a)w∗s − βs(a)‖ ≤ ε/5.
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Then the unitary β−T (wT ) clearly is in U0(1+ A). By our choice of C and
T (recall Definition 2.3), we may find a unitary path κ : [0, T ] → U(1+ A)
with
(e2.3) κ0 = 1, κT = β−T (wT )
and
(e2.4) ‖κ∗s1aκs1 − κ∗s2aκs2‖ ≤
(ε
5
− C
T
)
+
C
T
|s1 − s2| ≤ ε
5
for all s1, s2 ∈ [0, T ] with |s1 − s2| ≤ 1 and all a ∈ F ′ ∪ β−T (F ′).
We then define the unitary path
(e2.5) z : [0, T ]→ U(1+A) via zs = w∗sβs(κs).
By construction, we have z0 = 1 = zT , and thus we may view z as a unitary
in U(1+C(R/TZ)⊗A) via z(s+TZ) = zs for s ∈ [0, T ]. We claim that this
unitary satisfies the desired property.
Let us from now on fix a number t ∈ [−1, 1] and a ∈ F . Let s ∈ [0, T ] be
given. If s− t ∈ [0, T ], then we compute(
(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)
)
(s)
(e2.5)
= βt
(
βs−t(κ
∗
s−t)ws−t
)
βt(a)βt
(
w∗s−tβs−t(κs−t)
)
= βs(κ
∗
s−t) · βt
(
ws−taw
∗
s−t
) · βs(κs−t)
(e2.1),(e2.2)
=ε/5 βs(κ
∗
s−t) · (βt ◦ βs−t ◦ αt−s)(a) · βs(κs−t)
= βs
(
κ∗s−tαt−s(a)κs−t
)
(e2.4)
=ε/5 βs
(
κ∗sαt−s(a)κs
)
.
Hence (
z(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)z∗
)
(s)
(e2.5)
=2ε/5 w
∗
sβs(κs)βs
(
κ∗sαt−s(a)κs
)
βs(κ
∗
s)ws
= w∗sβs
(
αt−s(a)
)
ws
(e2.1),(e2.2)
=ε/5 αs
(
αt−s(a)
)
= αt(a).
On the other hand, if s− t /∈ [0, T ], then either s− t < 0 or s− t > T .
If s < t, then in particular s ≤ 1 and T − 1 ≤ T + s− t, and we compute(
(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)
)
(s)
(e2.5)
= βt
(
βT+s−t(κ
∗
T+s−t)wT+s−t
)
βt(a)βt
(
w∗T+s−tβT+s−t(κT+s−t)
)
(e2.1),(e2.2)
=ε/5 βt
(
βT+s−t(κ
∗
T+s−t)βT+s−t(α−(T+s−t)(a))βT+s−t(κT+s−t)
)
= βT+s
(
κ∗T+s−t · α−(T+s−t)(a) · κT+s−t
)
(e2.3),(e2.4)
=ε/5 βT+s
(
β−T (w
∗
T ) · α−(T+s−t)(a) · β−T (wT )
)
= βs
(
w∗TβT
(
α−(T+s−t)(a)
)
wT
)
(e2.1),(e2.2)
=ε/5 (βs ◦ αt−s)(a).
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Hence (
z(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)z∗
)
(s)
(e2.5)
=3ε/5 w
∗
sβs(κs) · (βs ◦ αt−s)(a) · βs(κ∗s)ws
= w∗sβs
(
κsαt−s(a)κ
∗
s
)
ws
(e2.3),(e2.4)
=ε/5 w
∗
sβs(αt−s(a))ws
(e2.1),(e2.2)
=ε/5 αs(αt−s(a)) = αt(a).
Lastly, if s− t > T , then in particular 0 < s− t− T ≤ 1 and s ≥ T − 1, and
we compute(
(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)
)
(s)
(e2.5)
= βt
(
βs−t−T (κ
∗
s−t−T )ws−t−T
)
βt(a)βt
(
w∗s−t−Tβs−t−T (κs−t−T )
)
= βs−T (κ
∗
s−t−T ) · βt
(
ws−t−Taw
∗
s−t−T
)
βs−T (κs−t−T )
(e2.1),(e2.2)
=ε/5 βs−T (κ
∗
s−t−T ) · (βt ◦ βs−t−T ◦ α−(s−t−T ))(a) · βs−T (κs−t−T )
= βs−T
(
κ∗s−t−T · α−(s−t−T )(a) · κs−t−T
)
(e2.3),(e2.4)
=ε/5 (βs−T ◦ α−(s−t−T ))(a).
Hence(
z(σT ⊗ β)t(z∗)βt(a)(σT ⊗ β)t(z)z∗
)
(s)
(e2.5)
=2ε/5 w
∗
sβs(κs) · (βs−T ◦ α−(s−t−T ))(a) · βs(κ∗s)ws
= w∗sβs
(
κs · (β−T ◦ α−(s−t−T ))(a) · κ∗s
)
ws
(e2.3),(e2.4)
=ε/5 w
∗
sβs
(
β−T (wT ) · (β−T ◦ α−(s−t−T ))(a) · β−T (w∗T )
)
ws
= w∗sβs−T
(
wT · α−(s−t−T )(a) · w∗T
)
ws
(e2.1),(e2.2)
=ε/5 w
∗
sβs−T
(
βT ◦ αt−s(a)
)
ws
= w∗sβs(αt−s(a))ws
(e2.1),(e2.2)
=ε/5 αs(αt−s(a)) = αt(a).
Since s ∈ [0, T ] was arbitrary, this finishes the proof. 
Lemma 2.6. Let A be a separable C∗-algebra with wil(A) < ∞. Let α, β :
R y A be two flows with αco ≈u βco. Suppose that β has the Rokhlin
property. Then for every ε > 0 and F⊂⊂A, there exists a unitary z ∈
U(1+A) such that
max
a∈F
max
|t|≤1
‖αt(a)−
(
Ad(z) ◦ βt ◦ Ad(z∗)
)
(a)‖ ≤ ε.
Proof. We apply Lemma 2.5 and find T > 0 and a unitary z0 ∈ U(1 +
C(R/TZ)⊗A) such that
(e2.6) max
|t|≤1
‖1⊗ αt(a)−
(
Ad(z0) ◦ (σT ⊗ β)t ◦Ad(z∗0)
)
(1⊗ a)‖ ≤ ε/2
for all a ∈ F . As β has the Rokhlin property, we may apply Lemma 1.11
and find an equivariant ∗-homomorphism ψ : (C(R/TZ) ⊗ A,σT ⊗ β) →
(A∞,β, β∞) such that ψ(1⊗ a) = a for all a ∈ A. We may naturally extend
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ψ to a unital ∗-homomorphism ψ+ between the proper unitalizations. Then
(e2.6) implies
(e2.7) max
|t|≤1
‖αt(a)−
(
Ad(ψ+(z0)) ◦ β∞,t ◦ Ad(ψ+(z∗0))
)
(a)‖ ≤ ε/2
for all a ∈ F . We may find a sequence of unitaries zn ∈ U(1+A) representing
ψ+(z0) ∈ U(1+A∞,β). Then for each a ∈ F , (e2.7) is equivalent to
lim sup
n→∞
max
|t|≤1
‖αt(a)−
(
Ad(zn) ◦ βt ◦ Ad(z∗n)
)
(a)‖ ≤ ε/2.
In particular, we may choose z = zn for some sufficiently large n to have the
desired property. 
Corollary 2.7. Let A be a separable C∗-algebra with wil(A) < ∞. Let
α, β : R y A be two flows with αco ≈u βco. Suppose that β has the Rokhlin
property. Then α is an approximate cocycle perturbation of β.
Remark 2.8. Notice that, in the situation of Corollary 2.7, the converse
always holds, even without the Rokhlin property. That is, if a flow α is an
approximate cocycle purturbation of another flow β, then it is easy to show
that αco ≈u βco. This can be proved along the same lines as Lemma 1.15.
Based on Kishimoto’s earlier work, we are now already in the position to
obtain Theorem A with the help of Corollary 2.7.
Proof of Theorem A. Due to a result of Bratteli–Kishimoto–Robinson [4],
there exists a Rokhlin flow on every Kirchberg algebra; see Example 1.12.
So we have to show the uniqueness part.
Let A be a unital Kirchberg algebra and α, β : R y A two flows with the
Rokhlin property. By a result of Kishimoto [42, Theorem 4.7], in order to
show that α and β are cocycle conjugate, it is enough to show that they
are approximate cocycle perturbations of each other. It is well-known that
Kirchberg algebras have finite exponential length, in fact one has cel(A) ≤
2π; see [62]. In particular, we have wil(A) ≤ 4π < ∞ by Remark 2.4. As
the two ∗-homomorphisms
αco, βco : A→ C
(
[0, 1], A
)
are homotopic to the constant embedding, it follows from the uniqueness
theorem in Kirchberg–Phillips classification [61, Theorem 4.1.1] that αco
and βco are approximately unitarily equivalent. By Corollary 2.7, the flows
α and β are thus approximate cocycle perturbations of each other. This
shows our claim. 
3. The classification theorem
In this section, we prove a general classification theorem for Rokhlin flows
on a class of C∗-algebras with some abstract properties detailed below. The
main purpose of the later sections will be to verify these properties for some
natural classes of C∗-algebras featuring in Theorems B and C.
Definition 3.1. Let A be a C∗-algebra.
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(i) We define the approximately central exponential length of A, writ-
ten acel(A) ∈ [0,∞], as the smallest constant C > 0 for which the
following is true.
For every ε > 0 and F⊂⊂A≤1, there exists δ > 0 and G⊂⊂A≤1 with
the following property. For every unitary path u : [0, 1] → U(1 + A)
with u(0) = 1 and
max
a∈G
max
0≤t≤1
‖[u(t), a]‖ ≤ δ,
there exists a unitary path v : [0, 1] → U(1+A) with
v(0) = 1, v(1) = u(1), ℓ(v) ≤ C + ε,
and
max
a∈F
max
0≤t≤1
‖[v(t), a]‖ ≤ ε.
(ii) We define the weak approximately central exponential length of A,
written acelw(A) ∈ [0,∞], as the smallest constant C > 0 for which
the following is true.
For every ε > 0 and F⊂⊂A≤1, there exists δ > 0 and G⊂⊂A≤1 with
the following property. For every unitary path u : [0, 1] → U(1 + A)
with u(0) = 1 and
max
a∈G
max
0≤t≤1
‖[u(t), a]‖ ≤ δ,
there exists a unitary path v : [0, 1] → U(1+A) with
v(0) = 1, v(1) = u(1), max
a∈F
max
0≤t≤1
‖[v(t), a]‖ ≤ ε,
and
max
a∈F
‖a(v(t1)− v(t2))‖ ≤ ε+ C|t1 − t2|
for all t1, t2 ∈ [0, 1].
Remark 3.2. An elementary compactness argument shows that, in Defi-
nition 3.1 and in other similar statements, one can replace the finite sets
F ,G⊂⊂A with compact subsets of A instead. We will henceforth make use
of this fact without further mention.
Example 3.3 (see [62], [20, Theorem 2.5] and [57, Theorem 7]). The ap-
proximately central exponential length of any Kirchberg algebra is at most
6π. If it satisfies the UCT, then it is at most 2π. As we will see in the
next section, it is in fact always at most 2π for any tensor product with the
Cuntz algebra O∞.
The following proof is closely related to an argument in Kishimoto’s orig-
inal paper [40] introducing the Rokhlin property, where an approximate
first-cohomology vanishing result was obtained. Several variants of this have
appeared in his work since, the most relevant one being [42, Proposition 3.4].
Lemma 3.4. Let A be a C∗-algebra with acelw(A) <∞. Let α : R y A be
a flow. Then for every ε > 0 and F⊂⊂A, there exist T > 0, δ > 0 and G⊂⊂A
with the following property:
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Suppose that w : R→ U(1+A) is an α-cocycle with
max
a∈G
max
0≤t≤1
‖[wt, a]‖ ≤ δ.
Then there exists a unitary v ∈ U(1+ C(R/TZ)⊗A)) such that
max
a∈F
‖[v,1 ⊗ a]‖ ≤ ε
and
max
a∈F
max
|t|≤1
‖1⊗ a · (1⊗ wt − v(σT ⊗ α)t(v∗))‖ ≤ ε.
If moreover acel(A) <∞, then we can improve the last part of the conclusion
to
max
|t|≤1
‖1⊗ wt − v(σT ⊗ α)t(v∗)‖ ≤ ε.
Proof. Let ε > 0 and F⊂⊂A be given. Without loss of generality, let us
assume that F consists of self-adjoint contractions. Set C := acelw(A).
We then choose T ∈ N big enough so that 6CT < ε. Set
(e3.1) F ′ =
⋃
|s|≤T+1
αs(F).
Choose a pair (δ′,G′) for the pair (ε′,F ′) according to Definition 3.1(ii),
where ε′ = ε6 − CT . Without loss of generality we may assume δ′ ≤ ε/6 andG′ ⊇ F . Set
(e3.2) δ = δ′/T and G =
⋃
|s|≤T+1
αs(G′).
Now let w : R→ U(1+A) be an α-cocycle. Suppose that
(e3.3) max
a∈G
max
0≤t≤1
‖[wt, a]‖ ≤ δ.
Now let a ∈ G′ and s ∈ (0, T ]. Choose a natural number j < T with
j < s ≤ j + 1. Set ts = s − j ∈ (0, 1]. By applying the cocycle identity, we
have for every r ∈ [0, T ] that
‖[ws, αr(a)]‖ = ‖
[
w1α1(w1) · · ·αj−1(w1) · αj(wts), αr(a)
]‖
≤ ‖[αj(wts), αr(a)]‖ + j · max0≤j0<j ‖[αj0(w1), αr(a)]‖
(e3.3)
≤ T · δ
(e3.2)
≤ δ′.
In particular, let us record
(e3.4) max
a∈G′
max
0≤s≤T
‖[ws, a]‖ ≤ δ.
As a ∈ G′, s ∈ (0, T ] and r ∈ [0, T ] were arbitrary in the above calculation,
the unitary path [0, T ] → U(1 + A) given by s 7→ α−s(ws) = w∗−s starts at
the unit and commutes componentwise with elements in G′ up to δ′. By the
choice of the pair (δ′,G′) and our choice of T , we may thus find a unitary
path κ : [0, T ]→ U(1+A) with
(e3.5) κ0 = 1, κT = α−T (wT ) = w
∗
−T ;
(e3.6) max
a∈F ′
max
0≤s≤T
‖[κs, a]‖ ≤ ε
6
;
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(e3.7) ‖a(κs1 − κs2)‖ ≤
(ε
6
− C
T
)
+
C
T
|s1 − s2| ≤ ε
6
for all s1, s2 ∈ [0, T ] with |s1 − s2| ≤ 1 and all a ∈ F ′.
We then define the unitary path
(e3.8) v : [0, T ]→ U(1+A) via vs = wsαs(κ∗s).
By construction, we have v0 = 1 = vT , and thus we may view v in a natural
way as a unitary in U(1+ C(R/TZ)⊗A) via v(s+ TZ) = vs for s ∈ [0, T ].
The first part of the claim now follows as we compute
max
a∈F
‖[v,1 ⊗ a]‖ (e3.8)= max
a∈F
max
0≤s≤T
‖[wsαs(κ∗s), a]‖
≤ max
a∈F
max
0≤s≤T
‖[ws, a]‖+ ‖[κs, α−s(a)]‖
(e3.1),(e3.4),(e3.6)
≤ δ′ + ε/6 ≤ ε.
For the second part of the claim, let us from now on fix a given t ∈ [−1, 1]
and a ∈ F . Let also s ∈ [0, T ] be given. If s− t ∈ [0, T ], then one has
a · (v · (σT ⊗ α)t(v∗))(s) (e3.8)= a · wsαs(κ∗s) · αt(αs−t(κs−t)w∗s−t)
(e3.4),(e3.6)
=2ε/6 wsαs(κ
∗
s) · a · αs(κs−t)αt(w∗s−t)
(e3.7)
=ε/6 ws · αs(κ∗s)aαs(κs) · αt(w∗s−t)
(e3.4),(e3.6)
=2ε/6 a · wsαt(w∗s−t)
= a · wsαt(w∗s−t)w∗t · wt = awt.
On the other hand, if s− t /∈ [0, T ], then either s− t < 0 or s− t > T .
If s < t, then in particular s ≤ 1 and T − 1 ≤ T + s− t, and we compute
a · (v · (σT ⊗ α)t(v∗))(s)
(e3.8)
= a · wsαs(κ∗s) · αt
(
αT+s−t(κT+s−t)w
∗
T+s−t
)
(e3.4),(e3.6)
=2ε/6 wsαs(κ
∗
s) · a · αT+s(κT+s−t)αt(w∗T+s−t)
(e3.5),(e3.7)
=2ε/6 ws · a · αs(wT )αt(w∗T+s−t)
(e3.4)
=ε/6 a · wsαs(wT )αt(w∗T+s−t)
= a · wT+sαt(w∗T+s−t)w∗t · wt
= awt.
Lastly, if s− t > T , then in particular 0 < s− t− T ≤ 1 and s ≥ T − 1, and
we compute
a · (v · (σT ⊗ α)t(v∗))(s)
(e3.8)
= a · wsαs(κ∗s) · αt
(
αs−t−T (κs−t−T )w
∗
s−t−T
)
(e3.4),(e3.6)
=2ε/6 wsαs(κ
∗
s) · a · αs−T (κs−t−T )αt(w∗s−t−T )
(e3.5),(e3.7)
=2ε/6 wsαs(w−T ) · a · αt(w∗s−t−T )
(e3.4)
=2ε/6 a · wsαs(w−T )αt(w∗s−t−T ) = awt.
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All in all, this shows
max
a∈F
max
|t|≤1
‖1⊗ a · (1⊗wt − v(σT ⊗ α)t(v∗))‖ ≤ ε
and finishes the proof of the first claim.
If we additionally assume acel(A) <∞ and pick C > acel(A) and T ∈ N
as above, then the analogous calculations3 yield
max
|t|≤1
‖1⊗ wt − v(σT ⊗ α)t(v∗)‖ ≤ ε
instead. 
In addition to the key Lemma 2.6 from the previous section, we need the
following approximate first-cohomology vanishing result, which follows from
Lemma 3.4 and is a modified version of Kishimoto’s cohomology vanishing
result from [40, Theorem 2.1].
Lemma 3.5. Let A be a separable C∗-algebra with acelw(A) < ∞. Let
α : R y A be a Rokhlin flow. Then for every ε > 0 and F⊂⊂A, there exist
δ > 0 and G⊂⊂A with the following property:
Suppose that w : R→ U(1+A) is an α-cocycle with
max
a∈G
max
0≤t≤1
‖[wt, a]‖ ≤ δ.
Then there exists a unitary v ∈ U(1+A) such that
max
a∈F
‖[v, a]‖ ≤ ε
and
max
a∈F
max
|t|≤1
‖a · (wt − vαt(v∗))‖ ≤ ε.
If moreover acel(A) <∞, then the last part of the conclusion can be improved
to
max
|t|≤1
‖wt − vαt(v∗)‖ ≤ ε.
Proof. Let ε > 0 and F⊂⊂A be given. We apply Lemma 3.4 and find T > 0,
δ > 0 and G⊂⊂A for the pair (ε/2,F). We claim that the resulting pair (δ,G)
has the desired property.
As α has the Rokhlin property, we may apply Lemma 1.11 and find an
equivariant ∗-homomorphism ψ : (C(R/TZ)⊗A,σT⊗α)→ (A∞,α, α∞) such
that ψ(1⊗a) = a for all a ∈ A. Let ψ+ be the unital extension between the
proper unitalizations on both sides.
Now let w : R→ U(1+A) be an α-cocycle with
max
a∈G
max
0≤t≤1
‖[wt, a]‖ ≤ δ.
According to our choice of (T, δ,G), we find a unitary
v0 ∈ U(1+ C(R/TZ)⊗A))
such that
max
a∈F
‖[v0,1⊗ a]‖ ≤ ε/2
3In fact, just insert a = 1 in the previous calculations, although some steps then become
redundant.
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and
max
a∈F
max
|t|≤1
‖1⊗ a · (1⊗ wt − v0(σT ⊗ α)t(v∗0))‖ ≤ ε/2.
Let us find a sequence of unitaries vn ∈ U(1 + A) representing ψ+(v0) ∈
U(1+A∞,α). Then by the choice of ψ we have
lim sup
n→∞
max
a∈F
‖[vn, a]‖ ≤ ε/2
and
lim sup
n→∞
max
a∈F
max
|t|≤1
‖a · (wt − vnαt(v∗n))‖ ≤ ε/2.
Hence for sufficiently large n, the unitary v = vn has the desired property
as in the claim.
If moreover acel(A) < ∞, then we can follow the same line of argument
with the improved statement in Lemma 3.4, whereby the unitary v0 will
satisfy
max
|t|≤1
‖1⊗ wt − v0(σT ⊗ α)t(v∗0)‖ ≤ ε/2.
The resulting sequence of unitaries vn will then satisfy
lim sup
n→∞
max
|t|≤1
‖wt − vnαt(v∗n)‖ ≤ ε/2
and so we get the desired property for sufficiently large n. 
The following abstract classification theorem for Rokhlin flows is arguably
the main abstract result of this paper, and is a natural C∗-algebraic analog
of Masuda–Tomatsu’s classification [56, Theorem 1] of Rokhlin flows on von
Neumann algebras.
The reader should now recall the Definitions 2.3 and 3.1 for what the
assumptions wil(A) < ∞, acelw(A) < ∞ or acel(A) < ∞ mean. See also
Notation 1.13, where we introduced the restricted coaction of a flow.
Theorem 3.6. Let A be a separable C∗-algebra with wil(A) < ∞ and
acelw(A) < ∞. Let α, β : R y A be two Rokhlin flows. Then the following
are equivalent:
(i) α and β are strongly cocycle conjugate via an approximately inner
automorphism;
(ii) α and β are cocycle conjugate via an approximately inner automor-
phism;
(iii) The maps αco and βco are approximately unitarily equivalent.
If moreover acel(A) <∞, then these statements are further equivalent to
(iv) α and β are norm-strongly cocycle conjugate via an approximately
inner automorphism.
Proof. The implications (iv)⇒(i)⇒(ii) are trivial. The implication (ii)⇒(iii)
holds due to Lemma 1.15. The essence of the claim is in the implication
(iii)⇒(i), as well as (iii)⇒(iv) in case of acel(A) < ∞. Let us first proceed
with (iii)⇒(i).
Before going into the details, it should be mentioned that the proof con-
sists of implementing a slightly modified version of the Evans–Kishimoto
intertwining argument invented in [21], with the help of Lemmas 2.6 and
3.5. In particular, most of the arguments below may be familiar to some
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experts. That being said, the actual implementation of the intertwining
technique is by no means trivial, and therefore we give the argument in full
detail.
Assume that αco ≈u βco. Note that if we perturb either α or β with
some cocycle, then both will still have the Rokhlin property and the re-
stricted coactions will still be approximately unitarily equivalent; cf. Lemma
1.15. This will be used repeatedly without mention. By applying Lem-
mas 2.6 and 3.5 in a certain zig-zag way, we will inductively construct
flows α2k and β2k+1 on A and unitaries zk, vk ∈ U(1 + A) satisfying cer-
tain properties. Once this is done, these unitaries will allow us to con-
struct approximately inner automorphisms ϕ0, ϕ1 on A, an approximate
α-coboundary
{
W 0t
}
t∈R ⊂ U(M(A)) and an approximate β-coboundary{
W 1t
}
t∈R ⊂ U(M(A)) such that
ϕ0 ◦ Ad(W 0t ) ◦ αt ◦ ϕ0 = ϕ1 ◦ Ad(W 1t ) ◦ βt ◦ ϕ1, t ∈ R.
Let us now implement this strategy. Let Fn⊂⊂A≤1 be an increasing sequence
of finite sets of contractions with dense union in the unit ball.
Put α0 = α and β1 = β. Apply Lemma 3.5 to β1 and the pair (1/2,F1)
and choose a pair (δ1,G1). Define the compact set
(e3.9) G′1 =
⋃
|t|≤1
β1−t(G1) ∪ F1.
Apply Lemma 2.6 to α0 in place of β and find a unitary z0 ∈ U(1+A) such
that
(e3.10) max
a∈G′1
max
|t|≤1
‖β1t (a)−
(
Ad(z0) ◦ α0t ◦ Ad(z∗0)
)
(a)‖ < δ1/2.
Set α2 = Ad(z0) ◦ α0 ◦ Ad(z∗0). Set v0 = z0 and
F ′2 = F2 ∪ v0F2v∗0 ∪ F2v∗0.
Apply Lemma 3.5 to α2 and the pair (1/4,F ′2) and choose a pair (δ2,G2)
with δ2 ≤ min(1/4, δ1). We let
(e3.11) G′2 =
⋃
|t|≤1
α2−t(G2) ∪ β1−t(G1) ∪ F2.
Apply Lemma 2.6 to β1 in place of β and find a unitary z1 ∈ U(1+A) with
(e3.12) max
a∈G′2
max
|t|≤1
‖α2t (a)−
(
Ad(z1) ◦ β1t ◦ Ad(z∗1)
)
(a)‖ < δ2/2.
Set β3 = Ad(z1) ◦ β1 ◦ Ad(z∗1). Combining (e3.9), (e3.10) and (e3.12), we
see that
max
a∈G1
max
|t|≤1
‖[z1β1t (z∗1), a]‖ ≤ δ1.
By our choice of (δ1,G1), there exists a unitary v1 ∈ U(1+A) with
‖[v1, a]‖ ≤ 1/2 and max
|t|≤1
‖a(z1β1t (z∗1)− v1β1t (v∗1))‖ ≤ 1/2
for all a ∈ F1. Set
F ′3 = F3 ∪ v1F3v∗1 ∪ F3v∗1.
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Apply Lemma 3.5 to β3 and the pair (1/8,F ′3) and choose a pair (δ3,G3)
with δ3 ≤ min(1/8, δ2). Set
(e3.13) G′3 =
⋃
|t|≤1
β3−t(G3) ∪ α2−t(G2) ∪ F3.
Apply Lemma 2.6 to α2 in place of β and find a unitary z2 ∈ U(1+A) with
(e3.14) max
a∈G′3
max
|t|≤1
‖β3t (a)−
(
Ad(z2) ◦ α2t ◦ Ad(z∗2)
)
(a)‖ < δ3/2.
Set α4 = Ad(z2) ◦ α2 ◦ Ad(z∗2). Combining (e3.11), (e3.12) and (e3.14), we
see
max
a∈G2
max
|t|≤1
‖[z2α2t (z∗2), a]‖ ≤ δ2.
By our choice of (δ2,G2), there exists a unitary v2 ∈ U(1+A) with
‖[v2, a]‖ ≤ 1/4 and max
|t|≤1
‖a(z2α2t (z∗2)− v2α2t (v∗2))‖ ≤ 1/4
for all a ∈ F ′2. Set
F ′4 = F4 ∪ v2v0F4v∗0v∗2 ∪ F4v∗0v∗2 .
Apply Lemma 3.5 to α4 and the pair (1/16,F ′4) and choose a pair (δ4,G4)
with δ4 ≤ min(1/16, δ3). Set
G′4 =
⋃
0≤t≤1
α4−t(G4) ∪ β3−t(G3) ∪ F4.
Apply Lemma 2.6 to β3 in place of β and find a unitary z3 ∈ U(1+A) with
(e3.15) max
a∈G′4
max
|t|≤1
‖α4t (a)−
(
Ad(z3) ◦ β3t ◦ Ad(z∗3)
)
(a)‖ < δ4/2.
Set β5 = Ad(z3) ◦ β3 ◦ Ad(z∗3). Combining (e3.13), (e3.14) and (e3.15), we
see
max
a∈G3
max
|t|≤1
‖[z3β3t (z∗3), a]‖ ≤ δ3.
By our choice of (δ3,G3), there exists a unitary v3 ∈ U(1+A) with
‖[v3, a]‖ ≤ 1/8 and max
|t|≤1
‖a(z3β3t (z∗3)− v3β3t (v∗3))‖ ≤ 1/8
for all a ∈ F ′3.
Carry on inductively as above. This yields a sequence of flows α0, β1, α2, . . .
on A and sequences of unitaries zk, vk ∈ U(1 + A) satisfying the following
properties for all k ≥ 0 (or k ≥ 1 where appropriate):
(e3.16) α2(k+1) = Ad(z2k) ◦ α2k ◦ Ad(z∗2k);
(e3.17) β2k+1 = Ad(z2k−1) ◦ β2k−1 ◦Ad(z∗2k−1);
(e3.18) max
a∈F2k+1
max
|t|≤1
‖β2k+1t (a)− α2kt (a)‖ ≤ 2−(2k+1);
(e3.19) F ′2k = F2k ∪Ad(v2(k−1) · · · v0)(F2k) ∪ F2kv∗0 · · · v∗2(k−1);
(e3.20) F ′2k+1 = F2k+1 ∪Ad(v2k−1 · · · v1)(F2k+1) ∪ F2k+1v∗1 · · · v∗2k−1;
(e3.21) max
a∈F ′
2k
max
|t|≤1
‖a(z2kα2kt (z∗2k)− v2kα2kt (v∗2k))‖ ≤ 2−2k;
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(e3.22)
max
a∈F ′
2k+1
max
|t|≤1
‖a(z2k+1β2k+1t (z∗2k+1)− v2k+1β2k+1t (v∗2k+1))‖ ≤ 2−(2k+1);
(e3.23) max
a∈F ′
2k
‖[v2k, a]‖ ≤ 2−2k;
(e3.24) max
a∈F ′
2k+1
‖[v2k+1, a]‖ ≤ 2−(2k+1).
We shall now construct the aforementioned automorphisms ϕ0, ϕ1 on A
and cocycles
{
W 0t
}
t∈R,
{
W 1t
}
t∈R that will implement the strong cocycle
conjugacy between α and β.
Consider the sequence of unitaries Vn ∈ U(1+A) given by
(e3.25) Vn =
{
v2k+1 · · · v1 , n = 2k + 1
v2k · · · v0 , n = 2k.
Define inner automorphisms σn ∈ Aut(A) by σn = Ad(Vn). Since the union
of the sets Fn is dense in the unit ball of A, it follows from (e3.19) and
(e3.23) that the sequences
(
σ2k(a)
)
2k and
(
σ−12k (a)
)
2k are Cauchy sequences
for every a ∈ A. Hence the point-norm limit
(e3.26) ϕ0 = lim
k→∞
σ2k
exists and yields an automorphism on A. Similarly, it follows from (e3.20)
and (e3.24) that
(e3.27) ϕ1 = lim
k→∞
σ2k+1
exists and yields an automorphism on A.
Let us now turn to constructing the cocycles. Consider the sequences of
unitaries Zn,Xn ∈ U(1+A) given by
(e3.28) Zn =
{
z2k+1 · · · z1 , n = 2k + 1
z2k · · · z0 , n = 2k
and
(e3.29) Xn = V
∗
nZn.
We shall now show that for any a ∈ A, the sequences of functions of the
form
[t 7→ aX2kαt(X∗2k)] and [t 7→ aX2k+1βt(X∗2k+1)]
satisfy the Cauchy criterion uniformly on t ∈ [−1, 1]. For this purpose, it is
enough to show this for a being in one of the sets Fn. Let such n be fixed
for the moment.
Let us treat the even sequence. Note that (e3.16) translates to
(e3.30) α2(k+1) = Ad(Z2k) ◦ α ◦ Ad(Z∗2k), k ≥ 0,
and (e3.17) translates to
(e3.31) β2k+1 = Ad(Z2k−1) ◦ β ◦Ad(Z∗2k−1), k ≥ 1.
Using (e3.16), we see for all t ∈ [−1, 1] that
z2kα
2k
t (z
∗
2k) = α
2(k+1)
t (z
∗
2k)z2k
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and
v2kα
2k
t (v
∗
2k) = v2kz
∗
2kα
2(k+1)
t
(
z2kv
∗
2kz
∗
2k
)
z2k.
For b ∈ F ′2k we use this with (e3.21) and compute
‖b(v∗2kα2(k+1)t (v2k)− z∗2kα2(k+1)t (z2k))‖
= ‖v2kb
(
v∗2kα
2(k+1)
t (v2k)− z∗2kα2(k+1)t (z2k)
)‖
(e3.23)
≤ 2−2k + ‖b(α2(k+1)t (v2k)− v2kz∗2kα2(k+1)t (z2k))‖
= 2−2k + ‖b(α2(k+1)t (z∗2k)z2k − v2kz∗2kα2(k+1)t (z2kv∗2kz∗2k)z2k)‖
= 2−2k + ‖b(z2kα2kt (z∗2k)− v2kα2kt (v∗2k))‖
(e3.21)
≤ 21−2k.
To summarize, we have
(e3.32) max
b∈F ′
2k
max
|t|≤1
‖b(v∗2kα2(k+1)t (v2k)− z∗2kα2(k+1)t (z2k))‖ ≤ 21−2k.
If a ∈ Fn, then aV ∗2(k−1) ∈ F ′2k for all k ≥ n/2 by (e3.19). So for every
t ∈ [−1, 1] it follows that
aX2kαt(X
∗
2k)
(e3.29)
= aV ∗2kZ2kαt(Z
∗
2kV2k)
= aV ∗2kZ2kαt(Z
∗
2kV2kZ
∗
2kZ2k)Z
∗
2kZ2k
(e3.30)
= aV ∗2kα
2(k+1)
t (V2kZ
∗
2k)Z2k
= aV ∗2(k−1)v
∗
2kα
2(k+1)
t
(
v2kV2(k−1)Z
∗
2(k−1)z
∗
2k
)
z2kZ2(k−1)
(e3.32)
=21−2kaV
∗
2(k−1)z
∗
2kα
2(k+1)
t
(
z2kV2(k−1)Z
∗
2(k−1)z
∗
2k
)
z2kZ2(k−1)
(e3.16)
= aV ∗2(k−1)α
2k
t (V2(k−1)Z
∗
2(k−1))Z2(k−1)
= aV ∗2(k−1)Z2(k−1)Z
∗
2(k−1)α
2k
t (Z2(k−1)Z
∗
2(k−1)V2(k−1)Z
∗
2(k−1))Z2(k−1)
(e3.30)
= aV ∗2(k−1)Z2(k−1)αt(Z
∗
2(k−1)V2(k−1))
(e3.29)
= aX2(k−1)αt(X
∗
2(k−1)).
As the union
⋃
n∈NFn is dense in the unit ball of A, we see that the sequence
of functions [
t 7→ aX2kαt(X∗2k)
]
is uniformly Cauchy on t ∈ [−1, 1] for every a ∈ A. As one has
X2kαt(X
∗
2k) · a = αt
(
α−t(a)
∗ ·X2kα−t(X∗2k)
)∗
,
the same follows for the functions[
t 7→ X2kαt(X∗2k)a
]
.
In particular, we see that the strict limits
(e3.33) W 0t = lim
k→∞
X2kαt(X
∗
2k) ∈ U(M(A)), t ∈ R
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exist and yield a strictly continuous map W 0 : R → U(M(A)), which by
definition is an approximate α-coboundary. Following the same line of ar-
gument for the odd sequence, one sees that the strict limits
(e3.34) W 1t = lim
k→∞
X2k+1βt(X
∗
2k+1) ∈ U(M(A)), t ∈ R
exist and yield a strictly continuous, approximate β-coboundary W 1 : R→
U(M(A)).
By the definition of σn, the construction of the flows α
2k (e3.30) and
β2k+1 (e3.31), and the definition of the elements Xn (e3.29), we have
(e3.35) σ2k ◦ Ad(X2k) ◦ α ◦Ad(X∗2k) ◦ σ−12k = α2(k+1)
and
(e3.36) σ2k+1 ◦ Ad(X2k+1) ◦ β ◦ Ad(X∗2k+1) ◦ σ−12k+1 = β2k+3
for all k ≥ 0. Finally, we compute for every t ∈ R that
ϕ0 ◦ Ad(W 0t ) ◦ αt ◦ ϕ−10
(e3.33),(e3.26)
= lim
k→∞
σ2k ◦ Ad(X2k) ◦ αt ◦ Ad(X∗2k) ◦ σ−12k
(e3.35)
= lim
k→∞
α
2(k+1)
t
(e3.18)
= lim
k→∞
β2k+3t
(e3.36)
= lim
k→∞
σ2k+1 ◦Ad(X2k+1) ◦ βt ◦Ad(X∗2k+1) ◦ σ−12k+1
(e3.34),(e3.27)
= ϕ1 ◦ Ad(W 1t ) ◦ βt ◦ ϕ−11 .
This finishes the proof for the implication (iii)⇒(i).
Now let us proceed with (iii)⇒(iv). Assume acel(A) < ∞. In this case,
follow the same intertwining argument as above, but using the improved
statement in Lemma 3.5. The only difference in the argument is then that
(e3.21) and (e3.22) are replaced by
(e3.37) max
|t|≤1
‖z2kα2kt (z∗2k)− v2kα2kt (v∗2k)‖ ≤ 2−2k
and
(e3.38) max
|t|≤1
‖z2k+1β2k+1t (z∗2k+1)− v2k+1β2k+1t (v∗2k+1)‖ ≤ 2−(2k+1).
Carrying out the calculation right after (e3.32) with a = 1 yields
max
|t|≤1
‖X2kαt(X∗2k)−X2(k−1)αt(X∗2(k−1))‖ ≤ 2−2k, k ≥ 1.
Thus it follows that the limit
(e3.39) W 0t = lim
k→∞
X2kαt(X
∗
2k) ∈ U(1+A)
holds in norm uniformly in t ∈ [−1, 1], and so {W 0t }t∈R forms a norm-
approximate α-coboundary.
Following the same line of argument for the odd sequence, one sees that
(e3.40) W 1t = lim
k→∞
X2k+1βt(X
∗
2k+1) ∈ U(1+A)
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yields a norm-approximate β-coboundary. Thus we obtain norm-strong co-
cycle conjugacy between α and β. This concludes the proof. 
Remark 3.7. As we have seen in Lemma 1.15, the condition αco ≈u βco
is a necessary assumption to get any of the other statements in Theorem
3.6. For von Neumann algebras, Masuda–Tomatsu’s classification theorem
already yields the desired conclusion under the assumption that αt ≈u βt
for all t ∈ R. This is essentially due to Borel functional calculus, and in fact
the point-wise assumption always implies the uniform one; see [56, Theorem
9.5]. As was alluded to in the introduction, the pointwise assumption cannot
be expected to be sufficient in general for C∗-algebras.
To see this more concretely, we remark that if αco ≈u βco, then an ele-
mentary calculation (which we shall omit) reveals that for every t ∈ R, the
automorphisms αt and βt must in fact be strongly asymptotically unitarily
equivalent. In particular, if the underlying C∗-algebra has tracial states,
then the rotation maps associated to α and β must coincide; see [43, Sub-
section 5.7] and [9, 41, 49, 53].
If we fix parameters θ ∈ [0, 1]\Q and ρ1, ρ2 ∈ R, we may consider the flow
γ : R y Aθ = C∗(u, v) on the irrational rotation algebra given by γt(u) =
e2πiρ1tu and γt(v) = e
2πiρ2tv. Although it follows from classification [17, 16]
that the individual automorphisms given by γ are approximately inner, the
rotation map of γ can only be trivial when ρ1 = ρ2 = 0. In particular, this
yields a natural class of counterexamples to the (false) implication discussed
above.
4. Strongly purely infinite C∗-algebras
In this section, we will prove Theorem B with the help of Theorem 3.6.
This requires a two-step approach; an analysis of the approximately central
exponential length of the C∗-algebras under consideration, followed by a
uniqueness theorem for the restricted coactions of flows up to approximate
unitary equivalence.
4.1. Approximately central exponential length. In this subsection, we
prove that the approximately central exponential length of any tensor prod-
uct with O∞ is finite; in fact its value is at most 2π. This is analogous
to Phillips’ optimal bound on the exponential length of such C∗-algebras
[62] and the proof below imports some of his techniques. Other important
ingredients, which take care of approximate centrality, are arguments due
to Haagerup–Rørdam [27] and Nakamura [57], where in turn Nakamura’s
argument originates in other work of Phillips [60].
The proof of the following lemma is essentially contained in the proof of
[27, Lemma 5.1]. For the reader’s convenience, we shall give the argument
in its distilled form.
Lemma 4.1. Let A be a unital C∗-algebra and z ∈ U(A) a unitary. Then
there exists a unitary path u : [0, 1] → U(A⊗O2) satisfying
u(0) = 1, u(1) = z ⊗ 1, ℓ(u) ≤ 8π
3
,
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and
max
0≤t≤1
‖[u(t), a ⊗ 1]‖ ≤ 4‖[z, a]‖ for all a ∈ A.
Proof. Let s1, s2 ∈ O2 be the two generating isometries. Consider two unital
∗-homomorphism θ1, θ2 :M3 → O2 given by
θ1(e11) = s1s
∗
1, θ1(e21) = s2s1s
∗
1, θ1(e31) = s
2
2s
∗
1
and
θ2(e11) = s2s
∗
2, θ2(e21) = s1s2s
∗
2, θ2(e31) = s
2
1s
∗
2.
We consider the permutation matrix
w = e21 + e32 + e13 ∈ M3,
whose set of eigenvalues is
{
1, e±2πi/3
}
. Thus w = exp(ih) for a self-adjoint
element h ∈M3 with ‖h‖ = 2π/3. Consider also
v = z∗ ⊗ e11 + 1⊗ e22 + z ⊗ e33 ∈ A⊗M3.
Define u : [0, 1] → U(A⊗O2) via
u(t) = (idA⊗θ1)
(
exp(ith)v exp(−ith)v∗)·(idA⊗θ2)( exp(ith)v exp(−ith)v∗).
Clearly u(0) = 1. We compute
u(1) = (idA⊗θ1)
(
wvw∗v∗
) · (idA⊗θ2)(wvw∗v∗)
= (idA⊗θ1)
(
z2 ⊗ e11 + z∗ ⊗ (e22 + e33)
)·
·(idA⊗θ2)
(
z2 ⊗ e11 + z∗ ⊗ (e22 + e33)
)
= (z2 ⊗ s1s∗1 + z∗ ⊗ s2s∗2) · (z2 ⊗ s2s∗2 + z∗ ⊗ s1s∗1)
= z ⊗ 1.
Since ‖h‖ = 2π/3, the path [t 7→ exp(ith)] is 2π/3-Lipschitz, so indeed
ℓ(u) ≤ 8π/3. As both θ1(exp(ith)) and θ2(exp(ith)) live in 1A ⊗ O2, we
immediately see by the definition of v and u(t) that
max
0≤t≤1
‖[u(t), a ⊗ 1]‖ ≤ 4‖[z, a]‖ for all a ∈ A.
This finishes the proof. 
The next lemma arises as an adaptation of the proof of [57, Theorem 7].
Lemma 4.2. Let A be a unital C∗-algebra. Let ε > 0 and F⊂⊂A≤1 be a
finite subset of contractions. Suppose that u : [0, 1] → U(A) is a unitary
path satisfying u(0) = 1 and
max
a∈F
max
0≤t≤1
‖[u(t), a]‖ ≤ ε.
Then given any C > 16π3 , there exists another unitary path w : [0, 1] →U(A⊗O∞) satisfying
w(0) = 1, w(1) = u(1) ⊗ 1, ℓ(w) < C
and
max
a∈F
max
0≤t≤1
‖[w(t), a ⊗ 1]‖ ≤ 9ε.
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Proof. Let C, ε,F , u be as in the statement. Let η > 0 be any number with
η < 13 max
{
1, ε, C − 16π3
}
.
As u is uniformly continuous, we choose some n ∈ N large enough so that
(e4.1) ‖u(s)− u(t)‖ ≤ η whenever |s− t| ≤ 1
n
.
Using basic properties of simple and purely infinite C∗-algebras from [12],
we choose projections
p1, . . . , p2n+1 ∈ O∞ with [pj ] =
{
1 , j is odd
−1 , j is even.
Here [pj ] denotes the class of pj in K0(O∞) ∼= Z. We note that, as a
consequence, one has [pj+pj+1] = 0 for all j = 1, . . . , 2n. In particular, each
corner of the form (pj + pj+1)O∞(pj + pj+1) admits some unital embedding
of O2, one of which we shall choose for every j and denote by ιj .
For every k = 1, . . . , n, we apply Lemma 4.1 and find a unitary path
uk : [0, 1] → U(A⊗O2) with
uk(0) = 1, uk(1) = u(k/n)⊗ 1, ℓ(uk) ≤ 8π
3
,
and
max
0≤t≤1
‖[uk(t), a⊗ 1]‖ ≤ 4‖[u(k/n), a]‖ ≤ 4ε for all a ∈ F .
Similarly, apply Lemma 4.1 for each k = 0, . . . , n−1 and find a unitary path
v′k : [0, 1] → U(A⊗O2) with
v′k(0) = 1, v
′
k(1) = u(k/n)
∗u(1)⊗ 1, ℓ(v′k) ≤
8π
3
,
and
max
0≤t≤1
‖[v′k(t), a⊗ 1]‖ ≤ 4‖[u(k/n)∗u(1), a]‖ ≤ 8ε for all a ∈ F .
Then set vk = (u(k/n) ⊗ 1)v′k, which is a path in U(A⊗O2) satisfying
vk(0) = u(k/n)⊗ 1, vk(1) = u(1)⊗ 1, ℓ(vk) ≤ 8π
3
,
and
max
0≤t≤1
‖[vk(t), a⊗ 1]‖ ≤ max
0≤t≤1
‖[v′k(t), a ⊗ 1]‖ + ‖[u(k/n), a]‖ ≤ 9ε
for all a ∈ F . Let us now consider two paths of unitaries
w(1), w(2) : [0, 1]→ U(A⊗O∞)
via
w(1)(t) = 1A ⊗ p1 +
n∑
k=1
(idA⊗ι2k)(uk(t))
and
w(2)(t) = u(1)⊗ p2n+1 +
n−1∑
k=0
(idA⊗ι2k+1)(vk(t)).
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As the pj form a partition of unity of O∞, it follows from the choice of the
maps ιj that these are indeed well-defined unitary paths. Our choices of uk
and vk entail that
w(1)(0) = 1, w(2)(1) = u(1) ⊗ 1, ℓ(w(1)) ≤ 8π
3
, ℓ(w(2)) ≤ 8π
3
,
and
max
i=1,2
max
0≤t≤1
‖[w(i)(t), a⊗ 1]‖ ≤ 9ε for all a ∈ F .
Let us now compare the remaining endpoints for these paths. We have
w(1)(1) = 1A ⊗ p1 +
n∑
k=1
u(k/n) ⊗ (p2k + p2k+1)
and
w(2)(0) = u(1)⊗ p2n+1 +
n−1∑
k=0
u(k/n) ⊗ (p2k+1 + p2(k+1)).
By (e4.1), we thus have ‖w(1)(1) − w(2)(0)‖ ≤ η. As η < 13 , we may find a
unitary path w′ : [0, 1]→ U(A⊗O∞) with
w′(0) = w(1)(1), w′(1) = w(2)(0) and ℓ(w′) ≤ 3η < C − 16π
3
.
Note that
‖[w(1)(1), a ⊗ 1]‖ ≤ max
k=1,...,n
‖[u(k/n), a]‖ ≤ ε for all a ∈ F
by our initial assumption. Thus we have
max
0≤t≤1
‖[w′(t), a⊗ 1]‖ ≤ ε+ 2ℓ(w′) ≤ 3ε for all a ∈ F .
We may thus obtain the desired unitary path w : [0, 1]→ U(A⊗O∞) as the
path composition of w(1), w′ and w(2). 
It would be fairly simple to show finite approximately central exponential
length as a straightforward consequence of Lemma 4.2. However, the result-
ing immediate upper bound would be at least 16π3 , which is far from optimal.
For completeness, we will insert a few additional arguments that show the
optimal bound of 2π. Readers who do not wish to bother with the precise
value may consider to skip ahead and continue reading from Theorem 4.7
onward.
Recall the following fact, which is shown as part of the proof of [62,
Theorem 3.1].
Lemma 4.3. Let A be a unital C∗-algebra and let u ∈ U0(A) with Sp(u) = T.
Let uf ∈ U(O∞) be a unitary with Sp(uf ) = T. Then for every ε > 0, there
exists a self-adjoint element h ∈ A⊗O∞ with
‖h‖ ≤ π and ‖ exp(ih)− u⊗ uf‖ ≤ ε.
Lemma 4.4. For every ε > 0, there exists δ > 0 satisfying the following
property:
Let A be a unital C∗-algebra. Suppose that F⊂⊂A≤1 is any finite set of
contractions and u : [0, 1] → U(A) is a unitary path satisfying u(0) = 1 and
max
a∈F
max
0≤t≤1
‖[u(t), a]‖ ≤ δ.
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Suppose that Sp(u(1)) ⊆ T is δ-dense in the Euclidean metric. Then there
exists a unitary uf ∈ U(O∞) with full spectrum Sp(uf ) = T and a self-
adjoint element h ∈ A⊗O∞ with
‖h‖ ≤ π, max
a∈F
‖[h, a ⊗ 1]‖ ≤ ε
and
‖u(1) ⊗ uf − exp(ih)‖ ≤ ε.
Proof. Suppose that the claim were false. Then there exists some ε > 0
and a decreasing null sequence δn → 0, unital C∗-algebras A(n), finite sets
Fn⊂⊂A(n) of contractions and unitary paths u(n) : [0, 1] → U(A(n)) with
u(n)(0) = 1 so that Sp(u(n)(1)) ⊆ T is δn-dense and
max
a∈Fn
max
0≤t≤1
‖[u(n)(t), a]‖ ≤ δn,
and such that the conclusion of the Lemma fails. We are going to lead this
to a contradiction.
First, we remark that since one has the identity
‖[v, b]‖ = ‖[v∗, b]‖ = ‖[v, b∗]‖
for arbitrary elements b and unitaries v in a C∗-algebra, we may as well
assume that Fn = F∗n for all n.
Let C := 17π3 . For every n, we apply Lemma 4.2 and find unitary paths
w(n) : [0, 1] → U(A(n) ⊗O∞) satisfying
w(n)(0) = 1, w(n)(1) = u(n)(1)⊗ 1, ℓ(w(n)) ≤ C
and
max
a∈Fn
max
0≤t≤t
‖[w(n)(t), a⊗ 1]‖ ≤ 9δn.
By passing to the arc-length parametrization, if necessary, we may assume
that each path w(n) is C-Lipschitz.
We consider
A♯ :=
∞∏
n=1
A(n) ⊗O∞/
∞⊕
n=1
A(n) ⊗O∞
and
A♯♯ :=
∞∏
n=1
A(n) ⊗O∞ ⊗O∞/
∞⊕
n=1
A(n) ⊗O∞ ⊗O∞
Then we can identify A♯ ⊂ A♯♯ in a natural way such that A♯♯∩(A♯)′ contains
a unital copy of O∞, i.e., we also have an inclusion A♯ ⊗O∞ ⊂ A♯♯.
Let S ⊂ A♯ be the set of elements represented by all sequences that have
the form (s1, s2, s3, . . . ) with sn ∈ Fn⊗1O∞ . As we have assumed Fn = F∗n
for all n and consists of contractions, we see that S is a well-defined self-
adjoint set, and thus the relative commutant A♯ ∩ S′ (as well as A♯♯ ∩ S′) is
a unital C∗-algebra.
Consider
W : [0, 1]→ U(A♯) via W (t) = [(w(1)(t), w(2)(t), w(3)(t), . . . )].
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Then by the choice of w(n), we see that this is a well-defined continuous path
of unitaries whose image is in fact in A♯ ∩S′. In particular, as W (0) = 1 we
have that
U := W (1) = [(u(1)(1)⊗ 1, u(2)(1) ⊗ 1, . . . )] ∈ U0(A♯ ∩ S′).
At the same time, our assumptions on the spectra of u(n)(1) implies that
U has full spectrum Sp(U) = T. Let uf ∈ U(O∞) be a unitary with full
spectrum. Then by applying Lemma 4.3, we find a self-adjoint element
H ∈ (A♯ ∩ S′)⊗O∞ ⊂ A♯♯ ∩ S′
with ‖H‖ ≤ π and ‖ exp(iH)− U ⊗ uf‖ ≤ ε/2. Write
H = [(h1, h2, h3, . . . )] for hn = h
∗
n ∈ A(n) ⊗O∞ ⊗O∞ with ‖hn‖ ≤ π.
Note that O∞ ∼= O∞ ⊗ O∞, and the unitary 1 ⊗ uf can thus be identified
with some unitary in O∞, and each self-adjoint element hn ∈ A⊗O∞⊗O∞
can thus be identified with some self-adjoint element in A ⊗ O∞. By our
choice of the sequence of tuples (δn, A
(n),Fn, u(n)), it follows that for every
n, there exists an ∈ Fn such that either
‖[hn, an ⊗ 1⊗ 1]‖ > ε
or
‖ exp(ihn)− u(n)(1)⊗ 1⊗ uf‖ > ε.
But then a := [(a1, a2, . . . )] ∈ S and thus
0 = ‖[a,H]‖ = lim sup
n→∞
‖[an ⊗ 1⊗ 1, hn]‖
rules out the first condition for all but finitely many n. Moreover, the
estimate
ε/2 ≥ ‖ exp(iH)− U ⊗ uf‖ = lim sup
n→∞
‖ exp(ihn)− u(n)(1) ⊗ 1⊗ uf‖
rules out the second condition for all but finitely many n. This leads to a
contradiction. Hence our claim is true. 
As the following Lemma follows easily with functional calculus, we omit
the proof.
Lemma 4.5 (cf. [76, Proposition 1.1]). Let K ⊂ C be a compact subset and
f : K → C a continuous function. For every ε > 0, there exists η > 0
with the following property: Whenever x ∈ A is a normal element in a C∗-
algebra A with Sp(x) ⊆ K, and y ∈ A is a contraction with ‖[x, y]‖ ≤ η and
‖[x∗, y]‖ ≤ η, then ‖[f(x), y]‖ ≤ ε.
Lemma 4.6. For every ε > 0, there exists δ > 0 satisfying the following
property:
Let A be a C∗-algebra with A ∼= A ⊗ O∞. Suppose that F⊂⊂A≤1 is any
finite set of contractions and u : [0, 1]→ U(1+A) is a unitary path satisfying
u(0) = 1 and
max
a∈F
max
0≤t≤1
‖[u(t), a]‖ ≤ δ.
Then there exists a unitary path v : [0, 1] → U(1+A) satisfying
v(0) = 1, v(1) = u(1), ℓ(v) ≤ 2π + ε,
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and
max
a∈F
max
0≤t≤1
‖[v(t), a]‖ ≤ ε.
Proof. First we remark that it suffices for the claim (up to replacing ε by
ε/3) to prove that a path v as above exists satisfying
‖v(1) − u(1)‖ ≤ ε, ℓ(v) ≤ 2π
instead of
v(1) = u(1), ℓ(v) ≤ 2π + ε.
This follows from a standard perturbation argument. So let us show this
modified claim.
Let ε > 0 be given. Choose η > 0 as in Lemma 4.5 for K1 = [−π, π]
and f2 = exp(i · _) and ε/3 in place of ε. Assume η ≤ ε/3 without loss of
generality. Now choose δ1 > 0 as in Lemma 4.4 for η in place of ε. Consider
K2 = {z ∈ T | |z + 1| ≥ δ1} and let f2 : K2 → [−π, π] be the continuous
branch of the logarithm given by f2(e
it) = t. Choose δ > 0 as in Lemma 4.5
for K2, f2 and η in place of ε. We may assume δ ≤ δ1. We claim that this
δ is as desired.
Let A be a C∗-algebra with A ∼= A⊗O∞. Suppose that F⊂⊂A is any finite
set of contractions and u : [0, 1] → U(1 + A) is a unitary path satisfying
u(0) = 1 and
max
a∈F
max
0≤t≤1
‖[u(t), a]‖ ≤ δ.
Then we may consider two cases.
Case 1: Suppose that the spectrum of u(1) is not δ1-dense in T.4 We
find a scalar λ ∈ T such that the spectrum of u′ = λu(1) ∈ U(A+) is a
subset of K2. Then h = f2(u
′) is a self-adjoint element with ‖h‖ ≤ π and
u′ = exp(ih). By our choice of δ, we have ‖[h, a]‖ ≤ η. Consider
v′ : [0, 1]→ U(A+), v′(t) = exp(ith).
By our choice of η, it follows that
max
a∈F
max
0≤t≤1
‖[v′(t), a]‖ ≤ ε/3 ≤ ε.
Moreover, it is clear that v′(0) = 1 and ℓ(v′) ≤ π. Let χ : A+ → C denote
the canonical character. Then
v : [0, 1]→ U(1+A), χ(v′(t)∗)v′(t)
defines a unitary path with
v(0) = 1, v(1) = u(1), ℓ(v) ≤ 2π
and
max
a∈F
max
0≤t≤1
‖[v(t), a]‖ ≤ ε.
This concludes the proof for the first case.
Case 2: Suppose that Sp(u(1)) ⊆ T is δ1-dense. As 1 + A ⊂ A+ and
δ ≤ δ1, we can thus apply the statement in Lemma 4.4 and find a unitary
4This case will only use functional calculus and not the assumption that A ∼= A⊗O∞.
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uf ∈ U(O∞) with full spectrum and a self-adjoint element h1 ∈ A+ ⊗ O∞
such that
‖h1‖ ≤ π, ‖ exp(ih1)− u(1)⊗ uf‖ ≤ η, max
a∈F
‖[h1, a⊗ 1]‖ ≤ η.
Let χ : A+ → C be the canonical character and set
h2 = −(χ⊗ idO∞)(h1) ∈ C⊗O∞ ⊂ A+ ⊗O∞.
Then we define
v′ : [0, 1] → U(1+A⊗O∞) via v′(t) = exp(ith1) exp(ith2).
By the definition of h2, we see that this is a well-defined unitary path with
v′(0) = 1 and ‖v′(1) − u(1)⊗ 1‖ ≤ 2η.
As ‖h1‖, ‖h2‖ ≤ π, we see that ℓ(v′) ≤ 2π. Moreover, observe that as
[h2, a⊗1] = 0 for all a ∈ A, our choice of η according to Lemma 4.5 implies
‖[v′(t), a⊗ 1]‖ = ‖[exp(ith1), a⊗ 1]‖ ≤ ε/3
for all t ∈ [0, 1] and a ∈ F .
As A ∼= A ⊗ O∞, it follows from [75, Remark 2.7] that there is a ∗-
homomorphism ψ : A⊗O∞ → A satisfying
‖ψ(x⊗ 1)− x‖ ≤ ε/3 for all x ∈ F ∪ {u(1) − 1} .
We then define v : [0, 1] → U(1+A) via v(t) = ψ+(v′(t)). By the construc-
tion so far, we have v(0) = 1, ℓ(v) ≤ 2π, and it follows that
‖v(1)−u(1)‖ ≤ ‖u(1)−ψ+(u(1)⊗1)‖+‖v′(1)−u(1)⊗1‖ ≤ 2ε/3+ ε/3 ≤ ε
and
max
a∈F
max
0≤t≤1
‖[v(t), a]‖ ≤ max
a∈F
(
2‖a−ψ(a⊗1)‖+ max
0≤t≤1
‖[v′(t), a⊗1]‖
)
≤ ε.
This concludes the proof for the second case, and finishes the proof. 
Theorem 4.7. For every C∗-algebra A with A ∼= A⊗O∞, the approximately
central exponential length of A is at most 2π.
Proof. This follows directly from Lemma 4.6. 
4.2. Uniqueness for restricted coactions. In this subsection, we prove
the following result, which completes the second step in our approach to
obtain Theorem B indicated at the beginning of this section.
Theorem 4.8. Let A be a separable, nuclear, strongly purely infinite C∗-
algebra. Let α, β : R y A be two flows inducing the same actions on
Prim(A). Then the restricted coactions αco and βco are approximately uni-
tarily equivalent.
For this, we need to consider a more general uniqueness theorem for nu-
clear maps into strongly purely infinite C∗-algebras, taking into account the
following notion of equivalence:
Definition 4.9 (cf. [39]). Two non-degenerate ∗-homomorphisms ϕ0, ϕ1 :
A→ B between C∗-algebras are called ideal-preservingly homotopic through
non-degenerate maps, if there exists a non-degenerate ∗-homomorphism Φ :
A → C([0, 1], B) with Φ0 = ϕ0, Φ1 = ϕ1, and Bϕ0(a)B = BΦt(a)B for all
a ∈ A and all t ∈ [0, 1].
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Since the C∗-algebras treated in Theorem B are O∞-absorbing, the fol-
lowing reduction argument for homotopic maps will be useful. This is an
observation of Phillips, which is essentially contained in the proof of [60,
Theorem 3.4], although I do not know whether it has ever been stated in
this generality in the literature before. We will give the short argument for
the reader’s convenience, which is similar to the one in Lemma 4.2.
Lemma 4.10. Let A and B be two C∗-algebras. Let Φ : A→ C([0, 1], B) be
a ∗-homomorphism, and denote the endpoints by ϕi = evi ◦Φ for i = 0, 1.
Suppose that Φs⊗1O2 ≈u Φt⊗1O2 as ∗-homomorphisms from A to B⊗O2,
for all s, t ∈ [0, 1]. Then ϕ0⊗1O∞ ≈u ϕ1⊗1O∞ as ∗-homomorphisms from
A to B ⊗O∞.
Proof. Let F⊂⊂A≤1 and ε > 0 be given. We choose n ∈ N large enough so
that
(e4.2) max
a∈F
‖Φt(a)− Φs(a)‖ ≤ ε/3 whenever |s− t| ≤ 1
n
.
As in the proof of Lemma 4.2, we choose projections
p1, . . . , p2n+1 ∈ O∞ with [pj ] =
{
1 , j is odd
−1 , j is even.
Here [pj ] denotes the class of pj in K0(O∞) ∼= Z. As a consequence, one
has [pj + pj+1] = 0 for all j = 1, . . . , 2n. In particular, each corner of the
form (pj + pj+1)O∞(pj + pj+1) admits some unital embedding of O2, one of
which we shall choose for every j and denote by ιj .
By assumption, we may choose unitaries v1, . . . , vn ∈ U(1 + B ⊗ O2)
satisfying
(e4.3) max
k=1,...,n
max
a∈F
‖vk(ϕ0(a)⊗ 1)v∗k − Φk/n(a)⊗ 1‖ ≤ ε/3,
as well as unitaries u0, . . . , un−1 ∈ U(1+B ⊗O2) satifying
(e4.4) max
k=0,...,n−1
max
a∈F
‖uk(Φk/n(a)⊗ 1)u∗k − ϕ1(a)⊗ 1‖ ≤ ε/3.
We then set
V = 1⊗ p1 +
n∑
k=1
(idB ⊗ι2k)(vk)
and
U = 1⊗ p2n+1 +
n−1∑
k=0
(idB ⊗ι2k+1)(uk).
Note that in these instances we extend the map (idB ⊗ιj) to a map from
(B⊗O2)+ to B+⊗O∞ by sending the unit to the projection 1⊗ (pj+pj+1).
As the pj form a partition of unity of O∞, it follows from the choice of the
maps ιj that U and V are indeed well-defined unitaries in U(1+B ⊗O∞).
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For the unitary W = UV , we then compute for all a ∈ F that
W (ϕ(a)⊗ 1)W
= UV
(
ϕ0(a)⊗ p1 +
n∑
k=1
ϕ0(a)⊗ (p2k + p2k+1)
)
V ∗U∗
= U
(
ϕ0(a)⊗ p1 +
n∑
k=1
(idB ⊗ι2k)
(
vk(ϕ0(a)⊗ 1)v∗k
))
U∗
(e4.3)
=ε/3 U
(
Φ0(a)⊗ p1 +
n∑
k=1
Φk/n(a)⊗ (p2k + p2k+1)
)
U∗
(e4.2)
=ε/3 U
(
Φ1(a)⊗ p2n+1 +
n−1∑
k=0
Φk/n(a)⊗ (p2k+1 + p2(k+1))
)
U∗
= Φ1(a)⊗ p2n+1 +
n−1∑
k=0
(idB ⊗ι2k+1)
(
uk(Φk/n(a)⊗ 1)u∗k
)
(e4.4)
=ε/3 ϕ1(a)⊗ p2n+1 +
n−1∑
k=0
ϕ1(a)⊗ (p2k+1 + p2(k+1)) = ϕ1(a)⊗ 1.
In particular, we see
max
a∈F
‖W (ϕ0(a)⊗ 1)W ∗ − ϕ1(a)⊗ 1‖ ≤ ε.
As F⊂⊂A≤1 and ε > 0 were arbitrary, this finishes the proof. 
In particular, we now need to consider uniqueness results for maps into
O2-absorbing C∗-algebras. The following is an important intermediate result
due to Gabe, which is based on Kirchberg’s work on strongly purely infinite
C∗-algebras. Recall from [22, Definition 3.4] the notion of approximate
Murray–von Neumann equivalence between ∗-homomorphisms.
Theorem 4.11 (see [22, Theorem 3.23]). Let A and B be C∗-algebras
with A being separable and exact. Let ϕ,ψ : A → B be two nuclear ∗-
homomorphisms with Bϕ(a)B = Bψ(a)B for all a ∈ A. Then ϕ⊗ 1O2 and
ψ ⊗ 1O2 are approximately Murray–von Neumann equivalent as maps from
A to B ⊗O2.
We will combine this with the following fact:
Lemma 4.12. Let A and B be two C∗-algebras with A being separable. Let
ϕ,ψ : A → B be two non-degenerate ∗-homomorphisms. Then the maps
ϕ⊗1O2 and ψ⊗ 1O2 are approximately Murray–von Neumann equivalent if
and only if they are approximately unitarily equivalent.
Proof. Since the “if” part is trivial, we shall show the “only if” part. Sup-
pose that ϕ ⊗ 1O2 and ψ ⊗ 1O2 are approximately Murray–von Neumann
equivalent. Using an isomorphism O2 ∼= O2 ⊗ O2, we may replace ϕ by
ϕ ⊗ 1O2 and ψ by ψ ⊗ 1O2 , and thus assume without loss of generality
that ϕ and ψ are already approximately Murray–von Neumann equivalent.
By [22, Observation 3.7], this means that there is a contraction v ∈ B∞
satisfying
(e4.5) v∗ϕ(a)v = ψ(a) and vψ(a)v∗ = ϕ(a) for all a ∈ A.
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Choose some strictly positive contraction e ∈ A. As ϕ and ψ are non-
degenerate, both elements ϕ(e) and ψ(e) are strictly positive contractions
of B. Using (e4.5) with [22, Lemma 3.8], we see that
(e4.6) ϕ(a)v = vψ(a)
as well as
(e4.7) vv∗ϕ(a) = ϕ(a), v∗vψ(a) = ψ(a)
for all a ∈ A.
Let us consider the hereditary C∗-algebra
B = B · B∞ ·B ⊆ B∞,
which by assumption coincides with the hereditary subalgebra in B∞ gen-
erated by either ϕ(e) or ψ(e). We also consider its normalizer given by
N = {x ∈ B∞ | xB + Bx ⊆ B} .
There is a canonical ∗-homomorphism
m : N →M(B), x 7→ mx with mxb = xb, bmx = bx
given by the universal property of the multiplier algebra. Note that in this
context, this map is surjective; see [1, Proposition 1.5].
Now (e4.6) applied to a = e implies v ∈ N . The non-degeneracy of ϕ and
ψ and (e4.7) moreover imply that mv ∈M(B) is a unitary. By Lemma 4.1,
the unitary mv ⊗ 1O2 ∈M(B)⊗O2 is homotopic to the unit. Note that we
may consider the canonical extension to the smallest unitization
m′ = (m⊗ idO2)∼ : N˜ ⊗ O2 →M(B)⊗O2.
Then mv ⊗ 1O2 lifts under m′ to a unitary
u ∈ U(N˜ ⊗ O2) ⊆ U((B˜ ⊗O2)∞).
In particular, u may be reprented by a sequence of unitaries un ∈ B˜ ⊗O2.
Then m′v⊗1 = m
′
u means ub = (v⊗1)b and bu = b(v⊗1) for all b ∈ B⊗O2,
which in particular implies
ϕ(a)⊗1O2
(e4.5)
= vψ(a)v∗⊗1O2 = u(ψ(a)⊗1O2)u∗ = limn→∞un(ψ(a)⊗1O2)u
∗
n.
This finishes the proof. 
Corollary 4.13. Let A and B be C∗-algebras with A being separable and
exact. Let ϕ,ψ : A → B be two non-degenerate, nuclear ∗-homomorphisms
with Bϕ(a)B = Bψ(a)B for all a ∈ A. Then ϕ ⊗ 1O2 and ψ ⊗ 1O2 are
approximately unitarily equivalent as maps from A to B ⊗O2.
Proof. Combine Theorem 4.11 and Lemma 4.12. 
Corollary 4.14. Let A be a separable, exact C∗-algebra and B a separable,
nuclear, strongly purely infinite C∗-algebra. Suppose that ϕ,ψ : A → B are
two non-degenerate ∗-homomorphisms that are ideal-preservingly homotopic
through non-degenerate maps. Then ϕ and ψ are approximately unitarily
equivalent.
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Proof. By [75, Corollary 3.2] and [38, Proposition 5.11(iii), Theorem 8.6]),
we have B ∼= B ⊗ O∞. In particular, there exist ∗-homomorphisms from
B⊗O∞ to B mapping finitely many elements of the form b⊗1 approximately
to b. By a standard argument it thus suffices to show that ϕ ⊗ 1O∞ and
ψ ⊗ 1O∞ are approximately unitarily equivalent as ∗-homomorphisms from
A to B ⊗O∞. The claim then follows directly from combining Lemma 4.10
and Corollary 4.13. 
We can now prove the desired uniqueness result for restricted coactions
of flows on strongly purely infinite C∗-algebras:
Proof of Theorem 4.8. Consider the C∗-algebra B = C([0, 1], A), which is
also separable, nuclear, and strongly purely infinite. We consider the point-
norm continuous path of automorphisms κ : [0, 1] → Aut(B) given by
κs(f)(t) = (βst ◦ α−st)(f(t)).
Notice that κ0 = idB and κ1 ◦ αco = βco.
Since arbitrary ideals of A correspond to open subsets of Prim(A), we
have αt(J) = βt(J) for all t ∈ R and all closed, two-sided ideals J in A.
This in turn implies that κs(I) = I for all s ∈ [0, 1] and all closed, two-sided
ideals I in B. In other words, {κs}s∈[0,1] is a continuous family of automor-
phisms connecting idB to κ1 through ideal-preserving automorphisms, and
in particular yields an ideal-preserving homotopy through non-degenerate
maps. From Corollary 4.14 it thus follows that κ1 is approximately inner.
In particular, we see that αco and βco are approximately unitarily equiva-
lent. 
Remark 4.15. We note that in Kirchberg’s classification theory of strongly
purely infinite C∗-algebras, there is a seemingly more general and stronger
uniqueness theorem using his ideal-related KK-theory, which by definition
is an ideal-preserving homotopy invariant; see [35] and [34, Hauptsatz 4.2]
for details. However, there is a priori a problem when trying to obtain
Corollary 4.14 as a direct consequence given the fact that the C∗-algebra B
would need to be stable according to the standard references in Kirchberg’s
work. The stability assumption bypasses all considerations related to non-
degeneracy, which are in general necessary. For example, it is easy to write
down examples of two maps between unital C∗-algebras where one of them
is unital, the other one is not, but they have the same invariant. I do
not know in general whether two non-degenerate ∗-homomorphisms giving
the same ideal-related KK-element must always be approximately unitarily
equivalent as in Corollary 4.14.
4.3. Proof of Theorem B. Using the results we have collected so far in
this section, we can now obtain our main result about flows on strongly
purely infinite C∗-algebras:
Proof of Theorem B. Let A be a separable, nuclear, strongly purely infinite
C∗-algebra. Let α, β : R y A be two flows satisfying the Rokhlin property.
Suppose that the induced actions of α and β agree on Prim(A). Then αco
and βco are approximately unitarily equivalent by Theorem 4.8.
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Note that by [75, Corollary 3.2] and [38, Proposition 5.11(iii), Theorem
8.6]), A absorbs the Cuntz algebra O∞ tensorially. By Theorem 4.7, A has
finite approximately central exponential length. It also has finite exponential
length due to [62], and thus finite weak inner length by Remark 2.4. Thus
Theorem 3.6 implies that α and β are (norm-strongly) cocycle conjugate via
an approximately inner automorphism on A. This shows our claim. 
Remark 4.16. It appears to be an obvious question whether it is possible
to improve Theorem B to a strong classification result. That is, let A be
a separable, nuclear, strongly purely infinite C∗-algebra with two Rokhlin
flows α, β : R y A. Suppose that there exists a homeomorphism Θ on
Prim(A) that yields a conjugacy between the induced R-actions of α and β.
Does Θ lift to an automorphism inducing cocycle conjugacy between α and
β? Theorem B at least reduces this question to the much weaker question
whether Θ lifts to any automorphism on A.
In general, this is not possible, as already the simple example A = O2 ⊕
O∞ shows, where we equip A with a Rokhlin flow on each summand and Θ
is the flip map on the two-point set, which represents the prime ideal space.
However, a homeomorphism Θ as above could in principle exist when it is
assumed to preserve compact-open subsets of Prim(A), but I do not know
of any existence result of this kind.
We point out that in the special case whereA ∼= A⊗O2⊗K, the prime ideal
space constitutes the entire classification invariant. So using Kirchberg’s
results, a lifting of Θ indeed exists; see also [22] for a recent new proof of the
O2-stable classification. In particular, we observe that the improved version
of Theorem B holds for O2-absorbing, stable C∗-algebras.
In general, Kirchberg’s classification allows one to turn Theorem B into a
strong classification result for stable C∗-algebra, but at the price of enlarging
the invariant. The underlying object of the invariant would still be X :=
Prim(A), but we would need to equip it with a Hom-set consisting of all
the invertible, ideal-related KK-elements in KK(X;A,A). Since the ideal-
related KK-theory is virtually impossible to compute, however, it is unclear
how useful this variant of Theorem B could be in applications.
Remark 4.17. As can be easily seen from the proof of Lemma 4.10, the
given argument is in a sense universal and can be generalized in various
ways. One obvious direction is the equivariant setting. That is, if we equip
the C∗-algebras A and B in the statement with actions α : G y A and
β : G y B of a locally compact group G, then the analogous claim is true
with respect to equivariant ∗-homomorphisms and approximate G-unitary
equivalence; see [70, Definition 2.1(i)]. We will not pursue this here further,
but note that this has already been used as an ingredient to obtain [71,
Theorem F].
5. Simple KK-contractible algebras
In this section, we consider the class of simple KK-contractible C∗-
algebras recently classified by Elliott–Gong–Lin–Niu [19]. Our main techni-
cal observation, relying on the proof of Gong–Lin’s basic homotopy lemma
for such C∗-algebras, is that these C∗-algebras have finite weak inner length
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as well as finite weak approximately central exponential length; recall Def-
initions 2.3 and 3.1. This will allow us to apply Theorem 3.6 in order to
conclude Theorem C.
Before we do all this, we highlight the abbundance of Rokhlin flows on
simple KK-contractible C∗-algebras.
Example 5.1. There is a Rokhlin flow on the Razak–Jacelon algebra W.
Proof. We may consider some Rokhlin flow on some irrational rotation C∗-
algebra γ : R y Aθ; see [40, Proposition 2.5]. By classification, we have
W ∼= Aθ ⊗W, and thus γ ⊗ idW gives rise to a Rokhlin flow on W. 
Corollary 5.2. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that KK(A,A) = 0. Let β : R y A
be any flow. Then there exists a Rokhlin flow α : R y A such that α and β
induce the same actions on traces.
Proof. Note that A ∼= A⊗W by classification. If γ : R yW is as in Example
5.1, then fix some isomorphism ϕ : A→ A⊗W with (τ ⊗ τW)◦ϕ = τ for all
τ ∈ T (A) (this exists by [19, Theorem 7.5]), and set α = ϕ−1◦(β⊗γ)◦ϕ. 
In particular, any action on the traces that may come from any flow, can
in fact be realized by a Rokhlin flow on a classifiable KK-contractible C∗-
algebra. It remains open what kind of actions of R on the cone of traces
can be lifted to flows, but already the trace-scaling flows constructed by
Kishimoto–Kumjian [47, 48] yield interesting examples.
Let us now follow the strategy outlined at the beginning of this section
towards proving Theorem C. We first need some technical preparations.
Lemma 5.3. Let A be a C∗-algebra. Let h ∈ A be a positive element and
consider A(0) = hAh. Suppose that A(0) ⊆ GL(A˜(0)). Then for any ε > 0,
there exists δ > 0 with the following property:
For every contraction x ∈M(A) with
‖(1− x∗x)h‖, ‖(1 − xx∗)h‖ ≤ δ
and
dist(xh,A(0)), dist(hx,A(0)) ≤ δ,
there exists a unitary v ∈ U(A˜(0)) such that ‖(u− v)h‖, ‖h(u− v)‖ ≤ ε.
Proof. Let ε > 0 be given. Using functional calculus, we may find δ > 0
with the following property, which we claim will satisfy the desired property
as in the statement:
Whenever a, b are positive contractions in a C∗-algebra, then ‖(1−a)b‖ ≤
2δ1/2 implies ‖(1− a1/2)b‖ ≤ ε/2. We may assume δ ≤ ε/3.
Now suppose x ∈M(A) satisfies
‖(1− x∗x)h‖, ‖(1− xx∗)h‖ ≤ δ
and
dist(xh,A(0)), dist(hx,A(0)) ≤ δ,
We may find η > 0 such that
‖xh− hηxhηh‖ = ‖(x− hηxnhη)h‖ ≤ 5δ/4
CLASSIFICATION OF ROKHLIN FLOWS 43
and also
‖h(x− hηxhη)‖ ≤ 5δ/4.
Now we have hηxhη ∈ A(0) ⊆ GL(A˜(0)), so we find z ∈ GL(A˜(0)) with ‖zn‖ ≤
1 and ‖(x − z)h‖, ‖h(x − z)‖ ≤ 3δ/2. Set v = z|z|−1 = |z∗|−1z ∈ U(A˜(0)),
which is a unitary.
We have
‖(1−z∗z)1/2h‖2 = ‖h(1−z∗z)h‖ ≤ ‖(1−x∗x)h‖+‖(x−z)h‖+‖h(x−z)‖ ≤ 4δ
In particular
‖(1 − z∗z)h‖ ≤ ‖(1− z∗z)1/2h‖ ≤ 2δ1/2.
By our choice of δ, this implies
‖(1 − |z|)h‖ ≤ ε/2.
Analogously we have ‖(1− |z∗|)h‖ ≤ ε/2. Thus
‖(v − x)h‖ ≤ ‖(x− z)h‖ + ‖v(1− |z|)h‖ ≤ ε/2 + 3δ/2 ≤ ε
and analogously ‖h(v − x)‖ ≤ ε. 
5.1. Basic homotopy lemma revisited. The technical results in this sub-
section arise upon a close inspection of [23, Lemma 14.8] and its proof5, as
well as the classification theory [19] of KK-contractible C∗-algebras. For
what follows, recall the notion of continuous scale for C∗-algebras; see [52,
Definition 2.1].
Lemma 5.4. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that A has continuous scale, and
that the pairing map between K0(A) and T (A) is trivial. Then for every
ε > 0, F⊂⊂A and every unitary u ∈ U(1 + A), one can find a unitary path
v : [0, 1] → U(1+A) such that
v(1) = u, max
a∈F
max
0≤t≤1
‖(v(t)− u)a‖+ ‖a(v(t) − u)‖ ≤ ε,
and such that v(0) is in the commutator subgroup of U(1+A).
Proof. This fact appears as a reduction argument in the proof of [23, Corol-
lary 14.9], but we shall briefly recall it here.
Given ε,F , u, one perturbs u slightly and chooses positive contractions
0 6= e1, e2 ∈ A with e1 ⊥ e2, such that e1 acts ε/2-approximately like a unit
on F and u− 1 ∈ e1Ae1.
One writes u = exp(ih1) · · · exp(ihn) for some self-adjoint elements hj ∈ A
and picks h0 = h
∗
0 ∈ e2Ae2 satisfying τ(h0) =
∑n
j=1 τ(hj) for all τ ∈ T (A).
The path v : [0, 1] → U(1+A) is then constructed via
v(1 − t) = u exp(−ith0) for t ∈ [0, 1].
5In place of [23, Lemma 14.8], previous versions of this article have referenced Lemma
20.11 in the (now outdated) preprint arXiv:1611.04440v3 by Gong–Lin. The present
modification is necessary as that preprint was merged with Elliott-Niu’s approach into
[19], even though the previous reference is arguably easier to verify in the case relevant to
the results of this section.
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By e1 ⊥ e2 one sees that the exponentials exp(ith0) approximately acts like
a unit on elements of F , and they all commute with u. In particular, this
shows
max
a∈F
max
0≤t≤1
‖(v(t) − u)a‖+ ‖a(v(t) − u)‖ ≤ ε.
Moreover one has that v(0) = u exp(−ih0) is in the commutator subgroup
in U(1 + A) as all of its Skandalis–de la Harpe determinants vanish by
construction; see [13, 59]. 
Remark 5.5. Due to Gong–Lin’s classification, it is easy to see that all
C∗-algebras covered by [23, Theorem 15.6] admit some increasing sequence
of hereditary subalgebras with continuous scale. This is a fact we will some-
times use below.
Lemma 5.6. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that the pairing map between K0(A)
and T (A) is trivial. Then the weak inner length of A is at most 12π.
Proof. First we note that by [23, Section 15], A has generalized tracial rank
at most one in the sense of [23, Definition 3.9].
Let ε > 0, F⊂⊂A≤1 and u ∈ U(1+A) be given. Without loss of generality,
assume F = F∗. By perturbing F and u slightly, if necessary, we may
assume by Remark 5.5 without loss of generality that F and u are contained
in a hereditary subalgebra with continuous scale. So, let us simply assume
that A has continuous scale.
Apply Lemma 5.4 and find a unitary path v2 : [0, 1] → U(1 + A) such
that v2(1) = u, u0 := v2(0) is in the commutator subgroup of U(1+A), and
(e5.1) max
a∈F
max
0≤t≤1
‖a(v2(t)− u)‖ ≤ ε/8.
By appealing to [23, Theorem 4.4], we can find a unitary path v1 : [0, 1] →
U(1 + A) satisfying v1(0) = 1, v1(1) = u0, and ℓ(v1) ≤ 6π + ε/4. By con-
sidering the arc-length parameterization of v1, if necessary, we may assume
that it is (6π + ε/4)-Lipschitz.
Let us define v : [0, 1]→ U(1+A) via
v(t) = v2(t)u
∗
0v1(t).
By the endpoints of v1 and v2 we see that v(0) = 1 and v(1) = u.
For any a ∈ F and t1, t2 ∈ [0, 1], we then have
‖v(t1)∗av(t1)− v(t2)∗av(t2)‖
≤ ‖(v(t1)− v(t2))∗a‖+ ‖a(v(t1)− v(t2))‖
= ‖a∗(v2(t1)u∗0v1(t1)− v2(t2)u∗0v1(t2))‖
+‖a(v2(t1)u∗0v1(t1)− v2(t2)u∗0v1(t2))‖
(e5.1)
≤ ε/2 + ‖a∗uu∗0(v1(t1)− v1(t2))‖ + ‖auu∗0(v1(t1)− v1(t2))‖
≤ ε/2 + (12π + ε/2)|t1 − t2| ≤ ε+ 12π|t1 − t2|.
Since ε > 0, F⊂⊂A≤1 and u were arbitrary, this verifies the condition in
Definition 2.3 for the constant 12π. 
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Lemma 5.7. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that KK(A,A) = 0 and that A has
continuous scale. Then for every ε > 0 and F⊂⊂A, there exists δ > 0 and
G⊂⊂A with the following property:
For every unitary u ∈ U(1+A) in the closed commutator subgroup with
max
a∈G
‖[a, u]‖ ≤ δ,
there exists a unitary path v : [0, 1] → U(1+A) with
v(0) = 1, v(1) = u, ℓ(v) ≤ 2π + ε, max
a∈F
max
0≤t≤1
‖[a, v(t)]‖ ≤ ε.
Proof. This is precisely the statement proved in the second half of the proof
of [23, Lemma 14.8] applied to the special case A = B and ϕ = idA; see
also [23, Corollary 14.9]. Let us assume F⊂⊂A≤1 and choose a pair (δ,G)
for (ε,F) according to that Lemma.6
The only non-obvious part of the statement is that one may arrange
ℓ(v) ≤ 2π + ε, but this is true upon a close inspection of how the path
v is constructed in the proof. Namely, a close look at the construction7
shows that there is a self-adjoint element h ∈ A with ‖h‖ ≤ π such that the
path v : [0, 1] → U(1+A) arises (in the reverse direction from 1 to 0) as the
path composition of
• a path V1 : [0, 1]→ U(1+A) given by V1(t) = u exp(ith);
• a path V2 : [0, 1]→ U(1+A) with ℓ(V2) ≤ ε;
• a path V3 : [0, 1]→ U(1+A) given by
V3(t) = V2(1)W
∗ exp(i(1− t)h)W
for some unitary W ∈ U(1+A).
In particular, the path v indeed has length at most 2π + ε. 
Lemma 5.8. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that KK(A,A) = 0. Then for every
ε > 0 and F⊂⊂A≤1, there exists δ > 0 and G⊂⊂A≤1 with the following
property:
For every unitary u ∈ U(1+A) with
max
a∈G
‖[a, u]‖ ≤ δ,
there exists a unitary path v : [0, 1] → U(1+A) with
v(0) = 1, v(1) = u, max
a∈F
max
0≤t≤1
‖[a, v(t)]‖ ≤ ε
and
‖a(v(t1)− v(t2))‖ ≤ ε+ 2π|t1 − t2| for all t1, t2 ∈ [0, 1] and a ∈ F .
6Note here that the general version of [23, Lemma 14.8] also involves a constant σ > 0,
a finite set P⊂⊂K(A) and a subgroup Gu ⊂ K0(A), all depending on the pair (ε,F).
The constant σ is redundant due to our assumption that u is in the closed commutator
subgroup, and both P and Gu are redundant because we assume A to be KK-trivial.
7The actual construction of the path begins on the line after (e14.131) on page 110 in [23].
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Proof. By Remark 5.5, we may assume that F⊂⊂A(0) for a hereditary sub-
algebra A(0) ⊆ A with continuous scale.
Choose δ1 > 0 and G⊂⊂A(0) as in Lemma 5.7 for ε/5 and F and A(0) in
place of A. We may assume δ1 ≤ ε/20. Let us also assume without loss
of generality that G ⊇ F consists of contractions and contains a positive
contraction e with A(0) = eAe and ex = xe = x for all x ∈ G \ {e}.
Since A(0) has stable rank one, choose δ > 0 according to Lemma 5.3 for
e ∈ A(0) ⊆ A and δ1/4 in place of ε. We may assume δ ≤ δ1/4.
Now let u ∈ U(1+A) with
max
a∈G
‖[a, u]‖ ≤ δ.
By our choice of δ, this implies that there exists a unitary u0 ∈ U(A˜(0)) with
(e5.2) ‖(u− u0)e‖ ≤ δ1/4 and ‖e(u− u0)‖ ≤ δ1/4.
By our choice of e this implies
max
a∈G
‖(u− u0)a‖ ≤ δ1/4, max
a∈G
‖a(u− u0)‖ ≤ δ1/4
and with (e5.2) therefore
(e5.3) max
a∈G
‖[a, u0]‖ ≤ 3δ1/4.
Applying Lemma 5.4 to A(0) in place of A, we choose a unitary path v2 :
[0, 1] → U(1 + A(0)) such that v2(1) = u0, v2(0) ∈ U(1 + A(0)) is in the
closed commutator subgroup, and
(e5.4) max
a∈G
max
0≤t≤1
‖(v2(t)− u)a‖+ ‖a(v2(t)− u)‖ ≤ δ1/4.
Applying (e5.3) and (e5.4) at t = 0 yields that u00 = v2(0) ∈ U(1+A(0)) is
a unitary in the closed commutator subgroup satisfying
(e5.5) max
a∈G
‖[a, u00]‖ ≤ max
a∈G
max
0≤t≤1
‖[a, v2(t)]‖ ≤ δ1.
By our choice of δ1, we may now find a unitary path v1 : [0, 1] → U(1+A(0))
with
(e5.6) v1(0) = 1, v1(1) = u00, ℓ(v1) ≤ 2π + ε/5,
and
(e5.7) max
a∈F
max
0≤t≤1
‖[a, v1(t)]‖ ≤ ε/5.
By considering the arc-length parameterization of v1, we may assume that
it is (2π + ε/5)-Lipschitz.
Combining (e5.2) and (e5.3) we see that
‖(1 − e)(1− uu∗0)(1− e)− (1− u∗0u)‖ ≤ 2δ1 ≤ ε/10.
In particular, the unitary uu∗0 ∈ U(1 + A) is ε/10-close to a unitary u1 ∈
U(1 + A(1)) for A(1) = (1− e)A(1 − e). Let us find a unitary path v3 :
[0, 1]→ U(1+A(1)) of length at most ε/5 with v3(0) = 1 and v3(1) = u∗1uu∗0.
Lastly, we know that the unitary group U(1+A(1)) is connected, so we may
find a unitary path v4 : [0, 1] → U(1+A(1)) with v4(0) = 1 and v4(1) = u1.
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We claim that the unitary path v : [0, 1] → U(1+A) given by
v(t) = v4(t)v3(t)v2(t)u
∗
00v1(t)
satisfies the desired property. From the endpoints of the paths v1, v2, v3, v4,
we see that indeed v(0) = 1 and v(1) = u.
Now we compute for all t ∈ [0, 1] and a ∈ F that
v(t)a = v4(t)v3(t)v2(t)u
∗
00v1(t)a
(e5.7),(e5.6)
=2ε/5 v4(t)v3(t)v2(t)au
∗
00v1(t)
(e5.5)
=ε/5 v4(t)v3(t)av2(t)u
∗
00v1(t)
=2ε/5 v4(t)av3(t)v2(t)u
∗
00v1(t)
= av4(t)v3(t)v2(t)u
∗
00v1(t) = av(t).
This proves
max
a∈F
max
0≤t≤1
‖[a, v(t)]‖ ≤ ε.
Moreover, for all t1, t2 ∈ [0, 1] and a ∈ F we have
‖a(v(t1)− v(t2))‖
= ‖a
(
v4(t1)v3(t1)v2(t1)u
∗
00v1(t1)− v4(t2)v3(t2)v2(t2)u∗00v1(t2)
)
‖
= ‖a
(
v3(t1)v2(t1)u
∗
00v1(t1)− v3(t2)v2(t2)u∗00v1(t2)
)
‖
≤ 2ε/5 + ‖a
(
v2(t1)u
∗
00v1(t1)− v2(t2)u∗00v1(t2)
)
‖
(e5.4)
≤ 3ε/5 + ‖auu∗00
(
v1(t1)− v1(t2)
)‖
(e5.6)
≤ 3ε/5 + (2π + ε/5)|t1 − t2| ≤ ε+ 2π|t1 − t2|.
This finishes the proof. 
Theorem 5.9. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that KK(A,A) = 0. Then the weak
approximately central exponential length of A is at most 2π.
Proof. This follow directly from Lemma 5.8. 
Remark 5.10. Following the analogous line of thought as so far, it is likely
that Theorem 5.9 should generalize for all C∗-algebras classified in [23]. This
would likely involve the full force of [23, Lemma 14.8] or a even generalization
of it; at present the homotopy lemma additionally requires the absorption
of some infinite-dimensional UHF algebra. Since this larger class of C∗-
algebras is far more challenging when trying to classify ∗-homomorphisms
of the form A→ C([0, 1], A), this is not further pursued here.
5.2. Interlude — Rokhlin automorphisms. In this subsection we ob-
serve an analog of Theorem C for single automorphisms. This builds on
our previous observations about approximately central unitaries inside a
C∗-algebra in the KK-contractible classifiable class. This can be viewed as
an extension of an approach pursued recently by Nawata [58].
For the next result, recall the notion of the central sequence algebra from
Definition 1.7.
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Theorem 5.11 (cf. [58, Theorem 5.7]). Let A be a separable, simple, sta-
bly projectionless C∗-algebra with finite nuclear dimension. Suppose that
KK(A,A) = 0. Then the central sequence algebra F∞(A) has a connected
unitary group and has exponential length at most 2π.
Proof. Let Fn⊂⊂A≤1 be an increasing sequence of finite sets in the unit ball
with dense union. Let εn > 0 be a decreasing sequence with εn → 0. For
each n, apply Lemma 5.8 to the pair (εn,Fn) and choose a pair (δn,Gn).
Let U be a unitary in F∞(A). We identify
F∞(A) =
(
(A˜)∞ ∩A′
)
/Ann
(
A, (A˜)∞
)
.
By [58, Proposition 4.9] (one can also apply Lemma 5.3), U has a represent-
ing sequence (u′n)n consisting of unitaries in U(A˜).
First, we may find π-Lipschitz paths λn : [0, 1] → T ⊂ U(A˜) such that
λn(0) = 1 and un := λn(1)
∗u′n ∈ U(1 + A). Let Λ : [0, 1] → F∞(A) be
the resulting path given by Λ(t) = [(λn(t))n]+Ann(A, (A˜)∞), which is well-
defined.
Now as (un)n defines an approximately central sequence of unitaries, it
is possible to find increasing numbers 1 ≤ k1 < k2 < . . . with the property
that
sup
m≥kn
max
a∈Gn
‖[um, a]‖ ≤ δn.
For every n and l ∈ {kn, . . . , kn+1 − 1}, our choice of the pair (δn,Gn) allows
us to find a unitary path vl : [0, 1] → U(1+A) with vl(0) = 1, vl(1) = ul,
(e5.8) max
a∈Fn
max
0≤t≤1
‖[a, vl(t)]‖ ≤ εn,
and
(e5.9) max
a∈Fn
‖a(vl(t1)− vl(t2))‖ ≤ εn + 2π|t1 − t2|
for all t1, t2 ∈ [0, 1].
Now consider the map V : [0, 1] → U(F∞(A)) given by
V (t) = [(vm(t))m] + Ann(A, (A˜)∞).
First of all, we clearly have V (0) = 1 and V (1) = Λ(1)∗U . It is well-defined
as a map since for any a ∈ ⋃n∈NFn, we have
lim sup
m→∞
‖[vm(t), a]‖ = inf
n≥1
sup
l≥kn
‖[vl(t), a]‖
(e5.8)
≤ inf
n≥1
εn = 0.
CLASSIFICATION OF ROKHLIN FLOWS 49
We compute for all t1, t2 ∈ [0, 1] that
‖V (t1)− V (t2)‖ = sup
a∈A≤1
‖a(V (t1)− V (t2))‖
= sup
n0∈N
sup
a∈Fn0
‖a(V (t1)− V (t2))‖
= sup
n0∈N
sup
a∈Fn0
lim sup
m→∞
‖a(vm(t1)− vm(t2))‖
= sup
n0∈N
sup
a∈Fn0
inf
n≥1
sup
l≥kn
‖a(vl(t1)− vl(t2))‖
(e5.9)
≤ sup
n0∈N
sup
a∈Fn0
inf
n≥1
εn + 2π|t1 − t2|
= 2π|t1 − t2|.
Thus V is indeed a continuous path with length at most 2π. The product
[t 7→ Λ(t)V (t)] then yields a unitary path connecting U with the unit. In
particular, this means that U is homotopic to 1. Knowing this, we know
by functional calculus that U can actually be represented by a sequence of
unitaries in U(1+A) in the first place. Thus the unitary path Λ becomes (a
posteriori) obsolete and the above argument shows that there is a continuous
path of length at most 2π connecting U with the unit. This finishes the
proof. 
Now using Theorem 5.11 in place of [58, Theorem 5.7], the arguments
detailed in [58, Section 7] show the following result, which generalizes the
unique trace case considered by Nawata:
Theorem 5.12 (cf. [58, Theorems 7.3, 7.4]). Let A be a separable, simple,
stably projectionless C∗-algebra with finite nuclear dimension. Suppose that
KK(A,A) = 0. Let ϕ and ψ be automorphisms on A with the Rokhlin
propery. Then they are cocycle conjugate if and only if their induced maps on
the extended traces of A are affinely conjugate. Moreover, any conjugacy on
the level of traces lifts to an automorphism on A inducing cocycle conjugacy
between ϕ and ψ.
Proof. Since the “only if” part is trivial, we show the “if” part. Suppose
that ϕ and ψ have affinely conjugate maps on traces. This means that there
exists an affine homeomorphism γ : (T (A),ΣA) → (T (A),ΣA) such that
γ(τ ◦ ϕ) = γ(τ) ◦ ψ for all extended traces τ ∈ T (A).
By applying [19, Theorem 7.5], we may find an automorphism σ on A
that represents γ, meaning γ(τ) = τ ◦ σ for all τ ∈ T (A). Thus, if we
replace ψ by σ ◦ψ ◦σ−1, our claim reduces to the case where ϕ and ψ induce
the same maps on traces. In other words, they are approximately unitarily
equivalent. This allows us to repeat the arguments in [58, Section 7] (this
is very similar to our proof of Theorem 3.6), so we see that ϕ and ψ are
cocycle conjugate via an approximately inner automorphism. 
5.3. Uniqueness for restricted coactions. In this subsection, we shall
show that for any flow α : R y A on a C∗-algebra in the KK-contractible
classifiable class, the approximate unitary equivalence class of the restricted
coaction αco is determined by the induced action of α on traces.
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Lemma 5.13. Let A be a separable, simple, stably projectionless C∗-algebra
with finite nuclear dimension. Suppose that KK(A,A) = 0. Let ϕ : A →
C([0, 1], A) be a non-degenerate ∗-homomorphism. Then ϕ ≈u 1⊗ idA if and
only if τ ◦ ϕt = τ for all t ∈ [0, 1] and all τ ∈ T (A).
Proof. Since the “only if” part is trivial, let us show the “if” part.
Suppose that τ ◦ ϕt = τ for all t ∈ [0, 1] and all τ ∈ T (A). Due to known
uniqueness theorems either due to Razak [64] or Robert [66], we have that
ϕt is an approximately inner endomorphism for every t ∈ [0, 1].
Now let F⊂⊂A≤1 and ε > 0. We need to show the approximate unitary
equivalence with respect to F and ε. Apply Lemma 5.8 and choose δ > 0
and G⊂⊂A≤1 with respect to F and ε/3. We may assume δ ≤ ε and F ⊆ G.
Choose N ∈ N so large that
(e5.10) ‖ϕt1(a)− ϕt2(a)‖ ≤ δ/3
for all a ∈ G and t1, t2 ∈ [0, 1] with |t1 − t2| ≤ 1/N .
As ϕt is approximately inner for each t, we find unitaries
w0, w1, . . . , wN ∈ U(1+A)
with
(e5.11) ‖ϕj/N (a)− wjaw∗j‖ ≤ δ/3 for all a ∈ G and j = 0, . . . , N.
So by (e5.10) and (e5.11)
‖[w∗jwj+1, a]‖ ≤ δ for all a ∈ G and j = 0, . . . , N − 1.
From our choice of δ according to Lemma 5.8 it now follows that there exist
unitary paths
v(j) : [0, 1]→ U(1+A), j = 0, . . . , N − 1
satisfying
(e5.12) v(j)(0) = 1, v(j)(1) = w∗jwj+1, max
a∈F
max
0≤t≤1
‖[a, v(j)(t)]‖ ≤ ε/3.
We then define a unitary path V : [0, 1] → U(1+A) by the recursive formula
V
(
(j + t)/N
)
= wjv
(j)(t) for all j = 0, . . . , N − 1 and t ∈ [0, 1].
Then V is well-defined and satisfies V (j/N) = wj for all j = 1, . . . , N . It
also represents a unitary in U(1 + C([0, 1], A)). By combining (e5.10) and
(e5.12), we finally see that
‖ϕ(a) − V (1⊗ a)V ∗‖ = max
0≤s≤1
‖ϕs(a)− V (s)aV (s)∗‖ ≤ ε
for all a ∈ F . This finishes the proof. 
Corollary 5.14. Let A be a separable, simple, stably projectionless C∗-
algebra with finite nuclear dimension. Suppose that KK(A,A) = 0. Let
α, β : R y A be two flows. Then αco ≈u βco if and only if α and β induce
the same actions on traces.
Proof. Since the “only if” part is trivial, we show the “if” part.
Assume that α and β induce the same actions on traces. Then in partic-
ular τ ◦ βt ◦α−t = τ for every trace τ on A. We consider the automorphism
κ on C([0, 1], A) given by κ(f)(t) = (βt ◦ α−t)(f(t)).
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By Lemma 5.13, it follows that the ∗-homomorphism κ ◦ (1 ⊗ idA) is
approximately unitarily equivalent to 1 ⊗ idA. Since κ acts trivially on
C[0, 1] ⊂M(C([0, 1], A)) and one has
C([0, 1], A) ⊂ C∗(C[0, 1] ∪ 1⊗A) ⊂ M(C([0, 1], A)),
it follows that κ is an approximately inner automorphism. As βco = κ ◦ αco
by definition, this shows our claim. 
5.4. Proof Theorem C. We are now ready to prove our last main result:
Proof of Theorem C. Let A be a separable, simple, stably projectionless,
KK-contractible C∗-algebra with finite nuclear dimension. Let α, β : R y A
be two Rokhlin flows, and suppose that there exists an affine homeomor-
phism γ : (T (A),ΣA) → (T (A),ΣA) such that γ(τ ◦ αt) = γ(τ) ◦ βt for all
extended traces τ ∈ T (A) and t ∈ R. We have to show that α and β are
cocycle conjugate via an automorphism representing γ.
By applying [19, Theorem 7.5], we may find an automorphism σ on A that
represents γ, meaning γ(τ) = τ ◦ σ for all τ ∈ T (A). Thus, if we replace β
by σ ◦β ◦σ−1, our claim reduces to the case where α and β induce the same
actions on traces. With this assumption, it is now enough to show that α
and β are cocycle conjugate via an approximately inner automorphism.
By Corollary 5.14, the restricted coactions αco and βco are approximately
unitarily equivalent. By Lemma 5.6, A has finite weak inner length. By
Theorem 5.9, A has finite weak approximately central exponential length.
So by Theorem 3.6, it follows that α and β are indeed (strongly) cocycle
conjugate via an approximately inner automorphism. This finishes the proof.

5.5. Concluding remarks. As it was alluded to in the introduction, there
are certain classes of flows where one might expect the Rokhlin property
to hold automatically. Let us discuss this problem in the context of stably
projectionless C∗-algebras.
Question 5.15 (cf. [47, 48]). Let A be a separable, simple, stably projec-
tionless C∗-algebra with finite nuclear dimension and satisfying the UCT.
Let α : R y A be a flow, and suppose that it is trace-scaling, i.e., there
exists λ 6= 0 such that τ ◦ αt = eλt · τ for all extended traces τ on A. Does
α satisfy the Rokhlin property?
Recall that the class of C∗-algebras covered by this question has recently
been classified by Gong–Lin [23].8 More specifically, let us ask:
Question 5.16. Does every trace-scaling flow on W ⊗K have the Rokhlin
property? In other words, by Theorem C, does the scaling factor uniquely
determine such a flow up to cocycle conjugacy?
In [58], the analogous question for single automorphisms has been settled,
but the question is much more difficult for flows.
8Note that any flow acts trivially on the K-theory of A, so the existence of a trace-scaling
flow on A implies that the pairing between K0(A) and T (A) is trivial.
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Remark 5.17. It might not be immediately clear why Question 5.16 has
a special appeal. For comparison, let us translate this into an analogous
question about W∗-algebras:
If we close up W ⊗K in the image of its GNS representation associated
to the unique extended trace, then we obtain the hyperfinite II∞-factor. In
particular, the analogous W∗-question is whether all trace-scaling flows on
the hyperfinite II∞-factor have the Rokhlin property.
Now this is known to be true. For the reader’s convenience, let us briefly
discuss why. It is straightforward that the W∗-crossed product of such a
flow is an injective III1-factor, and that the dual flow will have a unique
(unbounded) KMS weight for the inverse temperature given by the scaling
factor. By Haagerup’s uniqueness theorem [26], there is only one injective
III1-factor. Hence by a result of Connes [7], the dual flow of any such
trace-scaling flow is uniquely determined by the scaling factor up to cocycle
conjugacy. By passing to the double dual flow, one can thus show that the
scaling factor uniquely determines the flow up to stable conjugacy, and by
a known trick [56, Theorem 6.1(2)], in fact up to cocycle conjugacy. Since
there exists some Rokhlin flow on the hyperfinite II1-factor, it is then clear
that such flows must have the Rokhlin property.
Upon analyzing the above line of argument, one might point out that the
crucial result used above is Haagerup’s uniqueness theorem for the injective
III1-factor. Let us, for the sake of toying around, pretend that we do not
know about Haagerup’s theorem.
Suppose then that M (1) and M (2) are injective factors of type III1. For
i = 1, 2 there exists, by definition, a flow α(i) : R y M (i) with a unique
normal KMS state for the temperature 1 such that the crossed product
is a factor. In fact, then M (i) ⋊α(i) R must be the hyperfinite II∞-factor
by [8], and the dual flow αˆ(i) scales the trace by τ ◦ αˆ(i)t = et · τ . If we
know that these flows satisfy the Rokhlin property, then Masuda–Tomatsu’s
classification theorem [56, Theorem 1] gives us a cocycle conjugacy between
αˆ(1) and αˆ(2). By Takai duality, this would imply that
M (1) ∼=M (1)⊗¯B(ℓ2(N)) ∼= (M (i) ⋊α(1) R)⋊αˆ(1) R
is isomorphic to
M (2) ∼=M (2)⊗¯B(ℓ2(N)) ∼= (M (2) ⋊α(2) R)⋊αˆ(2) R,
and would hence give us Haagerup’s theorem.
In other words, the positive answer to the W∗-variant of Question 5.16
is formally equivalent to Haagerup’s theorem. Via this line of thought,
we may interpret a potential positive answer to Question 5.16 as a C∗-
algebraic variant of Haagerup’s theorem. Moreover, by applying the dual
flow construction similarly as above, a positive answer to either Question
5.16 or 5.15 would also open the door towards the classification of naturally
occurring classes of flows that do not necessarily have the Rokhlin property.
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