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RÉSUMÉ
La carbonisation et la graphitation sont les procédés les plus importants de la science du
carbone. La graphitation est formellement définie comme la transformation à haute tempé-
rature d’un carbone turbostratique en un carbone graphitique. La carbonisation est définie
comme étant le processus de transformation thermique opérant d’un carbone rudimentaire en
un carbone relativement plus ordonnée (carbone turbostratique). Un carbone rudimentaire
est défini comme tout matériau de carbone n’ayant pas subi de traitement thermique dans
le but de développer une structure graphénique. Un carbone turbostratique est un carbone
graphénique constitué de cristallites dans lesquels les graphènes sont empilés parallèlement
entre eux, mais dont la majorité de ces derniers sont en désordre aléatoire rotationnel et/ou en
désordre par décalage de translation des plans. Un carbone graphitique est défini ici comme
un carbone graphénique dont la majorité des plans de graphène est alignée selon l’empile-
ment ABA de Bernal. Les carbones graphéniques regroupent tout matériau de carbone dont
la structure dominante (au sens de la structure majoritaire) est le plan de graphène. Les
carbones graphéniques industriels (par exemple, les électrodes carbonées métallurgiques, les
graphites nucléaires) sont typiquement obtenus du traitement thermique simple de carbones
rudimentaires (par exemple, biomasse, résidus de pétrole). Le traitement thermique de car-
bones rudimentaires résulte généralement en la formation d’un carbone graphénique selon la
tendance irréversible du système thermodynamique à toujours produire une structure s’ap-
prochant le plus possible du graphite parfait (sous certaines limitations). Un graphite parfait
est défini comme un carbone graphitique dont l’empilement moyen des plans graphénique est
idéal (empilement de Bernal). Un tel carbone est caractérisé par la mesure à température
ambiante d’un espacement interplanaire moyen des plans de graphène (d002) de 0.3354 nm.
Les carbones graphéniques développent rarement un empilement parfait au sein de leur mé-
sostructure, et ce même à la suite d’un traitement thermique extrême. Localement, une paire
de plans graphéniques présente soit un empilement parfait (d002 = 0.3354 nm) ou l’absence
totale d’orientation tridimensionnelle (d002 ≥ 0.344 nm). Si la composition chimique d’un
carbone turbostratique ne contient pas (ou peu) d’hétéroatomes (oxygène, soufre, azote, hy-
drogène), l’absence totale d’orientation tridimensionnelle sera caractérisé par une valeur de
d002 = 0.344 nm. En moyenne, si la majorité des paires de plans possède l’empilement de
Bernal, le carbone obtenu est dit graphitique. La valeur moyenne du d002 de ces carbones
graphitiques approche relativement celle de la valeur idéale à température de traitement ther-
mique extrême. Si la majorité des paires ne présente aucun ordonnancement tridimensionnel,
le carbone est de structure turbostratique.
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Le mécanisme de transformation des carbones rudimentaires en carbones turbostratiques et
graphitiques est décrit selon le cadre du modèle turbostratique. Ce modèle fournit une vision
d’ensemble fonctionnelle du processus de graphitation sur l’entièreté du spectre de tempé-
rature de traitement adéquate. Cependant, certaines lacunes théoriques subsistent toujours
au sein de ce modèle. L’une de ces limitations concerne le comportement en température de
la matière intercristalline (appellation équivalente à celle du sous-groupe interreliant) loca-
lisée entre les cristallites indépendantes des carbones turbostratiques. Un précédent modèle
thermodynamique par Ouzilleau fondé sur le concept d’une cristallite graphénique idéalisée
(modèle des cristallites de coke) rapporte le calcul d’une énergie de surface prismatique nulle
autour de 2600 K pour ces dernières. La surface prismatique est définie comme la surface d’une
cristallite graphénique idéalisée orthornormale aux plans graphéniques d’une cristallite. En
accord avec ce précédent calcul, Abrahamson rapporte que l’énergie de la surface basale des
cristallites est aussi nulle pour une température de ∼ 2500 K. Finalement, cette température
critique est remarquablement proche du seuil de température expérimental pour la polygoni-
sation des carbones graphitables (formation soudaine de plans graphéniques quasi-planaires
au sein des cristallites sources). Dans le cadre de cette thèse, il est démontré que l’interpré-
tation de ces trois températures comme un seul paramètre thermodynamique critique (Tc)
provenant d’un même phénomène physique (l’élimination complète de la matière intercris-
talline) résulte en la modélisation satisfaisante de la transformation structurale irréversible
du second-ordre vers l’ordre graphitique à longue distance pour un ensemble relativement
large de carbones graphitables. Ce modèle (SOST, Second-Order Structural Transformation
model) a été validé par la reproduction de données expérimentales telles que le degré strict de
graphitation (P1), le d002, la résistivité électrique (ρ) et la diffusivité thermique (α) et ce pour
un total de 51 carbones graphitables. Concernant les prédictions du d002, un coefficient de
qualité de corrélation de type Nash-Sutcliffe de 0.99 a été calculé. Cette valeur est indicative
d’un degré de précision quasi-idéal. L’application du modèle SOST est limitée au cas des
carbones graphitables et aux températures de traitement thermique entre 2000 et 3300 K.
La seconde contribution d’importance de la thèse porte sur l’extension de la précédente
approche thermodynamique primaire de Ouzilleau pour le calcul de l’énergie de Gibbs des
cristallites dans la zone haute température (T > Tc) du procédé de graphitation. Cette
extension est basée sur l’ajout de la contribution du paramètre d’ordre de la graphitation
au processus de graphitation, ce dernier découlant naturellement des équations du modèle
SOST. Cette modification est une amélioration significative de ce modèle primaire qui était en
apparente contradiction avec le processus de graphitation de par la prédiction d’une énergie
de surface négative au-dessus de Tc. En effet, une telle énergie négative serait plutôt associée
à un phénomène de dé-graphitation. Pour corriger le modèle primaire des cristallites de coke,
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on représente la structure des carbones graphitables par une description de groupe (angl.
cluster approach). Sous cette vision, deux groupes se partagent la population d’atomes de
carbone : les LMOs de Oberlin (angl. Local Molecular Orientation clusters) et les mGBs (angl.
mesoscale grain boundary clusters). Tel que statué par Oberlin, le potentiel de graphitation
(graphitabilité) d’un carbone est proportionnel à la taille moyenne de ces LMOs constituants
(plus le diamètre moyen des LMOs est large, plus graphitable est un carbone). Pour le cas
des carbones graphitables, la fraction d’atomes de carbone localisée au sein des mGBs peut
être négligée. En ce qui concerne les LMOs, deux quasi-phases sont présentes en pseudo-
équilibre thermodynamique dans la structure interne de ces derniers : la phase IM (angl.
intercrystalline matter quasi-phase) et la phase CC (angl. coke crystallite quasi-phase). Pour
un diamètre moyen des cristallites (La) suffisamment grand dans la CC (La > 2.5 nm), il est
raisonnable d’approximer que le nombre d’atomes de carbone dans la IM relatif à celui dans
la CC est aussi négligeable. Sous ces simplifications, une procédure de calcul pour l’énergie
de Gibbs des atomes de carbone des carbones graphitables est présentée. Cette procédure
intègre le concept phénoménologique de l’élimination de la matière intercristalline (sous-
groupe interreliant) procédant jusqu’à l’atteinte de la température Tc. C’est pour cette raison
que les calculs thermodynamiques de ce modèle corrigé pour les cristallites de coke (pouvant
aussi être nommé de manière équivalente par le terme cristallite graphénique idéalisée) sont
maintenant cohérents avec le processus de graphitation haute température.
Par la combinaison de certains des concepts du modèle SOST et du modèle corrigé des cris-
tallites graphéniques idéalisées, la troisième contribution de cette thèse, sous la forme d’un
troisième papier, est développée. Cette dernière consiste en une nouvelle modélisation pour
le processus de graphitation. Cette théorie est applicable pour la prédiction quantitative
de la graphitabilité des carbones graphitables et non-graphitables, une première en science
du carbone. Important de noter, la graphitabilité est une propriété continue et distribuée
sur un spectre. À l’un des extrêmes de ce dernier, on retrouve les carbones graphitables et
à l’autre, les carbones non-graphitables. Pour quantifier la graphitabilité, une nouvelle va-
riable est définie : la graphitabilité ultime (ηg). ηg est calculée à partir du d002 d’un carbone
graphénique suivant un traitement de graphitation à T 0e (∼ 3400 K). Dans le cadre de la
présente théorie, cette variable est estimée sur la base d’un ensemble d’équations différen-
tielles non-homogènes du premier ordre valide entre T 0i (∼ 1700 K) et T 0e. Deux variables
doivent être définies pour le calcul de ηg : d002(Tα) et d002(Tβ). Tα et Tβ sont deux tempéra-
tures arbitrairement sélectionnées entre T 0i et Tc. Le modèle différentiel développé ici peut
calculer avec bonne précision la fonction structurelle d002(T ) de plusieurs carbones graphi-
tables et et de certains carbones non-graphitables. Pour mieux comprendre les paramètres
pouvant affecter d002(Tα) et d002(Tβ), des corrélations expérimentales construites à partir de
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mesures de carbonisation et de graphitation sont présentées pour le cas de certains carbones
graphitables (cokes pétrochimiques et brais de houille). Les résultats semblent suggérer que
d002(Tα) et d002(Tβ) sont effectivement corrélés à la composition chimique et à l’orientation
mutuelle normalisée des cristallites graphéniques idéalisées des LMOs suivant un traitement
de carbonisation à relative basse température. La présente théorie de la graphitation a le
potentiel de devenir un outil de haute valeur dans le développement de nouveaux carbones
technologiques pour des applications énergétiques et de science des matériaux.
La quatrième et dernière contribution significative de la thèse (sous la forme d’une quatrième
publication) est un modèle parallèle et indépendant de la théorie de graphitation proposée
précédemment et consiste en nouveau modèle pour la prédiction du ratio CO/CO2 du gaz pri-
maire d’électrolyse durant l’électrolyse de l’aluminium. Le gaz primaire d’électrolyse est défini
comme un mélange composé principalement de CO et de CO2 et il est généré directement à
l’interface entre l’anode de carbone et le bain électrolytique d’une cellule d’électrolyse. Tout
comme la théorie de la graphitation présentée ici, cette nouvelle approche électrothermody-
namique est inspirée du modèle primaire des cristallites de coke de Ouzilleau. Expérimenta-
lement, il est connu que l’application d’un haut potentiel électrique à l’interface anode/bain
favorise la formation CO2 au détriment de la formation de CO. Ce phénomène électrother-
modynamique provoque une réduction de la consommation de carbone durant l’électrolyse
lors d’un apport important en puissance électrique. Sur la base du caractère graphénique
de la nanostructure de l’anode d’électrolyse, le modèle électrothermodynamique prédit adé-
quatement cette interaction électrochimique non-linéaire. De plus, ce dernier reproduit avec
bonne précision le phénomène de capture de charge se produisant à l’interface entre l’anode
et le bain durant l’électrolyse (et ce pour une gamme large de La). Les valeurs calculées du
ratio CO2/CO sont cohérentes avec les mesures expérimentales de la littérature. Par exemple,
il est prédit qu’une augmentation de la température maximale de traitement thermique de
100 K lors de la préparation des anodes peut réduire la consommation de ces dernières de
∼ 6 %. Cette amélioration s’explique par le fait que l’anode de carbone développe un La
plus élevé lorsqu’elle est formée à plus haute température, modifiant ainsi le comportement
électrothermodynamique. Ce résultat est similaire aux valeurs rapportées dans la littérature
(∼ 9 %). Somme toute, le modèle électrothermodynamique représente un atout majeur pour
la réduction des émissions de gaz à effet de serre de l’industrie de l’aluminium de par sa
capacité à minimiser la consommation des anodes de carbone en fonction de la puissance de
travail de la cellule.
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ABSTRACT
Graphitization and carbonization are critically important processes in the field of carbon
science. Formally, graphitization is here defined as the high temperature transformation of
initially non-graphitic carbons to graphitic carbons. Carbonization is defined as the lower
temperature transformation of initially non-graphitic carbon to carbon materials of greater
structural order (but still not graphitic per se). A graphitic carbon is defined here as a
graphenic carbon where the majority of the graphene planes are aligned in the ABA Bernal
stacking. Graphenic carbons are any carbon materials whose dominant structural component
is the graphene layer. Industrial graphenic carbons (e.g. nuclear graphite moderators, met-
allurgical electrodes) are typically obtained from the heat treatment of rudimentary carbons
(e.g. biomass, petroleum residues). The heat treatment process of a rudimentary carbon gen-
erally results in the formation of a graphenic carbon as the thermodynamic system always
aims to irreversibly approach (as much as possible) the perfect graphite structure if suffi-
cient thermal energy is available and other structural prerequisites are met. Perfect graphite
is defined here as a graphitic carbon whose average stacking of the layers is perfect (i.e.
Bernal stacking). A perfect Bernal stacking is associated to an average interlayer spacing
(d002) value at room temperature of 0.3354 nm. Graphenic carbons typically do not develop
perfect stacking in their mesostructure following heat treatment. Locally, a pair of parallel
graphenic planes either exhibits perfect orientation (d002 = 0.3354 nm) or the absence of
three-dimensional orientation (d002 ≥ 0.344 nm). In aggregate, as defined above, if the ma-
jority of graphene pairs possesses the Bernal orientation, the carbon is stated to be graphitic.
The measured d002 of such carbons should approach the ideal Bernal stacking. If the majority
of the pairs lack three-dimensional ordering, the carbon is said to be turbostratic.
The formation mechanism of turbostratic and graphitic carbons from rudimentary carbons is
generally described under the framework the turbostratic model. While this model provides
generally correct insight on some critical features of graphitization, inadequacies exist. One of
those limitations concerns the temperature behaviour of the intercrystalline carbon material
located between the independent graphenic crystallites of all turbostratic carbons. A previ-
ous thermodynamic model by Ouzilleau, considering an idealized coke crystallite structure,
predicted a null prismatic surface energy near 2600 K for such crystallites. The prismatic sur-
face is defined as the area orthonormal to the basal surface of coke crystallites. Interestingly,
another previous thermodynamic model by Abrahamson reported a similar result around
2500 K for the basal surfaces of graphenic crystallites. Also, this critical temperature is re-
markably close to the experimental temperature where sudden stiffness of graphenic layers
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occurs during graphitization (i.e. the polygonization temperature). One of the key findings
of the present thesis is to highlight that interpreting these three temperatures as a singu-
lar critical parameter (Tc) of identical physical origin (the total removal of intercrystalline
matter) results in the accurate modelling of the irreversible second-order structural transfor-
mation to long-range graphitic order for the case of some graphitizable carbons. The present
Second-Order Structural Transformation model (SOST) was validated by the reproduction of
relevant experimental data such as strict graphitization degree (P1), d002), electrical resistiv-
ity (ρ) and thermal diffusivity (α) for a total of 51 graphitizable carbons. On the calculation
of d002, a Nash-Sutcliffe coefficient of 0.99 was computed which is indicative a near-ideal level
of accuracy. Application of the SOST model is limited to the case of graphitizable carbons
and heat treatment temperatures between 2000 and 3300 K.
On the basis of the SOST model, the second contribution of the thesis is presented (in
the form of a second paper). It consists in an extension to the previous thermodynamic
model of Ouzilleau for the calculation of the Gibbs energy of coke crystallites in the high
temperature region (T > Tc) of the graphitization process. This is a significant improvement
as this previous primitive approach predicted a negative prismatic surface energy above Tc,
something that is in disagreement with the accepted understanding of graphitization (as a
negative surface energy implies de-graphitization). To achieve this goal, the updated coke
crystallite model represents the structure of graphitizable carbons with a cluster descriptor.
Two such clusters divide the carbon atom population: Oberlin’s Local Molecular Orientation
clusters (LMOs) and mesoscale grain boundary clusters (mGBs). As stated by Oberlin, the
ability of a carbon material to graphitize (i.e. graphitizability) is proportional to the size
of its LMOs (larger LMOs = more graphitizable). In the case of graphitizable carbons, the
fraction of carbon atoms in mGBs can be neglected. In LMOs, two quasi-phases are present
in pseudo-thermodynamic equilibrium: the intercrystalline matter quasi-phase (IM) and the
coke crystallite quasi-phase (CC). For a sufficiently large average crystallite diameter (La)
in the CC (La > 2.5 nm), the model assumes that the number of carbon atoms in the IM
is negligible. Under these simplifications, an additive calculation procedure is developed for
the prediction of the Gibbs energy of carbon atoms in graphitizable carbons. This procedure
phenomenologically accounts for the progressive removal of intercrystalline matter up to Tc,
the present model produces Gibbs energy calculations that are found to be in agreement with
the graphitization process.
By combining selected concepts of both the SOST and the corrected coke crystallite models,
the third contribution of the thesis is developed (this contribution takes the form of a third
paper). It consists in a new graphitization theory for the prediction of the graphitizability of
graphitizable and non-graphitizable carbons. Of note, Graphitizability is a spectrum. On one
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end of the distribution, graphitizable carbons are found while non-graphitizable carbons oc-
cupy the other extreme. To quantify graphitizability, we define a new variable: the Ultimate
Graphitizability (ηg). ηg is calculated from the average interlayer spacing (d002) of a graphenic
carbon following graphitization at T 0e (heat treatment temperature T ∼ 3400 K). Under the
present graphitization theory, ηg can be estimated with a first-order non-homogeneous dif-
ferential equation model in the range T 0i (∼ 1700 K) to T 0e. Two independent variables
need to be defined to calculate ηg: d002(Tα) and d002(Tβ). Tα and Tβ are arbitrarily se-
lected temperatures between T 0i and Tc (2550 ± 50 K). The developed differential model
can accurately calculate the structural function d002(T ) of various graphitizable and non-
graphitizable carbons in the temperature range of graphitization (T 0i to T 0e). In order
to better understand the various parameters affecting d002(Tα) and d002(Tβ), experimental
carbonization/graphitization correlations are presented for the case of some graphitizable
carbons (petroleum cokes and coal tar pitches). Results suggest that d002(Tα) and d002(Tβ)
can be correlated to the chemical composition and the normalized mutual orientation of coke
crystallites in LMOs, both properties measured following carbonization at relatively low tem-
perature. Overall, the present graphitization theory should prove invaluable to development
of new technological carbons for energetic and material design applications.
The final contribution of the thesis (in the form of a fourth paper) is a parallel and inde-
pendent model (which is based on the thermodynamic modelling of coke crystallites) for
the prediction of the CO/CO2 ratio in the primary anode gas of the aluminium electrolysis
process. This contribution is aimed at a direct application of the thermodynamic theory
of graphenic carbons which is the basis of the present thesis. The primary anode gas is
defined as a mixture of mostly CO and CO2 directly generated at the interface between
the carbon anode and the electrolysis bath. An electrothermodynamic approach is proposed
in order to produce predictive calculations. Experimentally, higher electrolysis potentials
at the bath/anode interface promotes the formation of CO2 over CO, reducing the carbon
consumption at the cost of greater power requirements. Based on the graphenic charac-
ter of the anode nanostructure, the model successfully predicts this phenomenon. Also, it
simultaneously accounts for the charge capture phenomena occurring at the bath/anode in-
terface during electrolysis as a function of La. Calculated electrolysis CO2/CO ratios are in
good agreement with experimental values. It is predicted that increasing the maximal heat
treatment temperature of the anode by 100 K (which improves the extent of the graphenic
nanostructure) could lower the anode consumption by ∼ 6 %. This result is in agreement
with experimentally reported values (∼ 9 %).
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Le carbone occupe une place singulière au sein de la science des matériaux. Bien sûr, son ca-
ractère allotropique (signifiant que le carbone peut prendre la forme du diamant, du graphite,
du graphène, . . . ) est souvent cité[1] comme étant la raison de cette singularité. Cependant,
cette diversité de forme cache une autre explication pour l’unicité du carbone : sa capacité
de transformation. En effet, de la première combustion préhistorique au développement de
revêtements thermiques pour les réacteurs Tokamak de la fusion nucléaire, c’est en partie la
maîtrise de la transformation des carbones qui a permis d’atteindre ces nouveaux sommets
technologiques de par l’accès aux propriétés uniques de carbones de plus en plus sophisti-
qués. L’avènement des carbones technologiques (par exemple, les électrodes de carbone, le
graphite nucléaire, les fibres de carbone) et de leurs applications (par exemple, production
d’aluminium, production d’énergie nucléaire, matériaux composites pour l’aviation) aurait été
impossible sans la compréhension fondamentale des principes de transformation des carbones
permettant d’obtenir ces matériaux à valeur ajoutée à partir de divers carbones rudimentaires
(par exemple, les charbons, les cokes pétrochimiques, les brais, le méthane, les déchets or-
ganiques). Que ce soit pour ses propriétés de résistance aux températures extrêmes (comme
dans le cas des boucliers thermiques pour l’exploration spatiale [2]), ses propriétés mécaniques
(fibres de carbone à base de biomasse résiduelle [3]) ou ses propriétés électrochimiques (bat-
teries de type sodium-ion[4]), les applications des carbones technologiques s’orientent vers
l’avenir. Il est donc nécessaire de continuer à étudier en profondeur le mécanisme de trans-
formation de ces derniers dans le but de pouvoir mieux répondre aux besoins de l’ingénierie
des matériaux de demain.
Les principes de base derrière la transformation d’un carbone rudimentaire sont relativement
intuitifs. Pour généraliser ce procédé, une simple expérience de cuisson sur une matière orga-
nique donnée peut servir de cadre explicatif. L’exemple de la transformation d’une guimauve
au-dessus d’une flamme (Figure 1.1) est pertinent dans ce contexte. La guimauve, étant for-
mée de molécules complexes à base de carbone, d’oxygène et d’hydrogène, cuit lorsqu’elle
est exposée à la chaleur (le langage savant parle d’énergie thermique). La cuisson change la
nature chimique des molécules organiques de la guimauve d’origine de par l’afflux d’éner-
gie thermique (cette énergie peut provenir de la combustion du bois d’un feu de camp). En
se décomposant, la guimauve relâche un gaz contenant un ensemble de molécules légères à
haute teneur en hydrogène et oxygène et à basse teneur en carbone. En parallèle du proces-
sus de génération de gaz, le contenu en carbone de la guimauve cuite augmente, car cette
dernière a tendance à former durant la cuisson des molécules organiques trop denses pour
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évoluer dans la phase gazeuse. Un campeur expérimenté sait qu’il ne faut pas exposer la
guimauve à la flamme de manière prolongée afin d’éviter de brûler cette dernière (ce qui la
rend inévitablement moins appétissante). Dans le langage courant, on utilise le terme carbo-
nisé pour qualifier une guimauve devenue complètement impropre à la consommation par ce
phénomène de surcuisson. La noirceur de la guimauve carbonisée s’explique par le fait que
cette dernière a augmenté son contenu en carbone par rapport à la guimauve d’origine. Ce
processus d’augmentation du contenu en carbone par surcuisson se nomme carbonisation. La
différence de goût entre les deux états de la guimauve est aussi la conséquence de la présence
de molécules à haute teneur en carbone suivant la carbonisation. La présente expérience de
la guimauve illustre donc le processus général de carbonisation. Ce dernier est le premier
des grands mécanismes de transformation des carbones. Ultimement, toute cuisson soutenue
de matière organique produit un matériau carbonisé impropre à la consommation humaine.
Somme toute, historiquement, le premier homme des cavernes ayant carbonisé son steak de
mammouth a été le premier expérimentateur de la transformation des carbones. Heureuse-
ment, au fil des siècles, ce dernier a su parfaire la maîtrise heuristique de la cuisson afin
d’offrir de meilleurs repas à son clan.
Comme mentionné, la carbonisation est le premier des deux grands mécanismes de trans-
formation des carbones rudimentaires [5] (le deuxième étant la graphitation). La principale
différence entre les deux mécanismes de transformation est la température maximale à la-
quelle sera exposée la matière organique lors du traitement thermique. Par exemple, la plus
haute température à laquelle la guimauve sera exposée lors de sa cuisson sur feu de camp sera
d’environ 800 − 1000 ◦C. Du point de vue d’un carbone, cette température est basse. Pour
la production de certains carbones technologiques (par exemple, le graphite nucléaire), une
température de près de 3000 ◦C est nécessaire afin de transformer le carbone rudimentaire en
produit fini. À ces températures, le processus de transformation du carbone se nomme la gra-
phitation (traduction de l’anglais graphitization) de par le fait que le traitement thermique
transforme le carbone en un matériau dont la structure approche (jusqu’à un certain de-
gré) celle du graphite. Le terme graphitation (on utilise aussi dans certains textes en français
l’appellation graphitisation) signifie que des températures extrêmes sont requises, si certaines
conditions structurelles de base sont satisfaites dans le carbone source, à la production d’une
structure hautement graphitée (structure approchant celle d’un graphite parfait). Ces car-
bones hautement graphités forment la famille des carbones graphitiques. La carbonisation
ne permet pas de développer des structures avec un important ordonnancement graphitique
tridimensionnelle. Seulement la graphitation peut entraîner la génération de telles structures
à trois dimensions. En raison de leur caractère bidimensionnel, les structures intermédiaires
de carbone provenant de la carbonisation constituent donc la famille des carbones turbos-
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Figure 1.1 Exemple typique d’un procédé de transformation des carbones rudimentaires :
phénomène de carbonisation d’une guimauve sur feu de camp. Image libre de droits
tratiques. La classe des carbones turbostratiques est parfois catégorisée sous le nom plus
général des carbones non-graphitiques. Cependant, cette appellation n’est pas recommandée
ici, car elle ne permet pas de distinguer pas les carbones turbostratiques qui tout comme les
carbones graphitiques sont composés d’un ensemble de plans graphéniques, mais sans ordre
tridimensionnel (contrairement aux carbones graphitiques), des carbones amorphes (absence
d’ordonnancement graphénique à deux dimensions et graphitique à trois dimensions). La pré-
sente thèse ne discutera que des carbones graphéniques, une classe de carbone qui regroupe
les carbones turbostratiques et les carbones graphitiques.
Chaque carbone rudimentaire possède un potentiel unique[6] de graphitation (au sens de
la capacité à approcher de manière irréversible la structure du graphite parfait suivant la
transformation thermique). Il est donc pratique commune de distinguer ces derniers de par
leur habilité à graphiter suivant un traitement thermique de graphitation. Cette propriété
se nomme la graphitabilité. Formellement, la graphitabilité est définie ici comme le potentiel
d’un carbone à développer une structure graphitique tridimensionnelle suivant un traitement
thermique de graphitation. Par exemple, un coke pétrochimique[7] peut généralement déve-
lopper une structure graphitique très proche du graphite. Ce carbone est donc qualifié de
carbone graphitable (l’appellation graphitisable est aussi employée dans certains textes en
français). Cependant, la graphitation du PVDC (angl. polyvinylidene chloride) ne résultera
pas en le développement d’une structure graphitique[8], et ce même suivant un traitement
thermique à ∼ 3000 ◦C. Par conséquent, ce type de carbone est non-graphitable (l’appellation
non-graphitisable est aussi d’usage). Sur la base de la terminologie de la thèse, un PVDC
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ayant subi un traitement thermique à haute température (3000 ◦C) est qualifié de carbone
graphénique turbostratique non-graphitable. En effet, le PVDC est composé de graphènes
empilés de manière parallèle, mais sans signature graphitique. De plus, aucun empilement
graphitique significatif ne peut se développer suivant un traitement thermique à haute tempé-
rature (∼ 3000 ◦C). Ce carbone est donc non-graphitable. Concernant le coke pétrochimique,
si ce dernier subit un traitement thermique de carbonisation à 1000 ◦C, le carbone obtenu
serait qualifié de carbone graphénique turbostratique. En effet, il n’a pas encore été exposé
à une température suffisamment élevée pour graphiter. Suite à un traitement thermique de
graphitation à 3000 ◦C, la signature graphitique se sera développé dans la mésostructure du
coke. Le coke pétrochimique traité à 3000 ◦C peut donc être qualifié de carbone graphénique
graphitique (et le même coke obtenu suivant la carbonisation à 1000 ◦C de carbone graphé-
nique turbostratique graphitable). Considérant que l’objet d’étude de la présente thèse est
la graphitation et la carbonisation des carbones graphéniques, une terminologie d’usage doit
être définie. Le besoin d’une telle terminologie est nécessaire, car l’étude de plusieurs textes
d’importance sur la graphitation et la graphitabilité peut parfois porter à confusion pour les
lecteurs désirant la comparaison des idées et des concepts de plusieurs auteurs distincts. Dans
un monde idéal, il existerait un lexique unique et unanime ce sujet de recherche sur lequel
tous pourraient se fier. Cependant, de par la subtilité de certains aspects de la science du
carbone, un tel lexique n’a pas été trouvé dans la littérature existante. Le présent lexique de
cette thèse ne doit pas être vu comme la proposition d’un lexique définitif, mais simplement
comme un répertoire précis du sens des termes techniques essentiels à la compréhension des
travaux. Il est défini par souci de rigueur intellectuelle afin de s’assurer de minimiser la pro-
babilité de mauvaise interprétation des conclusions des présents travaux. Ce lexique d’usage
est inspiré de travaux clés de la graphitation incluant les textes de Franklin [8], de Oberlin
[9], de Monthioux [1], de Fair et Collins [10], de Harris [11] et de Fischbach [12]. Ci-dessous,
la terminologie employée est détaillée :
— Carbone rudimentaire : tout matériau de carbone n’ayant pas subi de traitement
thermique dans le but de développer une structure graphénique.
— Carbone graphénique : tout matériau de carbone constitué de graphènes, quel que
soit le développement de ceux-ci, non considérés les éventuels joints de grains où les
atomes de carbone peuvent adopter d’autres configurations (ex. : tétraédrique).
— Carbone turbostratique : carbone graphénique constitué de cristallites dans lesquels les
graphènes sont empilés parallèlement entre eux, mais dont la majorité de ces derniers
sont en désordre aléatoire rotationnel et/ou en désordre par décalage de translation des
plans. L’ordre bidimensionnel est toujours dominant dans les carbones turbostratiques.
— Carbone graphitique : carbone graphénique constitué de cristallites dans lesquelles
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les graphènes sont, en majorité (donc l’ordre tridimensionnel est dominant), empilés
parallèlement entre eux selon la séquence d’empilement ABA identifiée par Bernal
[13], qui est le propre de la structure hexagonale du graphite. Non considérés sont
les éventuels joints de grains et fautes d’empilement (ex. : occurrence sporadique de
séquence rhomboédrique ABC).
— Carbone amorphe : carbone dont la structure ne présente aucun ordonnancement
tridimensionnel ou bidimensionnel.
— Graphite parfait : Carbone graphitique mono-cristallin possédant la structure tridi-
mensionnelle idéale de Bernal (ordre à trois dimensions parfait).
— Carbonisation : traitement thermique irréversible permettant de transformer de ma-
nière irréversible un carbone rudimentaire en un carbone turbostratique.
— Graphitation : traitement thermique irréversible permettant de développer, sous cer-
taines conditions, un carbone graphitique à partir d’un carbone rudimentaire ou tur-
bostratique.
— Carbone graphitable : carbone rudimentaire (ou turbostratique) pouvant se transfor-
mer en un carbone graphitique suivant un traitement thermique de graphitation.
— Carbone non-graphitable : carbone rudimentaire (ou turbostratique) ne pouvant pas
développer une structure graphitique suivant un traitement thermique de graphitation.
L’une des importantes préoccupations industrielles de l’ingénierie des carbones [5] est le déve-
loppement et l’optimisation de nouvelles sources de carbones rudimentaires pour la produc-
tion de carbones technologiques par carbonisation/graphitation. De plus, l’optimisation des
propriétés de nouveaux carbones technologiques[14–16] stimule toujours la recherche scienti-
fique afin de répondre aux besoins en termes de matériaux innovateurs de plus en plus com-
plexes. Puisque ces propriétés sont souvent liées à la graphitabilité d’un carbone rudimentaire,
cette problématique d’optimisation renforce la nécessité d’une meilleure compréhension du
processus de graphitation/carbonisation. Par exemple, pour l’industrie métallurgique[17–19],
la baisse de qualité des cokes pétrochimiques et la moindre disponibilité des sources tra-
ditionnelles de brais entraînent une augmentation substantielle des coûts de production de
l’aluminium. En effet, lors de la production de ce métal, la cellule d’électrolyse doit consommer
une part importante de l’anode de carbone (qui est constituée de carbone turbostratique)
et une certaine quantité d’une cathode de carbone (qui est constituée de carbone graphi-
tique). Typiquement[20], ∼ 400 kg d’anode de carbone doit réagir électrochimiquement avec
l’alumine dissoute dans le bain d’électrolyse à ∼ 960 ◦C pour produire une tonne d’alu-
minium. La problématique principale des anodes est que la baisse de qualité des carbones
rudimentaires diminue la qualité de ces anodes finales produites par carbonisation. Par di-
vers mécanismes, les anodes de moins bonne qualité se consomment de façon plus importante
6
durant l’opération du procédé. En plus du coût économique évident de ce problème, cette
surconsommation de carbone nuit à la performance environnementale du procédé. En effet,
tout le carbone consommé produit inévitablement du CO et/ou du CO2. Donc, la surconsom-
mation relative de carbone entraîne des émissions supplémentaires indésirables de gaz à effet
de serre. Cependant, il est possible de contrecarrer certains de ces effets négatifs en modifiant
certaines propriétés [21, 22] liées à la graphitabilité des carbones rudimentaires des électrodes
(par exemple, la densité). Une meilleure compréhension des facteurs contrôlant la carbonisa-
tion/graphitation contribue à un procédé de production d’aluminium plus vert. Concernant
la problématique des blocs cathodiques, la diminution des stocks de brais graphitables pour
la production de ces dernières nécessite de développer de nouvelles sources (par exemple,
un brai à base de résidus forestiers [23]) pour remplacer les sources traditionnelles. De plus,
on peut développer de nouvelles techniques [24] de carbonisation pour contrecarrer les effets
négatifs de l’utilisation d’un brai de moindre qualité. Somme toute, pour répondre à ces
deux problématiques (anode et cathode), il est important de concevoir des outils permettant
de modéliser et prédire le comportement de graphitation/carbonisation de divers carbones.
Ainsi, il serait plus aisé d’identifier rapidement quelles sources de carbone seraient le mieux
adaptées à la production de ces électrodes tout en proposant des voies d’ajustement des
propriétés structurelles que devraient posséder ces électrodes pour minimiser leur consom-
mation durant l’électrolyse. Une des approches de modélisation les plus pertinentes pour la
résolution simultanée de ces deux problématiques est la prédiction théorique de la graphita-
bilité des carbones en fonctions de certaines caractéristiques des carbones rudimentaires. La
graphitabilité sera donc au cœur de la présente thèse de doctorat.
La modélisation thermodynamique [25] est un outil performant pour le développement de for-
malismes mathématiques décrivant les transformations irréversibles ou irréversibles par trai-
tement thermique de plusieurs variétés de matériaux. Cette approche consiste en l’élaboration
de modèles pour le calcul de différentes propriétés thermodynamiques/physiques/chimiques
d’une phase d’un matériau (une phase étant définie comme une région dans l’espace où les
propriétés sont uniformes) en fonction de conditions variables de température et de pression.
Par la suite, il est possible de calculer le changement de ces propriétés lorsque le matériau
passe d’une phase à l’autre par l’applications de diverses équations prédictives. Développée
principalement pour les transitions de phase réversibles [26–29] (réversible au sens qu’un ma-
tériau peut passer de la phase A à la phase B et revenir ensuite à la phase A par le procédé
inverse), certains principes de cette approche de modélisation s’appliquent aux transforma-
tions irréversibles [30, 31] (pour un matériau donné, il est possible de passer de la phase A
vers la phase B, mais pas de la phase B vers la phase A). Cette distinction est importante, car
la graphitation et la carbonisation sont des transformations irréversibles (un carbone graphi-
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tique ne peut pas spontanément se transformer en carbone turbostratique). Le formalisme
thermodynamique des transformations irréversibles est généralement plus limité en termes
d’applications que celui des transitions réversibles. Cependant, la présente thèse défendra que
la thermodynamique des procédés irréversibles soit viable pour la modélisation du processus
de graphitation.
De manière plus formelle, le présent projet de doctorat porte sur le développement d’une
nouvelle théorie thermodynamique pour le processus de graphitation. L’objectif de ce dernier
est la conception d’un modèle mathématique pour la prédiction de la graphitabilité des
carbones. Il est espérer qu’un tel formalisme pourrait dans le futur servir à mieux identifier
les facteurs physico-chimiques pouvant différencier les carbones graphitables des carbones
non-graphitables. Initialement, la portée de ces travaux était limitée à la correction d’un
précédent modèle thermodynamique [32] pour le calcul à très haute température de l’énergie
de Gibbs des cristallites de coke (unité structurelle fondamentale des carbones graphéniques).
Cependant, des résultats encourageants sur la modélisation thermodynamique du processus
de graphitation des carbones graphitables ont débouché sur le développement d’une approche
de graphitabilité généralisée aux carbones graphitables et non-graphitables. La présente thèse
détaillera les fondements de cette approche.
La structure de la présente thèse est la suivante. Une revue de la littérature sera d’abord
faite. Par la suite, les objectifs de la thèse seront définis. Puis, la logique scientifique liant
les quatre chapitres de la présente thèse sera faite (chaque chapitre de la thèse étant un
article scientifique). Le lien entre la théorie proposée pour le procédé de graphitation et un
nouveau modèle d’application pour le calcul des émissions de gaz à effet de serre découlant
de la consommation du carbone lors de la production de l’aluminium sera fait dans cette
partie structurelle de la thèse. Les chapitres de la thèse seront ensuite abordés. Finalement,
une brève discussion sera faite afin d’identifier les forces et les faibles de la présente thèse
ainsi que les futures contributions scientifiques pouvant se baser sur les travaux accomplis à
ce jour.
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CHAPITRE 2 REVUE DE LITTÉRATURE
La nature pluridisciplinaire de cette thèse requiert une revue de la littérature de divers
champs d’expertise. En effet, combinant des notions de thermodynamique, d’électrochimie
et de modélisation numérique, le présent travail de recherche démontrera la nécessité d’une
théorie physique innovatrice de combiner plusieurs connaissances pratiques et théoriques
dans le but de proposer de nouvelles solutions en science des matériaux. En premier lieu, une
revue des modèles conceptuels existant pour la compréhension qualitative de l’évolution de
la structure des carbones graphitables et non-graphitables lors de la carbonisation et de la
graphitation sera présentée (Section 2.1). L’importance sera mise sur comment ces modèles
structurels visualisent les transformations induites par la graphitation et la carbonisation et
sur la nature du fil conducteur historique liant ces différents modèles de graphitation. Plus
précisément, la Section 2.1.1 discutera du premier modèle historique de graphitation par
Franklin, la Section 2.1.2 portera sur le modèle de Oberlin et la Section 2.1.3 portera sur le
modèle de Harris.
Par la suite, une revue des approches cinétiques pour la modélisation de la graphitation
sera faite à la Section 2.2. L’importance de l’impact du temps sur la graphitation et la
graphitabilité sera discutée. En thermodynamique des phénomènes réversibles, le temps n’est
pas un paramètre de modélisation. Cependant, ce dernier doit être implicitement tenu en
compte si l’on cherche à formaliser mathématiquement un phénomène thermodynamique
irréversible. Pour ce faire, il est donc important de qualitativement comprendre comment le
temps interagit avec la température lors de la graphitation.
Ensuite, une revue de certains aspects théoriques de la présente thèse sera discutée aux
Sections 2.3, 2.4 et 2.5. La Section 2.3 traitera de la théorie physique des groupes de re-
normalisation appliquée aux transitions de phase des matériaux. La Section 2.4 rappellera
les principes de bases pour la modélisation thermodynamique des carbones graphitables se-
lon le précédent modèle de Ouzilleau [32]. La Section 2.5 présentera la philosophie générale
derrière la modélisation thermodynamique de phénomènes irréversibles et hors-équilibre. Les
concepts phénoménologiques vues dans ces sections seront la base de la présente théorie
thermodynamique de la graphitation.
Finalement, puisque l’application de la présente théorie vise l’industrie de l’aluminium, une
brève revue du rôle du carbone pour l’électrochimie de l’aluminium sera faite à la Section
2.6. L’emphase sera mise sur les facteurs expérimentaux ayant un impact sur la quantité
d’émissions de CO et de CO2 lors de l’électrolyse. Spécifiquement, le modèle de Drossbach
9
pour le calcul du ratio CO/CO2 dans le gaz résultant de la consommation primaire de l’anode
de carbone sera discuté.
2.1 Modèles conceptuels de graphitation
La structure du graphite parfait a été identifiée pour la première fois par Bernal [13] en 1924
et est présentée à la Figure 2.1. Les distances interatomiques du graphite parfait sont les
suivantes : la distance interplanaire d002 (qui est égale à la valeur c/2 de la Figure 2.1) est
de 0.3354 nm, la distance interatomique (dans le plan) est de 0.142 nm et la distance c de
l’empilement de type ABAB est de 0.670 nm. Cette structure atomique est anisotrope. En
effet, l’énergie covalente de liaison [33] entre les atomes dans le plan est environ cent fois
plus grande que l’énergie interplanaire dans la direction orthonormale aux plans. Les liaisons
covalentes de carbone dans le plan possèdent une hybridation de type sp2. Cette hybridation
est associée à la présence de liens pi délocalisés dans la structure ce qui confère une stabilité
chimique supérieure [32] au carbone en comparaison aux structures de carbone sans délocali-
sation comme le cyclohexane. Par définition, le graphite parfait est un monocristal possédant
une taille infinie dans les deux directions cristallographiques (dans le plan et perpendiculaire
au plan). Dans sa revue des propriétés physiques des graphites de haute perfection, la plus
haute taille de cristallite, dans la direction du plan (propriété représentée avec la variable
La), Kelly [34] rapporte que l’échantillon le plus parfait est le graphite naturel de Smith [35]
où La = 10× 10−2 cm. En réalité, la plupart des graphites et autres carbones graphitiques
sont des structures polycristallines de carbone. Plus la taille moyenne des cristallites consti-
tuantes d’un matériau de carbone est grande, plus la structure d’un carbone graphitique
approche celle du graphite parfait. Donc, deux paramètres cristallographiques caractérisent
les cristallites d’un polycristal de graphite : le diamètre moyen des plans graphéniques d’une
cristallite (La) et la hauteur moyenne de l’empilement de plans graphéniques d’une cristallite
dans la direction perpendiculaire au plan (Lc). Puisque la taille dans la direction du plan
graphénique (La) est corrélée [36] à la valeur du d002 (espacement interplanaire entre deux
plans graphéniques d’une cristallite), plus la valeur de La diminue, plus la valeur du d002 aug-
mente par rapport à celle du cristal parfait (0.3354 nm) et par conséquent, moins le carbone
est graphitique. On mesure habituellement le La d’une cristallite par diffraction des rayons-X
(DRX). Cependant, tel que rapporté par Rouzaud et Oberlin [37] et Iwashita et al. [38], d’un
point de vue plus strict, la mesure du La par DRX représente plutôt la taille approxima-
tive de plans graphéniques continus et distordus au sein de la mésostructure du matériau de
carbone. Puisque certains plans de grande taille peuvent développer des distorsions internes
importantes suite à un traitement thermique à haute température [9], la mesure du La par
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DRX devrait donc être interprété dans ce cas comme la taille des domaines cohérents de
la mésostructure. Pour cette raison, la mesure du La par microscopie électronique [39] ou
par spectroscopie Raman [40] peut différer de celle obtenue par DRX. Dans le cadre de la
présente thèse, il sera considéré que la mesure du La par DRX est une bonne approximation
du diamètre des plans graphéniques des cristallites sur la base que le niveau de distorsion
interne de ces dernières est généralement faible pour des diamètres de moins de 10 − 15 nm
[9, 41]. Cette hypothèse est cohérente avec les mesures par DRX et par spectroscopie Raman
de Vazquez-Santos obtenues sur certains carbones graphitables et al. [40].
Il n’existe pas suffisamment de sources naturelles de graphite de qualité pour répondre aux
besoins industriels pour les carbones graphéniques. Pour cette raison, la transformation de
carbones rudimentaires en carbones turbostratiques et graphitiques respectivement par car-
bonisation et graphitation a été largement étudiée [5, 8, 12, 33, 42, 43]. Historiquement,
il était pratique courante de catégoriser les carbones soit comme un matériau mou ou dur
(angl. soft carbons, hard carbons). Les carbones mous sont produits à partir de la solidifica-
tion réactive d’une mésophase fluide se formant à relative basse température (∼ 500 ◦C) lors
d’un traitement thermique donné. La mésophase peut se décrire comme un cristal liquide
sphérique métastable composé de molécules graphéniques relativement bien orientées l’une
par rapport à l’autre. Le terme mésophase décrit donc les corps sphériques présents dans
les brais lors d’un traitement thermique, un phénomène rapporté pour la première fois par
Brook et Taylor [44]. Un carbone carbonisé (ou graphité) n’ayant pas été formé à partir de la
solidification d’une mésophase est généralement qualifié de carbone dur. Dans ce cas précis,
la graphitation s’effectue plutôt par polymérisation créant ainsi une plus large variabilité de
structures cristallines graphéniques par rapport aux carbones issus d’une mésophase. Il a
souvent été écrit que les carbones durs sont non-graphitables et que les carbones mous sont
graphitables. La réalité est plus complexe. Par exemple, certains carbones mous développent
une nanostructure non-graphitable similaire à celle des carbones durs. Expérimentalement [9],
le caractère graphitable ou non-graphitable des carbones est dépendant de la concentration
relative d’oxygène ou de soufre dans la structure lors la carbonisation à basse température
(∼ 500 ◦C). De plus, les matériaux de carbone à basse teneur en hydrogène sont générale-
ment aussi peu graphitables. Le mécanisme de carbonisation suivant la solidification de la
mésophase est principalement contrôlé par la perte des chaînes latérales organiques interre-
liant les cristallites graphéniques (ces cristallites étant le fruit de la solidification progressive
des molécules graphéniques de la mésophase initiale) ainsi que la perte des hétéroatomes
(oxygène, soufre, hydrogène, azote) initialement retrouvés dans la structure aromatique de
ces dernières. La célèbre représentation de Marsh (Figure 2.2) présente une vue d’ensemble
du processus de carbonisation et graphitation lorsque T > 1000 K. Marsh propose que la
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Figure 2.1 Configuration hexagonale de Bernal [13] pour le graphite parfait (empilement
ABAB). Image tirée de [33]
graphitation soit représentée comme débutant à une température de ∼ 1700 K. La présente
thèse démontrera que cette proposition par Marsh pour le seuil expérimental du début de la
graphitation est cohérente avec les développements thermodynamiques sur le processus de
graphitation découlant des travaux à l’étude. La suite de la revue de la littérature discutera
des principaux modèles expérimentaux (modèle de Franklin, modèle de Oberlin) ayant permis
à Marsh de développer la Figure 2.2 ainsi que la plus récente tentative de modélisation de
Harris pour une meilleure compréhension des différences de graphitabilité entre les carbones
non-graphitables et graphitables.
2.1.1 Modèle de Franklin
Le modèle de Franklin [8, 46] est souvent crédité [12, 47] comme étant l’une des premières
itérations d’un modèle conceptuel pour expliquer certaines des mesures et observations clés
résultant de la comparaison entre la structure d’un carbone rudimentaire et celle d’un car-
bone graphité (carbone ayant développé une structure graphitique suivant un processus de
graphitation). L’essence fondamentale du modèle de Franklin est la présence de cristallites
graphéniques de carbone dans la mésostructure du matériau de carbone suivant un traitement
thermique. Ces cristallites constituent la proportion dominante de la population d’atomes de
carbone du matériau. Elles sont interreliées l’une par rapport à l’autre par un réseau de
molécules de carbones. L’ensemble de ces molécules forme la matière intercristalline du ma-
tériau et assure l’intégrité mécanique de la mésostructure. La nature exacte de cette matière
12
Figure 2.2 Représentation visuelle empirique du processus de graphitation selon Marsh.
Image tirée de [45]
intercristalline n’est pas précisée par Franklin. Le modèle de Franklin est présenté à la Figure
2.3a pour le cas d’un carbone non-graphitable et pour le cas d’un carbone graphitable à la
Figure 2.3b.
Le modèle de Franklin, supporté par les travaux de Warren et Biscoe [48], Bacon [49] et Fi-
schbach [12], a identifié certaines des caractéristiques clés du processus de graphitation. Par
exemple, l’identification du seuil minimal de diamètre de cristallite (La) de 10− 15 nm pour
le développement significatif de l’ordre graphitique tridimensionnel découle directement des
travaux de Franklin. Ces derniers ont aussi bien démontré que la croissance des cristallites et
leur ordonnancement graphitique progressif s’effectue par le réarrangement des plans graphé-
niques des cristallites plutôt que par le mouvement d’atomes individuels de carbone (ou de
groupes de quelques atomes indépendants) d’une cristallite à l’autre. De plus, il a été déter-
miné que la mesure moyenne du d002 (l’espacement moyen entre les plans graphéniques d’une
cristallite) d’une cristallite, en absence d’hétéroatomes, est la conséquence d’une distribution
de valeurs discrètes de deux d002 critiques : la valeur discrète graphitique (d002 = 0.3354 nm)
et la valeur discrète de l’ordre turbostratique (d002 = 0.344 nm). Dans la thèse à l’étude,
le terme turbostratique définit la présence d’un ordre cristallographique à deux dimensions
complet (absence totale d’ordonnancement graphitique) dans une cristallite graphénique de
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Figure 2.3 Modèle de Franklin [8, 46] pour la structure des carbones suivant un traitement
thermique de carbonisation : a) carbone non-graphitable ; b) carbone graphitable. Image
tirée de [8]
carbone en absence d’hétéroatomes. Cette définition est tirée des travaux de Oberlin et Bon-
namy [36] qui ont longuement étudié la graphitation des carbones (le modèle de Oberlin sera
discuté à la Section 2.1.2). Le modèle de Franklin fut aussi l’un des premiers à introduire la
notion de carbone non-organisé (angl. non-organized carbon). Le carbone non-organisé fait ici
référence à tout atome de carbone (ou molécule de carbone) n’ayant pas été incorporé dans
la nanostructure graphénique des cristallites. Donc, ce type de carbone est principalement
composé des molécules qui relient les cristallites indépendantes du modèle de Franklin à la
Figure 2.3.
Le modèle de Franklin est aussi l’un des premiers à discuter certaines des différences struc-
turelles pouvant distinguer les carbones graphitables des carbones non-graphitables. Par
exemple, il est rapporté [8] que le traitement thermique (température maximale de 1000 ◦C)
d’un échantillon de PVDC produit une structure partiellement composée de crystallites gra-
phéniques et de carbone non-organisé. Le diamètre rapporté des plans graphéniques (La)
pour cet échantillon de Franklin est rapporté à 1.6 nm. Le carbone non-organisé produit une
contribution au spectre de diffraction des rayons-X (DRX) qui se rapproche de celle d’un gaz.
Dans cet échantillon, on observe qu’une certaine fraction des plans graphéniques ne possèdent
pas de parallélisme alors que le reste semble être groupé par paire dont le d002 = 0.37 nm.
C’est donc Franklin qui fût la première à clairement identifier que la structure des carbones
non-graphitables partagent les mêmes types de structure (carbone graphénique sous forme
de cristallites et carbone non-organisé) qu’un carbone graphitable. Les distinctions entre les
carbones graphitables et non-graphitables, selon Franklin, passe par des variations dans les
propriétés suivantes de ces structures fondamentales : diamètre des plans graphéniques, pré-
sence de groupes parallèles et distance interplanaire et proportion de carbone non-organisé.
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Par exemple, pour d’autres types de carbones comme le PVC (angl. polyvinyl chloride), le
traitement thermique à une température maximale de 1000 ◦C produit un carbone graphitable
dont le diamètre des cristallites est d’environ 2 nm et où le nombre de plans graphéniques par
crystallite varit entre deux et quatre. Le carbone non-intégré aux structures graphéniques de
cet échantillon de PVC est réparti dans la pseudo-phase du carbone non-organisé (ce dernier
interrelit les crystallites graphéniques). Une pseudo-phase d’un matériau est généralement dé-
finie comme une région de l’espace où les propriétés physiques du matériau sont uniformes. La
structure locale exacte du carbone non-organisé est inconnu dans le modèle de Franklin. Ce-
pendant, puisque que ce dernier semble produire une réponse en DRX semblable à un milieu
diffus (Franklin utilise le terme gas-like contribution pour qualifié la réponse DRX du carbone
non-organisé), il est possible de considérer ce dernier comme une pseudo-phase uniforme d’un
point de vue statistique au même sens qu’un gaz (absence d’ordre local, mais statistiquement
uniforme dans son ensemble). Distinction importante, le carbone non-organisé n’est pas un
gaz, mais bien une pseudo-phase solide de basse densité. Récapitulant, selon le modèle de
Franklin, la structure des carbones graphitables et non-graphitables se décrit par un modèle
à deux pseudo-phases : la pseudo-phase des cristallites graphéniques et la pseudo-phase du
carbone non-organisé.
Franklin rapporte une interaction expérimentale d’intérêt pour la compréhension de la nature
fondamentale du carbone non-organisé suivant la carbonisation. Supposons premièrement un
carbone donné traité à 1000 ◦C. On définit le diamètre des cristallites avec la variable La, le
pourcentage de carbone non-organisé par la variable A et le nombre de plans graphéniques par
cristallite avec la variable M . Lorsque le carbone initial est carbonisé à T > 1000 ◦C (mais
que la température n’est pas suffisamment élevée pour graphiter le carbone), on observe
que la variable M n’augmente pas de façon significative. Cependant, suivant le traitement
thermique, la variable La de la pseudo-phase des cristallites graphéniques augmente et la
variable A diminue. Donc, lors de la carbonisation, le principal mécanisme de transformation
est la croissance des cristallites par la consommation de la pseudo-phase du carbone non-
organisé. Franklin [8, 46, 50] rapporte qu’il est possible de mesurer la proportion de carbone
non-organisé d’un carbone carbonisé par l’effet de diffusion Compton [51] (angl. Compton
scattering). La diffusion Compton est définie comme la collision entre un photon incident et un
électron d’une orbitale de basse énergie (par conséquent éloignée du noyau) d’un atome donné.
Puisque l’énergie du photon incident est beaucoup plus grande que l’énergie maintenant
l’électron dans cette orbitale superficielle, la collision se comporte de manière similaire à
celle entre un électron libre et un photon. Le photon incident ne disparaît pas lors d’une
collision de type Compton. Sa trajectoire incidente est cependant modifiée suivant l’impact
avec l’électron de couche extérieure par un angle θ. L’énergie transférée du photon à l’électron
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de couche extérieure est dépendante de la valeur de l’angle θ. Puisque la collision peut être
approximée à une simple interaction photon-électron, le transfert d’énergie n’est pas affecté
par le numéro atomique, la densité ou toute propriété de l’atome à l’étude. Si θ ∼ 0°, l’énergie
du photon après la collision est maximale. Si θ ∼ 180°, l’énergie du photon est minimale. Les
détails de la méthode de Franklin pour l’estimation de la valeur de A dépasse le cadre de
la présente thèse. Pour plus de détails sur cette méthode, un exemple d’application [52] est
présenté dans le papier de Noda et de Inagaki.
Afin de mieux comprendre la relation entre A (la fraction de carbone non-organisé) et La,
Franklin [8] a carbonisé à 1000 ◦C plusieurs carbones rudimentaires et a mesuré la valeur de
ces deux variables sur chacun d’entre eux. Les résultats de cette expérience sont présentés à la
Figure 2.4. De ces résultats, Franklin conclut qu’il existe une relation singulière entre A et La.
Une conclusion d’importance de cette relation est que la valeur de A est négligeable lorsque
La devient plus grand que ∼ 2.5 nm. Franklin propose donc le scénario suivant pour l’effet du
traitement thermique sur les interactions entre A, La et M (le nombre de plans graphéniques
par cristallite). Les traitements thermiques de basse température (∼ 1000 ◦C) consomment
le carbone non-organisé ce qui résulte en la croissance des cristallites du matériau. Par la
suite, lorsque la valeur de A devient essentiellement négligeable, la croissance du diamètre des
cristallites est accompagnée d’une augmentation de la valeur de M . Suivant cette logique,
Franklin tente de produire une fonction empirique pour la relation entre M et La de ces
échantillons. Les résultats démontrent que l’ensemble des données peut être reproduit si l’on
suppose que deux fonctions distinctes pour la relation La(M) existent : une fonction pour la
classe des carbones graphitables et une fonction pour la classe des carbones non-graphitables.
Les échantillons graphitables de Franklin sont le PVC, un coke de pétrole, un coke de brais et
un échantillon de charbon à faible teneur en oxygène. Les échantillons non-graphitables sont
le PVDC, deux charbons à haute teneur en oxygène, un charbon de bois et un échantillon
d’hexachlorobenzène. Franklin en conclut donc que, sur la base de l’allure de sa fonction
mathématique La(M), les carbones se distinguent en deux classes c’est-à-dire les graphitables
et les non-graphitables. Cette constatation a souvent été généralisée en l’idée que les carbones
se divisent en deux groupes indépendants : les carbones graphitables et les carbones non-
graphitables. Cependant, bien que la fonction La(M) semble en apparence regrouper en deux
classes les carbones de Franklin, la graphitabilité n’est pas une propriété binaire. En effet,
Monthioux et al. [6] ont démontré que la fonction de graphitabilité d002(THT ), où THT est la
température de traitement thermique, présente une continuité entre les carbones graphitables
et non-graphitables. La notion de graphitabilité ne peut donc pas être simplifiée à séparer
les carbones en deux classes distinctes. Il faut considérer que cette propriété, au sens de
la fonction d002(THT ), est un spectre allant des carbones graphitables, aux carbones semi-
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graphitables et finalement aux carbones non-graphitables. Il est important de spécifier que
Franklin [8], sur la base de la mesure empirique de la fonction L(M) d’échantillons de charbons
et d’anthracites, avait déjà suggéré qu’une classe intermédiaire de carbone, à mi-chemin entre
le graphitable et non-graphitable, serait nécessaire pour la classification des types de carbone.
Cependant, la graphitabilité mesurée par Monthioux a été la première démonstration formelle
que le modèle à trois classes de Franklin n’est pas approprié car la graphitabilité est une
propriété continue.
Franklin [8] rapporte aussi que la densité est apparemment reliée à la graphitabilité des car-
bones. En effet, selon ses résultats, les carbones ayant un grand volume de pores de très
petite taille sont généralement non-graphitables. Les carbones compacts, eux, sont graphi-
tables. Cependant, cette hypothèse de Franklin ne semble pas être confirmée par la mesure
du caractère graphitable d’un échantillon d’anthracite ayant un haut volume de fine porosité.
Il semblerait que le volume des pores ne soit pas le facteur décisif de la graphitabilité pour
tous les carbones. Un autre facteur plus fondamental doit donc être à la source des varia-
tions de graphitabilité des carbones. C’est ce qui amène ultimement Franklin à conclure que
la graphitabilité des carbones dépend fortement du caractère anisotropique des cristallites
graphéniques fondamentales de la structure (Figure 2.3). Selon cette approche, un carbone
contenant un grand volume de pores de très petite taille et une faible anisotropie serait non-
graphitable. Un carbone plus compact et de haute anisotropie serait graphitable. Le volume
de la porosité de très petite taille est relié à une augmentation de la tendance du carbone
à se localiser dans la pseudo-phase du carbone non-organisé interreliant les cristallites gra-
phéniques du matériau de carbone. De plus, la tendance à favoriser la formation de carbone
non-organisé lors de la carbonisation à basse température est forte chez les carbones ayant
une faible concentration d’hydrogène et une haute concentration d’oxygène.
Pour expliquer son approche de graphitabilité, Franklin propose un mécanisme de graphita-
tion où les carbones modifient leur structure par le mouvement de plans graphéniques parfaits
(soit de manière individuelle ou par groupe de plans). Ce phénomène se produit lors de la
décomposition à très haute température du système de carbone non-organisé interreliant
les cristallites. Franklin propose que le premier facteur déterminant pour la graphitabilité
est l’orientation mutuelle des cristallites. En effet, durant la décomposition du carbone non-
organisé à haute température, l’énergie d’activation pour le processus d’alignement des cris-
tallites fortement mal orientées est trop élevée et la graphitation ne peut procéder. Concernant
le deuxième facteur de graphitabilité de Franklin, il est dépendant de la quantitié relative
de carbone non-organisé interreliant. Selon ce principe, une importante présence de carbone
non-organisé nuira nécessairement à la capacité du matériau à aligner ses cristallites à haute
température et donc, ultimement, le potentiel de graphitation de ce dernier sera moindre.
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Figure 2.4 Relation entre le pourcentage de carbone désorganisé (A) et le diamètre des cris-
tallites graphéniques L (où L = La) pour plusieurs types de carbones carbonisés. Image
tirée de [8]
Dans les années suivant la proposition de ce mécanisme de graphitabilité, certains auteurs
ont mis en doute sa validité.
L’une des critiques de ce modèle vient de Maire et Mering [53]. En effet, ces derniers ne sup-
portaient pas l’idée que la graphitation procède par le mouvement de plans (ou de groupes
de plans) graphéniques parfaits. Ils proposèrent plutôt un modèle où la graphitation procède
par l’élimination de défauts, spécifiquement un atome « interstitiel » de carbone localisé et
attaché à chaque côté de deux plans graphéniques adjacents. Les différences de comportement
de graphitation entre divers carbones (dont certains sont caractérisés par des valeurs ponc-
tuelles de d002 similaires) sont attribuées à des variabilités de concentration de ces atomes
interstitiels. Selon ce modèle, la graphitation s’explique par la transition d’un arrangement
aléatoire des atomes interstitiels vers un arrangement organisé de ces derniers, en relation
avec les plans graphéniques des cristallites. Le modèle de Maire et Mering possèdent deux
faiblesses importantes dans sa conceptualisation de la graphitation. La première est qu’il
existe peu d’évidence expérimentale pour l’existence de ce type de défaut interstitiel (un
atome singulier de carbone liant deux plans graphéniques). Cela implique que ce type de
défaut, s’il existe, est présent en très faible quantité dans les structures graphitables. Il est
peu probable que des variations infimes de concentration de ce type de défaut expliquent les
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différences importantes de graphitabilité que l’on observe dans plusieurs types de structures
de carbones suivant la graphitation. De plus, le modèle de Mering n’a été validé que pour
certains types de carbone (cokes de brais et PVC). L’applicabilité du modèle aux carbones
non-graphitables n’a pas été démontrée.
Des critiques notables proviennent de Ruland [54] et Ergun [55]. Ces derniers reprochent à
l’approche simplifiée du modèle de Franklin de simplifier de façon irréaliste la graphitation
au simple réarrangement de plans graphéniques parfaits dans les cristallites. Il est plutôt
recommandé de considérer une approche statistique pour tenir compte de la contribution
des distorsions et autres défauts structurels sur la graphitabilité des carbones. Par exemple,
il serait nécessaire d’inclure non seulement les atomes interstitiels individuels, mais aussi
les groupes d’atomes interstitiels, les liens carbone-carbone interreliant les cristallites, les
lacunes dans les structures graphéniques ou encore les liens carbone-carbone distordus pré-
sents à l’intérieur des plans graphéniques. Fischbach [12] se joint à la critique de l’idée que
la graphitation procède par le réarrangement de plans graphéniques parfaits. Son argument
concernait le fait que cette représentation n’était pas compatible avec la modélisation des
énergies d’activation du processus. En effet, ce dernier était surtout critique par rapport
au problème que la graphitation, sous la représentation de Franklin, nécessite de supposer
une coopération entre les cristallites indépendantes pour permettre leur alignement mutuel
et le développement de l’ordre graphitique à la suite d’une étape d’activation donnée (par
exemple, la brisure d’un lien carbone-carbone entre deux cristallites). Fischbach propose plu-
tôt de visualiser le développement de l’ordre graphitique entre les plans graphéniques des
cristallites comme un processus procédant par l’élimination progressive des défauts intersti-
tiels et internes des cristallites. Selon Fischbach, ce scénario de graphitation est cohérent avec
ses mesures des énergies d’activation et ne nécessite pas d’accepter une vision coopérative
du processus de graphitation. Somme toute, comme avancé par Harris [47], le modèle de
Franklin donne une vue d’ensemble du processus de graphitation acceptable dans l’ensemble,
mais incomplète sous inspection détaillée. La principale raison est sa difficulté à expliquer
les différences entre les propriétés des carbones graphitables et non-graphitables suivant la
graphitation par un mécanisme énergétique singulier.
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2.1.2 Modèle de Oberlin
Les travaux de Oberlin et al. [5, 9, 39] ont permis d’élucider plusieurs des aspects critiques des
processus de carbonisation et de graphitation. Particulièrement, il est maintenant possible
de mieux distinguer les différentes transformations des carbones sur diverses gammes de
températures. Les grandes lignes du modèle de Oberlin sont présentées ici, car ce dernier est
le plus extensif des mécanismes existants pour la description de l’effet de la température sur
la transformation progressive des carbones rudimentaires en carbones graphitiques.
Premièrement, la carbonisation sera discutée. La carbonisation est en soi divisée en deux
processus : la carbonisation primaire et la carbonisation secondaire. La carbonisation primaire
débute par la décomposition à une température relativement basse (généralement sous ∼
350 ◦C) d’un carbone rudimentaire contenant un mélange de carbone, d’hydrogène, de soufre,
d’azote, d’oxygène. Cette décomposition cause un ramollissement du matériau de carbone
rudimentaire. On obtient alors un gel composé de structures polyaromatiques, les BSUs
(angl. Basic Structural Units, suspendues dans un milieu liquide relativement visqueux. Les
BSUs peuvent être visualisées comme des empilements de deux à trois molécules similaires
au coronène (Figure 2.5). La structure des BSUs, mesurée par Oberlin [9] pour plusieurs
types de carbone, est approximativement uniforme. On parle donc d’un diamètre de moins
de 1 nm (une valeur tentative de ∼ 0.6 nm a été proposée) et d’un empilement de deux à trois
couches de type coronène par BSU. Il est critique ici de comprendre que les BSUs (isolées)
sont fondamentalement distinctes des cristallites graphéniques de Franklin. Par exemple [8],
tel que discuté à la Section 2.1.1, le diamètre des cristallites d’un échantillon de carbone
graphitable suivant un traitement thermique à 1000 ◦C est d’environ 4 nm et ces dernières
sont composées d’approximativement 4 plans graphéniques par cristallite. Les cristallites
d’un carbone non-graphitable, sous les mêmes conditions, développent un diamètre entre
1.5 et 2 nm et contiennent approximativement 2 plans graphéniques par cristallite. La BSU,
bien qu’en apparence similaire à la cristallite graphénique, est caractérisée par une différence
critique. Cette différence se manifeste principalement par le fait qu’il n’est pas possible pour
une BSU de développer une disposition délocalisée des liens pi au sein de ces molécules
constituantes de pseudo-coronène de par le faible diamètre de ces dernières. Une cristallite
graphénique, elle, peut délocaliser ses liens car son diamètre La est suffisamment important
pour permettre un degré de liberté assez grand pour le réarrangement des liens au cœur de
ces dernières. En idéalisant adéquatement la géométrie de la cristallite (schématisation selon
Ouzilleau et al. [56]), il est calculé que la taille moyenne minimale pour le développement de
cette délocalisation est La ∼ 1.5 nm, un résultat cohérent avec les modèles de Franklin et de
Oberlin.
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Figure 2.5 Structure d’une molécule de coronène représentant la configuration probable d’un
des plans graphéniques d’une BSU isolée (une BSU contient de deux à trois plans de coro-
nène). Les corps sphériques bleus représentent des atomes d’hydrogène. Les corps sphériques
gris représentent des atomes de carbone : a) vue de plan de la molécule ; b) vue de côté de
la molécule. Image tirée de [57]
Les BSUs sont interreliés par des chaînes aliphatiques à haute teneur en hydrogène et des
molécules organiques contenant des hétéroatomes (azote, soufre, oxygène). Lorsque ce mé-
lange visqueux est chauffé à une température approchant ∼ 450 ◦C, les liens maintenant les
BSUs dans le gel ont, dans l’ensemble, été décomposés par le traitement thermique. Ceci
permet aux BSUs de réorganiser en des domaines ordonnés où les BSUs sont mutuellement
regroupées et orientées l’une par rapport à l’autre. Ces domaines orientés se nomment les
LMOs (angl. Local Molecular Orientation). La température où ces derniers se forment se
nomme donc la température d’occurrence des LMOs (TLMOs). À ce stade, le carbone existe
toujours sous la forme d’un liquide fortement visqueux constitué d’un ensemble de LMOs,
eux-mêmes étant composés de BSUs relativement mutuellement orientés. Puisque le LMO est
liquide à ce stade, le terme mésophase aurait pu être employé comme synonyme pour décrire
ce groupe. Lorsque le matériau liquide est chauffé à plus haute température (∼ 550 ◦C), ce
dernier se solidifie (ce qui entraîne simultanément une diminution de volume de l’ensemble
du matériau). Cette solidification est causée par la décomposition des dernières molécules
aliphatiques du matériau ainsi que du domaine visqueux contenant les LMOs. La solidifi-
cation est associée à la formation de deux sous-groupes à l’intérieur de chaque LMO : le
sous-groupe des cristallites [9] (présentant l’apparence de colonnes isolées fléchies) et le sous-
groupe interreliant [5]. Le sous-groupe interreliant est défini [5, 58] comme étant l’ensemble
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des fonctions non-aromatiques servant à inter-connecter les colonnes isolées contenues dans
chaque LMO. On retrouve le plus souvent une part importante d’hétéroatomes (oxygène,
soufre, azote) dans le sous-groupe interreliant [9, 58]. À ce stade, c’est-à-dire lorsque toutes
les dernières molécules aliphatiques se sont décomposées, un matériau solide est obtenu. Ce
matériau se nomme le semi-coke. Une schématisation possible de la structure d’un semi-coke
est présentée à la Figure 2.6. La température de solidification (entre ∼ 450 ◦C et ∼ 600 ◦C)
est nommée la température du semi-coke (Tsemicoke). Oberlin rapporte que la différence de
température (Tsemicoke − TLMOs) est affectée par le contenu en hydrogène, en oxygène et en
soufre d’un carbone. Par exemple, si un matériau contient beaucoup d’hydrogène, peu de
soufre et peu d’oxygène, la différence de température sera relativement importante. Sur la
base des résultats de Oberlin, c’est le ratio atomique de la somme du contenu en oxygène
et en soufre sur le contenu en hydrogène qui est inversement à la différence de température
(Tsemicoke − TLMOs). Donc, si un carbone rudimentaire possède un ratio d’hétéroatome élevé
(∼ 0.1), la différence de température entre TLMOs et Tsemicoke est relativement faible (en
comparaison à un carbone ayant un ratio de moins de 0.1. Cette tendance s’explique par le
fait que l’oxygène et le soufre peuvent stabiliser les fonctions chimiques carbonées autres que
les cristallites graphéniques. La carbonisation primaire se termine à Tsemicoke (∼ 550 ◦C). La
Figure 2.7 présente des arrangements possibles de LMOs selon le modèle de Oberlin pour
divers carbones. L’aspect clé de cette Figure est que la présence de courbures dans la méso-
structure d’un matériau de carbone est associée à de faibles tailles moyennes pour les LMOs.
Par exemple, le haut niveau de courbure de la structure cylindrique de la Figure 2.7f ne peut
être construit que si les LMOs (ces derniers étant les domaines orientés de la mésostructure)
sont de très faible taille. Si la taille des LMOs augmente dans la configuration cylindrique,
on obtient plutôt la structure de la Figure 2.7g.
De toute évidence, la carbonisation secondaire débute là où la carbonisation primaire se
termine (∼ 550 ◦C). La structure du carbone rudimentaire est maintenant transformée en
celle d’un carbone graphénique turbostratique où les atomes de carbone sont organisés sous
la forme de cristallites (les colonnes isolées) mutuellement orientées dans les LMOs (consé-
quence de la solidification de la mésophase). La carbonisation secondaire est principalement
associée au processus de relâchement de l’hydrogène, de l’oxygène, du soufre et de tous autres
hétéroatomes dans le matériau de carbone. Concernant l’hydrogène, ce dernier est présent
dans la groupe des cristallites graphéniques sous la forme d’hydrogène aromatique. Cette
espèce atomique est liée à la surface prismatique des cristallites. La surface prismatique est
celle perpendiculaire à la direction du plan graphénique d’une cristallite (surface perpendi-
culaire à la direction a à la Figure 2.8). Le soufre, quant à lui, est principalement retrouvé
[9] dans les fonctions chimiques du sous-groupe interreliant. Le rôle du soufre est de contri-
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Figure 2.6 Schématisation représentant l’effet de la transition de la carbonisation primaire
à la carbonisation secondaire sur la mésostructure des LMOs : a) vue d’ensemble de la
transformation des LMOs par la solidification réactive de la mésophase ; b) Représentation
sommaire d’un LMO de taille L2 où les cristallites (empilements locaux de diamètre L1)
sont interreliées par les différentes composantes du sous-groupe interreliant (hétéroatomes et
fonctions non-aromatiques). Image tirée de [1]
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Figure 2.7 Représentation de possibles arrangements pour les cristallites de différents LMOs
au stade du semi-coke (THT = 550 ◦C) : a) configuration sphérique concentrique d’un en-
semble de cristallites (dont la taille est égale à celle des LMOs) autour d’un mésopore ; b)
configuration sphérique radiale de LMOs (chaque couche est un LMO) ; c) représentation de
l’orientation statistique des cristallites d’un LMO ; d) orientation des cristallites d’un LMO
de taille infinie ; e) orientation des cristallites d’un LMO de taille importante, mais non in-
finie ; f) structure cylindrique possédant un rayon de courbure significatif ; g) arrangement
cylindrique statistique possédant un rayon de courbure faible. Image tirée de [59]
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buer à la stabilité thermodynamique des liaisons carbone-carbone des molécules composant
ce groupe. Important de noter, sans ces interliaisons qui confèrent aux cristallites d’un LMO
leur indépendance l’une par rapport à l’autre, il ne serait pas possible de construire un LMO
tel que défini par Oberlin. Le soufre peut être aussi présent [60] dans le groupe des cristallites
graphéniques sous forme thiophénique. Dans ce groupe, il contribue à stabiliser thermodyna-
miquement les cristallites de carbone par rapport au sous-groupe interreliant. Cependant, à
haute température, le soufre est entropiquement instable dans les cristallites et dans le sous-
groupe interreliant. Ce dernier quitte donc les cristallites (le sous-groupe interreliant) pour
évoluer en phase gazeuse hors du matériau (phénomène de désulfurisation [7]). Le contenu
en oxygène d’un carbone lors de la carbonisation secondaire est généralement négligeable
[61, 62] (contenu élémentaire en oxygène typiquement de moins de 0.5 %) pour des tempéra-
tures de traitement thermique de plus de ∼ 1000 ◦C. Sa nature chimique et sa contribution au
phénomène de la croissance cristalline par la carbonisation secondaire seront par conséquent
négligées dans le présent travail.
Le mécanisme principal pour la réorganisation moléculaire (croissance de l’ordre graphénique)
lors de la carbonisation secondaire est la consommation des fonctions chimiques interreliant
les cristallites d’un LMO. Pour cette raison, entre 600 ◦C et 1500 ◦C, le diamètre des cristal-
lites varie peu. Ceci est cohérent avec les résultats de Franklin tel que discuté à la Section
2.1.1. En effet, Franklin avait déjà proposé que la croissance des cristallites ne pût procé-
der tant qu’un certain niveau de consommation des molécules de carbone interreliantes ne
soit atteint. Tout de même, la croissance [41] des cristallites des carbones graphitables et
non-graphitables, dans la gamme de température de la carbonisation secondaire, quoi que
faible, est toujours suffisamment forte pour que la valeur La > 1.5 nm se développe. Cette
taille critique distingue une cristallite graphénique d’une BSU de par l’apparition de la délo-
cation des liens pi. Une grande partie du réarrangement des cristallites par la carbonisation
secondaire s’effectue par le relâchement de l’hydrogène, dont la majeure fraction [56] quitte
le matériau entre 800 ◦C et 1000 ◦C. De plus, les travaux expérimentaux de Oberlin avancent
une meilleure compréhension de la nature du sous-groupe interreliant. Il est rapporté que
pour une haute température [5] de traitement, la structure locale du sous-groupe interreliant
est comparable à celle d’une BSU isolée défective emprisonnée entre deux cristallites graphé-
niques indépendantes. La présence de ces BSUs défectives cause une importante distorsion
dans la mésostructure d’un LMO. De par le relâchement des hétéroatomes, une diminution
substantielle du nombre de ces BSUs intercristallines se produit, un phénomène associé à une
forte réduction des distorsions dans les LMOs. Lors de cette transformation, on observe une
augmentation du nombre de plans graphéniques par cristallite ce qui entraîne une croissance
de la valeur du Lc. Ceci illustre un aspect critique sur la nature de la carbonisation et de
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Figure 2.8 Structure idéalisée d’une des cristallites graphéniques composant un LMO. La est
le diamètre de la cristallite. Lc est la hauteur de la cristallite. d002 est l’espacement moyen
entre les plans de la cristallite. m est le nombre de plans par cristallite. Image tirée de [32]
la graphitation des carbones : la présence du sous-groupe interreliant cause des distorsions
dans les LMOs. Le corollaire de ce principe est que l’élimination du sous-groupe interreliant
entraîne nécessairement la disparition de ces distorsions. Autour de 1500 ◦C, la présence du
sous-groupe interreliant a diminué de façon significative. Cependant, on observe toujours des
distorsions dans les LMOs. Ceci semble indiquer que le sous-groupe interreliant survit partiel-
lement à cette température. Il se peut qu’une certaine quantité d’hétéroatomes (le soufre, par
exemple) subsiste jusqu’à ces hautes températures. Tout de même, la majeure partie de tous
les hétéroatomes (incluant le soufre) a été éliminée suivant ce traitement thermique. Ils ne
peuvent donc pas être le vecteur principal de transformation structural pour les traitements
thermiques au-dessus de 1500 ◦C. Le carbone continue à se transformer sous l’action d’un
autre vecteur physique pour les très hautes températures. Cette transformation se manifeste
premièrement par l’augmentation rapide du nombre de couches graphéniques par cristallite
entre 1500 ◦C et 1900 ◦C. Par la suite, La croît fortement pour des températures de traitement
thermique supérieures. À des températures de 1900 ◦C et plus, une croissance importante du
La se produit. Ceci est dû à la disparition progressive du reste du sous-groupe interreliant
dans les LMOs, ce dernier étant probablement localisé entre les plans graphéniques des cris-
tallites (c’est-à-dire dans l’espace interstitiel).
La température marquant la fin de la carbonisation secondaire est plus difficile à définir de
manière définitive. Une première tentative serait de la baser sur la température où le matériau
de carbone s’est débarrassé de tous ces hétéroatomes. Selon Oberlin, ce critère serait atteint
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pour des températures de traitement thermique d’environ THT ∼ 2000 ◦C et plus. Ce critère
est cependant difficile à défendre comme une propriété universelle de tous les carbones. De
plus, il est difficile de statuer sur le degré de pureté d’un carbone pur (et de le mesurer avec
suffisamment de précision de manière consistante). Heureusement, il existe un phénomène
physique qui pourrait servir de point d’ancrage [1] pour la transition ultime du phénomène
de carbonisation secondaire au phénomène de graphitation. Ce phénomène est celui de la
polygonisation. On définit ici la polygonisation [1, 36] comme le point de transformation où
les plans graphéniques de chaque LMO d’un carbone deviennent parfaitement planaire. On
signifie par parfaitement planaire que le degré de distorsion de chaque plan graphénique est
nul. Suivant la logique établie jusqu’ici, un degré de distorsion nul dans les LMOs ne peut
qu’être associé qu’à l’élimination de la totalité du groupement interreliant de la mésostructure
(au sens que ce dernier a été intégré à la structure interne des plans graphéniques). L’aspect
clé du phénomène de polygonisation est qu’il se produit à une température de traitement
thermique singulière (Tpoly). Tout de même, la valeur exacte de cette température reste difficile
à statuer. Oberlin et al. [5, 9] propose Tpoly ∼ 2100 ◦C sur la base de ses observations par
microscopie électronique en transmission du développement de la structure graphitique de
divers échantillons à la suite d’un traitement thermique variable. Les clichés de Oberlin ayant
permis d’arriver de produire cette conclusion sont présentés aux Figures 2.9 et 2.10.
La marque physique de la polygonisation et de son effet sur le changement de structure des
carbones peut être mesurée par une multitude d’approches expérimentales autre que l’ob-
servation de clichés de microscopie électronique [36]. La combinaison de plusieurs techniques
expérimentales est la meilleure façon d’estimer adéquatement la valeur de la température de
polygonisation. Par exemple, Oberlin et al. [5] rapportent que la polygonisation est associée à
la valeur maximale de l’effet Hall mesuré sur des matériaux de carbone suivant un traitement
thermique donné. L’effet Hall [63] est défini comme la production d’une différence de tension
électrique dans un matériau conducteur dans la direction transverse d’un courant électrique
sous l’action d’un champ magnétique perpendiculaire à la direction de déplacement des élec-
trons. Ayant étudié l’effet Hall sur des carbones graphitables, Mrozowski et Chaberski [64]
rapporte qu’une température de traitement thermique de ∼ 2300 ◦C produit un effet Hall
maximal pour plusieurs types de carbones graphitables. Hishiyama et al. [65] rapportent un
résultat similaire pour ces échantillons de Kapton graphitable traités à une température de
2300 ◦C. Cependant, contrairement à Mrozowski, la valeur rapportée par Hishiyama n’a pas
été corrigée pour la contribution de l’excitation thermique des échantillons lors de la mesure
à 77 K. Si une telle correction avait été appliquée, sa valeur pour le maximum de la constante
de Hall aurait été sensiblement la même que celle de Mrozowski. L’interprétation de Mro-
zowski pour ce phénomène est pertinente à la présente discussion. Sommairement, il écrit que
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Figure 2.9 Clichés de microscopie électronique de type 002 lattice fringe pour l’évolution de
la structure turbostratique lors d’un traitement thermique. Pour le cliché à THT = 1300 ◦C,
on peut observer les cristallites graphéniques (colonnes isolées) interreliées par le groupement
interreliant (des BSUs défectives interreliantes sont identifiées par des flèches sur le cliché).
Pour le cliché à THT = 1600 ◦C, les BSUs du sous-groupe interreliant ont été consommés
en majeure partie et il ne reste donc que de larges cristallites graphéniques (le sous-groupe
interreliant résiduel cause tout de même d’importantes distorsions dans la mésostructure
des LMOs). Pour le cliché à THT = 2100 ◦C, on observe la diminution des distorsions (et la
croissance des cristallites) de par la consommation du sous-groupe interreliant dans les LMOs.
Pour le cliché à THT = 2600 ◦C, on observe la disparition des distorsions, un phénomène
s’expliquant par l’élimination totale du sous-groupe interreliant dans les LMOs. Image tirée
de [9]
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Figure 2.10 Clichés de microscopie électronique de type 11 darkfield micrograph pour l’évo-
lution de la structure turbostratique lors d’un traitement thermique. Pour le cliché à
THT = 1600 ◦C, on peut observer la formation primitive d’un motif de Moiré rotationnel
[59] typique d’un carbone turbostratique. Pour le cliché à THT = 1800 ◦C, on observe non
seulement le développement des motifs de Moiré par rapport au matériau traité à 1600 ◦C,
mais aussi la croissance des cristallites (et donc l’apparition partielle de l’ordre tridimen-
sionnel graphitique). Le cliché à THT = 2600 ◦C démontre la croissance des cristallites par
rapport au cliché à THT = 2100 ◦C, lui même illustrant le même phénomène par rapport au
cliché à THT = 1800 ◦C. Image tirée de [9]
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le traitement thermique d’un carbone graphitable entre 1700 ◦C et Tpoly diminue le nombre
de trappes à électrons dans le matériau. Essentiellement, la conduction électrique dans le
carbone se fait soit par la combinaison d’électrons de la bande pi excité dans la bande de
conduction et des trous dans la bande pi associés au départ de ces électrons (transporteurs
intrinsèques), ou soit par la présence de trous dans la bande de conduction pi (transpor-
teurs en excès). La source des transporteurs en excès est les atomes de carbone de la surface
prismatique possédant un électron de valence non engagé dans une liaison chimique. Donc,
entre 1700 ◦C et Tpoly, le nombre de ces sites de surface diminue progressivement ce qui aug-
mente la magnitude de l’effet Hall dans le matériau. Le comportement de l’effet Hall pour
THT > Tpoly ne peut être décrit par un modèle physique simple. Cependant, Hishiyama et
al. [65] rapportent que, contrairement au comportement entre 1700 ◦C et Tpoly, l’effet Hall
de ces matériaux approche la valeur du graphite parfait et autres carbones hautement gra-
phitiques. Puisque les carbones hautement graphitiques ne possèdent peu ou pas de sites
libres sur les surfaces prismatiques de leurs cristallites, il semble raisonnable de conclure que
ce changement de variation de l’effet Hall à haute température s’explique par le fait que la
polygonisation est associée à la consommation complète de ces sites lorsque THT > Tpoly.
La polygonisation consomme tous les groupements de lacunes atomiques entre les cristallites
graphéniques, transformant chaque LMO en une entité unifiée plutôt qu’un ensemble orienté
de cristallites indépendantes.
L’étude des propriétés électriques des carbones graphités semble aussi être une approche
viable pour la mesure physique de Tpoly. Outre l’effet Hall, Oberlin et al. [5] statut qu’une
autre propriété découlant du comportement électronique des carbones suivant la graphita-
tion peut nous informer sur la valeur de la température de polygonisation : le changement
de signe de la magnétorésistance. La magnétorésistance est définie [66] comme la capacité
d’un matériau à changé sa résistance électrique sous l’action d’un champ magnétique externe.
Mrozowski et Chaberski [64] rapporte un changement de signe pour la magnétorésistance au-
tour de la température critique de traitement thermique de 2300 ◦C. Sous cette température,
la magnétorésistance d’un matériau de carbone graphitable est négative. Au-dessus de cette
température, la magnétorésistance devient positive. Une conclusion similaire a été obtenue
par Bayot et al. [67]. Mrozowski porte attention au fait que la valeur de THT du maximum
de l’effet Hall coïncide avec la température de traitement thermique pour le changement
de signe de la magnétorésistance. Il interprète ce résultat comme une confirmation supplé-
mentaire de son scénario de la consommation totale des transporteurs en excès (électron
de valence non engagé de la surface prismatique) des carbones graphitables pour l’atteinte
de cette température de traitement thermique. Bayot, lui, conclut que la température de
traitement thermique de 2300 ◦C est la marque d’une transition critique d’une structure gra-
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phénique essentiellement dominée par l’ordre turbostratique vers une structure graphitique
tridimensionnelle.
Toujours sur le sujet des propriétés électriques associées au phénomène de polygonisation
permettant l’évaluation physique de la valeur de Tpoly, Oberlin et al. [5] parle du lien entre
la polygonisation et le plateau de la susceptibilité magnétique. Plus précisément, elle fait
référence au développement du diamagnétisme d’un matériau de carbone lorsque ce dernier
est graphité à haute température. Le diamagnétisme [68] est une propriété fondamentale
de tous les matériaux. Essentiellement, cette dernière décrit la capacité d’un matériau, en
accord avec la loi de Lenz, de générer courant électrique dans un matériau qui résulterait
en le développement d’un champ magnétique opposé à l’augmentation relative d’un champ
magnétique externe. Par exemple, si on augmente le champ magnétique ambiant auquel un
matériau donné est exposé, la loi de Faraday stipule qu’un flux d’électron sera généré dans
le matériau. La loi de Lenz, elle, dit que la direction de ce courant électrique sera de sorte
que le champ magnétique généré par ce dernier sera opposé à la direction de l’augmentation
du champ magnétique externe. Une des propriétés intéressantes de la susceptibilité diama-
gnétique d’un matériau est qu’elle n’est pas significativement affectée par la température de
mesure (contrairement à la mesure de l’effet Hall [64]). Un des auteurs ayant étudié l’ef-
fet de la graphitation sur le diamagnétisme des carbones est Fischbach. Dans l’une de ces
études [69], il rapporte l’évolution du diamagnétisme de divers carbones (ces derniers étant
produits par voie pyrolytique) en fonction de THT . Ces carbones sont obtenus par le dépôt
à haute température, sur substrat de graphite, d’un hydrocarbure gazeux hautement dilué.
Fischbach rapporte pour ces échantillons que la susceptibilité magnétique est relativement
constante (à l’intérieur de l’erreur expérimentale) pour des traitements thermiques de moins
de ∼ 2300 ◦C. Cependant, au-dessus de cette température, la susceptibilité commence à di-
minuer pour éventuellement atteindre à très haute température de traitement thermique une
valeur s’approchant du graphite. Fischbach explique que la susceptibilité des carbones tur-
bostratiques a tendance à augmenter avec la croissance du La des cristallites constituantes.
Cet effet atteint un plateau pour une valeur de La critique de 10−15 nm. Il semble pertinent
de noter que ce seuil de La pour la valeur plateau du diamagnétisme coïncide avec le seuil
de La pour le développement significatif de l’ordre graphitique tridimensionnel proposé par
Franklin (Section 2.1.1). Bien que Fischbach ne donne pas une explication détaillée pour la
diminution de la susceptibilité au-dessus de ∼ 2300 ◦C, il indique que le changement de com-
portement diamagnétique semble être la conséquence de l’élimination d’un défaut structurel
spécifique de la structure des carbones turbostratiques. Il semble raisonnable de proposer
que ces défauts pourraient être les sites libres des surfaces prismatiques des cristallites gra-
phéniques, tel que suggéré par Mrozowski pour expliquer le maximum de l’effet Hall et le
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changement de signe de la magnétorésistance lorsque THT = 2300 ◦C. Somme toute, les me-
sures du diamagnétisme des carbones graphitables de Fischbach proposent aussi de conclure
que la polygonisation se produit vers une température de 2300 ◦C. Important de noter, Fi-
schbach rapporte un résultat similaire [70] pour un échantillon de carbone non-graphitable
(un carbone vitreux obtenu à partir de la carbonisation de résines de polymères). Sommai-
rement, il conclut que la susceptibilité diamagnétique est constante dans son matériau si
THT ≤ 2200 ◦C. Cependant, une déviation significative de cette valeur plateau est mesurée si
le matériau est traité à 2400 ◦C. Donc, lorsque ce carbone non-graphitable est chauffé à une
certaine température critique localisée entre 2200 et 2400 ◦C, la susceptibilité de ce carbone
commence à augmenter pour éventuellement approcher le plus possible la valeur du graphite.
Ces résultats de Fischbach semblent indiquer que le phénomène de polygonisation est com-
mun aux carbones graphitables et aux carbones non-graphitables, une conclusion de grande
valeur pour la présente thèse.
La polygonisation est associée à d’autres transformations physiques détaillées dans la litté-
rature [5]. La liste exhaustive de ces dernières ne sera pas faite ici. Cependant, un signe final
pertinent de la polygonisation sera discuté de par sa grande importance dans le cadre de la
présente thèse. Cette manifestation de la polygonisation concerne l’effet de la variable THT
sur le comportement de la fonction d002(THT ) (Figure 2.11). Cet effet est de significatif, car la
variable d002 est selon plusieurs auteurs, dont Fischbach, la variable la plus pertinente pour
l’étude physique du développement de la mésostructure des carbones par graphitation. Avant
de continuer la présente discussion, la Figure 2.11 présente un exemple typique de la fonction
d002(THT ) d’un carbone graphitable.
L’examen de la Figure 2.11 révèle un aspect important de la manifestation mathématique
la polygonisation sur la fonction d002(THT ) : l’inflexion de la fonction autour de la valeur
THT ∼ 2200 ◦C. En effet, cette inflexion n’est pas le fruit du hasard et est une composante cri-
tique de la graphitation. En fait, Oberlin et al. [39] stipule clairement que le point d’inflexion
de la fonction sigmoïdale (fonction en forme de S) d002(THT ) dans la zone THT ≥ 2000 ◦C est
une conséquence directe du phénomène de polygonisation. Bien sûr, considérant la précision
maximale de la mesure du d002 de 0.0002 nm, l’identification physique de Tpoly par le déve-
loppement d’un simple polynôme empirique peut s’avérer imprécise. En effet, Fair et Collins
[10], qui furent parmi les premiers à identifier le caractère universel du point d’inflexion dans
la fonction d002(THT ) de carbones graphitables, déduisent par leur analyse empirique que
Tpoly ∼ 2350 ◦C. Ultimement, déterminer la valeur de la température d’inflexion par une
approche empirique semble indiquer que Tpoly est une valeur localisé entre THT ∼ 2200 et
THT ∼ 2350 ◦C et que ce point d’inflexion est une conséquence du phénomène de polygoni-
sation.
32
Figure 2.11 Comportement typique de la fonction d002(THT ) d’un carbone graphitable. Dans
le cas présent, le matériau de carbone rudimentaire à l’étude est issu du traitement thermique
de divers échantillons de poly(p-phénylène benzobisoxazole). Image tirée de [71]
Ultimement, il semble raisonnable de définir, comme l’ont fait Oberlin et Bonnamy [36], que
la fin de la carbonisation secondaire (et donc le phénomène de carbonisation général) se
termine à THT = Tpoly. L’évidence expérimentale du phénomène de polygonisation est indé-
niable. De plus, la polygonisation semble indépendante de l’atteinte de l’état de quasi-pureté
du matériau de carbone à l’étude. Cependant, quelle valeur choisir pour Tpoly ? Cet aspect
est discutable de par la possibilité d’évaluer la valeur de cette température par une variété de
méthodes expérimentales. Pour le moment, la seule conclusion pertinente pouvant découler
de la revue de la littérature sur les travaux combinés de Oberlin, de Fair, de Mrozowski,
de Fischbach, de Hishiyama, de Bayot est que la valeur de Tpoly est localisée entre 2100 ◦C
et 2400 ◦C, avec une forte probabilité que Tpoly ∼ 2300 ◦C. Somme toute, si THT > Tpoly,
la graphitation peut procéder. Rappel important, la graphitation est définie dans la pré-
sente thèse comme le développement (significatif) de la structure graphitique (empilement
tridimensionnel à longue distance des plans graphéniques) d’un carbone à partir d’une struc-
ture fondamentalement turbostratique (absence d’un empilement tridimensionnel à longue
distance des plans graphéniques). La graphitation procède par l’élimination progressive des
défauts d’empilement intraplanaires des LMOs qui ont survécu au phénomène de polygonisa-
tion. Le processus de carbonisation/graphitation, selon le modèle de Oberlin, est visuellement
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représenté à la Figure 2.12 (dans cette Figure, Oberlin considère Tpoly ∼ 2100 ◦C). Inagaki
propose une représentation similaire de la graphitation (Figure 2.13) où Tpoly ∼ 2300 ◦C.
Bien qu’il existe plusieurs approches possibles pour modéliser le mécanisme de graphitation
[12, 47, 73], il n’existe aucun modèle unanime pour ce processus. L’une des difficultés de
tous les modèles de graphitation est que, pour être jugés valides, ils doivent pouvoir tenir
compte d’une caractéristique importante du processus : le continuum de graphitabilité. En
effet, comme discuté à la Section 2.1.1, la graphitabilité (définie ici comme le potentiel d’un
carbone de développer une structure graphitique suivant un traitement thermique) est distri-
buée de façon continue sur un spectre allant d’abord des carbones non-graphitables, ensuite
aux carbones semi-graphitables, puis aux carbones graphitables et finalement, au carbone
parfaitement graphitable (développement de la structure graphitique parfaite caractérisée
par d002 = 0.3354 nm). Donc, pour qu’un modèle du mécanisme de graphitation soit consi-
déré adéquat, ce dernier doit pouvoir expliquer pourquoi certains carbones peuvent ou ne
peuvent graphiter. Il n’est pas possible de simplement séparer la graphitation en deux pro-
cessus distincts, chacun possédant leur propre modèle. Il n’est pas viable de proposer une
approche de modélisation adéquate que pour les carbones graphitables, et une autre que
pour les carbones non-graphitables. Par exemple, le modèle de Franklin est principalement
adapté au processus de graphitation des carbones graphitables, mais ne décrit pas, selon Har-
ris [47], le mécanisme fondamental de la non-graphitation. À titre de contraste, les modèles
de Harris [47] et de de Tomas et al. [73] développent un modèle théorique focalisé sur la
non-graphitabilité des carbones non-graphitables. Cependant, ces modèles n’arrivent pas à
expliquer simplement comment leur théorie de non-graphitabilité peut décrire le mécanisme
fondamental de la graphitation. Puisque la présente thèse vise à produire un modèle cohérent
pour la graphitation, il sera primordial que l’approche thermodynamique développée ici pour
la modélisation du processus de graphitation implémente quantitativement le continuum de
graphitabilité dans sa structure.
Concernant ce continuum, Oberlin et al. [9, 36, 74, 75] a démontré l’une des propriétés fon-
damentales de ce dernier sur la base de leur modèle de LMOs (Figure 2.7). En effet, leurs
travaux ont permis d’identifier que la graphitabilité d’un carbone est proportionnelle au dia-
mètre moyen des LMOs suivant la solidification réactive de la mésophase par dégagement
d’hydrocarbures volatiles à THT = Tsemicoke ∼ 550 ◦C (stade du semi-coke). La taille d’un
LMO peut être représentée par le diamètre de la zone circulaire présentée à la Figure 2.7c.
considérant que la taille des LMOs [1] d’un carbone ayant atteint le stade du semi-coke
ne change relativement pas durant la carbonisation secondaire et la graphitation (c’est la
structure interne du LMO qui se transforme), Oberlin propose une relation de proportion-
nalité pour la graphitabilité. Premièrement, quelques détails sont présentés. Les carbones
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Figure 2.12 Les grandes étapes du processus de carbonisation secondaire et de graphitation
selon le modèle de Oberlin (où Tpoly ∼ 2100 ◦C) : 1) Stade de carbonisation secondaire où
les BSUs (fr. USB) vont croître pour former des cristallites turbostratiques (La > 1.5 nm) ;
2) Stade de carbonisation secondaire où les cristallites vont croître par la consommation du
sous-groupe interreliant par le relâchement d’hétéroatomes) ; 3) Stade où les distorsions des
plans graphéniques vont progressivement disparaître ; 4) Stade de graphitation. Image tirée
de [9]
Figure 2.13 Schématisation du processus de carbonisation/graphitation d’un carbone graphi-
table selon Inagaki (où Tpoly ∼ 2300 ◦C). Image tirée de [72]
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étudiés sont traités par voie thermique à Tsemicoke. Ensuite, il faut mesurer trois compositions
chimiques de ces matériaux carbonisés : le contenu en soufre, le contenu en oxygène et le
contenu en hydrogène. Par la suite, pour mesurer la taille du LMO, les carbones sont cuits à
1000 ◦C et observés au microscope électronique à transmission (clichés de type 002 darkfield)
afin de mesurer visuellement le diamètre moyen des LMOs (volumes où les cristallites sont
relativement orientées). Le traitement à 1000 ◦C est nécessaire pour éliminer suffisamment le
sous-groupe interreliant dans le matériau pour pouvoir observer les LMOs. Ensuite, les car-
bones sont traités à une température de 1700 ◦C. Le contenu en soufre des carbones traités à
1700 ◦C est mesuré. Finalement, les carbones sont graphités à 2800 ◦C et leur d002 est mesuré.
La première des deux conclusions d’importance de l’expérience de Oberlin et Bonnamy est
que la valeur de la variable d002(THT ∼ 3000 ◦C) tend à approcher la limite d’un carbone
graphitique parfait (d002 = 0.3354 nm) lorsque la taille moyenne des LMOs tend vers l’infini,
et que cette même variable dévie fortement de la valeur graphitique parfaite si la taille des
LMOs est faible. Par exemple, un semi-coke issu de la carbonisation d’un saccharose [36]
développe une taille de LMO de 5 nm et d002(THT = 2800 ◦C) = 0.3435 nm. En contrepartie,
un semi-coke issu de la carbonisation d’un schiste de kérosène [36] développe une taille de
LMO de plus de 200 nm et d002(THT = 2800 ◦C) = 0.338 nm. La deuxième conclusion concerne
la relation entre la composition chimique des semi-cokes et la taille de leur LMOs (et donc
implicitement, par la première conclusion, leur graphitabilité). Tout d’abord, le modèle de
Oberlin [9] assigne un rôle particulier à chacun des hétéroatomes majeurs d’un semi-coke
(hydrogène, oxygène, soufre) ayant atteint le stade du semi-coke :
— Hydrogène : favorise la mobilité des BSUs lors de la solidification réactive de la méso-
phase par la formation d’un milieu suspensif composé de molécules hydrogénées légères
issues de la décomposition des groupements carbone-hydrogène aliphatiques initiaux.
Cette haute mobilité permet la formation de LMOs de plus grande taille. L’hydrogène
augmente donc la graphitabilité d’un matériau de carbone selon la première conclusion
du modèle de Oberlin.
— Oxygène : favorise la formation du sous-groupe interreliant pouvant interrelier les
BSUs lors de la solidification réactive de la mésophase. Ce phénomène de création
d’interliaisons à haute teneur en oxygène tend à encourager la formation de LMOs de
petite taille. L’oxygène nuit donc à la graphitabilité des carbones selon la première
conclusion du modèle de Oberlin.
— Soufre : cet hétéroatome possède un double rôle. Une certaine partie tend à favoriser
la formation du sous-groupe interreliant (soufre réticulant). Donc, comme l’oxygène,
ce type de soufre nuit à la formation de larges LMOs (ce qui cause une diminution de
la graphitabilité). Une autre partie du soufre existe sous la forme aromatique dans le
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groupe des cristallites graphéniques (probablement sous la forme thiophénique [60]).
Ce soufre aromatique affecte la fonction d002(THT ) lors de l’évolution de ce dernier dans
la phase gazeuse durant un traitement thermique entre 1300 ◦C < THT < 1700 ◦C. Le
soufre aromatique n’affecte pas la taille des LMOs développés au stade du semi-coke.
Ce dernier modifie cependant le cheminement énergétique du processus de carbonisa-
tion secondaire.
Il est maintenant possible de modéliser l’effet de ces hétéroatomes (soufre réticulant, oxygène
et hydrogène) sur la graphitabilité d’un carbone par le facteur phénoménologique FLMO








Dans l’Équation 2.1, %Oat. est le contenu en oxygène (base molaire) mesuré suivant le traite-
ment thermique à TLMOs d’un matériau de carbone. %SR,at. et %Hat. sont respectivement le
contenu en soufre réticulant et en hydrogène d’un carbone suivant un traitement thermique
à TLMOs. Donc, le numérateur du facteur FLMO regroupe les hétéroatomes contribuant à
la formation de LMOs de faible diamètre. En contrepartie, le dénominateur tient compte
de la contribution des hétéroatomes contribuant à la formation de larges LMOs. Bien qu’il
soit relativement simple d’obtenir expérimentalement %Hat. et %Oat., il n’est pas possible de
explicitement mesurer %SR,at.. Oberlin propose [9] d’utiliser l’Équation 2.2 afin d’estimer le
contenu en soufre réticulant d’un carbone suivant un traitement thermique à TLMOs :
(%SR,at.)TLMOs = (%Sat.)THT =1700 ◦C ·
Ntot(THT = 1700 ◦C)
Ntot(TLMOs)
(2.2)
Dans l’Équation 2.2, (%Sat.)THT =1700 ◦C est le contenu en soufre d’un carbone suivant un trai-
tement thermique à 1700 ◦C, Ntot(THT = 1700 ◦C) est le nombre total de moles atomiques
(sommation des moles de carbone, hydrogène, soufre et d’oxygène) d’un échantillon carbo-
nisé à 1700 ◦C et Ntot(TLMOs) est le nombre total de moles (carbone, hydrogène, soufre,
oxygène) d’un échantillon carbonisé à TLMOs. Oberlin estime la quantité de soufre réticulant
selon l’hypothèse que les autres configurations moléculaires du soufre (comme par exemple
la configuration thiophénique) sont quasi-totalement éliminées [76] suivant un traitement
thermique à THT < 1700 ◦C. Selon ce scénario, seul le soufre réticulant subsiste de manière
mesurable si THT = 1700 ◦C. Cependant, il est important de noter que des calculs récents de
DFT (angl. Density Functional Theory) par Adjizian et al. [77] ont démontré que le soufre est
instable lorsque ce dernier interrelit deux cristallites graphéniques indépendantes. Ces calculs
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pourrait suggérer que les cristallties d’un LMO ne sont pas interreliés par du soufre réticu-
lant. Cependant, puisqu’il est indéniable que le soufre influence la graphitabilité d’un carbone
comme l’ont démontré Kipling et al. [78] dans son étude de l’impact du contenu en soufre
d’échantillons de polychlorure de vinyle sur la graphitabilité de ces derniers. L’explication
de cet effet par la formation de soufre réticulant entre les cristallites d’un LMO ne semblent
pas être théoriquement juste selon Adjizian. Le soufre réticulant devrait logiquement inter-
venir dans la structure d’un autre groupe des carbones graphéniques. Pour le moment, il est
raisonnable de simplement considérer que la contribution au facteur FLMO du terme SR,at.
devrait être négligeable [9] sauf exception des carbones à très haut contenu en soufre. Ki-
pling et al. rapportent [78] que le soufre réticulant semble avoir un impact non-négligeable
sur la graphitabilité de ces échantillons lorsque (%Sat.)THT =700 ◦C ≥ 9 % (poids). La limite de
Kipling fera office de critère pour négliger ou non la contribution du soufre réticulant.
Sur la base du facteur FLMO, Oberlin démontre que ce dernier est corrélé à la graphitabi-
lité (mesuré par d002(THT ∼ 3000 ◦C)), au travers d’une proportionnalité avec la taille des
LMO. Concrètement [39], plus le facteur FLMO est grand, moins important est le diamètre
des LMOs d’un semi-coke (Figure 2.14). Sur la base de la première conclusion de Oberlin (la
graphitabilité d’un carbone diminue lorsque la taille de ces LMOs diminue), plus le FLMO est
grand [59], plus le d002(THT ∼ 3000 ◦C) déviera de manière significative de la valeur idéale
de 0.3354 nm (Figure 2.15). Considérant l’importance des deux conclusions de Oberlin pour
la graphitabilité, la modélisation du continuum de graphitabilité par l’approche thermody-
namique de la présente thèse devra tenir compte de ces dernières dans sa construction.
2.1.3 Modèle de Harris
Le modèle de Harris [47, 79], une approche plus récente relativement à celles de Oberlin (Sec-
tion 2.1.2) et de Franklin 2.1.1, est le dernier des modèles de graphitation pertinents pour la
lecture de la présente thèse. L’un des principaux apports du modèle de Harris est la propo-
sition de conceptualiser la non-graphitabilité des carbones graphéniques par l’incorporation
de courbures dans les plans graphéniques de la mésostructure de ces derniers. Harris tire son
inspiration de la découverte des fullerènes, proposant que les carbones non-graphitables pos-
sèdent certaines caractéristiques structurelles de ces carbones plus exotiques. Harris avance
que son modèle peut être appliqué à l’explication du caractère non-graphitable de certains
carbones microporeux, du carbone vitreux, de certains types de fibre de carbone et des noirs
de carbone. Comme première intuition de la validité de son modèle, Harris [11] présente
un cliché de microscopie électronique en transmission où l’on peut observer des structures
graphéniques à haut niveau de courbure d’un échantillon de PVDC traité à THT = 2800 ◦C
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Figure 2.14 Corrélation entre la taille des LMOs de divers carbones suivant la carbonisation
primaire (THT ≥ Tsemicoke) et leur facteur FLMO respectif (Équation 2.1). Image tirée de
[39]
Figure 2.15 Corrélation entre la variable d002(THT = 2900 ◦C) de divers carbones et leur
facteur FLMO respectif (Équation 2.1). Image tirée de [59]
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(2.16).
De la Figure 2.16, certaines caractéristiques des structures courbées de Harris peuvent être
déduites par intuition. Par exemple, on peut voir que ces dernières sont composées de mul-
tiples facettes planaires jointes l’une à l’autre par des régions de haute courbure (une région
de joint de grain). Par exemple, à la Figure 2.4a, on peut voir une particule de forme hexa-
gonale où les 6 facettes de l’hexagone forment une structure fermée pseudosphérique. Cette
caractéristique nous informe sur le fait que la structure des carbones non-graphitables n’est
pas un fullerène en soi. À la figure 2.16b, on observe une autre possible configuration de fa-
cettes produisant le chevauchement de deux particules pseudosphériques. S’inspirant tout de
même de la nanostructure fondamentale des fullerènes, Harris propose un modèle contenant
de multiples plans graphéniques courbés. L’origine des courbures est la présence d’un certain
nombre d’arrangements heptagonaux et pentagonaux d’atomes de carbone dans la structure
locale des plans. Typiquement, dans le cas d’un plan graphénique avec un degré de courbure
nul (plan parfait), tel que c’est le cas dans le modèle de Franklin (Section 2.3), les atomes de
carbones sont distribués dans une configuration atomique parfaitement hexagonale (Figure
2.17). Chaque atome de carbone possède trois liaisons atomiques de longueur égale, les trois
liens étant localisés dans la même direction planaire. Cette configuration hexagonale est uni-
forme. Cependant, si cette configuration hexagonale planaire viendrait à être remplacé par
une configuration locale pentagonale ou un heptagonale (l’hexagone de la Figure 2.17 serait
modifié en un pentagone ou un heptagone), la structure graphénique initialement planaire
développerait une distorsion locale [80]. Plus la substitution heptagonale ou pentagonale est
forte, plus la distorsion est importante et généralisée. Éventuellement, la concentration de
ces défauts heptagonaux et hexagonaux peut devenir assez grande pour générer l’extrême
courbure que l’on observe au joint de grain entre deux facettes d’un des pseudo-fullerènes de
la Figure 2.16.
Sommairement, la proposition principale de Harris est que la non-graphitabilité des carbones
s’explique par la présence dans la mésostructure d’un carbone non-graphitable d’importantes
concentrations de défauts pentagonaux et heptagonaux. La manifestation physique de ces
défauts est la présence de régions de joints de grain où le degré de courbure est critiquement
élevé. Harris conclut que son modèle pourrait contextualiser le comportement de diverses
propriétés des carbones non-graphitables tels que leur densité, leur dureté et leur structure
microporeuse. Si le diamètre des facettes est relativement faible, Harris visualise la structure
des carbones non-graphitables comme montrés à la Figure 2.18. La visualisation de la Figure
2.18 serait bien adaptée à la description des carbones vitreux, un type de carbone particu-
lièrement non-graphitable. Suivant la logique de Harris, la non-graphitabilité d’un carbone
est proportionnelle à la quantité de défauts heptagonaux et pentagonaux dans sa nanostruc-
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Figure 2.16 Cliché de microscopie électronique montrant la nanostructure d’un échantillon
de PVDC (un type de carbone non-graphitable) suivant un traitement thermique à 2600 ◦C :
a) cliché d’une première région du matériau ; b) cliché d’une seconde région du matériau.
Image tirée de [47]
Figure 2.17 Configuration locale hexagonale d’atomes de carbones (ces derniers sont repré-
sentés par les cercles noirs) d’un plan graphénique parfaitement planaire. Image tirée de
[32]
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ture car ces derniers augmentent le degré de courbure. Plus le degré de courbure augmente,
moindre sera la graphitabilité. Cela signifie que plus le diamètre des facettes augmente, plus
la structure sera planaire (en moyenne) et plus le carbone s’éloignera de la non-graphitabilité
sur le spectre de la graphitabilité. Harris propose de visualiser ce carbone semi-graphitable
tel que représenté à la Figure 2.19.
L’idée d’expliquer la non-graphitabilité de certains carbones par l’introduction de courbures
dans la structure de cristallites graphéniques parfaites de cristallites graphéniques (les cour-
bures découlant de la substitution locale par des pentagones et des heptagones) est partagée
par d’autres carbonistes. Par exemple, Monthioux [1] discute d’une approche similaire et
compatible inspiré du modèle des LMOs de Oberlin. Il est pertinent ici de mettre l’emphase
sur le caractère innovateur de cette proposition de combiner les visions distinctes de Oberlin
et de Harris pour la graphitabilité. À titre de rappel, Oberlin 2.1.2 a découvert que c’est la
taille moyenne des LMOs qui gouverne la graphitabilité d’un carbone graphitable, tel que
stipulé par le principe suivant :
— Considérant un carbone graphitable, sa graphitabilité est définie par la taille relative de
ces LMOs constituants. Un carbone parfaitement graphitable possède une taille infinie
pour ces LMOs. Un carbone semi-graphitable possède des LMOs de taille moyenne.
Un carbone non-graphitable possède les plus petits LMOs.
Harris propose un autre principe de graphitabilité destiné aux carbones non-graphitables :
— Considérant un carbone non-graphitable, sa graphitabilité est définie par le niveau
relatif de courbure de sa mésostructure. Un carbone non-graphitable est caractérisé
par la présence importante de courbure. Cette courbure est la conséquence d’une sub-
stitution pentagonale et heptagonale significative dans la structure interne des plans
graphéniques d’un carbone non-graphitable. Un carbone semi-graphitable possède un
niveau moyen de courbure statistique. Un carbone graphitable possède un niveau né-
gligeable de courbure statistique.
De son côté, Harris propose d’expliquer la graphitabilité sur base du facteur pouvant rendre
un carbone non-graphitable plus graphitable. Oberlin se penche plutôt sur l’inverse de cette
vision, c’est-à-dire ce qui rend un carbone graphitable moins graphitable. Cependant, tel
que démontré par l’expérience de Monthioux et al. [6], la graphitabilité est un continuum
et donc une seule explication devrait pouvoir lier les deux extrêmes de graphitabilité (ainsi
que tous les états intermédiaires semi-graphitables). Monthioux [1] développe une tentative
de conciliation en utilisant le modèle de Oberlin comme point de départ et en y incorporant
l’impact de la présence de courbures. Monthioux propose d’abord l’idée que les facettes
planaires des mésostructures de carbone non-graphitable traité à haute température (comme
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Figure 2.18 Représentation de la structure courbée d’un carbone vitreux (carbone fortement
non-graphitable) selon Harris. Image tirée de [47]
Figure 2.19 Représentation de la structure courbée d’un carbone non-graphitable selon Harris.
Image tirée de [47]
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le PVDC de la Figure 2.16) sont formées à partir de la densification des LMOs de ces mêmes
carbones non-graphitables. En considérant Tpoly ∼ 2100 ◦C (la valeur proposée de Tpoly selon
Oberlin [9]), Monthioux présente les principes de son modèle de graphitabilité à la Figure
2.20.
Dans sa vision de la graphitation et de la graphitabilité, Monthioux propose de séparer la
population d’atomes de carbone en deux groupes : les LMOs et les régions de joint de grain.
Si THT < Tpoly, des distorsions sont présentes dans les deux groupes. Si THT > Tpoly, des
distorsions sont présentes seulement dans les joints de grain. Les distorsions sont moins sé-
vères dans les LMOs comparativement aux distorsions des régions de joint de grain. Lorsque
le matériau est graphité à Tpoly, la totalité des distorsions est éliminée des LMOs. Ceci est
le phénomène de polygonisation. Les régions de joint de grain, de par leur haut degré de
courbure, ne voient pas leur structure modifiée par le traitement thermique. Une explica-
tion thermodynamique est proposée. Si la polygonisation ne se produit pas dans les régions
de joint de grain, c’est, car l’énergie d’activation pour le processus d’aplanissement dans ce
groupe est critiquement élevée. Dans les LMOs, l’énergie d’activation est suffisamment basse
pour permettre la polygonisation des LMOs vers une structure planaire tel que montrée à la
Figure 2.20. Monthioux propose que les régions de joint de grain soient caractérisées par un
nombre important de substitutions pentagonales et heptagonales (expliquant ainsi le haut
niveau de courbure). L’énergie d’activation pour l’élimination de ces défauts à haut niveau
de distorsion est trop élevée pour permettre l’aplanissement par traitement thermique. Ce
raisonnement implique que les défauts possédant un niveau de distorsion relativement bas
(comme c’est le cas dans les LMOs) ont une énergie d’activation basse pour permettre leur
processus de guérison. Somme toute, le groupe des LMOs est graphitable au sens que la
guérison des défauts de basse énergie entraîne le développement progressif de l’ordre graphi-
tique. Concernant le groupe des joints de grain, ce dernier est non-graphitable. À ce point,
il est pertinent de rappeler le principe de graphitabilité de Oberlin : la graphitabilité est
proportionnelle au diamètre moyen des LMOs. Donc, plus le diamètre d’un LMO (représenté
par une facette de la Figure 2.20) est grand, plus le d002 suivant la graphitation approchera
la valeur idéale de 0.3354 nm. Monthioux conceptualise différents scénarios pour illustrer la
variation de graphitabilité chez des carbones graphitables et non-graphitables (Figure 2.21).
Monthioux présente un premier scénario de graphitabilité pour des carbones graphéniques
typiquement obtenus suivant un processus de carbonisation primaire (Figure 2.21a). Ces
carbones ont formé leur LMOs au travers d’un processus de solidification réactive de la
mésophase (stade du semi-coke). Ce type de carbone est celui que Oberlin a principalement
étudié pour l’élaboration de ses principes de graphitabilité (Figures 2.14 et 2.15). Comme
illustré à la Figure 2.12, durant la carbonisation primaire, ce type de carbone développe
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Figure 2.20 Représentation de la graphitabilité selon Monthioux sur la base du modèle de
Oberlin, considérant Tpoly ∼ 2100 ◦C. Ce modèle tient compte de la contribution des distor-
sions mineures présentes dans la structure interne d’une facette (chaque facette étant un LMO
de Oberlin). Ces distorsions mineures sont la manifestation observable de défauts structurels
guérissables dans les LMOs (angl. removable defects). Les régions de joint de grain (angl. grain
boundaries) interreliant les LMOs sont composées de défauts non-guérissables. Ces derniers
génèrent un niveau élevé de courbure critique entre deux LMOs adjacents. À THT = Tpoly,
la totalité des défauts guérissables associés aux courbures est éliminée, produisant ainsi des
structures graphéniques parfaitement planaires. Le nombre de défauts non-guérissables dans
les régions de joint de grain n’est pas affecté par la graphitation. Image tirée de [1]
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Figure 2.21 Les scénarios de graphitation pour la représentation de la graphitabilité selon
Monthioux sur la base du modèle de Oberlin : a) comportement classique de graphitation
de divers carbones turbostratiques issus de la carbonisation primaire de carbones rudimen-
taires. Ce type de carbone développe des distorsions légères dans la structure graphénique
de ces LMOs (les facettes). La guérison de ces distorsions durant la carbonisation secondaire
et la graphitation est le vecteur de développement de la structure graphitique. Plus le dia-
mètre du LMO est grand, meilleure sera sa graphitabilité ; b) comportement de graphitation
de carbones graphéniques issus de décomposition contrôlée d’hydrocarbures gazeux à haute
température (pyrocarbone). Ces carbones ne développent pas ou peu de distorsions dans
leur LMOs. La taille des LMOs est grande. Selon le modèle de Oberlin, ils devraient donc
avoir une excellente graphitabilité. Cependant, contrairement aux principes de Oberlin, ces
carbones spécialisés sont non-graphitables. Le raisonnement physique pour expliquer cette
contradiction n’est pas disponible ni dans le modèle de Harris et le modèle de Oberlin. Image
tirée de [1]
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des distorsions de faible courbure dans la structure interne des cristallites des LMOs. Ces
distorsions sont éliminées progressivement pour 1500 ◦C < THT < Tpoly (rappelons que selon
l’analyse critique de la Section 2.1.2, Tpoly ∼ 2300 ◦C). Ce n’est que lorsque THT > Tpoly que
la graphitation peut réellement procéder pour éventuellement atteindre l’ordre graphitique
limitant du carbone turbostratique à l’étude. Par conséquent, la polygonisation est une étape
préliminaire marquant la transition du comportement de carbonisation vers le comportement
de graphitation (le seuil de transition étant THT = Tpoly). Pour ce type de carbone (Figure
2.21a), les principes de Oberlin sont respectés et la graphitabilité se simplifie à l’analyse du
diamètre relatif des LMOs.
Il existe un cas d’exception aux principes de graphitabilité de Oberlin et de Harris. En ef-
fet, il existe une classe de carbone dont le diamètre moyen des LMOs peut être très large,
mais qui sont pourtant des carbones non-graphitables. Ce cas est présenté à la Figure 2.21b.
Contrairement aux carbones de Oberlin, ce type de matériau n’est pas produit suivant la
solidification d’une mésophase fluide. Ils sont obtenus par la décomposition à haute tempé-
rature d’hydrocarbures sur catalyseur métallique. Ces carbones développent des LMOs de
très grande taille, ces derniers étant aussi hautement planaire (absence de distorsion dans les
structures graphéniques). Pourtant, lorsque ces carbones sont traités à haute température,
l’ordre graphitique ne se développera pas. Ce type de carbone est non-graphitable. Cette réa-
lité expérimentale indique que le principe de Oberlin à lui seul ne peut pas expliquer pourquoi
certains carbones ne peuvent graphiter. Encore plus intriguant, la non-graphitabilité de ce
type de carbone non-graphitable ne peut être expliquée par le principe de Harris c’est-à-dire
que la non-graphitabilité s’explique par la présence de fortes courbures dans la structure
graphénique des carbones. Somme toute, il semble que la présence de courbures légères (et
donc guérissables) dans la structure interne des LMOs est nécessaire pour permettre la gra-
phitation d’un carbone. Cependant, si les courbures sont trop fortes, ces dernières nuisent
à la graphitabilité finale. L’un des objectifs clés des présents travaux sera d’expliquer les
différences de graphitabilité des deux types de carbone de la Figure 2.21a et Figure 2.21b.
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2.2 Modélisation cinétique de la graphitation
Bien que le présent travail s’inspire de la thermodynamique, la compréhension générale du
processus de graphitation nécessite une revue sommaire de certains de ses aspects cinétiques
afin d’entrevoir ses contraintes les plus importantes. La revue de la littérature sur le sujet
par Fischbach [12] sera le fondement de la discussion faite ici. Historiquement, l’étude de
l’effet des paramètres temporels de la graphitation a occupé une place moins importante que
la recherche sur l’effet de la température maximale de traitement thermique. Par exemple,
les papiers de Franklin [46, 50] ne font aucunement mention de l’effet du temps de maintient
sur les mesures du d002 suivant la graphitation de carbones graphitables et non-graphitables.
Cet effet aurait dû être sommairement discuté par Franklin, car sa contribution n’était pas
négligeable dans les résultats rapportés. Le même constat s’applique si l’on fait référence à la
revue de la carbonisation et la graphitation de Mrozowski [81]. Dans les débuts de la science
carboniste, il était de commun usage de simplement statuer que la majeure partie de la
structure graphitée était développée dans les deux premières heures du traitement thermique
et qu’il était nécessaire d’augmenter cette température pour atteindre un plus haut niveau
de graphitation chez un carbone. La recherche de l’époque décrivait donc la graphitation
principalement du point de vue de la température maximale atteinte durant le traitement
thermique.
Les premiers travaux cinétiques se sont principalement basés sur le modèle de graphitation
de Franklin (Section 2.1.1) pour donner un cadre structurel à l’analyse de leurs résultats.
En étudiant la graphitation de carbones conventionnels, il a été déterminé que le logarithme
de certaines propriétés structurelles varie approximativement linéairement avec le logarithme
du temps de maintien à la température maximale. Spécifiquement, il est rapporté que le d002
diminue lorsque le temps de maintien est prolongé tout en maintenant la température de
traitement thermique constante. À titre d’exemple, la Figure 2.22 présente l’effet du temps
de maintien (jusqu’à vingt heures) sur l’évolution du d002 pour plusieurs températures iso-
thermes de traitement. De ces résultats, il n’était cependant pas possible de reproduire avec
précision les données en considérant un modèle cinétique du premier ordre ou d’un ordre
supérieur sur la gamme étudiée de températures isothermes. Fischbach attribue en partie
cette difficulté à l’hypothèse incertaine qu’il existe une structure graphitique limitante à
temps infini pour chaque température isotherme de traitement thermique. Tout de même,
l’application d’une méthodologie cinétique classique peut permettre l’estimation réaliste de
l’énergie d’activation du processus de graphitation. L’un des premiers travaux par Fair et Col-
lins [10] sur le sujet cinétique rapporte que la valeur de l’énergie d’activation est d’au moins
650 kJ mol−1 (valeur obtenue sur la base de l’équation d’Arrhenius). Il existe cependant une
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grande variabilité dans ces mesures. Un autre travail préliminaire par Mizushima [82] iden-
tifie que l’énergie d’activation du procédé de graphitation est localisée entre 310 kJ mol−1
et 880 kJ mol−1. L’analyse mathématique des distributions statistiques d’énergie d’activation
révèle que les données se regroupent autour de deux valeurs moyennes. La première de ces
valeurs est rapportée à 400 kJ mol−1 et est associée à des températures de graphitation rela-
tivement basses. La deuxième valeur est de 800 kJ mol−1 et est typique des procédés à haute
température de graphitation.
Fischbach déduit sur la base de plusieurs mesures cinétiques indépendantes sur différents
types de carbone graphitables que deux régimes de température existent pour le processus
de graphitation. Par exemple, Fischbach [83] présente des expériences explorant l’effet du
temps sur le développement de la susceptibilité diamagnétique de pyrocarbones lors d’un
traitement thermique isotherme sur une gamme de températures entre 2500 ◦C et 3000 ◦C.
Son analyse révèle que le mécanisme de graphitation semble procéder en deux étapes pour
un traitement thermique à ces températures extrêmes. Heureusement, chacune de ces étapes
peut être approximée respectivement par un modèle cinétique de premier ordre. Important de
noter, l’énergie d’activation de chacun de ces modèles cinétiques de premier ordre est évaluée à
approximativement 1100 kJ mol−1. Fischbach décrit les deux étapes de son mécanisme comme
suit. Premièrement, lorsque l’échantillon est inséré dans le four préalablement chauffé à la
température d’expérience (par exemple 2500 ◦C), le d002 diminue rapidement avec peu de
variation sur le La. Cette étape pourrait correspondre dans le cadre du modèle de Franklin
(Section 2.1.1) à la consommation progressive du carbone non-organisé. Par la suite, le La
augmente de manière significative, mais le taux de diminution du d002 est moindre que durant
la première étape. Ce changement de mécanisme est observable pour une variété de carbones
graphitables selon ce que rapporte Fischbach.
Fischbach [84] élargie ensuite la portée de son étude en l’appliquant à d’autres types de
carbones graphitables sur une gamme plus large de température (entre 2300 ◦C et 2700 ◦C).
Encore une fois, les résultats ont pu être modélisés par une approche de premier ordre en
supposant une énergie d’activation singulière. Une valeur de 1050 kJ mol−1 est calculée, un
résultat très semblable à celui de sa précédente étude sur les pyrocarbones. Par la suite,
Fischbach [12] compile un grand nombre de données sur la mesure de l’énergie d’activation
afin de produire une vue d’ensemble de la distribution de ces dernières. Par exemple, pour
une première série de cokes étudiée par Noda et al. [85] dans la gamme de température
de 1900 ◦C à 2400 ◦C, une valeur de 750 kJ mol−1 est calculée. Pour un échantillon de PVC
traité par Inagaki [12] entre 1880 ◦C à 2300 ◦C, une valeur de 650 kJ mol−1 est rapportée.
Pour un échantillon de PVC traité par Inagaki [12] entre 1880 ◦C à 2300 ◦C, une valeur de
650 kJ mol−1 est rapportée. Pour un coke de brais traité par Pacault et Henry [86] entre
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Figure 2.22 Variation de l’espacement interplanaire graphénique (d002) en fonction du temps
lors du traitement thermique isotherme de divers carbones graphitables, et ce pour diverses
températures isothermes. Image tirée de [10]
1820 ◦C à 2265 ◦C, une valeur de 700 kJ mol−1 est donné. À plus haute température, Murty
et al. [87] rapporte une valeur de 950 kJ mol−1 pour des cokes traités entre 2300 ◦C à 2700 ◦C.
Pour un coke de brais traité entre 1720 ◦C et 1930 ◦C, Gasparoux [88] rapporte une valeur
de 750 kJ mol−1. Gasparoux [88] rapporte aussi que la valeur de l’énergie d’activation pour
le même type de coke traité entre 2120 ◦C et 2200 ◦C est de 1100 kJ mol−1. Finalement, pour
un échantillon d’anthracène traité entre 2140 ◦C et 2250 ◦C, Rouillon [89] rapporte une valeur
de 920 kJ mol−1.
Dans l’optique de produire une représentation approximative des données, on peut statuer
raisonnablement que l’énergie d’activation sous 1700 ◦C est d’environ ∼ 400 kJ mol−1. Entre
1700 ◦C et ∼ 2000 ◦C, elle est égale à ∼ 700 kJ mol−1. Au-dessus de ∼ 2000 ◦C, la valeur
augmente progressivement de ∼ 700 kJ mol−1 jusqu’à une valeur plateau de ∼ 1100 kJ mol−1
à une température de ∼ 2200 ◦C. L’énergie d’activation est constante à ∼ 1100 kJ mol−1 pour
des plus hautes températures. Fischbach conclut [12] que le processus de graphitation fait par-
tie de la classe des mécanismes de réaction à activation par voie thermique. La difficulté selon
ce dernier réside en la définition de l’étape fondamentale de transformation de ce mécanisme.
Différentes approches sont proposées. La première est de considérer que la graphitation est
régie par le réarrangement de plans graphéniques parfaits (la perfection signifiant ici l’absence
de défauts dans la structure interne des plans graphéniques). Ce mécanisme consiste en deux
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sous-étapes. La première est la croissance des plans graphéniques par agencement cohésif
progressif des plans indépendants de moindre taille par translation. La deuxième est la ro-
tation et la translation des plans graphéniques des empilements formés pour éventuellement
atteindre l’ordre graphitique de Bernal maximal permit par la graphitabilité du carbone. Ce
mécanisme pourrait expliquer l’augmentation progressive avec la température de l’énergie
d’activation du procédé sur la base que la coalescence de cristallites de plus en plus larges
est un processus qui requiert un plus grand besoin en énergie thermique par rapport aux
petites cristallites. Une autre proposition est de considérer que la graphitation procède par
la répétition du bris local de liens carbone carbone reliant deux cristallites indépendantes.
Plus la cristallite est large, plus il faut décomposer de liens locaux pour graphiter et donc
l’énergie d’activation est plus importante pour des cristallites ayant d’importants diamètres.
Fischbach ne supporte pas ce scénario de bris de liens qui impliquerait que la graphitation se
produirait par coopération directe entre deux cristallites indépendantes, sans l’intervention
de corps intermédiaires.
Fischbach [12] statue que le mécanisme le plus probable pour la graphitation est celui de
la guérison locale de défauts, ces derniers étant la source de stabilité pour la mésostructure
des carbones turbostratiques. Ce scénario nécessite trois hypothèses pour être en accord avec
les mesures d’énergie d’activation. Premièrement, la quantité et le type de défauts à guérir
doivent pouvoir varier d’un carbone à l’autre. Ensuite, les défauts sont guéris de manière
locale et individuelle, sans coopération mutuelle. Finalement, pour obtenir la structure gra-
phitique parfaite, tous les défauts doivent être éliminés. Dans ce scénario, l’augmentation
de l’énergie d’activation avec la température est la conséquence d’un changement de groupe
pour les défauts à guérir localement. Par exemple, si le processus de graphitation est régi
par la guérison de défauts de Dienes [90] (Figure 2.23), l’énergie d’activation rapportée par
Fischbach [12] est de ∼ 450 kJ mol−1. Si le défaut à guérir est une lacune singulière (angl.
single vacancy) dans un plan graphénique, l’énergie d’activation [12] est de ∼ 1100 kJ mol−1.
Si le défaut à éliminer est un atome de carbone interstitiel (atome de carbone libre localisé
entre deux plans graphéniques d’une cristallite), l’énergie d’activation est de ∼ 1900 kJ mol−1.
Somme toute, ces résultats semblent fortement suggérer que le mécanisme de graphitation
à relativement basse température est principalement contrôlé par la guérison de défauts de
basse énergie comme les défauts de Dienes. Le mécanisme à haute température serait quant
à lui limité par la guérison de défaut à plus haute énergie comme les lacunes singulières.
Important de noter, une particularité structurelle des défauts de Dienes est que ce sont des
défauts quasi-planaires [1, 91]. Similairement, les lacunes singulières ne produisent pas de
distorsion significative [92] dans la structure interne des plans de graphène des cristallites
par rapport aux regroupements de lacunes (lacune double ou lacune triple).
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Figure 2.23 Défaut de Dienes pour le potentiel contrôle du mécanisme de graphitation à rela-
tive basse température (autour de ∼ 2000 ◦C). Le défaut de Dienes [93] consiste en l’agence-
ment de deux cycles heptagonaux et de deux cycles pentagonaux dans une zone commutative
d’un plan graphénique. Image tirée de [90]
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2.3 Approche de modélisation par la théorie des groupes de renormalisation
La présente section se penchera sur une brève introduction des applications de la théorie des
groupes de renormalisation [94] dont la fonction est la modélisation de phénomènes critiques
impliquant des transitions de phase. La thèse en question n’est pas une application stricte
de cette théorie, mais elle a tout de même été une forte inspiration pour le développement
de la phénoménologie derrière les principales équations de la thèse. Pour cette raison, seule-
ment quelques concepts de base seront discutés ici, le lecteur désirant mieux comprendre la
mathématique de cette théorie (qui dépasse le cadre de la thèse) est prié de se référer aux
excellents travaux de Toulouse et Pfeuty [94] pour en apprendre davantage sur le sujet.
Premièrement, il est important de définir le groupe de renormalisation. Le terme fait réfé-
rence à l’existence d’une large famille de transformations régie par des principes fonctionnels
similaires. Au sens mathématique, le terme de groupe fait référence à un couple de trans-
formations : la transformation du groupe A vers le groupe B et celle du groupe B vers le
groupe A. Cependant, les principes de la théorie des groupes s’appliquent aussi aux semi-
groupes, une entité décrivant des transformations irréversibles (au sens que la transformation
du groupe A vers le groupe B est possible, mais le procédé inverse ne l’est pas). Dans une
même famille de transformation, des principes de correspondance existent pour décrire les dif-
férents états physiques impliqués. Historiquement, cette correspondance fut nommée concept
de renormalisation des paramètres. En effet, pour modéliser les transformations d’un groupe,
il suffit de définir les états correspondants de cette dernière en référence à une échelle com-
mune (en d’autres termes, une valeur normalisée). Cette action de renormalisation démontre
l’homogénéité des états correspondants et est applicable à une variété de transitions de phase
appartenant à différents groupes de renormalisation.
Parmi les transitions pouvant être traitées en théorie des groupes de renormalisation, on
retrouve les transitions magnétiques, férroélectriques, superfluides, supraconductrices, de dé-
mixtion, ordre-désordre et de mésophases des cristaux liquides. Par exemple, en considérant
un diagramme de phase typique pour l’eau, il est possible de passer de l’état liquide à l’état
gazeux de façon continue si le procédé de transformation opère autour du point critique
(Tc) et de la pression critique (Pc). Ce type de transformation est fondamentalement diffé-
rent d’une transition du liquide vers le gaz sous les propriétés critiques, car cette dernière
implique que la transition s’effectue par un saut de configuration à une température bien
spécifique (pour une pression donnée). Les transitions associées à un saut sont typiquement
qualifiées de premier ordre. Celles opérant de manière continue sont dites d’ordre supérieur
(typiquement du deuxième ordre).
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La thermodynamique est l’une des approches les plus couramment employées pour la mo-
délisation d’une transition de phase. Pour se faire, on doit connaître une façon de déter-
miner la compétition entre l’ordre d’un système (sous la forme de son énergie interne) et
le chaos/désordre de ce dernier (sous la forme de l’entropie). La succession des phases est
modélisée par un calcul du minimum de l’énergie libre (par exemple, F = U −T ·S où F est
l’énergie libre de Helmholtz). Une augmentation de température favorise le terme entropique
de l’énergie libre, une conséquence du fait que le désordre est favorisé à haute température.
Pour différencier les deux phases d’une transformation en théorie des groupes, un paramètre
d’ordre doit être défini. Ce dernier est de valeur nulle si le système se configure dans la phase
B et de valeur entière si il se configure dans la phase A. Les valeurs intermédiaires du para-
mètre d’ordre représentent la transformation progressive de la phase A vers la phase B. Dans
l’exemple classique d’une transition ordre-désordre, la phase A est la phase ordonnée et est
favorisée à basse température. La phase B est la phase désordonnée et est favorisée à haute
température (car les hautes températures augmentent la contribution entropique à l’énergie
libre de la phase B). Lorsqu’un paramètre d’ordre présente un saut (au sens que la valeur du
paramètre change subitement d’une valeur donnée à la valeur nulle lorsque la température
atteint Tc), la transition est qualifiée du premier ordre. Lorsqu’il n’y a pas de saut (fonction
continue), la transition est qualifiée du second ordre. La Figure 2.24 présente le paramètre
d’ordre pour la transition du second ordre entre la phase ordonnée et la phase désordonnée
de la sillimanite (AlSiO5) en fonction de la température.
Cependant, il existe des exceptions où la phase désordonnée n’est pas celle formée à haute
température. Ce genre d’exception se produit lorsqu’il y a couplage entre certains degrés
de liberté du système. Pour cette raison, il est préférable d’associer le paramètre d’ordre à
une brisure de symétrie dans le système plutôt que de l’associer à diminution de l’ordre.
Sous cette interprétation, une valeur non-nulle du paramètre d’ordre représente l’apparition
d’une brisure de symétrie. Par exemple, dans le cas d’une transition ferromagnétique (où le
paramètre d’ordre est l’aimantation), la symétrie du système à haute température ne varie
pas lors d’une rotation autour des trois axes (x, y, z). À basse température, la symétrie
n’est invariante que sur l’axe de rotation de l’aimantation spontanée (aimantation découlant
de la somme des moments magnétiques internes du matériau). Dans le cas d’une transition
du liquide au gaz autour du point critique, la symétrie brisée est la différence de densité à
l’interface entre la phase liquide isotrope et la phase gazeuse isotrope. La différence de densité
entre la phase gazeuse est maximale lorsque le paramètre d’ordre (sous sa forme normalisée)
est de valeur unitaire. La différence de densité est nulle lorsque la valeur du paramètre d’ordre
est évaluée à zéro à T = Tc. Finalement, pour le cas de la sillimanite de la Figure 2.24, le bris
de symétrie se manifeste par l’équiprobabilité de retrouver de l’aluminium et du silicium sur
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Figure 2.24 Paramètre d’ordre Q décrivant la probabilité de retrouver la phase ordonnée de
la sillimanite (AlSiO5) au cours d’une transition ordre-désordre dont la variable dépendante
est la température. Lorsque Q = 1, le système est ordonné. Lorsque Q = 0, le système est
désordonné. Les valeurs intermédiaires de Q représentent la transition de l’ordre au désordre
avec l’augmentation de la température. Image tirée de [95]
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les sites T1 et T2 lorsque T > Tc. La symétrie consiste donc en la configuration où le site T1
ne contient que de l’aluminium et le site T2 que du silicium. La prédiction d’une transition
de phase par la présente théorie des groupes nécessite un solide scénario phénoménologique
pour donner le sens physique du paramètre d’ordre du point de vue du phénomène à décrire.
Par la suite, selon les spécificités du scénario, le formalisme de la théorie des groupes permet
la caractérisation mathématique de la transition de phase à l’étude.
L’un des premiers paramètres à définir est la dimensionnalité d’espace du groupe de renor-
malisation. Par exemple, dans le cas de systèmes impliquant des chaînes d’atomes, des fils
ou des macromolécules linéaires, le système est unidimensionnel (ou quasi unidimensionnel)
dans l’espace. Pour les films ou les solides formés de plans faiblement couplés, le système est
qualifié de bidimensionnel (ou quasi bidimensionnel). Les transitions de phase impliquant des
surfaces sont traitées comme des groupes quasi bidimensionnels, car leurs effets de volume
sont relativement négligeables. Pour le reste des transitions (outre les transitions affectées
par des champs relativistes), la dimensionnalité d’espace du groupe est tridimensionnelle. Par
exemple, dans le cas de la transition ferromagnétique, la valeur de la dimensionnalité d’espace
est de trois, car le bris de symétrie implique les trois directions de l’espace. En définissant
adéquatement la dimensionnalité d’espace, il est possible de déterminer la dimensionnalité
propre du groupe de renormalisation selon la nature fonctionnelle du groupe à l’étude. Par
exemple, dans le cas de la transition du liquide au gaz près du point critique, la fonction à
traiter est une longueur de corrélation ξ qui peut être conceptualisé comme un indicateur
statistique de la taille des zones où l’on retrouve une différence de densité à l’interface entre
la phase liquide et la phase gazeuse. Pour ce cas (différences entre deux phases isotropes), le
paramètre d’ordre est un scalaire et sa dimensionnalité propre est unitaire. La phénoménolo-
gie de cette transition se nomme l’opalescence critique. Dans le cas où le paramètre d’ordre
décrit une nature vectorielle (par exemple, la transition ferromagnétique d’un matériau non
anisotropique), la dimensionnalité propre est évaluée à trois. Dans le cas où le groupe de re-
normalisation est une longueur de corrélation, ξ conceptualise mathématiquement une valeur
normalisée de la taille moyenne des zones d’interface présentant une différence de densité.
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2.4 Approche primaire de Ouzilleau pour le calcul de l’énergie de Gibbs des
cristallites de coke
Les travaux de la présente thèse sont basés sur le précédent modèle thermodynamique pour le
calcul de l’énergie de Gibbs des cristallites de cokes de Ouzilleau et al. [32, 56, 60]. Le fonde-
ment de ce modèle est la définition d’une structure idéalisée pour les cristallites graphéniques
composant les LMOs des carbones graphitables. Une vue d’ensemble de la structure d’une
cristallite de coke a été présentée à la Figure 2.8. Le but de ce précédent modèle thermody-
namique était de déterminer le comportement de dégazage (hydrogène et soufre) pour des
carbones typiques à la fabrication des électrodes du procédé d’électrolyse de l’aluminium. Ce
modèle thermodynamique primaire permet le calcul des fonctions d’enthalpie et d’entropie
pour les éléments carbone, hydrogène et soufre distribués dans les cristallites de coke. Il est
applicable à plusieurs tailles de La. Les paramètres de ce modèle sont directement obtenus
à partir des énergies de liaisons de molécules organiques simples. Sommairement expliquée,
l’approche de ce modèle primaire était de calculer par un chemin thermodynamique simple
le changement d’enthalpie et d’entropie pour passer d’un point de référence, dont les pro-
priétés thermodynamiques sont connues (dans le cas de ce modèle, le graphite parfait), à la
cristallite de coke finale dont la composition chimique peut contenir toutes combinaisons de
carbone, d’hydrogène et de soufre (à l’intérieur des limites géométriques de la cristallite à un
La donné). La distribution des espèces atomiques entre la phase gazeuse et les cristallites de
coke est calculée par une approche de minimisation de l’énergie de Gibbs.
Un accord satisfaisant est obtenu pour l’application du modèle à la prédiction des courbes
de déshydrogénation et de désulfurisation de divers cokes pétrochimiques et autres carbones
graphitables à la suite de leur traitement thermique de dégazage. Selon ces calculs, la quasi-
totalité de l’hydrogène des cristallites de coke quitte le matériau suivant un traitement ther-
mique entre 1100 et 1300 K. Pour le soufre, la quasi-totalité du soufre disparaît entre 1600 et
1850 K. En ce qui concerne le calcul de l’énergie de Gibbs des cristallite de coke, une valeur
de ∼ 900 J g−1 est calculée pour des températures de ∼ 1100 K et une valeur La = 10 nm
(le point de référence étant encore une fois le graphite parfait). Cette valeur est validée par
des données expérimentales. Cependant, à haute température, le modèle prédit des calculs
d’énergie de Gibbs en désaccord avec le procédé de graphitation. La nature de ce désaccord
sera traitée en détail au Chapitre 4 de la thèse et la procédure de correction du modèle pri-
maire de Ouzilleau pour le rendre cohérent avec le procédé de graphitation sera discutée au
Chapitre 5. Pour le moment, il est suffisant de dire que le précédent modèle des cristallites
de coke n’est valide que pour des températures sous 2500 K.
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2.5 Modélisation thermodynamique hors-équilibre de phénomènes irréversibles
Une approche classique de modélisation thermodynamique [96] cherche à prédire le compor-
tement d’un système à l’équilibre. Formellement, la définition de ce que constitue un système
à l’équilibre peut être quelque peu subjective. La définition la plus simple est celle d’un sys-
tème dont les propriétés macroscopiques ne varient pas dans le temps. Suivant cette logique,
l’état d’équilibre est un état homogène d’une substance dont la nature ne varie pas dans le
temps. Les principes de la thermodynamique servent le plus souvent à la modélisation de
procédés réversibles. Comme stipulé à la Section 2.3, un procédé réversible est caractérisé
par la possibilité d’une transition d’un état d’équilibre A vers un second état d’équilibre B et
vice-versa. Les procédés réversibles représentent une sous-classe de procédés et sont modélisés
par la thermodynamique en idéalisant ces derniers comme une succession d’états d’équilibre.
Puisque le temps n’intervient pas dans la modélisation de tels procédés, le formalisme employé
pour une transition réversible est celui de la thermodynamique d’équilibre [25]. Cependant,
la modélisation thermodynamique n’est pas limitée aux transitions indépendantes du temps.
Sous certaines restrictions, il est possible de modéliser certaines transformations dépendantes
du temps par la thermodynamique au travers de l’application des principes de la thermody-
namique hors-équilibre [96].
La thermodynamique d’équilibre [96] permet la description de procédés réversibles et ir-
réversibles en supposant que ces derniers procèdent par la succession d’états d’équilibre
(régime quasi-statique). Un procédé quasi-statique peut être réversible ou irréversible. La
thermodynamique hors-équilibre tente de généraliser les principes de la thermodynamique
d’équilibre aux phénomènes hors-équilibres (incluant les procédés hors-équilibre irréversibles).
L’approche préconisée dans cette théorie des procédés irréversibles est de combiner une trans-
position, à l’échelle locale, des concepts de la thermodynamique d’équilibre avec différents
formalismes de modélisation afin de tenir compte du changement dans le temps des variables
d’état du système. Deux applications d’importance de la thermodynamique hors-équilibrer
sont les suivantes. La première cherche à développer un support thermodynamique aux équa-
tions classiques de transport pouvant régir un phénomène hors-équilibre donné (par exemple,
en support de l’équation de Newton-Stokes pour la relation entre la pression visqueuse et le
gradient de vitesse d’écoulement). La deuxième porte sur la description du couplage entre
les effets mécaniques, mécaniques, chimiques et électromagnétiques d’un phénomène hors-
équilibre à l’étude.
L’hypothèse fondatrice [96] de la modélisation thermodynamique hors-équilibre est celle de
l’équilibre local (angl. local equilibrium hypothesis). Formellement, cette dernière stipule que
les relations locales et instantanées entre les variables thermodynamiques (par exemple, le vo-
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lume, la température) d’un système en situation hors-équilibre sont les mêmes qu’un système
en situation d’équilibre. De manière plus explicite, on peut imaginer un système globalement
en hors-équilibre et composé d’un ensemble de cellules de diamètre di. L’hypothèse de l’équi-
libre local permet de supposer qu’il existe une gamme de taille di suffisamment faible pour
considérer chacune des cellules comme approchant raisonnablement un état d’équilibre local
instantané ; tout de même, les cellules sont suffisamment grandes pour permettre de négliger
la contribution des fluctuations de faible échelle (par exemple, les fluctuations microscopiques
d’un mésosystème). Toute la subtilité de l’hypothèse de l’équilibre local passe par la défini-
tion judicieuse de cette gamme de valeurs pour di où l’hypothèse de l’équilibre local peut
s’appliquer. Bien sûr, la nature de l’équilibre local sur chacune des cellules varie dans le
temps et dans l’espace. C’est ce qui permet d’expliquer les échanges de matière et d’énergie
entre les cellules durant un phénomène à l’étude. Ces échanges de matière et d’énergie entre
deux cellules en équilibre local permettent donc d’expliquer la variation dans le temps de
l’état thermodynamique global (et local) du système (qui demeure globalement en situation
hors-équilibre durant la transformation).
Un autre critère d’importance pour la validité de l’hypothèse de l’équilibre local réside dans
la différence du temps d’équilibration entre au niveau local du système (par exemple, une
interface cellule/cellule) et le niveau global (l’ensemble des cellule). Pour permettre l’appli-
cation de la présente hypothèse, il faut que le temps local soit beaucoup plus faible que le
temps global. Le ratio entre le temps local et le temps global est défini formellement par le
nombre de Deborah (De). Si De  1, l’hypothèse de l’équilibre local peut s’appliquer. Si
De  1, elle ne s’applique pas. Par exemple, pour certains polymères, le temps local d’équi-
libre est très important et donc, généralement, De  1. Pour les phénomènes physiques à
haute vélocité (comme c’est souvent le cas lors d’une collision nucléaire), De  1 de par
le fait que le temps d’équilibration typique, au niveau global, est faible. La plus utile des
conséquences de l’hypothèse de l’équilibre local est qu’elle permet de justifier l’application
des mêmes équations thermodynamiques pour les procédés hors-équilibre que pour le cas de
procédés en équilibre (qui sont modélisés par une succession de multiples états d’équilibre)
pour chaque pas de temps du procédé.
Les applications de la modélisation thermodynamique hors-équilibre sont variées. Un exemple
d’importance est celui de Onsager [97] sur la transférence électrolytique, le phénomène ther-
moélectrique et le transport thermique en milieu fortement anisotropique. D’autres exemples
existent dans la littérature [98–100] afin de mieux comprendre le potentiel et les limites de
cette branche très particulière de la thermodynamique.
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2.6 Rôle du carbone lors de l’électrolyse de l’aluminium
Le Canada est un joueur majeur dans le domaine de la production de l’aluminium [101].
En 2014, les 3 millions de tonnes d’aluminium produit au Canada (dont la majeure partie
est produite au Québec) concurrencent fortement la deuxième production mondiale (Russie,
3.5 millions de tonnes). Cependant, la production chinoise reste dominante (23.3 millions
de tonnes) et le Canada se doit de continuer à innover pour maintenir ses parts de mar-
ché dans l’environnement en constante évolution de l’industrie de l’aluminium. Un avantage
stratégique important du Canada est sa maîtrise technologique du procédé qui permet une
meilleure productivité, une meilleure efficacité énergétique et une importante réduction des
émissions de gaz à effet de serre [102]. En effet, les usines canadiennes se positionnent dans
le premier quartile mondial en termes d’efficacité énergétique (13 922 kW h par tonne d’alu-
minium [102]). De plus, le Canada est l’un des leaders mondiaux en raison de son faible
niveau d’émissions de gaz à effet de serre (4.78 tCO2-eq contre une moyenne mondiale de
∼ 14 tCO2-eq par tonne d’aluminium produite [103]). Le principal avantage du Canada sur
le plan environnemental est que l’énergie électrique essentielle pour la production de l’alu-
minium est d’origine hydroélectrique. Seulement 3.5 % des émissions de gaz à effet de serre
proviennent de la consommation directe d’énergie électrique [103]. Dans le but d’améliorer
l’efficacité énergétique et de développer davantage la performance environnementale, l’indus-
trie de l’aluminium québécois doit orienter ses efforts vers le perfectionnement du procédé de
production d’aluminium par électrolyse.
Actuellement, le tiers des émissions au Canada de tCO2-eq par tonne produite d’aluminium
provient de la consommation directe d’anodes de carbone [103]. Les réactions 2.3 et 2.4 pré-
sentent la réduction électrochimique de l’alumine (Al2O3) en aluminium qui explique le lien
entre la consommation de carbone, la production d’aluminium et la production de CO2/CO.
L’équilibre thermochimique entre les deux réactions est lié aux propriétés thermodynamiques
de base (enthalpie et entropie) des anodes de carbone. Il est primordial de favoriser la ré-
action 2.3 lors de l’électrolyse, car la réaction 2.4 consomme deux fois plus de carbone par
mole d’alumine consommée, ce qui se entraîne le double des émissions de gaz à effet de serre
pour une cellule où la réaction 2.4 serait dominante. La thermodynamique des anodes de
carbone est fortement reliée à la structure cristalline des atomes de cette dernière [56]. Donc,
la thermodynamique du carbone est importante pour minimiser la production de gaz à effet
de serre pour une tonne d’aluminium produite. De plus, la consommation d’énergie électrique
durant l’électrolyse est dépendante de la structure du carbone composant les électrodes. En
effet, une cellule d’électrolyse comporte une anode et une cathode de carbone dont les pertes
résistives représentent 12 % de la tension totale appliquée à la cellule [104]. Puisque la ré-
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sistance électrique d’une électrode de carbone est reliée à sa structure cristalline et que le
développement en température de cette structure (c.-à-d. graphitation) semble dépendre de
principes thermodynamiques [56], la connaissance de la thermodynamique du carbone est
une bonne approche pour la modélisation de ces propriétés. Ce savoir permettrait de mieux
comprendre les mécanismes de formation d’une structure graphitique adéquate dans un rôle
d’électrode.
Al2O3(s) + 1.5C(s) 
 2Al(l) + 1.5CO2(g) (2.3)
Al2O3(s) + 3C(s) 
 2Al(l) + 3CO(g) (2.4)
La production d’aluminium s’effectue par le procédé Hall-Héroult [20]. Dans ce procédé, un
bain de cryolithe fondue (Na3AlF6) à une température de 940− 980 ◦C dissout de l’alumine
(Al2O3) pour permettre l’électrolyse de cette dernière en aluminium liquide selon les réactions
2.3 et 2.4. La cryolithe est sélectionnée car elle possède une bonne solubilité de l’alumine aux
températures typiques du bain (solubilité industrielle de ∼ 8 %). Une cellule d’électrolyse
moderne consomme environ 12 kW h pour produire 1 kg d’aluminium. Une disposition géné-
rale d’une cellule est présentée à la Fig. 2.25 (cellule avec électrodes de carbone précuites).
La couche d’aluminium liquide possède une épaisseur variant entre 3 et 25 cm. Le bain élec-
trolytique est d’une épaisseur de 15 à 30 cm et la distance entre la cathode métallique liquide
et l’anode est d’environ 3 à 5 cm. En ce qui concerne les électrodes de carbone, la technologie
des anodes précuites est préconisée de par une plus grande accessibilité de la technologie de
mise en forme (procédé de vibrocompactage) et une meilleure performance environnementale.
En effet, la technologie précédente des anodes Söderberg provoquait l’émission d’importantes
quantités de substances cancérigènes lors de la consommation des anodes. La technologie des
anodes précuites permet la capture et la combustion de ces émanations, augmentant par
la même occasion la performance énergétique globale du procédé. Le rôle de l’anode est la
collecte des ions complexes et l’oxydation du carbone dans le but de produire soit du CO2 ou
du CO. L’oxygène réagit par la suite avec l’anode de carbone pour la formation d’un mélange
de CO et de CO2. La consommation des anodes de carbone est généralement entre 0.4 et
0.5 kg de carbone pour 1 kg d’aluminium produit. Le rôle de la cathode est la collecte et la
réduction des ions Na+ permettant la réaction des atomes de Na avec le AlF3 du bain pour
la production d’aluminium liquide à la surface de la cathode. Une consommation [20] de 0.02
à 0.04 kg de carbone cathodique par kg d’aluminium est typique.
Concernant la problématique des cathodes de carbone, il est connu que ces dernières doivent
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Figure 2.25 Représentation simplifiée d’une cellule d’électrolyse Hall-Héroult pour la produc-
tion d’aluminium.
posséder une balance optimale des propriétés mécaniques (résistance au craquage et à la dés-
intégration) et électriques (bonne conductivité électronique) [20]. En effet, des problèmes de
nature thermique peuvent provoquer le développement de contraintes mécaniques pouvant
mener à la cassure de la cathode et à la flottaison dans le bain de petits blocs de carbone. Ceci
diminue grandement la durée de vie des cathodes (qui est normalement de 6 années) et peut
causer des courts-circuits entre le bain métallique et l’électrode anodique. Pour la produc-
tion des cathodes, une pâte de carbone constituée de matériaux de carbone de faible qualité
(brais de charbon, brais pétrochimiques, cokes pétrochimiques, anthracite) est graphitée à
très haute température (entre 2700 et 2900 ◦C) sur une durée de 1 mois. Lors d’un traitement
en température, il est connu que la résistivité électrique diminue avec le développement de
la structure tridimensionnelle graphitique [105] (voir Fig. 2.26). Pour cette raison, il est inté-
ressant de graphiter la pâte de carbone à haute température pour minimiser cette résistivité.
Cependant, les propriétés mécaniques des blocs graphités (comme par exemple le module de
Young) sont moins élevées lorsqu’un bloc cathodique est graphité à haute température[106].
De plus, le processus de graphitation à très haute température est long et engendre donc
des coûts importants de production. Pour cette raison, le modèle thermodynamique de la
présente thèse pourrait être un outil de compréhension fiable pouvant supporter une opti-
misation d’ingénierie des paramètres du traitement de graphitation pour la production de
meilleures électrodes cathodiques.
Pour les anodes de carbone, un phénomène important pour l’amélioration de la performance
environnementale concerne l’effet de la tension d’électrolyse sur la consommation primaire
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de carbone du procédé (plus spécifiquement, la notion de surtension anodique). Une analyse
thermodynamique classique du procédé prédit que la réaction 2.4 (production de CO) serait
largement dominante sur la réaction 2.3 (production de CO2) [20, 107]. Cependant, en réalité,
le produit majoritaire est le CO2 pour des densités de courant de plus de ∼ 0.05 A cm−2 [108].
Pour des plus basses densités de courant, le produit majoritaire est le CO. Puisque la densité
de courant est proportionnelle à la tension de surface des anodes, il est raisonnable de supposer
que la proportion CO2/CO lors de l’électrolyse est proportionnelle à la tension de surface des
anodes. Il a été proposé que cette dépendance serait liée à l’accumulation d’ions de type oxyde
à la surface des anodes de carbone [20, 107]. Considérant que l’énergie de surface des anodes de
carbone est fortement dépendante de leur nanostructure [56], ce phénomène de consommation
par la production variable de CO ou de CO2 devrait logiquement aussi posséder une dimension
structurelle. Pour le moment, le modèle de Drossbach [109] est la seule approche disponible
pour la prédiction de ce phénomène. Cependant, la capacité prédictive de ce modèle est
pauvre. Ceci s’explique par le fait que le modèle de Drossbach se base sur l’hypothèse très
approximative que le carbone ne joue aucun rôle dans la modification thermodynamique de
l’équilibre des deux gaz carbonés produits par électrolyse. Cette hypothèse ne semble pas
physiquement réaliste, car des mesures expérimentales [108, 109] démontrent que le type de
carbone employé modifie substantiellement le ratio CO/CO2 (sous des conditions d’électrolyse
relativement similaires). Un modèle d’application, inspiré de la théorie de la graphitation de
la présente thèse, sera donc développé dans l’espoir de fournir une meilleure alternative au
modèle de Drossbach.
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Figure 2.26 Évolution de la résistivité électrique d’un carbone graphitable suivant un traite-
ment thermique de graphitation à différentes températures. Image tirée de [105]
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CHAPITRE 3 SYNTHÈSE ET ORGANISATION DE LA THÈSE
La Section 2.1 a présenté des aspects de trois importants modèles de graphitation (Franklin,
Oberlin et Harris). Ces modèles étant la source d’inspiration de cette thèse, il est pertinent
d’en faire une brève synthèse des discussions pour introduire le fil conducteur scientifique
ayant mené aux résultats de cette recherche doctorale. Les objectifs de la thèse seront ensuite
définis. Finalement, la structure et l’organisation de la thèse seront données afin de mieux
visualiser la stratégie de recherche ayant permis l’atteinte de ces derniers.
3.1 Synthèse de la revue de la littérature
De dire que la recherche sur la graphitation et la structure des carbones graphitables est un
sujet riche en littérature serait un euphémisme majeur. La revue de la présente thèse ne peut
capturer qu’un faible échantillon de tous les travaux, scénarios et concepts ayant été proposés
pour modéliser la graphitation et la graphitabilité. Le but de cette synthèse est de présenter
les propositions de certains auteurs d’importance dans le cadre de ce travail doctoral. Le
modèle de Franklin a été choisi de par sa pertinence scientifique et historique. En effet, tous
les modèles de graphitation s’inspirent en partie des principes structurels de Franklin pour
construire leur formalisme de graphitation. Par exemple, presque tous les modèles acceptent
le concept de cristallite graphénique de Franklin sous une forme ou une autre. Le modèle de
Oberlin a été choisi, car ce dernier est celui ayant le plus perduré depuis sa conception. En
effet, le fait que le modèle de Oberlin permette une corrélation empirique pour la compréhen-
sion de la graphitabilité n’a pas été égalé, à ce jour, par les autres modèles de graphitation.
Finalement, bien que moins connu que le modèle de Franklin et de Oberlin, le modèle de
Harris est l’une des tentatives les plus crédibles pour la compréhension fondamentale du
mécanisme de non-graphitation. De plus, ce dernier modèle présente l’avantage considérable
d’être compatible et complémentaire avec le modèle de Oberlin et de Franklin. La continuité
de la recherche sur la graphitabilité est importante de par la nécessité de reconnaître la valeur
des travaux passés.
Du modèle de Franklin, le principal concept à retenir dans le cadre de la présente thèse est
celui de la cristallite graphénique. Cette dernière est définie comme l’unité de base de tout
carbone graphitable et non-graphitable. Elle est visualisée comme un empilement de plans
graphéniques. Ces cristallites sont caractérisées par un diamètre La et une hauteur d’empile-
ment Lc. L’espacement entre les plans graphéniques est défini par la variable d002. Pour un car-
bone graphitable typique suivant un traitement thermique à température rature variable, le
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d002 mesuré est généralement inclus dans l’intervalle entre la valeur turbostratique (signifiant
l’absence totale d’ordre tridimensionnel pour une paire de plans graphéniques) et la valeur
graphitique parfaite (signifiant que l’alignement AB de Bernal [13] est atteint pour une paire
de plans graphéniques). Cependant, localement, une paire de plans graphéniques ne peut pos-
séder que deux valeurs d’espacement : la valeur graphitique (d002,turbostratique = 0.3354 nm) ou
la valeur turbostratique (en absence d’hétéroatomes, d002,turbostratique = 0.344 nm). La mesure
du d002 est donc une moyenne des espacements locaux et procure un indicateur statistique
de la distribution des paires de plans turbostratiques et parfaitement graphitiques dans le
matériau. En plus des cristallites, Franklin propose qu’il existe une certaine quantité de car-
bone non-organisé servant de matériau joint pour les cristallites graphéniques indépendantes.
Franklin rapporte que si La > 2.5 nm, la probabilité de retrouver un atome de carbone non-
organisé relatif à un atome de carbone dans une cristallite graphénique est négligeable. Frank-
lin conclut que l’un des facteurs d’importance de la graphitabilité est l’orientation mutuelle
des cristallites graphéniques. En effet, à haute température, la densification des particules de
carbone non-organisé entraîne la coalescence des cristallites. Si ces dernières sont mal orien-
tées, un défaut de joint ayant une haute énergie d’activation pour son processus guérison sera
formé. Plus les cristallites sont mal orientées, plus l’énergie d’activation du défaut de joint
sera grande. À un certain niveau d’orientation critique, le défaut de joint ne pourra être guéri
et le matériau devient non-graphitable. Bien que ce mécanisme ait été reconnu comme étant
incomplet pour décrire la graphitabilité, l’idée que l’orientation entre deux cristallites affecte
l’énergie d’activation du défaut de joint formé sera importante dans le cadre de la présente
thèse.
Du modèle de Oberlin, on retient pour la thèse le concept du LMO. Comme stipulé précédem-
ment, le LMO est un volume d’espace regroupant un ensemble de cristallites graphéniques
indépendantes mutuellement orientées. La principale conclusion de ce modèle est que la gra-
phitabilité d’un carbone est corrélée à la taille moyenne des LMOs (cette dernière peut être
visualisée comme le diamètre horizontal d’un ellipsoïde). Plus le LMO d’un carbone est grand,
meilleure est sa graphitabilité. Oberlin formalise aussi les lignes des mécanismes impliqués
lors du traitement thermique des carbones. Le premier mécanisme est la carbonisation pri-
maire qui se termine autour de 500− 550 ◦C. La carbonisation primaire forme les cristallites
graphéniques à partir d’un carbone rudimentaire donné et les organise en LMOs. À la fin
de la carbonisation primaire, un matériau solide est obtenu (stade du semi-coke). Par la
suite, la carbonisation secondaire débute. Lors de ce procédé, les hétéroatomes du matériau
sont dégazées. Ceci entraîne une réorganisation importante de la nanostructure. Finalement,
le matériau subit la polygonisation qui se manifeste par une densification importante du
matériau ainsi que l’aplanissement progressif des plans graphéniques de la mésostructure
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(phénomène de polygonisation). La carbonisation secondaire se termine lorsque le matériau
débute sa polygonisation. Sur la base des travaux de plusieurs auteurs indépendants (Ober-
lin, Mrozowski, Fischbach, Hishiyama, Bayot), la température de polygonisation marquant
la fin de la carbonisation secondaire est d’environ 2200 − 2300 ◦C. La graphitation formelle
procède par la suite pour des températures au-dessus de la température de polygonisation. Le
mécanisme de graphitation est contrôlé cinétiquement par la consommation locale de défauts
graphéniques intra-plan (par exemple, des lacunes singulières).
Du modèle de Harris, on retiendra principalement la notion que la non-graphitabilité d’un
carbone est dépendante de la topologie des défauts graphéniques de la structure interne des
plans de la mésostructure. Si la topologie présente un haut niveau de courbature, les défauts
ne pourront guérir durant le traitement thermique. Comme stipulé plus haut, la graphita-
tion doit procéder par la guérison locale de défauts graphéniques. Si la totalité des défauts
graphéniques est non-guérissable, le matériau de carbone ne possède pas de carburant pour
propulser le mécanisme de graphitation et par conséquent, le carbone est non-graphitable.
3.2 Objectifs de recherche
Le cœur de la présente recherche doctorale est le suivant :
Domaine de recherche : Science des matériaux
Sujet de recherche : Thermodynamique des matériaux de carbone
Question de recherche : Peut-on appliquer les principes généraux de la théorie des groupes
de renormalisation pour la prédiction numérique de la graphitabilité de certains carbones
graphitables et non-graphitables ?
Objectif principal : Développer une nouvelle théorie thermodynamique de la graphitation
dont la mathématisation permet la prédiction du spectre de graphitabilité en fonction de la
composition chimique et de la structure d’un semi-coke.
Pour atteindre cet objectif de recherche tout en démontrant la valeur industrielle de la re-
cherche doctorale discutée ici, les sous-objectifs suivants sont définis :
Objectifs secondaires (4) :
1. Proposer un scénario phénoménologique de graphitation pour la compréhension qua-
litative des facteurs de dépendance de la graphitabilité.
2. Appliquer le scénario proposé de graphitation pour le calcul de l’énergie libre des
carbones graphitables à haute température.
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3. Développer un formalisme mathématique pour la prédiction du d002 en fonction de la
température de traitement thermique et valider ce dernier par une analyse comparative
avec certains carbones graphitables et non-graphitables.
4. Appliquer les principes thermodynamiques de la présente théorie de graphitation
au développement d’un modèle électrothermodynamique pour la prédiction du ratio
CO2/CO d’un gaz primaire d’électrolyse lors de la production d’aluminium.
Un commentaire supplémentaire est fait ici pour justifier la pertinence de l’objectif secondaire
4 (modèle électrothermodynamique du CO2/CO). Comme on peut le constater, cet objectif
combine deux sujets de recherche distincts. Plus précisément, il porte sur l’électrochimie de
l’aluminium et sur la thermodynamique des matériaux de carbone. La fonction de cet objectif
est de démontrer clairement que les développements thermodynamiques de cette thèse sont de
nature pluridisciplinaire et qu’ils ont un haut potentiel de résolution pour des problématiques
industrielles complexes. Il est donc parfaitement justifié de l’inclure dans le cadre du présent
travail afin d’illustrer comment certains aspects de cette théorie de la graphitation peuvent
être organiquement intégrés à des théories parallèles pour construire des approches combinées
innovatrices.
3.3 Organisation de la thèse
Les chapitres à venir sont construits dans le but d’atteindre les objectifs de recherche de la
Section 3.2. La présente thèse est bâtie sous le format d’une thèse par article. Chacun des
sous-objectifs définis à la précédente section constitue un chapitre (et par conséquent, un
article de la thèse). Un total de quatre articles compose le corps scientifique du document à
l’étude (un article par sous-objectif).
Le Chapitre 4 présente le développement d’un modèle de transformation du second ordre
et du scénario physique de graphitation associé principalement inspiré des approches de
Franklin et de Oberlin. Ce modèle se nomme le second-order structural transformation model
(SOST). L’application de ce formalisme permet la reproduction de plusieurs fonctions du type
d002(THT ), ρ(THT ) et α(THT ) (où d002 est l’espacement interplanaire, ρ est la conductivité
électrique et α est la diffusivité thermique), et ce pour un total de 51 carbones graphitables
et semi-graphitables.
Le Chapitre 5 présente le développement d’un modèle thermodynamique modifié pour le
calcul de l’énergie de Gibbs des cristallites de coke. Dans l’essentiel, cette section présentera
une correction à haute température du calcul de l’énergie libre par le précédent modèle des
cristallites de coke et Ouzilleau et al. [56]. Cette correction est fondée sur les principes phé-
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noménologiques du premier article de la thèse (Chapitre 4) pour le processus de graphitation
à température extrême.
Le Chapitre 6 présente le développement formel des détails de la nouvelle théorie thermodyna-
mique de la graphitation produite dans le cadre de ce projet doctoral. Cette théorie est fondée
sur les principes du modèle SOST (Chapitre 4) et du modèle des cristallites de coke modifié
(Chapitre 5). Cette théorie de graphitation permet la prédiction théorique de la fonction
d002(THT ) pour une variété de carbones graphitables, semi-graphitables et non-graphitables,
une première en science du carbone. Ceci est possible grâce à l’approche innovatrice thermo-
dynamique du présent travail. Une étude expérimentale est aussi présentée dans ce chapitre
pour démontrer le lien fort entre cette nouvelle théorie de graphitation et les modèles de
Oberlin et de Harris.
Le Chapitre 7 présente le modèle électrothermodynamique pour le calcul du ratio CO2/CO
du gaz primaire d’électrolyse lors de la production d’aluminium. Important de noter, le gaz
primaire est défini comme le gaz directement issu de la réduction entre l’alumine dissoute
dans le bain électrolytique et l’anode de carbone à l’interface entre le bain et l’anode (Point
A de la Figure 2.25). Ce chapitre démontrera comment il est possible de combiner certaines
des notions conceptuelles sur le calcul de l’énergie de surface de la présente théorie de la
graphitation avec un développement thermodynamique électrochimique classique (le modèle
électrothermodynamique) afin de proposer une nouvelle solution pour réduire les émissions
de gaz à effet de serre du procédé d’électrolyse de l’aluminium.
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CHAPITRE 4 ARTICLE 1 : THE GRAPHITIZATION TEMPERATURE
THRESHOLD ANALYZED THROUGH A SECOND-ORDER STRUCTURAL
TRANSFORMATION
Philippe Ouzilleau, Aïmen E. Gheribi and Patrice Chartrand
Published in Carbon volume 109, pages 896-908 August 20 2016
Abstract : How graphitic structures evolve from non-graphitic carbons, during heat treat-
ment, is conceptually understood through the graphitization mechanisms of the turbostratic
model. However, inadequacies exist, most notably concerning the temperature behaviour
of the intercrystalline carbon material located between turbostratic crystallites. Previous
thermodynamic calculations for idealized crystallites predicted a null surface energy near
2500-2600 K ; the experimental temperature range where sudden stiffness of graphenic layers
occurs during graphitization. Interpreting this thermodynamic temperature as a critical para-
meter for intercrystalline carbon removal can accurately model the irreversible second-order
structural transformation to long-range graphitic order. The present model is validated by
the prediction of relevant experimental data such as strict graphitization degree (P1), average
interlayer spacing (d002), electrical resistivity (ρ) and thermal diffusivity (α) for 51 graphiti-
zable and semi-graphitizable carbons. For the calculation of d002, a Nash-Sutcliffe coefficient
of 0.99 was computed ; this is associated with near-ideal accuracy. A Bland-Altman analysis
reveals that the predictive error for d002 calculations could be within an expected experimen-
tal uncertainty (0.5 pm) for more than 90 % of the data. The model is applicable to increasing
heat treatment temperatures from 2000 to 3300 K.
4.1 Introduction
Present research on carbon materials has seen less focus on large-scale industrial applications
compared to the interest following the early pioneering work of Franklin [46]. The arrival of
sophisticated forms of carbon (e.g. graphene) could account for this evolution [58]. However,
the industrial need for bulk carbon materials (e.g. coke) is larger than more specialized forms.
For example, the needle coke demand in 2014 -for the sole production of steel by the electric
arc furnace [110]- was approximately 1.5× 106 t. Moreover, environmental concerns are pres-
sing the need for innovative approaches for bulk carbon, due to the increase of impurities [17]
in traditional feedstocks. A new research opportunity is revealed in recent findings related to
graphene and computational models for graphene-like bulk carbons (e.g. models [60, 77] for
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carbon/sulfur interactions in graphitic carbons).
Heat treatment of carbonaceous materials for graphitization purposes is one of the most
fundamental processes in carbon engineering [12]. General aspects of experimental graphiti-
zation are extensively studied. The categorization of each step in the global mechanism has
been discussed in previous work [9, 36, 39]. Theoretical models for the graphitization of car-
bon materials thus constitute the next logical step. However, difficulty in distinguishing the
kinetic from non-kinetic transformations occurring during graphitization is a fundamental
problem. For example, it is known experimentally that the graphitization behaviour of bulk
carbons can be correlated with four general experimental factors :
— Maximal temperature of the heat treatment for the graphitization process (THT ) [8, 12]
— Holding time at THT for the graphitization process [10, 12, 83]
— Mutual alignment of the turbostratic crystallites (consequence of primary carboniza-
tion) [8, 9, 41, 111]
— Nature of the cross-linking intercrystalline material between crystallites (consequence
of primary carbonization) [8, 39, 41]
The structural factors (mutual alignment and cross-linking) for graphitizability are known
to be a consequence of the initial carbon feedstock [36]. Naturally, these factors give a limi-
ted overview of graphitization, as other factors could be considered (e.g. impact of pressure,
presence of catalytic elements). This assessment demonstrates the dependence of graphiti-
zation on kinetic (time-dependent) effects. However, a purely kinetic interpretation is not
able to explain the occurrence of a temperature threshold for the graphitization process :
this marks a clear change in many properties [5] of heat-treated carbonaceous materials.
Thus the activation energy for graphitization jumps from ∼550 to ∼1100 kJ mol−1, carbon
plasticity occurs, rates of change in electrical and thermal resistivities reach a critical value,
the sign of magnetoresistance changes and the Hall effect shows a maximum value. In this
work, it will be shown that this temperature threshold can reasonably be viewed as a critical
parameter in the development of a second-order model for the irreversible transformation of
the carbon structure. To do so, a simplified phenomenological approach roughly similar to
reversible second-order transitions will be developed under the global restriction of increa-
sing THT . In the present discussion, reversible transitions and the present approach for the
irreversible graphitization transformation remain two distinct concepts.
This paper is organized as follows. Section 4.2 will detail the concept of the structural trans-
formation as applied to the general carbonization/graphitization processes. A brief comment
will be made in Section 4.2 on the possible critical aspects of structural transformations in
some non-graphitizable carbons for THT > 2000 ◦C. However, the focus of the paper will
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remain on graphitizable carbons. A proposed interpretation of graphitization, inspired from
previously presented thermodynamic models for the surface energies of graphitic crystal-
lites [56, 112], will also be covered in this section. In Section 4.3, a simplified mathematical
approach is applied to model the evolution of key graphitization-related experimental proper-
ties with THT as a second-order structural transformation. Section 4.4 will discuss limitations
of the present model in regards to the physics of graphitization and reversible transitions.
Section 4.5 will present future outlooks for the thermodynamics of graphitization.
4.2 Structural aspects and thermodynamics of graphitization
4.2.1 Overview of carbonization and graphitization
Extensive research [5, 12, 43] allowed characterization of the structural evolution of carbona-
ceous materials during progressive heat treatment. Two distinctive processes were identified
from this work : carbonization and graphitization. Carbonization is itself divided in two main
steps : primary carbonization and secondary carbonization.
Primary carbonization [5] begins with a softening due to thermal decomposition of organic
matter containing carbon, hydrogen, sulfur, oxygen and nitrogen. This yields a gel-like struc-
ture composed of solid particles referred to as Basic Structural Units (BSU) dispersed in a
more or less viscous, suspensive medium. BSUs can be visualized as stacks of 2-3 coronene-
like molecules cross-linked by aliphatic chains and heteroatom-containing species. As the
temperature approaches ∼ 700 K, BSUs demix and Local Molecular Orientation (LMO) do-
mains are formed. This primary carbonization step is called LMO occurrence and it describes
the formation, in the suspensive medium, of clusters (LMOs) of mutually oriented BSUs. If
the obtained LMO is akin a liquid crystal, the viscous body could also be described as a
mesophase [5]. Higher temperatures cause solidification and compaction of the BSUs due to
the breakage of aliphatic side-chains and simultaneous thermal decomposition of the viscous
medium. Solidification is associated with the formation of cross-linking species. If the ratio
of cross-linking heteroatoms (e.g. oxygen and sulfur) over hydrogen atoms of the precursor
carbon material is relatively high (∼ 0.1), at the LMO occurrence step, solidification occurs
almost immediately above the LMO occurrence temperature. Smaller ratios will increase
the solidification temperature relative to the LMO occurrence temperature. The tendency
of these heteroatoms to form cross-linking functions between individual BSUs explains this
behaviour. Primary carbonization proceeds up to 750-850 K ; the temperature at which all
aliphatic compounds are removed and a brittle solid material is obtained (semicoke stage).
Primary carbonization yields a solid carbon material composed of relatively large polyaroma-
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tic molecules mutually cross-linked by a solid medium composed of carbon functions contai-
ning heteroatoms [5]. This structural description can be represented as a network of coke
crystallites ("idealized" turbostratic crystallites) as presented in Fig. 4.1. This idealized mo-
del is itself based on previous work on the turbostratic structure of non-graphitized carbons
developed by Warren [113], Franklin[8], Oberlin [9] and many others [12, 41, 114, 115]. The
turbostratic order is defined [12] as the absence of Bernal stacking in graphenic stacks of
carbon (i.e. two-dimensional crystallographic order [36]).
Figure 4.1 Idealized model for turbostratic carbonaceous matter adapted from Ouzilleau [56] :
a) Idealized hexagonal structure with n = 4 containing "armchair" sites (dark gray), "zigzag"
sites (white) and bulk sites (light gray) ; b) Idealized coke crystallites ; c) Turbostratic model
for a cluster (LMO) of independent and mutually oriented coke crystallites (light gray) with
cross-linking intercrystalline domains (white circles).
In Fig. 4.1, n is defined as a function of La (crystallite diameter), m as a function of Lc (stack
height) and d002 as the mean interlayer spacing between two hexagonal planes. Figures 4.1a
and 4.1b are adapted from a previous work [56] on the idealized structure of coke crystallites
and extended to include the structural impact of turbostratic order (Fig. 4.1c). Fig. 4.1c
is derived from the concept of Local Molecular Orientation (LMO) proposed by Oberlin
[5]. The larger the average extent of the LMOs following primary carbonization, the more
oriented the crystallites are on average in the overall material (which is itself composed of
multiple non-oriented LMOs). Carbon materials with larger LMO sizes (i.e. higher average
degree of mutual alignment for the crystallites [111]) have better graphitizability than those
with smaller LMO sizes [5, 8]. It is not possible to anneal defects at the boundary of LMOs
because of the severe degree of misorientation in these regions [1]. In graphitizable carbons,
the contribution of LMO boundaries to the average Gibbs of carbon in coke crystallites is
assumed to be less important than the contribution of crystallite surface energies due to the
larger extent of the LMOs in these carbons.
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Important to note, the total number of atoms in cross-linking intercrystalline domains (iden-
tified as white circles in Fig. 4.1) relative to the total number of atoms in the overall carbon
material has been reported [8] as "becoming too small to be measured" for crystallite diame-
ters (La) exceeding 2.5 nm. Such a diameter is typical for graphitizable carbons [8, 41, 59]
when THT > 1273 K. If the thermodynamic contribution of intercrystalline matter on the
average surface energy can be neglected (i.e. negligible amount of intercrystalline atoms),
the prismatic surfaces of coke crystallites (surface normal to the a direction in Fig. 4.1b) are
treated as "effective" free surfaces for the average Gibbs energy of carbon in coke crystallites.
However, a small yet persistent amount of intercrystalline cross-linked matter will remain up
to graphitization temperatures to maintain the presence of empty voids between crystallites
[114].
Secondary carbonization [5] is associated with the release of aromatic hydrogen near 800-
1000 K (release of hydrogen atoms initially bonded to the prismatic surfaces of coke crystal-
lites). Thermal decomposition of aromatic carbon/hydrogen bonds and gas release of hete-
roatoms improve the ordering of the turbostratic structure, as C-C intercrystalline bonds are
partially removed by chemical reactions involving the formation of gaseous species. Secondary
carbonization continues up to ∼ 2300 K and is associated with the progressive removal of the
remaining heteroatoms. This process yields a "pure" carbon material. In a LMO, heteroatom-
related cross-linking formed at the semicoke stage is progressively removed during secondary
carbonization. Cross-linking C-C bonds formed at the semicoke stage and persistent throu-
ghout secondary carbonization are removed only at the graphitization stage (THT > 2300 K).
To remove the distortions caused by this persistent cross-linking, these C-C bonds must
first be removed through graphitization heat treatment. Following this compulsory step, ad-
ditional energy is required in order to anneal the misorientations between the crystallites.
The turbostratic order obtained from primary carbonization is not significantly affected by
secondary carbonization.
Graphitization proceeds between 2300 K and 3000 K, transforming the disordered turbostratic
structure into a three-dimensional graphitic structure (rigorous [12] definition of graphitiza-
tion). The final graphitic order will be a consequence of the extent of the LMOs following
primary carbonization, which is linked [8] to the presence of cross-linking heteroatoms in the
initial feedstock.
4.2.2 Relation between previous thermodynamic models and graphitization
Due to the surface energy of the chosen representation of the turbostratic structure (Figure
4.1), the Gibbs energy of carbon in coke crystallites is expected to be more positive than the
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Gibbs energy of carbon in graphite. Thus, coke crystallites are less stable than graphite. Also,
structural anisotropy contributes dominantly to the total surface energy from the prismatic
surface rather than the basal surfaces (surface normal to the c direction in Fig 4.1b). Abra-
hamson [112] and Ouzilleau [56] presented, respectively, thermodynamic calculations for the
Gibbs energy of the basal and prismatic surfaces of coke crystallites. More specifically, Ou-
zilleau’s model calculated the enthalpy and the entropy contributions to the Gibbs prismatic
surface energy as given by Equations 4.1-4.3 :
ga−surface = ha−surface − T · sa−surface (4.1)
ha−surface = hcc − hgraphite (4.2)
sa−surface = scc − sgraphite (4.3)
In Equations 4.1-4.3, ga−surface is the surface Gibbs energy of a coke crystallite prismatic
surface (kJ mol−1 of carbon), ha−surface is the prismatic enthalpy contribution (kJ mol−1
of carbon), sa−surface is the prismatic entropy contribution (kJ K−1 mol−1 of carbon), hcc
(kJ mol−1 of carbon) and scc (kJ K−1 mol−1 of carbon) are respectively the relative enthalpy
and absolute entropy of one mole of carbon in a coke crystallite calculated from the model
of Ouzilleau [56]. hgraphite (kJ mol−1 of carbon) and sgraphite (kJ K−1 mol−1 of carbon) are
respectively the relative enthalpy and absolute entropy of graphite taken from a previous
work [116]. hcc and scc are dependent on the proportion of prismatic surface carbon atoms
over the total number of carbon atoms in a coke crystallite. For this reason, hcc and scc are
a function of the crystallite diameter La (Fig. 4.1b) [56].
A peculiar situation arises from the model of Ouzilleau [56] in the range of graphitization
temperatures. At ∼ 2600 K, the prismatic surface Gibbs energy of a coke crystallite in a
turbostratic order ga−surface is predicted to be null (ga−surface = 0). Fig. 4.2 presents the
result of these calculations. This result could be interpreted as a critical stability change for
prismatic surface defects in turbostratic carbon. This prediction is independent of crystallite
size La and thus is applicable to both nanometric and infinite-size coke crystallites. For this
reason, the prediction of null surface energy is not affected by the relative uncertainty when
associating measurements of La and crystallite diameters [40].
Coincidentally, in his work on the surface energy of graphite, Abrahamson [112] also predicted
a null value (gc−surface = 0) for the basal surface Gibbs energy of graphitic planar structures at
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∼ 2500 K. Combining these two predictions would suggest that the total Gibbs surface energy
of coke crystallites in the turbostratic order is null for a temperature located between 2500
and 2600 K (this predicted temperature will now be referred to as T gsurfacec ). Ouzilleau [56]
and Abrahamson [112] attempted to provide an interpretation for this prediction. However,
a realistic interpretation of this result with respect to the high temperature graphitization
process has not yet been found. Without a proper interpretation, it is not possible to correct
the thermodynamic models of Ouzilleau and Abrahamson for the average Gibbs energy of
turbostratic carbon in the graphitization temperature range (THT > 2300 K). The present
paper will aim to propose a valid interpretation.
Figure 4.2 Prismatic surface Gibbs energy of a coke crystallite (ga−surface) per gram of to-
tal carbon (surface and bulk atoms) calculated from the model of Ouzilleau for crystallite
diameters La.
4.2.3 A temperature threshold for "true" graphitization
Fair [10] was one of the first to report on a "particularly striking result" concerning the beha-
viour of graphitizable carbons following heat treatment. He derived, from his experimental
data, the rate of change of the mean interlayer spacing d002 with heat treatment temperature,
d(d002)/dTHT . Low rates of change were calculated below 2000 ◦C (2273 K), but these rates
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started to increase above 2000 ◦C (2273 K), reaching a maximal value at∼ 2350 ◦C(∼ 2600 K).
They then decreased at higher temperatures. Fair reported that this temperature of maximal
rate is found in most graphitizable carbons and that it is also found in other structure-related
physical properties affected by graphitization such as the electrical resistivity. Other expe-
rimental work [6, 7, 46, 71, 72, 117–123] is in agreement with Fair’s hypothesis concerning
the existence of an inflection temperature associated to a maximal value of d(d002)/dTHT
near 2500-2600 K when heat treating graphitizable carbons (using various heating rate and
isochronal holding time). As d002 is often referred [124] to as the most reliable source of infor-
mation on the evolution of graphitization, this common temperature for a maximal value of
d(d002)/dTHT during the irreversible structural transformation is significant. Fair thus asso-
ciated the maximal value of d(d002)/dTHT with the occurrence of some intrinsic modifications
in the carbon structure. The heat treatment temperature for the maximal rate of Fair will
be referred to as T thresholdc .
The extensive review of Oberlin [5] on carbonization and graphitization reported a behaviour
of d002 in agreement with the results of Fair. Graphitization proceeds above 2000 ◦C (2273 K)
with an initial abrupt decrease of d002 up to an inflection heat treatment temperature of
∼2200-2300 ◦C (∼2500-2600 K). Above this inflection temperature, the rate of change of d002
starts to decrease as d002 attains its final value. Oberlin associated this evolution of d002
with the development of the three-dimensional graphitic structure from the initial turbostra-
tic structure. Oberlin adds that the inflection temperature of 2500-2600 K is related to the
polygonization (sudden stiffness of the layers inside an LMO) of the graphitizable carbon
material [39]. This polygonization transforms [5] the prior turbostratic structure (Fig. 4.1c)
into a structure with no smooth curvature between the flat lamellae because of the removal of
cross-linking atoms. It is proposed that the polygonization temperature of Oberlin is related
directly to T thresholdc .
Clarification on the physical interpretation of T thresholdc comes from Dresselhaus [125–127],
who identified two distinct temperature ranges (above and below T thresholdc ) for the annea-
ling behaviour (i.e. graphitization) of ion-damaged graphite. Below 2300 ◦C (∼2600 K), heat
treatment yielded a turbostratic material, i.e., no true graphitic correlation for the stacking
of layers in a BSU. Above 2300 ◦C (∼2600 K), a graphitic structure is developed (formation
of true stacking order in the c-axis direction). Dresselhaus [125] adds that for T ≤ 2300 ◦C
(∼2600 K), annealing proceeds mostly by removal of interstitial atoms (atoms located between
graphenic layers). Additional work [71, 128, 129] on the graphitization of different carbon ma-
terials, studied by Raman spectroscopy, reinforced Dresselhaus’s claim of T thresholdc being the
onset temperature for true long-range graphitic order (also referred to as the development of
triperiodic ordering [40, 71, 128]).
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Other key work identified T thresholdc as a component/key parameter of graphitization [5, 59,
64, 65, 67, 130–132]. For example, from his review/work on the heat treatment of highly
oriented Kapton graphite films, Inagaki [130] reported that the stacking of carbon layers is
turbostratic below 2200 ◦C (∼2500 K) and partially graphitic above 2300 ◦C (∼2600 K). He
also reports [130] that a heat treatment above 2300 ◦C (∼2600 K) produces a large grain-like
texture, similar to polygonization [5], in the carbon film. The turbostratic/graphitic trans-
formation temperature in highly oriented carbon materials is in agreement with Franklin’s
work [8] on the graphitization of highly oriented anthracites. Additional evidence of T thresholdc
includes : (1) the disappearance of Moiré fringes above 2340 ◦C (∼2600 K) in thin carbon
films [59], (2) the significant change near 2200-2300 ◦C (∼2500-2600 K) in the elastic/plastic
behaviour of graphitizable carbons [5, 131], (3) the maximum in the mean diamagnetic sus-
ceptibility of graphitizable pyrolytic carbons heat treated at 2250 ◦C (∼ 2550 K) [132] and
(4) the change from negative magnetoresistance to positive magnetoresistance for various
graphitizable carbons [64, 65, 67] heat treated at T ≥ 2300 ◦C (∼2600 K). On the topic of
magnetoresistance, the change from negative to positive values has been interpreted [67, 117]
in the past as a crossover transition temperature from a dominant two-dimensional turbos-
tratic order to a true three-dimensional graphitic order.
4.2.4 Proposed convergence of evidence for graphitization critical temperatures,
T
gsurface
c and T thresholdc
It is suggested that T thresholdc for the onset of true graphitization is of the same origin as the
temperature T gsurfacec calculated by Ouzilleau [56] and Abrahamson [112] for a null global
surface energy in coke crystallites near 2500-2600 K. For this reason, both temperatures will
now be referred to as the critical temperature Tc :
Tc = T gsurfacec = T thresholdc (4.4)
The common link between T gsurfacec and T thresholdc lies in the behaviour of cross-linking in-
tercrystalline molecules between coke crystallites. As previously stated in Section 4.2.1, for
THT ≥ 2300 K, the intercrystalline material is assumed to be composed of ∼ 100 % carbon
and serves as grain boundaries for the independent coke crystallites. Below Tc, the intercrys-
talline carbon material is bonded to the prismatic surfaces of coke crystallites through the
formation of C-C bonds. This is a consequence of the prismatic surface Gibbs energy of coke
crystallites (C-C bonds are formed to lower the prismatic surface positive Gibbs energy).
Consequently, it is proposed that a positive surface Gibbs energy acts as a free energy "bar-
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rier" for the formation of free prismatic surfaces. For temperatures progressively approaching
Tc, the increasing contribution of the entropy term to the free energy weakens this barrier.
This causes the removal of those C-C bonds, resulting in the progressive dissipation of the
intercrystalline material by diffusion or other kinetic mechanisms. For THT = Tc, a null free
energy barrier is obtained which coincides with the ultimate removal of intercrystalline carbon
atoms. The removal of intercrystalline matter results in the progressive merging of coke crys-
tallites inside a given LMO. A long-range graphitic order can then develop for THT > Tc, as
presented in Fig. 4.3, by the removal of defects inside the LMO grain. Development of short-
range graphitic order may proceed as the intercrystalline material is removed (THT < Tc).
Above Tc, if the average LMOs are sufficiently large, long-range graphitic order can occur
by different mechanisms, which could be linked [5] to the self diffusion of defects. Therefore,
Tc is proposed as the critical temperature for the ultimate removal of the intercrystalline
material.
Graphitization (i.e. development of three dimensional ordering) is described [39] as a statisti-
cally homogeneous process. Thus, the irreversible transformation (turbostratic to graphitic)
is reasonably assumed in this work to be progressive with THT (similar to a second-order
process). The irreversible structural evolution begins with small changes with THT for a heat
treatment below Tc (THT ∼ 2273 K), reaching a maximal rate of change at THT = Tc. It sub-
sequently diminishes for THT above Tc. To demonstrate the proposed scenario, Section 4.3
will develop a second-order model for the irreversible graphitization process, incorporating
the thermodynamic temperature Tc as a fundamental critical parameter. This approach is
similar to the development of second-order models for reversible thermodynamic transitions,
but some caution must be considered when comparing the two concepts (Section 4.4). This
graphitization model will be applied to key structural properties (e.g. d002) to rigorously
validate the present work.
4.2.5 The case of non-graphitizable carbons
As non-graphitizable carbons are often considered to be composed of the same crystallites
[8] as graphitizable carbons but with strong mutual disorientation (other representations
[11]) are possible), Tc may also have an effect during heat treatment of non-graphitizable
carbons. A discontinuity in the structural evolution during heat treatment may occur near
Tc (2550±50 K) in both cases. However, the physical manifestation of Tc should be different in
the case of non-graphitizable carbons as they do not graphitize. However, an argument could
be made that the removal of intercrystalline matter (fundamental consequence of Tc) could
proceed in non-graphitizing carbons without the development of long-range graphitic order.
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Figure 4.3 Structural transformation occurring with graphitization heat treatment represen-
ted by the removal of the cross-linking intercrystalline material (white circles) between coke
crystallites (light gray) and subsequent onset of long-range graphitic order : a) Below Tc,
turbostratic structure ; b) Below Tc, turbostratic structure, progressive removal of intercrys-
talline matter c) Near Tc, critical region ; d) Above Tc, graphitic structure.
It is beyond the scope of the present work to provide an extensive review of non-graphitizable
carbons. However, two possible effects of Tc are briefly discussed here : two-phase (or three-
phase) graphitization and high temperature treatment of glassy carbons.
Early on, Franklin [8] reported the phenomena of two-phase or three-phase graphitization
occurring suddenly at 2000−3000 ◦C during the heat treatment of non-graphitizable carbons.
Two-phase or three-phase graphitization is defined [8, 133] as the sudden appearance, du-
ring heat treatment of a non-graphitizable carbon, of a minor amount of highly graphitized
(two-phase) carbon or of highly graphitized and semi-graphitized carbon (three-phase). A
key consideration [133] is that the total amount of graphitized and semi-graphitized carbon
remains constant up to 3000 ◦C. Oberlin [133] showed that this sudden phenomena occurred
specifically above 2200 ◦C (2473 K) and that it was most probably a consequence [133, 134]
of the breaking of lateral bonds between crystallites. In agreement with Oberlin, Honda [135]
also identified the onset of two-phase (or three-phase) graphitization in samples heat treated
between 2200 ◦C (2473 K) and 2400 ◦C (2673 K). Loebner [136] also studied two-phase gra-
phitization of a non-graphitizable carbon (e.g. phenol-benzaldehyde). From 1400 ◦C (1673 K)
to 2300 ◦C (2573 K), a relatively important amount of a "soft" phase (13 %) is progressively
formed in the carbon material. This "soft" phase begins to graphitize at about ∼2200 ◦C
(∼2500 K). Interestingly, Loebner also associates this critical temperature with a change in
electrical resistivity similar to the results presented in Section 4.3.3. Finally, in his assessment
of the heat treatment of non-graphitizable carbons, Emmerich [41] also identified a critical
temperature (∼ 2650 K) at which the fraction of non-organized carbon (considered here as
intercrystalline carbon) becomes small enough to allow significant growth of the crystallite
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diameter. Concerning the topic of multi-phase graphitization, it should be said that the non-
homogeneous chemical composition of the precursors could explain the experimental results
rather than some critical physical phenomena. However, Franklin [8] stated that multi-phase
graphitization did not appear to be caused by chemical heterogeneity due to its observation
in various types of non-graphitizable carbons (including the pure saccharose coke of Oberlin
[133]).
In their work on the "graphitization" of glassy carbon (a type of non-graphitizing carbon),
Saxena and Bragg [137] report a marked discontinuity in the evolution of the structure with
heat treatment temperature above 2300 ◦C (2573 K). Between 1500 ◦C (1773 K) and 2300 ◦C
(2573 K), the sample of Saxena exhibits a near-constant d002 of 0.344 nm. Above 2300 ◦C
(2573 K), d002 begins to slowly diminish with temperature and attain a final value of 0.34 nm
at 2700 ◦C (2973 K). In a subsequent study [138], Bragg further reported that, for an heat
treatment temperature greater than 2200 ◦C (2473 K), the electrical conductivity of a glassy
carbon changed from a quasi one-dimensional transport behaviour to a higher dimension
behaviour. Saxena associated this change above 2200 ◦C (2473 K) with a modification of the
structure in the sample detectable through the production of coherent lattice images. In
agreement with the work of Saxena, Fischbach [12] also identified a change in the evolution
of the structure of glassy carbon near Tc, although of a different nature. Between 1500 ◦C
(1773 K) and 2300 ◦C (2573 K), Fischbach reported a strong decrease in d002 from 0.350 nm
to 0.343 nm. Above 2300 ◦C (2573 K), the d002 diminishes with temperature to a final va-
lue of 0.341 nm at 3200 ◦C (3473 K). Fischbach [70] also identified a sudden increase in the
total diamagnetic susceptibility of glassy carbon for a heat treatment temperature above
2200 ◦C (2473 K). These experimental findings could be related to Tc. However, the topic
of non-graphitizable carbons will not be developed further as the present paper focuses on
graphitizable carbons.
4.3 Second-order structural transformation (SOST) model for graphitization
4.3.1 Description of the model and methodology
The present model is based on the division of a graphitization process into two tempera-
ture ranges, which provides an interpretation for the second-order structural transformation
(SOST) model. For this purpose, Ti is defined as the temperature onset of graphitization
(end of secondary carbonization). According to Oberlin [5] and Marsh [45], Ti should be in
the 2000-2300 K temperature range.
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a. THT from Ti to Tc(∼ 2550 K)
The material is assumed to contain negligible amounts of impurities following the secondary
carbonization process (pure carbon state). The structure is turbostratic (Fig. 4.3a). From Ti
to Tc, heat treatment will progressively remove cross-linking C-C bonds between coke crys-
tallites, thus causing the removal of intercrystalline matter. No long-range graphitic order is
able to develop due to the presence of cross-linking between crystallites. Once all intercrys-
talline material has been removed, the neighbouring crystallites are no longer independent.
b. THT from Tc (∼ 2550 K) to 3300 K
All significant cross-linking material has been removed from the surface of coke crystallites.
Near Tc, the structure is similar to that represented in Fig. 4.3c (critical region). The material
is now best described as a granular structure (surrounded by the boundaries of the initial
LMO). Further heat treatment will develop true long-range graphitic order (Fig. 4.3d). This
behaviour is assumed to proceed up to the very high temperature of 3300 K. Above 3300 K,
carbon volatilization may interfere with graphitization [5]. The effect of carbon volatilization
on graphitization is beyond the scope of the present paper.
This proposed mechanism for graphitization centered around a critical temperature Tc of
∼ 2550 K is inspired from a similar mechanism [139, 140] proposed by Gasparoux and Prost.
Based on their experiment on the magnetic susceptibility of a graphitized pyrocarbon, they
identified a critical temperature of 2300 ◦C (∼ 2600 K) which marked a change in graphitiza-
tion behaviour related to crystallite surface bonds. This previously proposed mechanism is
further developed and reinforced by the thermodynamic and experimental background presen-
ted in Section 4.2.2 including the works of Oberlin [5] and Dresselhaus [125]. To validate this
conceptualization of the graphitization process, a SOST model is developed for the simulta-
neous prediction of four recognized graphitization properties. To account for the "dual" nature
of graphitization, the SOST model will incorporate thermodynamic and process-dependent
parameters. Interpreted with care, the present model provides a compromise between mathe-
matical simplicity and physical description of Tc. The methodology is presented in this section
for the parameter P1 (strict [39] degree of graphitization obtained by the modulation of the
11 band) and d002. P1 represents [36] the probability of finding a pair of graphenic layers in
a crystallite having the graphite AB sequence and an interlayer spacing of 0.3354 nm. The
data of Maire [123] concerning the graphitization of polyvinyl chloride will serve as initial
validation of the method.
Eq. 4.5 gives the rate of change of P1 for a change in heat treatment temperature dTHT
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In Eq. 4.5, THT is the heat treatment temperature, Tc is the critical temperature defined in
Section 4.2.4 (∼ 2550 K) and β is the critical exponent for the second-order transformation.
It is important to note that THT is not a temperature in the sense of a thermodynamic
state variable. Indeed, THT describes the irreversible graphitization process. A value of −0.2
is selected for β, which is typical [141] of a Heisenberg-type critical transition (alike to the
present second-order transformation) with three degrees of freedom (graphitization is viewed
here as the appearance of three dimensional ordering in the carbon structure). θP1 is an
adjustable parameter which represents process-dependent contributions to graphitizability
(e.g. LMO extent). Another effect which θP1 could implicitly account for is the contribution
of longer holding times at THT (when comparing isochronal processes) to increase the final
extent of graphitization. However, the THT holding time [142] does not limit graphitizability
to the same level as the average extent of the LMOs (which remains the definitive [5] process-
dependent factor). Eq. 4.5 and other similar mathematical approaches (Equations 4.8, 4.11
and 4.12) are simplified phenomenological descriptions developed to demonstrate the singular
nature of Tc in many graphitization properties. Thus, they provide a limited description of
graphitization and should only be viewed as a proof of concept for Tc.
The value of θP1 is specific to each type of coke heat treated with a specific experimental
procedure. The key predictive aspect of θP1 is that similar graphitizable carbon materials heat
treated under comparable conditions should possess a similar (if not identical) value for their
θP1 parameters (similar reasoning for other properties e.g. d002). This claim will be validated
in Section 4.3.2 with extensive support from d002 data. The last parameter is γ, Eq. 4.6 :
γ = Tl
Th
= 0.8 ∼ 2300 K2900 K (4.6)
In Eq. 4.6, Tl is the temperature at which d(P1)/dTHT changes from quasi-linear to non-linear
behaviour (∼ 2300 K) and Th is the temperature at which the same rate of change returns to
quasi-linear behaviour (∼ 2900 K), as illustrated in Fig. 4.4. For all graphitizable and semi-
graphitizable carbon materials and for all studied properties, the parameters β and γ are
found to be universal critical parameters in our model. A semi-graphitizable carbon is defined
as a material where some degree of long-range graphitic order is obtained following heat
treatment. Tc is in the 2500-2600 K temperature range. Only the parameter θ is dependent
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on the type of carbonaceous matter, the heat treatment procedure and the nature of the
predicted graphitization property (e.g. P1, d002, ρ and α). Fig. 4.4 presents the calculation of
Eq. 4.5 between THT = Ti = 2050 K and THT = 3300 K, a broader graphitization temperature
range in which the parameter θP1 was selected to best reproduce the data of Maire [123].
Figure 4.4 Rate of change of the strict degree of graphitization P1 (Data from Maire [123])
with temperature T for the irreversible structural graphitization transformation calculated
by Eq. 4.5. Figures a) (turbostratic order), b) (critical region) and c) (true graphitic order)
provide an overview of the structural transition as previously presented in Fig. 4.3. Tl and
Th are the temperatures where d(P1)/dTHT changes from/to a quasi-linear behaviour. Arrow
represents the irreversible nature of the graphitization process which is a global restriction
of the SOST.
Integrating Eq. 4.5 between Ti (selected as 2050 K in Fig. 4.4) and 3300 K will allow the
calculation of P1 at any temperature between Ti and 3300 K. Eq. 4.7 calculates the area










In Eq. 4.7, P1(THT ) and P1(Ti) are respectively the values of the strict degree of graphitization
at given THT and Ti. P1(Ti) is selected, within experimental error, from experimental data
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near Ti. In this work, P1(Ti) is not viewed as a graphitization parameter, as it is a consequence
of structural changes occurring during primary and secondary carbonization. Results of the
model are compared to experimental data in Fig. 4.5. The parameters are given in Table 4.1.
With a similar second-order model, experimental average interlayer spacing measurements
(d002) may be reproduced. Eq. 4.8 serves as the basis for the calculations of the rate of
change of d002 with THT . Eq. 4.8 is based on the same parameters as Eq. 4.5 but it is
modified to account for the phenomenological difference between d002 ("decreases" with THT )
and P1 ("increase" with THT ). Comparing Equations 4.5 and 4.8, the numerical values of the
θ parameters (presented in Tables 4.1 and 4.2) are of opposite sign as P1 is "increasing" with
THT while d002 is "decreasing" with THT . The value of the γ parameter in Eq. 4.5 is changed
to γ−1 in Eq. 4.8 as the change from/to quasi-linearity occurs with an "opposite" behaviour
when comparing P1 ("exponential increase" at THT = Tl) and d002 ("exponential decrease" at
THT = Tl). This reasoning also applies for the modelling of the effect of THT on the electrical
resistivity (Eq. 4.11 in Section 4.3.3) and thermal diffusivity (Eq. 4.12 in Section 4.3.4) of












In Eq. 4.8, the parameters β, Tc and γ are identical to those in Eq. 4.5 because they are
assumed to be universal parameters in our model. θd002 serves the same purpose as θP1 in
Eq. 4.5 but for the average interlayer spacing. d002,graphite is the reported [46] value in a
graphite structure (d002,graphite = 0.3354 nm). Comparison between the model results and
the experimental data of Maire is also shown in Fig. 4.5 together with the results for P1.
Parameters associated to the results are given in Table 4.2.
From Fig. 4.5, it can be reasonably stated that both P1 and d002 are well represented by the
present model. However, more data are required to prove the validity for a greater variety of
graphitizable carbon materials. For this reason, Section 4.3.2 will extend this d002 analysis to
45 graphitizable carbons (for a total of 243 d002 experimental points) from reported literature
data.
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Figure 4.5 Comparison between the experimental measurements of Maire [123], the strict P1
and the d002 calculated with Equations 4.5 and 4.8. Parameters and references for P1 and
d002 are presented in Tables 4.1 and 4.2.
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Table 4.1 Parameters for the calculation of P1 with the SOST model (Eq. 4.5) ; β and
γ are universal parameters with respective values −0.2 and 0.8 ; θP1 is adjusted in the
model to account for process-dependent contributions to graphitization ; Ti is the lower
temperature limit in integrating Eq. 4.5.
Exp. data Sample θP1 Tc Ti P1(Ti) absolute error [ref]
(K) (K)
Maire,1967(B) Polyvinyl chloride 6.4× 10−4 2550 2050 0.049 0.012 [123]
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Table 4.2 Parameters for the calculation of d002 with the SOST model (Eq. 4.8) ; β and γ are universal parameters with respective
values −0.2 and 0.8 ; θd002 is adjusted in the model to account for process-dependent contributions to graphitization. Ti is the
lower temperature limit in integrating Eq. 4.8.
Exp. data Sample θd002 Tc Ti d002(Ti) absolute error [ref]
(K) (K) (nm) (nm)
Maire,1967(B) Polyvinyl chloride −3.5× 10−5 2550 2050 0.3423 2.5× 10−4 [123]
Monthioux,1982(A) Asphalt R-15 769 −1.13× 10−5 2550 2100 0.3449 0.6× 10−4 [6]
Monthioux,1982(B) Asphalt Athabasca 1 −1.45× 10−5 2550 2100 0.3438 0.8× 10−4 [6]
Monthioux,1982(C) Asphalt Emeraude −2.7× 10−5 2550 2100 0.3434 2.1× 10−4 [6]
Monthioux,1982(D) Asphalt Batiraman −3.05× 10−5 2550 2100 0.3431 0.8× 10−4 [6]
Monthioux,1982(E) Asphalt Mandgi −3.15× 10−5 2550 2100 0.3428 0.7× 10−4 [6]
Monthioux,1982(F) Asphalt Athabasca 2 −3.25× 10−5 2550 2100 0.3420 2.3× 10−4 [6]
Kim,2000 Mesocarbon microbeads −4.05× 10−5 2550 2273 0.3433 1.0× 10−4 [143]
Oberlin,2006(A) Coke La Mure −4.05× 10−5 2550 2273 0.3430 1.3× 10−4 [39]
Jimenez,1993 Petroleum coke −4.05× 10−5 2550 2273 0.3426 0.9× 10−4 [7]
Fair,1961 Coke and tar pitch −4.05× 10−5 2550 2273 0.3425 2.2× 10−4 [10]
Hamada,1990 Carbon fibers −4.05× 10−5 2550 2273 0.3422 2.0× 10−4 [119]
Heintz,1978 Petroleum coke −4.05× 10−5 2550 2273 0.3421 1.2× 10−4 [144]
Goma,1978 Pyrocarbon −4.6× 10−5 2550 2273 0.3433 2.3× 10−4 [122]
Vazquez-S.,2012(A) T15-PBO carbon −4.2× 10−5 2550 2273 0.3433 1.8× 10−4 [71]
Vazquez-S.,2012(B) T51-PBO carbon −4.2× 10−5 2550 2273 0.3430 0.8× 10−4 [71]
Vazquez-S.,2012(C) T-PBO carbon −4.05× 10−5 2600 2273 0.3425 3.3× 10−4 [40]
Rannou,1994 Pyrocarbon −4.9× 10−5 2550 2100 0.3432 3.5× 10−4 [117]
Suarez-Ruiz,2007(A) ATOC anthracite −4.95× 10−5 2500 2273 0.3469 3.6× 10−4 [145]
Suarez-Ruiz,2007(B) AFC anthracite −1.8× 10−5 2550 2273 0.3397 2.1× 10−4 [145]
Gonzales,2003 Anthracites (< 45 µm) −1.8× 10−5 2500 2273 0.3395 2.6× 10−4 [146]
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Exp. data Sample θd002 Tc Ti d002(Ti) absolute error [ref]
(K) (K) (nm) (nm)
Franklin,1951 Polyvinyl chloride −4.05× 10−5 2500 2273 0.3419 2.5× 10−4 [46]
Oberlin,1984 Coal and tar pitch −4.2× 10−5 2500 2273 0.3426 3.3× 10−4 [9]
Okada,2012(A) Needle pitch coke −4.35× 10−5 2550 2273 0.3427 1.9× 10−4 [147]
Okada,2012(B) Isotropic baked graphite −3.7× 10−5 2600 2273 0.3428 0.7× 10−4 [147]
Okada,2012(C) Petroleum coke −4.05× 10−5 2550 2273 0.3428 1.1× 10−4 [147]
Okada,2012(D) Pitch coke −4.05× 10−5 2550 2273 0.3427 1.0× 10−4 [147]
Saadaoui,1993 Pyrocarbon −4.6× 10−5 2550 2273 0.3422 0.8× 10−4 [118]
Iwashita,1993 Pitch coke −3.7× 10−5 2550 2273 0.3425 2.2× 10−4 [121]
Hishiyama,1979 Coke B −4.4× 10−5 2550 2273 0.3425 2.3× 10−4 [148]
Akezuma,1987 Coal tar-pitch −4.05× 10−5 2550 2273 0.3428 1.1× 10−4 [149]
Fujimoto,2010 Mesocarbon microbeads −4.05× 10−5 2550 2000 0.3432 1.0× 10−4 [150]
Akamatu,1956(A) Petroleum coke −2.1× 10−5 2550 2273 0.3387 2.9× 10−4 [151]
Akamatu,1956(B) Polyvinyl chloride −3.6× 10−5 2550 2273 0.3428 1.2× 10−4 [151]
Brandtzaeg,1985(A) Petroleum coke (PE-1) −3.1× 10−5 2550 2273 0.3425 0.7× 10−4 [33]
Brandtzaeg,1985(B) Petroleum coke (PE-2) −4.05× 10−5 2600 2273 0.3424 2.6× 10−4 [33]
Brandtzaeg,1985(C) Petroleum coke (PE-3) −4.05× 10−5 2600 2273 0.3426 2.3× 10−4 [33]
Brandtzaeg,1985(D) Pitch coke (PI) −2.3× 10−5 2600 2273 0.3416 1.9× 10−4 [33]
Brandtzaeg,1985(E) Anthracite (AN) −2.3× 10−5 2550 2273 0.3400 1.9× 10−4 [33]
Fitzer,1974 Gilsonite coke −4.5× 10−5 2600 2273 0.3442 2.1× 10−4 [142]
Endo,2003 Carbon nanofibers −2.8× 10−5 2600 2350 0.3423 2.5× 10−4 [120]
Inagaki,2000 Carbon fiber −4.05× 10−5 2500 2273 0.3418 1.9× 10−4 [72]
Bernard,2010 Anthracene coke −4.2× 10−5 2500 2273 0.3420 0.8× 10−4 [128]
Okada,1961 Petroleum coke and pitch −4.05× 10−5 2600 2373 0.3422 5.5× 10−4 [152]
Hishiyama,1997 Polyimide film Kapton −4.15× 10−5 2500 2273 0.3415 3.1× 10−4 [65]
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4.3.2 Validation by a comparative analysis of experimental interlayer spacings
(d002)
The following analysis will cover different types of graphitizable carbon materials for an
extensive validation of Eq. 4.8. The procedure presented in Section 4.3.1 is developed for
each set of d002 data by integrating Eq. 4.8 between Ti and 3300 K. d002 is selected here
because of its relative precision [12] (compared to other graphitization properties) and of
its availability for a larger number of graphitizable and semi-graphitizable carbons. Fig. 4.6
presents the results of Monthioux et al. [6] on the heat treatment of carbons of varying
graphitizability. The parameters of Eq. 4.8 required for the computation of the calculated
lines are given in Table 4.2. The data in Fig. 4.6 and the associated values of θd002 demonstrate
the ability of the SOST model to capture the weak, strong and intermediate graphitization
susceptibilities of the studied samples (asphalts). The present model is thus in agreement
with the conclusion of Monthioux [6] which states that carbon materials are not classified
as fully graphitizable or fully non-graphitizable, but are rather distributed on a continuous
spectrum.
Figure 4.6 Comparison between the experimental measurements of Monthioux et al. [6] and
the d002 calculated with Eq. 4.8 (Parameters and references are presented in Table 4.2).
In Figures 4.7 and 4.8, the predictive nature of the model, as defined in Section 4.3.1, is
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assessed. The data presented cover a wide range of carbon materials similar in their develop-
ment of the graphitic order. The model should thus be able to calculate the d002 with similar
(if not identical) values for θd002 in Eq. 4.8. In Fig. 4.7, the reproduction of the experimental
data was achieved with a singular θd002 value of −4.05× 10−4 for the six samples. In Fig.
4.8, the selected values of θd002 are found to be near −4.6× 10−4 Considering the strong
agreement presented in Figures 4.7 and 4.8, the predictive capacity of the SOST model ap-
pears reasonable. As the θd002 parameter is numerically adjusted to account for the variable
graphitizability of a given carbon, it may be possible to predict its value for a given type
of graphitizable carbons based on the global structure developed following primary carboni-
zation (i.e. extent of the LMOs). To further explore this idea, we define the magnitude of
graphitization (MOG) with Eq. 4.9 and compare each value of MOG to θd002 in Fig. 4.9 for
the carbon samples listed in Table 4.2.
MOG = d002,exp(THT = Tl)− d002,exp(THT = Th) (4.9)
In Eq. 4.9, d002,exp(THT = Tl) and d002,exp(THT = Th) are respectively the reported experimen-
tal measurement of d002 at THT = Tl(∼ 2300 K) and THT = Th(∼ 2900 K) (values are directly
taken from experimental data). From Fig. 4.9, θd002 is reasonably (R2 = 0.95) found to be pro-
portional to MOG. The susceptibility to graphitization of a carbon material (approximated
here by calculating MOG) is thus proportional to θd002 . According to Oberlin [5], the deter-
mining factor for high graphitizability (MOG) is the presence of large LMOs in the material.
As MOG is proportionally dependent in both models (Oberlin LMOs and the present model
θd002), it appears reasonable to claim that θd002 should be proportional to the average extent
of the LMOs. If such a relationship could be developed, the predictive capacity of the model
would be greatly enhanced. Also, the proportionality between the extent of the LMOs and
θd002 could describe the relative proportion of LMO boundaries ("non-annealable" defects)
relative to intercrystalline cross-linking material as this proportion is also a consequence of
the average extent of the LMOs.
In Figures 4.5-4.8, the analysis of 17 samples was presented. As stated, the d002 validation
procedure was applied to 45 graphitizable and semi-graphitizable carbons. Fig. 4.10 presents
an overview of the complete experimental and predicted d002 data. To account for possible
experimental variability and other minor effects, a range of discrete values for Tc was conside-
red (2450, 2500, 2550, 2600, 2650 K). This approach could account for the experimental error
of up to 40 K reported by Fair [10] in his temperature measurement for example. It could
also account for the possible contribution of fine effects on the surface energy of the crys-
tallites, such as the presence of trace impurities near Tc (e.g. nitrogen release above 2500 K
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Figure 4.7 Comparison between the experimental and calculated model values of d002 for
similar graphitizable carbons with Eq. 4.8 (Parameters and references are presented in Table
4.2).
for a graphitizable polyimide Kapton film [153]) or the presence of defects. In fact, any de-
viations between the ideal turbostratic model and the real carbon material could affect the
surface energy of crystallites (and the value of Tc). For example, it was proposed [11] that
fullerene-like microstructures could be present to some extent in some non-graphitizable car-
bons following heat treatment between 2100 and 2600 ◦C. All these effects explain why Tc is
expected to be statistically located in the 2500-2600 K temperature range. This conclusion
is consistent with the literature review presented in Section 4.2.3 on the many experimental
manifestations of Tc around 2500-2600 K.
The model accounts for more than 95 % of the variance in the data in Fig. 4.10. To further
evaluate [154] the accuracy of the prediction, the Nash-Sutcliffe [155] model efficiency (NS)
coefficient is computed. A value of 1 for the NS coefficient is associated with an ideal match
between the experimental data and the model calculations. The NS coefficient can range from
−∞ (no match) to 1 (ideal match). For the data in Fig. 4.10, the NS coefficient was found to
be 0.99. The standard error of the estimate in Fig. 4.10 is 3.0× 10−4 nm. Franklin [46] reports
an experimental error of up to 5× 10−4 nm when measuring d002. Saxena [137] also reports
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Figure 4.8 Comparison between the experimental and model values of d002 for highly graphi-
tizable carbons calculated with Eq. 4.8 (Parameters and references are presented in Table
4.2).
an error of 5× 10−4 nm for his d002 measurements. Bayot [67] reports an error of 4× 10−4 nm
for d002 measurements made above 2273 K. A Bland-Altman [156] analysis is presented in
Fig. 4.11 to further evaluate the magnitude of the error. No statistically significant fixed bias
is detected from the Bland-Altman analysis. For a 95 % confidence interval (CI), the lower
and upper limits of agreement for the error of the model are respectively −5.7× 10−4 nm
and 6.1× 10−4 nm. Theses limits are fairly similar to the experimental error of ±5× 10−4 nm




In Eq. 4.10, N∆ is the total number of predicted data points where the error lies within an
expected experimental error and Ntot is the total number of data points. In the present work,
the expected experimental error is taken as ±5× 10−4 nm. A DOJ of 92 % is calculated.
This means that, for more than 90 % of the data, the predictive error of the model could be
entirely within the expected experimental error.
93
Figure 4.9 Comparison between the experimental values of MOG and the θd002 parameter of
the SOST model (Data is taken from the experimental works reported in Table 4.2).
A good agreement is thus found between the SOST model and the experimental data for the
d002 of semi-graphitizable and graphitizable carbons. Detailed parameters for the production
of the data in Figures 4.10 and 4.11 are given in Table 4.2. Concerning Tc, the frequency
of each discrete value approximately follows a Gaussian distribution (R2 > 0.99). The mean
value for Tc in this distribution is 2550 K and the standard deviation is 30 K (30 samples
with Tc = 2550 K, 7 samples with Tc = 2500 K, 8 samples with Tc = 2600 K and 0 samples
with Tc = 2650 K or Tc = 2450 K). If the parameter Tc were to be fixed at 2550 K, the NS
coefficient and the DOJ would then be respectively evaluated at 0.97 and 87 %. We may
conclude that the value of Tc is 2550± 50 K.
4.3.3 Application to electrical resistivity
The SOST model can be applied to other properties which are affected by graphitization, in a
manner similar to the average interlayer spacing d002. The electrical and thermal properties of
graphitizable carbons are expected [5] to be such examples. Eq. 4.11 calculates the electrical
resistivity ρ :
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Figure 4.10 Comparison between the experimental and the SOST model data for d002 in 45
graphitizable carbons (243 total d002 measurements) calculated with Eq. 4.8 (Parameters and
references are given in Table 4.2). Error bars are the standard error of the estimate (σestimate =
3.0× 10−4 nm). Typical experimental error from [46, 67, 137]. d002,graphite = 0.3354 nm [46].












In Eq. 4.11, ρ is the electrical resistivity (in Ω cm), ρHOPG is the electrical resistivity of
a highly oriented pyrolytic graphite (HOPG) taken from previous work [157] (ρHOPG =
4× 10−5 Ω cm), THT is the heat treatment temperature, Tc is the most probable value for
the critical temperature identified in Section 4.3.2 (Tc=2550 K), β is the critical exponent
which is the same as in Equations 4.5 and 4.8 (β = −0.2), γ is the quasi-linear constant
as previously defined in Equations 4.5 and 4.8 (γ = 0.8) and θρ accounts for the process-
dependent contributions to the improvement of ρ through graphitization. Fig. 4.12 presents
the application of Eq. 4.11 for the reproduction of electrical resistivity measurements made
at room temperature, for a total of four different graphitizable carbons. The parameters
associated with the data of Fig. 4.12 are given in Table 4.3.
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Figure 4.11 Bland-Altman analysis for the error of the SOST model for the prediction of d002
in 45 graphitizable carbons (Fig. 4.10). Confidence interval (CI) for the mean error (∼ 0.0005)
with a 95 % confidence interval are given (dashed lines).
Table 4.3 Parameters for the calculation of ρ with the SOST model (Eq. 4.11) ; β and γ
are universal parameters with respective values −0.2 and 0.8 ; θρ is adjusted in the model to
account for process-dependent contributions to graphitization ; Tc has the most probable value
(Tc =2550 K) as stated in Section 4.3.2. Ti is the lower temperature limit when integrating
Eq. 4.11.
Exp. data Sample θρ Ti ρ(Ti) absolute error [ref]
(K) Ω cm Ω cm
Honda,1964 Petroleum coke and pitch -0.15 2273 4.8× 10−3 1.1× 10−4 [158]
Fair,1961 Coke and tar pitch -0.15 2273 3.6× 10−3 1.0× 10−4 [10]
Mrozowski,1952 Petroleum coke -0.135 2273 3.1× 10−3 0.6× 10−4 [105]
Chieu,1982 Carbon fibers -0.0225 2273 4.7× 10−4 0.09× 10−4 [157]
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Figure 4.12 Comparison between the experimental and model values of ρ (measurements at
room temperature) for graphitizable carbons calculated with Eq. 4.11 (Parameters and refe-
rences are presented in Table 4.3). Resistivity of highly oriented pyrolytic graphite (HOPG)
taken from [157].
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4.3.4 Application to thermal diffusivity
As stated in section 4.3.3, the SOST model can be applied to thermal properties. Eq. 4.12








In Eq. 4.12, α is the thermal diffusivity (in cm2 s−1), THT is the heat treatment temperature,
Tc is the most probable value for the critical temperature (Tc=2550 K), β is the critical ex-
ponent which is the same as in Equations 4.5, 4.8 and 4.11 (β = −0.2), γ is the quasi-linear
constant as previously defined in Equations 4.5, 4.8 and 4.11 (γ = 0.8) and θα accounts for
process-dependent contributions. Fig. 4.13 presents the results of Eq. 4.12 for the thermal dif-
fusivity (measurements at room temperature) of two graphitizable carbons. The parameters
associated with the data of Fig. 4.13 are given in Table 4.4.
Table 4.4 Parameters for the calculation of α with the SOST model (Eq. 4.12) ; β and γ are
universal parameters with respective values −0.2 and 0.8 ; θα is adjusted in the model to
account for process-dependent contributions to graphitization ; Tc is the most probable value
(Tc =2550 K) as stated in Section 4.3.2. Ti is the lower temperature limit when integrating
Eq. 4.12.
Exp. data Sample θα Ti α(Ti) absolute error [ref]
(K) cm2 s−1 cm2 s−1
Sato,1981(A) Coal coke 5.5× 10−4 2100 1.9× 10−1 1.8× 10−2 [159]
Sato,1981(B) Coal coke and tar pitch 5.5× 10−4 2100 1.6× 10−1 1.2× 10−2 [159]
4.4 Physical interpretation of the SOST
The present work provided some evidence for treating the change of key structural and physi-
cal properties of graphitizable carbons (P1, d002, ρ and α) with THT as a critical second-order
structural transformation (SOST). Important to note, the SOST is an irreversible process.
However, as in other irreversible structural transformations (shock-wave induced transforma-
tion [30] or "martensitic" transformation [31]), the SOST can be thermodynamically treated
(i.e. described by thermodynamic potentials) under some restrictions. In general, irrever-
sible second-order transformations share some similarity to reversible second-order transi-
tions (RSOT) such as the order-disorder transition [26, 27], the magnetic transition [28] and
the critical behaviour with increasing porosity of the thermal conductivity [29] of sintered
metallic alloys. The key feature of a RSOT is the presence of a critical region where a gi-
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Figure 4.13 Comparison between the experimental and model values for the thermal diffusi-
vity (α) for some graphitizable carbons calculated with Eq. 4.12 (Parameters and references
are presented in Table 4.4).
ven property of a material suddenly changes in a non-linear way over a range of a given
independent variable. In the case of the graphitization process, the change with THT (the
independent variable) of d002 (property) in the critical region near Tc is a good example. The
irreversible nature of the graphitization process compared to RSOTs is due to the metas-
tability of the turbostratic order relative to perfect graphite. From a physical perspective,
a RSOT is usually defined as the spontaneous break in the long-range symmetry of a ma-
terial over a given critical region. The symmetry-breaking mechanism in the RSOT is of a
progressive nature (presence of a critical region).
Treating graphitization with an approach similar to a RSOT requires caution. The physical
interpretation of the SOST in graphitizable carbons is as follows :
— The "symmetry-breaking" (onset of triperiodic order from two-dimensional order) in-
duced by temperature is best described by the ultimate removal of cross-linking inter-
crystalline matter between coke crystallites at THT = Tc.
— Below Tc, an individual crystallite is "surrounded" by intercrystalline matter. At THT =
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Tc, the same crystallite is "surrounded" by other crystallites (the probability of finding
a crystallite surrounded by intercrystalline matter is negligible). Polygonization thus
occurs at THT = Tc.
— The removal of intercrystalline matter explains the divergence near THT = Tc in the
evolution of d002 and other structural properties.
— Similarly to the conclusion of Dresselhaus [125, 127], we consider here that true long-
range graphitic order develops above Tc in graphitizable carbons.
It is important to note that graphitization (defined here as the development of graphitic
order) occurs over the entire critical region (short-range below Tc and long-range above Tc).
Also, since the second-order transformations in P1, d002, ρ and α are described with the same
critical parameters (Tc, β and γ), it reinforces the claim that the critical behaviour originates
from the same physical phenomenon : the significant removal of cross-linking intercrystalline
matter up to Tc and the subsequent re-orientation of the graphenic layers. This removal of
intercrystalline matter is proposed to be a consequence of the thermodynamic null surface
energy for turbostratic coke crystallites predicted at THT = Tc. The null surface energy
causes the breaking of C-C bonds at the prismatic surface of those crystallites which promote
the removal of the intercrystalline matter. It should be finally noted that the second-order
transformation is experimentally measured only if significant structural changes (MOG >
0) are occurring during heat treatment. For this reason, carbon materials will not exhibit
[160] the signature of the SOST in their experimental thermodynamic properties (e.g. heat
capacity) if no structural changes are experimentally observed during high temperature heat
treatment. Both the thermodynamic models of Ouzilleau [56] and Abrahamson [112] predicted
Tc (within a reasonable error) prior to the elaboration of the SOST model. Extension of these
models to include new contributions to graphitization, such as the effect of internal stresses
[114] or of average crystallite orientation [8] (see also extent of the LMOs [111]) could improve
the predictive capacity of combined thermodynamic/structural models for graphitization.
As stated above, caution is required when interpreting the irreversible graphitization process
with the SOST model. Some key limitations are :
— The SOST model (Equations 4.5, 4.8, 4.11 and 4.12) is a semi-empirical quantitative
approach to describe the critical behaviour, near Tc, of the graphitization process. The
model is restricted to the irreversible transformation during the process of increasing
THT (see Figure 4.4).
— Equations 4.5, 4.8, 4.11 and 4.12 describe the structural evolution of graphitizable
carbons for a limited temperature range (∼ 2000 K < THT <∼ 3300 K).
— The SOST model provides a phenomenological description of graphitization through
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the application of critical parameters (e.g. Tc). However, it does not account of the
molecular mechanisms involved during graphitization.
4.5 Conclusion
The present work provides a new physical interpretation for the graphitization process by
proposing the existence of a critical temperature (Tc) near 2550 K for the effect of heat treat-
ment on the turbostratic structure, based on the thermodynamic models of Abrahamson [112]
and Ouzilleau [56]. A model incorporating various experimental results and reported observa-
tions was derived from this idea. Tc is associated with the spontaneous breaking of C-C bonds
at the prismatic surface of coke crystallites during heat treatment. This breaking of bonds
causes progressive removal of the cross-linking intercrystalline matter and the subsequent
polygonization of the carbon structure at THT = Tc. A consequence of polygonization in gra-
phitizable carbons is the onset of long-range graphitic ordering for THT > Tc. For validation
purposes, a calculation model was applied to known graphitization properties (P1, d002, ρ and
α) in 51 graphitizable and semi-graphitizable carbons. The SOST model is based on three
critical parameters (Tc, β and γ) identical in all modelled properties and carbon materials.
One parameter specific to each calculated property and each carbon sample (θP1 , θd002 , θρ and
θα) completes the model. The parameter θ is associated to process-dependent contributions
to graphitization (e.g. extent of the LMOs at the semicoke stage). The predictive capacity
was evaluated by comparing selected values of θd002 . It was found that, for similar carbons,
identical (or near identical) values of θd002 could accurately predict the evolution of d002 with
temperature. Additional work will improve the predictive capacity by further elaborating
the process-dependent contributions at the basis of the θd002 parameter. The main finding
of this work is the possible existence of a critical parameter Tc which may be an important
component for the understanding of the general graphitization process of turbostratic carbon
structures.
Calculations of d002 data for 45 different graphitizable carbons heat treated under various
conditions were presented. For these calculations, a near-ideal Nash-Sutcliffe coefficient of 0.99
was computed and a Bland-Altman analysis showed that more than 90 % of the error of the
model could be accounted for solely by the expected experimental uncertainty. Similar results
were obtained for ρ and α. The cross-validation methodology and the excellent accuracy
reinforce the present approach for graphitization. However, the SOST model is not a complete
description of the graphitization mechanism. It should be restricted to the validation of Tc
in graphitization processes.
Review of the literature highlighted the possibility of a critical graphitization behaviour
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near Tc on other structure-related properties than d002, P1, ρ and α. The annealing of ion-
damaged graphite, Raman spectroscopy, study of Moiré fringes, elastic/plastic behaviour,
diamagnetic susceptibility and magnetoresistance all appear to be experimentally related to
a critical change near THT = Tc. Hence, studying the thermodynamics of cokes and other
graphitizable carbons could provide a better understanding of these phenomena.
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Abstract : The present paper develops a thermodynamic model for the calculation of the
Gibbs energy of graphitizable carbons near the graphitization temperature threshold of
2550 K. The graphitization threshold is the minimal heat treatment temperature for the
establishment of true graphitic ordering in a graphitizable carbon. The present model repre-
sents the structure of graphitizable carbons with a simplified cluster approach. In the model,
two distinct clusters share the totality of the carbon atoms in the material : Oberlin’s Local
Molecular Orientation clusters (LMOs) and mesoscale grain boundary clusters (mGBs). The
ability of a carbon material to graphitize is proportional to the size of the LMOs (larger
LMOs = more graphitizable). Strongly graphitizing carbons have a large average size for
their LMOs. Thus, for these carbons, the fraction of carbon atoms in mGBs can be neglected
relative to the one in LMOs. In a LMO, two phases are present in pseudo-thermodynamic
equilibrium : the intercrystalline matter phase (IMP) and the coke crystallite phase (CCP). If
the average crystallite diameter (La) of the CCP is sufficiently large, the model assumes that
the number of carbon atoms in the IMP relative to the CCP is negligible. The paper presents
an additive scheme to calculate the Gibbs energy of carbon atoms in a graphitizable carbon
based on the present cluster description. The current Gibbs energy model accounts for the
contribution of intercrystalline matter removal by the irreversible densification of LMOs up
to the graphitization temperature threshold of 2550 K.
5.1 Introduction
A thermodynamic model was previously proposed by Ouzilleau[56] et al. for the Gibbs energy
of idealized non-graphitic coke crystallites. A coke crystallite is a graphenic entity consisting
of a stack of defect-free graphene-like layers. The geometry and mass balance equations of a
coke crystallite are functions dependent on the crystallite diameter La and stacking height
Lc. Prediction of the thermal dehydrogenation[56] and thermal desulfurization[60] behaviours
of graphitizable carbons as a function of temperature (T ) and La validated the coke crys-
tallite model. However, at high temperatures (T > (∼ 2600 K)), the coke crystallite model
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was found to be in disagreement with the irreversible thermal graphitization process. The
model predicted[56, 161] a zero prismatic surface energy at a critical temperature (TOuzc ) of
∼ 2600 K and a negative prismatic surface (surface perpendicular to the a direction of the
crystallite) energy above TOuzc . Abrahamson[112] obtained similar predictions for the basal
surface (surface perpendicular to the c direction) energy (TAbrac ∼ 2500 K). The small tem-
perature difference (∼ 4 %) between both independent predictions suggest that both critical
temperatures are a consequence of the same phenomena (TAbrac = TOuzc = Tc ∼ 2550 K).
The prediction of a negative surface energy is not reconcilable[56, 161] with the irreversible
graphitization process[9, 12] (heat treatment temperature THT > Tc). This prediction (ne-
gative surface energy) could imply the spontaneous creation of surfaces for carbon materials
heat treated at THT > Tc instead of the development of graphitic order (high-temperature
graphitic ordering induces crystallite growth[36], a process which reduces the surface/volume
ratio). Thus, the primitive coke crystallite thermodynamic model required a correction for
the high-temperature behaviour[56].
To fulfil this goal, the Second-Order Structural Transformation (SOST) model[161], was de-
veloped with the aim to reconcile the graphitization process with the prediction of a zero
surface energy prediction at T = Tc (assuming T = THT ). The SOST model supposed that
graphitizable carbons are solely composed of Local Molecular Orientation clusters[5]. In a
LMO, two distinct phases share the population of carbon atoms : the coke crystallite phase
(CCP) and the intercrystalline matter phase (IMP). One fundamental characteristic of the
LMO is that coke crystallites are mutually well oriented[5] one relative to the other. Ano-
ther feature is that the density of the IMP (defined as the mass of intercrystalline carbon
divided by the total volume between crystallites in a LMO) is assumed to be negligible[161].
The SOST model proposed to divide the graphitization of LMOs (and thus graphitizable
carbons) into two high-temperature regions separated by a graphitization temperature thre-
shold (Tc). Below Tc, graphitization proceeds with the merging and flattening of independent
coke crystallites within a given Local Molecular Orientation cluster (LMO). This process
proceeds through the removal of the intercrystalline matter by densification. Densification
completes at T = Tc. Above Tc, graphitization is assumed to proceed through the thermal
annealing of the remaining intra-LMO defects. Experimental evidence of Tc was previously
presented [161]. Some key examples include the findings of Fair[10], who calculated from
experimental data a maximal value for rate of change of the average interlayer spacing (d002)
with THT of graphitizable carbons near Tc, of Oberlin[39], who reported the occurrence of
polygonization (sudden stiffness of the graphenic layers inside an LMO) near Tc and El-
man, Dresselhaus et al.[127], who identified two distinct thermal annealing behaviours of
ion-damaged graphites below and above Tc. The SOST model was validated[161] through the
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successful reproduction of the dependence of the average interlayer spacing (d002), the electri-
cal resistivity (ρ) and the thermal diffusivity (α) as a function of heat treatment temperature
(THT ). A statistical analysis[161] based on the study of 51 graphitizable carbons identified
that Tc = 2550 K ± 50 K. With the SOST model, the prediction of a zero surface energy at
T = Tc is no longer in disagreement with the high-temperature graphitization process. If we
suppose that there exists some temperature T 0i threshold for the onset of crystallite merging
and flattening, graphitization is represented as follows :
— If T < T 0i, a substantial difference of density exists between the CCP and the IMP
in the LMO. It is possible to simplify the surface energy of the coke crystallites with
a free surface assumption[161]. Coke crystallites are independent one from another.
— If T 0i < T < Tc, the density difference between the CCP and the IMP progressively
diminishes with increasing T . The surface energy of the coke crystallites relative to
the free surface assumption also gradually decreases. Coke crystallites progressively
lose their relative independence.
— If T ∼ Tc, the density difference between the CCP and the IMP is zero. The sur-
face energy of the coke crystallites is also zero. Coke crystallites are 100 % mutually
dependent.
— If T > Tc, the surface energy of the coke crystallites is zero as the coke crystallites
remain 100 % mutually dependent (i.e. uniform density in the LMO). The IMP and
CCP have fully merged as a single entity.
The present paper aims to develop a new thermodynamic model for the Gibbs energy of
graphitizable carbons below and above Tc (∼ 2550 K) based on a combination of the pre-
vious coke crystallite thermodynamic model[56] and the SOST graphitization model[161].
The paper is organized as follows. Section 5.2 will define how the present work simplifies the
structure of graphitizable carbons at the semicoke stage[161] (i.e. following the end of the
primary carbonization[5, 12, 43] at THT ∼ 800 K) for subsequent thermodynamic modelling.
Section 5.3 presents the additive formalism for the Gibbs energy of graphitizable carbons
based on the previous models of Ouzilleau[56, 161]. Section 5.4 will discuss how the present
additive formalism produces Gibbs energy calculations consistent with the graphitization
process. It will also compare Gibbs energy calculations of the present model with the ones
of the previous coke crystallite model[56] which was in disagreement with graphitization.
Section 5.5 will conclude on the validity of the present model for the implicit modelling of
graphitization.
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5.2 The cluster approach to model the turbostratic order of graphitizable car-
bons following primary carbonization
There exist a great deal of models[1, 8, 9, 11, 12, 41, 113, 114] for the turbostratic order
of graphitic carbon materials. This abundance can be problematic as many of these models
vary in their fundamental structural assumptions which prevent a clear picture of what is
the definition of the turbostratic order in graphitizable carbons. Thus, for the sake of clarity,
it is suggested that three criteria should be defined when presenting a turbostratic model for
carbon materials :
— The selected definition of the turbostratic order.
— The experimental conditions which typically produce, from the precursor carbon, the
class of carbon material to be modelled.
— The detailed description of the structural model for the turbostratic order of the
chosen class of carbon material.
In the present paper, the turbostratic order is defined as the absence of Bernal stacking in the
structure of a carbon material (i.e. two-dimensional crystallographic order). This definition
is similar to the one of Oberlin[36] (who extensively studied the development of structural
models in graphitizable carbons). For the second criteria, the present structural model aims
at describing the turbostratic order of graphitizable carbons following the end of the primary
carbonization[5] stage (i.e. the semicoke stage[5, 161]). Primary carbonization is defined[5] as
the thermal decomposition of organic matter which begins with a softening step at low THT .
The formation of Basic Structural Units (stacks of coronene-like molecules) follows at higher
THT . Around THT ∼ 700 K, a suspensive liquid medium composed of clusters of mutually
oriented Basic Structural Units is formed (this is the mesophase/LMO stage). Finally, around
750 K−850 K the entire structure solidifies (this is the semicoke stage). The present structural
model is thus limited to the modelling of the turbostratic order of graphitizable carbons from
the semicoke stage up to the graphitized stage[161] (THT from ∼ 800 K up to ∼ 3400 K).
The structural assumptions of the present model, many taken from previous models for
graphitic carbons[1, 8, 11, 36], are as follows. The fundamental hypothesis of the present
model is to describe the structure of graphitizable carbon with a cluster approach. Precisely,
the model supposes that, at the mesoscale, carbon atoms are distributed in two clusters :
the LMOs and the mesoscale grain boundaries (mGBs). As stated in Section 5.1, LMOs
are domains in the mesostructure of a graphitizable carbon composed of mutually well-
oriented coke crystallites. As for mGBs, their structure is more difficult to define. It has been
suggested[1] that carbon atoms in mGBs are non-graphitic (absence of any three-dimensional
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graphitic ordering) and non-graphitizable (graphitic ordering will not develop in mGBs, even
at extreme THT ). The presence of strong curvatures[11, 79, 162] in the graphenic planes
and the high concentration of pentagonal and heptagonal defects[1] could explain the non-
graphitizable character of carbon atoms in mGBs. It is possible that the structure of carbon
atoms in mGBs could be similar to the predicted structure of non-graphitic amorphous
carbons[73] and would thus be dependent on the density of carbon atoms in mGBs. To
help visualize how the model represents graphitizable carbons, Fig. 5.1 provides a simplified
overview of a possible configuration of LMOs and mGBs around a closed mesopore.
Figure 5.1 The cluster approach for the structure of turbostratic graphitizable carbons at
the semi-coke stage : (a) Simplified represented of a possible arrangement of Local Molecular
Orientation clusters (LMOs) and mesoscale grain boundaries (mGBs) around a closed me-
sopore. LLMO is the average size of a LMO ; (b) Structure of a LMO consisting of the coke
crystallite phase (CCP) , which includes all coke crystallites[56] (light grey) of the LMO,
and of the intercrystalline matter phase (IMP), which includes all intercrystalline molecules
(white circles) and the voids between the coke crystallites of the LMO. La is average the size
of a coke crystallite in a LMO.
LMOs are graphitizable regions of variable graphitization potential (i.e. graphitizability). It
is known[5] that the graphitizability of a given carbon is proportional to the average LMO
size (defined with LLMO in Fig. 5.1a). It has been well established[5, 36] that the average
LMO size is the primary factor which determines the graphitizable/non-graphitizable nature
of a given carbon. The average LMO size is primarily defined at the end of the transition from
mesophase stage to the semi-coke stage (solidification step[161], (THT ∼ 800 K)). Oberlin and
Bonnamy reported[39] that the average LMO size is correlated to the ratio of crosslinking
heteroatoms (e.g. oxygen and sulfur) over hydrogen atoms of carbon materials at the semi-
coke stage. Carbons with lower ratios (high amount of hydrogen relative to sulfur and oxygen)
develops larger LMOs and are thus more graphitizable than carbons with larger ratios. In
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the case of graphitizable carbons (where the value of the average LLMO is significant), it
is proposed that there exist some critical LLMO (LLMOthreshold) which makes the following
approximation (Eq. 5.1) valid :
nC
LMOs >> nC
mGBs ; for LLMO > LLMOthreshold (5.1)
In Eq. 5.1, nCmGBs is the total number of carbon atoms in the mGBs clusters, and nCLMOs
is the total number of carbon atoms in the LMO clusters. LLMOthreshold is estimated from
measurements of P1 (strict graphitization degree[39] obtained from the modulation of 11
band) of graphitized carbons (THT ∼ 3000 K) as a function of LLMO measured at the semicoke
stage. The reasoning behind this hypothesis is as follows. As LLMO increases, if LLMOthreshold
exists, a change in the behaviour of the function P1 = P1(LLMO) at some critical value of
LLMO should be detectable (due to the contribution of the carbon atoms in mGBs becoming
somewhat negligible to the overall graphitization process. Fig. 5.2 shows a drastic change
in the first derivative of P1(LLMO) which reinforce the proposed existence of LLMOthreshold
(derivatives estimated from the data of Lafdi et al.[163]). The present work proposes that the
quasi-constant value of the derivative above ∼ 40 nm is due to the graphitization behaviour
being solely defined by the structural changes in LMOs, as there is just not enough atoms in
mGBs for them to have a measurable impact on graphitizability. Eq. 5.1 is thus claimed to
be valid if LLMO > 40 nm (i.e. LLMOthreshold ∼ 40 nm). Graphitizable carbons typically[36]
have LLMO > 50 nm.
Within a LMO[161] (Fig. 5.1), as discussed in Section 5.1, the present model assumes a
structure composed of an intercrystalline matter phase (IMP) and a coke crystallite phase
(CCP). The IMP includes the cross-linking intercrystalline molecules (white circles in Fig.
5.1) and the voids between crystallites. Similar to the existence of LLMOthreshold, there should
also exist a critical crystallite size threshold Lathreshold which makes Eq. 5.2 a valid structu-
ral simplification. Based on previous experimental data[8], Lathreshold was evaluated[161] at




IMP ; for La > Lathreshold (5.2)
In Eq. 5.2, nCIMP is the total number of carbon atoms in the IMP of a given LMO while
nC
CCP is the total number of carbon atoms in the CCP of the same LMO.
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Figure 5.2 First derivative of the function P1 = P1(LLMO as a function of LLMO. Derivative
empirically calculated from the experimental data of Lafdi et al.[163]. The rapid decrease
of the derivative up to LLMOthreshold ∼ 40 nm is interpreted as the consequence of the rapid
decrease of the nCmGBs/nCLMOs ratio as LLMO increases. Graphitizable carbons typically[36]
have LLMO > 50 nm.
5.3 The additive formalism for the Gibbs energy of graphitizable carbons
Having properly described how the present model defines the turbostratic order in graphi-
tizable carbons (Section 5.2), it is possible to calculate the Gibbs energy of graphitizable
carbons with an additive formalism. First, the average Gibbs energy of a graphitizable car-
bon per mole of carbon atoms (gGrC) is defined with Eq. 5.3 :
gGrC = yCLMOs · gC−LMOs + yCmGBs · gC−mGBs (5.3)
In Eq. 5.3, yCLMOs is the molar fraction of carbon atoms in the LMO clusters, yCmGBs is the
molar fraction of carbon atoms in the mGBs clusters, gC−LMOs is the average Gibbs energy
of carbon atoms in the LMO clusters (per mole of carbon atom in LMOs), and gC−mGBs
is the average Gibbs energy of carbon atoms in the mGBs clusters (per mole of carbon
atom in mGBs). As stated in Section 5.2, Eq. 5.1 can be applied to graphitizable carbons
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(LLMO > LLMOthreshold). Thus, Eq. 5.3 simplifies to :
gGrC ∼ gC−LMOs (5.4)
The average Gibbs energy of carbon atoms in LMOs is defined with Eq. 5.5 :
gC−LMOs = yCIMPs · gC−IMPs + yCCCPs · gC−CCPs (5.5)
In Eq. 5.3, yCIMPs is the average molar fraction of carbon atoms in the IMPs of all LMOs,
yC
CCPs is the average molar fraction of carbon atoms in the CCPs of all LMOs, gC−IMPs
is the average Gibbs energy of carbon atoms in the IMPs (per mole of carbon atom in the
IMPs), and gC−CCPs is the average Gibbs energy of carbon atoms in the CCPs (per mole of
carbon atom in the CCPs). If we assume La > Lathreshold (Eq. 5.2), Eq. 5.5 simplifies to :
gC−LMOs ∼ gC−CCPs (5.6)
Thus, for a graphitizable carbon, the following approximation can be made :
gGrC ∼ gC−CCPs ; for La > Lathresholdand LLMO > LLMOthreshold (5.7)
Overall, for the case of graphitizable carbons, the Gibbs energy expression per mole of carbon
atoms can be simplified to the Gibbs energy of coke crystallites per mole of carbon atoms in
the CCPs (gC−CCPs). gC−CCPs is calculated with Eq. 5.8 :
gC−CCPs = hcc − T · scc (5.8)
In Eq. 5.8, hcc is the enthalpy of carbon atoms in the CCPs (per mole of carbon), and scc is
the entropy of carbon atoms in the CCPs (per mole of carbon). hcc and scc are respectively
calculated with Equations 5.9 and 5.10 :
hcc = hgraphite + hinter + ha−defects + Ω(hps + hbs) (5.9)
scc = sgraphite + sinter + sa−defects + Ω(sps + sbs) (5.10)
In Eq. 5.9, hgraphite is the relative enthalpy of perfect graphite, hinter is the interplanar graphe-
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nic enthalpy, ha−defects is the enthalpy contribution of topological defects, hps is the enthalpy
contribution of the prismatic surface of coke crystallites, and hbs is the enthalpy contribution
of the basal surface of coke crystallites. In Eq. 5.10, sgraphite is the absolute entropy of perfect
graphite, sinter is the interplanar graphenic entropy, sa−defects is the entropy contribution of
topological defects, sps is the entropy contribution of the prismatic surface of coke crystallites,
and sbs is the entropy contribution of the basal surface of coke crystallites. In Equations 5.9
and 5.10, Ω is the Graphitization Order Parameter. The different contributions to hcc and scc
are detailed below (Sections 5.3.1 to 5.3.6).
5.3.1 Perfect graphite relative enthalpy and absolute entropy (respectively hgraphite
and sgraphite)
It is well known that perfect graphite is defined as a defect-less graphite structure where La
and Lc are equal de ∞ and where d002 = 0.3354 nm. The relative enthalpy (hgraphite) and
absolute entropy (sgraphite) are respectively calculated with Equations 5.11 and 5.12 :










In Equations 5.11 and 5.12, hgraphite(298.15 K) and sgraphite(298.15 K) are the reference terms
for the enthalpy and entropy of perfect graphite. Cp,graphite is the heat capacity of perfect
graphite. hgraphite, sgraphite and Cp,graphite are taken from a previous critical assessment[116]
based on experimental thermodynamic data of various high perfection graphites which have
significant La and Lc values (high perfection graphites approach perfect properties).
5.3.2 Contribution of topological defects on the Gibbs energy of graphitizable
carbons
Topological defects (i.e. intralayer defects) are structural imperfections located in the inner
structure of the graphenic planes of coke crystallites. Examples[93] of such topological imper-
fections include the Dienes defect, the Thrower defect and the Stone-Wales defect. In their
Editorial[93] to the Carbon Journal, Monthioux and Charlier recommended that the double
pentagon-heptagon pair defect, commonly referred to as the Stone-Wales defect in the lite-
rature, be instead called the Dienes defect. This recommendation aimed at recognizing that
it was Dienes[90] who first conceptualized the double pentagon-heptagon pairs as a saddle
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point in a proposed self-diffusion mechanism for graphite. They also recommended that the
double pentagon-hexagon pair defect is referred to as the Stone-Wales defect and that the
single pentagon-heptagon pair defect is referred to as the Thrower defect. It is known[80]
that the presence of pentagons and heptagons in graphitic structures may cause curvature
in the graphenic planes. However, some defect configurations, such as the Dienes defect, are
known[91] to generate little to no curvature in graphenic planes and are often modelled as
simple two-dimensional in-plane defects. The type and concentration of each defect defines
the magnitude of both the ha−defects and sa−defects terms. The present model assumes that
two central mechanisms could generate topological defects in coke crystallites during heat
treatment :
— The primary carbonization process[5] : topological defects are generated inside the coke
crystallites due to the imperfect transition from the mesophase stage to the semi-coke
stage (solidification step[161]).
— The merging and flattening process[161] : between T 0i and Tc, coke crystallites merge
through the densification of intercrystalline matter. Under specific conditions, this
merging process may be imperfect and thus result in merged crystallites with increased
concentrations (per mole of carbon atoms) of topological defects relative to their non-
merged state.
Concerning the first mechanism, it must be stated that the present work limits its scope
to the modelling of graphitizable carbons following the end of the primary carbonization
process. It is thus not the aim of this work to discuss the formation of topological defects
in coke crystallites by the first mechanism (the solidification step). Hence, for T between
∼ 800 K (semi-coke stage) and T 0i (start of the merging and flattening process), coke crys-
tallites with no topological defects are assumed (ha−defects = 0 and sa−defects = 0). The
second mechanism, the merging and flattening process (T > T 0i), may also generate va-
rious topological defects if the reaction pathways (i.e. the kinetics of the merging process)
produces imperfect coalesced structures (where the hypothetical perfect merging would re-
sult in graphite-density merged crystallites). Non-planar (high energy) topological defects
actively distort the graphene layers of merged coke crystallites. This lowers the density of
the merged structure. The formation of such distortions (and associated topological defects)
in graphitizable carbons has been reported[9] for samples following high-temperature heat
treatment above ∼ 1750 K, suggesting T 0i ∼ 1750 K. Section 5.3.4 further discusses the topic
of T 0i. Determining the concentration of each type of topological defects in carbon materials
by imperfect merging and flattening is a complex endeavour beyond the scope of a simple
thermodynamic model. However, the average contribution of topological defects should be
inversely proportional to the true density of a carbon material following the merging pro-
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cess at a given T (T 0i < T < Tc). Specifically, high concentrations of distorting defects are
expected to lower the density of the merged structure. Graphitizable carbons develop true
density values following high-temperature heat treatment (T >∼ 1750 K) reasonably close[8]
to perfect graphite density. Hence, few topological defects should be generated by the mer-
ging and flattening process of graphitizable carbons and any generated defects should be
quasi-two-dimensional (e.g. the Dienes defect). The average thermodynamic contribution of
topological defects in graphitizable carbons should thus be negligible.
Hence, to simplify the present model for the case of graphitizable carbons, the entropy and
enthalpy contributions of topological defects due to both the primary carbonization and the
merging and flattening processes are neglected (ha−defects ∼ 0 and sa−defects ∼ 0). Critical
to note, ha−defect and sa−defect in non-graphitizable carbons could be non-negligible contri-
butions due to the inherent lower true density[8] of such carbons following high-temperature
heat treatment.
5.3.3 Interplanar graphenic enthalpy (hinter) and entropy (sinter)
The interplanar graphenic enthalpy and entropy are defined as the increase in enthalpy (hinter)
and entropy (sinter) due to the increased average distance between the graphenic planes of
coke crystallites (d002 > 0.3354 nm) relative to perfect graphite (d002 = 0.3354 nm). Both
terms are derived from Eq. 5.13 which can calculate[164] the elastic energy (E33) due to this





In Eq. 5.13, Vm is the molar volume of graphite (Vm = 7.965× 10−6 m3 per mol of C), and C33
is the elastic constant of graphite associated to a deformation in the c direction of the plane
orthonormal to the c direction. ε33 is the strain of the coke crystallite due to the deformation





In Eq. 5.14, d002 is the average interlayer spacing of a coke crystallite and d002,graphite is the
interlayer spacing of perfect graphite[56] (d002,graphite = 0.3354 nm). In the present model,
the contribution of the temperature dependence of Vm to the elastic energy is assumed to be
negligible. For T > 298.15 K, C33 can be approximated[164] with a linear dependence of the
following form :
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C33(T ) = C 033 − C ′33 · T ; for T > 298.15 K (5.15)
In Eq. 5.15, C 033 is the zero value of the assumed linear dependence and C ′33 is the slope of the
linear dependence. Nihira and Iwata[165] reported values for C33(T ) between 0 and 1800 K.
From their data, C 033 and C ′33 are respectively evaluated at 3.75× 1010 Pa and 5× 106 Pa K−1.
Combining Equations 5.13 and 5.15, one can develop the linear dependence of E33 as a
function of T (E33 = A−B ·T ). The linear dependence of E33 is similar in form to a general
Gibbs energy expression (G = H − S · T ). Hence, by analogy, the enthalpy and entropy










33)(ε33)2 [=] J K−1 (mol of carbon)−1 (5.17)
For the sake of validation, Fig. 5.3 compares the calculated hinter values with the DFT
(density functional theory) calculations of Gobre[166]. The present work and the calculations
of Gobre are found to be in reasonable agreement (considering the simplifications used in the
present work) over a range of d002 values typical of graphitizable carbons[161].
5.3.4 The Graphitization Order Parameter (Ω) of LMOs
The previous Gibbs energy model for coke crystallites by Ouzilleau et al.[56] assumed in-
dividual idealized coke crystallites as entirely independent from each other (i.e. no relative
intercrystalline cross-linking). However, as discussed in Section 5.1, this past model pro-
ved problematic as it was in disagreement with the high-temperature graphitization process
(T ≥ Tc). To correct this previous model[56], the SOST model[161] was developed. A key
postulate of SOST model is that relative coke crystallite independence is progressively lost in
a given LMO (Local Orientation Domain[36]), down to total mutual dependence at T ≥ Tc
(due to complete intercrystalline matter removal by densification). As previously stated, this
process[161] manifests through the progressive merging (and flattening) of coke crystallites
from an onset temperature T 0i up to Tc. The extended model presented here defines the Ω pa-
rameter to account for this phenomena. If the crystallites are fully independent (no merging),
Ω is equal, by definition, to 1 (T ≥ T 0i). For mutually dependent crystallites (Tc ≥ T ), Ω is
equal to 0. Inspired by the SOST model, values of Ω in the critical region where significant
merging occurs (T 0i ≤ T ≤ Tc) are calculated with Equations 5.18, 5.19 and 5.20 :
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Figure 5.3 Calculated values of hinter with Eq. 5.16 compared with the values derived from
the work of Gobre[166]. Values are calculated for typical d002 of graphitizable carbons[161].
Ω = 1 ; for T < T 0i (5.18)




(∣∣∣∣ TTc − 1
∣∣∣∣β − γ
)
dT ; for T 0i ≤ T ≤ Tc (5.19)
Ω = 0 ; for Tc < T (5.20)
In Eq. 5.19, β and γ are the critical parameters of the merging and flattening process of gra-
phitizable carbons and are valued[161] at −0.2 and 0.8. These theoretical critical parameters
well described the merging process of graphitizable carbons in terms of d002[161], electrical
resistivity[161] and thermal diffusivity[161]. Tc is the critical temperature which marks the
end of the merging process. It was evaluated[161] at 2550 ± 50 K. The last two parameters
of Eq. 5.19, T 0i and θc can be theoretically calculated based on the following fundamental
properties of the Graphitization Order Parameter (Equations 5.21 and 5.22) :
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d(Ω[T 0i])
dT = 0 (5.21)
Ω[Tc] = 0 (5.22)
Eq. 5.21 states that the derivative of Ω must be equal to 0 at T = T 0i as, by definition, the
merging process occurs at T > T 0i. Also, by definition, the Graphitization Order Parameter
must be equal to 0 if T = Tc (Eq. 5.22). Considering the theoretical values[161] for the critical
parameters of the merging process (β = −0.2 and γ = 0.8), the previously evaluated[161]
critical temperature (Tc = 2550± 50 K) and the defined properties of Ω (Equations 5.21 and
5.22), T 0i and θc are respectively evaluated at 1715±35 K and −3.83× 10−3±7.5× 10−5. Of
interest, the predicted T 0i is reasonably close to the reported[36] experimental onset tempe-
rature for independent crystallite merging (1750± 100 K) and the formation of distortions[9]
in graphitizable carbons following heat treatment (as discussed in Section 5.3.2). Fig. 5.4
presents values of Ω for various temperatures and Tc values.
Figure 5.4 Ω parameter inspired from the SOST[161] model. It represents the proportion of
independent coke crystallites (1 = totally independent) during a temperature-driven merging
and flattening process for various values of Tc (and associated values of T 0i and θc).
The Graphitization Order Parameter can reproduce the heat treatment temperature depen-
dence (T 0i < T < Tc) of d002 of graphitizable carbons. To do so, Eq. 5.23 is defined to
calculate Ω as a function of a chosen graphitization-dependent structural parameter (in the
case of Eq. 5.23, d002) :
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In Eq. 5.23, d002(T 0i) is the value of d002 following heat treatment at T = T 0i and d002(Tc)
is the d002 value following heat treatment at Tc. Both parameters are arbitrarily selected to
produce the best fit of the experimental for the d002(T ) data. Fig. 5.5 presents an example of
how to apply Eq. 5.23 to model d002(T ) data based on the work of Rannou et al.[117] (where
d002(T 0i) = 0.3433 nm and d002(Tc) = 0.3391 nm).
Figure 5.5 Example for the application of Eq. 5.23 to compare the calculated d002 from the
Graphitization Order Parameter Ω (Eq. 5.19) and the experimental measurements of Rannou
et al.[117] (R2 = 0.94). The calculations are presented for various values of Tc (2550± 50 K)
and associated values of T 0i (1715 ± 35 K) and θc (−3.83× 10−3 ± 7.5× 10−5). To fit the
data of Rannou et al, d002(T 0i) = 0.3433 nm and d002(Tc) = 0.3391 nm in Eq. 5.23.
5.3.5 Prismatic surface enthalpy (hps) and entropy (sps)
The prismatic surface enthalpy is defined as the increase in enthalpy of carbon atoms in
coke crystallites, relative to a perfect graphite structure, due to the presence of the prismatic
surface (surface perpendicular to the a direction in a coke crystallite[161]). hps is calculated
with Eq. 5.24 :
hps = houz − hgraphite [=] J (mol of carbon)−1 (5.24)
In Eq. 5.24, houz is the enthalpy of carbon atoms in coke crystallites calculated by the previous
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iteration of the coke crystallite thermodynamic model[56] and hgraphite is the enthalpy of
carbon atoms in perfect graphite calculated by Eq. 5.11. In the previous Gibbs energy model
for coke crystallites[56], all contributions to the thermodynamic properties (enthalpy and
entropy) of coke crystallites, except the one from the prismatic surface, were neglected. Thus,
by subtracting the enthalpy of perfect graphite carbon atoms from this previously calculated
coke crystallite enthalpy (as previously shown[161]), hps is obtained.
To calculate sps, the Gibbs energy contribution of the prismatic surface must first be defined
with Eq. 5.25 :
gps = hps − T · sps [=] J (mol of carbon)−1 (5.25)
By definition[161], at T = Tc, Eq. 5.25 yields 0 (density of the CCP is equal to the density of
the IMP). Thus, the entropy of the prismatic surface can be calculated with Eq. 5.26 (where




[=] J (mol of carbon)−1K−1 (5.26)
5.3.6 Basal surface enthalpy (hbs) and entropy (sps)
Similar to hps, the basal surface enthalpy (hbs) is the increase in enthalpy of carbon in coke
crystallites relative to perfect graphite due to the contribution of the upper and lower basal
surfaces of coke crystallites (surface perpendicular to the c direction in a coke crystallite[56]).
hbs is calculated with Eq. 5.27 :
hbs = abasal · habra [=] J (mol of carbon)−1 (5.27)
In Eq. 5.27, habra is the basal surface enthalpy previously calculated by Abrahamson[112]
(habra = 0.1632 J m−2). abasal is the specific basal surface of a crystallite which is calculated
with Eq. 5.28 :











[=] m2 (mol of carbon)−1 (5.28)
In Eq. 5.28, A is the Avogadro constant, La is the size of a coke crystallite[56] (see Fig.
5.1), and nC is the average number of moles of carbon atoms in one mole of coke crystallites
calculated with the following average mass balance equation[167] :
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[=] (mol of carbon) (mol of crystallite)−1 (5.29)
In Eq. 5.29, Daa is the lattice constant[56] of graphite (Daa = 0.2461 nm). As for the entropy
contribution of the basal surface (sps), similar to sps, it is calculated with Eq. 5.30 (as the




[=] J (mol of carbon)−1K−1 (5.30)
5.4 Results and discussion
As stated in Section 5.1, the goal of this paper is to produce a corrected Gibbs energy calcula-
tion procedure for the case of graphitizable carbons (gGrC) above and below the graphitization
threshold of 2550 K±50 K. Eq. 5.7 showed that gGrC could be approximated with the Gibbs of
coke crystallites (gC−CCPs) for graphitizable carbons. Hence, solving Eq. 5.8 (and associated
Equations 5.9 and 5.10 for hcc and scc) calculates the Gibbs energy of a graphitizable carbon
above and below Tc. However, prior to solving this equation, the independent variables of the
system must be defined. Equations 5.9 and 5.10, the fundamental equations of the model,
defined nine variables : hgraphite, sgraphite, hinter, sinter, ha−defects, sa−defects, hps, sps, hbs, sbs
and Ω.
The independent variable of hgraphite and sgraphite is the temperature of the system (T ). As
previously discussed (Section 5.3.2), ha−defects and sa−defects were neglected for the case of
graphitizable carbons. The independent variables of hps, sps, hbs and sbs are La and Lc. The
independent variable of hinter and sinter is d002. Finally, the independent variable of Ω is T .
The present calculation procedure aims at calculating gC−CCPs (which approximates gGrC)
as a function of T and La. Two simplifying assumptions are needed to achieve this goal :
— A simplified coke crystallite structure where La ∼ Lc is considered[56].
— Within the LMO, d002 is correlated[36] to La. We arbitrarily define Eq. 5.31 (based
on the data of Iwashita and Inagaki[121]) to model this correlation. Eq. 5.31 is valid
for carbon materials with large LMOs (LLMO > LLMOthreshold).
d002 = d002−graphite + A1 · exp (R1 · La) ; for LLMO > LLMOthreshold (5.31)
In Eq. 5.31, d002−graphite is the interlayer spacing of perfect graphite (d002−graphite = 0.3354 nm).
A1 and R1 are adjustable parameters whose value is selected to reproduce best the d002(La)
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data (R2 = 0.92) of Iwashita and Inagaki[121] (A1 = 0.01029 and R1 = −0.02944). In Section
5.2, LLMOthreshold was estimated at ∼ 40 nm. With these assumptions, the following proce-
dure calculates gC−CCPs (∼ gGrC) :
Critical results obtained from this methodology are presented in Figures 5.7, 5.8 and 5.9.
In Fig. 5.7, values of gGrC obtained by Eq. 5.7 are presented for Tc = 2550 K (with Tc-
dependent parameters T 0i = 1715 K and θc = −3.83× 10−3). gGrC is found to agree with the
irreversible graphitization process, i.e. a positive ∆La always results in a negative ∆gcc for
all T (spontaneous graphitization transformation). In Fig. 5.7, the graphitization process is
implicitly represented through irreversible "jumps" from one high Gibbs energy state (an iso-
La, iso-d002 line) to a more negative Gibbs energy state (higher La and lower d002). However,
due to this iso-La and iso-d002 restriction, it is concluded that the present thermodynamic
model is unable to explicitly treat graphitization. The irreversible nature of the merging
process between T 0i and Tc is due to the metastable nature of the LMO (LMO is not an
equilibrium phase). This explains why the merging process does not occur when cooling a
high-temperature carbon from T > Tc) to T < Tc. Only processes with negative change in
Gibbs energy occur spontaneously.
Fig. 5.8 presents the sensitivity of gGrC to the most significant adjustable parameter of the
model ; Tc (Section 5.3.4). As can be seen from Fig. 5.8, the error due to the uncertainty[161]
of Tc of 50 K is rather small (±1.25 kJ (mole of carbon)−1). The origin of this uncertainty
stems from the variable sps (Eq. 5.26). Indeed, a higher Tc value will result in a smaller sps
value which will lower the calculated value of scc by Eq. 5.10. Smaller scc values results in
more positive values for gC−CCPs (∼ gGrC) relative to results obtained from calculations with
lower Tc values.
Finally, Fig. 5.9 compares the calculation of gGrC from Eq. 5.7 based on the calculation of
hcc and scc from Equations 5.9 and 5.10 and based on the previous coke crystallite model
[56]. The present model improves on the previous approach[56] as it does not predict a Gibbs
energy for graphitizable carbons more negative than the Gibbs energy of perfect graphite[116]
above Tc. This is a significant improvement as it was claimed[56] that this problematic hin-
dered the previous model validity. The present thermodynamic model for gGrC integrates the
Tc parameter (Tc = 2550 K) coherently with the SOST model[161], the previous Ouzilleau




— Set T and La.
— Set La = Lc.
— Set d002 with Eq. 5.31.
— Set ha−defects = 0 and sa−defects = 0 (Suppose defect-free coke crystallites).
2. Calculate :
— hgraphite and sgraphite with Equations 5.11 and 5.12.
— hinter and sinter respectively with Equations 5.16 and 5.17.
— Ω with Equations 5.18, 5.19 or 5.20.
— hps and sps respectively with Equations 5.24 and 5.26.
— hbs and sbs respectively with Equations 5.27 and 5.30.
— hcc and scc respectively with Equations 5.9 and 5.10.
— gC−CCPs with Eq. 5.8.
3. If La > Lathreshold and LLMO > LLMOthreshold :
— Then : gGrC = gC−CCPs.
Figure 5.6 Algorithm of calculation for the Gibbs energy (G = H − T · S) of graphitizable
carbons (gGrC) as a function of T and La.
5.5 Conclusion
A corrected thermodynamic model for the Gibbs energy of graphitizable carbons was presen-
ted. This model improved on a previous approach[56], based on an idealized coke crystallite
structure, which was limited to the calculation of the Gibbs energy of graphitizable carbon
below the temperature threshold of ∼ 2550 K (Tc). The present corrected model includes new
contributions to the Gibbs energy model which were neglected in the prior iteration of the
model[56]. These contributions are the interplanar graphenic enthalpy and entropy, the basal
surface enthalpy and entropy contributions and the Graphitization Order Parameter. The
Graphitization Order Parameter represents the contribution to the Gibbs energy of graphiti-
zable carbons of the progressive merging and flattening of coke crystallites between T 0i and
Tc occuring inside the LMOs (this process is fundamentally irreversible).
With the new model, Gibbs energy calculations are consistent with the high-temperature
graphitization process (heat treatment temperatures above Tc) as a positive change in La
(growth of crystallites inside a LMO) always results in a negative change in Gibbs energy for
the carbon atoms in the LMO (negative Gibbs energy change = spontaneous process). The
modifications brought by the present model over the previous iteration of the model[56] do
not significantly affect the quality of the previous predictive calculations (high-temperature
dehydrogenation, Gibbs energy difference between coke and graphite) which validated the
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Figure 5.7 The corrected Gibbs energy of defect-free graphitizable carbons (gGrC) estimated
from Eq. 5.7 with Tc = 2550 K. These calculations are valid for carbon materials where La >
La
threshold (Lathreshold ∼ 2.5 nm) and LLMO > LLMOthreshold (LLMOthreshold ∼ 40 nm). d002
values are calculated with Eq. 5.31. For Tc = 2550 K, T 0i = 1715 K and θc = −3.83× 10−3.
gGrC is implicitly compatible with the irreversible graphitization process as a positive ∆La
(correlated to a negative ∆d002) always results in a negative ∆gGrC for all T .
previous model (less than 1 % deviation). This means that the present model (which has a
correct high-temperature behaviour) is also validated by the lower temperature experimental
data called upon to validate the previous model[56]. This is due to the fact that the validation
data used previously[56] was limited to temperatures below T 0i (∼ 1700 K). Gibbs energy
calculations below T 0i with the present model are essentially the same (Fig. 5.9) as the ones
obtained from the previous thermodynamic model[56] as the differences between the two
models only manifest at higher temperatures (T > 2000 K).
Despite its improvement, the present model remains restricted to calculations of the Gibbs
energy with constant La values (and thus constant d002 values). As discussed previously[56],
it is possible with this assumption to define an idealized geometry for coke crystallites as a
function of the independent variable La which is the first modelling step when calculating
the Gibbs energy of such constructions. The present model is not able to explicitly treat
the graphitization process (where La would be a dynamic temperature-dependent variable
in an explicit description). A similar reasoning would apply to the contribution of topolo-
gical defects. Given the present model limitation, graphitization can only be described as
irreversible "jumps" from one Gibbs energy line (calculated for a given fixed value of La) to
a more negative fixed La line for a given temperature.This representation does not provide
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Figure 5.8 The corrected Gibbs energy of defect-free graphitizable carbons (gGrC) estimated
from Eq 5.7 with Tc = 2550 ± 50 K. d002 values is calculated with Eq. 5.31. The impact of
the uncertainty of Tc on gGrC is only significant for the calculation of sps with Eq. 5.26. The
maximal error on gGrC is valued at ∼ 1.25 kJ (mole of carbon)−1.
any hindsight on the explicit mechanism of graphitization (how the structure irreversibly
actually reconfigures from one constant La value line to another more negative constant La
value line). More data on the graphitization mechanism is thus required.
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Figure 5.9 Comparison of the calculated gGrC values from Eq.5.7 based on the present modi-
fied coke crystallite model (Equations 5.9 and 5.10) and previous coke crystallite model[56].
For Tc = 2550 K, T 0i = 1715 K and θc = −3.83× 10−3. Gibbs energy of perfect graphite
taken from Stull[116]. The present model is consistent with the high-temperature graphiti-
zation process as gGrC > ggraphite (where ggraphite is the Gibbs energy of perfect graphite) for
all temperatures. The previous model[56] was not consistent with the graphitization process
as gGrC < ggraphite at high temperatures (T > Tc). d002 values are calculated with Eq. 5.31
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Abstract : The Ultimate Graphitizability (ηg) is calculated from the average interlayer
spacing (d002) of a graphenic carbon following graphitization at T 0e (heat treatment tem-
perature T ∼ 3400 K). ηg can be estimated with a first-order non-homogeneous differential
equation model assuming a topological graphitization mechanism in the temperature range
T 0i (∼ 1700 K) to T 0e. Two independent variables need to be defined to calculate ηg : d002(Tα)
and d002(Tβ). Tα and Tβ are arbitrarily selected temperatures between T 0i and the graphitiza-
tion temperature threshold Tc (2550±50 K). From there, the Graphitization Order Parameter
(Ω) can accurately calculate the structural function d002(T ) of various graphitizable and non-
graphitizable carbons in the range T 0i to T 0e. In order to better understand the experimental
parameters affecting d002(Tα) and d002(Tβ), experimental carbonization/graphitization results
are presented for the case of some graphitizable carbons. Results suggest that d002(Tα) and
d002(Tβ) can be correlated to chemical and structural properties of graphenic carbons follo-
wing the end of primary carbonization.
6.1 Introduction
Franklin[8, 46] is credited[11] as one of the first authors to propose conceptual model for
the thermal graphitization process. Thermal graphitization is defined as the development of
graphitic order from initially non-graphitic carbons through high temperature heat treat-
ment. While Franklin’s model undeniably provided a good premise to understand some of
the fundamentals of the graphitization process, other models were subsequently proposed[9,
12, 43, 79, 168]. One key model was presented by Oberlin et al.[6, 9, 37, 39, 75, 169, 170].
Essentially, this model suggested that the graphitization of carbons proceeds through the
progressive ordering, with increasing heat treatment temperature (THT ), of carbon atom
clusters named LMOs (Local Molecular Orientation clusters). LMOs are ensembles of mu-
tually well-oriented graphenic crystallites (the conceptualisation of these crystallite taking
strong inspiration from Franklin’s model). Oberlin’s model key contribution is the finding
that the average size of the LMOs, which is correlated to the heteroatoms (e.g. oxygen) over
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hydrogen atoms ratio following heat treatment of a precursor carbon at ∼ 673-873 K, is a
key factor to graphitizability. Graphitizability is defined as the ability of carbons to pro-
duce an improved graphitic structure following high temperature heat treatment. Carbons
with low ratios develop larger LMOs and thus possess a higher graphitizability than carbons
with high ratios. Carbons with low graphitizability are classified as non-graphitizable car-
bons while high graphitizability carbons are classified as graphitizable carbons. According
to Oberlin’s approach, all graphenic carbons, regardless of graphitizability, are composed of
these LMOs. Differences in the average LMO size explain the variable graphitizability of one
carbon material compared to another. The graphitizability of a carbon is thus primarily defi-
ned by the average LMO size of the material. This approach has been criticized by Harris[11]
on the basis that it did not clearly explain how the size of the LMOs could be related to
the non-graphitizability of some carbons. Harris[11] proposed that non-graphitizable carbons
are instead composed of fullerene-related structures. It was suggested that the presence of
strong curvatures[11, 79, 162] in such structures could explain the non-graphitizability of
non-graphitizable carbons. Both perspectives on non-graphitizable carbons are not mutually
exclusive (this will be further discussed over the course of the present paper). Of note, it was
previously demonstrated[6] that graphitizability is a continuous property. Specifically, gra-
phitizability is distributed on a connected spectrum ranging from non-graphitizable carbons,
to semi-graphitizable[161] carbons and, finally, to graphitizable carbons. This may suggest
that the graphitization behaviour of both graphitizable and non-graphitizable carbons share
a common structural origin. Thus, it would be critical for any graphitizability model to
quantitatively demonstrate its ability to describe graphitizability as a spectrum.
Considering the importance of graphitization, graphitizable carbons and non-graphitizable
carbons for key future applications of carbon materials (heat shields for space exploration[2],
performance enhancers for Li-ion batteries[171], development of activated carbons[172] for
atmospheric CO2 capture), the present work aims to propose a new model based on ther-
modynamics to quantitatively predict the graphitizability of some graphitizable and non-
graphitizable carbons following irreversible thermal graphitization. The proposed approach
of the paper is inspired from previous work[56, 161, 168] by Ouzilleau. While previous quan-
titative graphitization modelling has primarily focused on kinetic approaches[12], Ouzilleau
showed that thermodynamics could provide a valuable complementary understanding of
some critical aspects of the general process (e.g. the so-called graphitization temperature
threshold[161]). The thermodynamic background of the present graphitizability model is ins-
pired from key discussions previously initiated by Ouzilleau[56, 161, 168].
The paper is organized as follows. Section 6.2 will propose a simplified graphitization me-
chanism which will serve as a basis to model graphitizability. The structural model at the
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forefront of this new mechanism, which is inspired from what was previously proposed by
Ouzilleau[168], will be presented. It will be shown that the graphitization mechanism can be
modelled with a first-order non-homogeneous differential equation in order to produce quan-
titative calculations for the effect of T (considering T = THT ) on one of the most significant
graphitization properties[12] : the average interlayer spacing of the graphenic layers (d002).
Predictions of the model will be compared to experimental measurements of the literature
obtained from various graphitizable and non-graphitizable carbons. Section 6.3 will present
an experimental study on the carbonization/graphitization of some graphitizable carbons.
The focus will be on how graphitizability could be related to some chemical and structural
properties developped prior to graphitization ; specifically, to properties measured following
the end of the primary carbonization process[5, 9, 161]. This process reaches it penultimate
stage at ∼ 673-873 K (the temperature of completion depending on the precursor composition
and other factors). The end of primary carbonization produces a brittle solid material (semi-
coke) from an initial precursor carbon. Semicokes will be studied here as Oberlin proposed
that the properties of such materials are the only information required to reliably understand
graphitizability.
6.2 Proposing a topological graphitization mechanism to model graphitizability
6.2.1 Structural assumptions
Proposing a structural model for non-graphitizable carbons is a complex endeavour. There
exists a lack of knowledge on what truly constitutes a non-graphitizable carbon [11]. The
evidence for this lies in the number of past models developed for these materials, some pro-
viding a general overview while others focus on describing a particular stage of development
of the material following heat treatment. For example, models for non-graphitizable carbons
include the Franklin’s model [8], the model of Ban, Crawford and Marsh [173], the model of
Harris [11] and the LMO model of Oberlin [59] (the latter being one of the few models ap-
plicable to both graphitizable and non-graphitizable carbons). Models for non-graphitizable
carbons based on the persistent presence at high temperature of sp3-bonded carbon atoms
were rejected [11] by Harris on the basis that sp3 carbon atoms would be highly unstable
at temperatures [168] typical of the graphitization process (T > 1700 K). For example, Diaz
[174] reported that the concentration of sp3-bonded carbon atoms in a non-graphitizable
carbon film gradually diminished to zero at T ∼ 1300 K. Moreover, the difficulty of develo-
ping a structural model for non-graphitizable carbons is further compounded if such a model
aims at simultaneously producing quantitative predictions for the graphitizability spectrum
of carbons (graphitizable, semi-graphitizable, non-graphitizable). As stated in Section 6.1,
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this specific modelling criteria is critical in order to produce physically significant calcula-
tions regarding graphitizability. Thus, some simplifying structural assumptions are required.
Most of these were detailed elsewhere [56, 161, 168] and will be summarily restated here for
the sake of conceptual clarity.
In the present model, a cluster approach is proposed for the structure of graphitizable and
non-graphitizable carbons from the semicoke stage to the graphitized stage. In this approach,
carbon atoms are assumed to be distributed in two types of clusters : the mGBs (mesoscale
Grain Boundary) and the LMOs (Local Molecular Orientation). A cluster is defined as a
region of space which encompass a group of carbon atoms whose internal collective structure
is not required to be uniform. As stated in Section 6.1, LMOs are ensembles of mutually well-
oriented graphenic crystallites. The structure of mGBs, on the other hand, is less organized.
It is assumed [1, 168] that carbon atoms in mGBs are turbostratic (turbostratic meaning [36,
168] two-dimensional crystallographic order) and non-graphitizable. The non-graphitizable
character of carbon atoms in mGBs could be explained by the presence of strong curvatures
[79, 162] in the graphenic structure of said mGBs. This could be due to the important
presence of non-planar (high energy) defects [1, 168] (such as the heptagonal defects [80]).
It is assumed that the important concentration of these high energy defects "freezes" the
defective structure of mGBs (assuming a high activation energy for the thermal annealing of
such high distortion defects).Frozen carbon atoms are thus non-graphitizable by normal heat
treatment.
As stated previously, LMOs are defined as ensembles of mutually well-oriented graphenic
crystallites. Carbon atoms in LMOs are distributed in two quasi-phases [168] : the IM (In-
tercrystalline Matter) and the CC (Coke Crystallites). In this work, a quasi-phase is defined,
in the thermodynamic sense, as a region of space which encompass a group of carbon atoms
whose internal collective structure is somewhat uniform. Thus, both the CC and the IM ex-
hibit a phase-like behaviour from the perspective of thermodynamics. The CC is composed
of idealized graphenic crystallites which will be called henceforth coke crystallites [56]. The
structure of the CC is relatively uniform as its constituting coke crystallites are all built from
the same graphenic template. The IM includes the cross-linking intercrystalline molecules
and the numerous intercrystalline voids located between the individual coke crystallites. The
IM provides structural stability to the LMO. Locally, single intercrystalline molecules may
vary in shape and size. However, the volume occupied by said molecules over the total vo-
lume of the IM in a LMO is low enough so that this local variability is statistically negligible.
Hence, the IM can be approximated as some kind of highly diffused quasi-uniform medium
(a quasi-phase). The size (i.e. diameter) of a LMO is defined [168] with the variable LLMO
(Fig. 6.1a). Finally, the finite idealized structure of coke crystallites in LMOs is characterized
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by three structural parameters : the coke crystallite diameter (La), the coke crystallite height
(Lc) and the average interlayer spacing (d002). Fig. 6.1 presents one possible configuration
of mGBs and LMOs around a closed pore in a given carbon material. The diameter of a
closed pore is defined by Dpore in Fig. 6.1a. In the case of graphitizable carbons, Oberlin
model intrinsically showed that Dpore would be greater than in the case of non-graphitizable
carbons (as LLMO is larger [39] in graphitizable carbons than in non-graphitizable carbons).
For a graphitizable carbon, the pore of Figure 6.1 would be called a mesopore [168]. For non-
graphitizable carbons, the closed pore of Figure 6.1 would be called a micropore (because of
the inherent small value of Dpore). Still, this simplified representation of the porous structure
of graphitizable and non-graphitizable carbons is rather limited compared to other thermo-
dynamic models for porous carbons such as the model of Botan et al. [175]. The present Dpore
descriptor should thus only be considered as a simple, qualitative criteria which may help
differentiate non-graphitizable from graphitizable carbons.
Figure 6.1 The proposed cluster approach [168] for the organization of carbon atoms in
graphitizable, semi-graphitizable [161] and non-graphitizable carbons following the end of
primary carbonization [5] : (a) Simplified representation of a possible arrangement of Local
Molecular Orientation clusters (LMOs) and mesoscale grain boundaries (mGBs) around a
closed pore (micropore in the case of non-graphitizable carbons [11], mesopore in the case of
graphitizable carbons [168]). LLMO is the average size of a LMO. Dpore is the average size
of a pore ; (b) Internal structure of a LMO consisting of the Coke Crystallites quasi-phase
(CC), which includes all individual independent coke crystallites [56] (light grey), and of the
Intercrystalline Matter quasi-phase (IM), which includes all intercrystalline molecules (white
circles) and the intra-LMO voids between the coke crystallites ; (c) Idealized structure [56] of
a coke crystallite. La is the average coke crystallite diameter. Lc is the average coke crystallite
height. d002 is the average interlayer spacing of the graphenic layers. The cluster approach
is limited [168] to carbons which reached the semicoke stage (i.e. completion of the primary
carbonization process [5]).
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6.2.2 Phenomenological description of the topological graphitization mechanism
The present view on graphitization is built on the general principles of the previous SOST
(Second-Order Structural Transformation) model [161], with additional elements taken from
the previously proposed representation [168] of topological defects in graphitizable carbons.
Topological defects [168] are defined as intralayer imperfections located in the inner structure
of the graphenic planes of merged coke crystallites. The key principle of the approach is that
only the LMOs possess the capacity to graphitize through the ordering of the CC by the
progressive densification of the IM (which is itself too diffuse to graphitize on its own).
mGBs are highly defective clusters which do not possess any inherent graphitic order. As
for the IM, in its initial state, it is not graphitic per say. It would be better described as a
gas-like medium, a feature first exploited by Franklin [8] to measure the proportion of IM
in heat treated carbons as a function of La. Only when the IM is progressively incorporated
to the CC can graphitic order (potentially) develop in the overall LMO. The final extent of
the graphitic order (or lack of graphitic order)is dependent on various factors, one being the
average extent of the LMOs (LLMO). Concerning the graphitization of LMOs, it is supposed
that the irreversible graphitization transformation is in fact a sequence of two interlinked
processes separated by a critical temperature threshold (Tc). Figure 6.2 presents the proposed
phenomelogical graphitization mechanism assuming that the graphitization process starts at
some temperature T 0i and reach an end state (i.e. graphitizability limit) at some temperature
T 0e. Ouzilleau calculated [161, 168] T 0i ∼ 1700 K and Tc ∼ 2550 K based on thermodynamic
calculations for the graphitization process. Details on Figure 6.2 are as follows (remembering
that THT = T ) :
— For T 0i ≤ T < Tc : this is the merging and flattening process. In this process (Fig.
6.2b), independent coke crystallites in LMOs progressively merge up to Tc. The density
difference between the IM and the CC progressively decreases. The merging process
may be imperfect and generate annealable topological defects (ATD) between mutually
dependent merged crystallites (ATD are represented with green rectangles in Fig.
6.2b). An example of such an ATD [168] could be the Dienes defect (the recommended
designation for the previously called Stone-Wales defect, according to Monthioux and
Charlier [93]). The progressive annealing of ATDs flattens the graphenic layers of the
LMO. No structural change occurs in mGBs as the defects in such structures are not
able to heal with heat treatment. At the frontier between neighbouring LMOs (the
mGBs i.e. the dash-dotted line in Figures 6.1a, 6.1b and 6.2), non-annealable defects
(NADs) are generated by the merging of the peripheral coke crystallites of said LMOs.
It is proposed that these NADs are non-annealable due to the high distortion level of
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their topological structure, similar to carbon atoms in mGBs (the mGBs quasi-phase
being itself composed of ensembles of NADs). Indeed, geometric constraints drastically
increase (relative to ATDs) the activation energy for the onset of thermal annealing
in all NADs.
— For T = Tc : coke crystallites in LMOs have fully merged (Fig. 6.2c). The density
difference between the IM and the CC is null. If all ATDs are annealed when the ma-
terial reaches Tc, the graphenic layers are perfectly flat. If some lingering ATDs (green
rectangles in Fig. 6.2c) remain in the LMOs at Tc, some degree of distortion remains
in the graphenic layers. Concerning mGBs, no significant structural change occurs.
Concerning NADs, the maximal concentration (per mole of carbon) of these non-
graphitizable defects is reached in the material at Tc. This concentration is inversely
proportional to the size of the LMOs (i.e. carbon with larger LMOs have smaller NADs
concentrations per mole of carbon atoms compared to those with smaller LMOs).
— If Tc < T ≤ T 0e : this is the residual healing process (Figure 6.2d). In this process, coke
crystallites in LMOs have fully merged. Graphitization proceeds through the annealing
of all lingering ATDs (green rectangles in Figures 6.2c and 6.2d) originating from the
critical threshold step (Fig. 6.2c). If no ATDs remained at Tc, no residual healing occurs
in LMOs between Tc and T 0e (thus graphitization has reached its limit). The annealing
of ATDs is the interlink between the merging and flattening process (Fig. 6.2b) and
the residual healing process (Fig. 6.2d). Graphitization (measured by the d002 value
following heat treatment) reaches a limiting value at T 0e. At this stage, graphenic
layers in LMOs are perfectly flat, but perfect graphitic order (d002 = 0.3354 nm) is
not necessarily reached. The graphitizability limit of the LMO is a consequence of the
number of ATDs generated by its merging and flattening process (as the graphitization
mechanism is fuelled by the local annealing of ATDs [12]). Moreover, the lower the
value of LLMO, the lower the maximal (potential) amount of ATDs which can be
produced by merging and flattening. Thus, a carbon with a high LLMO value will
tend to graphitize well under normal circumstances as it will have a high probability
of developing numerous ATDs. Important to note, a low average LLMO value is also
associated to a high number of total NADs in the mesotructure. For this reason,
a high number of NADs is implicitly correlated to low graphitizability. Hence, two
of the criteria to reach perfect graphitic order are to have an infinite average value
for LLMO (Fig. 6.1a) and to have a graphitization process operating at temperatures
greater than Tc (i.e. the temperature threshold for the establishment of true graphitic
ordering [161, 168]).
131
Figure 6.2 The topological graphitization mechanism for carbon atoms in LMOs inspired
from the SOST model [161] : (a) Structure of the LMO at the semicoke stage prior to
the onset of graphitization ; (b) The merging and flattening process where imperfect merging
generates annealable topological defects (ATDs). ATDs are represented with green rectangles
and could be viewed as two-dimensional Dienes [90, 91, 93] defects (or other types of low-
energy planar defects[80, 176]) ; (c) Structure of the LMO at Tc where the densities of the
IM and the CC are equal. Here, the merging and flattening process (T 0i ≤ T < Tc) did
not anneal all ATDs hence some lingering ATDs remain at Tc. Lingering ATDs are formed
when ATDs not annealed by the merging and flattening process persist in LMOs up to
Tc ; (d) The residual healing process which progressively removes lingering ATDs formed at
the critical threshold Tc ; (e) The graphitizability limit which is implicitly correlated to the
number of non-annealable defects (NADs) formed during the merging and flattening process
(T 0i ≤ T < Tc) at the LMO surface (dash-dotted line). The maximal concentration of NADs
is reached at Tc. The maximal concentration of NADs is constant from Tc to T 0e. Based on
Ouzilleau’s calculations [161, 168] T 0i ∼ 1700 K and Tc ∼ 2550 K.
6.2.3 Mathematical approach to the topological graphitization mechanism
The basis of the present graphitizability model is the separation of the carbon population into
two quasi-phases : the mGBs and the LMOs. To model graphitizability, the model requires a
first Ansatz for the d002 variation of any possible graphenic structures which could be located
in mGBs following heat treatment between temperatures T 0i and T 0e (if such structures can
indeed form in the mGBs quasi-phase) :
Ansatz 1 : "Relative to LMOs, mGbs will never graphitize in the sense that any heat treat-
ment will not significantly decrease the interlayer spacing of any graphenic structures present
in this specific quasi-phase, if such graphenic structures are indeed formed at the end of
primary carbonization (Eq. 6.1)."
d002,mGBs(T 0i)− d002,mGBs(T 0e) d002,LMOs(T 0i)− d002,LMOs(T 0e) (6.1)
In Eq. 6.1, d002,mGBs(T 0i) and d002,mGBs(T 0e) are the average interlayer spacings of carbon
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atoms in mGBs respectively following heat treatment at T 0i and T 0e. d002,LMOs(T 0i) and
d002,LMOs(T 0e) are the interlayer spacings of carbon atoms in LMOs respectively following
heat treatment at T 0i and T 0e. Ansatz 1 is important because it simplifies the modelling of
graphitizability, both for non-graphitizable and graphitizable carbons, solely on the graphi-
tization behaviour of carbon atoms in LMOs. It is a reasonable assumption because mGBs
rarely develop graphenic structures of sufficient size to even produce a graphitic signature in
the first place. Based on this primary assumption, Eq. 6.2 is proposed as a logical consequence
of Eq. 6.1 :
d002(T 0i)− d002(T 0e) ∼ f(d002,LMOs(T 0i)− d002,LMOs(T 0e)) (6.2)
In Eq. 6.2, d002(T 0i) and d002(T 0e) are the interlayer spacings of the overall carbon material
(mGBs + LMOs) respectively following heat treatment at T 0i and T 0e. As stated, the claim
of Ansatz 1 is that the change in d002 of the overall carbon following graphitization can
be approximated as a function of solely the change of d002 in LMOs (hence Eq. 6.2). The
contribution of carbon atoms in mGBs to the measurement of the overall decrease of d002
is negligible. Thus, the present mathematical formalism for graphitization can be applied to
graphitizable and non-graphitizable carbons.
As described in Section 6.2.2, in LMOs, the merging and flattening process (Fig. 6.2b) and
the residual healing process (Fig. 6.2d) are interlinked. The residual healing process anneal
lingering ATDs which were generated, but not annealed, by the merging and flattening pro-
cess. Thus, for a given graphitization process (T 0i < T < T 0e) where only T (remembering
T = THT ) is varied, both processes (merging and flattening and residual healing) should
be described with the same general mathematical expression for their transformation order
parameter. This expression is the previously defined Graphitization Order Parameter [168]
(defined as Ω0). Depending on the studied temperature range, the mathematical value of Ω0
is calculated by Equations 6.3 to 6.6 :
Ω0 = 1 ; for T < T 0i (6.3)




(∣∣∣∣ TTc − 1
∣∣∣∣β − γ−1
)
dT ; for T 0i ≤ T ≤ Tc (6.4)




(∣∣∣∣ TTc − 1
∣∣∣∣β − γ−1
)
dT ; for Tc ≤ T ≤ T 0e (6.5)
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Ω0 = 1 ; for T > T 0e (6.6)
The physical interpretation of Ω0 depends on the studied temperature range. If T lies between
T 0i and Tc, Ω0 describes the relative independence [168] of coke crystallites in LMOs (1 at
T 0i, 0 at Tc). Between Tc and T 0e, Ω0 describes the probability of not finding lingering ATDs,
assuming said lingering ATDs were generated during merging and flattening. Ω0 is equal to
1 at T 0e (all lingering ATDs present at Tc are removed). At Tc, this probability is 0 (again,
assuming that lingering ATDs were generated).
Previous work [161, 168] reported the theoretical values of the various parameters of Equa-
tions 6.4 and 6.5. The detailed development of these parameters will not be discussed here.
T 0i and θc are critical transformation parameters respectively valued at 1715 ± 35 K and
−3.83× 10−3 ± 7.5× 10−5. Tc is equal to 2550± 50 K. β and γ are critical normalized para-
meters respectively valued at −0.2 and 0.8. The only new parameter here is T 0e. However,
by temperature difference analogy with T 0i and Tc, T 0e can be evaluated based on the sym-
metry of Ω0. This yields T 0e = 3385± 65 K. Similar to what was previously [168] presented,
it is conceptually equivalent to define Ω0 as a function of various threshold d002 values with
Equations 6.7 and 6.8 :




; for T 0i ≤ T ≤ Tc (6.7)
Ω0 = 0 + d002(Tc)− d002(T )
d002(Tc)− d002(T 0e)
; for Tc ≤ T ≤ T 0e (6.8)
As stated, Ω0 is applicable to the modelling of graphitization for both graphitizable and non-
graphitizable carbons as long as Eq. 6.2 is deemed a valid approximation. However, if the d002
decrease in LMOs is low enough to be on par with the limited decrease of d002 in mGBs, Eq. 6.2
would not be respected. While this should never be the case for graphitizable carbons (where
graphitization of LMOs is always significant), it could explain possible deviations between
the present model calculations and experimental measurements for some non-graphitizable
carbons.
So far, the present mathematical development offers the possibility of modelling the function
d002(T ) between T 0i and T 0e by computing Equations 6.7 and 6.8 with three independent
variables : d002(Tα), d002(Tβ) and d002(T 0e). Tα and Tβ are two arbitrarily selected tempera-
tures in the range T 0i to Tc. However, the number of required independent variables can be
reduced from three to two if a second Ansatz is introduced :
134
Ansatz 2 : "As the merging and flattening process (Fig. 6.2b) and the residual healing process
(Fig. 6.2d) are interlinked, d002(T 0e) is a function (Eq. 6.9) of both d002(Tα) and d002(Tβ),
where T 0i < Tα < Tc and T 0i < Tβ < Tc."
d002(T 0e) = f(d002(Tα), d002(Tβ)) (6.9)
The following discussion details the physical reasoning needed to develop Eq. 6.9. First, two
new variables (δ002 and κ) must be defined with Equations 6.10 and 6.11 :








In Eq. 6.11, NATD(Tc) and NNAD(Tc) are respectively the number of ATDs and NADs present
at Tc, following merging and flattening. d002,graphite is the interlayer spacing of perfect graphite
(d002,graphite = 0.3354 nm). The arbitrarily defined values for Tα and Tβ are respectively 2073 K
and 2400 K. In theory, any pair of temperatures located between T 0i and Tc could have been
chosen. However, due to experimental limitations for the measurement of a significant d002
change, a certain temperature gap must separate the two values. However, it was convenient
to chose a pair of temperatures coherent with the carbonization/graphitization experimental
study which will be presented in Section 6.3. Eq. 6.11 states that, for a given graphitization
process, the behaviour of the function d002(T ), during the residual healing process (Tc <
T < T 0e), is constrained by the relative number of lingering ATDs and NADs following
heat treatment at Tc. As discussed previously, the annealing of lingering ATDs is the driving
force for the change of d002 during the residual healing process (as NADs do not anneal
and thus will not propel graphitization). On the other hand, the deviation of the limiting
d002 value (d002(T 0e)), with reference to perfect graphite (d002,graphite), is correlated to the
relative number of NADs present at Tc (NADs being located in mGBs i.e. the light grey
area in Fig. 6.1). In the present model, NADs are not annealed by either the merging and
flattening process or the residual healing process, as it was assumed that the high activation
energy for said annealing is too high to entail an efficient removal of these defects through
heat treatment (under normal conditions). Therefore, NADs act as some kind of implicit
graphitization limiter per the present graphitization mechanism (Section 6.2.2). Some key
consequences of Eq. 6.11 are as follows :
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— IfNNAD(Tc) is significantly larger thanNATD(Tc) : Eq. 6.11 yields d002(Tc) ∼ d002(T 0e).
As the number of graphtization limiters (NADs) is much higher than the number of
lingering ATDs, the change in d002 by the residual healing process (Tc < T < T 0e)
under this condition is a flat line (i.e. no change in d002 occurs between Tc and T 0e).
— IfNATD(Tc) is significantly larger thanNNAD(Tc) : Eq. 6.11 yields d002(Te) ∼ d002,graphite.
This scenario is only possible if ATDs are generated by the merging and flattening
process and if LLMO (Fig. 6.1a) is large. Indeed, the number of ATDs relative to the
NADs is akin to a surface/volume ratio for the LMOs as NADs are generated at the
LMO surface. A large LLMO yields a low surface/volume ratio and thus increases the
relative presence of any lingering ATDs at Tc (compared to the presence of NADs)
under the condition that lingering ATDs are indeed present (which is not always the
case). Eq. 6.11 is thus in agreement with the findings of Oberlin [36] which states that
large LLMO values are a key feature of high graphitizability carbons.
Knowing that d002(Tc) can be calculated as a function of δ002 by a simple rearrangement of
Eq. 6.7, Eq. 6.9 is rewritten as follows :
κ = f(δ002) (6.12)
Eq. 6.12 is the crux of Ansatz 2. The exact form of Eq. 6.12 is unknown for the moment.
However, it is known that it should possess one fundamental mathematical property (Eq.
6.13) :
κ(δ002 = 0) = 0 (6.13)
Eq. 6.13 implies that, if no merging and flattening occurs between T 0i and Tc (i.e δ002 = 0),
the number of ATDs present at Tc relative to the number of NADs will be equal to 0. NADs
are present at Tc, even if no merging and flattening occurs because these defects are intrinsic
to the presence of mGBs between neighbouring LMOs. mGBs are created as soon as the
LMO solidifies at the end of primary carbonization [5]. For example, lets consider the case
where primary carbonization (or some other high temperature process involving the pyrolysis
of carbon rich gaseous species) yields a non-graphitic carbon whose La = LLMO. This specific
carbon would generate no ATD during merging and flattening as no merging and flattening
would occur during heat treatment (i.e. the LMO is a single coke crystallite). However, NADs
would still be present at Tc due to the presence of mGBs between the single crystallite LMO
and its neighbouring LMOs. Hence why κ, for this specific limiting scenario, would be null
(therefore why Eq. 6.13 is needed).
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Eq. 6.13 is insufficient on its own to further develop Eq. 6.12. Invoking Ansatz 1, Eq. 6.14 is
written to further develop the interdependence between κ and δ002 :
δ002 ∼ f(d002,LMOs(Tα)− d002,LMOs(Tβ)) (6.14)
Eq. 6.14 states that δ002 is solely a function of the structural changes in the LMOs during the
merging and flattening process (remembering that T 0i < Tα < Tc and T 0i < Tβ < Tc). Hence,
δ002 is an implicit measurement of the extent of the reorganisation of the LMOs during the
merging and flattening process. Precisely, the extent of the merging and flattening process
provides some indirect evaluation of the activation energy for the annealing of ATDs, the
main graphitization vector of the present model. As stated, ATDs are generated by merging
and flattening process and can anneal during merging and flattening, residual healing or both
processes, depending on the activation energy of their annealing mechanism. If the activation
energy of said ATDs is low, they are relatively mobile and have a high probability to anneal
during the relatively low temperature merging and flattening process. Thus, in that case, the
reorganisation by merging and flattening is significant. If the activation energy is moderately
high, they are relatively stiff defects which will require higher temperature to anneal (i.e. the
high temperature residual healing process). Two scenarios, which will serve as a basis for the
detailed development of Eq. 6.12, are proposed for the physical modelling of the link between
the merging and flattening process and the residual healing process :
— Low δ002 : The reorganisation of the structure is relatively weak. ATDs are generated
but the activation energy for their annealing is too high for significant annealing (i.e.
flattening) to occur during merging and flattening. Conceptually, the process generates
more ATDs than it consumes. Hence, this reorganisation will yield lingering ATDs at
Tc. The amount depends on the magnitude (value of δ002) of the merging and flattening
process. This implies that higher δ002 values result in an increased number of lingering
ATDs at Tc. As the reorganisation by merging and flattening is weak, graphitization
will requires higher temperatures for the annealing of high activation energy lingering
ATDs (i.e. the residual annealing process).
— High δ002 : The reorganisation of the structure is significant. ATDs are generated
and subsequently consumed to sustain the reorganisation of the carbon structure by
merging and flattening. This behaviour is typical of ATDs with low activation energy
for their annealing process. As most ATDs are consumed, few lingering ATDs will
remain at Tc. Higher δ002 values (associated to a higher reorganisation) will further
lower the number of lingering ATDs at Tc as more ATDs are consumed to fuel the
reorganisation process. As the merging and flattening process consumed most ATDs,
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further graphitization of the structure by the residual healing process will be relatively
weak.
It is proposed to model the two behaviours (low δ002 and high δ002) with a critical first-order
non-homogeneous differential model. First, two new quantities are defined : δc and δr. δc
is a critical threshold which marks the change from the low reorganisation behaviour (low
δ002), where ATDs are generated but not significantly consumed, to the high reorganisation
behaviour (high δ002), where ATDs are simultaneously generated and consumed. δr is the





A third Ansatz defines the mathematical form of the first-order non-homogeneous differential
model for Eq. 6.12 considering that this model is actually composed of two functions (one
for the low reorganisation behaviour and one for the high reorganisation behaviour) :
Ansatz 3 : "The merging and flattening process is mathematically modelled with two dif-
ferential equations in order to account for the change in the annealing behaviour of the


















; for δr > 1 (6.17)
In Equations 6.16 and 6.17, two contributions are taken into account : the merging contribu-
tion and the flattening contribution. The merging contribution is modelled with a reciprocal
function (m/δr) of dimensional order m. The flattening contribution is modelled with a cri-
tical reciprocal dependence as a function of the difference between δr and unity. n is the
dimensional order of the flattening contribution of the merging and flattening process. For
a low reorganisation process (Eq. 6.16), the flattening contribution generates more ATDs
than it consumes. Hence, the flattening contribution is positive. For a high reorganisation
process (Eq. 6.17), the flattening contribution generates and consumes ATDs. The flattening
contribution is thus negative. Integrating Eq. 6.16 yields Eq. 6.18. Integrating Eq. 6.17 also
lead to the same result. Eq. 6.18 is valid for both the low and the high reorganisation modes






; for δr ≥ 0 (6.18)
In Eq. 6.18, C1 is a proportionality constant which originated from the integration operation.
Henceforward, Eq. 6.18 is considered as the final form of Eq 6.12. To reach this result, Ansatz
1 (Eq. 6.14), Ansatz 2 (Eq. 6.12) and Ansatz 3 (Equations 6.16 and 6.17) were required.
As the flattening process is three-dimensional (flattening through the thermal annealing of
local ATDs is indeed a strong prequisite for graphitic ordering), and considering the merging
process is a single direction vectorial process, the simplest approach is to define n as equal to
3 and m as equal to 1. Both C1 and δc can be derived from the mathematical analysis [161] of
experimental data. Having previously defined Tα = 2073 K and Tβ = 2400 K, analysis of the
graphitization data of Monthioux[6] results in C1 = 0.043 and δc = 0.0012 nm. Theoretically,
these values for C1 and δc should apply to all graphitizable and non-graphitizable carbons.
They should not be limited to the carbons of Monthioux [6]. This will be verified later in
Section 6.2.4 for the case of graphitizable carbons and Section 6.2.5 for the case of non-
graphitizable carbons.
In light of the previous mathematical development, it can be concluded that the complete
(T 0i < T < T 0e) function d002(T ) can be computed as a function of d002(Tα) and d002(Tβ)
by combining Equations 6.4, 6.5, 6.7, 6.8 and 6.18. Validation of the model for the complete
graphitizability spectrum will be presented in Sections 6.2.4 and 6.2.5. To help the discussion
regarding what constitutes a graphitizable or a non-graphitizable carbon, we defined the










In Eq. 6.19, d002,turbo is the interlayer spacing of a turbostratic [46] coke crystallite (d002,turbo =
0.344 nm). For a perfectly graphitizable carbon (d002(T 0e) = d002,graphite), ηg = 1. The less
graphitizable a carbon is, the more ηg will asymptomatically approach the null value. To
attempt at clarifying graphitizability in further discussions, a carbon will be non-graphitizable
if ηg < 0.5 and graphitizable if 0.9 < ηg < 1. Semi-graphitizable carbons will be characterized
by 0.5 < ηg < 0.9. ηg highlights the importance of no longer perpetuating the old dichotomy
of graphitizable and non-graphitizable carbons as graphitizability is a spectrum, not a binary
state. ηg is a suitable descriptor of graphitizability as it respects the three key conditions of
this property : graphitizability is a continuous spectrum [6], perfect graphitizability is a
bounded mathematical limit (ηg = 1), non-graphitizability is an asymptotic mathematical
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quantity (limd002(T 0e)→∞ηg = 0). Important to note, ηg is an empirical expression which aims
solely at facilitating the distinction between graphitizable and non-graphitizable carbons.
Hence, it should not be compared to the strict graphitization degree [39] (P1), which is
obtained from the modulation of the 11 band, as the basis of both descriptors is different.
6.2.4 Validating the model for the case of graphitizable carbons
Prior to discussing the application of the model, Tables 6.1 and 6.2 respectively summarize the
various parameters of the present graphitizability formalism. It is relevant to highlight that
the present graphitizability model is constructed solely with five fundamental parameters (β,
γ, Tc, m, n), all of them possessing some physical basis. The two independent variables of the
model are d002(Tα), d002(Tβ). The other parameters are either calculated from intrinsic mathe-
matical properties of the present model (T 0i, T 0e, θc) or derived from available experimental
data (δc, C1). Specifically, δc and C1 were calculated solely based on the data of Monthioux [6].
The values of δc and C1 parameters were taken as transferable, without any adjustment, to the
calculation of the d002(T ) function of all other graphitizable and non-graphitizable carbons
[7, 9, 10, 33, 39, 40, 46, 65, 70, 71, 117, 119, 122, 123, 143, 144, 147, 148, 150, 152, 173, 177–
182] studied in the present paper. Another important point, the model error is dependent on
the uncertainty (±50 K) of the fundamental critical temperature [161] (Tc) and on the error
when measuring independent variables d002(Tα) and d002(Tβ). For the moment, the sensitivity
analysis of the model will be limited to the error on Tc. Fig. 6.3 presents the algorithm of
calculation of the present graphitizability model which produces the function d002(T ). This
function is applicable to the modelling of graphitizable and non-graphitizable carbons as dis-
cussed in Section 6.2.3. This section of the paper will discuss solely of the case of graphitizable
carbons.
Figures 6.4, 6.5, and 6.6 present the results of the model for some typical graphitizable car-
bons. The experimental error on d002 measurements for such carbons ranges from 2× 10−4 nm,
at best [38], to the upper value [161] of 5× 10−4 nm. An intermediate value of 3.5× 10−4 nm
is thus considered for the present comparative analysis. Application of the model to other
graphitizable carbons [7, 10, 33, 39, 40, 65, 71, 117, 119, 122, 143, 147, 148, 150, 152, 177]
yielded results of similar quality as the ones of Figures 6.4, 6.5, and 6.6. Figures 6.7 and 6.8
provides further insight on the mechanic of the function d002(T ). Specifically, Fig. 6.7 presents
a typical case of a merging and flattening process where the low magnitude of δ002 (δ002 < δc)
promotes the formation, but not the subsequent annealing, of ATDs between T 0i and Tc.
Thus, a high number of lingering ATDs will be present at Tc. Said lingering ATDs anneal at
higher temperature by the residual healing process (Tc < T < T 0e), hence the sigmoid-shaped
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curve of d002(T ). Fig. 6.8, on the other hand, is representative of a merging and flattening
process of high magnitude (δ002 > δc). In this mode of the process, ATDs are generated and
subsequently annealed during merging and flattening. Hence, very few lingering ATDs will
be present at Tc. Thus, the structural changes during the residual healing step (which are
driven by the consumption of lingering ATDs) will be be minor. In that case, the shape of
the function d002(T ) between Tc and T 0e approaches a flat line.
Comparing Figures 6.7 and 6.8 highlights a possible deviation between the model calculations
and the experimental d002 measurements in the low temperature region of Fig. 6.8. This is
a consequence of a fundamental limitation of the model. In this temperature region of the
merging and flattening process (between T 0i and ∼ 2073 K), almost all chemically-bonded
heteroatoms [56, 60] are released from the carbon structure by the heat treatment process.
This promotes a more extensive (relative to a pure carbon material) merging and flattening
process. As the present model assumes pure carbon structures (no heteroatoms are present),
deviations are to be expected if graphitization was somehow enhanced by the release of
heteroatoms in this temperature region. However, once all heteroatoms are removed, the
experimental measurements and the model should be in agreement as the energetics of the
graphitization process would no longer be enhanced by the phenomena of heteroatom release.
This the case in Fig. 6.8 for T greater than ∼ 2073 K. Further discussion on the effect of
heteroatom release on graphitization is beyond the scope of the present paper.
A Nash-Sutcliffe coefficient [155] (NS) evaluates the prediction quality of the model (assuming
Tc = 2550 K) for all studied graphitizable carbons [6, 7, 9, 10, 33, 39, 40, 46, 65, 71, 117,
119, 122, 123, 143, 144, 147, 148, 150, 152]. A value of 1 for the NS coefficient signifies a
perfect correspondence between the experimental data and the model calculations. The NS
coefficient ranges from 1 (ideal) to −∞ (no match). For 2073 K < T < T 0e, the model yields
for the selected data on graphitizable carbons NS = 0.99. For T 0i < T < T 0e, NS = 0.97. As
discussed previously, this decrease in precision between the two temperature ranges originates
from the effect of heteroatom release between T 0i and 2073 K which modifies the energetic of
the merging and flattening process relative to the pure carbon path (i.e. the present model).
Assuming Tc = 2550 K, Fig. 6.9 presents the sensitivity analysis of the model for the inde-
pendent variables d002(Tα) and d002(Tβ) considering a typical error [38, 161] on d002 measu-
rements of ±3.5× 10−4 nm. Comparison between Figures 6.7 and 6.9 shows that ηg is more
sensitive to the measurement of d002(Tα) and d002(Tβ) than the choice of Tc value. Thus, to
predict ηg with the best confidence, the methodology of Iwashita [38] for the measurement
of d002 is recommended as the precision of this method is, at best, ±2× 10−4 nm.
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Table 6.1 Fundamental parameters of the graphitizability model.
Parameter Value Justification
β −0.2 Typical value of an Heisenberg-type critical transition with
three degrees of freedom [141, 168].
γ 0.8 Temperature ratio which constrains the change from quasi-
linearity to non-linearity [161, 168] of the function d002(T ).
Tc 2550± 50 K Expected thermodynamic value of the graphitization tempera-
ture threshold as calculated by the surface energy models of
Abrahamson [112] and Ouzilleau [56].
m 1 Dimensional order of the merging contribution for the modelling
of the merging and flattening process by Equations 6.16 and
6.17 (Section 6.2.3).
n 3 Dimensional order of the flattening contribution for the model-
ling of the merging and flattening process by Equations 6.16
and 6.17 (Section 6.2.3).
6.2.5 Applying the model to some non-graphitizable carbons
Section 6.2.3 claimed that the present model (Fig. 6.3) can be applied to non-graphitizable
carbon under the condition that Eq. 6.1 is respected. This will be verified in the present
Section. However, as stated in Section 6.2.3, it should be noted that for some specific non-
graphitizable carbons, the low reorganisation of the LMOs may be on par with the low
reorganisation of the mGBs. Hence, for these carbons, Eq. 6.1 may not be applicable. Ho-
wever, even if this were to be the case, the model should still be a reasonable estimation of
the graphitization function, albeit with a more important modelling error. Indeed, for most
carbons, the main contributors to the graphitization function d002(T ) should always be the
LMOs. Important to note, as the same critical exponents were used to model graphitiza-
tion in both non-graphitizable and graphitizable carbons, it is implied that the local nature
of ATDs being annealed in both processes is the same. Figures 6.10, 6.11 and 6.12 present
key results which illustrates how the model can predict the graphitization function of some
non-graphitizable carbons as a function of d002(Tα) and d002(Tβ).
In Figures 6.10, 6.11 and 6.12, similar to what was could be extracted from comparing Fi-
gures 6.7 and 6.8 in Section 6.2.4, non-negligible deviations between the model calculations
and the experimental results are observed in the range T 0i to ∼ 2073 K. As discussed in
Section 6.2.4, these deviations can be explained by the release of heteroatoms in this speci-
fic temperature range. Indeed, this would modify the energetic pathways of graphitization
relative to the predictions of the present model where a pure-carbon energetic pathway was
assumed. To evaluate the quality of the predictions of the model in Figures 6.10, 6.11 and
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Table 6.2 Calculated parameters of the graphitizability model d002(T ) = f (d002(Tα), d002(Tβ))
where Tα = 2073 K and Tβ = 2400 K.
Parameter Value Justification
T 0i 1715± 35 K Derived from the following fundamental property
[168] of Ω0 : d(Ω
0[T 0i])
dT = 0.
T 0e 3385± 65 K Calculated according to the temperature symme-
try (Section 6.2.3) of Ω0 (Tc − T 0i = T 0e − Tc).
θc −3.83× 10−3 ± 7.5× 10−5 Derived from the following fundamental property
[168] of Ω0 : Ω(Tc) = 0.
δc 1.2× 10−3 nm Critical parameter calculated from the expe-
rimental function κ(δr) which was empirically
[161] obtained from the data of Monthioux[6]
(Section 6.2.3).
C1 0.043 Proportionality constant of Eq. 6.18 (Section
6.2.3) calculated from the experimental function
κ(δr) which was empirically[161] obtained from
the experimental data of Monthioux[6].
6.12, NS coefficients were calculated. NS coefficients ranges from 1 (perfect match) to −∞
(no match). For 2073 K < T < T 0e, applying the model (Tc = 2550 K) to the selected data





— Set T .
2. Calculate :
— δ002 with Eq. 6.10.
— δr with Eq. 6.15.
— κ with Eq. 6.18.
— d002(T 0i) and d002(Tc) by solving the binary equation system [Ω0(Tα) ; Ω0(Tβ)],
where Ω0 is calculated with Eq. 6.7.
— d002(T 0e) with κ and d002(Tc).
3. If T 0i ≤ T ≤ Tc :
— Calculate d002(T ) with Equations 6.4 and 6.7.
4. If Tc ≤ T ≤ T 0e :
— Calculate d002(T ) with Equations 6.5 and 6.8.
Figure 6.3 Algorithm for the calculation of the function d002(T ) of graphitizable and non-
graphitizable carbons as a function of d002(Tα) and d002(Tβ) where Tα = 2073 K, Tβ = 2400 K
and Tc = 2550 K.
144
Figure 6.4 Comparison between the experimental measurements of Monthioux [6] and the d002
calculated as a function of d002(Tα) and d002(Tβ) by the present graphitizability model where
Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). Holding time (thold) at maximal temperature is 10
minutes. ηg is calculated with Eq. 6.19. The lens shape of the results illustrates the sensitivity
due to Tc = 2550 ± 50 K. The typical experimental error [38, 161] on d002 measurements is
taken as 3.5× 10−4 nm. Studied carbons : (A) Asphalt Athabasca 1, (B) Asphalt Emeraude,
(C) Asphalt Batiraman, (D) Asphalt Mandgi, (E) Asphalt Athabasca 2.
145
Figure 6.5 Comparison between the experimental measurements of Oberlin [9], Maire [123]
and the d002 calculated as a function of d002(Tα) and d002(Tβ) by the present graphitizability
model where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated with Eq. 6.19.
The lens shape of the results illustrates the sensitivity due to Tc = 2550± 50 K. The typical
experimental error [38, 161] on d002 measurements is taken as 3.5× 10−4 nm. Studied carbons :
(A) Coal tar pitch [9], (B) Polyvinyl chloride [123].
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Figure 6.6 Comparison between the experimental measurements of Franklin [46], Heintz [144]
and the d002 calculated as a function of d002(Tα) and d002(Tβ) by the present graphitizability
model where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated with Eq. 6.19.
The lens shape of the results illustrates the sensitivity due to Tc = 2550± 50 K. The typical
experimental error [38, 161] on d002 measurements is taken as 3.5× 10−4 nm. Studied carbons :
(A) Polyvinyl chloride [46] (thold = 0.3 h), (B) Petroleum coke [144] (holding time was not
specified).
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Figure 6.7 Comparison between the experimental measurements of Hamada [119] and the d002
as a function of d002(Tα) and d002(Tβ) by the present graphitizability model where Tα = 2073 K
and Tβ = 2400 K (Fig. 6.3). ηg is calculated with Eq. 6.19. The lens shape of the results
illustrates the sensitivity due to Tc = 2550 ± 50 K. The typical experimental error [38, 161]
on d002 measurements is taken as 3.5× 10−4 nm. Studied carbon : (A) Carbon fibers.
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Figure 6.8 Comparison between the experimental measurements of Hishiyama [65] and the
d002 calculated as a function of d002(Tα) and d002(Tβ) by the present graphitizability model
where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated with Eq. 6.19. The lens shape
of the results illustrates the sensitivity due to Tc = 2550±50 K. The typical experimental error
[38, 161] on d002 measurements is taken as 3.5× 10−4 nm. Studied carbon : (A) Polyimide
film Kapton (thold = 0.5 h).
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Figure 6.9 Sensitivity analysis of the expected error on parameters d002(Tα) and d002(Tβ
(where Tα = 2073 K and Tβ = 2400 K) and the model calculations (assuming Tc = 2550 K),
with comparative analysis to the measurements of Hamada [119]. ηg is calculated with Eq.
6.19. The lens shape of the results illustrates the sensitivity due to a typical [38, 161] error
on d002(Tα) and d002(Tβ) i.e. ±3.5× 10−4 nm. Studied carbon : (A) Carbon fibers.
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Figure 6.10 Comparison between the experimental measurements of Yamada [178], Fischbach
[70] and Monthioux [6] and the d002 calculated as a function of d002(Tα) and d002(Tβ) by the
present graphitizability model where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated
with Eq. 6.19. The lens shape of the results illustrates the sensitivity due to Tc = 2550±50 K.
Studied carbons : (A) Glassy carbon [178], (B) Polymer-based glassy carbon [70], (C) Asphalt
R-15 769 [6].
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Figure 6.11 Comparison between the experimental measurements of Kim [179], Kobayashi
[180] and Oberlin [39] and the d002 calculated as a function of d002(Tα) and d002(Tβ) by the
present graphitizability model where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated
with Eq. 6.19. The lens shape of the results illustrates the sensitivity due to Tc = 2550±50 K.
Studied carbons : (A) Poly(vinylidene chloride) [179] (thold = 1 h), (B) Phenol-formaldehyde
resin [180] (thold = 0.5 h), (C) 3-Methylphenol-formaldehyde resin [180] (thold = 0.5 h), (D)
Saccharose coke [39].
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Figure 6.12 Comparison between the experimental measurements of Ban [173], Pesin [181]
and Rousseaux [182] and the d002 calculated as a function of d002(Tα) and d002(Tβ) by the
present graphitizability model where Tα = 2073 K and Tβ = 2400 K (Fig. 6.3). ηg is calculated
with Eq. 6.19. The lens shape of the results illustrates the sensitivity due to Tc = 2550±50 K.
Studied carbons : (A) Poly(vinylidene chloride) [173], (B) Phenol-formaldehyde resin [181],
(C) Furfuryl alcohol glassy carbon [182].
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6.3 Experimental carbonization study of chemical and structural properties cor-
related to d002(Tα) and d002(Tβ) for some graphitizable carbons
6.3.1 Constructing two phenomenological functions for δ002 and d002(Tβ)
Section 6.2.4 and 6.2.5 reinforced the validity of the graphitization mechanism of Fig. 6.2
and its associated physical model (whose algorithm of calculation was detailed in Fig. 6.3).
The key conclusion was that, for the studied graphitizable and non-graphitizable carbons,
ηg is a function of independent variables d002(Tα) and d002(Tβ). This function was developed
through the combination of Equations 6.9 and 6.19. Equivalently, one can rewrite Equations
6.9 and 6.19 as Eq. 6.20 :
ηg = f(d002(Tβ), δ002) (6.20)
The goal of Section 6.3 is to improve the scope of Eq. 6.20 through the phenomenological study
of experimental factors correlated to d002(Tβ) and δ002 (i.e. the two fundamental graphitization
variables). One can assume that there exist two arbitrary functions (Equations 6.21 and 6.22)
which could respectively predict d002(Tβ) and δ002 as a function of some unknown number of
independent variables xi and yi :
d002(Tβ) = f(x1, x2, x3, ..., xi) (6.21)
δ002 = f(y1, y2, y3, ..., yi) (6.22)
Based on the kinetic studies of Fischbach [12], Fair [10], Hishiyama [65] and Fitzer [142], two
independent variables of Equations 6.21 and 6.22 can be intuitively proposed : the heating
rate (HR) of the carbonization/graphitization process (remembering here that we consider
T = THT ) and the holding time at maximal temperature (thold). Both parameters are required
to model the effect of time on carbonization/graphitization. We thus obtain :
d002(Tβ) = f(HR, thold, ..., xi) (6.23)
δ002 = f(HR, thold, ..., yi) (6.24)
The study of the time dependence of Equations 6.23 and 6.24 is beyond the scope of the
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present work. Thus, the mathematical development of Equations 6.23 and 6.24 will be limited
to a single well-defined heat treatment process (the pr1 process) with operating parameters
HR1 and thold,1. We propose here that Equations 6.23 and 6.24 are each respectively defined
with only one independent variable (apart from HR1 and thold,1) : the orientation factor
Wf for Eq. 6.23 and the graphitization resistance Ψ for Eq 6.24. Ψ can be interpreted as
some dimensionless force which limits the reorganisation potential of the LMOs during the
densification of the IM by the merging and flattening process (Fig. 6.2b). Equations 6.23 and
6.24 simplify to the following :
[d002(Tβ)]pr1 = f(Wf ) (6.25)
[δ002]pr1 = f(Ψ) (6.26)
Walker [111, 183] proposed that the relative intensities of the carbon and silicon 002 X-ray
diffraction peaks of a typical (carbon + silicon) powder can serve as a measure of the relative
alignment of crystallites in a carbon (i.e. alignment of coke crystallites in Fig. 6.1b). Hence,








In Eq. 6.27, AC is the area under the carbon 002 peak (above background levels) of the
diffraction pattern of a given (carbon + silicon) powder sample where that carbon was obtai-
ned following primary carbonization [5, 9, 161] at the heat treatment temperature Tsemicoke
(where Tsemicoke ∼ 823 K). ASi is the area under the silicon 002 peak (above background
levels) of the diffraction pattern of a given (carbon + silicon) powder sample. As stated, Wf
represents the relative alignment of crystallites in LMOs. The silicon serves as reference point
for the relative measurement of the unsymmetrical nature of the material. Higher Wf are
associated to a more symmetrical carbon material (i.e. the coke crystallites of the LMOs are
well mutually oriented). Lower Wf are associated to less oriented carbon materials.
As stated, Ψ is the graphitization resistance of LMOs. The qualitative impact of Ψ on the
physical behaviour of the merging and flattening process is as follows :
— Low Ψ : merging and flattening will yield a low number of lingering ATDs at Tc. The
maximal concentration of NADs at Tc will be relatively low.
— High Ψ : merging and flattening will yield lingering ATDs at Tc. The maximal concen-
tration of NADs at Tc will be relatively high.
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Taking inspiration from the work of Walker [111, 183] and Oberlin [9], Ψ is defined with Eq.









; for %Swt. < Slow (6.28)
In Eq. 6.28, %Oat. and %Hat. are respectively the atomic percentages of oxygen and hydrogen
of a carbon material following heat treatment at Tsemicoke. %Swt. is the weight percentage of
sulfur following heat treatment at Tsemicoke. Ψ is the product of two contributions :Wf (which
represents the relative orientation of coke crystallites in LMOs) and the oxygen/hydrogen
ratio. For relatively low sulfur carbons (%Swt. < Slow where Slow is the lower sulfur content
limit for the application of Eq. 6.28), Oberlin [9] showed that the specific oxygen/hydrogen
composition ratio, following primary carbonization, was strongly correlated to the extent
of the LMOs (i.e. LLMO). Higher oxygen/hydrogen ratios are indicative of low LLMO values
while low ratios are associated to high LLMO. For carbons with relatively high sulfur contents,
it could be necessary to include the contribution of cross-linking sulfur atoms (sulfur present
in the mGBs) to improve [5] Eq. 6.28. Indeed, it was proposed [9, 76] that cross-linking
sulfur promotes the formation of smaller LMOs, a role similar to the one of oxygen. This
could hint at the fact that cross-linking sulfur is primarily located in the mGBs, increasing
their chemical stability relative to LMOs. Indeed, the greater thermodynamic stability of high
sulfur mGBs would lower the probability of forming large LMOs during the solidification of
the mesophase. However, based on recent calculations [77], sulfur was found to be an unstable
cross-linking molecule. Also, it is unclear how the thermal release of thiophenic-like sulfur
[60] present in the CC, which was proposed by some to be a graphitization promoter [7],
affect the graphitization mechanism (e.g. possible lowering of the activation energy for the
annealing of ATDs). Until consensus is reached on the nature of the interaction of sulfur and
graphitization, its contribution to Eq. 6.28 will be neglected. Only in the case [9] of very high
sulfur carbons would this simplification entails a significant deviation from reality. Kipling
[78] proposed a sulfur content limit of Slow ∼ 9 % (weight) for such a strong deviation (sulfur
measured following heat treatment 700 ◦C). Slow will thus serve as a limit for Eq. 6.28 until
the role of cross-linking sulfur can be better implemented in view of the present graphitization
theory.
Regardless of the role of sulfur, the purpose of Eq. 6.28 is to suggest that Ψ is function of
crystallite orientation (Wf ) and LLMO, LLMO itself being correlated to the oxygen/hydrogen
ratio). Well-oriented crystallites (highWf ) will promote the formation of ATDs with very low
activation energies for their thermal annealing process. This translates in greater annealing at
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lower temperatures compared to less well-oriented crystallites which will form ATDs requiring
the higher temperature residual healing process to anneal. Fewer lingering ATDs will persist
up to Tc in well-oriented LMOs. Thus, high values of Wf will promote a more important
graphitic reorganisation of LMOs (through ATD annealing) during the merging and flattening
process (δr > 1). On the other hand, low values of Wf will promote graphitic reorganisation
of LMOs during the residual healing process. In short, less well-oriented crystallites (lowWf )
promotes a higher resistance as the topology of the generated ATDs will be more prone to
develop curvature (hence their higher annealing activation energy). Higher heat treatment
temperatures (T > Tc) will thus be needed to anneal the lingering ATDs formed from these
somewhat high curvature defects of the merging and flattening process.
Concerning the effect of LLMO, carbons with low LLMO values will tend to have a high
surface/volume ratio for their LMOs. This in turn increases the relative presence of peripheral
NADs and limits the maximal potential number of ATDs created during the merging and
flattening process. Conceptually, as the relative presence of NADs increases, the lower the
probability of forming large LMOs will be. In turn, this decreases the maximal number of
ATDs which could potentially be present in the material following heat treatment at Tc. This
negative effect on graphitizability can be counteracted upon by an increase of LLMO. The
present model is thus in agreement with Oberlin [36] main finding that graphitizable carbons
(which usually have high δ002 values) have a high average LLMO value.
Sections 6.3.2, 6.3.3 and 6.3.4 will present the carbonization/graphitization experimental re-
sults for the development of the two phenomenological functions of the present approach
(Equations 6.25 and 6.26). The associated mathematical development of each function will
also be discussed. The methodology to obtain said experimental data is detailed in Sec-
tion 6.3.2. The present experimental study will be limited to the case of some graphitizable
carbons.
6.3.2 Experimental method
The graphitizable carbons consist of 6 petroleum cokes (who have yet to complete their
primary carbonization process) and 5 coal tar pitches. The cokes are identified as C1, C2,
C3, C4, C5, C6 and the pitches as P1, P2, P3, P4, P5. All carbon materials were sequentially
heat treated at Tsemicoke (i.e. 823 K), Tα (i.e. 2073 K) and Tβ (i.e. 2400 K). HR1 was equal to
∼ 4 ◦C min−1. This HR1 value was selected as the experiments of Bonnamy [75] showed that it
resulted in a value of Tsemicoke ∼ 823 K (for most graphitizable pitches and cokes). The heating
rate was the same for all heat treatments (Tsemicoke, Tα, Tβ). This specification is needed for
the heat treatments at Tα and Tβ to respect the simplification which yielded Equations
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6.25 and 6.26 from Equations 6.23 and 6.24. The holding time at maximal temperature
(thold,1) was chosen to be 10 minutes to emulate the graphitizability experiments of Monthioux
[6]. thold,1 was also maintained constant for all heat treatments. These parameters (HR1
and thold,1) define our heat treatment process pr1 (i.e. the pr1 conditions). Following heat
treatment at Tsemicoke, the oxygen, hydrogen and sulfur contents of all carbons were measured
by LECO®combustion analysis. For carbons heat treated at Tsemicoke, Tα and Tβ, the X-Ray
Diffraction (XRD) patterns were obtained following the standard methodology of Iwashita
et al. [38, 184]. Mixtures of 80 % (weight fraction) carbon sample and 20 % (weight fraction)
standard silicon were chosen for all XRD measurements. As detailed by Iwashita, raw XRD
patterns were corrected for the Lorentz factor, the polarization factor, the absorption factor,
the atomic scattering factor and for the background contribution. From the corrected XRD
patterns, Ac and ASi are respectively calculated by fitting the 002 "peak" (the word peak
is loosely appropriate here as it is not a peak per say) of carbon and the reference silicon
peak with individual Voigt functions. Wf is subsequently calculated with Eq. 6.27. Fig. 6.13
provides an example of a typical diffraction pattern for the calculation of the Wf parameter
of coke C1. d002(Tα) and d002(Tβ) values of each sample were extracted from the respective
corrected XRD patterns of carbons following heat treatment at Tα and Tβ.
Figure 6.13 Corrected diffraction pattern of a powder mixture containing 80 % (weight) car-
bonized coke C1 (obtained following heat treatment at Tsemicoke where Tsemicoke = 823 K) and
20 % (weight) electronic grade silicon. Wf is calculated with Eq. 6.27, where Ac is equal to
the area in red and ASi is equal to the area in light blue.
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6.3.3 Misorientation class model for d002(Tβ) as a function of Wf
Tables 6.3 and 6.4 present the measured values of Wf and d002(Tβ) following heat treatment
of the petroleum cokes (C1, C2, C3, C4, C5, C6) and the pitches (P1, P2, P3, P4, P5). Some
hypothesis are needed to develop Eq. 6.25 from this experimental data. First, carbons are
considered to be classified based on a criteria of (relatively) similar LMO size (LLMO in Fig.
6.1a). The idea of a classification system based on LLMO has been previously discussed by
Oberlin [5]. In the present case, as graphitizable petroleum cokes and graphitizable coal tar
pitches both typically [5, 9, 36, 39] develop 50 nm < LLMO < 100 nm, it is assumed that they
belong to the same class of carbon materials (Class 7 according to Oberlin [5]). This implies
Eq. 6.29 :
(LLMO)C1 ∼ ... ∼ (LLMO)C6 ∼ (LLMO)P1 ∼ ... ∼ (LLMO)P5 (6.29)
Important to note, Eq. 6.29 only state that the LLMO of the studied carbons (C1, C2, C3,
C4, C5, C6, P1, P2, P3, P4, P5) are relatively similar when compared to the LLMO of other
carbons classes (e.g. the important difference [168] between the LLMO of graphitizable and
non-graphitizable carbons). Next, it is supposed that there exists, for a given class of carbons
heat treated at Tβ, a function which calculates some statistical average distance (defined as
L1(Tβ)) between the coke crystallites of LMOs as a function of the average misorientation
degree of said LMOs (defined with (Wf )−1). L1(Tβ) is developed in the final stages of the
mesophase solidification process (i.e. just prior to the end of primary carbonization). At
this step, the order of the LMOs is close to be final, but individual crystallites still retain
some mobility. For highly oriented materials (relatively large value for Wf ), the developed
L1(Tβ) is minimal (L1(Tβ) ∼ L1(Tβ)min). Increasing misorientation results in a larger L1(Tβ)
(relative to the minimum value) due to the more important contribution of atomic repulsion
between misoriented coke crystallites. However, there exists some peak value of Wf (Wc)
where any further increase in misorientation will actually lower L1(Tβ) due to the anisotropic
nature of the graphenic structure of coke crystallites which implies reduced repulsion at a
very high misorientation (low Wf ). The value for L1(Tβ) is set when the material solidifies at
the semicoke stage. All in all, it is stated that the samples of Tables 6.3 and 6.4 belong to a
misorientation class named G7(pr1) (Class 7 LMOs heat treated under pr1 conditions). This
class is characterized by 0.45 < Wf < 0.85 and 50 nm < LLMO < 100 nm. As stated in Section
6.3.2, it is produced with the following pr1 process : HR1 ∼ 4 ◦C min−1 and thold,1 = 10 min.
For the present misorientation class G7(pr1), a simple peak function (Eq. 6.30) models the
anisotropic repulsion phenomena :
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; for 0.45 < Wf < 0.85 (6.30)
Table 6.3 Measured values of the interlayer spacing d002(Tβ) and the relative orientation of
coke crystallites in LMOs (Wf ). All values for the measured properties were obtained from
the XRD patterns of various green petroleum cokes (C1, C2, C3, C4, C5, C6) following heat
treatment under pr1 conditions. Wf was calculated with Eq. 6.27 for carbons heat treated
at Tsemicoke (Tsemicoke = 823 K). The value of Tβ was arbitrarily defined as 2400 K in Section
6.2.3. The experimental error [38] on d002(Tβ) measurements is, at best, 2× 10−4 nm. The
measured error on Wf is ∼ 0.03.
C1 C2 C3 C4 C5 C6
Measured property
Wf 0.57 0.8 0.62 0.6 0.71 0.64
d002(Tβ) (nm) 0.3406 0.3400 0.3399 0.3400 0.3399 0.3398
Table 6.4 Measured values of the interlayer spacing d002(Tβ) and the relative orientation of
coke crystallites in LMOs (Wf ). All values for the measured properties were obtained from
the XRD patterns of various coal tar pitches (P1, P2, P3, P4, P5) following heat treatment
under pr1 conditions. Wf was calculated with Eq. 6.27 for carbons heat treated at Tsemicoke
(Tsemicoke = 823 K). The value of Tβ was arbitrarily defined as 2400 K in Section 6.2.3. The
experimental error [38] on d002(Tβ) measurements is, at best, 2× 10−4 nm. The measured
error on Wf is ∼ 0.01.
P1 P2 P3 P4 P5
Measured property
Wf 0.5 0.52 0.52 0.52 0.47
d002(Tβ) (nm) 0.3414 0.3413 0.3413 0.3414 0.3413
In Eq. 6.30, S1 and B1 are fitting parameters for the G7(pr1) class of carbons. According to
the present approach, for a given mistorientation class, the increase in d002(Tβ) relative to
the minimal value at ideal orientation (d002(Tβ)min) is due to the average increase of L1(Tβ)
relative to L1(Tβ)min. Hence, this variation in d002(Tβ) can be calculated as a function of Wf




[L1(Tβ)− L1(Tβ)min]pr1 dWf (6.31)








; for 0.45 < Wf < 0.85 (6.32)
Figure 6.14 Comparison between the experimental measurements of d002(Tβ) of Tables 6.3
and 6.4 and the results of Eq. 6.32 (where S1 = 0.0014 nm, B1 = 50, d002(Tβ)min = 0.3399 nm,
Wc = 0.57) as a function of Wf (0.45 < Wf < 0.85) for the misorientation class G7(pr1).
The operating parameters of the heat treatment process to obtain this data (process pr1) are
HR1 ∼ 4 ◦C min−1 and thold,1 = 10 min. Tβ was arbitrarily defined as 2400 K in Section 6.2.3.
The experimental error [38] on d002(Tβ) measurements is, at best, 2× 10−4 nm.
To validate the present development of Eq. 6.25 (i.e Eq. 6.32), Fig. 6.14 presents the relevant
results in the 0.45 < Wf < 0.85 region for the present class of carbons (class G7(pr1)). From
Fig 6.14, it is concluded that Eq. 6.32 is in good agreement (NS > 0.99) with the experimental
data of the selected graphitizable carbons. However, it is premature to state that the present
reasoning could readily apply to other classes of carbons. Additional graphitization data is
needed as to avoid speculative conclusions on the effect of a change of misorientation class
(through either a decrease or increase in LLMO) on the parameters of Fig. 6.14 (e.g. S1,
d002(Tβ)min, Wc). This endeavour is beyond the scope of the present paper. The aim here is
only to show that it is possible to develop Eq. 6.25 for single class of graphitizable carbons
with Eq. 6.32. Nonetheless, considering the excellent agreement presented in Fig. 6.14, it is
reasonable to conclude that Eq. 6.32 is an acceptable limited development of Eq. 6.25 under
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the restrictions that a given carbon belongs to the misorientation class G7(pr1).
6.3.4 First-order non-homogeneous differential equation model for the calcula-
tion of δ002 as a function of ψ
Tables 6.5 and 6.6 present the measured oxygen/hydrogen atomic ratios following heat trea-
tement at Tsemicoke for samples C1 to C5. The d002(Tα) values and Ψ values are also presented.
For all carbons (C1, C2, C3, C4, C5, C6, P1, P2, P3, P4, P5), the measured sulfur content fol-
lowing heat treatment at Tsemicoke was found to be well below Slow. Hence, Eq. 6.28 calculates
Ψ for the samples.






zation resistances (Ψ) of various green petroleum cokes (C1, C2, C3, C4, C5, C6) following
heat treatment at Tsemicoke under pr1 conditions. Values of d002(Tα) are also presented for
said carbons following heat treatment at Tα under pr1 conditions. For all carbons, the sulfur
weight content (%Swt.) following heat treatment at Tsemicoke is less than Slow (∼ 9 % weight).
Thus, Ψ can be calculated with Eq. 6.28. The value [9, 161] of Tsemicoke in the present work
is 823 K. Tα was arbitrarily defined at 2073 K in Section 6.2.3. The experimental error on
the oxygen/hydrogen ratio is ∼ 2× 10−3. The experimental error on Ψ is ∼ 4× 10−3. The
experimental error [38] on d002(Tβ) measurements is, at best, 2× 10−4 nm.





0.047 0.035 0.057 0.050 0.055 0.051
Ψ 0.083 0.044 0.092 0.082 0.078 0.080
d002(Tα) (nm) 0.3432 0.3428 0.3425 0.3428 0.3427 0.3425
(%Swt.) 1.1 1.7 3.2 1.8 2.5 2.4
To model the data of Tables 6.5 and 6.6, a final Ansatz is required :
Ansatz 4 : "Considering Ψ as some dimensionless force which resists graphitization, consi-
dering δr as a dimensionless displacement (δr independent of Ψ), the dimensionless work
(Wmf ) associated to the merging and flattening process between Tβ and Tα (remembering
that T = THT ) is estimated with Eq. 6.33."
Wmf ∼ Ψ δr (6.33)
From Eq. 6.33, the following proportionality can be mathematically derived :
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tion resistances (Ψ) of various coal tar pitches (P1, P2, P3, P4, P5) following heat treatment
at Tsemicoke under pr1 conditions. Values of d002(Tα) are also presented for said carbons fol-
lowing heat treatment at Tα under pr1 conditions. For all carbons, the sulfur weight content
((%Swt.)) following heat treatment at Tsemicoke is less than Slow (∼ 9 % weight). Thus, Ψ can
be calculated with Eq. 6.28. The value [9, 161] of Tsemicoke in the present work is 823 K. Tα was
arbitrarily defined at 2073 K in Section 6.2.3. The experimental error on the oxygen/hydrogen
ratio is ∼ 2× 10−3. The experimental error on Ψ is ∼ 4× 10−3. The experimental error [38]
on d002(Tβ) measurements is, at best, 2× 10−4 nm.





0.002 0.005 0.001 0.002 0.004
Ψ 0.003 0.009 0.003 0.003 0.008
d002(Tα) (nm) 0.3431 0.3431 0.3431 0.3431 0.3431







The proportionality of Eq. 6.34 is the premise of the present development of Eq. 6.26
([δ002]pr1 = f(Wf )). The aim of said development is the accurate reproduction of the data
of Tables 6.5 and 6.6. The following first-order non-homogeneous differential equation (Eq.
6.35) is the selected approach to develop Eq. 6.26 which meets this aim while accounting for






Ψ − b (6.35)
In Eq. 6.35, a and b are fitting parameters which are adjusted to best reproduce the data.










In Eq. 6.36, C2 is the integration constant of Eq. 6.35. δc was previously defined in Table
6.2 (Section 6.2.4). Adequate fitting of the parameters of Eq. 6.36 provides a mathemati-
cal function which can reproduce the data of Tables 6.5 and 6.6 (data obtained under pr1
conditions). The results are presented in Fig. 6.15.
It is concluded that Eq. 6.36 is in good agreement (NS = 0.83) with the experimental
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Figure 6.15 Comparison between the experimental measurements of δ002 as a function of Ψ
(Tables 6.5 and 6.6) and the results of Eq. 6.36 (where C2 = 12.5, a = 0.4, b = 8.6). The
operating parameters of the heat treatment process (process pr1) to obtain the experimental
data are HR1 ∼ 4 ◦C min−1 and thold,1 = 10 min. The experimental error [38] on d002(Tβ)
measurements is, at best, 2× 10−4 nm.
data obtained from the heat treatment of some graphitizable carbons. At the 0.05 level,
Pearson, Spearman and Kendall correlation tests did not reveal significant correlation in our
experimental data between Wf and Ψ. The range of application of Eq. 6.36 should be limited
to 0 < Ψ < 0.1 and to carbons heat treated under pr1 conditions. To validate Eq. 6.36 at
Ψ > 0.1 values, a greater variety of graphitizable and non-graphitizable carbons would need
to be carbonized/graphitized. However, this is beyond the scope of the present work.
Nonetheless, two theoretical aspects concerning the mathematical limits of Eq. 6.36 can
be extracted from analysing Fig. 6.15. First, the case when Ψ is equal to 0. Physically,
this represents a zero resistance LMO which is only possible if said LMO is composed of a
single coke crystallite (i.e. La = LLMO). This is explained by the fact that the graphitization
resistance is a consequence of the densification of the IM during merging and flattening. Thus,
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if the LMO is composed of a single crystallite, this difficulty is de facto null as no IM is present
in the structure. Another feature concerns the limit of Eq. 6.36 as Ψ approaches infinity
(limΨ→∞(δ002) = 0). This represents the case scenario where, for very small LMOs (a property
correlated to high values of the oxygen/hydrogen ratio following primary carbonization), the
merging and flattening process will not be able to reorganize the structure in a notable fashion.
This is due to the intrinsic high generation of NADs relative to the generation and annealing
of ATDs as small LLMO values are associated to high surface/volume ratios for the LMOs
(which favours the formation of NADs over ATDs). According to the present graphitization
mechanism, these two theoretical limits must be respected regardless of the mathematical
approach to Eq. 6.26. The fact that Eq. 6.36 respects those limits while simultaneously
reproducing the available experimental data reinforces its validity in view of the present
work.
Combining Eq. 6.36 with the mathematical development presented in Section 6.2.3 provides
some additional theoretical understanding on the graphitization behaviour of some atypical
carbons (e.g. the high perfection non-graphitizable catalytically-produced graphenic carbons
previously discussed [1]). Lets suppose that some high temperature process operating at
T ∼ 2073 K produces an hypothetical non-graphitic carbon (named PG-1) characterized by
d002 = X (where X is some arbitrary d002 value greater than 0.3354 nm), La = LLMO, a very
high carbon content (almost all heteroatoms have been removed following heat treatment at
2073 K) and a ATD-free inner structure for the coke crystallites (meaning the LMO is a single
crystallite as La = LLMO). As no IM is present in PG-1, the graphenic layers of the coke
crystallite would remain of high perfection (relative to other carbons where La  LLMO)
as any densified IM distorts the LMO. The following question thus arises : would PG-1
graphitizes following any given heat treatment process at T > 2073 K. Conceptually, as
La = LLMO, it can be implied that no IM would be present in PG-1. Hence, according to the
present graphitization theory, the value of Ψ of PG-1 is null. Applying Eq. 6.36, this would
imply a δ002 value of 0 (independent of the heat treatment process parameters). Combining
this information with Equations 6.7, 6.8 and 6.18 results in the following equality (Eq. 6.37) :
d002(T = 2073 K) = d002(Tβ) = d002(Tc) = d002(T 0e) = X ; if La = LLMO (6.37)
Consequently, as La = LLMO, PG-1 will not graphitize following thermal graphitization.
Indeed, to fuel graphitization, PG-1 would only have access to the consumption of NADs
as a possible driving vector for the transformation of the structure. However, NADs have,
by definition, a very high activation energy for their annealing process (which explains why
they persist under normal heat treatment conditions). Hence, some IM (which transforms
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into ATDs during merging and flattening) is needed to drive the graphitization process, a
conclusion independent of the value of LLMO. Therefore, it can be said that high LLMO ATD-
free non-graphitic carbons characterized by LLMO = La are non-graphitizable. In contrast,
high LLMO non-graphitic carbons characterized by LLMO > La can graphitize (to some
extent) as they contain some amount of IM in their intra-LMO structure (as ATDs form
from the temperature-densified IM).
6.4 Conclusion
The present paper discussed of a new theory for the thermal graphitization process. It is
inspired from the thermodynamic work of Ouzilleau [56, 161, 168], the work of Franklin
[8, 46], Oberlin [6, 9, 36, 75] and many others [10–12, 40, 40, 79, 90, 112, 183]. The present
theory provides a better understanding of what affects graphitizability, described in terms
of the Ultimate Graphitizability ηg (Eq. 6.19) of some graphitizable and non-graphitizable
carbons. To do so, a simplified topological graphitization mechanism was proposed (Fig. 6.2).
This topology-based model successfully reproduced the graphitization behaviour of various
non-graphitizable and graphitizable carbons. From this graphitizability model (considering
T = THT ), it was concluded that ηg is a function of solely δ002 (where δ002 = d002(Tα) −
d002(Tβ)) and d002(Tβ). Tα and Tβ were respectively arbitrarily defined as 2073 K and 2400 K.
Comparative analysis between the experimental data for some graphitizable carbons and
the model calculations for d002(T ) between T 0i (∼ 1700 K) and T 0e (∼ 3400 K) yielded a
Nash-Sutcliffe (NS) coefficient of 0.97 (perfect reproduction of the data would have resulted
in NS = 1). For the case of some non-graphitizable carbons, in the same temperature range,
NS = 0.91. According to the present model, the graphitizability of a carbon is generally
proportional to the extent of its constituting LMOs (i.e. high LLMO values generally results
in higher graphitizability). This is in agreement with the model of Oberlin [9, 36, 39]. The one
exception to this rule is when a carbon material approaches the limiting scenario of a single
coke crystallite LMO (where La = LLMO). In that case, the absence of annealable topological
defects (ATDs) freezes the carbon structure, preventing graphitization. The present model
accounts for both graphitization behaviours (the Oberlin’s behaviour and the single coke
crystallite LMO scenario). Some limitations of the present approach to graphitizability (whose
algorithm of calculation was detailed in Fig. 6.3) are as follows :
— The model does not account for the effect of heteroatom release which modifies the
graphitization behaviour of most graphitizable and non-graphitizable carbons (relative
to a theoretical pure carbon material) between T 0i and approximately 2073 K.
— The model precision is affected by the error on Tc (where Tc = 2550±50 K), especially
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near the critical region (T ∼ Tc).
— The model precision is also dependent on the error of the measured d002(Tα) and
d002(Tβ).
The key strength of the present model over previous approaches [8, 9, 11, 46] remains its
ability to predict graphitizability as a continuous spectrum ranging from graphitizable to
non-graphitizable carbons. This feature of graphitizability is most fundamental [6] and has
not been quantitatively modelled before.
Further developing on the present concepts of the present graphitization formalism, two addi-
tional phenomenological equations were proposed to correlate δ002 and d002(Tβ) to properties
of carbons developed following primary carbonization. Two models were proposed : d002(Tβ)
as a function of the orientation factor Wf (Eq. 6.32), δ002 as a function of the graphitiza-
tion resistance Ψ (Eq. 6.36). The functions were parametrized based on new experimental
data obtained from the carbonization/graphitization (under pr1 conditions) of some gra-
phitizable carbons (petroleum cokes and coal tar pitches). pr1 conditions were defined as
HR1 ∼ 4 ◦C min−1 and thold,1 = 10 min. Both functions were developed and validated for
a single misorientation class of carbon materials (classification [5] based on the criteria of
similar LLMO values) : the misorientation G7(pr1) class (50 nm < LLMO < 100 nm). In the
case of Eq. 6.32, the conclusion was that, for the misorientation class G7(pr1), d002(Tβ) conti-
nuously varies as a function of (Wf )−1 from an oriented d002 plateau to a misoriented plateau
of higher d002 value. Comparison of Eq. 6.32 calculations (in the range 0.45 < Wf < 0.85)
to the experimental data obtained from the heat treatment of the present class of carbons
(G7(pr1)) resulted in NS > 0.99.
As for Eq. 6.36 (δ002 as a function of the graphitization resistance Ψ), the key conclusion
was that higher values of Ψ generally decreases the value of δ002, except in the very low
Ψ region. This exception was explained by the system approaching the limiting scenario
where La = LLMO when Ψ approaches the null value (i.e. the single coke crystallite LMO).
Also, considering that Ψ is dependent on the extent of LMOs, and that the extent of the
LMOs is dependent on the oxygen/hydrogen atomic ratio (for relatively low sulfur carbons),
high Ψ values are generally associated to high oxygen/hydrogen atomic ratios (ratio measured
following primary carbonization). Thus, δ002 decreases as the oxygen/hydrogen ratio increases
(with the exception of the La = LLMO limit at very low Ψ). The possible contribution of cross-
linking sulfur to Ψ was neglected in the present model. This should not be problematic for the
validity of the conclusions as the studied carbons all possessed relatively low sulfur content
(i.e. %Swt. < Slow where Slow was defined [78] as ∼ 9 % weight). Thus, the contribution of
sulfur to the Ψ of such carbons should be small. To validate Eq. 6.36, the calculations were
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compared to the experimental data obtained from the carbonization/graphitization of the
selected graphitizable carbons. For these results, NS = 0.83.
Future work will focus on exploring if Equations 6.32 (d002(Tβ) as a function of Wf ) and
6.36 (δ002 as a function of Ψ) can be extended to greater number of misorientation classes
(i.e. LLMO < 50 nm or LLMO > 100 nm). Moreso, kinetic studies where the time-dependent
heat treatment operating parameters (HR and thold) are varied could provide further insight
on the interplay between time and graphitization. Overall, enhancing the present model in
any of these two directions could potentially provide a reliable method to estimate ηg for
various graphitizable and non-graphitizable carbons heat treated under variable HR and
thold conditions solely as a function of properties developed following primary carbonization
(i.e. Ψ and Wf ).
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Abstract : An electrothermodynamic model is proposed for the carbon anode consumption
of the aluminium electrolysis process. Anode consumption produces a primary anode gas
composed of CO and CO2. Experimentally, higher electrolysis potentials at the bath/anode
interface promotes the formation of CO2 over CO, reducing the carbon consumption at the
cost of greater power requirement. Based on the graphenic character of the anode nanostruc-
ture, the model successfully predicts this phenomena. The model predicts the charge capture
phenomena occurring at the bath/anode interface during electrolysis as a function of the
extent of the graphenic crystallites of the carbon anode. Calculated electrolysis CO2/CO
ratios are also in good agreement with experimental values. The electrothermodynamic mo-
del for the interdependence between the structural, chemical and electrical properties of
the anode graphenic crystallites and the primary anode gas CO2/CO ratio could improve
industrial optimization of the anode consumption for various nanostructures and interface
potentials. For example, it is predicted that increasing the maximal heat treatment tempera-
ture of the anode by 100 K (which improves the extent of the graphenic nanostructure) could
lower the anode consumption by ∼ 6 %, similar to experimentally reported values (∼ 9 %).
7.1 Introduction
Aluminium is the most important nonferrous metal in terms of global consumption [185].
Production of this metal through electrolysis is associated with important emissions of green-
house gases (CO2, CO and CF4). The 2014 worldwide production of aluminium [186] caused
the emission of ∼400 million tons CO2 (considering 7.88 tons of CO2 per ton of produced
aluminium [187], a realistic approximation for average [188] worldwide industrial conditions).
This amount equalled roughly 1 % of the 2014 global CO2 emissions [189]. Approximately,
70 % [187] of the 7.88 tons of CO2 per ton of aluminium (5.67 tons) originates from the
electrolysis cell, the remainder being caused by the alumina refining step. Two of the most
important greenhouse gases associated with aluminium are CO2 (direct greenhouse gas) and
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CO (indirect [190, 191] greenhouse gas). Based on the results of a previous life cycle analysis
assessment [187], CO and CO2 emissions from the electrolysis step are generated by two
contributions : the production of electrical energy (70 %) in order to supply the energy inten-
sive electrolysis cell and the progressive consumption of the prebaked carbon anode (27 %) for
the reduction of Al2O3 to Al (see Reactions 7.1 and 7.2). The prebaked carbon anode is the
standard technology in modern electrolysis cells [192] compared to other methods. Prebaked
anodes are produced in a separate process prior to electrolysis. A heat treatment procedure
("baking") operated at around THT = 1450 K transforms the initial carbonaceous matter,
typically a mixture of calcined petroleum coke and coal tar pitch, in prebaked anodes. These
will be subsequently consumed by the main electrolysis reaction (Reaction 7.1) :
Al2O3 + 1.5 C⇒ 1.5 CO2 + 2 Al (7.1)
At lower anodic interface potentials, E, Reaction 7.2 proceeds, to some degree, resulting in a
higher carbon consumption. E is defined as the electric potential at the interface between the
carbon anode and the electrolysis bath. E is measured [192, 193] by subtracting the various
resistivity contributions of the electrolysis cell potential measured relative to an aluminium
reference electrode. As E can be related to the electrolysis current density by Tafel equation
[192, 194], the dominance of Reaction 7.1 over Reaction 7.2 during aluminium electrolysis is
also reported in processes operating at high current density.
Al2O3 + 3 C⇒ 3 CO + 2 Al (7.2)
This peculiar phenomena has been experimentally validated by many authors [192, 195].
Some key findings are given here. Thonstad [108] showed with great care that Reaction
7.1 is the primary reaction for current densities above 0.1 A cm−2. However, at very low
current densities (smaller than 0.05 A cm−2), some CO is generated by the electrolysis process.
Silny and Utigard [196] obtained similar results for their experiment with pyroltic graphite
anodes and spectrographic graphite. For pyrolytic graphite anodes, a 0.7 A cm−2 current
density resulted in an anode gas containing 2 to 5 % CO. Ginsberg and Wrigge [197] reported
appreciable CO generation for current densities below 0.06 A cm−2 which is close to the
threshold value of Thonstad [108]. Electrolysis measurements by Frazer and Welch [198] based
on fast sweep voltammetry highlighted a current peak when E = 1.05 V. This was attributed
to the formation of CO. To improve the environmental route to aluminium production, it has
been proposed [21, 199–201] that the aluminium electrolysis process should aim at minimizing
the electrolysis carbon consumption (i.e. maximize carbon atom economy by having Reaction
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7.1 ≫ Reaction 7.2) while maximizing energy efficiency of the production process. This
approach to improving the aluminium electrolysis process is based on findings such as the ones
of Farr-Warton et al. [202] who reported a decrease in carbon consumption with increasing
current density. Farr-Warton suggested that this phenomena was due to the formation of
CO by Reaction 7.2 being dominant at low current density, an hypothesis consistent with
Thonstad [108] claims.
A difficulty arises from the fact that, according to the Boudouard equilibrium (Reaction 7.3),
for a typical electrolysis temperature of 1230 K, Reaction 1 should not significantly occur
in the electrolysis cell (Reaction 7.1 ≪ Reaction 7.2). However, it is reported [192] that
high anodic interface potentials causes a marked departure from the Boudouard equilibrium
(Reaction 7.1 ≫ Reaction 7.2) while low anodic interface potentials have a reverse effect
(Reaction 7.1 ≪ Reaction 7.2). The intricate interdependence between E, Reaction 7.1
and Reaction 7.2 is further complicated by the fact that it is affected [203] by the extent
[8] of the graphenic nanostructure of the carbon anode and the electroylsis temperature T .
Jarek and Thonstad [203] reported that the excess electrolysis carbon consumption relative
to Reaction 7.1 decreased when the anode was baked at an increased maximal temperature
(which further develop the average size of graphenic crystallites within the carbon anode).
Concerning the effect of electrolysis temperature, Silny et al. [204] reported that increasing
the temperature of the cell during electrolysis promotes the generation of CO relative to CO2
which results in an increased carbon consumption. A possible way to reduce the environmental
impact has been proposed in previous work [21, 199]. The carbon anode structure could be
optimized to minimize simultaneously both the anodic interface potential and the primary
anode consumption (anode consumption by Reactions 7.1 and 7.2). Minimizing the anodic
interface potential would reduce power requirements, while the latter would reduce the total
emission of CO2 and CO per Al produced (Reactions 7.1 and 7.2). This optimization could
also improve the energy efficiency of the overall production process, as fewer carbon anodes
would be required per unit production of Al. The production of the prebaked carbon anodes
requires a high input of energy for the "baking" of the initial carbonaceous matter to obtain the
final electrolysis anode. However, a fundamental understanding of this triple interdependence
(primary anode consumption, anodic interface potential and anodic nanostructure) is lacking.
This hinders any reliable optimization calculations. A model was previously proposed by
Drossbach [109] for the two-way interdependence between the primary anode consumption
and the anodic interface potential. However, the physical basis of this previous model was
challenged [192], the strongest criticism being that it did not consider the carbon anode to
be an active component when modelling the thermodynamic departure from the Boudouard
equilibrium as a function of E.
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C + CO2 ↔ 2 CO (7.3)
The present work proposes a new electrothermodynamic model for the prediction of the
CO2/CO emission ratios resulting from the consumption of the carbon anodes by Reactions
7.1 and 7.2 under various electrolysis and anode structure conditions. The variables are
temperature, extent of the graphenic nanostructures and anodic interface potential. Section
7.2 will present the structural, thermodynamic and electrical components of the model. The
model will be validated in Section 7.2 based on a comparative analysis with "capacitance"
experimental measurements (measured at the electrolysis bath/carbon anode interface). In
this work, the term "capacitance" must be interpreted solely as a charge/potential ratio Q/E
measured at the interface (where Q is defined as the captured charge density). The Q/E
ratio is different from conventional capacitive phenomena (as discussed in Section 7.2.3).
For this reason, it requires a new approach for predictive calculations ; hence the present
electrothermodynamic model. Section 7.3 will present the prediction of the CO2/CO ratios
resulting from primary anode consumption. Calculations of the model will be compared
to experimental measurements and the predictions of the Drossbach [109] model. This will
demonstrate the predictive value of the present electrothermodynamic model. Section 7.4 will
present results of the model relevant in an industrial context.
7.2 The electrothermodynamic model for the carbon anode
7.2.1 Structural and thermodynamic assumptions
The detailed thermodynamic/structural modelling of the Gibbs energy of the carbon nano-
structure of the electrolysis anode was presented in previous papers on the carbon-hydrogen
[56] and carbon-sulfur systems [60]. The model was validated through the prediction, within
experimental error limits, of the thermal dehydrogenation and desulfurization, up to 2550 K,
of soft carbons (e.g. petroleum coke), the typical carbon source when producing electrolysis
carbon anodes. As the Gibbs energy of the carbon structure serves as a basis for the present
electrothermodynamic model, key aspects are restated here. Following heat treatment at
∼ 1450 K, the structure of the carbon anode is best described as an ensemble of graphenic
crystallites, each crystallite consisting of a stack of graphene layers. These crystallites are
turbostratic [46], meaning that no long-range three-dimensional order (i.e. graphitic order)
is found between the individual layers. For high heat treatment temperatures (THT > 2550 K
[161]), some degree of graphitic ordering may develop in the final structure, a behaviour asso-
ciated with soft (graphitizable) carbons. As the structure of the crystallites can vary widely,
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a simplification was necessary resulting in the conceptualization of an idealized crystallite
[56]. The idealized structure of a crystallite (hereinafter referred [56] to as coke crystallites) is
presented in Fig. 7.1. In Fig. 7.1, La is the crystallite diameter, Daa is the lattice constant of
graphite (Daa = 0.2461 nm [205]), Lc is the stacking height and d002 is the interlayer spacing.
In the present model, d002 is equal to 0.344 nm, a good estimate of the average interlayer
spacing in turbostratic carbons [46]. The average number of graphenic layers in a stack, m̄,
is estimated [206] by Eq. 7.4 (assuming a large population of coke crystallites in a carbon
anode). Similarly, the average value of n̄ is estimated by Eq. 7.5.
Figure 7.1 Structure of a coke crystallite for the present model : (a) graphenic plane composed
of a zigzag sublattice (white hexagons), armchair sublattice (dark gray hexagons) and bulk
sublattice (light gray hexagons) ; (b) In-plane structural parameter La, Daa and n ; (c) Out-




n̄ = La2 ·Daa
(7.5)
To simplify the model in the present paper, a La/Lc ratio of 1.35 is considered for all sub-
sequent calculations. The La/Lc ratio was calculated from the empirical relationship of Ou-
zilleau [60] which predicts a La/Lc of 1.35 for the maximal heat treatment temperature (THT )
of a typical carbon anode (which is around 1450 K). In Fig. 7.1, the prismatic surface is the
surface perpendicular to the a direction and the basal surface is the surface perpendicular to
the c direction. The average number of hexagonal sites in the zigzag sublattice (white hexa-
gons in Fig 7.1), qZig, is defined by Eq. 7.6. The number of armchair hexagonal sites (dark
gray hexagons in Fig. 7.1), qArm, and bulk hexagonal sites (light gray in Fig. 7.1), qBulk, are
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similarly calculated by Equations 7.7 and 7.8.
qZig = m̄ · 6 · (n̄− 2) (7.6)
qArm = m̄ · 6 (7.7)
qBulk = m̄ · (3 · n̄2 − 9 · n̄+ 7) (7.8)
The key advantage of properly defining an idealized structure for coke crystallites is that it
provides a much simplified mathematical approach to the calculation of the prismatic, basal
and bulk atomic ratios (relative to the total number of carbon atoms in a coke crystallite).
With the idealized structure, such ratios can be readily calculated based on three simple
structural parameters (La, d002 and Lc). Based on the methodology detailed previously [56,
60], for a carbon-only coke crystallite, Eq. 7.9 can be written for its Gibbs energy (gcryst) per
mole of carbon atoms in the structure :
gcryst =
qBulk ·GC66 + qArm ·GC43 + qZig ·GC54
6 · m̄ · n̄2 [=] J (mol of carbon)
−1 (7.9)
In Eq. 7.9, GC66 , GC43 and GC54 are respectively the Gibbs energies of the chemical species
C66, C43 and C54, taken from a previous work [56]. The C66, C43 and C54 species are shown
in Fig. 7.2. It is important to note that the lower limit [56] of Eq. 7.9 is n̄ ≥ 3 (La ≥ 1.5 nm).
Eq. 7.9 was developed on the basis of the following key assumptions, valid for pure carbon
crystallites :
— The coke crystallite is composed of carbon atoms only. No sulfur, hydrogen or oxygen
atoms are present in the coke crystallite.
— All bulk sublattice hexagonal sites (light gray hexagons in Fig. 7.1a) are occupied by
the C66 chemical species (Fig. 7.2a). All armchair sublattice hexagonal sites (dark
gray hexagons in Fig. 7.1a) are occupied by the C43 chemical species (Fig. 7.2b). All
zigzag sublattice hexagonal sites (white hexagons in Fig. 7.1a) are occupied by the
C54 chemical species (Fig. 7.2c).
— The van der Walls binding energy between the graphenic layers of a coke crystallite
(d002 ∼ 0.344 nm [46]) is approximately [166] the same as that in graphite (d002 =
0.3354 nm).
— The coke crystallite is globally electrically neutral.
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Figure 7.2 The neutral chemical species for the carbon-only system [56] : (a) the C66 che-
mical species present on bulk sublattice ; (b) the C43 chemical species present on armchair
sublattice ; (c) the C54 chemical species present on zigzag sublattice. Black circles represent
carbon atoms shared by three neighbouring hexagonal sites. White circles represent carbon
atoms that are proper to the chemical species. Half-filled circles represents carbon atoms
shared by two neighbouring hexagonal sites.
The Gibbs energy of chemical species Gi (in the present case, i stands for either C66, C43 or
C54) is calculated by Eq. 7.10 :
Gi = ngraphitei · ggraphite + ∆Hi − T ∆̇Si (7.10)
In Eq. 7.10, ngraphitei is the number of carbon atoms proper to the chemical species and ggraphite
is the Gibbs energy of graphite, taken from previous work [56]. ∆Hi is the enthalpy difference
between the chemical species i and a reference chemical species for which the Gibbs energy
is well defined (approach similar to a thermodynamic path). In the model [56], the reference
chemical species is the C66 species as its Gibbs energy is defined solely by the number of
graphite-bonded carbon atoms (∆HC66 = 0, ∆SC66 = 0). ∆Si is the thermodynamic path for
the calculation of the entropy contribution in chemical species i. ∆Hi and ∆Si parameters
for all the chemical species of Fig. 7.2 are given in Table 7.1. With these parameters and
Equations 7.4 to 7.10, gcryst can be calculated from La and T as independent variables (as a
La/Lc ratio of 1.35 is considered for the present paper calculations).
7.2.2 Calculation of the surface critical reduction potential Ec
The primary parameter of the electrothermodynamic model is the critical reduction potential,
Ec, of the prismatic surface (surface parallel to c direction in Fig. 7.1) carbon atoms in a coke
crystallite. Ec is essential to account for the charge capture phenomena which occur during
electrolysis. This parameter, as will be shown latter, affects the CO2/CO emission ratio
resulting from the consumption of the carbon anode by Reactions 7.1 and 7.2. Formally, Ec
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Table 7.1 Parameters for the calculation of Gi by Eq. 7.10 for the C66, C43 and C54 chemical
species, taken from a previous work [56]. The reference state for the thermodynamic paths
(∆Hi and ∆Si) is the C66 chemical species (Fig. 7.2a).
Chemical species i ngraphitei ∆Hi ∆Si
(mol of C) (mol of i)−1 J (mol of i)−1 J K−1(mol of i)−1
C66 63 0 0
C43 113 421 000 163.3
C54 93 629 000 237.7
is defined as the reduction potential with respect to the prismatic edge carbon atoms of a
coke crystallite full white circles in Fig. 7.2b and Fig. 7.2c) with a critical charge density qc,
defined by Eq. 7.11, and their neutral counterpart. The average critical charge density qc,
defined per mole of carbon in one mole of coke crystallite, where the prismatic surface of all
coke crystallites is fully negatively charged is equal to :
qc = 1 ·
qArm · 2 + qZig · 1
6 · m̄ · n̄2 [=] (mol e
−) (mol of carbon)−1 (7.11)
Please note that qc (defined in mole of e– per mole of carbon in Eq. 7.11) could easily be
converted to a surface charge density (in µC cm−2) considering the previously defined idealized
average geometry of a coke crystallite. To calculate Ec, the Gibbs energy of the "reduced"
crystallite, gc, must first be defined. A methodology similar to Section 7.2.1 is applied here.
The general structural model is the previously defined coke crystallite (Fig. 7.1). The key
difference is that, instead of neutral chemical species on the armchair and zigzag hexagonal
sites (C43 and C54 chemical species), the prismatic surface hexagonal sites will be occupied
by reduced chemical species (C4(2−)3 and C5
(−)
4 ). The reduced chemical species are shown in
Fig. 7.3. The Gibbs energy of the reduced crystallite (gc) is defined by Eq. 7.12 :
gc =
qBulk ·GC66 + qArm ·GC4(2−)3 + qZig ·GC5(−)4
qArm · 113 + qZig ·
9
3 + qBulk ·
6
3
[=] J (mol of carbon)−1 (7.12)




are the Gibbs energies of their respective reduced chemical
species. These variables are calculated by Eq. 7.10 with the new ∆Hi and ∆Si thermodynamic
paths defined in Table 7.2. Applying the previous methodology for the estimation of the
entropy contribution [56], the value of ∆S
C5(−)4
is set as equal to ∆SC54 on the basis of the
similar chemical bonding between individual atoms in both species. For the ∆S
C4(2−)3
, the
entropy estimation [56] yields a value of 345.4 J K−1 (mol of i)−1. This is explained by the
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Figure 7.3 The reduced surface chemical species for the calculation of gc : (a) the C4(2−)3
chemical species present on armchair sublattice ; (b) the C5(−)4 chemical species present on
zigzag sublattice. Graphical elements in red (two delocalized π bonds and two electrons in
C4(2−)3 , one electron in C5
(−)
4 ) highlight the key differences between the chemical species
shown in Figures 7.2 and 7.3.
formation of delocalized Pi bonds for the two edge carbon atoms of this chemical species
(full white circles in Fig. 7.3a). The entropy contribution will not be further discussed as
its contribution to Ec is negligible compared to ∆Hi and it does not substantially affect
the results presented in the upcoming sections of the paper. Specifically, it is found that
the numerical value of the (T ·∆Si) term in Eq. 7.10 of GC4(2−)3 and GC5(−)4 (calculated for a
typical electrolysis temperature of ∼ 1233 K) is much smaller than the value of the ∆Hi term.
Consequently, the (T ·∆Si) term weakly contributes to the final numerical value of GC4(2−)3
and G
C5(−)4
. To calculate ∆HC43 and ∆HC54 , new thermodynamic paths must be defined by
adopting the enthalpy approach defined previously [56]. These paths are presented in Table
7.2. The numerical values of the thermodynamic path variables are listed in Table 7.3. In
Table 7.3, ∆Hc is defined as the electronic affinity of a coke crystallite and it is calculated
by Eq. 7.13 :
∆Hc = ∆HEA graphite + ∆HEA carbon (7.13)
In Eq. 7.13, ∆HEA graphite is the electron affinity of graphite (enthalpy change when reducing
a bulk graphite carbon atom) and ∆HEA carbon is the electron affinity when reducing a free
carbon atom. ∆Hc represents the enthalpy change when one electron is taken from vacuum,
brought to the bulk of the crystallite and transferred to a prismatic edge carbon atom.
This mechanism is based on the assumption [56] that the behaviour of the prismatic edge
carbon atoms is independent of the bulk carbon atoms. The numerical values of ∆HEA graphite
and ∆HEA carbon are taken from the literature (Table 7.3). Having properly defined all the
parameters of Eq. 7.12, the Gibbs energy of the reduced crystallite (gc) can thus be calculated.
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Table 7.2 Parameters for the calculation of Gi (Eq. 7.10) for the C4(2−)3 and C5
(−)
4 reduced
chemical species. Numerical values for the enthalpy variables ∆Hi are given in Table 7.3.
The reference state for all thermodynamic paths is the C66 chemical species (Fig. 7.2a). ∆Si
parameters were calculated with the methodology detailed previously[56].
Chemical species i ngraphitei ∆Hi ∆Si
(mol of C) (mol of i)−1 J (mol of i)−1 J K−1 (mol of i)−1
C4(2−)3 113 −2 ·∆Hgraphite C−C +
2 ·∆Hsp2→sp1 +
2 · (∆HC=C −
∆HC−C) + 2 ·∆Hc [b]
345.4[a]
C5(−)4 93 −∆Hgraphite C−C +
∆Hsp2→sp1 +
(∆HC=C −
∆HC−C) + ∆Hc [b]
237.7[a]
a Entropy estimated based on previous work [56].
b ∆Hc defined in Eq. 7.13.
As stated, Ec is the reduction potential of the prismatic surface carbon atoms (i.e. carbon
atoms located on the prismatic surface). It is thus necessary to calculate the fraction of
prismatic surface carbon atoms, yps, in a coke crystallite. It can be demonstrated that, for
the present geometrical carbon model, yps is given by Eq. 7.14 :
yps =
qArm · 2 + qZig · 1
6 · m̄ · n̄2 (7.14)
The Gibbs energy change for the reduction of the prismatic surface carbon atoms, ∆gredps , is
thus given by Eq. 7.15 :
∆gredps = yps · (gc − gcryst) [=] J (mol of carbon)−1 (7.15)
In Eq. 7.15, gc is the Gibbs energy of the reduced crystallite (defined in Eq. 7.12) and gcryst
is the Gibbs energy of the neutral crystallite (defined in Eq. 7.9), both expressed per mole







Table 7.3 Model parameters for the calculation of ∆Hi in Table 7.2. Most parameters
were previously detailed in the thermodynamic modelling of coke crystallites in the carbon-
hydrogen system [56].
Enthalpy variable Enthalpy description Value
J (mol)−1
∆Hgraphite C−C Formation of a delocalized C-C bond in
graphite
-468 600 [56, 207]∗
∆Hsp2→sp1 Carbon sp2 to sp1 hybridization change -13 000 [208]∗
∆HC=C Double carbon/carbon bond in graphite -677 800 [209]∗
∆HC−C Single carbon/carbon bond in graphite -368 200 [209]∗
∆HEA carbon Electronic affinity of carbon -121 800 [210]∗
∆HEA graphite Electronic affinity of graphite -443 800[211]
* Same as in previous work [56, 60]
In Eq. 7.16, F is the Faraday constant (96 485 C mol−1) and qc is the electron ratio per mole
of carbon atom in a coke crystallite (defined by Eq. 7.11). Fig. 7.4 presents the calculation
results of Ec for a temperature of 1273.15 K and various values of the crystallite diameter
La. As stated above, the entropy contribution to Ec is negligible which translates to a quasi-
independence of Ec with temperature. Rearranging the equations developed so far, it can be
demonstrated that Eq. 7.16 can be simplified to Eq. 7.17 :
Ec =
(GC43 −GC4(2−)3 ) + (n̄− 2) · (GC54 −GC5(−)4 )
n̄2 · F
(7.17)
Eq. 7.17 shows that Ec is solely dependent on n̄ (and thus on La). This is to be expected as
Ec relates to the reduction phenomena of the prismatic surface carbon atoms. The thermo-
dynamic of such atoms is assumed independent of m̄ (and thus Lc) as it was assumed that
the interlayer energy between the graphenic planes of a coke crystallites is reasonably [166]
similar to the one in a perfect graphite crystal. From Eq. 7.17, it can also be demonstrated
that Ec is defined, for the most part, solely by the simple structural distribution of the ∆Hc
(Eq. 7.13) term considering a single graphenic plane (see Fig. 7.1) characterized by a specific
La value.
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Figure 7.4 Calculation of Ec with Eq. 7.16 for a temperature of 1273.15 K. The La/Lc ratio
was estimated at 1.35 from the empirical relationship of Ouzilleau [60]. The temperature
dependence of Ec is found to be negligible.
7.2.3 Development of the electrothermodynamic model for steady-state electro-
lysis Q/E calculations
The present electrothermodynamic model aims at predicting the CO2/CO ratio under steady-
state conditions (i.e. constant electrolysis current density) based on the ability of the anode/bath
interface to retain electrons (akin to a "capacitive" behaviour, albeit fundamentally different).
For this reason, the charge/potential (Q/E) ratio at the anode/bath interface must be deve-
loped prior to the CO2/CO prediction. During the electrolysis process, a "capacitive" pheno-
menon [193, 203, 212, 213] similar to a double-layer can be measured at the interface between
the carbon anode and the electrolysis bath. In a aluminium electrolysis cell, the electroly-
sis bath consists mostly of Al2O3 dissolved in molten Na3AlF6. The double layer could be
described [212] as the accumulation of various oxyanions (for example[193] : Al2O2F 4–6 ) at
the interface between the positively charged carbon anode and the electrolysis bath. The
electrothermodynamic model will predict Q/E values in agreement with steady-state experi-
mental measurements (constant current density). The attainment of steady-state conditions
is needed to ensure description of the polarization of the surface atoms of coke crystallites at
the interface with a thermodynamic formalism. The hypotheses required in order to calculate
Q/E values are listed below :
— Hypothesis 1 : The capacitive behaviour can be treated with a thermodynamic (i.e.
quasi steady-state) approach. The independent variable for the electrical dependence
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of the model is thus the anodic interface potential E. This is a reasonable assumption
in an electrochemical cell as current/potential variations are known to be reasonably
small during steady-state operation [201].
— Hypothesis 2 : The model focuses on the structural dependence (La and Lc in Fig. 7.1)
of Q/E ratios (and consequently the CO2/CO ratios). The thermodynamic contribu-
tion of impurity contents (oxygen, sulphur, hydrogen) is neglected.
— Hypothesis 3 : An ideal surface wetting is assumed for the coke crystallites (i.e. well-
soaked carbon anodes). 100 % of the surface of coke crystallites at the interface is
considered to be electroactive. This is reasonable as the nanometric scale of coke
crystallites is much smaller than the one of evolved gas bubbles, preventing partial
surface wetting of an electroactive coke crystallite.
— Hypothesis 4 : The contributions of both the concentration overvoltage and the accu-
mulation of evolved gas bubbles (at the bath/anode interface) to the measurement of
E are neglected. Concentration overvoltage is usually negligible [214, 215] (∼ 0.02 V
[214]) and the impact of gas bubble accumulation is important only at high current
density [215] (i.e. current densities above ∼ 1 A cm−2).
An additional comment on Hypothesis 2 is given here. This assumption is a reasonable simpli-
fication as the hydrogen [56], sulphur [60] and oxygen [37, 201, 216, 217] equilibrium contents
of various carbon materials heat treated close to the electrolysis temperature (∼ 1273 K) are
all relatively small. The primary contribution to the Q/E should thus remain the structural
(e.g. La in Fig. 7.1) dependence. The interdependence between the impurity contents, carbon
structure, E and the primary anode consumption (which is related to the CO2/CO ratio)
could be potentially explored in an extension of the present model. However, it would require
extensive quantitative experimental data on the structural/chemical interdependence related
to the electrolysis CO2/CO ratio which was not readily found in the literature.
Fig. 7.5a shows a simplified overview of the equilibrium Q/E "field" forming around the
surface atoms (basal and prismatic surfaces) of a coke crystallite during electrolysis. It is
assumed that this field is characterized by both electrostatic attraction and faradaic reac-
tions, the two contributing to Q/E. This behaviour is loosely analogous to the capacitive
behaviour typically encountered in carbon-based supercapacitors [218]. The key difference
in the present case is the electroactive character of the interface coke crystallites. This is
due to the simultaneous occurrence of the electrolysis process (Reactions 7.1 and 7.2) and
the electrostatic phenomena as electrons are continuously being exchanged at the surface
(i.e steady-state current density > 0). Specifically, the equilibrium charge capture, Q, for
a given anodic interface potential, E, is continuously "regenerated" during electrolysis as a
consequence of the electroactive consumption of the interface coke crystallites. The kinetics
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of this regeneration are unknown, hence the need to develop an approach independent of such
concepts : the electrothermodynamic model. The advantage of this method is that it is based
solely on state variables. However, this is also a limitation as it can only be applied to steady-
state Q/E ratios : the model remains fundamentally based on thermodynamic concepts. The
electrothermodynamic model proposes that the Q/E ratio of a coke crystallite (Fig. 7.5a)
during electrolysis can be treated as an effective equilibrium reduction process based on a
given reference state (Fig. 7.5b). Fig. 7.5b indicates the critical interface potential, Ec, when
a critical equilibrium charge, qc, is being exchanged. The present phenomenological approach
thus considers the previously defined (Section 7.2.2) critical parameters Ec and qc as the
basis of the reduced reference state. Eq. 7.18 calculates the steady-state Q/E values at the
interface (Fig. 7.5a) based on deviations from this reference state (Fig. 7.5b) :
0 = E · (Q− qc) +Q · (E − Ec); for E >
Ec
2 (7.18)
In Eq. 7.18, E is the anodic interface potential (i.e the resistivity-compensated polarization
potential [192, 193]) between the surface atoms of an electroactive coke crystallite and the
electrolysis bath (i.e. the anodic interface), Q is the steady-state equilibrium number of
captured charges, Ec is the critical reduction potential (defined by Eq. 7.16) and qc is the
critical charge density (defined by Eq. 7.11). With the geometry of a coke crystallite defined
in Section 7.1, the value of qc per total surface area (basal + prismatic) is evaluated at a
constant value of 119.6 µC cm−2. Eq. 7.18 is based on the principle of maintaining equilibrium
in the Q/E field of a coke crystallite (Fig. 7.5a). This is achieved by compensating deviations
between the reference equilibrium reduced state (Fig. 7.5b) and a given electroactive coke
crystallite (Fig. 7.5a). These deviations are defined as the charge departure work (E ·(Q−qc))
and the potential departure work (Q · (E − Ec)). Specifically, to maintain equilibrium, we
assume that the charge departure work must be compensated by the potential departure
work. It is important to note that the use of Eq. 7.18 is limited to E > (0.5 · Ec), as it is
the lower limit for the compensation of the charge departure work by the potential departure
work. Based on Eq. 7.18, for a given anodic interface potential E, the Q/E ratio can be
calculated for given values of T , La and Lc. The step by step procedure to calculate the value
of Q is :
1. Fix T , La and Lc
2. Calculate qc with Eq. 7.11
3. Calculate Ec with Eq. 7.16
4. Select a value of E
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5. Solve Eq. 7.18 to obtain Q
Figure 7.5 The electrothermodynamic model for the calculation of the Q/E ratio in electroac-
tive coke crystallites during aluminium electrolysis (Reactions 7.1 and 7.2) : (a) graphenic
plane of a coke crystallite where Q charges are captured at the global interface (defined by
the basal and prismatic surfaces) electric field for a given value of E ; (b) effective reduced
graphenic plane of a coke crystallite where the capture of qc charges, occurring solely at the
prismatic surface, is associated with an equilibrium critical reduction potential Ec.
An important concept for the CO2/CO predictions, which will be needed in Section 7.3.1, is
the effective reduction potential of a given coke crystallite Eeff . Eeff is the effective interface
potential if all charge capture interactions were to be represented as an effective reduction
process. As stated, during electrolysis, Q charges are being captured by the prismatic surface
of the interface coke crystallites for a given E. Eeff is the parameter which allows the modeling
of E (which is composed of numerous electrochemical contributions) as if it was solely a
consequence of a simpler reduction process. Eeff thus serves as a bridge between the real
process (where Q charges are captured for a given E) and the simplified effective reduction
process (where Q charges are captured by an effective reduction process of potential Eeff ).
Eeff is calculated based on the equivalence criteria defined by Eq. 7.19 :




To validate the model, the calculated Q/E ratios are now compared with available experi-
mental data. However, while numerous studies[192, 193, 213, 219] report measurements of
Q/E ratios obtained during aluminium electrolysis with prebaked anodes, not all data can
be readily considered for comparison with the present simple form of the electrothermody-
namic model. As the model only accounts for the effect of E on the steady-state Q/E ratios,
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only experimental data focusing on this dependence can be considered at the present stage.
Also, emphasis be must put on data obtained from measurements with prebaked anodes
whose structure can be reasonably approximated as an ensemble of coke crystallites. For this
reason, anodes made of vitreous carbon or graphite will not be considered here.
In Fig. 7.6, the calculated Q/E ratios are compared to the experimental measurements of
Jarek and Thonstad [203]. Their measurements were made on various, well-soaked (two hours
soaking), carbon anodes at 1010 ◦C. For the measurements presented in Fig. 7.6, the maximal
experimental current density was reported as∼ 0.3 A cm−2 at E ∼ 1.55 V. The heat treatment
of the carbonaceous matter prior to obtaining the various carbon anodes varied from sample
to sample (maximal heat treatment temperatures from 970 ◦C to 1250 ◦C). Consequently, the
expected range of Lc (Fig. 7.1) of the anodes is estimated [19] at ∼ 2 nm to ∼ 3 nm. This
estimation of the Lc range is in agreement with Jarek and Thonstad who reported [203] a
measurement of Lc ∼ 3.1 nm for the highly crystalline fraction (precalcined petroleum coke)
of their anodes. Applying the previously discussed (Section 7.2.2) equation for the La/Lc ratio
[60], the range of La values is thus estimated at 2.7 nm to 4 nm. In Fig. 7.6, the measurements
of Jarek and Thonstad are reported in the highlighted area. The original measurements were
reported in such a way by the authors as to account for the low reproducibility of the
numerical values (although the general shape of the curves between different samples was
found to be similar). The calculations of the model (Eq. 7.18) for realistic values of La (i.e.
within the estimated range) are presented for comparison.
As can be seen from Fig. 7.6, the agreement between the model and the data of Jarek and
Thonstad is very good, both in absolute value and for the derivatives. The range of La va-
lues which produces this agreement (2.9 to 4.1 nm) is reasonably within the limits of the
estimated La range for the samples (2.7 to 4.1 nm). Also, an excellent agreement is obtained
when comparing the general shape of the Q/E values as a function of E. To evaluate further
the validity of the model, the data of Gebarowski et al. [212] is also considered for compa-
rison (Fig. 7.7). For the measurements presented in Fig. 7.6, the highest current density (at
E ∼ 1.5 V) for the isotropic, anisotropic and graphite anodes were respectively 0.128 A cm−2,
0.139 A cm−2 and 0.049 A cm−2. Gebarowski did not provide any details on the nanometric
structure of their anodes (e.g. La). More problematic, no details on the heat treatment pro-
cedure to produce the anodes were given, preventing a good estimation of the La value. The
comparative analysis is thus limited to arbitrarily selecting a La value which best reproduces
the data of Gebarowski and assess its physical plausibility. Gebarowski tested three anodes :
an isotropic carbon anode, an anisotropic carbon anode and a graphite carbon anode. Iso-
tropic carbons are characterized by smaller values of La compared to anisotropic carbons
[37]. Graphite can be approximated [56] as an ensemble of coke crystallites of infinitely large
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Figure 7.6 Comparison of the model results from Eq. 7.18 (symbols) and the measurements
of Jarek and Thonstad [203] at T = 1010 ◦C. La range estimated from the maximal heat
treatment temperature to produce the carbon anodes. The highlighted area represents the
experimental Q/E ratios as reported by Jarek and Thonstad (measurements made on well-
soaked carbon anodes). A La/Lc ratio of 1.35 was estimated [60]. The total surface area of a
coke crystallite (Stotal) is calculated with the following formula : Stotal = 34 · (La)
2 · tan(π3 ) +
3 · La · Lc.
La values. From Fig. 7.7, a satisfactory agreement is obtained. The expected experimental
error for the Q/E measurements is estimated to be 20 % from similar work by the same
research group [193]. The selected La values for the calculations are deemed to be realistic
approximations of expected La values [19, 37] of such carbonized carbon materials. For the
isotropic and anisotropic carbon, small deviations are observed for E > 1.4 V. These de-
viations could be accounted for by the increasing importance of gaseous bubbles generated
above this anodic interface potential as previously reported [203]. As for the graphite anode,
the model appears to slightly overestimate the Q/E ratios compared to the experimental
values. This error could be explained by the uncertainty [161] of approximating graphite as
an ensemble of infinite-size (La), free surface coke crystallites which implicitly neglects the
thermodynamic contribution of any cross-linking between individual graphite crystallites.
In conclusion, the present electrothermodynamic model is a reasonable way to estimate the
steady-state electrolysisQ/E ratios. As stated before, theQ/E ratios should not be associated
with the classical definition of a capacitance. However, comparing experimental "capacitance"
measurements in terms of Q/E ratios with the present model calculations is a valid exercise,
as both represent the same fundamental phenomena (capture of electronic charges at the
185
Figure 7.7 Comparison of the model results made with Eq. 7.18 and the measurements of
Gebarowski [212] (T = 980 ◦C). La values for the model are selected to best reproduce
the data. Experimental error estimated from similar work [193]. A La/Lc ratio of 1.35 is
considered for the calculations, similar to Fig. 7.6.
anode/bath interface). For a given T , La, La/Lc ratio and E, a reliable estimate of the steady-
state charge/potential ratios during the electrolysis process can be calculated. Developing the
link between thisQ/E ratio and the electrolysis CO2/CO ratio (Section 7.3) is the next logical
step.
7.3 Prediction of the CO2/CO during electrolysis as a function of T , La and
anodic interface potential E
7.3.1 The (Q/E)-modified Gibbs energy of carbon and its relation to the Bou-
douard equilibrium
The electrothermodynamic model proposes that steady-state electrolysis emission of CO2
and CO is due solely to Reaction 7.1 and Reaction 7.2, both reactions occurring on the
electroactive surface of the carbon anode. Reaction 7.1 is favoured for high values of E while
low values of E favours Reaction 7.2. Combining Reactions 7.1 and 7.2, the Boudouard
equilibrium (Reaction 7.3) can be obtained. However, it is not possible [192] to calculate the
PCO2/PCO ratio with a simple Boudouard thermodynamic approach, as it would not consider
the impact of E on the CO2/CO ratio. It is proposed to tackle this problem by considering a
modified Gibbs energy of the electroactive carbon atoms of the anode due to charge capture
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(i.e. Q/E). This modified carbon Gibbs energy would in turn correct the PCO2/PCO ratio
as a function of E. The corrected CO2/CO ratio would thus be calculated from a pseudo-
Boudouard equilibrium by combining Reaction 7.1 and Reaction 7.2. It is important to note
that Reaction 7.3 is not considered [192] to be a source of CO or CO2 at the surface of
the polarized carbon anode (e.g. electroactive carbon atoms of the anode reacting with CO2
to form CO). The pseudo-Boudouard equilibrium from the electrothermodynamic model
should be viewed solely as a thermodynamic constraint which defines the proportion of CO2
(Reaction 7.1) over CO (Reaction 7.2) during electrolysis. The global electrolysis reaction is
defined by Reaction 7.20 where yCO2 and yCO are respectively defined by Equations 7.21 and
7.22 :
Al2O3 +

















To validate the model, the CO2/CO ratios should be in good agreement with experimental
measurements as a function of E. Note that the model predicts the CO2/CO ratio from the
consumption of only the electroactive carbon atoms (Reactions 7.1 and 7.2). These atoms are
located inside the electroactive coke crystallites, the crystallites being located at the contact
layer between the carbon anode and the electrolysis bath. If an ideal gas phase composed of
CO and CO2 is considered, the thermodynamic equilibrium of the Boudouard reaction can
be defined by Equations 7.23 and 7.24 :








yCO2 · 1 atm
= −
[2 · gCO − (gCO2 + gx)]
R · T
(7.24)
In Equations 7.23 and 7.24, PCO2 is the equilibrium CO2 partial pressure, PCO is the equili-
brium CO partial pressure, R is the ideal gas constant and T is the absolute temperature.
gCO and gCO2 are respectively the Gibbs energy of CO and CO2 gases (both variables can
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be readily calculated as a function of T from data given in previous work [116]). Ptotal is the
pressure at the interface between the carbon anode and the electrolysis bath. For the follo-
wing calculations, Ptotal is assumed to be 1 atm. However, in an industrial-scale electrolysis
cell, Ptotal could be slightly higher than 1 atm due to contribution of hydrostatic pressure at
the interface (as the carbon anode is partially immersed in the electrolysis bath). gx is the
modified Gibbs energy of carbon in electroactive coke crystallites per mole of carbon. The
calculation of gx requires the definition of additional parameters which are discussed in the
following text.
Eeff was previously defined and is calculated by Eq. 7.19 for a given La, La/Lc ratio, T and
anodic interface potential E. La and La/Lc are defined by the prior heat treatment which
produced the carbon anode. T and E are defined by the electrolysis operation parameters. As
stated in Section 7.2.3, Eeff is an effective reduction potential which considers the electrolysis-
related charge capture behaviour as a reduction equilibrium reaction. Eq. 7.25 calculates the
fraction of Eeff related to the global electrolysis reaction (Reaction 7.20) :
EFeff = Eeff ·
| E0Al2O3 |
E
; for E ≥ E0Al2O3 (7.25)
In Eq. 7.25, EFeff is the effective reduction potential related to the electrolysis process and
E0Al2O3 is the reversible electrolysis potential of the global electrolysis reaction (Reaction
7.20), considering non-polarized coke crystallites (for which the Gibbs energy is defined by
Eq. 7.9). Eq. 7.25 assumes that the EFeff/Eeff ratio is defined as the fraction of the anodic
interface potential E related to the actual thermodynamic contribution of the global elec-
trolysis reaction (E0Al2O3) to E, assuming that the only electrochemical reaction occurring at
the bath/carbon anode interface is Reaction 7.20 (e.g. no electrochemical O2 generation). It
is necessary to apply this correction in order to compare the actual electrolysis process with
the present effective reduction approach. The polarization of coke crystallites has no effect
on E0Al2O3 as it was hypothesized (Section 7.2.3) that the electrolysis process simultaneously
regenerates the charge capture phenomena at the bath/anode interface. E0Al2O3 is calculated
from Eq. 7.26 :
E0Al2O3 =
[2 · gAl +






−6 · F (7.26)
In Eq. 7.26, gAl is the Gibbs energy of liquid aluminium (calculated as a function of T with
data from previous work [116]), gAl2O3 is the Gibbs energy of solid α−alumina [220], yCO2
is defined by Eq. 7.21, yCO by Eq. 7.22 and gcryst is the Gibbs energy of a non-polarized
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(neutral) coke crystallite, calculated by Eq. 7.9. Fig. 7.8 plots values of E0Al2O3 for various
yCO2 and La (T = 1273.15 K, La/Lc = 1.35 as discussed in Section 7.2.2). From Fig. 7.8, it
can be concluded that more isotropic carbon anodes (associated with smaller values of La
and Lc) have a smaller value for E0Al2O3 . This is due to the strong relative contribution of the
prismatic surface energy in smaller coke crystallites, which decreases their thermodynamic
stability (i.e. decreases equilibrium chemical stability relative to larger coke crystallites).
Fig. 7.8 also illustrates that the equilibrium potential E0Al2O3 is dependent on the calculated
electrolysis CO2/CO ratio. For example, processes which generates mostly CO will have lower
E0Al2O3 values than processes which generates mostly CO2. This is due to the less positive
total change in Gibbs energy at T = 1273.15 K for Reaction 7.2 (which produces 3 moles
of CO and consumes 3 moles of C per mole of Al2O3 consumed) compared to Reaction 7.1.
This results in smaller E0Al2O3 values calculated by Eq. 7.26 for lower CO2/CO processes.
This theoretical calculation is in agreement with the experimental results of Thonstad [108]
and Frazer [198] who both reported the onset of electrolysis with important generation of
CO when ∼ 1.05 V. This experimental potential is significantly lower than the expected
theoretical value of ∼ 1.2 V [192, 195] assuming a process with 100 % CO2 generation, a
perfect graphite anode and a null anodic overvoltage.
Figure 7.8 Calculated electrolysis potential E0Al2O3 for Reaction 7.20 considering neutral (non-
polarized) coke crystallites (gcryst). T = 1273.15 K. Ptotal = 1 atm. A La/Lc ratio of 1.35 is
considered [60]. Values for the E0Al2O3 for a graphite anode are showed for 100 % CO2 (−1.16 V)
and 100 % CO (−1.03 V) to illustrate the size dependence of the electrolysis potential.
From EFeff , gx can be derived with a development similar to that used to obtain Ec from gc
(Section 7.2.2). gx, the Q/E modified Gibbs energy of carbon in coke crystallites, is calculated
189
by Equations 7.27 and 7.28.
Wps = EFeff · qc · F [=] J (mol of carbon)−1 (7.27)
gx = gcryst −
Wps
yps
[=] J (mol of carbon)−1 (7.28)
In Equations 7.27 and 7.28, Wps is the electric work from the prismatic surface carbon atoms
due to their effective reduction, yps was defined by Eq. 7.14, qc was defined by Eq. 7.11 and
gcryst was defined by Eq. 7.9. Finally, one can numerically solve the system of interdependent
equations of the general electrothermodynamic model to obtain the the modified CO2/CO
ratio (defined as yCO2/yCO). The independent variables for the model are chosen as T , La,
La/Lc ratio, E and Ptotal. Summarily, the system is defined by Equations 7.21 to 7.28, Eq.
7.9, Equations 7.11 and 7.14, Eq. 7.19 and literature data for gAl2O3 , gAl, gCO and gCO2 . Fig.
7.9 presents a simplified overview of the procedure to solve this system of equations.
Figure 7.9 Overview of the numerical solver to calculate the CO2/CO ratios for given values
of T , La, La/Lc, E and Ptotal. gAl2O3 (α−alumina) can be calculated as function of T from
literature data [220]. Similar approach can be used for gAl (liquid aluminium), gCO and gCO2
which can all be calculated as function of T from literature data [116].
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7.3.2 Comparative analysis of theoretical CO2/CO ratios and experimental mea-
surements
When discussing experimental measurements of CO2/CO ratios of the aluminium electrolysis
process, care must be taken. The present electrothermodynamic model predicts the CO2/CO
ratio of the primary anode gas which is defined [192] as the gas leaving the anode/electrolysis
bath interface. However, during regular process operation, this primary anode gas may be
affected by secondary reactions [108, 192, 221] before exiting the electrolysis cell where the
measurements of the ratio actually occur. One such secondary reaction is the formation of
CO through the conversion of the primary CO2 with non-polarized free carbon particles
dispersed in the electrolysis bath. These carbon particles originate from the partial "disinte-
gration" of the carbon anode due to the preferential consumption [108] of its most reactive
constituents (which could be described as coke crystallites with smaller La values). The free
carbon particles, having lost their electric contact to the positive anode, can react with
the primary CO2 in order to form CO as predicted by the purely thermodynamic Boudouard
equilibrium at T = 1273.15 K (different from the modified electrothermodynamic equilibrium
which accounts for electroactive Q/E component). This is consistent with the present electro-
thermodynamic model, as it predicts that polarized coke crystallites preferentially form CO2
during electrolysis (depending on the value of E). Dispersed, non-polarized, carbon particles
would rather react with CO2 to form CO. Another secondary reaction [192] is the forma-
tion of CO by the reaction of the primary anode gas and non-polarized carbon atoms within
pores in the interior of the carbon anode following penetration of the gas in the non-polarized
structure. Carbon atoms within such pores are non-polarized as they are not in contact with
the electrolysis bath. It is also reported that the primary CO2 and CO can react with the
dissolved aluminium metal [108] in the electrolysis bath to form some CO and C according
to Reactions 7.29 and 7.30 :
Al + 1.5 CO2 ⇒ 0.5 Al2O3 + 1.5 CO (7.29)
Al + 1.5 CO⇒ 0.5 Al2O3 + 1.5 C (7.30)
Overall, these secondary reactions may cause an error when assuming the measured CO2/CO
ratio to be equal to the primary anode gas CO2/CO ratio. However, the extent of this overes-
timation is difficult to evaluate as it is dependent on experimental limitations, which are not
easy to overcome by conventional methods [192]. Fortunately, the impact of such secondary
reactions should be limited [221], as their contribution is dependent on the relatively short
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residence time of the primary gas in the electrolysis cell. Typically, under well-controlled
experimental conditions, 90 % [199] of the net anode consumption (which can be related
to the measured CO2/CO ratio) is associated with the electrolysis process (Reaction 7.20).
From this knowledge, the estimated experimental error on PCO2 and PCO may be evaluated
at ∼ 0.075 atm (considering a gas phase at atmospheric pressure). This error provides an
estimate for the uncertainty of the measured CO2/CO ratios (Figures 7.10 and 7.11). Note
that estimating in such a way the error in the CO2/CO ratios produces only a rough approxi-
mation. Still, by accounting in such a way for CO2/CO experimental error, the present sim-














In his experiment, Thonstad [108] applied special care to produce carbon anodes which are
non-disintegrating in order to strongly reduce the contribution of free particles to the mea-
sured CO2/CO ratio. Also, a specialized cathode was used to minimize the contribution of
Reaction 7.29. Thonstad reported that, if the specialized cathode was omitted, an impor-
tant gas deficit was measured during electrolysis due to the total reduction of CO2 to C by
Reactions 7.29 and 7.30. These modifications reinforce the assumption that the experimental
CO2/CO ratio should be very similar to the primary anode gas CO2/CO ratio. The measure-
ments of Thonstad [108] should thus be an excellent basis of comparison with the predicted
CO2/CO of the present electrothermodynamic model. Concerning the carbon anodes used in
Thonstad study [108], no details on their maximal heat treatment temperature was provided.
However, Thonstad most probably applied a heat treatment similar to industrial conditions
(near 1450 K). A Lc of ∼ 3 nm is thus estimated for the nanometric structure of his carbon
anode based on similar work [19, 203]. For a typical La/Lc ratio of 1.35 (estimated from
the Ouzilleau relationship [60]), the experimental value of La should thus be approximately
∼ 4 nm. Based on previous work [40] related to the heat treatment of carbonaceous matter
and La measurements, the expected distribution of La values for the carbon anode of Thons-
tad [108] is thus estimated at 4 ± 0.5 nm. The comparative analysis between the present
model and Thonstad work is presented in Fig. 7.10 for an electrolysis temperature [108] of
1273.15 K. Due to the inhomogeneous nature of the carbon anode, a maximal experimen-
tal error of ±0.12 V is considered for the measurement of E, based on previous work [201].
The experimental error on the CO2/CO ratio is estimated from the error on PCO2 and PCO
(0.075 atm).
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Figure 7.10 Comparison of the predicted electrolysis CO2/CO ratios of the electrothermody-
namic model with the measurements of Thonstad [108] made with non-disintegrating anode.
T = 1273.15 K. Ptotal = 1 atm. A Lc of ∼ 3 nm is estimated [19, 203] for the carbon anode.
A La/Lc ratio of 1.35 is considered for the calculations. Expected experimental error on La,
E and PCO2/PCO ratio respectively from the work of Vazquez-Santos [40], Thorne[201] and
Houston [199].
From Fig. 7.10, it is claimed that the present electrothermodynamic model is in good agree-
ment with the measurements of Thonstad [108]. A Nash-Sutcliffe (NS) model efficiency coef-
ficient [222] is computed to compare the experimental measurements and the model calcula-
tions (with La = 4 nm in Fig. 7.10). A value of unity for a given NS coefficient is indicative of
a perfect match between the experimental data and the model calculations. NS coefficients
can range from −∞ to 1. Considering a realistic value of La = 4 nm, a NS coefficient of 0.86
is calculated. Overall, the electrothermodynamic provides good estimations of electrolysis
CO2/CO ratios. Nonetheless, it must be emphasized that the present model remains a pri-
mitive approach. Secondary phenomena which could potentially affect PCO2/PCO predictions
have not been accounted for during the calculations. Two key examples are listed below :
— The thermodynamic impact of chemical impurities (such as S or O) on the thermo-
dynamic properties of the carbon anode (discussed in Section 7.2.3).
— The contribution of secondary reactions between the primary anode gas and the non-
polarized carbon (discussed in Section 7.3.2).
These phenomena were not considered in order to simplify the thermodynamic development.
The electrothermodynamic model focuses on proposing a set of equations for the prediction
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of the structural/potential/primary anode consumption tri-dependence. It is reasonably be-
lieved that these secondary phenomena should have a limited impact on the results of Fig.
7.10, as previously discussed in Sections 7.2.3 and 7.3.2. The electrothermodynamic model is
a significant improvement for the theoretical prediction of the primary anode consumption
as it implements the carbon anode structural dependence. To illustrate how this represents
an improvement, Fig. 7.11 compares predictions of the present model with those of the pre-
vious Drossbach model [109]. The Drossbach model, despite its flaws [192], remains the most
well-known approach when predicting the primary anode gas CO2/CO ratio. Also, in his
work, Drossbach [109] provided experimental measurements obtained from an electrolysis
cell operated at 1163.15 K, which he compared to his model for validation purposes. Fig.
7.11 compares the measurements of Drossbach, the predictions of Drossbach model and the
predictions of the present electrothermodynamic model for performance evaluation. Howe-
ver, prior to doing so, the structure of the carbon anode in Drossbach experiment must be
estimated for the application of the electrothermodynamic model. In his experiments, Dross-
bach relied on a coal anode heat treated at a maximum temperature of 1163.15 K. This is a
different carbon anode than the one of Thonstad [108, 203] which was based on a different
type of carbonaceous matter (i.e. petroleum coke) and was pretreated, prior to electrolysis,
in a separate heat treatment process at ∼ 1450 K. From previous studies [41, 158, 223, 224]
on the heat treatment of various coals, a realistic La value of 3 ± 0.5 nm is thus estimated
for the carbon anode of Drossbach (maximum heat treatment at 1163.15 K). The La value
of Drossbach anode is smaller than that of the Thonstad anodes, as it was heat treated at a
lower maximum temperature. Finally, as in Fig. 7.10, a La/Lc ratio of 1.35 is estimated for
the results presented in Fig 7.11, based on the Ouzilleau approximation [60].
A limitation of the model is that predicted CO2/CO ratios are not comparable to mea-
surements [108] obtained from an aluminium electrolysis process involving graphite carbon
anodes. It is reported [108] that graphite anodes more readily disintegrate than baked car-
bon anodes during electrolysis, incurring a non-negligible generation of CO by the reaction of
non-polarized free carbon particles with CO2 (Reaction 7.3). As stated before, this secondary
reaction is not accounted for by the electrothermodynamic model. In its current form, the
model predicts that the primary anode gas would be solely composed of CO2 if graphite
anodes would be involved during electrolysis. This theoretical result is in agreement with
Thonstad [108] who proposed that the primary anode gas should be 100 % CO2 due to the
higher E required for electrolysis processes with graphite anodes (compared to electrolysis
with prebaked carbon anodes). Thonstad theorized that any measured CO would thus be
caused by other contributions such as the reaction of free carbon particles with the primary
anode gas CO2. However, this limitation with graphite anodes is not problematic for applica-
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Figure 7.11 Comparison of the predicted electrolysis CO2/CO ratios of the electrothermody-
namic model with the measurements of Drossbach [109]. Electrolysis temperature 1163.15 K.
Pressure 1 atm. A La of 3± 0.5 nm is estimated for the carbon anode from previous work on
the heat treatment of coals [41, 158, 223, 224]. A La/Lc ratio of 1.35 is considered for the
calculations based on the Ouzilleau approximation [60]. Expected experimental error in E
and PCO2/PCO respectively taken from the work of Thorne [201] and Houston [199].
tion of the electrothermodynamic model as no industrial aluminium electrolysis process [20]
makes use of graphite anodes.
From Figures 7.10 and 7.11, it can be concluded that the present electrothermodynamic mo-
del (for realistic La values) provides a satisfying degree of accuracy for the primary anode
consumption. In Fig. 7.11, for La = 3 nm, the NS coefficient between the present electrother-
modynamic model calculations and the associated experimental measurements is 0.85. The
model efficiency is thus similar for both the predictions of Thonstad’s measurements (Fig.
7.10) and Drossbach’s measurements (Fig. 7.11). Comparing the Drossbach model predic-
tions (dashed line in Fig. 7.11) and the present electrothermodynamic model (full line in Fig.
7.11), a significant improvement can be observed. Specifically, the Drossbach model greatly
overestimate the CO2/CO ratios for values of E between 1.5 and 1.8 V. As these values of E
are typical of industrial electrolysis conditions, this overestimation prevents reliable applica-
tion of the Drossbach model to simulate industrial conditions. The improvement by applying
the electrothermodynamic model is due to the contribution of the carbon anode structure
to the predictions of the CO2/CO ratios. The extent of this contribution is dependent on
the detailed graphenic structure of the anode (La and Lc in Fig. 7.1) and on the value of
E. As stated before, Drossbach did not consider [192] the anode to be an active component
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when calculating the CO2/CO ratios, which may be the reason behind his significant unde-
restimation of the primary anode consumption for E between 1.5 and 1.8 V. On a final note,
comparing Figures 7.10 and 7.11, it can be said that the validity of the electrothermodynamic
model is further reinforced by the fact that it can account for the experimentally reported
effect of the electrolysis temperature [204]. Indeed, Drossbach measurements were made at a
lower temperature (TDrossbach = 890 ◦C) than Thonstad measurements (TThonstad = 1000 ◦C).
The effect of temperature on the predicted CO2/CO ratios at constant E is non-negligible
as can be seen by comparing the calculations with La = 3.5 nm in Figures 7.10 and 7.11.
Operating the electrolysis process at a lower temperature has the effect of decreasing the
thermodynamic stability of CO relative to (CO2 + coke crystallites). This is the thermody-
namic rationalization behind the prediction that decreasing the temperature increases the
electrolysis CO2/CO ratio. This prediction is supported by Silny measurements [204].
7.4 Discussion
The present model offers a new way of calculating the primary anode consumption based on
the structural/electrolysis dependence of the primary anode gas CO2/CO ratio. The model
proposes a simplified geometry to calculate the proportion of surface atoms of coke crys-
tallites in carbon anode. This proportion quantifies the occurrence of charge capture events
during steady-state aluminium electrolysis. The charge capture events are then attributed
an energy intensity which is almost entirely taking into account by electronic affinity pa-
rameters. Subsequently, the model makes the natural assumption that the total energy of
these surface-related events modifies the thermodynamic stability of carbon atoms in coke
crystallites under steady-state electrolysis conditions. Finally, the modified thermodynamic
stability of carbon atoms results in corrected primary anode gas CO2/CO ratios in good
agreement with experimental measurements. Figures 7.8 and 7.11 highlight two important
relationships between the independent and dependent variables of the model (see Fig. 7.9 for
a list of these variables). From Fig. 7.8, the model predicts that, for a fixed PCO2/PCO ratio,
|E0Al2O3 | increases as the crystallite size La increases. This interplay between the variables
is due to larger coke crystallites being more thermodynamically stable than their smaller
counterparts. Thus, when computing Reaction 7.26, the absolute value of the reversible elec-
trolysis potential |E0Al2O3| must be increased to compensate for the increased thermodynamic
stability carbon in larger coke crystallites. Another relation can be extracted from Fig. 7.11.
If La is decreased at constant PCO2/PCO ratio, E must be increased. The principle behind
this prediction is that, for a fixed magnitude of the electrothermodynamic effect (represented
here with the fixed PCO2/PCO ratio), the decrease in thermodynamic stability of carbon due
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to the smaller La value, which promotes the formation of CO, must be compensated. To
achieve this, it is necessary to further increase the thermodynamic stability of carbon, which
promotes the formation of CO2, by operating the electrolysis process at a higher E. Higher
E values induce a higher energy charge capture phenomena which further stabilizes carbon
by the electrothermodynamic effect.
Two key points concerning the primary anode consumption are proposed for the aluminium
industry based on the current results. First, from Figures 7.10 and 7.11, it can be concluded
that operating the electrolysis reaction at higher anodic interface potentials (E) is ideal for
reducing the carbon consumption (as more CO2 is produced at high values of E). However,
this advantage may not be absolute. Indeed, if the electricity supply chain generates important
amounts of CO2 (e.g. electricity generation from coal combustion), the advantage of a lower
primary anode consumption could be offset by the greater need of electrical power. Still,
in countries where hydroelectricity is readily available (Canada, Norway), operating at high
values of E could represent an advantageous approach in further reducing the primary anode
consumption and minimizing the total generation of CO and CO2.
Another conclusion comes from the primary anode gas CO2/CO ratios from which the pri-
mary anode consumption, identified as ΩCC , can be calculated. ΩCC is the carbon consump-
tion per kg of aluminium produced, solely calculated from Reaction 7.20. It is a different
concept than the net anode consumption which is defined as the sum of ΩCC and any reac-
tions which may contribute to the consumption of the carbon anode (e.g. the secondary
reactions discussed in Section 7.3.2). For this reason, values of ΩCC are expected to be lower
than typical [20] values of industrial net anode consumption (between 0.4 and 0.5 kg of carbon
per kg of aluminium produced). The net anode consumption includes the contributions of
ΩCC , any secondary reactions involving the primary anode gas, the mechanical disintegration
of the carbon anode due to hydrodynamic effects, the impact of lower current efficiency (e.g.
Al reacting with CO2 to reform Al2O3 which needs to be subsequently re-electrolysed [20]),
the impact of air burn and the impact of anode dusting. However, a relevant conclusion can be
made for the industry from predicted values of ΩCC . With the present electrothermodynamic
model, it is possible to calculate ΩCC under typical electrolysis conditions (T = 1233.15 K
and E = 1.75 V) as a function of the THT (maximal heat treatment temperature during the
production of the prebaked carbon anode). Fig. 7.12 presents the results of such calculations
(based on the data of Edwards [19] to estimate Lc as a function of THT ).
From the results presented in Fig. 7.12, it is claimed that higher values of THT are ideal in
order to minimize the value of ΩCC . Thus, this work theoretically confirms the experimen-
tal claim that higher "baking" temperatures (i.e. higher THT ) can lower the primary anode
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Figure 7.12 Calculation of the primary anode consumption (ΩCC) based on Reaction 7.20 and
the present electrothermodynamic model for various anode "baking" temperatures (THT ). For
the calculations, E = 1.75 V and the electrolysis temperature (T ) is 1233.15 K. Ptotal = 1 atm.
Relationship between Lc and THT estimated from previous work [19]. Typical net anode
consumptions [20] are higher than ΩCC as discussed in Section 7.4. A La/Lc ratio of 1.35 is
considered for these results.
.
consumption (and by extension the net anode anode consumption). This claim was experi-
mentally confirmed in numerous works [21, 200, 203]. For the electrolysis conditions of Fig.
7.12, an average decrease of ∼ 6 % per 100 K increase in THT is calculated. This estimate is
reasonably close to the value reported by Kuang [21] (decrease of ∼ 9 % per 100 K increase in
THT ). The present model produces predictive calculations between THT and ΩCC which could
result in faster optimization for the baking of the anode in order to minimize both ΩCC and E
by adjusting THT . This could allow the development of specific "baking" strategies depending
on the industrial conditions on site (e.g. source of the electricity supply, nature of the precur-
sor carbonaceous matter and so on). As a final comment, the present model is applicable only
to carbon anodes made from soft, graphitizable carbons which can reasonably be modelled
as an ensemble of coke crystallites. It is not possible to model anodes made of other types
of carbons such as vitreous carbon, as their nanometric structure is fundamentally different
than that of soft carbons. The present model is limited to the aluminium electrolysis process
with carbon anodes made from soft carbons (e.g. petroleum coke and coal tar pitch).
The final point to be discussed concerns the calculation of the anodic overvoltage η [195]. η
is defined by Eq. 7.32 :
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η = E − E0Al2O3 (7.32)
The typical calculation methodology [192, 195] for η relies on the graphite hypothesis. The
graphite hypothesis is defined as the calculation of E0Al2O3 with the assumption that the
structure of the carbon anode is the same as perfect graphite and that 100 % CO2 (Reaction
7.1) is produced by the electrolysis process. Thus, for a given electrolysis temperature, η
calculated by Eq. 7.32 on the basis of the graphite hypothesis will consider a fixed value
for E0Al2O3 . For example, if T = 1273 K (Figure 7.26), the graphite hypothesis would yield
E0Al2O3 = 1.16 V. The present electrothermodynamic does not rely on the graphite hypothesis
for the calculation of η. It can predict the value of η as a function of T , La, La/Lc, E and
Ptotal while accounting for the effect on η of the variable electrolysis CO2/CO ratio. Two
examples of the calculation of η based on the present model are given in Table 7.4.
Table 7.4 Calculation examples for the anodic overvoltage η by Eq. 7.32 and the present
electrothermodynamic model (Figure 7.9).
T La La/Lc Ptotal E Calculated E0Al2O3 Calculated η
K nm atm V V V
Example 1 1273.15 4 1.35 1 1.4 1.02 0.38
Example 2 1163.15 3 1.35 1 1.8 1.09 0.71
It is believed that this new electrothermodynamic methodology for the calculation of the
anodic overvoltage η is more representative of the actual electrolysis process than the ap-
proach based on the graphite hypothesis. This is because the electrothermodynamic does not
neglect the effect of the carbon structure and the effect of the variable electrolysis CO2/CO
ratio, two critical features of the aluminium electrolysis process with baked carbon anodes.
Further discussion on the subject of overvoltage is beyond the scope of the present paper.
7.5 Conclusion
A new electrothermodynamic model for the prediction of the CO2/CO ratio in the primary
anode gas generated from the consumption of prebaked carbon anodes during steady-state
aluminium electrolysis (Reaction 7.20) was presented. The model is based on a modified
Gibbs energy of carbon atoms in polarized coke crystallites due to the ability of these gra-
phenic structures to capture electrical charges (Q/E). The Q/E model was validated by
comparison with available experimental data. From the calculated charge/potential ratios
199
Q/E (Eq. 7.18), a modified Gibbs energy for the carbon atoms in polarized coke crystallites
was calculated by adopting an effective reduction approach. This resulted in the thermo-
dynamic calculation of CO2/CO ratios in the primary anode gas during electrolysis as a
function of (T , Ptotal, E, La, La/Lc). The primary anode gas is, by definition, the gas phase
generated solely by Reaction 7.20. The predicted CO2/CO ratios were compared with criti-
cally selected experimental data. A good agreement was obtained between the present model
predictions and the experimental measurements (Nash-Sutcliffe coefficients of ∼ 0.85 were
obtained). Discrepancies between the model and experimental measurements could be due
to the simplifications considered in modelling the electrolysis process. One such example is
the thermodynamic contribution of chemical impurities in the carbon anode such as sulfur,
which was neglected. Another example is the neglected contribution of secondary reactions
which could affect the measurement of the CO2/CO ratio relative to the primary anode gas
CO2/CO ratio. One such secondary reaction is the interaction between dispersed carbon par-
ticles in the electrolysis bath (due to carbon dusting of the anode) and the primary anode
gas which generates CO. Nonetheless, the present electrothermodynamic model successfully
predicts key experimental trends concerning the effect of operating electrolysis parameters
on the CO2/CO ratio of the electrolysis primary anode gas (where this ratio is related to the
primary anode consumption) :
— Increasing the anodic interface potential E (and thus increasing the electrolysis current
density) increases the CO2/CO ratio (decrease of the primary anode consumption) in
the primary anode gas [108, 196, 197, 202].
— Increasing the maximal baking temperature (THT ) of the carbon anode increases the
CO2/CO ratio (decrease of the primary anode consumption) in the primary anode gas
[203].
— Increasing the electrolysis temperature (T ) decreases the CO2/CO ratio (increase of
the primary anode consumption) in the primary anode gas [204].
The present model is an important improvement over the previous Drossbach model [109]
which could not account for the effect of the anode maximal baking temperature and did
not reproduce well available experimental data. It also proposed a new approach to the
calculation of the anodic overvoltage which is an improvement over the previous graphite
hypothesis methodology. The thermodynamic equations proposed in this work could lead
to the development of new optimization procedures for the production of prebaked carbon
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CHAPITRE 8 DISCUSSION GÉNÉRALE
L’ambition principale de la présente thèse est adéquatement résumée de la manière suivante :
Prédire thermodynamiquement la capacité d’un carbone graphénique à développer une struc-
ture graphitique par un procédé de traitement thermique.
Cet objectif n’a cependant pas été initialement la principale motivation de la thèse. Pour
comprendre pourquoi ce dernier est venu à se distinguer, il est nécessaire de faire appel aux
travaux sources ayant stimulé au départ le présent exercice doctoral : les travaux de maîtrise
de Philippe Ouzilleau sur le développement d’un modèle thermodynamique pour la prédiction
de la déshydrogénation et de la désulfurisation des carbones graphitables destinés à la pro-
duction d’électrodes graphéniques du procédé d’électrolyse de l’aluminium[32, 56, 60]. À titre
de rappel, ces précédents travaux portaient sur le calcul de l’énergie de Gibbs des cristallites
de cokes (dont la structure idéalisée fût présentée à la Figure 2.8) pour permettre ensuite le
calcul en fonction de la température de traitement thermique du contenu en hydrogène et en
soufre des systèmes carbone-hydrogène et carbone-soufre. Les calculs de ce précédent modèle
ont démontré sa bonne capacité à prédire le changement des taux de soufre et d’hydrogène
de cristallites de divers diamètres (La). De plus, il a été jugé très encourageant que ces der-
niers sont en accord avec les mesures électrochimiques de Jacob et Seetharaman [225], ces
mesures étant obtenues par une approche de type solid state electrochemistry. Considérant
la rigoureuse validation de ce modèle avec des données expérimentales de la littérature dans
la gamme de températures de traitement thermique entre 1000 K et 2500 K, un haut niveau
de confiance a été conclu pour cette approche primaire.
Cependant, comme discuté au Chapitre 4, l’extrapolation à haute température de ce modèle
primaire pour les cristallites de coke présente un problème. À température extrême, il est
prédit que la contribution entropique de l’énergie de Gibbs des cristallites vient à favoriser
la stabilité thermodynamique des cristallites possédant des basses valeurs de La (relatif aux
cristallites à haut La). Cette prédiction est en apparente contradiction avec le processus de
graphitation. En effet, il est bien connu que la graphitation est nécessairement associée à une
augmentation du diamètre moyen des cristallites graphéniques (la dérivée de fonction La(THT
est strictement positive). Plus la température de traitement thermique est grande, plus im-
portante sera la graphitation et donc plus forte sera la croissance du La. Toute l’évidence
expérimentale des dernières décennies sur le processus de graphitation pointe à la conclusion
que le calcul d’une énergie de surface négative à haute température (la raison derrière l’ap-
parente supérieure stabilité des petites cristallites ) est fondamentalement incompatible avec
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la littérature existante.
Malgré tout, des indices ont encouragé la poursuite de ces travaux carbonistes afin de tenter
la correction de ce précédent modèle des cristallites de coke pour les hautes températures.
Deux principaux indices encourageant ces efforts étaient que le modèle prédisait une tempé-
rature critique Tc quasi identique pour toutes les valeurs de La des cristallites. Tel que discuté
précédemment [32], Tc marque la transition d’un régime thermodynamique où l’énergie de
surface est positive (sous la condition que T est moindre que Tc) à un régime où l’énergie
de surface est négative (T est plus grand que Tc). La valeur identifiée pour Tc par Ouzilleau
était de ∼ 2600 K. Le deuxième indice d’importance provient de Abrahamson [112] qui lui
aussi prédit une température au-dessus de laquelle l’énergie de surface des cristallites devient
négative. Abrahamson calcule une température critique de ∼ 2500 K pour cette proposition.
Fait encourageant, l’écart numérique entre les deux températures critiques est relativement
faible (∼ 5 %). De plus, les approches thermodynamiques pour chaque calcul sont substan-
tiellement différentes. La méthode de Abrahamson est fondamentalement plus proche de la
thermodynamique physique alors que la méthode de Ouzilleau se base principalement sur
une approche thermodynamique chimique. Fait intéressant, le modèle de Ouzilleau fait cette
prédiction pour la surface prismatique des cristallites et le modèle de Abrahamson pour la
surface basale des cristallites. La combinaison des deux modèles pour un calcul d’énergie de
surface global pourrait donc être cohérente.
Il est important ici de dire qu’il existe un désaccord entre certains des calculs de Abrahamson
et ceux de Ouzilleau. En effet, Abrahamson rapporte un calcul thermodynamique supplémen-
taire pour l’énergie de la surface prismatique et ne prédit pas l’existence d’une température
critique marquant une transition positive/négative. Cette conclusion est en désaccord avec
le modèle primaire de Ouzilleau qui prédit une transition autour de ∼ 2600 K. Une analyse
plus en profondeur révèle que le calcul de Abrahamson pour l’énergie prismatique approxime
l’entropie de surface prismatique des cristallites en approximant que cette propriété devrait
être similaire aux valeurs de liquides métalliques. La validité de cette hypothèse n’étant pas
rigoureusement prouvé pour le cas des carbones graphéniques, un choix a été fait de rejeter
la conclusion prismatique de Abrahamson. L’entropie de la surface basale ayant été obte-
nue par une approche plus formelle, il a été choisi de ne pas rejeter la conclusion basale de
Abrahamson. Ces choix de recherche démontrent bien la difficulté de produire un modèle
thermodynamique de graphitation car il est complexe de définir ce que constitue une hypo-
thèse valide. Dans le cadre de la thèse, l’hypothèse de l’existence de la température critique a
dirigé la narrative scientifique vers la démonstration de l’existence de cette dernière. Cepen-
dant, la conclusion prismatique de Abrahamson démontre qu’il est difficile de démontrer dans
l’absolue que cette température existe. La nécessité de valider les modèles supposant l’exis-
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tence de la température critique par des calculs prédictifs comparatifs avec une vaste quantité
de mesures expérimentale a été jugée comme l’une des façons acceptables de démontrer qu’il
est beaucoup plus probable que la température critique existe relativement à la probabilité
qu’elle soit une anomalie mathématique. Il est important de dire qu’aucune tentative n’a été
faite de réconcilier le modèle prismatique de Abrahamson et de Ouzilleau. Ceci représente
une lacune de la présente thèse, car il aurait été nécessaire de clarifier formellement par un
calcul physique rigoureux que cette différence est non-significative.
De plus, Abrahamson n’a pas réussi à produire un scénario phénoménologique pour la gra-
phitation cohérent avec sa prédiction d’une énergie de surface négative. Pour cette raison, il
a été jugé que le niveau de risque pour corriger le précédent modèle de Ouzilleau était relati-
vement élevé. En effet, il n’est pas simple de corriger d’un seul trait le modèle de Ouzilleau,
de Abrahamson et de proposer un nouveau mécanisme thermodynamique pour la graphi-
tation cohérent avec la vaste littérature existante sur ce processus et la thermodynamique
de ces deux auteurs. La graphitation est le mécanisme le plus important de la science du
carbone et l’étendue de la littérature sur le sujet est vaste et complexe. Pour cette raison,
il a été rapidement décidé que le succès de la thèse dépendra énormément de la qualité des
échanges avec la communauté du carbone. Il ne faut pas oublier que le laboratoire du présent
auteur est un novice dans le monde du carbone. Il est important d’approcher l’application
de l’expertise thermodynamique de ce dernier avec humilité dans l’éventualité où des erreurs
de conceptualisation seraient commise dans l’interprétation de la littérature.
Sur cette base, il a été décidé que la première étape pour la correction du modèle primaire
de Ouzilleau serait d’identifier les modèles conceptuels de graphitation les plus susceptibles
d’être compatibles avec les modèles de Abrahamson et de Ouzilleau. Le modèle de Franklin
avait déjà été fortement été étudié lors des précédents travaux[32, 56, 60]. Ce fut donc le point
de départ de la recherche. Heureusement, le modèle de Franklin est l’inspiration primaire
de plusieurs philosophies subséquentes pour la graphitation. Par la suite, l’excellente revue
de la littérature de Fischbach[12] a permis la compréhension de l’état de la connaissance
sur la graphitation des deux décennies suivant la publication du modèle de Franklin. Fait
intéressant, Fischbach notait déjà que plusieurs transformations structurelles d’importance
présentait un comportement critique autour d’une température de traitement thermique de
∼ 2550 K. Cet indice a fortement contribué à orienté la suite des travaux de recherche.
Par la suite, le modèle de Oberlin a été étudié ce qui a permis d’introduire le concept de la
polygonisation au répertoire de connaissance existant (pour une description précise du phéno-
mène, se référer à la Section 2.1.2). Un aspect particulièrement intéressant de ce phénomène
est qu’il semble se produire à une température unique pour tous les carbones graphitables.
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Un postulat a donc été fait. Si Tc existe, cette température devrait nécessairement être de
la même origine que la température de polygonisation de Oberlin. La validité de cette hy-
pothèse peut être discutée. Par exemple, l’un des problèmes existants de cette dernière est
que Oberlin propose que la température de polygonisation soit localisée autour de ∼ 2400 K.
Il est laissé à la discrétion du lecteur de déterminer si cette différence de température entre
le modèle de Ouzilleau, de Abrahamson et les mesures de Oberlin est significative. Somme
toute, d’un point de vue théorique, la priorité est simplement de démontrer que la tempé-
rature critique existe, sa valeur exacte est discutable selon la perspective scientifique choisie
tel que revue à la Section 2.1. Par la suite, la valeur exacte peut être déterminée en com-
binant la connaissance large de la littérature disponible sur la manifestation physique de la
polygonisation (Section 2.1.2), le modèle de Oberlin, le modèle de Ouzilleau et le modèle de
Abrahamson. Une température de 2550 K a été jugée comme le meilleur compromis possible
pour harmoniser le tout en vue de continuer les présents travaux.
La revue de littérature découlant de la lecture des travaux de Oberlin a permis de découvrir
les travaux de Fair et Collins [10] qui ont prouvé être un élément clé de la thèse. Ces travaux
ont mis de l’avant la forte similarité entre la fonction d002(T ) (considérant toujours ici T =
THT ) et la fonction sigmoïde typique des transitions thermodynamiques du second ordre.
La découverte de cette similarité est l’une des plus importantes de toute la thèse. C’est à
ce moment qu’il fût décidé à écrire le premier papier de la thèse (Chapitre 4). Les deux
objectifs de ce papier étaient de démontrer qu’il existe un doute raisonnable pour l’existence
de Tc selon plusieurs travaux de la littérature et de développer de ce postulat un nouveau
modèle thermodynamique, avec inspiration de la théorie des groupes et des transitions de
phase, pour modéliser avec précision satisfaisante le comportement de type sigmoïde associé
à la graphitation de carbones graphitables. Important de noter, le but de ce papier (et donc
de la thèse) n’était pas de faire un développement formel à partir de la théorie des groupes
pour modéliser la graphitation. En effet, le concept que la graphitation soit régie par des
principes thermodynamiques n’était pas certain au début des présents travaux (Chapitre 4).
Il était plus important ici de simplement faire la preuve de concept que ce lien conceptuel
existe entre les deux domaines par une approche phénoménologique plutôt que d’entamer un
raisonnement mathématique abstrait et complexe dont l’issu était incertain. Si la thèse venait
à être acceptée par la communauté, un développement mathématique plus rigoureux pourrait
être intéressant. Pour l’instant, il doit être dit que la thèse présentée ici est principalement
phénoménologique, car la preuve mathématique sous la théorie des groupes reste à faire.
Lors de l’écriture de ce premier papier (Chapitre 4), l’idée qu’une énergie de surface puisse
être négative fut catégoriquement rejetée. Seule l’idée d’une énergie de surface nulle (ou
approchant la valeur nulle) à Tc a été jugée raisonnable. Dans l’ensemble, il fut proposé
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qu’un carbone graphite sous un mode à deux pseudo-phases lorsque T est plus bas Tc (d’où
la présence de surfaces entre les deux phases), et dans un ensemble d’une unique pseudo-
phase au-dessus de Tc (de par la valeur nulle de l’énergie de surface si T > Tc). Sous cette
conceptualisation, la notion de surface disparaît donc à Tc (une idée tirée du comportement
des fluides supercritiques). Nul besoin d’invoquer le concept d’une énergie de surface négative
qui aurait nécessité une approche phénoménologique difficile à concilier avec la température.
Cette idée est le résultat de réflexions internes et externes et reflète le meilleur compromis
permettant d’harmoniser les modèles de Ouzilleau et de Abrahamson avec la connaissance
existante sur la graphitation. Le scénario de la Figure 4.3 n’est pas la première version du
présent exercice intellectuel. Il est le fruit de nombreuses discussions entre le présent auteur
de la thèse, son équipe de direction, divers collègues de la communauté carboniste, le comité
de revue du journal Carbon et les éditeurs du journal Carbon. Sans la contribution de chacun
de ces scientifiques, ce dernier n’aurait probablement pas vu le jour, démontrant encore fois
la valeur des actions collaboratrices.
Suivant la publication de ce premier papier (Chapitre 4), le chemin à prendre était de corriger
adéquatement, sur la base du scénario phénoménologique proposé pour la graphitation, le
modèle primaire des cristallites de coke de Ouzilleau. C’est ce qui a mené à l’écriture du
second papier doctoral (Chapitre 5). Ce papier fût construit par la combinaison des concepts
du modèle d’énergie de surface prismatique de Ouzilleau et al. [56], du modèle d’énergie de
surface basale de Abrahamson [112], de la structure idéalisée des cristallites de coke [56] et
du modèle de transformation critique de la présente thèse (Chapitre 4). La réussite de ce
nouveau modèle pour le calcul de l’énergie de Gibbs des cristallites de coke aux températures
typiques de graphitation permet de dire que le mandat initial de la thèse (harmonisation
des modèles de Ouzilleau, de Abrahamson et de la théorie phénoménologique acceptée sur
la graphitation) a été raisonnablement complété. Cependant, une opportunité de recherche
permettant de dépasser cet objectif s’est présentée et il a été décidé de la saisir.
En effet, lors de l’écriture du Chapitre 4, il a été dit que, si Tc est un paramètre physique
de la graphitation, il devrait être identifiable autant dans le cas des carbones graphitables
et des carbones non-graphitables. Cette affirmation est inspirée selon l’hypothèse de Oberlin
qui dicte que ces deux classes de matériaux sont fondamentalement composées des mêmes
structures graphéniques. De ce fait, si le phénomène critique de polygonisation existe pour les
carbones graphitables, il devrait être aussi affecté le changement de structure par traitement
thermique des carbones non-graphitables. Cette idée est la base du continuum de graphita-
bilité, une facette importante du modèle de Oberlin. Une brève revue de la littérature sur la
graphitation des carbones non-graphitables (Chapitre 4) révèle en effet que certains indices
expérimentaux pourraient suggérer que le phénomène critique (polygonisation) autour de Tc
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se manifeste lors du traitement thermique de carbones non-graphitables. Cependant, l’évi-
dence expérimentale sur le cas des non-graphitables est moins importante que pour le cas des
carbones graphitables. De plus, le modèle mathématique primaire du Chapitre 4 servant à
valider l’approche générale ne peut être appliqué à la modélisation quantitative des sigmoïdes
de graphitation des carbones non-graphitables de par son caractère plutôt rudimentaire. La
meilleure solution est donc de développer une nouvelle théorie quantitative pour la graphi-
tabilité, sur la base du scénario de graphitation phénoménologique de la Figure 4.3, pour
modéliser tous les sigmoïdes de graphitation. Si une telle théorie venait à être créée, elle en
viendrait à fortement soutenir les points suivants : le continuum de graphitabilité existe, ce
dernier est régi par la thermodynamique, et finalement, le sigmoïde de graphitation au-dessus
de Tc est dépendant du sigmoïde sous Tc.
Avant la présente thèse, aucun travail théorique portant sur la graphitation n’avait discuté
de la graphitabilité comme d’une propriété pouvant être modélisée par la thermodynamique.
Ces travaux sont donc les premiers à développer ce concept d’où la haute valeur d’innovation
pour la thèse. Pour minimiser le risque associé au développement de cette théorie, il est
conclut que des mesures expérimentales devront être faites et incorporées organiquement à la
théorie afin de démontrer que les concepts de cette dernière sont applicables en laboratoire.
Cette stratégie a produit l’article maître de cette thèse (Chapitre 6). Il est important de
dire que, même si les résultats discutés semblent concluants et innovateurs, ce papier n’est
qu’une preuve de concept du potentiel de la présente théorie de graphitation. Par exemple,
une limitation du Chapitre 6 est qu’il est impossible de statuer avec une certitude absolue
que la magnitude des valeurs mesurées de Wf est réellement significative. En effet, bien que
le nombre d’échantillons étudiés est adéquat, l’origine des précurseurs est limitée. Seuls des
cokes pétrochimiques et des brais de houille ont été carbonisés et graphités. Cependant, la
seule solution pour clarifier ce phénomène serait d’identifier des carbones rudimentaires de
la même classe que les échantillons de la Figure 6.14 (classe G7(pr1)), mais dont l’origine est
différente (par exemple, un brai pétrochimique) et de répéter la méthode expérimentale du
Chapitre 6. Cette approche dépasse le cadre de la présente thèse qui ne visait qu’à faire la
preuve de concept de l’existence d’une relation entre la graphitation à haute température et
Wf . Donc, la continuité de ces travaux devra explorer cette avenue afin de démontrer plus
rigoureusement la validité des résultats de la Figure 6.14.
Il faut rappeler que le développement thermodynamique du Chapitre 6 se concentre sur un
aspect du procédé : la température maximale de traitement thermique. Tel que stipulé à
la Section 2.5, il est possible de modéliser un procédé hors-équilibre et irréversible par des
principes thermodynamiques sur la base de l’hypothèse de l’équilibre local pour chaque pas
de temps de ce dernier. Par exemple, lors de la modélisation d’une expérience de graphita-
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tion selon les principes du Chapitre 6, il est nécessaire de s’assurer de conserver le même
temps de maintien à la température maximale de graphitation lors de la modélisation d’un
échantillon donné afin d’avoir le même de Deborah à chaque séquence du calcul. La combi-
naison de la présente modélisation thermodynamique (Chapitre 6) à des études cinétiques
externes pour incorporer l’effet du temps (principalement le temps de maintien à la tempé-
rature maximale) pourrait permettre d’étendre la capacité de prédiction de la graphitabilité
en fonction du nombre de Deborah, mais ceci dépasse le cadre de la présente thèse. C’est
pourquoi, au Chapitre 6, les carbones ont été traités avec les mêmes paramètres cinétiques
(taux de chauffe, temps de maintien). Un autre paramètre présentant un bon potentiel de
recherche est d’explorer comment la pression de graphitation ou l’utilisation d’un catalyseur
métallique pourraient modifier les équations du Chapitre 6. Somme toute, la présente théorie
thermodynamique de cette thèse doit être vue comme une première approche permettant
par la suite de développer davantage comment la thermodynamique peut modéliser certains
aspects du procédé de graphitation. Le plus concluant de ces derniers est l’identification d’un
lien fort entre l’impact thermodynamique de la température sur la graphitabilité ultime d’un
carbone.
Un commentaire se doit d’être fait sur la nature chimique et structurelle de la quasi-phase
de la matière intercristalline (angl. intercrystalline matter quasi-phase) discuté de manière
extensive aux Chapitres 4, 5 et 6 de la présente thèse. Sur la base de ses analyses DRX,
Franklin (Chapitre 2.1.1) avait qualifié le corps interreliant les cristallites graphéniques des
carbones graphitables et non-graphitables de ses analyses par le terme carbone non-organisé.
Cette appellation pourrait suggérer que la matière intercristalline n’est composée que de
carbone. Les travaux de Oberlin (Chapitre 2.1.2) ont démontré que la matière interreliante
peut contenir non seulement du carbone, mais aussi des d’hétéroatomes (hydrogène, soufre,
oxygène et azote). De plus, cette dernière n’est pas complètement non-organisé. En effet, la
matière intercristalline peut se présenter sous la forme de BSUs défectueuses (de défectuo-
sité variable) ou de fonctions chimiques interreliantes. Ces deux configurations de matière
peuvent contenir des hétéroatomes. Pour cette raison, l’appellation matière intercristalline
(IM) de la présente thèse est équivalente à celle de sous-groupe interreliant (ce terme décou-
lant de l’analyse de Oberlin). La matière intercristalline interreliante n’est pas du carbone
non-organisé tel que proposé initialement par Franklin.
De plus, considérant la qualité des prédictions physiques de la présente thèse pour une grande
variété de carbones graphitables et non-graphitables, il est dit que l’appellation cristallite de
coke (angl. coke crystallite) peut être généralisé à tous les matériaux de carbone développant
des LMOs suivant leur traitement thermique. L’appellation Cristallite Graphénique Idéali-
sée (CGI) est donc recommandée pour les futurs travaux basés sur la présente théorie de
208
graphitation.
Un dernier point à discuter est la place du modèle électrothermodynamique (Chapitre 7) dans
le présent projet doctoral. En effet, en première lecture, le lien entre cet article de la thèse
et la théorie de graphitation des autres chapitres peut être difficile à voir. Premièrement, il
faut comprendre qu’aucun projet doctoral ne peut prévoir quelles théories démontreront un
succès vérifiable. Pour cette raison, il a été jugé judicieux en début de thèse de s’assurer de
diversifier les possibles avenues de recherche pouvant être entreprise. Deux axes ont été iden-
tifiés : la graphitation et l’électrolyse de l’aluminium, un procédé pour lequel le traitement
thermique des carbones est important pour des aspects économiques et environnementaux.
Cette approche maximise le potentiel de découverte suivant la fin du doctorat. Par pré-
férence personnelle, la priorité a été donnée à la recherche sur la graphitation, le modèle
électrothermodynamique étant ici un projet scientifique parallèle. Le succès des deux projets
n’est donc aucunement codépendant. Tout de même, ces deux axes de recherche sont issus
de la même théorie source : le modèle thermodynamique des cristallites de coke de Ouzilleau
et al. [32, 56, 60].
En effet, tel que discuté aux Chapitres 4 et 5, les équations du modèle primaire de Ouzilleau
peuvent être réorganisées en une méthode de calcul pour l’énergie de surface des CGIs. La
théorie de la graphitation du Chapitre 6 est le fruit de l’approfondissement thermodynamique
de ce modèle primaire des cristallites de coke. Quant à lui, le modèle électrothermodynamique
(6) est l’incorporation des principes d’énergie de surface du Chapitre 4 et 5 à la théorie métal-
lurgique/électrochimique existante portant sur l’électrolyse de l’aluminium. Cette diversité
de la théorie primaire de Ouzilleau démontre la polyvalence de la philosophie proposée ici.
De plus, le Chapitre 7 démontre son potentiel pour la résolution de problématiques pluridis-
ciplinaires complexes et de première priorité pour l’industrie métallurgique de l’aluminium
(réduction des émissions de gaz à effet de serre du procédé).
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CHAPITRE 9 CONCLUSION
Le présent chapitre discutera de trois aspects : la synthèse des travaux, leurs limitations
et les possibles avenues de recherche découlant des conclusions majeures. La fonction de
la synthèse sera de faire l’emphase sur la contribution de cette recherche à l’état de l’art
de la science du carbone. Les limitations discutées permettront de bien saisir la portée des
conclusions afin d’éviter d’extrapoler ces dernières au-delà de leur limite fondamentale. Fi-
nalement, l’ouverture sur de nouvelles avenues de recherche va mettre de l’avant la valeur
concrète pour l’industrie des modèles proposés ici ainsi que démontrer le potentiel pluridisci-
plinaire et collaboratif de ces travaux. Mais avant tout, les principales innovations de la thèse
sont récapitulées ci-dessous :
— Dans cette thèse, pour la première fois, il a été démontré qu’il est possible de modéli-
ser la graphitabilité des carbones graphitables et non-graphitables avec un formalisme
physique inspiré de la thermodynamique. Ce formalisme a été validé de manière ri-
goureuse par un ensemble de données expérimentales de la littérature et de nouvelles
mesures réalisées dans le cadre des présents travaux. Ce modèle de graphitabilité de-
vrait amener une nouvelle perspective sur cette propriété fondamentale des carbones
ayant le potentiel de permettre le développement de nouveaux carbones technologiques
plus performants et plus efficaces que ceux disponibles sur le marché.
— Dans le cadre de la présente thèse, pour la première fois, il a été démontré qu’il est
possible de modéliser avec bonne précision la consommation primaire de l’anode de
carbone lors de l’électrolyse de l’aluminium en fonction du potentiel électrique entre
l’anode et le bain électrolytique. Ce deuxième nouveau modèle de la thèse (modèle
électrothermodynamique) est le premier à présenter une approche où le carbone joue
un rôle majeur dans la modification du ratio CO2/CO du gaz primaire produit par la
consommation de l’anode. Comme démontré à la Figure 7.11, la capacité prédictive du
modèle électrothermodynamique est beaucoup plus satisfaisante que celle du modèle
de Drossbach, ce précédent modèle ayant fait l’hypothèse erronée de négliger complè-
tement la contribution du carbone sur l’étendue de l’effet électrothermodynamique.
En reconnaissance de la valeur de cette contribution innovatrice, Philippe Ouzilleau a
reçu le prix Louis-Berlinguet du Fond de Recherche Nature et technologies (FRQNT).
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9.1 Synthèse des travaux
Dans le cadre de ce projet doctoral, une nouvelle théorie thermodynamique pour le proces-
sus de graphitation des carbones non-graphitables et graphitables est proposée. À titre de
rappel, la graphitation est définie ici comme un procédé de traitement thermique à haute
température permettant de développer, sous certaines conditions, une structure graphitique
à partir d’un carbone rudimentaire ou turbostratique. Cette théorie est basée sur la structure
idéalisée des cristallites de coke initialement conceptualisée par Ouzilleau [32]. Un scénario
phénoménologique a été proposé pour le processus de graphitation afin d’identifier une piste
de réflexion plausible pour expliquer pourquoi un carbone peut ou ne peut pas graphiter.
L’un des aspects le plus importants de ce scénario est la proposition de l’existence d’une tem-
pérature critique (Tc) autour de 2550 K. Cette dernière sépare le processus de graphitation
en deux étapes : un processus basse température (T < Tc) et un processus haute température
(T > Tc). Sous Tc, la graphitation procède par la cohésion progressive accompagnée par l’ali-
gnement des CGIs jusqu’à l’atteinte d’un degré d’indépendance totale lorsque la température
de traitement thermique atteint Tc. Au-dessus de Tc, la graphitation procède par l’élimination
de défauts planaires présentes dans la structure graphénique des carbones issus du processus
de graphitation basse température (sous Tc). La proposition de ce scénario phénoménologique
représente la première des contributions d’importance de la recherche doctorale (Papier 1 pré-
senté au Chapitre 4). Il a été validé en premier lieu pour le cas des carbones graphitables par
la reproduction satisfaisante de l’effet de la température de traitement thermique sur le d002,
la conductivité électrique et la diffusivité thermique.
De ce scénario, un ensemble de nouvelles équations thermodynamiques pour le calcul de
l’énergie de Gibbs des carbones turbostratiques graphitables (ces derniers étant composés
de CGIs) cohérents à haute température avec le processus de graphitation a été proposé
(Papier 2 présenté au Chapitre 5). Ce modèle des cristallites de coke 2.0 (modèle des cris-
tallites graphéniques idéalisées) représente une avancée significative qui renforce la validité
des précédents calculs primaires de Ouzilleau [32]. De plus, c’est au travers de ce modèle
thermodynamique que l’idée d’une graphitabilité dépendante de la nature des défauts de
cohésion créée par le processus de graphitation sous Tc est née. La proposition d’une inter-
dépendance thermodynamique directe entre le processus de graphitation basse température
et le processus de graphitation haute température est l’une des avancées clés de cette thèse.
En effet, c’est à partir de cette idée que la nouvelle théorie de la graphitation du Chapitre 6 a
été fondée (Papier 3). Cette théorie, qui combine un ensemble complexe de notions thermody-
namiques (paramètre d’ordre, température critique, exposants critiques), cinétiques (énergie
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d’activation, mécanisme de graphitation) et physiques (développement d’Ansatz, modélisa-
tion du mécanisme de graphitation par approche différentielle), est le résultat principal de
la thèse. Concrètement, son utilité découle de sa capacité de prédire la fonction de graphi-
tation (d002(T )) de plusieurs carbones graphitables et non-graphitables, un accomplissement
qu’aucun modèle n’avait réussi à faire auparavant. Un autre aspect d’importance est que de
nouvelles mesures expérimentales suggèrent que le comportement de graphitation pourrait
être directement corrélé aux propriétés des carbones turbostratiques suivant la fin de la car-
bonisation primaire. Ceci pourrait donc indiquer qu’il existerait la possibilité de l’existence
d’une grande théorie de la graphitation permettant de prédire la graphitabilité d’un carbone
par une simple caractérisation structurale et chimique en fin de carbonisation primaire. Il est
rappelé ici que la carbonisation primaire se complète à environ ∼ 800 K. Il est inutile de dire
qu’une telle théorie pour la carbonisation et la graphitation représenterait un atout majeur
pour le développement optimal de nouveaux carbones technologiques, en particulier dans le
domaine des matériaux avancés et des applications énergétiques du carbone.
La dernière contribution significative de la thèse est le modèle électrothermodynamique pour
le calcul du ratio CO/CO2 du gaz primaire d’une cellule d’électrolyse pour la production
d’aluminium (Papier 4 présenté au Chapitre 7). Ce modèle démontre clairement le caractère
pluridisciplinaire de la thèse en illustrant un exemple d’application des équations thermo-
dynamiques développées ici à un ensemble non-linéaire de concepts électrochimiques lié au
domaine de l’aluminium. En effet, bien que la théorie de la graphitation proposée au Cha-
pitre 6 constitue la proposition maître de la thèse, c’est le modèle électrothermodynamique
du Chapitre 7 qui se démarque le plus pour l’instant en terme d’application d’ingénierie. La
conclusion la plus importante du modèle électrothermodynamique est qu’il est recommandé
d’augmenter la température de cuisson maximale des anodes de carbone pour minimiser la
consommation de ces dernières durant l’électrolyse (de par l’augmentation du La des anodes).
Une autre conclusion importante pour la minimisation de la consommation de ces anodes est
de maximiser la tension électrique à l’interface entre le bain d’électrolyse et ces dernières.
Cependant, ces deux solutions ne peuvent être appliquées directement en industrie, car elles
engendrent des coûts énergétiques supplémentaires pour la cellule (et donc, des coûts écono-
miques). Pour cette raison, une approche d’optimisation est recommandée afin d’obtenir la
meilleure performance environnementale et économique pour le procédé primaire d’électro-
lyse de l’aluminium. L’une des forces des équations du modèle électrothermodynamique est
qu’elles permettent la production de prédictions quantitatives en accord avec la littérature
existante, contrairement au précédent modèle de Drossbach qui présentait une déviation ma-
jeure (7.11) dans la zone des hautes tensions d’électrolyse (qui est celle utilisée en industrie).
Ceci représente donc une avancée majeure, surtout considérant que le modèle de Drossbach
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était le seul modèle existant pour le phénomène électrothermodynamique avant l’écriture des
présents travaux.
9.2 Limitations de la solution proposée
De toute évidence, les deux modèles de la thèse (théorie de la graphitation et modèle électro-
thermodynamique) possèdent un certain nombre de limitations. La théorie de la graphitation
sera discutée en premier lieu.
Une première faiblesse du modèle concerne la philosophie ayant permis à faire sa construction.
En effet, le scénario de graphitation proposé, bien qu’il soit inspiré de la théorie des groupes
de renormalisation, n’est pas un développement mathématique formel de cette branche de
la physique. Si cela avait été le cas, une analyse mathématique et physique beaucoup plus
fondamentale de la graphitation aurait été nécessaire. Il semble maintenant réaliste d’en-
tamer un tel développement puisque que les principes du mécanisme de graphitation sont
relativement bien établis. Cependant, il faut comprendre que ce n’était pas le cas au début
de la thèse. Il n’est pas trivial de proposer un mécanisme de graphitation et de le modéliser
et même en simplifiant la physique fondamentale de ce dernier. Pour cette raison, il avait été
jugé plus important par le présent auteur de démontrer que certains principes de la théorie
des groupes peuvent être adaptés à une représentation donnée de la graphitation (Figure 6.2)
et que cette adaptation peut être validée quantitativement par comparaison expérimentale.
Il aurait particulièrement difficile et hasardeux de débuter par un développement mathéma-
tique formel de la théorie des groupes sans cette compréhension primitive des fondements de
la graphitation.
Une autre limitation de la présente théorie de la graphitation est qu’elle n’a été formellement
validée que pour l’effet de la température maximale de traitement thermique sur l’espacement
graphénique interplanaire (d002) de divers carbones turbostratiques non-graphitables. Bien
que des sigmoïdes se retrouvent autant dans les fonctions du d002, de la diffusivité thermique
et de la résistivité électrique de plusieurs carbones graphitables (tel que discuté au Chapitre
4), peu de données existent sur l’effet de la graphitation sur d’autres propriétés des carbones
non-graphitables autres que le d002. Une autre limitation concerne l’effet du temps qui n’a pas
été étudié dans le cadre des présents travaux afin de simplifier le développement thermodyna-
mique des équations différentielles du Chapitre 6. Bien que l’analyse différentielle des énergies
d’activation des défauts à la source des différences de graphitabilité des LMOs propose un
cadre qualitatif permettant une certaine compréhension temporelle de la graphitation, cette
dernière est trop limité pour être formellement vue comme une analyse cinétique rigoureuse
de la graphitation.
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Une troisième limitation concerne la portée des corrélations présentées aux Figures 6.14 et
6.15. En effet, bien que ces dernières semblent avoir une bonne capacité de reproduction
des données expérimentales pour un nombre d’échantillons significatif (pour un total de 6
cokes et de 5 brais), seulement 2 types de carbones étaient disponibles lors des expériences.
Le premier type étudié est celui des cokes pétrochimiques et le deuxième celui des brais de
houille. Tout de même, on peut dire que ces deux carbones représentent adéquatement la
classe G7(pr1) (50 nm < LLMO < 100 nm). Cette classe de carbones turbostratiques n’est
qu’un exemple parmi un vaste ensemble de possibilités. Il est donc recommandé de ne pas
considérer ces corrélations physiques comme valides outre que pour des carbones traités selon
les critères de la classe G7(pr1). Davantage de données sont nécessaires pour confirmer si les
présents principes théoriques sont transférables aux autres classes de carbones.
Finalement, concernant le modèle électrothermodynamique, il faut statuer que les équations
ne sont valides que pour des carbones graphéniques dont les CGIs présentent un certain de-
gré d’indépendance mutuel. En effet, l’effet électrothermodynamique (augmentation du ratio
CO2/CO à haute densité de courant durant l’électrolyse) requiert la présence de surfaces
prismatiques à l’intérieur des LMOs de ces anodes. Ce sont ces surfaces prismatiques libres
qui permettent le contact entre le bain et carbone, une caractéristique critique des équations
du modèle électrothermodynamique. Concrètement, cela signifie que l’approche électrother-
modynamique du Chapitre 7 n’est pas applicable à la prédiction du ratio CO2/CO lors de
l’électrolyse de l’aluminium avec des anodes graphitiques (THT > Tc). Un modèle avancé
incluant la contribuant des énergies de mGBs pourrait corriger ce problème. Cependant,
puisque la pratique d’utiliser des anodes de graphite n’est pas économiquement intéressante,
cette limitation ne devrait pas poser problème pour l’application du modèle électrothermo-
dynamique dans un contexte industrielle.
9.3 Développements futurs
Bien que les potentielles futures applications de la présente théorie de la graphitation et du
modèle électrothermodynamique sont vastes, cette discussion sera limitée à trois propositions
concrètes d’extension et d’amélioration : développement de corrélations physiques permettant
de prédire théoriquement la graphitabilité de tout carbone suivant la carbonisation, applica-
tion de cette théorie au développement de nouveaux brais verts, incorporation de l’effet du
soufre au modèle électrothermodynamique original pour l’optimisation et la minimisation de
la consommation des anodes de carbone en fonction du La et du contenu en soufre.
Comme stipulé précédemment, l’une des limitations des corrélations physiques pour la liaison
de la carbonisation à la graphitation est le nombre restraint de types de carbone rudimentaire
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à l’étude. Seuls des cokes pétrochimiques et des brais de houille ont été testés dans le cadre
du Chapitre 6. Il serait intéressant d’étendre l’application du protocole expérimental proposé
au Chapitre 6 à d’autres types de carbones afin de renforcer le lien proposé dans ce modèle.
Cependant, il serait nécessaire au préalable de développer une méthodologie expérimentale
rigoureuse pour la mesure du LLMO, car l’une des difficultés de tester différents carbones serait
de classifier adéquatement ces derniers suivant leur carbonisation primaire selon la taille de
leurs LMOs pour ensuite valider les corrélations entreWf et d002(Tβ) pour chacune des classes
de LMOs. Si de tels travaux venaient à voir le jour, il serait aussi possible d’étendre la portée
de ces derniers en tentant d’incorporer l’effet du temps de maintien à température maximale
et du taux de chauffe au modèle. Ceci amènerait une véritable maîtrise de l’entièreté du
processus de graphitation et permettrait de prédire la graphitabilité d’une grande variété de
carbones graphitables et non-graphitables sans avoir à les graphiter en laboratoire.
Une telle méthodologie permettrait éventuellement d’accélérer substantiellement le dévelop-
pement de nouveaux carbones technologiques. Par exemple, dans l’industrie de l’aluminium,
l’une des problématiques critiques est le remplacement des sources traditionnelles de brais
pour la production des électrodes de carbone par des sources moins dommageables pour la
santé des travailleurs et pour l’environnement. Cependant, cette tâche est complexe à mettre
en œuvre de par un manque de compréhension des mécanismes fondamentaux régissant la
transformation d’un brai donné en la colle graphénique liant les particules de coke constituant
la majorité de l’anode. Tout de même, il est raisonnable de penser que la présente théorie, qui
a été paramétrée pour les deux types de carbone rudimentaire le plus courant dans l’indus-
trie de l’aluminium, pourrait grandement accélérer ce processus de recherche sans ces ajouts.
Cependant, si la théorie de graphitation discutée ici venait à être étendue à d’autres types
de carbone, la versatilité de cette dernière pourrait potentiellement mener au développement
de nouveaux brais verts à base de carbone non conventionnel pour cette industrie comme la
biomasse par exemple.
Les potentielles extensions d’importance de la thèse portent sur le modèle électrothermody-
namique. Premièrement, il est notoire de dire que le cadre mathématique du modèle élec-
trothermodynamique laisse place à l’inclusion de la contribution des impuretés chimiques
sur l’étendue de l’effet électrothermodynamique (qui est on le rappelle la modification du
ratio CO2/CO en fonction de l’intensité de courant durant l’électrolyse). Pour le moment,
les variables indépendantes du modèle électrothermodynamique sont le potentiel à l’interface
entre le bain et l’électrode et le La de l’anode. Ce modèle peut donc permettre d’optimiser la
consommation de cette électrode en fonction de ces deux variables. Cependant, il est connu
que le soufre influence aussi la consommation primaire des anodes de carbone. Un fait inté-
ressant est que, sous certaines conditions expérimentales, le soufre diminue la consommation
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de carbone, et sous d’autres conditions, il l’augmente. Un consensus sur le sujet n’existe pas
dans la littérature sur la mécanique de cet effet. Il est raisonnable que l’extension du présent
modèle électrothermodynamique puisse contribuer à clarifier cette situation. De plus, puisque
la tension électrique d’interface est dépendante de l’intensité de courant durant l’électrolyse,
un modèle parallèle à l’approche électrothermodynamique pourrait être développé pour la
production d’une approche plus générale permettant le calcul de la consommation de carbone
en fonction de l’intensité de courant, du contenu en soufre, de la taille des anodes et de la
température d’électrolyse. L’avantage de cette méthode est qu’il est grandement plus simple
de mesurer l’intensité de courant d’une cellule d’électrolyse que la tension à l’interface. Ce
modèle plus généralisé pourrait donc être implanté dans une routine d’optimisation pour le
calcul des conditions optimales pour minimiser les émissions de CO et de CO2 lors de la
consommation de l’anode durant l’électrolyse.
9.4 Mot de la fin
Il est espéré que cette thèse aura su démontrer que la thermodynamique classique et la
phénoménologie ont encore leur rôle à jouer dans l’éventail des outils à la disposition d’un
scientifique. Bien que l’approche développée ici peut sembler rudimentaire par rapport aux
techniques de simulation numérique (DFT, dynamique moléculaire), cela ne veut pas dire
que les approches traditionnelles de type papier/crayon comme celle présentée dans le cadre
de ce projet doctoral ont perdu leur valeur dans la littérature moderne. Il est de l’avis du
présent auteur que l’avenir de la modélisation devra absolument incorporer les trois grandes
dimensions fondamentales de la science pour survivre : la phénoménologie, les simulations
numériques et les analyses expérimentales. Sans cette triple dépendance, il sera difficile pour
les publications de modélisation de se démarquer dans un contexte d’innovation et de haute
compétitivité. De plus, seule cette approche triple peut nous faire espérer de pouvoir déve-
lopper des solutions viables aux urgentes problématiques énergétiques et environnementales
qui viendront mettre au défi nos sociétés des prochaines générations.
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