The conjugate gradient and minimum residual methods for self-adjoint problems in Hilbert space are considered. Linear and superlinear convergence results both with respect to Q-and R-rates are reviewed. New results onstep Q-superlinear and R-superlinear convergence for the minimum residual method are provided and examples are considered to underscore the relevance of a Hilbert space theory.
Introduction
In this paper we consider Krylov subspace methods for the solution of self-adjoint linear equations A x = b (1.1) in a (real) Hilbert space X. The bounded linear operator A maps X to its dual X * , i.e., A ∈ L(X, X * ), and the right hand side b belongs to X * . This is a natural setting for variational problems, which comprise, e.g., second-order partial differential equations as well as optimal control problems, as illustrated by the examples below. We shall consider the solution of (1.1) by the conjugate gradient (CG) and minimum residual (Minres) methods, depending on whether or not positive definiteness (coercivity) of A is assumed. These methods were originally introduced in [20] and [30] , respectively, for the case X = R n . Generalizations to infinite dimensional Hilbert spaces have been considered in [18, 5, 10, 28, 8, 2, 14, 27] and the references therein, see also the references in [15] . In most of the above publications, a problem Bx = c was considered, where B was assumed to map X into itself. Clearly, this complies with the present setting when we set B := RA, where R ∈ L(X * , X) denotes the Riesz isomorphism. This point of view was taken, at least implicitly, in [2, 14, 23] and in [3, Section 3] . In the present paper, we prefer the setting (1.1), and we keep the Riesz map explicit. This is in view of the fact that the Riesz map takes precisely the role of a preconditioner, see [16] .
Convergence

CG Minres
(Also in finite dimensions it is often preferred to keep the preconditioner explicit, rather than merge it with the system matrix.)
The purpose of this paper is to review and extend the linear and superlinear convergence theory for CG and Minres in Hilbert space. Both Q-and R-rates are considered. In particular, we prove a new result showing the -step Q-superlinear convergence of Minres, which parallels a well known result for CG due to [9] under the same assumptions. An overview over the results is given in Table 1 .1. We also address the interplay of preconditioning and meaningful computable stopping criteria.
In Section 2, we review known and develop new results on linear and superlinear convergence for the CG method in Hilbert space. We emphasize the importance of the role of a compact part in the preconditioned operator equation for superlinear convergence results. We extend a 1-step convergence to an -step convergence concept. This leads to a much larger applicability of the convergence results. Parallel results for Minres are addressed in Section 3, for which very few results are known in Hilbert space. We are able to prove the weak convergence to zero of the normalized residuals, which is a new key result. Under a compactness assumption, it can be used to show a 2-step (or more generally, -step) superlinear convergence result.
Our convergence analysis is carried out in a Hilbert space context. The relevance of such an analysis is that it is the key for obtaining mesh-independent convergence results for the solution of discretized systems, see for instance [23, 22] . That said, the practical behavior of Krylov subspace methods will be influenced by the effects of discretization, the replacement of preconditioner blocks by spectrally equivalent ones, and by finite precision computations. While we focus on the case of self-adjoint A, we mention that a similar approach can be pursued for non-self-adjoint problems as well, see for instance [38, 4] .
We close this introduction by giving some prototypical examples which illustrate that considering A ∈ L(X, X * ) is a natural setting for variational problems. These examples will be used throughout the paper as applications of the theoretical results. In all examples, Ω is a bounded domain in R d with sufficiently smooth boundary. The space H 1 0 (Ω) denotes, as usual, the closed subspace of the Sobolev space H 1 (Ω) consisting of functions with zero trace. The space L 2 0 (Ω) is the closed subspace of the Lebesgue space L 2 (Ω) consisting of functions with zero mean. All of them are considered spaces over the real numbers here. Example 1.1 (Poisson equation with potential term). The first example is Poisson's equation − u + c 0 u = f , endowed for simplicity with homogeneous Dirichlet boundary conditions, and with f ∈ L 2 (Ω). The coefficient function c 0 is assumed to be essentially bounded and non-negative. The variational formulation of this problem is given by (1.1) with X = H 1 0 (Ω) and
This problem gives rise to a bounded positive definite operator A ∈ L(X, X * ) so that (1.1) is amenable to the solution by the CG method.
Example 1.2 (Stokes equation)
. The Stokes problem in fluid dynamics, by contrast, leads to an indefinite system which can be solved by Minres. Its variational formulation is given by
see, for instance, [7, Section 5] . A typical right hand side induced by volume forces is is not given but subject to optimization, one obtains an optimal control problem. We consider a problem with a standard tracking-type objective, the minimization of
subject to the Poisson equation as in Example 1.1 with c 0 = 0 for notational simplicity. Ω c is the subdomain of Ω on which the control acts, while Ω obs is the subdomain on which the state observation enters the objective. The necessary and sufficient optimality conditions of this problem involve an adjoint state p, in addition to the state u and the control f . The optimality conditions can be written as a self-adjoint indefinite linear system in the space
and with right hand side
We refer to [33, Chapter 2.8] for details on the analysis of such problems.
Notation
Throughout, (·, ·) X denotes the inner product in X, and ·, · X * ,X or, for short, ·, · denotes the duality pairing of the Hilbert space X and its dual X * . Moreover, we shall denote by R ∈ L(X * , X) the Riesz isomorphism. Given b ∈ X * , its Riesz representer R b is defined by
for all x ∈ X, where (·, ·) X is the inner product in X. Clearly, R depends on the inner product in X, and it provides the inner product in X * through (r, s) X * = R r, s .
(1.7)
In turn, the inner products on X and X * induce the norms x X = (x, x) 1/2 X and r X * = R r, r 1/2 . For later reference, we note that R is self-adjoint, i.e., R r, s X,X * = r, R s X * ,X holds for all r, s ∈ X * . Moreover, since A is self-adjoint, RA ∈ L(X) is Hilbert space self-adjoint, i.e.,
for all x, y ∈ X. Finally, we denote the identity operator on X (or X * ) by id. The symbol Π 0 k denotes the space of polynomials (over R) of degree at most k ∈ N which satisfy p(0) = 1. The natural numbers N start with 1 in this paper.
Convergence Rates
In the following sections a careful distinction between different concepts of convergence rates is helpful. For a general overview, we refer to [29, Chapter 9] . Definition 1.4 (Q-convergence rates). Let {E k } be a non-negative sequence of real numbers converging to zero.
The convergence rate is
2. The convergence rate is Q-superlinear if there exists a non-negative sequence {ε k } converging to zero such that
3. The convergence rate is -step Q-superlinear with ∈ N if there exists a nonnegative sequence {ε k } converging to zero such that
On some occasions, we will specify the index k 0 .
In some cases, where it is not possible to prove a Q-rate of convergence, it can, however, be shown that a weaker convergence rate, the R-rate, still holds. Definition 1.5 (R-convergence rates). Let {E k } be a non-negative sequence of real numbers converging to zero.
1. The convergence rate is R-linear if there exists r ∈ (0, 1) such that
In order to prove an R-superlinear convergence rate, it is sufficient to show a kind of -step R-superlinear behavior, together with monotonicity, as detailed in the following lemma.
Lemma 1.6. Let {E k } be a non-negative and monotonically decreasing sequence of real numbers converging to zero. Suppose that there exists a number ∈ N and another non-negative sequence {b k } such that lim k→∞ b k = 0 and E k ≤ (b k ) k holds. Then the entire sequence {E k } converges R-superlinearly to zero.
Proof: We define a sequence {a j } based on b k as follows:
Since {b k } is convergent to zero as k → ∞, this is also true for {(b k ) k/(k +i) }, and hence the entire sequence {a j } converges to zero as j → ∞. Due to the monotonicity of {E j } and the definitions, we have
And thus we conclude E 1/j j ≤ a j , which implies the R-superlinear convergence.
Conjugate Gradient Method
In this section, A ∈ L(X, X * ) is assumed as self-adjoint, i.e., A x, y = A y, x for all x, y ∈ X, and positive definite (coercive, X-elliptic), i.e., A x, x ≥ δ x 2 X for some δ > 0 and all x ∈ X. This implies that A induces a norm on X,
which is equivalent to the norm · X . Likewise, A −1 induces a norm on X * , x A −1 = A −1 x, x 1/2 , equivalent to the norm · X * .
Next we briefly review some essential facts about the CG method in Hilbert space, as given in [16] . The CG algorithm generates the following iterates and Krylov subspaces of dimension k ≥ 1:
Here r k = b − A x k denotes the residual, and p k is the search direction in iteration k. We re-iterate that the Riesz map R takes precisely the role of a preconditioner and point out that the primal and dual Krylov subspaces are related by
One also has the following classical properties for all j = 0, 1, . . . , k − 1:
In finite dimensions, the convergence properties of the CG algorithm are determined by the spectrum of the (preconditioned) matrix P −1 A, i.e., by the eigenvalues λ of the generalized eigenvalue problem A x = λ P x. Here P denotes a symmetric and positive definite preconditioner.
In our Hilbert space setting, application of the preconditioner (multiplication by P −1 ) is replaced by application of the Riesz map R. Note that since A is self-adjoint, RA ∈ L(X) is Hilbert space self-adjoint, i.e., (RA x, y) X = (x, RA y) X holds for all x, y ∈ X. The convergence analysis can, in principle, follow now the same route as in finite dimensions, but one has to account for the fact that the spectrum of the 'preconditioned' operator RA may consist not only of eigenvalues, but also of so-called continuous and residual components. For convenience, we briefly summarize in the appendix some results in the spectral theory of bounded self-adjoint operators T ∈ L(X) in Hilbert spaces and refer to [37, Chapter VII.1] or [17, Chapter 7] for details.
Linear Convergence Analysis
In this subsection we briefly review classical R-linear and Q-linear convergence bounds for the CG method based on the condition number. We emphasize however that such bounds are not, in general, descriptive for practical convergence behaviour of the CG method, see [26, Section 5.6] or [21, 12] . A refined approach based on spectral analysis in finite dimensions can be found in [25] .
Let us denote the unique solution of (1.1) by x * . The statement r k ∈ r 0 + AR K k (AR; r 0 ) for the residual is equivalent to
where p k ∈ Π 0 k , the space of polynomials (over R) of degree at most k which satisfy p k (0) = 1. This implies the following representation of the error e k = x * − x k ,
Here we used A −1 (AR) = (RA)A −1 .
To derive convergence bounds in finite dimensions, one uses the eigendecomposition of P −1 A . In the present context, this is replaced by the spectral decomposition of the Hilbert space self-adjoint operator RA ∈ L(X), see Appendix A,
Here E λ represents an orthogonal projector in X. Any polynomial p applied to RA acts on the spectrum and leads to the representation
As in the finite dimensional CG method, it can be shown using the relations (2.1) that the iterates of the CG algorithm minimize the A-norm of the error over the affine space x 0 + K k (RA; R r 0 ), so this is the natural norm to measure convergence. Hence for every k ∈ N, there exists a polynomial p k such that
Note that error and residual are related by 
where κ is the quotient of the extreme points in the closure of σ(RA), or simply the quotient of the largest and smallest eigenvalue of RA in the matrix case. To estimate κ, we need to estimate the infimum and supremum of the Rayleigh quotient
By our assumptions on A, κ ≤ RA L(X) /δ holds, where δ > 0 denotes the coercivity constant of A, i.e., we have A x, x ≥ δ x 2 X for all x ∈ X. Note that (2.4) implies the R-linear rate of convergence of { e k A }, in which the convergence factor depends on the spectrum, see Definition 1.4. Different choices of inner products on X induce different Riesz isomorphisms and thus different spectra of RA with more or less favorable values of κ.
We also mention that a similar reasoning as in (2.3) provides the estimate 
It is easy to see that the minimum is attained when α < 0 is chosen such that the spectrum of id + α RA spreads out equally to both sides of zero. The minimal value is (κ − 1)/(κ + 1), which leads to the estimate We now give an example which shows how the analysis above can be used to derive a rough linear convergence estimate for the preconditioned CG method.
Example 2.1 (Poisson equation with potential term)
. We return to Example 1.1 and endow the space X = H 1 0 (Ω) with the standard inner product (u, v) X = Ω ∇u · ∇v dx. This is equivalent to fixing the preconditioner to be given by the solution of Poisson's equation with the potential term neglected. To estimate the spectrum of RA, consider the Rayleigh quotient (2.5). To this end, let u ∈ X be arbitrary and denote by λ ∈ R the associated number in the numerical range, i.e.,
holds. On the one hand, as c 0 was assumed non-negative, the left hand side is bounded below by Ω |∇u| 2 dx, which shows λ ≥ 1. On the other hand, the left hand side can be estimated above by
where c P (Ω) is the Poincaré constant of the domain Ω. This shows the upper bound
, and hence κ can be estimated by
Note that this bound is sharp if c 0 is constant in Ω.
Superlinear Convergence Analysis
Under a compactness assumption, the classical linear convergence bound of the previous section can be improved to yield superlinear convergence. We initially work under the assumption that the preconditioned operator is a compact perturbation of the identity (or a multiple thereof). We formulate this assumption in the following form,
(2.8) Note that (2.8) can equivalently be stated as p * (AR) = C, where C ∈ L(X * ) is compact. Both C and C are Hilbert-space self-adjoint so their spectrum is real and countable and consists only of eigenvalues plus possibly the value zero, see Appendix A.
Assumption (2.8) will lead to 1-step Q-superlinear convergence. At a later stage, we also consider a relaxation of (2.8) which will imply an -step Q-superlinear convergence result. As a preparatory step, we recall the following well known consequence of Bessel's inequality, see for instance [6, Theorem 3.4.9]. Lemma 2.2. Suppose that {y k } is an orthonormal sequence in X * . Then y k 0 in X * .
Theorem 2.3 (Q-superlinear convergence of CG method). Under assumption (2.8), the CG method converges Q-superlinearly, i.e., there exists a non-negative sequence {ε k } converging to zero such that
Proof(adapted from [18] ): We have r k = A e k and we can assume w.l.o.g. e k A = r k A −1 to be non-zero. The error minimization property of the CG method implies (compare (2.6))
and by division,
By (2.1) the vectors r k r k X * ∈ X * form an orthonormal system in the Hilbert space X * and by Lemma 2.2 they converge weakly to zero. Due to the assumption on the operator A, the norms · A −1 and · X * are equivalent. This implies that the sequence r k r k A −1 also converges weakly to zero in X * . Since p * (AR) is compact by assumption (2.8), we obtain the strong convergence
Using once again the aforementioned equivalence of norms, it follows that
holds, which concludes the proof. 
Since c 0 u belongs to L 2 (Ω), which embeds compactly into X * , the compactness of A − R −1 and hence the compactness of R (A − R −1 ) follows.
When we replace (2.8) by the more general assumption, Suppose there exists p * ∈ Π 0 such that p * (RA) = C, where C ∈ L(X) is compact (2.10) with a polynomial p * of degree ≥ 1, then we obtain an -step Q-superlinear convergence result.
Theorem 2.5 ( -step Q-superlinear convergence of CG method). Under assumption (2.10), the CG method converges -step Q-superlinearly, i.e., there exists a non-negative sequence {ε k } converging to zero such that
This theorem can be shown by adapting arguments by [9] , and by proceeding along the lines of the proof of Theorem 2.3, using
Since we will also prove in detail the parallel statement for Minres in Section 3, see Theorem 3.7, we do not provide a complete proof here. The following example provides an application of Theorem 2.5.
Example 2.6 (Linearized reaction-diffusion problem). Consider a stationary reaction diffusion system with homogeneous Dirichlet boundary conditions, which has been linearized about the point (w 1 , w 2 ). In operator notation, the left hand side is governed by
When A is preconditioned by
we obtain
In case D 1 = D 2 , (2.10) can be satisfied with a polynomial p * ∈ Π 0 1 , but in case D 1 = D 2 , a polynomial of degree = 2 is needed. Then Theorem 2.5 implies the 2-step Q-superlinear convergence. (Of course, with the properly scaled preconditioner R = blkdiag(−(D 1 ) −1 , −(D 2 ) −1 ) we would achieve = 1 in all cases.)
We point out that Theorem 2.3 and Theorem 2.5 cannot provide quantitative estimates for the rate of convergence due to the type of arguments used in the proof. Therefore we now address an R-superlinear result together with a quantitative estimate. For the case = 1, the following theorem goes back to [39] , see also [3, Section 2.1.3], but the proof in the case ≥ 2 seems to be new. We remark that if = 1, (2.10) reads id + α RA = C for some α ∈ R. Since RA is boundedly invertible by assumption, 1 is not an eigenvalue of C. Such a conclusion is not possible in case ≥ 2; hence the possibility of 1 being an eigenvalue of C requires special care in the proof. Theorem 2.7 (R-superlinear convergence of CG method). Under assumption (2.10), there exists a constant (depending on C, δ and RA L(X) ) such that the iterates of CG satisfy
where {µ k (C)} denotes the sequence of distinct eigenvalues of C in decreasing order w.r.t their absolute values. This implies an R-superlinear rate of convergence of e k A .
Proof: For the iterates of the CG method we have from (2.3)
The main step is to construct a suitable polynomial p ∈ Π 0 k . Let us denote by {µ i (C)} the sequence of distinct eigenvalues of C in decreasing order of magnitude w.r.t. their absolute values. Since p * (σ(RA)) = σ(p * (RA)) = σ(C) holds, this ordering induces a partition of the spectrum of RA into clusters Λ i as follows:
Each Λ i is non-empty and has at most elements. Moreover, we have
Case (i): Suppose that µ = 1 is not an eigenvalue of C. Then we define
where p * ∈ Π 0 is the polynomial from (2.10). It is clear that p k ∈ Π 0 k holds and that p k (λ) = 0 for all λ ∈ Λ i and 1 ≤ i ≤ k. Hence we can estimate
Here we used that |µ i (C)| ≤ |µ j (C)| for 1 ≤ j ≤ k and i ≥ k + 1. The inequality on arithmetic and geometric means now implies
The right hand side is a sequence of averages, and it converges to zero as k → ∞ since µ k (C) → 0. Lemma 1.6 and the monotonicity of { e k A } imply the R-superlinear convergence of that sequence.
Case (ii): If µ = 1 is an eigenvalue of C, we need to slightly modify the argument above.
In the definition of p k , we replace the factor
for the one index j * which satisfies µ j * (C) = 1. Since Λ j * has between one and elements, p k ∈ Π 0 k remains true. Let us assume w.l.o.g. that k ≥ j * holds, then we can estimate similarly as above,
Note that
remains bounded for λ ∈ σ(RA) since σ(RA) is bounded below and above by δ and RA L(X) , respectively. Moreover, the denominator 1 − µ j (C) remains bounded away from zero for all j = j * since the eigenvalues of C do not accumulate at 1. Hence similarly as above, we get
and conclude the R-superlinear convergence of { e k A }.
Stopping Criteria
We briefly address now the choice of stopping criteria in the CG method. The natural quantity e k A cannot be evaluated exactly without reference to the exact solution x * .
(See, however, [1, 32] for efforts to estimate this quantity.) By contrast, one does have available in the CG algorithm the quantity
and the relative stopping criterion
is often used in practice. To study the discrepancy between the ARA and A-norms, we need the following auxiliary result.
Lemma 2.8. Let c and C be positive constants. Then
Proof: Let us denote by B ∈ L(X) the square root of RA, i.e., the unique positive Hilbert-space self-adjoint operator satisfying B 2 = RA and thus BRA = B 3 = RAB. Consider
By assumption, the field of values of RA is bounded below by c, compare Appendix A. That is,
A . The remaining estimate follows similarly.
When the spectrum of the preconditioned operator RA is as in (2.13), then (2.12) implies
This analysis shows that the quality of the preconditioner has a two-fold influence in the convergence analysis of the CG method. A tight spectrum improves the convergence bound (2.4) through a small contraction factor, and it allows a reliable statement about the relative reduction of e k A when (2.12) is used as a stopping criterion.
Minimum Residual Method
In this section, A ∈ L(X, X * ) is assumed as self-adjoint but it may be indefinite (noncoercive, non-X-elliptic). Hence it no longer induces a norm on X.
The Minres method, introduced by [30] , uses the same Krylov subspaces as the CG method, but it seeks to minimize the X * -norm of the residual r ∈ b − A x ∈ X * , i.e., r X * = r, R r 1/2 , over the shifted dual Krylov subspaces r 0 + A K k (RA; R r 0 ) = r 0 + AR K k (AR; r 0 ) ⊂ X * . Note that the norm in X * depends on the inner product (preconditioner) in the space X. We refer to [16] for the derivation of the Minres method in Hilbert space. Details on the finite dimensional version can be found in [7, Section 6.1] and [34, Section 6.4].
To carry out the minimization of r X * , Minres builds an orthonormal basis (with respect to the inner product (1.7)) of K k (AR; r 0 ) ⊂ X * , which is denoted by V k ∈ L(R k , X * ) with 'columns' v i ∈ X * , i = 1, . . . , k. Using this basis, the iterates x k ∈ x 0 + K k (RA; R r 0 ) = x 0 + R K k (AR; r 0 ) and residuals r k can be written as
The coefficient vector y k ∈ R k is defined by the property of minimal residual norm, i.e.,
The minimality implies R r k , A R v i = 0 for all i = 1, . . . , k. In view of r k − r j ∈ lin{A R v 1 , . . . , A R v k }, we obtain R r k , r k − r j = (r k , r k − r j ) X * = 0 for 0 ≤ j ≤ k. Thus we have proved the following lemma.
Lemma 3.1 (Property of Minres iterates). Suppose that {x k } is the sequence of iterates generated by the Minres method and r k = b − A x k ∈ X * are the associated residuals,
Linear Convergence Analysis
Similar as in Section 2.1, linear convergence bounds can be derived based on the spectrum σ(RA) = σ(AR). In contrast to the setting in Section 2, however, the spectrum will now usually take both signs. (Otherwise, the CG method could be used.)
Using the representation
with some p k ∈ Π 0 k , a similar reasoning as in Section 2.1 leads to the estimate
Just like in the case of the CG method, one can obtain convergence estimates based on (3.3). We review here the classical 2-step R-linear bound. Suppose that
with a, b, c, d > 0. As in [7, Section 6.2.4] or [36, Section 3] it follows that
where
The definitions ofā andd are due to the embedding of
into intervals of equal lengths. In [36] , somewhat tighter estimates for the asymptotic convergence factor are given. 
Similarly as in (2.6)-(2.7), we also obtain a 2-step Q-linear convergence result.
Choosing the polynomial defined by α and β similarly as in [7, Section 6.2.4] , viz.
we have q(0) = 1 and |q(t)| ≤
Thus we obtain the 2-step Q-linear convergence result
Similarly as for CG, the estimate is not sharp, but it is needed in the proof of Proposition 3.6 below. Note that in order to achieve a 1-step Q-linear convergence rate by the above technique, one would need to bound the absolute value of a polynomial of degree one with p(0) = 1 on both intervals
] with a value less than one, which is impossible.
To estimate θ, one needs to have information about the four extreme points in the spectrum. When the operator A has a saddle-point structure, estimates for a, b, c, d can be obtained from properties of the saddle-point blocks. We refer to [31] and [24] . For the Stokes problem (Example 1.2) one can find such estimates in [7, Section 6.2.4] and for an optimal control problem as in Example 1.3, we refer to [19] .
Superlinear Convergence Analysis
In this section we present a new result and prove the Q-superlinear convergence of Minres. Key to the proof is to establish the weak convergence of the normalized residuals, i.e., r k r k X * 0 in X * , see Proposition 3.6 below. Since {r k } does not form an orthogonal sequence, arguing as in the proof of Lemma 2.2 will leave us with a two-fold sum. This can be dealt with by way of the following generalization of Bessel's inequality, see [11, p.218 ].
Lemma 3.3 (Selberg's inequality). Suppose that {y k } is a sequence in X * , y k = 0, k ∈ N 0 . Then for arbitrary x ∈ X and n ∈ N, we have
We shall also need the following elementary result.
Lemma 3.4 (Bounded sum lemma). Suppose that {α k } is a sequence of positive numbers which is Q-linearly convergent to zero (with initial index k 0 = 0), i.e., there exists q ∈ (0, 1) such that α k+1 ≤ q α k holds for all k ≥ 0. Then
holds for all n ≥ 0 and all 0 ≤ j ≤ n.
Proof: We estimate the first sum as
The second sum can be estimated as
The claim follows by adding the two estimates.
The following corollary is a generalization to the case of 2-step Q-linearly convergence sequences.
Corollary 3.5. Suppose that {α k } is a monotonically decreasing sequence of positive numbers which is 2-step Q-linearly convergent to zero (with initial index k 0 = 0), i.e., there exists q ∈ (0, 1) such that α k+2 ≤ q α k holds for all k ≥ 0. Then
Theorem 3.7 ( -step Q-superlinear convergence of Minres method). Under assumption (2.10), the Minres method converges -step Q-superlinearly, i.e., there exists a non-negative sequence {ε k } converging to zero such that
Proof: We infer from (2.10), i.e., p * (RA) = C, that
holds, which is compact since C is. By the minimality property (3.3) of the residuals and their representation (3.2), we obtain
The compactness of C and Proposition 3.6 now yield the -step Q-superlinear convergence.
We provide a number of examples in which assumption (2.10) is satisfied, or cannot be satisfied. Throughout, let us denote by C a generic compact operator whose definition (including image and preimage spaces) may change from occurrence to occurrence.
We begin with a counter example. 
We endow X with the standard inner product, so that the Riesz isomorphism becomes
where E :
Higher powers of RA are of identical structure as (RA) 3 . In view of the (2,2) block, it is impossible to find a polynomial p * ∈ Π 0 of any degree such that (2.10) holds. 
i.e., (2.10) holds with a polynomial of degree 2.
Example 3.10 (Elliptic optimal control problem). We consider the optimal control problem from Example 1.3. In operator notation, its optimality system reads Let us denote by id the identity in H 1 0 (Ω) or L 2 (Ω c ), as appropriate. We calculate (1/ν) (RA) 3 − (RA) 2 − (1/ν) (RA) + blkdiag(id, id, id) = C, i.e., (2.10) holds with a polynomial of degree 3. Finally, we have the same result on R-superlinear convergence of Minres as for CG. |p(λ)| according to (3.3) . From here the proof proceeds exactly as in Theorem 2.7.
Stopping Criteria
Concerning the stopping criterion, we have available in Minres (see [16] or [7, Algorithm 6.1]) the quantity
which is also the quantity which Minres minimizes over the sequence of growing Krylov subspaces. Hence in contrast to the CG method, we have at our disposal the norm in which the iterates converges. The choice of a suitable inner product (i.e., a preconditioner) is more complex than in the case of the CG method since two aspects have to be kept in mind. First, ARA should be a meaningful norm for x k to converge in. This ensures that the often-used relative stopping criterion
is meaningful as well. Second, the spectrum σ(RA) should have a favorable distribution so that the convergence is fast. Similar observation were made in [35] .
