Abstract. The Finite Difference Element Method (FDEM) program package is a robust and efficient black-box solver. It solves by a Finite Difference Method arbitrary non-linear systems of elliptic and parabolic partial differential equations under arbitrary non-linear boundary conditions on arbitrary domains in 2-D and 3-D, given by a FEM mesh. From formulas of different order, we get an easy access to the discretization error. By the knowledge of this error, the mesh may be refined locally to reduce the error to a prescribed relative tolerance.
Introduction
From recent textbooks about the numerical solution of partial differential equations (PDEs) (cf. [1] , [2] ), we learn that there are basically three main methods for the numerical solution of PDEs: The first method is the finite difference method (FDM) that dominated the early development of numerical analysis of PDEs. In the 1960s, the finite element method (FEM) was introduced by engineers, and over the last decades this method has become a widely used numerical method for PDEs. The third method is the finite volume method that is between the FDM and the FEM (widely used in CFD). We use an FDM on an unstructured FEM mesh which we call Finite Difference Element Method (FDEM).
Based on a 1-D domain decomposition of the grid, we are able to state clear rules that fix the ownership of the nodes and elements by the processors. The passing of messages to a neighbour processor during the mesh refinement is always split up into two parts.
The organization of this paper is as follows: In Section 2, the details of FDEM are presented, Section 3 describes the mesh refinement algorithm and its parallelization and, in Section 4, we present some results.
The Finite Difference Element Method
We want to solve elliptic and parabolic non-linear systems of PDEs in 2-D and 3-D with arbitrary non-linear boundary conditions (BCs) where we use an unstructured mesh on an arbitrary domain. The domain may be composed of several subdomains where we may have different systems of PDEs. The solutions of the subdomains are coupled by coupling conditions. We want a robust black-box solver with a reliable error estimate that we also use for the order control and for a local mesh refinement.
We discuss the solution method in 2-D; the extension to 3-D is too extensive so that we refer to [5] for details. The most general operator that we admit for the PDEs and BCs in 2-D, with the unknown solution u(t, x, y), has the form
where u and P u are vectors with l components (system of l PDEs). If we include t and u t , the system is parabolic, otherwise it is elliptic. A basic paper on FDEM is [3] , a progress report is [4] . A detailed report is available online, see [5] .
The Generation of Difference and Error Formulas
For the generation of the difference and error formulas, we make use of a finite difference method of order q which means local approach of the solution u by a polynomial of consistency order q. The 2-D polynomial of order q is
This polynomial has m coefficients a 0 to a m−1 where m = (q + 1) · (q + 2)/2. For the determination of these m coefficients, we need m nodes with coordinates (x 0 , y 0 ) to (x m−1 , y m−1 ). For example, for q = 2 we need m = 6 nodes. In order to get explicit difference formulas, we make use of the principle of the influence polynomials. For a node i the influence polynomial P q,i of order q is defined by
This means that the influence polynomial P q,i has function value 1 in node i and 0 in the other m − 1 nodes. Then the discretized solution u which we denote by u d (the index d means "discretized") can be represented by
By the evaluation of P q,i for a grid point x = x j , y = y j , we obtain the coefficients of an interpolation polynomial at a node j. The difference formulas are the partial derivatives of the interpolation polynomial P q , i.e. we have to differentiate (4). For example, for the difference formula for u x which we denote by u x,d we get
One of the most critical sections is how we choose the m nodes on an unstructured FEM mesh. The nodes are collected in rings around the central node, see Fig. 1 .
Here we use logical masks to get the next neighbour ring of a given ring from the element list (gives nodes of an element) and the inverted element list (gives elements in which a node occurs). We do not only collect m nodes up to the u q=2 q=4 q=6 consistency order q but m+r nodes up to order q+Δq because there may be linear dependencies. A second criterion is that we collect at least q + 2 rings (because of the error formula). This results in m + r equations for the m coefficients. We want to have nodes in the difference stars that are close to the central node. Therefore, we arrange the equations according to the ring structure and allow the crossing of a ring limit only if the current pivot element |pivot| ≤ ε pivot . The parameters Δq and ε pivot determine the quality of the difference and error formulas and therefore are the key for the whole solution process. As we must determine m influence polynomials that generate the unit matrix as the righthand sides, we must invert the matrix in reality, see [3, eqs. (27) , (28)].
The Estimate of the Discretization Error
As we have formulas of arbitrary order q, we get an easy access to the estimate of the discretization error. If we denote e.g. the difference formula of order q for the derivative u x by u x,d,q , the error estimate d x is defined by
i.e. by the difference to the order q + 2. Because the exact discretization error is the difference of the derivative and the difference formula of order q, we see that the derivative is replaced by a "better" formula for the estimate which holds only for sufficiently fine grid. Equation (6) is the key for our explicit error access.
The Error Equation
P u (1) is an arbitrary non-linear function of its arguments. Therefore, we linearize system (1) with the Newton Raphson method and then discretize the resulting linear Newton-PDE replacing e.g.
and analogously the other derivatives. After linearizing also in the discretization errors, we finally get the error equation for the overall error Δu d :
Here, Q d denotes the large sparse matrix resulting from the discretization.
is never explicitly computed as it is a full matrix. Instead, the system is solved iteratively. (P u) d is the discretized Newton residual and the D μ are discretization error terms that result from the linearization in the d μ , e.g.
In the parentheses of the second row of (8) we have error terms that can be computed "on the level of equation" and that are transformed by Q
−1 d
to the "level of solution". These corresponding errors on the solution level are arranged above their source terms. So the overall error Δu d has been split up into the parts that result from the corresponding terms on the level of equation.
The only correction that is applied is the Newton correction Δu P u that results from the Newton residual (P u) d . It is computed from
The other error terms in the first row of (8) are only used for the error control. If we applied these terms, we had no error estimate any more. This approach also implies that we can explicitly follow the effect of a discretization error to the level of solution.
Parallelization
The numerical solution of large PDE problems needs much computation time and memory. Therefore, we need an efficiently parallelized program that is executed on distributed memory parallel computers with message passing (MPI).
overlap overlap own necessary nodes on proc. ip ip-1, ip+1: overlap processors of proc. ip In FDEM, we re-sort the nodes for their x-coordinate and distribute them in np equal parts on the np processors which results in a 1-D domain decomposition, see Fig. 2a ). The elements are distributed correspondingly: an element is owned by the processor that owns its leftmost node. If we want to execute the generation and evaluation of the difference and error formulas and the computation of the matrix Q d and the r.h.s. (P u) d purely local without communication, we also have to store on processor ip node and element information of its left and right neighbour(s) which is indicated as overlap, see Fig. 2b ).
The Algorithm of the Mesh Refinement
For the structure of the space, we use linear triangles in 2-D and tetrahedrons in 3-D. The mesh refinement consists of two main parts. First, we have to determine all elements that have to be refined, either because of the error or because of the refinement cascade that becomes necessary for data organization reasons. The second part consists of the refinement of the chosen elements. We first halve the edges of each refinement element by creating a mid-point on the edge and afterwards combine the nodes of an element to 4 new elements in 2-D and 8 new elements in 3-D, respectively.
Refinement Nodes and Elements
The user prescribes a global relative tolerance tol for the solution, and the refinement process is stopped if
holds. For the control of the solution process, we need a corresponding value tolg on the level of equation: We transform tol to tolg like the Newton correction to the Newton residual. The value of tolg is compared to the maximum of the space key error terms of the l components of a node. If for a node i
with a safety factor s grid does not hold, the node becomes a refinement node.
All elements a refinement node belongs to become refinement elements. We enter the value true into a logical array refel in the row of the local number of the refinement element and the column corresponding to its refinement stage (the original elements have refinement stage 0, the refinement stage is increased by 1 with each refinement), see Table 1 . The array refel is the key for the whole refinement process. For reasons of data organization, we allow only 3 nodes on an edge of an element, so we must avoid that in an element a fourth node is generated on an edge by the refinement of a neighbour element. This is done by the preceding refinement of the concerned element and is denoted by refinement cascade. The difficulties of the refinement cascade result from the parallelization of FDEM. An element is refined by the processor that owns the element, and an element is owned by the processor that owns the leftmost node of this element. As the refinement nodes or the elements that evoke the refinement cascade may not be owned by the same processors that own the resulting refinement elements, communication becomes necessary, see Fig. 3 . Here, node 1 on processor ip 4 is
Fig. 3.
Illustration of the refinement cascade on np = 4 processors a refinement node because of the error. Therefore, elements A, B and C (solid lines) have to be refined. By the refinement of element B, there would be created a fourth node (node 2) on the right edge of element D. As the refinement node 1 is owned by processor ip 4 , but neither element A nor B nor C are elements owned by processor ip 4 , this processor has to send the information about the necessary refinement of the three elements to processor ip 3 (for element A) and processor ip 2 (for elements B and C). If we look for the neighbours of element B on processor ip 2 , we see that the neighbour element D has a lower refinement stage and therefore has to be refined because of the refinement cascade. But element D is on processor ip 1 , so that processor ip 2 has to send the information about the refinement of element D to processor ip 1 . So obviously a sophisticated algorithm is necessary for two reasons: first, data exchange may be necessary not only to the direct neighbour processors but to several of the overlap processors whose data are also stored on the own processor. Second, the elements that have to be refined because of the refinement cascade may evoke new refinement elements, i.e. the cascade may continue. This may cause further communication.
We proceed as following: Each processor determines the elements that must be refined because of the error. Then we determine the elements that are owned by overlap processors. The element numbers of these elements are collected in an array and afterwards sent to the corresponding processors. There they are entered into the local refel array, and we determine the new refinement elements that have to be refined because of the refinement cascade. Again, the refinement elements that are owned by overlap processors are determined, and the element numbers are sent to the corresponding overlap processors. This process stops if there are not any refinement elements at the processor borders that are owned by an overlap processor.
After the last step of the refinement cascade, all refinement elements are known, and during the refinement process no new refinement elements are added.
Refinement of the Elements
The refinement of the elements is carried out in refinement stages. We start with the largest elements, after their refinement the second largest elements are refined etc. As the refinement of an element is based on the halving of its edges, we first have to transform the refinement element list into a refinement edge list where the information for a refinement edge consists of the following data: local node numbers of the endpoints, local element number, local position within the element, number of neighbour elements at the edge, local numbers of the neighbour elements and (to be added later) the new node number of the mid-point. The reason why we need all this data for an edge is that the unit "edge" does not exist in FDEM. An edge is identified by its two endpoints, and the new mid-point is generated by the processor that owns the edge, i.e. the processor that owns the leftmost endpoint of the edge.
We have two arrays for the refinement edge information, one for the local edges and one for the edges that are in the overlap, i.e. that are owned by a neighbour processor. For each neighbour processor, there is one column in this array. Here, we have to enter global node and element numbers.
Therefore, we need communication again, i.e. the information needed for the generation of a new mid-point must be sent to the processor that owns the refinement edge. Having generated the mid-points of all received edges, this processor sends back the new node numbers. After the mid-points of the refinement edges in the overlap have got their node numbers, the new mid-points are generated for the refinement edges that are owned by the processor that also owns the refinement element. Afterwards each of the newly-created nodes gets assigned coordinates, consistency order and function values, and we check if there have been created any new boundary nodes.
Each refinement element then has 3 (4) corner nodes and 3 (6) mid-points on the edges in 2-D (3-D). We separate an element in such a way that 4 (8) new elements result, see Fig. 4 .
In each refinement stage, the information what happened to the refinement elements of the previous stages must be available on the concerned processors. Therefore, we have a sophisticated communication algorithm to provide the necessary information for each processor.
The mesh refinement algorithm is described in detail in [6] .
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Communication Patterns
We developed communication patterns that allow a very efficient data exchange. The data transfer is split up into two parts. First we only send the number of nodes, elements etc. to the overlap processors so that on each processor the send and receive commands can be set in such a way that it is known on each processor from which processor it will receive a message and that we may also compute the corresponding message length. We are also able to allocate the length of the receive buffer by the required length so that we save storage. This preparing step needs np max,r − 1 cycles at most, see Fig. 5 for the communication to the right, where np max,r is the maximum number of right overlap processors. Then the information from a processor ip j has arrived at processor ip j+npmax,r . In a second step, the actual data exchange takes place. We only send messages to overlap processors data must be sent to, and by individual message lengths we save further communication time. We also save computation time because we avoid that those overlap processors receiving a superfluous message would try to extract some useful data from that message afterwards. This second part also consists of np max,r steps, where we send the necessary messages from processor ip j to processor ip j+i in step i if j ≤ np − i holds.
Moreover, instead of sending an individual message for each piece of information, we do not start the communication between two processors until we have collected in a buffer all data that has to be sent to the target processor. This reduces the consumed startup time drastically.
Results
In order to see the influence of the grid, we make a series computation with 6 different grids on a 4 × 1 domain. The characteristics of the 6 grids are shown in Table 2 . The number of grid points in x-and y-direction is doubled from one grid to the other. This results in the fourfold number of total grid points and approximately the fourfold number of elements. After the first computation cycle, the mesh is completely refined. As we quadruple the number of nodes, we also quadruple the number of processors so that the number of nodes (and elements) on a processor is the same for each computation.
The computations have been carried out on the IBM Blue Gene/L at the Forschungszentrum Jülich, Germany, with 700 MHz PowerPC 440 processors with a peak performance of 2800 MFLOPS.
In the last column of Table 2 , the CPU sec. of master processor 1 for the pure mesh refinement is given. One can see that the mesh refinement scales well, but for higher numbers of processors the communication overhead gradually affects the performance as time increases slightly. On the other hand, the number of nodes in y-direction is doubled from one grid to the other. However, a higher number of grid points in y-direction means increasing message lengths during the mesh refinement as there are more edges at the processor borders for which we have to exchange the refinement edge information so that the results in Table 2 are acceptable.
