We study optimal control of Markov processes with age-dependent transition rates. The control policy is chosen continuously over time based on the state of the process and its age. We study infinite horizon discounted cost and infinite horizon average cost problems. Our approach is via the construction of an equivalent semi-Markov decision process. We characterise the value function and optimal controls for both discounted and average cost cases.
Introduction
We address optimal control of Markov processes in continuous time taking values in a countable state space. The simplest example of such a process is controlled Markov chains also known as continuous time Markov decision process (CTMDP). The study of controlled Markov chains is quite well developed [3] , [8] , [9] , [14] ; in particular see [7] and the references therein. For a continuous time controlled Markov chain, for each control input the holding time or sojourn time in each state is exponentially distributed. Thus for a fixed input the sojourn times are memoryless. If the sojourn time in each state is given by a general distribution (other than exponential) then the process is referred to as a semi-Markov process. A controlled semi-Markov process, also known as semiMarkov decision process(SMDP), is determined by a controlled transition kernel and controlled holding time distributions. This class of processes are usually studied via the embedded controlled Markov chain [4] , [5] , [16] . Since in an SMDP the holding time distributions have a memory, the age of the process in a particular state influences the residual time in that state. It may, however, be noted that the age has no influence in determining the next state; nor does it play any role in the decision making. There are several situations in which the age of the process is crucial in the overall decision making process. To illustrate this point we consider two examples.
Consider a queueing system with controllable arrival and service rates. Suppose the queue capacity is infinite. The decision maker can dynamically select the service rates between the bounds 0 < µ 1 < µ 2 < ∞ depending on the number of persons in the queue and for how long that many persons are in the queue. Moreover, the arrival rates can also be adjusted between 0 < γ 1 < γ 2 < ∞.
The cost structure consists of three parts: a holding cost rate function b(i, y) where i is the number of customers and y is the amount of time for which there has been i customers, an income rate b 1 (γ) when an arrival rate γ is maintained and a service cost rate b 2 (µ) when the service rate is µ.
Mathematically the model can be described as below:
Next consider a device which is subject to shocks that occur randomly in time according to a Poisson process with controllable rate. Every shock causes a damage to the machine. The damage caused depends on the state of the machine and the amount of time it has been in that state. The machine can be in the states 0, 1, 2, · · · , N. The state 0 represents the new machine and once the machine goes to state N , then a further shock would mean that a new machine has to be installed. Suppose the rate of arrival of shocks can be adjusted between 0 < µ 1 < µ 2 < ∞. The cost structure consists of two parts: an operational cost rate b(i, y) is incurred if the machine is in state i and the age in that state is y, and a maintenance rate b 1 (µ) when the shock arrival rate is µ. Mathematically, the model can be described as below:
Motivated by the above two examples we study optimal control of Markov processes where the transition rates are age dependent. Informally, this means if the process is in state i and its age in the state is y, then the probability that in an infinitesimal time dt the process will jump to state j is λ ij (y)dt plus a small error term. The probability that after an infinitesimal time dt it will still be in state i is 1 − j =i λ ij (y)dt plus some error term, where λ ij are some measurable functions referred to as transition rates. In controlled case the transition rates also depends on the control parameter chosen dynamically based on the state and the age. In continuous time Markov chain the transition rates are constant with respect to the age. In semi-Markov case the transition rates are given by λ ij (y) = p ij
, where p ij s are the transition probabilities and F is the holding time distributions with density f . In CTMDP and SMDP when the controller is using a stationary control, he or she takes decision only on the basis of state and it is independent of the age. But in our case the decision maker takes his actions based on both the state and the age. Thus the decision maker, unlike in CTMDP and SMDP, has the liberty to take actions between jumps even when he or she is using a stationary control. This liberty can be of great advantage in practical situations. Hence our model may be more effective in many practical situations.
We now present a formal description of the controlled process. A rigorous construction of the process is given in the next section. Let S = {0, 1, 2, · · · } be the state space and U a compact metric space, which is the control set.
For i, j ∈ S with i = j suppose
are given measurable functions. Consider a controlled process {(X t , Y t )} which satisfies
(1.1)
We call {X t } the state process, {Y t } the associated age process and {U t } is the control process which is a U -valued process satisfying certain technical conditions. The control process is chosen based on both the state and its age. Thus the control action is taken continuously over time.
Equation (1.1) implies that at time t if the state is i, and its age in the state is y and the control chosen is u then λ ij (y, u) is the the infinitesimal jump rate to state j.
The main aim in a stochastic optimal control problem is to find a control policy which minimises a given cost functional. Let
be the running cost function. Suppose the planning horizon is infinite and consider the discounted cost problem. We seek to minimise
over the set of all admissible controls (to be defined in the next section), where α > 0 is the discount factor. We also study the long-run average cost on the infinite horizon.
We now briefly comment on some earlier work leading to ours. Hordijk et al. [10, 11, 12] have studied Markov drift decision processes which is an important generalisation of semi-Markov decision processes. However, in their work though the state drifts according to a specified drift function between jumps, no action is taken during the period. There is another important class of controlled processes namely piecewise deterministic processes(PDP) [1] , where decisions are taken between jumps as well. But in PDP the importance of age has not been emphasized.
The rest of the paper is structured as follows. In Section 2 we use the idea in [6] to give a rigorous construction of the process {(X t , Y t )} which is based on a representation of {(X t , Y t )} as stochastic integrals with respect to an appropriate Poisson random measure. In Section 3 we study the infinite horizon discounted cost problem. For that we construct an equivalent semi-Markov process. Section 4 deals with the infinite horizon average cost case.
Mathematical Model and Preliminaries
Let (Ω, F, P) be the underlying probability space. For i, j ∈ S, i = j, let
be given measurable functions. Set
We make the following assumption which is in force throughout this paper:
For technical reasons we introduce relaxed control framework. Let P(U ) denote the set of
For i = j, y ∈ R + and ν ∈ P(U ), let Λ ij (y, ν) be consecutive right open, left closed intervals of the real line of lengthλ ij (y, ν).
We define a function h :
We also define a function g :
Let ℘(ds, dz) be a Poisson random measure on R + × R with intensity measure ds × dz, the product Lebesgue measure on R + × R.
Consider the following stochastic differential equation
where {U t } is a P(U )-valued process with measurable sample paths which is predictable with respect to the filtration given by
and X 0 , Y 0 are random variables with prescribed laws independent of the Poisson random measure.
The integrals in (2.3) are over (0, t] . From the results in [13, Chap IV, p. 231] it follows that for each
Moreover if U t = u(X t− , Y t− ) for some measurable function u : S ×[0, ∞) → P(U ) then U is referred to as stationary Markov control. It is customary in optimal control literature to refer to the function u as the control. We denote by U the set of all measurable functions u : S × [0, ∞) → P(U ). In this paper we restrict our set of controls to the set U and we refer to U as the set of admissible controls.
For each u ∈ U , {(X t , Y t )} is a strong Markov process. Let f : S × R + → R be continuously differentiable in the second variable. Then applying Itô's formula to f we can show that the generator of the process {(X t , Y t )} denoted by A u is given by
3 Infinite Horizon Discounted case
Let α > 0 be the discount factor. Then for u ∈ U the infinite horizon discounted cost is given by
where E u i,0 denotes the expectation when the control u is used and X 0 = i, Y 0 = 0. The objective is to minimise J u α (i) over all admissible controls. So we define
The function V α is called the (α-discounted) value function. An admissible control u * ∈ U is called
We carry out our study under the following assumptions :
(A3) λ ij s (j = i) are jointly continuous in y and u and the sum The boundedness of c implies that V α (i) is well defined for each i and
In order to characterise the value function and the optimal control we construct an equivalent semi-Markov decision process. In order to do so the key observation here is that between jumps the trajectory of the process {(X t , Y t )} is deterministic. Thus {(X t , Y t )} is a piecewise deterministic process [1] . Therefore a stationary relaxed control is equivalent to that of choosing a function r : [0, ∞) −→ P(U ) at each jump time. More explicitly suppose the process jumps to a state (i, 0), then we choose the function r i given by r i (y) = u(i, y).
This set R will be the action space for an equivalent semi-Markov decision process that we are going to construct. First we give a topology on R. 
For r ∈ R define a transition matrix bŷ
Finally for r ∈ R and t ∈ R + define a family of distribution functions by
Now consider a semi-Markov decision process with state space S, action space R, expected one stage cost f given by (3.3), transition probabilities (p ij (r)) given by (3.4) and sojourn time distributions F r ij given by (3.5). In short the dynamics of the process is as follows: Suppose the initial state is i ∈ S and the decision maker chooses an action r from the set R. The action depends on the state. Because of this action the decision maker has to pay a cost up to the next jump time at a rate dependent on the state and the action chosen. The next state is j with probabilityp ij (r) and conditioned on the event that the next state is j, the distribution of the sojourn time in the state i is given by F r ij . The aim of the decision maker is to minimize the cost over the set of stationary policies π : S −→ R.
where T n is the nth jump time and τ n = T n − T n−1 . Let
ThusṼ α is the value function for the SMDP. Now corresponding to a control u of the original optimal control problem, define the policy π u for the semi-Markov decision process by
Then it follows from the definition of the semi-Markov decision process that
where H n is the history upto the nth jump time. On the other hand corresponding to a policy π of the SMDP define the control u π for the original optimal control problem by
Hence it follows that
The equation (3.7) establishes the equivalence between the original control problem and the constructed semi-Markov decision process.
Thus in order to evaluate V α (i), we analyse the the equivalent semi-Markov decision process.
As a first step we state the following useful lemma.
Lemma 3.1. Under (A1) -(A4), the functions f (i, .),p ij (.) and F (.) ij (t 0 ) are continuous on R.
Proof. Suppose r n converges to r in R. Then
By the definition of convergence in R, both the terms on the right hand side of the above expression go to 0 as n → ∞. Similar arguments hold for the other two functions as well.
Thus using the equivalence of the semi-Markov decision process described above and the original control problem, we obtain the following result from the standard theory of SMDP [15] . Furthermore if r * i is the minimizer of the right hand side of (3.8) (which exists by the previous lemma and compactness of R), then the control given by u * (i, y) = r * i (y) is an optimal control for the original control problem.
Remark 3.1. The reason for restricting to only stationary controls is evident from our approach.
For setting a bijection between the set of controls of the original control problem and the equivalent SMDP, we need the restriction on the set of admissible controls. For a Markov control it is not clear that such a bijection can be established. Because in CTMDP as well as in SMDP, the optimal control is finally given by a stationary control, this restriction is not unnatural.
Infinite Horizon Average Cost
Now we investigate the infinite horizon average cost cost problem via the equivalent semi-Markov decision process approach. First we describe the infinite horizon average cost control problem for the original control problem. For u ∈ U define
where T n is the nth jump time. The aim of the controller is to minimise J u over all u.
Now consider the semi-Markov decision process defined in the previous section with the expected one-stage (jump to jump) cost in state i given by
where r ∈ R is the action chosen in state i.
Now defineJ
is the cost incurred up to the nth jump time.
By arguments analogous to the discounted case we have
Letτ (i, r) be the expected sojourn time of the equivalent semi-Markov decision process in state i, when the action chosen is r. Thus
Consider the equation
where ψ : S → R and ρ is a scalar.
Using the equivalence and the theory of SMDP [15] , we obtain the following result:
Theorem 4.1. If (4.1) has a solution (h, g), where h is a bounded function, then g is the optimal average cost for the original control problem and an optimal policy is given by u * (i, y) = r * i (y) where r * i is given by
Now we give conditions explicit conditions on λ ij which will ensure the existence of a bounded solution of (4.1). We make two additional assumptions:
(A5) S is a finite set.
(A6) The exists δ > 0 such that λ i0 (y, u) > δ for all i( = 0), y, u and for j = 0 if sup
Remark 4.1. Note that even though S is finite, the effective state space is S × R + which is uncountable.
Now we give an example where our assumptions are true.
Example 4.1. We modify the second example in the introduction. Let λ ij be modified as follows: 
Clearly this example satisfies (A5) and (A6) with N playing the role of 0.
For u ∈ U it follows from (A6) that the transition probabilities of the embedded Markov chain {X Tn } where T n are the successive jump times, satisfy:
This implies that in the embedded Markov chain, the expected number of steps taken to reach 0 starting from any state i is finite, i.e., if
Also by (A6) it follows that ifp u ij = 0 then inf
where τ 0 is as in (4.3).
Proof. Let δ n denote the set of sequences of states
where η u ij is the expected amount of time spent in state i given that the next transition will be into state j. Therefore
Using (A6) and the fact that the expected sojourn times in each state is finite it follows that sup u∈U (max
Note that for the above the finiteness of the state space is crucial. Hence the desired result follows by (4.2).
. Then the family {h α } α>0 is uniformly bounded.
Proof. Let K be a constant such that max
α denotes the optimal policy for the α−discounted case then we have,
Again,
Thus,
The second inequality follows from Jensen's inequality. .7), it follows that the family {h α (i)} is uniformly bounded. Therefore there exists a sequence α n → 0 such that
Thus we have
where h is a bounded function. Now using standard arguments [15] , it can be shown that the pair (g, h) satisfies (4.1).
Remark 4.2. If {X u t } is irreducible for each u ∈ U , i.e., if the embedded Markov chain is irreducible then
Thus if the irreducibility assumption holds, then g of the above theorem satisfies
Conclusions
We have studied optimal control problems for a class Markov processes with age dependent transitions rates which subsumes semi-Markov decision processes with the holding time distributions having densities. We have allowed control actions between jumps based on the age of the process.
We have constructed an equivalent SMDP which yields the relevant results for the original problem.
A standard approach towards solving an optimal control problem is via the HJB equation. In our problem the HJB equation for the discounted cost case is given by It would be interesting to investigate an appropriate solution of 5.2 to study the average optimal case.
Finally, in this paper we have assumed that the jump rates and the cost function are bounded.
If the jump rates are unbounded but satisfy a certain growth rate, then following the arguments in is well-posed. For an unbounded cost, with an appropriate growth rate it may be possible to work in the space of continuous functions with weighted norms as in [7] , [9] to derive analogous results.
