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A commutative curve (f0) ∈ k[x1, . . . , xn] has many noncommu-
tative models, i.e. f ∈ k〈x1, . . . , xn〉 having f0 as its image by the
canonical epimorphism κ from k〈x1, . . . , xn〉 to k[x1, . . . , xn].
In this note we consider the cases, where n = 2.
If the polymomial f0 has an irreducible factor, g0, then in terms of
conditions on the noncommutative models of (f0), we determine,
when g20 is a factor of f0.
In fact we prove that in case there exists a noncommutative model
f of f0 such that Ext
1
A(P,Q) /= 0 for all point P,Q ∈ Z(f0), where
A = k〈x, y〉/(f ), then g20 is a factor of f0.
We also note that the “converse” result holds.
Next we apply the methods from above to show that in case an
element f in the free algebra has 2 essential different factorizations
f = gh = h1g′h2,
where g0 = g′0 and with g0 irreducible and prime to h0, then
Z(g0) ∩ Z((h1)0) = ∅,
i.e. g0 and (h1)0 do not have a common zero.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider algebras over an algebraically closed ﬁeld, k, of characteristic 0. Of particular interest
for us here are the caseswhere the algebras are of the form k〈x, y〉/(f ) formore results in this direction
see also [3,4].
As usual k〈x, y〉 denotes the free algebra on two generators and 0 /= f ∈ k〈x, y〉.
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We have the canonical epimorhism κ from k〈x, y〉 to the ordinary polynomialring k[x, y]. κ(f ) is
denoted by f0 and we say f is a (noncommutative) model of the curve f0 (or (f0)). (Note that a 1-
dimensional representation of the algebra can be considered as a point on the “commutative” curve
f0 = 0.)
Clearly if one adds an element from the commutator ideal, ([x, y]), to f , one gets the same commu-
tative curve f0, i.e. the same 1-dimensional representations.
While for a commutative algebra, R, Ext1R(P,Q) = 0 for 2 non-isomorphic simple modules P and Q .
This is no longer the case for noncommutative algebras. The noncommutative situation is studied in
details in [3,4], where [4, Theorem4] and [4, Theorem5.2] give particular examples on howknowledge
of Ext1A(P,Q) for some simple 1-dimensional A-modules P and Q can give some information on the
ideal (f ), where A = k〈x, y〉/(f ).
In case we have f = gh1gh2, for elements f , g, h1 and h2 ∈ k〈x, y〉, it readily follows from our
methods that with A = k〈x, y〉/(f ), Ext1A(P,Q) /= 0 for all points P and Q from Z(g0). We prove a
sort of converse:
Suppose f0 = g0h0 has a noncommutative model f with Ext1A(P,Q) /= 0 for all P,Q ∈ Z(g0), then
g20 is a factor of f0.
We apply the methods from above to factorization questions in the free algebra k〈x, y〉:
As is well known the factorization
x1x2x1 + x1 = x1(x2x1 + 1) = (x1x2 + 1)x1
shows that one does not have unique factorisation in the classical sense in k〈x1, . . . , xm〉, but there is
a unique factorization theorem [1, Section 3.3].
Weprove that incase f = gh = h1g′h2,whereg0 is reducedandprimetoh0, thenZ(g0) ∩ Z((h1)0) =∅.
2. First main result
For the readers convenience we start by recalling the following terminology from [3,4]:
Let S = k〈x1, . . . , xm〉 denote the free k-algebra on m noncommuting variables. Let φP denote the
1-dimensional representation of S corresponding to a point P = (a1, . . . , am) ∈ Amk .
We then get maps Di( ; P) ∈ Derk(S,Homk(P, S)), deﬁned by
Di(a; P) = 0, when a ∈ k, (1)
Di(xj; P) = δij , (2)
Di(fg; P) = fDi(g; P) + Di(f ; P)φP(g). (3)
The element
Dk(f ; P)
is called the noncommutative k-th partial derivative of f with respect to the 1-dimensional represen-
tation of S determined by P and usually we write g(P) in stead of φP(g).
In the situation where A = k〈x1, . . . , xm〉/I and I is generated as a twosided ideal by f 1, . . . , f r , the
left ideal of A generated by the images of the i-th partial derivatives of the generators is denoted by
Ji(I, f
1, . . . , f r; P),
this is independent of the choice of generators for I [3, Lemma 4.5] and one has the following [3,
Proposition 4.7]:
Let A = k〈x1, . . . , xm〉/I be a k-algebra and let φP and φQ be two 1 dimensional representations of
A corresponding to points P and Q . Suppose P /= Q then
dimkExt
1
A(P,Q) = m − 1 − rkJ(I; P)(Q). (4)
In casem = 2 and I = (f ) we get:
Let A denote the algebra k〈x, y〉/(f ) and let P and Q be two different points corresponding to
1-dimensional representations of A. Then
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Ext1A(P,Q) /= 0 if and only if D1(f ; P)(Q) = D2(f ; P)(Q) = 0. (5)
Moreover in this situation dimkExt
1
A(P,Q) = 1
We start by stating and proving one part of our ﬁrst main result.
For an f ∈ k〈x, y〉, A (or Af ) denotes the k-algebra k〈x, y〉/(f ).
Theorem 2.1. Suppose f0 = g0h0, where f0, g0 and h0 are polynomials in k[x, y] and with g0 reduced.
Then g20 is a factor of f0 if and only if there exists a model f of f0 such that
Ext1A(P,Q) /= 0 for all points P and Q from Z(g0).
Proof. If f0 = g20h0, then taking models g and h of g0 and h0, we get a model f = g2h of f0.
For points P,Q ∈ Z(g0), we get from (3):
Di(g
2h; P)(Q) = g0(Q)Di(gh; P)(Q) + Di(g; P)(Q)(gh)0(P) = 0, i = 1, 2.
The other part of the theorem is a little less obvious to prove. Note that we did not use that g0 was
reduced for the ﬁrst part of the theorem.
Moreover there is no loss in generality in assuming that g0 is irreducible, because g0 is by assump-
tions a product of irreducible polynomial and if we can show that for each such factor of g0 it’s square
divides f0, then our claim follows.
From the assumptions we have a model f of f0 of the form
f = gh +∑
i
ri(x, y)[x, y]si(x, y),
such that Ext1A(P,Q) /= 0 for all points P and Q from Z(g0) and where g (resp. h) is a model of g0
(resp.h0).
Notice that Di(f ; P)(P) = Di(f0)(P) (the ordinary differention). From the assumptions and (3) we
get for points P = (a, b) and Q = (u, v)(P /= Q) on Z(g0).
D1(g; P)(Q)h(P) +
∑
ri(u, v))(b − v)si(a, b) = 0, (6)
D2(g; P)(Q)h(P) +
∑
ri(u, v)(u − a)si(a, b) = 0. (7)
From this we get using the fact that k is algebraically closed that
D1(g; P)(Q)h(P) +
∑
ri(u, v))(b − v)si(a, b)
is a combination in k[a, b, u, v] of g0(a, b) and g0(u, v), where a, b, u and v are used as indeterminates
in a commutative polynomialring.
In particular for v = b and u = awe get
D1(g; P)(Q)h0(P) = Dx(g0)(P)h0(P) = 0,
for P ∈ Z(g0) and where Dx is ordinary differentiation.
Since g0 is irreducible, g0 divides h0 or Dx(g0) = 0. In the latter case g0 is a polynomium in y with
coefﬁcients in k. If we use (7) in stead of (6) and proceed as above we get that either g0 divides h0 or
g0 is a polynomium in x, hence g0 divides h0. 
3. Second main result
It is well known that a free algebra in general does not have unique factorization in the classical
sense and examples are easy to give (see Section 1).
Although for the irreducible factors the corresponding cyclic modules are uniquely determined up
to order and isomorphism, cf. [1, Theorem 3.7].
However in the general case some types of elements in fact have unique factorization; below we
give a sufﬁcient condition for this to happen. First we need a lemma, which is essential for the proof of
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the second theorem. The lemma can be considered as a sort of generalization of a commutative result
stating that a commutative polynomial h has no roots with multiplicity 2 (or more) exactly when h
and the derived polynomial h′ are mutually prime.
Lemma 3.1. Let g ∈ k〈x, y〉 with g0 irreducible. For P ∈ Z(g0) we have for inﬁnitely many Q ∈ Z(g0),
(D1(g; P)(Q),D2(g; P)(Q)) /= (0, 0).
Similarly for Q ∈ Z(g0) we have inﬁnitely many P ∈ Z(g0),
(D1(g; P)(Q),D2(g; P)(Q)) /= (0, 0).
We postpone the proof of the lemma to the end of the paper.
Remark 3.2. It follows from the lemma that at least one of the “curves” (Di(g; P)0) is non-trivial and
intersects the curve (g0) only in a ﬁnite number of points.
Theorem 3.3. Let f = gh be a factorization of an element f ∈ k〈x, y〉. If g0 is irreducible, prime to h0, then
in case we have 2 factorizations of f :
f = gh = h1g1h2, with g0 = (g1)0
then Z(g0) ∩ Z((h1)0) = ∅
Proof. Suppose we are given a factorization as in the theorem.
First an easy observation:
Let P ∈ Z(g0) and Q ∈ Z((h1)0), then
Di(f ; P)(Q) = (h1)0(Q)Di(g1h2; P)(Q) + Di(h1; P)(Q)(gh2)0(P) = 0, so (8)
Di(f ; P)(Q) = g0(Q)Di(h; P)(Q) + Di(g; P)(Q)h(P) = 0. (9)
Suppose Q is a point on Z(g0) ∩ Z(h1)0 and let P ∈ Z(g0), we get from above that Ext1A(P,Q) /= 0 or
equivalently
Di(gh; P)(Q) = g0(Q)Di(h; P)(Q) + Di(g; P)(Q)h0(P) = Di(g; P)(Q)h0(P) = 0.
By the lemma h0(P) = 0 for inﬁnitely many P on (g)0, hence for all and thus g0 divides (h)0, which
is a contradiction. 
Proof of Lemma 3.1. We only prove the ﬁrst part, the second part is proved by a completely similar
argument.
Below g, P and Q are as in the lemma.
Let us ﬁrst consider the cases where (g) is linear. Suppose
g = αx + βy + γ and P = (a, b) is a point on Z(g0).
D1(g; P)(Q) = α, and D2(g; P)(Q) = β.
Clearly (D1(g; P)(Q),D2(g; P)(Q)) /= (0, 0) for all Q ∈ Z(g0) in this case.
In the general case, it is easy to see that if we add an element from ([x, y])2 to a model g of g0, then
the new and the old model will have Ext1(P,Q) /= 0 simultaneously, for P and Q on Z(g0).
Likewise elements of the form s(x, y)[x, y]t(x, y) or t(x, y)[x, y]s(x, y), where g0 divides s0 can also
be added to g without changing Ext1(P,Q) /= 0 for P and Q on Z(g0).
Let g be a model of g0 and suppose P ∈ Z(g0) such that (D1(g; P)(Q),D2(g; P)(Q)) = (0, 0) apart
from ﬁnitely many Q ∈ Z(g0) and we are going to derive a contradiction. Note that by continuity for
all Q ∈ Z(g0):
(D1(g; P)(Q),D2(g; P)(Q)) = (0, 0).
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Thus from the previous remarks we have a model g of g0 of the form:
g =
n∑
i=0
xipi(y) +
(i,j)=(k,l)∑
(i,j)=(0,0)
yixj[x, y]hij(x, y),
with (D1(g; P)(Q),D2(g; P)(Q) = (0, 0) for all Q ∈ Z(g0).
We use lexicographical ordering of (k, l) and take one model g of g0 such that (k, l) is minimal and
such that
(D1(g; P)(Q),D2(g; P)(Q)) = (0, 0) for all Q with g0(Q) = 0
We get for all Q = (u, v) ∈ Z(g0):
D1(g; P)(Q) =
∑
i
(ui−1 + · · · + ai−1)pi(b) + (b − v)
∑
viujhi,j(a, b) = 0 (10)
D2(g; P)(Q) =
∑
uiD2(pi; P)(Q) + (u − a)
∑
viujhi,j(a, b) = 0 (11)
We delete the hi,j(x, y), where hi,j(a, b) = 0 from the model g. (10) and (11) will still hold.
It follows from (11) that k is strictly larger than the y-degree of g0.
By assumptions we get:
∑
i
(ui−1 + · · · + ai−1)pi(b) + (b − v)
∑
viujhi,j(a, b) = 0
for every point (u, v) ∈ Z(g0), therefore (since k is algebraically closed and g0 is irreducible) we can
write
∑
i
(ui−1 + · · · + ai−1)pi(b) + (b − v)
∑
viujhi,j(a, b) = k(u, v)g0(u, v) (12)
for some polynomial k(u, v), where we now use u and v as indeterminates.
We consider the leading term with respect to the ordering and get the following:
(−v)vkul = k(u, v)g0(u, v) + terms of lower degree
Now by the remark above v divides the leading term of k(u, v), hence we have an equation
vkul = k1(u, v)g0(u, v) + r(u, v),
where r(u, v) has lower degree with respect to the ordering.
Inserting ykxl = k1(x, y)g0(x, y) + r(x, y) in themodel g for g0 we get a newmodel of lower degree.
We can now conclude that we have a model of g0 of the form: g = ∑ni=0 xipi(y) with
n∑
i
(ui−1 + ui−2a + · · · + ai−1)pi(b) = 0
for all points Q = (u, v) on the the curve (g0).
But the degree of this polynomial in k[u, v] is lower than the one of g0. So g is a polynomial in y
alone and this case is treated in the start of the proof.
The proofs of the lemma and the Theorem are now completed.
Remark 3.4. It is not difﬁcult using 3.3 to show that a factorizations of a homogeneous element in the
free algebra is unique up to units.
On the other hand this is easily proved by elementary methods, take the terms ending on x and the
terms ending on y in two different presentations of an element as a product of irreducibles and then
use reduction on the degree.
Remark 3.5. An element, for instance x2 + [x, y], can be irreducible in the free algebra without the
image being irreducible in the polynomialring.
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x(1 + [x, y]) is not irreducible, but it’s image in k[x, y] is.
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