Thom's estimators for the two-parameter gamma distribution arise as asymtotic approximations t o the maximum likelihood estimators. Being perhaps the simplest estimators known in this case, their properties are here investigated. We show that although they do have slight asymptotic bias even in very large samples, yet for almost the whole of the parameter space they have smaller asymptotic variances than the maximum likelihood estimators; more than this there is evidence that in finite samples the property still holds. As for the type of the sampling distributions involved, Thom's estimators are in general slightly nearer to normality than the maximum likelihood estimators.
INTRODUCTION
It is well known that the gamma distribution with two parameters has wide application in meteorology; for example, it may be used to describe the distribution of rainfall amount per period (day, week, month), also the distribution of rainfall amount per storm (rainy period), and areal rainfall. The smoothed distribution can then be used, among other things, to assess probabilities of precipitation amounts in excess of given values. The relevance of the distribution to these situations has been described by Thom (1957 Thom ( , 1958 Thom ( , 1968 and others.
Again, hhe gamma distribution is receiving considerable attention in certain aspects of the interpretation of the relation between precipitation and streamflow ; references are to be found in connection with frequency analysis in hydrology.
Moreover, because of the feedback from very large sets of data from automated instrumentation in precipitation and water runoff, it is clear that the gamma distribution will receive increased attention, so that a more detailed knowledge of its properties is likely to be useful. When writing the density of the distribution in the form the maximum likelihood estimators b , $ of the parameters, based on a random sample xl, x2, . . . , x,, are given by 1n+-+G)=ln (ml/g) (2 4 r*b=m,, operated by the Union Carbide Corporation, Nuclear Division, for the U S . Atomic Energy Commission.
are the sample arithmetic and geometric means, respectively. Since equations (2) are not quite easy to solve (there is of course no particular difliculty if one has access to a digital computer), Thom (1957 Thom ( , 1958 has introduced the estimators where y=ln(ml/g). He derived these by replacing the psifunction in ( 2 4 by the first three terms of its asymptotic expansion for large y. I n passing, we note that Greenwood and Durand (1960) , a year or so later than Thom, introduced a very accurate rational fraction approximation to in terms of the random variate y; it seems fair to say that their approximation is not as simple as Thorn's. In this note, we show that Thorn's statistics are: a) slightly bia'sed, no matter how large the sample; however, this bias is almost negligible for y>>O, and indeed is only of any real importance if y is small (say less than 0.1 approximately) ; the bias in finite samples is about the same as for the maximum likelihood estimators; b) superior t o the maximum likelihood estimators because their variances are less in large sample theory; there is evidence that this property holds in finite samples also ; c) about as near to normality (as measured by skewness ancl kurtosis) as the maximum likelihood estimators; atctually the distribution of 5 is generally nearer to the normal form than that of j.
If t,he remark in b) causes surprise, one may recall that the Cramer-Rao inequality (Cramer 1946 ), a t least in the one-parameter estimation situation, does not preclude the possibility of improving the asymptotic variance, although this may be at the expense of a permanent bias.
Since the development of the results has @ much in common, from a procedural point of view, with recent work of the authors (for example, Shenton and Bowman 1968, 1969) , we shall omit some of the details.
EXPANSIONS FOR THE ESTIMATORS
It would appear to be obvious that expansions for 9, should use y as the variable. However, the derivatives of the estimators with respect to y depend on n, the sample size, and this causes rather serious complications when we select the coefficients of powers of n-' in the moments. This difficulty is avoided if we use a bivariate Taylor expansion in the arguments Yo=ln -r-+(7), and Thus in this case, the estimators do not even have the correct order of magnitude in large samples; however, this is not particularly important since the magnitudes involved are small, and in any case one must recall from the method the estimators were conceived that it would indeed be surprising if they had good properties for small values of y. We shall give numerical assessments of the biases in infinite and finite samples in the sequel.
THE ASYMPTOTIC BIASES AND COVARIANCES
We show briefly how to set up the n-I coefficients in the biases and covariances. For these we need the joint moments of u, v, and the bivariate derivatives of y, p with respect to ml, t, taken a t the population point.
The moments can be found from the joint moment generating function (Shenton and Bowman 1968) How serious are the discrepancies Since the estimators were derived by an asymptotic approximation to \t(y) for large y, let us see how they behave in E e~u + w = From this, the joint cumulant generating function may be expanded as this case. We find, using the asymptotic expansion for Hence, for the joint cumulants of u, v, we have It is interesting to note that since asympt,otically Turning to the derivatives, we have from (3a) 
which is the analogue of (16) in Shenton and Bowman (1968) and which is of considerable use in setting up
The n-1 covariances, denoted by van; etc., are derived similarly, and we find 1 91W;
Similarly for the second-order derivatives, and where (n-1 through n+ terms)
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As was the case for the biases, if we use the approximations for the denominators for large y, then the above covariances will be seen to be asymptotically equivalent to the maximum likelihood covariances (Masuyama and Kuroiwa 1951, Shenton and Bowman 1968, Thorn 1958) . That the variances (20a), (20c) are in general (y 2 0 . 1 approximately) less than those for the maximum likelihood estimators seems difficult to prove analytically. However after some algebra, it turns out that for large y, we have given in the column headed n-l in table 2. There is little between the variances if y 2 1, and it is indeed remarkable that the improvement is somewhat more emphatic for 0.1 I y <l.O. Again notice that the improvement is more marked for Since the moments of the estimators considered here involve infinite series in powers of n-l, it is conceivable that any advantage enjoyed by one estimator over another for the dominant terms might be lost when higher order terms are included, so that in finite samples the advantage might not hold. We now consider this aspect of the problem. than for +. 
BIASES AND COVARIANCES IN FINITE SAMPLES
Using the methods described in Shenton and Bowman (1968) for the maximum likelihood estimators, we have programmed the procedure for evaluating the first four moments of and p, including terms up to order six in n-'. A considerable economy in the computations arises because of the scale-free nature of the estimators; thus it is not difEcult to show that the joint moments of y and t / p are independent of p. Actually it is beneficial to use yfy instead of ; , the division by y tending to stabilize the moments. A selection of the results is given in tables 1 and 2, these referring to the biases and variances; the corresponding results for the maximum likelihood estimators are also included for comparison. It will be noticed that the coefficients of powers of n-l for the bias and variance of y are all positive and in general form an increasing sequence for given y; by contrast, those for p oscillate and become s m d in magnitude for the higher orders. For the most part, the coefficients for the moments of are less than those of ; ; this breaks down for the higher order terms in the bias when y is small, although the difference is small. It is not so easy to compare the terms in the moments of and i ; but in general they are very close in value, and it seems fair to say that Thorn's statistic, as far as the n-' and n-2 terms are concerned, has the advantage.
Good approximations to the moments of the estimators can be found by noticing the structure of the series involved. Thus for ;
, since the terms damp off quite rapidly, quite small values of n can be used; however, the minimum sample size required tends to increase with the order of the moment. It turns out that a sample of size n=10 is quite adequate to control the terms in the first four moments of being positive and nondecreasing require a different approach; in fact they are so close to the maximum likelihood moments that we used extrapolatory methods on them as is described in Shenton and Bowman (1968) .
A comparison of the variances of the two sets of statistics in finite samples is given in table 3 . I t will be seen that for the parameter values shown, Thorn's estimators have smaller variance than the maximum likelihood estimators. The improvement is only slight for the y estimator, but it is more marked for the p estimator, especially for small values of y. Again, the relationship of the variances for finite samples is about the same as that for the asymptotic variances, that is, Thorn's estimators still have smaller variances in general (7 2.0.1).
for y 20.1.
The terms in the series for the moments of
SKEWNESS AND KURTOSIS
Following the method soutlined in section 4, the skewness (,&=CL~/CL$/~) and kurtosis (Pz=cL~/cL~~) for the distributions of; and have been computed, and a few values are given in table 4 along with the corresponding values for the maximum likelihood estimators. For the &variate, Thorn's estimator (for the parameter values considered) is less skew and has a smaller kurtosis; that is, it is nearer the normal distribution. For the y-variate, Thorn's estimator has a nearer t o normal distribution than the maximum likelihood for small values of y, but is not quite so good for 7 2 0 . 5 (approximately), although the difference is in general quite small. For large y, there is very little to choose between the estimators.
INDEPENDENT STATlSTlCS AND THE ESTIMATORS
We observe that p=ml/y, where y is a function of y=ln (m,/g ). I t turns out that m l and y are statistically independent. A proof of this starts with the joint generat-* * * 
for if two statistics are independent then so are well- . .y+. . .
up similarly, and they may be used as a check on numerical computations of the moments in finite samples. For exlead to the value 10.5449 for the left-hand side of (27a), whereas the right-hand side equals 10.5440. Kingston, Ontario, in 1959-60 . Their primary purpose is to present the foundations and essential aspects of the theoretical approach to hydrodynamics and water waves at a relatively simple level. A combination of both volumes can be considered as the text for a course in applied mathematics as well as the fundamentals of hydraulic and coastal engineering.
Volume I deals with the establishment of fundamental differential equations governing the flow motion in all possible cases. The possible approximations are also indicated. Methods of integrations and mathematical treatments of these equations are dealt with; integrations of general interest and integrations in some typical particular cases are presented.
Volume 11 is devoted to free surface flow motion and wuter wave theories.
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