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Abstract
Let Pn(x) =∑nk=0 kbk,n(x; , ), n = 0, where bk,n(x; , ) := ( + x)k( − x)n−k, k = 0, 1, . . . , n, ,  ∈ C,  = −,
a generalized scaled Bernstein polynomial. Extending a result of Winkler [A resultant matrix for scaled Bernstein polynomials,
Linear Algebra Appl. 319 (2000) 179–191] a companion matrix for Pn is given. The application of some matrix methods to this
companion matrix yields regions for the zeros of Pn.
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1. Introduction
Let
Pn(x) :=
n∑
k=0
kbk,n(x; , ) :=
n∑
k=0
akx
k, P̂n(x) :=
n∑
k=0
kx
k
, (1)
where
bk,n(x; , ) := ( + x)k( − x)n−k, k = 0, 1, . . . , n, ,  ∈ C,  = −, n = 1,
be a generalized scaled Bernstein polynomial which also is given in its power (monomial) basis expansion of degree
n. The classical scaled Bernstein polynomials we get for  = 0,  = 1.
There are many contributions which concern containment regions for zeros of polynomials, which are given in
their power basis expansion (cf. [7–19]). Rather short is the list of contributions which concerns containment regions
for zeros of polynomials, which are given in expansions in other basis functions (cf. [1,20–22]). In this paper we
consider generalized scaled Bernstein polynomials of type (1). In Section 2 for convenience the connection between
the coefﬁcients of a generalized scaled Bernstein polynomial and the coefﬁcients in power basis expansion is given.
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In Section 3 ﬁrst we observe that with (x) := (x − )/(1+ x) for an arbitrary companion matrix A of P̂n then (A)
is a companion matrix of Pn, and for an inclusion region D for the zeros of P̂n then (D) is an inclusion region for
the zeros of Pn. The most common case of an annulus is considered in Proposition 1. Second, we consider a special
companion matrix A of P̂n which results from a similarity transformation of the usual Frobenius companion matrix and
thus get in (A) a companion matrix for the scaled generalized Bernstein polynomials extending a result of Winkler
[23]. A representation of this companion matrix as a sum of a diagonal matrix, a nilpotent matrix, and a matrix of
rank 1 makes it possible to compute the traces of (A),(A)2, and (A)∗(A) in terms of the coefﬁcients of the
generalized scaled Bernstein polynomial. With this from results of Wolkowicz and Styan [25] we get bounds for the
zeros of Pn. Furthermore, in Section 4 with the aid of the numerical range we give a circle in the complex plane which
contains the numerical range of the companion matrix(A) and thus the zeros of the given scaled generalized Bernstein
polynomial Pn.
2. Scaled generalized Bernstein polynomials
Let ,  ∈ C,  = −. For n ∈ N, we consider the generalized basis Bernstein functions
bk,n(x; , ) := ( + x)k( − x)n−k, k = 0, 1, . . . , n. (2)
The polynomials bk,n(.; , ), k = 0, 1, . . . , n, are linearly independent—that is, they are a basis of the vector space of
all polynomials of degree at most n.
Let
Pn(x) :=
n∑
k=0
akx
k (3)
be a polynomial of degree n. Because of the basis property of the generalized Bernstein functions Pn can be expressed
according to
Pn(x) :=
n∑
k=0
kbk,n(x; , ). (4)
Then we have
k =
k∑
=0
n∑
=
(
n − 
k − 
)
a
(


)
( + )−n(−1)−−, k = 0, 1, . . . , n,
and
ak =
n∑
=0

k∑
=0
(−1)
(

k − 
)(
n − 

)
−k+n−−, k = 0, 1, . . . , n.
If  = 0, then
k =
n∑
=n−k
(

n − k
)
an−−, k = 0, 1, . . . , n,
and
ak =
n∑
=0
(−1)k−
(
n − 
k − 
)
n−k, k = 0, 1, . . . , n,
and if in addition  = 1, then
k =
n∑
=n−k
(

n − k
)
an−, k = 0, 1, . . . , n,
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and
ak =
n∑
=0
k−(−1)
(
n − k + 
n − k
)
, k = 0, 1, . . . , n.
3. Bounds for zeros of polynomials from traces
Let
Pn(x) :=
n∑
k=0
kbk,n(x; , ), n = 1,
n∑
k=0
(−1)n−kk = 0,
be given. We denote the zeros of Pn by x1, x2, . . . , xn ordered according to |x1| |x2| · · ·  |xn|. We consider the
polynomial
P̂n(x) := xn + n−1xn−1 + · · · + 0.
Then
Pn(x) =
⎧⎨⎩ ( − x)
nP̂n
(
 + x
 − x
)
for x = ,
( + )n for x = .
Furthermore, if x is a zero of P̂n, then
(x) := x − 
1 + x
is a zero of Pn; and if x is a zero of Pn, then
−1(x) :=  + x
 − x
is a zero of P̂n. Now, let A be an arbitrary companion matrix of the polynomial P̂n, that is
det(A − xI) = (−1)nP̂n(x).
Evaluating this equation at x = −1 it follows that
det(A + I ) = (−1)nP̂n(−1) =
n∑
k=0
(−1)n−kk = 0.
Thus
det((A) − xI) = det((I + A)−1(A − I ) − xI)
=
⎧⎪⎪⎨⎪⎪⎩
(−1)n( − x)n
det(I + A) P̂n
(
 + x
 − x
)
for x = 
(−1)n( + )n
det(I + A) , for x = 
= (−1)
n
det(I + A)Pn(x),
that is (A) is a companion matrix of Pn.
Since we want to give inclusion regions for the zeros of Pn, there are two possibilities. First, if we know any domain
D in the complex plane which includes the zeros of P̂n (or the eigenvalues of A), then (D) includes the zeros of Pn.
In the following proposition we state the most common case of an annulus.
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Proposition 1. Let
0m |x|M ,
be bounds for the zeros of P̂n (or for the eigenvalues of A), then for the zeros of Pn there are the following
inequalities:
1. If M > 1, then∣∣∣∣x −  + M2M2 − 1
∣∣∣∣  MM2 − 1 | + |.
2. If M < 1, then∣∣∣∣x +  + M21 − M2
∣∣∣∣  M1 − M2 | + |.
3. If M = 1, then
|x + | |x − |.
4. If m< 1, then∣∣∣∣x +  + m21 − m2
∣∣∣∣  m1 − m2 | + |.
5. If m> 1, then∣∣∣∣x −  + m2m2 − 1
∣∣∣∣  mm2 − 1 | + |.
6. If m = 1, then
|x − | |x + |.
There are many contributions for inclusion domains for polynomials of type P̂n, cf. [7–10,12–19]. The second
possibility is to compute (A) and to determine inclusion domains for the eigenvalues of (A) for example from
Gersghorin disks or other methods (cf. [4]). In this paper now we consider a special companion matrix with a
special representation. We suppose that there are given complex numbers ̂0, . . . , ̂n−1, 0 = 1, . . . , n−1 ∈ C
such that
k := ̂kk+1 . . . n−1, k = 0, . . . , n − 2, n−1 = ̂n−1,
and consider the n × n matrix
A :=
⎛⎜⎜⎜⎜⎝
0 1
. . .
. . .
0 n−1
−̂0 −̂1 · · · −̂n−1
⎞⎟⎟⎟⎟⎠ .
Decompositions of the coefﬁcients of this type are always possible. The simplest one is ̂k := k, k=0, . . . , n−1,
1 := · · · := n−1 := 1. In this case A is the usual Frobenius companion matrix of P̂n. Further possible choices
are
1 := · · · := n−1 :=  := max
k=0,...,n−1 |k|
1/(n−k)
,
̂k := k/n−k−1, k = 0, . . . n − 1,
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if k = 0, k = 0, . . . , n − 1, then
n−1 := ̂n−1 := n−1, k := ̂k := k/k+1, k = 1, . . . , n − 2.
It follows that A is a companion matrix of the polynomial P̂n, that is
det(A − xI) = (−1)nP̂n(x),
which is a similarity transformation of the usual Frobenius companion matrix of P̂n by the matrix
diag{1 . . . n−1, 2 . . . n−1, . . . , n−1, 1}.
Then (A) = (A + I )−1(A − I ) as seen above is a companion matrix of Pn. We want to obtain a closed-form
expression for (A) = (A + I )−1(A − I ). Therefore, ﬁrst we give a closed-form expression for (A + I )−1. De-
noting E := A + I the Sherman–Morrison–Woodbury formula (cf. [4, p. 50]) uses the representation of E in the
form
E := C − enb∗,
where
C :=
⎛⎜⎜⎜⎜⎝
1 1
. . .
. . .
1 n−1
1
⎞⎟⎟⎟⎟⎠ , b :=
⎛⎜⎜⎝
̂0
...
̂n−1
⎞⎟⎟⎠ ,
and en is the nth unit vector, and gives
E−1 = C−1 + 1

C−1enb∗C−1,  = 1 − b∗C−1en.
The elements dij of D := C−1 can be computed analogously to the proof of Theorem 3.1 in [24] to
di,k+i =
⎧⎨⎩ (−1)k
i+k−1∏
m=i
m, i = 1, . . . , n, k = 0, . . . , n − i,
0 otherwise.
From this it follows that
 =
n∑
k=0
(−1)n−kk = det E = 0.
Furthermore, we have
enb
∗ :=
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0
0 0 · · · 0 0
...
... · · · ... ...
0 0 · · · 0 0
̂0 ̂1 · · · ̂n−2 ̂n−1
⎞⎟⎟⎟⎟⎟⎟⎠ ,
H. Linden / Journal of Computational and Applied Mathematics 206 (2007) 216–228 221
and
(enb
∗C−1)ij =
⎧⎨⎩
0 for i = 1, . . . , n − 1, j = 1, . . . , n,
j−1∑
k=0
̂k(−1)j−1−k
j−1∏
m=k+1
m for i = n, j = 1, . . . , n.
Thus, with the vectors
dn :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(−1)n−1
n−1∏
m=1
m
(−1)n−2
n−1∏
m=2
m
...
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, bn :=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
̂0
−̂01 + ̂1
...
n−1∑
k=0
(−1)n−1−k̂k
n−1∏
m=k+1
m
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
we have
C−1enb∗C−1 = dnb∗n,
which is an n × n matrix of rank 1. Hence
E−1 = C−1 + 1

dnb
∗
n.
Thus we have:
Proposition 2. For (A) the following representation holds:
(A) =
(
C−1 + 1

dnb
∗
n
)
(C − enb∗ − ( + )I )
= − I + ( + )(I − C−1) −  + 

dnb
∗
n. (5)
The ﬁrst term on the right-hand side of (5) is a diagonal matrix, the second term is a nilpotent matrix, and the third
term is a matrix of rank 1.
From representation (5) we can determine formulas for the sum of the zeros and the sum of the squares of the zeros
in the following proposition via the traces of (A) and (A)2, in addition the trace of (A)∗(A) is determined for
regions for the zeros of Pn.
Proposition 3. For the traces of (A),(A)2, and (A)∗(A) the following representations hold:
tr((A)) =
n∑
k=1
xk = −n −  + 

n−1∑
k=0
(−1)n−k−1(n − k)k ,
tr(((A))2) =
n∑
k=1
x2k = 2n +
( + )2

n−1∑
k=0
(−1)n−k−1(n − k)(n − k + 1)k
− 2( + )

n−1∑
k=0
(−1)n−k−1(n − k)k +
( + )2
2
(
n−1∑
k=0
(−1)n−k−1(n − k)k
)2
,
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and
tr((A)∗(A)) = ||2n − 2Re
(
( + )

n−1∑
k=0
(−1)n−k−1(n − k)k
)
+ | + |
2
||2
n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂k
i−1∏
m=k+1
m
∣∣∣∣∣
2 n∑
k=1
n−1∏
m=k
|m|2
+ | + |2
n−1∑
i=1
n−i∑
k=1
i+k−1∏
m=i
|m|2
+ 2| + |2 Re
⎛⎝1

n∑
i=1
i−1∑
j=0
i−1∏
m=j+1
|m|2
i−1∑
k=0
(−1)n−1−kk
⎞⎠
.
Proof. The formulas follow from the computation of the traces of (A), (A)2 and (A)∗(A) with the
aid of (5). 
Remark 4. Let k = , k = 1, . . . , n − 1. If || = 1, then
tr((A)∗(A)) = ||2n − 2Re
(
( + )

n−1∑
k=0
(−1)n−k−1(n − k)k
)
+ | + |
2(1 − ||2n)
||2(1 − ||2)
n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂ki−1−k
∣∣∣∣∣
2
+ | + |
2||2
(1 − ||2)2 (n − 1 − n||
2 + ||2n)
+ 2| + |
2
1 − ||2 Re
(
1

n∑
i=1
(1 − ||2i )
i−1∑
k=0
(−1)n−1−kk
)
,
and if || = 1, then
tr((A)∗(A)) = ||2n − 2Re
(
( + )

n−1∑
k=0
(−1)n−k−1(n − k)k
)
+ | + |
2
||2 n
n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂ki−1−k
∣∣∣∣∣
2
+ | + |2 1
2
n(n − 1)
+ 2| + |2 Re
(
1

n∑
i=1
i
i−1∑
k=0
(−1)n−1−kk
)
.
With these formulas bounds for the zeros of Pn can be derived from results of Wolkowicz and Styan [25].
First, we consider the case that Pn has only real zeros xˆ1, . . ., xˆn ordered according to xˆ1 xˆ2 · · · xˆn:
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Theorem 5.
Let Pn have only real zeros and let xˆ1 denote the largest one and xˆn be the smallest one, respectively. Then
tr((A))
n
−
√
1
n
(
1 − 1
n
)
(n tr((A)2) − (tr((A)))2) xˆn (6)
 tr((A))
n
−
√
tr((A)2)
n(n − 1) −
(tr((A)))2
n2(n − 1) (7)
tr((A))
n
+
√
tr((A)2)
n(n − 1) −
(tr((A)))2
n2(n − 1)  xˆ1 (8)
 tr((A))
n
+
√
1
n
(
1 − 1
n
)
(n tr((A)2) − (tr((A)))2). (9)
Equality holds on the left (right) of (6), (7) if and only if equality holds on the left (right) of (8), (9) if and only if the
n − 1 largest (smallest) zeros of Pn are equal.
In addition to Proposition 1 in the case of only real zeros and for ,  ∈ R the following remark is valid:
Remark 6. Let the interval [m,M] contain all zeros of P̂n. Then for the zeros ofPn there are the following inequalities:
1. If x < ,m> − 1, then
m − 
m + 1 x
M − 
M + 1 .
2. If x < ,m< − 1,M > − 1, then
x min
{
m − 
m + 1 ,
M − 
M + 1
}
.
3. If x < ,M < − 1, then
m − 
m + 1 x
M − 
M + 1 .
4. If x > ,m> − 1, then
m − 
m + 1 x
M − 
M + 1 .
5. If x > ,m< − 1,M > − 1, then
x max
{
m − 
m + 1 ,
M − 
M + 1
}
.
6. If x > ,M < − 1, then
m − 
m + 1 x
M − 
M + 1 .
If there are also complex zeros, we have the following result:
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Theorem 7. For the zero xn and the zero x1 of Pn the following estimates hold:∣∣∣∣ tr((A))n
∣∣∣∣−
√
1
n
(
1 − 1
n
)
(n tr((A)∗(A)) − |tr((A))|2) |xn| (10)

(
tr((A)∗(A))
n
)1/2
(11)
∣∣∣∣ tr((A))n
∣∣∣∣  |x1| (12)

∣∣∣∣ tr((A))n
∣∣∣∣+
√
1
n
(
1 − 1
n
)
(n tr((A)∗(A)) − |tr((A))|2). (13)
Equality holds on the left of (10) if and only ifPn(x)=xn.Equality holds on the right of (11) if and only ifPn(x)=(+x)n.
Equality holds on the left of (12) if and only if Pn(x) = (x − x0)n for some x0 ∈ C. Equality holds on the right of (13)
if and only if Pn(x) = xn.
Example 8. Let the polynomial
P3(x) := 124 (x3 − 6x2 + 11x − 6)
with zeros x̂1 = 3, x̂2 = 2, x̂3 = 1 be given. Then with  = 0,  = −1, we have
P3(x) := x3 + 2312x2(−1 − x) + 2924x(−1 − x)2 + 14 (−1 − x)3.
From Theorem 5 it follows that 0.845 x̂31.423, 2.577 x̂13.155. Now, for the zeros 	1	2	3 of the
polynomial
P̂3(x) := x3 + 2312x2 + 2924x + 14
we take the following bounds:
1
3
(
−2 − 2
√
22 − 31
)
	3 13
(
−2 −
√
22 − 31
)
	2
 13
(
−2 +
√
22 − 31
)
	1 13
(
−2 + 2
√
22 − 31
)
,
which can be deduced from results of Wolkowicz and Styan [25] (Theorems 2.1 and 2.2) via the Frobenius companion
matrix (cf. [9]), and get from Remark 6 then 3.673 xˆ12.472 xˆ21.299 xˆ30.969.
Example 9. Let the polynomial
P3(x) := 4(x3 − 3x2 + 4x − 2)
with zeros x1 = 1, x2 = 1 + i, x3 = 1 − i be given. Then with  = 0,  = 2, we have
P3(x) := x3 − x2(2 − x) + x(2 − x)2 − (2 − x)3.
From Theorem 7 with  = 1 it follows that |x3|1.472, 1 |x1|2.528.
4. Containment regions for zeros of polynomials from numerical range
In the following with the aid of the numerical range of a matrix we give further inclusion results. For convenience
and completeness we summarize some facts, for further information confer [5]. LetH be a separable complex Hilbert
space with inner product (., .) and norm ‖.‖ := √(., .) (in Cn the usual inner product is used). The set of all bounded
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linear operators onH is denoted by B(H). The numerical range W(A) of an operator A ∈ B(H) is the subset of the
complex numbers C given by
W(A) := {(Af , f ) : f ∈H, ‖f ‖ = 1}.
The numerical radius w(A) of an operator A ∈ B(H) is given by
w(A) := sup{|z| : z ∈ W(A)}.
It is well known that W(A) is convex and bounded, and that its closure contains the spectrum of A. In general W(A) is
neither open nor closed, except in the ﬁnite-dimensional case. In this case it is compact. In the following proposition
we prove a result on the shape of the numerical range of a linear bounded operator of rank one in a Hilbert space
for which we have not found a reference (in [2] there was only given a formula for the numerical radius of such an
operator).
Proposition 10. Let A with Af := (f, f1)g1, f ∈H, be a bounded linear operator of rank one inH. Then W(A) is a
closed elliptical region with foci 0 and (g1, f1), major axis of length ‖g1‖ ‖f1‖, and minor axis of length (‖g1‖2‖f1‖2−
|(g1, f1)|2)1/2.
Proof. ObviouslyM := span{f1, g1} is a reducing subspace of A. Therefore W(A)=W(A1)∪W(A2), where A1, A2
are the parts of A inM,M⊥ respectively. W(A2) = {0}, since A2 = 0. A1 is a linear operator in a two-dimensional
space, and therefore W(A1) is a closed elliptical region with the described properties (cf. [5, Section 1.1]). 
Now we can give a result on the inclusion of the numerical range of (A) and thus the zeros of Pn.
Theorem 11. For the numerical range of (A) the following inclusion holds:
W((A)) ⊂ − + ( + )W(I − C−1) −  + 

W(dnb
∗
n).
Furthermore, this numerical range is contained in the closed disk with center at
− +  + 
2
n∑
k=0
(−1)n−k(n − k)k
and radius
| + | cos 

n + 1
√√√√n−1∑
i=1
n−i∑
k=1
i+k−1∏
m=i
|m|2 +
| + |
2||
√√√√√ n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂k
i−1∏
m=k+1
m
∣∣∣∣∣
2
√√√√ n∑
k=1
n−1∏
m=k
|m|2.
Proof. The ﬁrst assertion follows from (5). For the proof of the second assertion we see that from [6] it follows that
the numerical range of the nilpotent matrix I − C−1 is contained in the closed disk centered at the origin with radius
‖I − C−1‖ cos 

n + 1 .
The norm ‖I − C−1‖ can be estimated by (cf. [3, Theorem 2.5.1])
‖I − C−1‖
√√√√n−1∑
i=1
n−i∑
k=1
i+k−1∏
m=i
|m|2.
The numerical range of the matrix dnb∗n, which is a matrix of rank 1 is a closed elliptical region with foci 0 and (dn, bn),
major axis of length ‖dn‖‖bn‖, and minor axis of length
√‖dn‖2‖bn‖2 − |(dn, bn)|2 (cf. Proposition 10). Thus this nu-
merical range is contained in the closed diskwith center at (dn, bn)/2 and radius ‖dn‖‖bn‖/2.The assertion follows. 
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Corollary 12. All zeros of Pn are contained in the closed disk described in Theorem 11.
Corollary 13. Let k = , k = 1, . . . , n − 1. All zeros of Pn are contained in the closed disk centered at
− +  + 
2
n∑
k=0
(−1)n−k(n − k)k ,
if || = 1 with radius
| + ‖|
|1 − ||2| cos


n + 1
√
n − 1 − n||2 + ||2n + | + |
2||
√
1 − ||2n
1 − ||2
√√√√√ n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂ki−1−k
∣∣∣∣∣
2
,
and if || = 1 with radius
| + | cos 

n + 1
√
1
2
n(n − 1) + | + |
2||
√√√√√n n∑
i=1
∣∣∣∣∣
i−1∑
k=0
(−1)i−1−k̂ki−1−k
∣∣∣∣∣
2
.
Example 14. Again let the polynomial ( = 0,  = 2)
P3(x) := 4(x3 − 3x2 + 4x − 2) = x3 − x2(2 − x) + x(2 − x)2 − (2 − x)3
with zeros x1 = 1, x2 = 1 + i, x3 = 1 − i be given. From Corollary 13 with  = 1/
√
3 it follows that all zeros of P3
satisfy |x + 3/2|2.893. Further, from Proposition 1 with m,M from inequalities of Weyl (cf. [7]), that is
m :=
⎛⎜⎝12
⎛⎜⎝||2 + n−1∑
k=0
|̂k|2 −
⎛⎝(||2 + n−1∑
k=0
|̂k|2
)2
− 4||2 |̂0|2
⎞⎠1/2
⎞⎟⎠
⎞⎟⎠
1/2
,
M :=
⎛⎜⎝12
⎛⎜⎝||2 + n−1∑
k=0
|̂k|2 +
⎛⎝(||2 + n−1∑
k=0
|̂k|2
)2
− 4||2 |̂0|2
⎞⎠1/2
⎞⎟⎠
⎞⎟⎠
1/2
,
it follows |x − 2.165|0.598 and |x + 0.593|1.239.
5. Concluding remarks
We observed that for an arbitrary companion matrix A of P̂n then (A) is a companion matrix of Pn, and for an
inclusion region D for the zeros of P̂n then (D) is an inclusion region for the zeros of Pn. The most common case of
an annulus we considered in Proposition 1. We considered a special companion matrix A of P̂n which results from an
similarity transformation of the usual Frobenius companion matrix and thus got in (A) a companion matrix for the
scaled generalized Bernstein polynomials. A representation of this companion matrix as a sum of a diagonal matrix,
a nilpotent matrix, and a matrix of rank 1 made it possible to compute the traces of (A),(A)2, and (A)∗(A)
in terms of the coefﬁcients. With this from results of Wolkowicz and Styan [25] we got bounds for the zeros of Pn.
Furthermore, with the aid of the numerical range we gave a circle in the complex plane which contains the numerical
range of the companion matrix (A) and thus the zeros of Pn. Of course other companion matrices of P̂n may be
considered with a similar analysis. For example the following generalized companion matrix is suitable for such an
procedure and yields similar results: let there exist complex numbers a(1)n−1, a
(1)
n−2, a
(2)
n−2, . . . , a
(1)
0 , a
(2)
0 , . . . , a
(n)
0 ∈ C
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such that n−1 := a(1)n−1, n−2 := a(1)n−2a(2)n−2, . . . , 0 := a(1)0 a(2)0 · · · a(n)0 . Let Â be the n̂-by-̂n-matrix
where n̂ := 1 + n(n − 1)/2. Then
det(Â − xI n̂) = (−1)̂nx(n−1)(n−2)/2P̂n(x),
where In̂ is the n̂-by-̂n identity matrix. That is Â is a generalized companion matrix of the polynomial P̂n. Furthermore,
det((Â) − xI n̂) = (−1)̂
n
det(In̂ + Â)
( + x)(n−1)(n−2)/2Pn(x).
That is the matrix (Â + In̂)−1(Â − In̂) is a generalized companion matrix of Pn. A similar treatment as in Sections
3 and 4 is possible and yields similar results.
Acknowledgements
The author wishes to thank the anonymous referees for their constructive suggestions, especially one of them for the
advice for clearing the general principles.
References
[1] S. Barnett, Some applications of the comrade matrix, Internat. J. Control 21 (1975) 849–855.
[2] M. Fujii, F. Kubo, Buzano’s inequality and bounds for roots of algebraic equations, Proc. AMS 117 (1993) 359–361.
[3] M.I. Gil, Operator Functions and Localization of Spectra, Springer, Berlin, Heidelberg, 2003.
[4] G.H. Golub, Ch.F. van Loan, Matrix Computations, third ed., John Hopkins University Press, Baltimore, London, 1996.
[5] K.E. Gustafson, K.M. Rao, Numerical Range, Springer, NewYork, 1997.
[6] U. Haagerup, P. de la Harpe, The numerical radius of a nilpotent operator on a Hilbert space, Proc. AMS 115 (1992) 371–379.
[7] H. Linden, Bounds for the zeros of polynomials from eigenvalues and singular values of some companion matrices, Linear Algebra Appl. 271
(1998) 41–82.
[8] H. Linden, Numerical radii of some companion matrices and bounds for the zeros of polynomials, in: T.M. Rassias, H.M. Srivastava (Eds.),
Analytic and Geometric Inequalities and Applications, Kluwer, Dordrecht, 1999, pp. 205–229.
[9] H. Linden, Bounds for zeros of polynomials using traces and determinants, Seminarberichte Fachb. Math. FeU Hagen 69 (2000) 127–146.
[10] H. Linden, Containment regions for zeros of polynomials from numerical ranges of companion matrices, Linear Algebra Appl. 350 (2002)
125–145.
[11] H. Linden, The quadratic numerical range and the location of the zeros of polynomials, SIAM J. Matrix Anal. Appl. 25 (2003) 266–284.
[12] M. Marden, Geometry of Polynomials, American Mathematical Society Surveys, vol. 3, second ed., Providence, RI, 1969.
[13] J.M. McNamee, A bibliography on roots of polynomials, J. Comput. Appl. Math. 47 (1993) 391–394.
228 H. Linden / Journal of Computational and Applied Mathematics 206 (2007) 216–228
[14] J.M. McNamee, A supplementary bibliography on roots of polynomials, J. Comput. Appl. Math. 78 (1997) 1.
[15] J.M. McNamee, An updated supplementary bibliography on roots of polynomials, J. Comput. Appl. Math. 110 (1999) 305–306.
[16] J.M. McNamee, A 2002 updated supplementary bibliography on roots of polynomials, J. Comput. Appl. Math.
[17] G.V. Milovanovic´, D.S. Mitrinovic´, Th.M. Rassias, Topics in Polynomials: Extremal Problems, Inequalities, Zeros,World Scientiﬁc, Singapore,
NJ, London, Hong Kong, 1994.
[18] M. Parodi, La Localisation des Valeurs Caractéristiques des Matrices et ses Applications, Gauthier-Villars, Paris, 1959.
[19] Q.I. Rahman, G. Schmeisser, Analytic Theory of Polynomials, Clarendon Press, Oxford, 2002.
[20] G. Schmeisser, Estimates for the imaginary parts of the zeros of a polynomial, Math. Balkanica, New Ser. 16 (2002) 203–217.
[21] W. Specht, Die Lage der Nullstellen eines Polynoms. III, Math. Nachr. 16 (1957) 369–389.
[22] W. Specht, Die Lage der Nullstellen eines Polynoms. IV, Math. Nachr. 21 (1960) 201–222.
[23] J.R. Winkler, A resultant matrix for scaled Bernstein polynomials, Linear Algebra Appl. 319 (2000) 179–191.
[24] J.R. Winkler, A companion matrix resultant for Bernstein polynomials, Linear Algebra Appl. 362 (2003) 153–175.
[25] H. Wolkowicz, G.P.H. Styan, Bounds for eigenvalues using traces, Linear Algebra Appl. 29 (1980) 471–506.
