For nonbalanced paired comparisons, a wide variety of ranking methods have been proposed. One of the best popular methods is the Bradley-Terry model in which the ranking of a set of objects is decided by the maximum likelihood estimates (MLEs) of merits parameters. However, the existence of MLE for the Bradley-Terry model and its generalized models to allow for tied observation or home-field advantage or both to occur, crucially depends on the strong connection condition on the directed graph constructed by a win-loss matrix. When this condition fails, the MLE does not exist and hence there is no solution of ranking. In this paper, we propose an improved version of the ε singular perturbation proposed by Conner and Grant (2000) , to address this problem and extend it to the generalized Bradley-Terry models. Some necessary and sufficient conditions for the existence and uniqueness of the penalized MLEs for these generalized Bradley-Terry-ε models are derived. Numerical studies show that the ranking is robust to the different ε. We apply the proposed methods to the data of the 2008 NFL regular season.
Introduction
For nonbalanced paired comparisons, a wide variety of ranking methods have been proposed [see, e.g., Bühlmann and Huber (1963) ; David (1987) ; Keener (1993) ]. Among them, the Bradley-Terry model that itself was independently proposed by Zermelo (1929) and Ford (1957) , in which the ranking is decided by the maximum likelihood estimates (MLEs) of merits parameters, is one of the best popular methods. For example, the World Chess Federation and the European Go Federation use it to rank players. The Elo system uses it to estimate the winning probability between two players.
Assume that t objects are engaged in paired comparisons experiments in which one object is judged to be preferred to another object in each comparison. Let a ij be the number of times that i wins j. By notation, we define a ii = 0. Bradley and Terry (1952) supposed that the probability of i winning j is
, i, j = 1, . . . , t; i = j, where u i is the merit parameter of object i. The likelihood function is t i,j=1
Since (1) is scaled invariable, there are two equivalently normalized ways:
t i=1 u i = 1 or u 1 = 1. In order to guarantee the existence and uniqueness of the MLE for the likelihood (1), the following strong connection condition is necessary and sufficient due to Ford (1957) .
Condition A. The directed graph G(A) constructed by the win-loss matrix A = (a ij ) is strongly connected.
There are two equivalent statements for Condition A. One is that the win-loss matrix A = (a ij ) is irreducible in the algebra language. The other is that for any partition of all objects into two nonempty sets, some object in second set has beaten some object in the first set at least once.
The Bradley-Terry model and its extensions have been extensively discussed in the literature [for wide surveys see Davidson and Farquhar (1976) , David (1988) , Simons and Yao (1999) ]. Hunter (2004) established minorization-maximization (MM) algorithms for a class of extended Bradley-Terry models to solve the MLEs. Recently, Caron and Doucet (2012) derived expectation-maximization (EM) algorithms for solving the maximum a posteriori estimate (MAPE) by incorporating some suitable latent variables into the Bradley-Terry model and its extensions, and shew that Hunter's MM algorithms can be reinterpreted as the standard EM algorithms, and first proposed Gibbs samplers to perform Bayesian inference. When the number of objects t is small and all n ij are relatively large, where n ij is the number of comparisons between i and j and n ii = 0 for convenience, Condition A usually holds. In its inverse scenario that t is moderate or large and the design matrix n = (n ij ) is sparse, Condition A may fail. A simple example is that whenever there are undefeated objects or objects with no wins, Condition A fails. The game results of 2007 and 2008 National Football League (NFL) regular seasons in which there are 32 teams and each team plays with only 13 other teams, fall into this case. More cases can be found in the American college football regular seasons, in which hundreds of teams play each other and each team has at most tens of games. When Condition A fails, the MLE doesn't exist not only in the Bradley-Terry model but also in the the Thurstone model suggesting the probability of i preferred to j is Φ(log u i − log u j ) where Φ(·) is the standard normal distribution (Thurston, 1927) . Several approaches have been proposed to address this problem. Mease (2003) used the penalized likelihood with the penalized factor i Φ(log u i )Φ(− log u i ) in the Thurstone model to rank American college football teams. For the Bradley-Terry model, Conner and Grant (2000) proposed a singular perturbation by lettingā ij = a ij + ε(1 − δ ij ), ε > 0, where δ ij is the Kronecker delta sign, and proved that the extended ranking is identical to that of the original model if Condition A holds. This data transformation guarantees that the directed graph Γ(Ā) is strongly connected in any case and therefore the solution maximizing the function (1) with a ij replaced byā ij , uniquely exists. Another possibility is to use the method of Bayesian ranking by Caron and Doucet (2012) . Different ε may lead to different rankings. For example, consider such outcomes a 12 = 2, a 21 = 1, a 14 = 1, a 34 = 1, a 43 = 2 and for others a ij = 0. When ε = 0.1,ū 1 = 1, u 2 = 0.470,ū 3 = 0.162,ū 4 = 0.262, where (ū 1 , . . . ,ū t ) is the solution maximizing the function (1) with a ij replaced byā ij . When ε = 0.5,ū 1 = 1,ū 2 = 0.569,ū 3 = 0.453, u 4 = 0.585. Therefore ε = 0.1 and ε = 0.5 lead two different rankings 1 2 4 3 and 1 4 2 3, where i j denotes the partial order of i and j ifū i >ū j . In this paper, we propose an improved singular perturbation method that aims to eliminate this possibility in Section 2, and generalize it into a class of extended Bradley-Terry models involving the ties and home-field advantage in Section 3. Numerical studies and the application of the 2008 NFL regular season are given in Section 4. In section 5, the comparisons between the methods of Bayesian ranking and the perturbation method are presented. Some discussion is in Section 6.
Improved singular perturbation method
If all objects can be partitioned into two nonempty sets so that there are no inter-set comparisons, then there is no basis for ranking the objects in the first set against the objects in the second set. The following condition may be a minimum requirement for any paired comparison design due to Kendall (1955) .
Condition B. The undirected graph constructed by the adjacent matrix n is connected.
Condition B is equivalent to that G(A) is weakly connected. In view of this, we propose a modified version of singular perturbation:
If Condition B holds, then G(Ã) must be strongly connected, whereÃ = (ã ij ). Henceforth, this model will be called the "Bradley-Terry-ε" model. The likelihood for the
. (3) As pointed by the referee, the item associated with ε in the above expression can be viewed as the penalized factor. Hereafter, the likelihood associated with the matrix A will be called the penalized likelihood and the solutionû = (û 1 , . . . ,û t ) maximizing it, be labeled as the penalized MLE (PMLE). Similar to Conner and Grant's (2000) proofs, we have: 
Generalized Bradley-Terry-ε models
When the objects do not differ in the quality or the sense of perception of a judge is not sharp enough to detect the difference of objects, ties (no preference) may be possible. Based on that the Bradley-Terry model can be expressed as the logistic distribution: Rao and Kupper (1967) supposed that the judge expresses his preference according to a random variable d ij with the distribution function given by
When |d ij | is less than a threshold parameter, the judge is assumed to be unable to distinguish i and j and will declare a tie. The Rao-Kupper model supposes that:
where θ > 1 is a threshold parameter. The existence of the MLE in the Rao-Kupper model aslo crucially depends on Condition A. Using the single perturbation matrixÃ, the penalized likelihood for the Rao-Kupper-ε model is
where t ij is the number of ties between i and j. We don't impose the singular perturbation on tie counts. If there are no ties observed, it may be unnecessary to use the tied models.
Extending for a different direction to allow tied observations, Davidson (1970) proposed the geometric mean model, in which the probabilities are in the ratio
where θ ≥ 0 is the discrimination factor. A characteristic of the Davidson model is that for balanced paired comparisons, the ranking by the MLE agrees with that obtained from a scoring system that allots two points for a win, one for a tie and zero for a loss. The penalized likelihood for the Davidson-ε model is
whereñ ij =ã ij +ã ji + t ij . Agresti (1990) postulated that the objects are ordered and the probability of i beating j depends on which object is presented first. If the objects are sports teams, this assumption leads to the "home-field advantage" model:
where γ > 0 measures the strength of the home-field advantage or disadvantage. Let n ij·i be the number of times that i plays agaist j with i as the home team and a ij·i be the times of i winning j when i is at home. The penalized likelihood for the homefield-advantage-ε model is
If ties and home-field advantage both exist, David (1988, page 144) suggested
Let t ij·i be the number of ties between i and j when i is at home. The penalized likelihood for the David-ε model is
whereñ ij·i =ã ij·i +ã ji·i + t ij·i .
In order to guarantee the existence of the PMLE for the penalized likelihoods (6) and (7), we introduce the following condition that is a week version of Assumption 3 in Hunter (2004) . Condition C. In every possible partition of the teams into two nonempty subsets Q 1 and Q 2 , some team in Q 1 has comparisons with some team in Q 2 as home team, and some team in Q 1 has comparisons with some team in Q 2 as visiting team.
The existence and uniqueness of the PMLE in the above generalized Bradley-Terry-ε models is stated as follows:
The parameter space is assumed to be Ω × {θ ∈ R : θ > 1} for the penalized likelihood (4); Ω × {θ ∈ R : θ > 0} for the penalized likelihood (5); Ω × {γ ∈ R : γ > 0} for the penalized likelihood (6); and Ω × {θ ∈ R : θ > 0} × {γ ∈ R : γ > 0} for the penalized likelihood (7). (a)The PMLE for the penalized likelihoods (4) and (5) exists and is unique if and only if Condition B holds and there is at least one tie. (b)The PMLE for the penalized likelihood (6) exists and is unique if Condition C holds. (c)The PMLE for the penalized likelihood (7) exists and is unique if Condition C holds and there is at least one tie.
Theorem 2 immediately comes from the following two lemmas whose proofs are given in Appendix A. The first shows the existence of the PMLE. The second proves the uniqueness of the PMLE by showing the penalized log-likelihood is strictly concave on the parameter space.
The parameter space is assumed to be Ω × {θ ∈ R : θ > 1} for the penalized likelihood (4); Ω × {θ ∈ R : θ > 0} for the penalized likelihood (5); Ω × {γ ∈ R : γ > 0} for the penalized likelihood (6) and Ω × {θ ∈ R : θ > 0} × {γ ∈ R : γ > 0} for the penalized likelihood (7). Lemma 2. For the reparameterization (u, θ, γ) → (β, log θ, log γ) in which β i = log u i − log u 1 and φ = log θ. Let Ω * = {β ∈ R t : β 1 = 0}. (a) The reparameterized versions of penalized log-likelihoods log L 2 (β, log θ) on Ω * ×R + and log L 3 (β, log θ) on Ω * × R are strictly concave if and only if Condition B holds and there is at least one tie, where R + = {x ∈ R : x > 0}. (b) The reparameterized version of the penalized log-likelihood log L 4 (β, log γ) is strictly concave on Ω * × R if Condition C holds. (c) The reparameterized version of the penalized log-likelihood log L 5 (β, log θ, log γ) is strictly concave on Ω * × R 2 if Condition C holds and there is at least one tie.
Remark 1. Lemma 1 states that Condition C is a necessary and sufficient condition for the existence of PMLEs of penalized likelihoods (6) and (7), while Lemma 2 only indicates that it is only a sufficient condition. It is interesting to see if it is also necessary.
4 Numerical studies Example 1. We first investigate the influence of a variety of ε on the ranking based on the PMLE in the Bradley-Terry-ε model, fitted in the data example with 4 objects given in Section 1. By choosing ε = 0.001, 0.01, 0.1, 0.5, 1, 2, the PMLEsû 2 ,û 3 ,û 4 (û 1 = 1) are reported in Table 1 . This table shows that although ε differs, the ranking is the same (1 2 4 3). Further, the ratioû i /û j increases as ε decreases, indicating that (û 1 ,û 2 ,û 3 ,û 4 ) approaches to the bound of the parameter space as ε → 0. Example 2. We construct a complicated win-loss matrix with 10 objects B 1 , . . . , B 10 to see the performance of the improved singular perturbation. The outcomes were assumed to be: 
Let E 1 = {B 1 , . . . , B 5 } and E 2 = {B 6 , . . . , B 10 }. Since the objects in E 1 beats the objects in E 2 , the ranking of objects in E 1 should be higher than the ranking of those in E 2 . Since the respective results for "B 1 vs. B 2 ", "B 2 vs. B 3 " "B 3 vs. B 4 " and "B 4 vs. B 5 " are 2 : 1, 2 : 1, 1 : 0 and 2 : 1, and there is only another game between B 1 and B 5 with the winner B 1 , the ranking of B 1 , . . ., B 5 in E 1 should be B 1 B 2 B 3 B 4 B 5 . With the same argument, the ranking of in E 2 should be B 6 B 7 B 8 B 9 B 10 . It is interesting to see if the improved singular perturbation method gives the ranking consistent with the subjective ranking. We chose ε = t −1/2 , (log t/t) 1/2 , 0.8, 1, 2 (t = 10) and the PMLEs are given in Table 2 . This table shows that the ranking based on the PMLE coincides with the objectively ranking perfectly.
Example 3. We consider the win-loss outcomes given by Mease (2003) with 5 teams B 1 , . . . , B 5 and the game results: a 13 = 1, a 15 = 1, a 21 = 1, a 25 = 1, a 34 = 1, Table 4 .
The PMLEs fitted by the Rao-Kupper-ε model and Davidsion-ε model are very close with the largest absolute difference 0.11. It may be not surprised since there is only one tie, leading a very small tie parameterθ = 1.001 andθ = 0.002 for the RaoKupper-ε model and Davidsion-ε model, respectively. When considering the home-field advantage, there are some major difference about the MLE fitted by the David-ε model and other two models. This indicates that there may exist non-ignorable home-field advantage effect. * When ε = (log t/t) 1/2 , the PMLE in the Bradley-Terry-ε model is uniformly consistent under some conditions, whose proof is given in Appendix B. It is interesting to compare if the chosen six playoff seeds of AFC and NFC by the win-loss percentage records (PCTs) and by the merits obtained in the David-ε model are the same according to the NFL rule. The former is employed by the seeding system of the NFL. The NFL rule can be briefly summarized as follows: the four division champions from each conference (the team in each division with the best PCT), which are seeded one through four based on their PCTs; two wild card qualifiers from each conference (those non-division champions with the conference's best record), which are seeded five and six. From Table 5 , only the third seed in AFC is different, with Miami Dolphins by PCT and New England Patriots by merits. 5 Bayesian ranking Caron and Doucet (2012) introduced latent variables and Gamma prior distributions to make Bayesian inference for the Bradley-Terry model and its extensions. Some brief descriptions are given in the following. They assumed that u has the prior density, i.e., a product of t independent Gamma densities with a shape parameter d and a rate parameter b:
where Γ(·) is the gamma function. The resulting posterior distribution of u is:
By maximizing P (u|A), it yields the MAP estimate of u that can be solved by the EM algorithm. From the above expression, it is easy to show the existence of MAP estimate of u when d > 1 and b > 0. For each pair (i, j) and each associated paired compar-
is the exponential distribution of rate parameter u. The latent random variables are given by
where Gamma(n ij , u i + u j ) is the Gamma distribution with the shape parameter n ij and the rate parameter u i + u j , such that
The resulting complete log-likelihood is
where a i = t j=1 a ij . The EM algorithm proceeds as follows at iteration t:
It follows that λ (t)
When d = 1 and b = 0, then the MAP and ML estimates coincide. The similar latent variables can be incorporated into the Rao-Kupper model and home-field-advantage model. For details, see Section 3 in Caron and Doucet (2012) . For the sake of simplicity, we only made the comparisons between the Bayesian ranking and perturbation ranking in the Bradley-Terry model by using Examples 1-3.
We used the computational programs of Caron and Doucet (2012) that are available at http://amstat.tandfonline.com.proxygw.wrlc.org/doi/suppl/10.1080/ 10618600.2012.638220#tabModule, in which b = dt − 1 by default. We chose d = 1.1, 1.5, 2, 3 and an automatically estimated value by their programs. The fitted MAP estimates in Example 1 are given in Table 6 . In this table, when d = 1.1, 1.5, 0.961, the rankings are 1 2 4 3 based on MAP estimates, according with those based on the improved perturbation method. But when d = 2, 3, it leads to a different ranking (1 4 2 3). For Examples 2 and 3, the rankings based on MAP estimates are identical to those of the improved perturbation method for all chosen d (the results are not shown here). 
Discussion
If paired comparisons are balanced, the ranking based on the MLE in the BradleyTerry-ε model is identical to that based on the scores a i = t j=1 a ij . This can be easily shown by noting that if all n ij are equal to n,
This implies that for balanced paired comparisons, the singular perturbation is robust to ε, i.e., the ranking is regardless of the choice of ε > 0. For nonbalanced paired comparisons, Examples 1-3 show that if Condition B holds, there is also the same conclusion. However, it may be challenging to show this conjecture. Smaller is ε, the ranking decided by the MLE is more obvious since the MLE approaches to the bound of the parameter space more closely as ε decreases. For real applications, we could choose ε = (log t/t) 1/2 or some others values less than 1. Moreover, similar phenomena that the ranking from the generalized Bradley-Terry-ε models is identical to that from original models when the MLEs exist and is robust to ε when Condition B or C holds, were observed in simulation studies that are not shown here. It is interesting to show this conclusion. Davidson and Solomon (1973) proposed a Bayesian approach to analyze the general binomial model for paired comparisons by using the Beta prior distribution and, in particular, applied it to the Bradley-Terry model. Let p = {p ij } i,j=1,...,t , where p ij is the probability of preference for object i over object j, p ij + p ji = 1, and p ii = 1/2 for convenience. Davidson and Solomon used conjugate Beta prior distributions (a straightforward extension of the single binomial model): 
omitting the constant item. In order to guarantee the existence of the MAPE, they supposed that G(A 0 ) is strongly connected. However, the properties of the extended MLE had not explored in their paper. Annis and Wu (2006) 
If u lies on the boundary of Ω, then u i = 0 and u j > 0 for some i and j. Since Condition C implies Condition B, there exists a directed path from i to j in the directed graph constructed by the adjacent matrix (ã ij·i +ã ij·j ) ij . Therefore, there must be some object k with u k = 0 that points to some individual l in the direct path from i to j with u l > 0 andã kl·k +ã kl·l > ε. Therefore, as u k → 0, we have
Since Condition C implies that there existsã ij·i ≥ ε, we have
The above expression does go to zero as θ → 0. On the other hand, since Condition C implies that there existsã ji·i ≥ ε, we have
The above expression does go to zero as θ → ∞.
Since there at least one tie (assume that it is t ij·i ≥ 1), if γ → 0, we have
Next, we show the necessary of Condition C and that there is at least one tie. If there is no tie, then lim γ→0 L 5 (u, θ, γ) → 0 such that the MLE doesn't exist. There are three cases to consider Condition C: (1)If there there is a partition of all objects to two sets E 1 and E 2 such that there are no interset comparisons, then we doublet u i , i ∈ E 2 (assume that the referred object is in E 1 ), the likelihood L 5 (u, θ, γ) doesn't change such that the MLE doesn't exist. (2)If there is a partition of all objects to two sets E 1 and E 2 such that all objects in E 1 are at home and all interset comparisons are won by objects from E 1 , then the likelihood L 5 (u, θ, γ) must attain its maximum at θ = ∞. (3)If there is a partition of all objects to two sets E 1 and E 2 such that all objects in E 1 are at home and all interset comparisons are won by objects from E 2 then the likelihood L 5 (u, θ, γ) must attain its maximum at θ = 0. This completes the proof.
Proof of Lemma 2. After some modifications, the arguments of the proof of Hunter (2004) can be easily extended to the cases of (a). The proof of (b) is similar to that of (c) and we only give the latter.
Let (β, log θ, log γ) be the log-likelihood L 5 (u, θ, γ):
(β, log θ, log γ) = i<j [a ij·i (log θ + β i ) + a ji·i β j + t ij·i [log γ + β i /2 + β j /2] − n ij·i log(e log θ+β i + e β j + e log γ+β i /2+β j /2 ) + a ij·j β i + a ji·j (log θ + β j ) + t ij·j (log γ + β i /2 + β j /2) − n ij·j (e β i + e log θ+β j + e log γ+β i /2+β j /2 )].
By the inequality (21) 
with equality if and only if there exists some ξ > 0 such that c k = ξd k for all k. By definition, a log-likelihood λ is concave if, for any parameter vectors α, β and p ∈ (0, 1),
concavity is strict if α = β implies that the inequality (11) is strict. Inequality (10) implies that − log{e p log θ 1 +(1−p) log θ 2 +pα i +(1−p)β i + e pα j +(1−p)β j + e p log γ 1 +(1−p) log γ 2 + 1 2 [p(α i +α j )+(1−p)(β i +β j )] } ≥ −p log[e log θ 1 +α i + e log α j + e log γ 1 + 1 2 (α i +α j ) ] − (1 − p) log[e log θ 2 +β i + e log β j + e log γ 2 + 1 2
Hence multiplying the above inequality byã ij·i + t ij·i /2 and then summing over i and j demonstrates the concavity of the log-likelihood (β, log θ, log γ). By the equality condition for (10), whenever max{ã ij·i , t ij·i } > 0, we have log θ 1 − log θ 2 + α i − β i = α j − β j = log γ 1 − log γ 2 + (α i − β i )/2 + (α j − β j )/2; whenever max{ã ij·j , t ij·j } > 0, we have log θ 1 − log θ 2 + α j − β j = α i − β i = log γ 1 − log γ 2 + (α i − β i )/2 + (α j − β j )/2.
If there is no team that has comparisons both as home team and as visiting team, then we can partition all teams into two sets with the first set including all home teams and the second including all visiting teams such that Condition C fails. Therefore Condition C implies that there exists a loop such that log θ 1 −log θ 2 +β i 1 −α i 1 = β i 1 −α i 1 for some i 1 , which means that θ 1 = θ 2 . Moreover, Condition C implies β = α. Consequently, γ 1 = γ 2 . This completes the proof.
