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Abstract. At each iteration step for solving mathematical programming and constrained op-
timization problems by using interior-point methods, one often needs to solve the weighted least
squares (WLS) problem minx∈Rn ‖W
1
2 (Ax − b)‖, or the weighted and constrained least squares
(WLSE) problem minx∈Rn ‖W
1
2 (Kx − g)‖ subject to Lx = h, where W = diag(w1, . . . , wl) > 0 in
which some wi → +∞ and some wi → 0.
In this paper we will derive upper perturbation bounds of weighted projections associated with
the WLS and WLSE problems when W ranges over the set D of positive diagonal matrices. We then
apply these bounds to deduce upper perturbation bounds of solutions of WLS and WLSE problems
when W ranges over D. We also extend the estimates to the cases when W ranges over a subset of
real symmetric positive semidefinite matrices.
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1. Introduction. In this paper we will use the following notation: Cm×n (Rm×n)
is the set of m by n matrices with complex (real) entries, Cm×nr is a subset of C
m×n
in which any matrix has rank r, Cm(Rm) = Cm×1 (Rm×1). Im denotes the identity
matrix of order m, 0m×n is the m by n matrix with zero entries (if no confusion occurs,
we will omit the subscript), and ‖ · ‖ ≡ ‖ · ‖2 is the Euclidean matrix or vector norm.
For any matrix A ∈ Cm×nr , A† is the Moore–Penrose pseudoinverse [2] of A, AT is
the transpose of A, AH is the conjugate transpose of A, rank(A) is the rank of A, and
R(A) is the range of A. P(A) is a set of real symmetric positive semidefinite matri-
ces of order m such that for any W ∈ P(A), rank(WA) = rank(A). σj(A) denotes
the jth largest singular value of A and inf+(A) denotes the smallest nonzero singu-
lar value of A. D denotes the set of positive diagonal matrices of appropriate order.
Given a vector of r increasing integers J = {i1, . . . , ir} ⊂ {1, . . . ,m}, A ∈ Cm×nr , and
D = diag(d1, . . . , dm), AJ denotes a submatrix of A formed with rows i1, . . . , ir ∈ J
and DJJ = diag(di1 , . . . , dir ). J(A) is a set of indexes defined by
J(A) = {J = {i1, . . . , ir} : 1 ≤ i1 < · · · < ir ≤ m, rank(AJ) = rank(A) = r}.(1.1)
Let A ∈ Cm×n, b ∈ Cm, and W ∈ P(A) be given, which satisfy rank(W 12A) =
rank(A). Then the weighted least squares (WLS) problem
min
x∈Cn
‖W 12 (Ax− b)‖(1.2)
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) ∈ Cm×nr , h ∈ Cm1 ,




‖W 12 (Kx− g)‖ subject to Lx = h(1.5)

































= (I − (W 12KP )†W 12K)L†.(1.8)
According to (1.3), (1.6), and [4], any WLS or WLSE solution x of (1.2) or (1.5)
has the form
x = A(W )†b+ (I −A(W )†A(W ))z = A(W )†b+ (I −A†A)z,(1.9)
where z ∈ Cn is an arbitrary vector, and we have [27, 4]
A(W )†A(W ) = A(W )†A = A†A.(1.10)
Also, let the QRD of A be A = QR, then with A(W )† defined in (1.4), we have
(I −AA(W )†)AA† = (I −Q(W 12Q)†W 12 )QQH = 0,(1.11)
I −AA(W )† = (I −AA(W )†)(I −AA†).
The WLS and WLSE problems have been studied extensively for fixed W ∈ D,
including computational algorithms, structures, and perturbation analysis [1, 4, 6, 7,
11, 13, 18, 20, 23, 24, 25].




f(y) subject to y ≥ 0 and Cy = d
by interior-point methods, one will obtain the WLS or WLSE problems of the forms
found in (1.2) or (1.5), where W = diag(w1, . . . , wl) > 0 in which some wi → +∞,
some wi → 0.
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2K can be unbounded, and in this case the WLS problem (1.2) or the
WLSE problem (1.5) become “ill-conditioned.” From (1.3)–(1.4) or (1.6)–(1.8), the
boundedness of the WLS or WLSE solution x depends upon the upper bounds of
‖A(W )†‖ when W ranges over a set P ⊆ P(A).
By applying the Binet–Cauchy formula for determinants and Cramer’s rule for
solving a system of linear equations [15], the authors of [3, 5, 14, 17] discussed the
geometry of the minimum norm solution of the WLS problem and linear equations.
The authors of [5, 9, 10, 12, 21, 22, 28, 29, 30] proposed several algorithms and
discussed stability for solving constrained optimization problem.
When W ranges over D and A is of full column rank, Stewart [19] and O’Leary
[16] obtain the supremum of scaled projections ‖AA(W )†‖ and an upper bound of
‖A(W )†‖. Based on their results, Vavasis [22] derives a perturbation bound of an
equilibrium system when the matrix A is of full column rank with no perturbation
and the matrix W has small (diagonal) perturbations. Vavasis also proposes some
stable algorithms to evaluate the solution of the equilibrium system.
Wei [26] obtains the supremum of scaled pseudoinverses ‖A(W )†‖ in the form of
(1.4) for general A. When W ranges over the set P of real symmetric diagonally dom-
inant positive semidefinite matrices, Forsgren [8] derives the supremum of weighted
pseudoinverses ‖A(W )†‖ in the forms of (1.4) as well as (1.7), and Wei [27] extends
his results to derives equivalent formulas of the supremum of weighted pseudoinverses
‖A(W )†‖. Notice that when rank(A) < m and W ranges over the set P(A) of all real
symmetric positive matrices, the supremum of weighted pseudoinverses ‖A(W )†‖ is
infinity, as shown by Stewart [19] in an example.
Wei [26, 27] also discusses stability properties of these weighted pseudoinverses
‖A(W )†‖, that is, under what conditions the supremum of weighted pseudoinverses
‖A(W )†‖ depends continuously on A.
Based on the results in [26, 8, 27], we derive upper perturbation bounds of
weighted projections, WLS and WLSE solutions of (1.2) and (1.5) when W ranges
over D and P, where both the matrices A and W may have small perturbations.
The paper is organized as follows. Section 2 will derive upper perturbation bounds
of weighted projections when W ranges over D. Section 3 will derive upper pertur-
bation bounds of solutions of the WLS and WLSE problems when W ranges over D.
Section 4 will extend the results of sections 2 and 3 to the case that W ranges over
a subset of real symmetric semipositive matrices. Section 5 will conclude the paper
with some remarks.
The following fact is used frequently in the paper.
Lemma 1.1. Let α1 > 0, α2 > 0, β1 > 0, and β2 > 0. If α1β1 ≥ α2β2, then
(1.12)




∣∣∣∣ , ∣∣∣∣β2β1 − 1
∣∣∣∣} , 0 ≤ α1β1 − α2β2α1β1 + α2β2 ≤ 1− α2β2α1β1 < 1.
Proof. It can be verified that
0 ≤ α1β1 − α2β2
α1β1 + α2β2
=




∣∣∣∣ , ∣∣∣∣β2β1 − 1
∣∣∣∣} ,
proving the first inequality of (1.12). Also, we have
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proving the second inequality of (1.12).
2. Upper perturbation bounds of the weighted projections when weight
matrix ranges over D. In this section, we derive upper perturbation bounds of
weighted projections of a matrix A ∈ Cm×nr when weight matrix W ranges over D.





[19]. The following lemma generalizes the result in [5].













IJ ≡ (Im)J , aJ = det(AJ(AJ)H), and dJ = det(WJJ).(2.2)
Proof. Let a unitary decomposition of A be
A = QR, where QHQ = Ir and R has full row rank r.(2.3)
Applying the Binet–Cauchy formula for determinants and Cramer’s rule for solving a






































J∈J(A) |det(QJ)|2 · det(WJJ)∑
K∈J(A) |det(QK)|2 · det(WKK)
A†JgJ .
Using the fact that aJ = det(QJRR
HQHJ ) = det(RR
H) · |det(QJ)|2 and taking g =
















































































H) and d′J = det(W
′
JJ).(2.2a)















































using the fact that IJA = AJ . Because of the fact that changing subindexes does
not change the values of summations, we immediately obtain the second identity of
(2.4).
We are now ready to present the main results of this section. In order to better





2 )‖, we first consider two simple cases.
Case 1. A′ = A ∈ Cm×nr and W = diag(w1, . . . , wm), W ′ = diag(w1 + δw1, . . . ,
wm + δwm) ∈ D. We then have the following theorem.




‖(W ′ 12A)†W ′ 12 (I −A(W 12A)†W 12 )‖ ≤ 2e1ρ ,
e1 = min{(1 + ∆)rm − 1, 1− (1−∆)2rm},
(2.5)











‖(W 12A)†W 12 ‖
)−1
, rm = min{r,m− r}.(2.6)
Proof. From (2.3), for any J, M ∈ J(A), we have that
A†JAJ = (QJR)
†(QJR) = R†Q−1J QJR = R
†R = A†MAM and AJA
†
J = Ir.(2.7)
By substituting (2.7) into (2.4) with A′ = A, so that J(A′) = J(A) and a′J = aJ for





















from which we obtain
‖(W ′ 12A)†W ′ 12 (I −A(W 12A)†W 12 )‖ ≤ max
J,M





For given J, M ∈ J(A) denote
dJ = dJ∩M · dJ/M , dM = dJ∩M · dM/J , d′J = d′J∩M · d′J/M , d′M = d′J∩M · d′M/J ,
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we have from Lemma 1.1 that
(2.9a)






















≤ ((1 + ∆)r−n(J∩M) − 1),
in which n(J ∩M) is the number of common elements of J and M . Without loss of
generality, let d′J/MdM/J ≥ dJ/Md′M/J ; then, also from Lemma 1.1,


































Notice that r−n(J ∩M) ≤ r and r−n(J ∩M) ≤ m− r. So substituting the inequa-
lities of (2.9a) and (2.9b) into (2.8), we obtain the desired estimate in (2.5).
Remark 2.1. It is easy to check that when r−m or r is small, then the inequality
in (2.5) is nearly optimal. Also note that η = ‖W−1δW‖ is the relative error bound
in W .
Case 2. W ′ = W ∈ D. In this case we have the following theorem.
Theorem 2.2. Suppose A ∈ Cm×nr with 0 < r. Then
sup
W∈D
‖(W 12A′)†W 12 (I −A(W 12A)†W 12 )‖ < +∞
for any A′ = A+ δA ∈ Cm×nr with sufficiently small perturbation δA if and only if
any r rows of A are linearly independent.(2.10)
Moreover, if the condition in (2.10) holds, then for any A′ = A + δA ∈ Cm×nr with
‖δA‖ < ρ, J(A′) = J(A), and we have the following estimates:
sup
W∈D




















Proof. Necessity. If the condition in (2.10) does not hold, then there exist two
vectors of r integers J0, J1 ⊂ {1, . . . ,m}, such that n(J0∩J1) = r−1, rank(AJ0) = r−
1, and rank(AJ1) = r. Without loss of generality, we assume that J0 = {1, . . . , r−1, r}
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and J1 = {1, . . . , r− 1, r+ 1}. Let a unitary decomposition of A be as in (2.3). Then
from the assumption, rank(QJ0) = r− 1 and rank(QJ1) = r. Let the SVD [11] of QJ0
be




in which U and V are unitary matrices of order r, and U1, V1 ( U2, V2) are, respec-
tively, the first r − 1 (remaining one) columns of U, V . For any 0 < ε < ρ, choose
Qε = εU2V
H
2 and let A
′ = A + (IJ0)
TQεR. Then rank(A
′) = r, because QJ0 + Qε is
nonsingular and so A′J0 = (QJ0 +Qε)R has full row rank r. For a given δ > 0, define
W (δ) = W ′(δ) = diag(Ir−1, δ, δ2, δ3Im−r−1) ∈ D. Then with the notation in (2.2)
and (2.2a) we have that
J0 6∈ J(A), J1 ∈ J(A), dJ1 = δ2, dJ = δl with l ≥ 3 for J1 6= J ∈ J(A),
J0 ∈ J(A′), d′J0 = δ, d′J = δl with l ≥ 2 for J0 6= J ∈ J(A′).
(2.12)
Then we have from (2.4) and (2.12) that
lim
δ→0






















when ε→ 0. This proves the necessity part.
Sufficiency. Suppose that the condition in (2.10) holds. Then for each A′ =
A+ δA ∈ Cm×nr with ‖δA‖ < ρ and each J = {i1, . . . , ir} ⊂ {1, . . . ,m}, we have from
the perturbation theory of singular values [11] that
σr(A
′
J) ≥ σr(AJ)− ‖δA‖ ≥ ρ− ‖δA‖ > 0,
so rank(A′J) = r. Taking W
′ = W in Lemma 2.2 so d′J = dJ for all J = {i1, . . . , ir}
⊂ {1, . . . ,m}, we have that (for simplicity we use ∑J ≡∑J∈J(A) = ∑J∈J(A′))
(2.13)































































2 · · ·σr(A′M )2
σ1(AM )2 · · ·σr(AM )2 ,
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so by applying Lemma 1.1 and using exactly the same strategy as proving (2.9a) and
(2.9b), we obtain





When the condition in (2.10) holds, we have the following inequalities [27, Theo-
rem 4.1]:

















∥∥∥[A′†M (A′M −AM )A†J −A′†J (A′J −AJ)A†J] IJ∥∥∥
=
∥∥∥[A′†M (δA)M −A′†J (δA)J]A†J∥∥∥ ≤ 2‖δA‖ρρ′ ≤ 2‖δA‖ρ(ρ− ‖δA‖) .(2.16)
We then complete the proof by substituting (2.14)–(2.16) into (2.13).
Remark 2.2. Note that the condition in (2.10) guarantees that J(A) = J(A′)
(which automatically holds when A′ = A, as in the case of Theorem 2.1). The term





. When r is large, this bound would be very
rough where we have used the worst-case estimate. It is interesting if this bound can
be improved.
Finally, we consider the case in which there are general perturbations for the
matrices A and W .
Case 3. General case. In this case we have the following theorem.
Theorem 2.3. Suppose A ∈ Cm×nr with 0 < r, 1 > ∆ > 0 is a constant. Then
sup
W,W ′∈D,η≤∆
‖(W ′ 12A′)†W ′ 12 (I −A(W 12A)†W 12 )‖ < +∞
for any A′ = A+ δA ∈ Cm×nr with sufficiently small perturbations δA and δW , if and
only if the condition in (2.10) holds. Moreover, if the condition in (2.10) holds, then
for any A′ = A+ δA ∈ Cm×nr with ‖δA‖ < ρ, we have the following estimate:
sup
W, W ′∈D,η≤∆






















Proof. The necessity part is proved in Theorem 2.1 because we can choose W ′ =
W ∈ D. To prove the sufficiency part, suppose that the condition in (2.10) holds.
Then from (2.4) we get that
UPPER PERTURBATION BOUNDS OF WP, WLS, AND WLSE 939
(2.18)
































































Also, by the same strategy used to prove (2.9a)–(2.9b), for given J, M ∈ J(A) =
J(A′) we have that


















We then complete the proof by substituting (2.16) and (2.19) into (2.18).
Remark 2.3. From Theorems 2.1–2.3 we see that when ‖δA‖ → 0 and ∆→ 0,
‖(W ′ 12A′)†W ′ 12 (I −A(W 12A)†W 12 )‖ → 0
uniformly if and only if rank(A′) = rank(A) = r and any r rows of A are linearly
independent. These conditions are also essential for the stability of weighted pseudo-
inverses [26, 27], and in section 3 we will see that these conditions are also essential
for upper perturbation bounds of solutions of the WLS and WLSE problems. Also
notice that Theorems 2.1 and 2.2 are special cases of Theorem 2.3.


























and the error bound in (3.2) may be rough.
For the angle between weighted projections we have the following theorem.
Theorem 2.4. Suppose that A and A′ ∈ Cm×nr are such that the condition in











Proof. The estimate directly follows Theorem 2.3.
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3. Upper perturbation bounds of solutions of the WLS and WLSE
problems when weight matrix ranges over D. In this section, we will derive
upper perturbation bounds of solutions of the WLS and WLSE problems when the
weight matrices W, W ′ range over D by applying the results of previous section.
For A(W )† (and so A′(W ′)†) defined in (1.4) or (1.7), we have the following
decomposition by applying (1.10):
(3.1)
A′(W ′)† −A(W )† = A′(W ′)†(I −A′A(W )†)− (I −A′(W ′)†A′)A(W )†
= −A′(W ′)†δAA(W )† +A′(W ′)†(I −AA(W )†)
− (I −A′†A′)A†AA(W )†.
We first consider the upper perturbation bounds of the WLS solutions. We have
the following results.
Theorem 3.1. Suppose that A, A′ ∈ Cm×nr , W, W ′ = W + δW ∈ D with
‖W−1δW‖ ≤ ∆ < 1, b, b′ ∈ Cm, such that the condition in (2.10) holds and that
‖δA‖ < ρ. Consider the following perturbed WLS problem:
min
x∈Cn
‖W ′ 12 (A′x− b′)‖.(1.2a)
Let xWLS and x
′
WLS be the minimum norm solutions of (1.2) and (1.2a), respectively.
Then we have the following estimate:
(3.2)






















in which e3 is defined in Theorem 2.3, δrn = 0 when r = n and δrn = 1 when r < n,
x(0) and r(0) are, respectively, defined as
‖x(0)‖ = sup
W∈D
‖xWLS‖ and r(0) = (I −AA†)b.(3.3)
Furthermore, if r < n, then for any WLS solution x of (1.2),
x = A(W )†b+ (I −A†A)z(3.4)
there exists a WLS solution x′ of (1.2a), such that
(3.5)
‖x′ − x‖ ≤ 1
ρ− ‖δA‖
{
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Proof. By using the relations in (1.4) and (3.1), for any W, W ′ ∈ D we have the
following identity:
(3.6)
x′WLS − xWLS = A′(W ′)†b′ −A(W )†b = A′(W ′)†δb+ (A′(W ′)† −A(W )†)b
= A′(W ′)†(δb− δAxWLS) +A′(W ′)†(I −AA(W )†)b− (I −A′†A′)A†AxWLS .
Notice that (I − A′†A′)A†A = 0 when r = n, and ‖(I − A′†A′)A†A‖ ≤ ‖δA‖‖A′†‖ ≤




(‖δb‖+ (1 + δrn)‖δA‖‖xWLS‖)+‖A′(W ′)†(I−AA(W )†)‖‖r(0)‖.
Then by applying Theorem 2.3 we obtain the desired estimate in (3.2).
When r < n, then for any solution x of (1.2) of the form (3.4) choose x′ as
x′ = A′(W ′)†b′ + (I −A′†A′)[xWLS + (I −A†A)z];(3.4a)
then x′ is a WLS solution of (1.2a) (see (1.9)) and from (3.1) we have the following
identity:
x′ − x = A′(W ′)†(δb− δAxWLS) +A′(W ′)†(I −AA(W )†)r(0) −A′†A′(I −A†A)z.
Then by applying Theorem 2.3 we obtain the desired estimate in (3.5).
Remark 3.1. When the matrix A is of full column rank, Vavasis [22, Theo-
rem 2.3] provides a perturbation analysis in the case A′ = A. In fact Vavasis’s
estimate can be extended to a rank deficient case. Let A′ = A ∈ Cm×nr . Then for
any WLS solution x of (1.2) of the form in (3.4), let a WLS solution x
′
of (1.2a) be
of the form in (3.4a). Because δA = 0 and A′(W ′)† = A(W ′)†, we have
x′−x = A(W ′)†δb+A(W ′)†(I−AA(W )†)r(0) = A(W ′)†δb−A(W )†(I−AA(W ′)†)r(0).
Then by applying Theorem 2.1 we obtain the following estimate:
‖x′ − x‖ ≤ 1
ρ
{‖δb‖+ 2e1‖r(0)‖},
e1 = min{(1 + ∆)rm − 1, 1− (1−∆)2rm}.
(3.5a)
On the other hand, because AHW ′(I −AA(W ′)†) = 0, then
A(W )†(I −AA(W ′)†) = (AHWA)†AHW (I −AA(W ′)†)
= (AHWA)†AHWW−1(W −W ′)(I −AA(W ′)†),
and so we obtain

























where 1ρ̄ = sup
W∈D
‖AA(W )†‖ ≥ 1 [19, 16, 26]. Also in (3.6), by taking A′ = A we have,
x′WLS − xWLS = A(W ′)†δb+A(W ′)†(I −AA(W )†)r(0)
= A(W ′)†δb−A(W )†(I −AA(W ′)†)r(0),
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from which we see that estimates in (3.5a) and (3.5b) also hold when we replace x by
xWLS and x
′ by x′WLS . Notice that the bound (3.5b) is essentially the same as that
of Vavasis in [22, Theorem 2.3].
Comparing (3.5a) with (3.5b), we see that when ρ̄ is close to 1, r or m − r is
small, and then the error bounds (3.5a) and (3.5b) have the same order; when ρ̄ is
close to 1, both r and m − r are large, then the bound in (3.5b) is better; when ρ̄
is much large than 1, r or m − r is small, then the bound in (3.5a) is better. In the
following example, we provide the computational results.
Example 3.1. Let a ≥ 1, α = √2 + 4a2, and 0 < ∆ < 1,
A = A′ =
 1 0a a
0 1
 = QR, Q =












b = b′ =
 20.5
2








1 + 2a2 +
√
1 + 4a4








k 0 2 4 6
Rate a 0.243 0.198 0.198 0.198
Rate b 0.126 2.73e− 3 2.75e− 5 2.75e− 7
∆ = 0.1
Rate a 0.255 0.210 0.210 0.210
Rate b 0.131 2.91e− 3 2.93e− 5 2.93e− 7
∆ = 0.3
Rate a 0.280 0.246 0.246 0.246
Rate b 0.144 3.39e− 3 3.42e− 5 3.42e− 7
In Table 3.1 we compare bounds (3.5a) and (3.5b) for this example. We take
a = 10k, ∆ = 0.01, 0.1, and 0.3, rate a is the ratio of the norms of true error and
bound using (3.5a), and rate b is the ratio of the norms of true error and bound using
(3.5b).
Because in this example, rm = 1, and when a ≥ 1 increases, ρ̄ decreases and the
bound in (3.5b) becomes worse, while the bound in (3.5a) is much better.
Remark 3.2. From Theorem 3.1 we see that if rank(A′) = rank(A) = r and any
r rows of A are linearly independent; then when ‖δA‖ → 0 and ∆ → 0, ‖xWLS −
x′WLS‖ → 0 uniformly. As mentioned in Remark 2.2, when r is large, the error bound
provided in Theorem 3.1 would be rough.
Now we provide one example to verify the condition in (2.10) and another one to
verify the estimates in Theorem 3.1.
Example 3.2. Let ε 6= 0, w3 > 0, and
A =
 1 01 0
0 1
 , A′ =
 1 01 ε
0 1
 , b = b′ =
 10
0
 , W = W ′ = diag(1, 1, w3).
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Then rank(A) = rank(A′) = 2, and the condition (2.10) is violated. Now
























When ε→ 0, the above quantity becomes unbounded. This example shows the impor-
tance of the condition (2.10).
Example 3.3. Let 0 < ∆ < 1, ε > 0,
A =
 0.5 10.5√3 0
0.5 −1
 , A′ = A+ ε
 −1 1−1 −1
−1 1












, ‖δA‖ = 2ε.
Table 3.2
Ratios of ‖δx‖/bound (3.2).
∆\ε 0.0 0.01 0.1 0.3
0.01 0.180 0.0977 0.0887 0.0359
0.1 0.184 0.110 0.0913 0.0360
0.3 0.198 0.130 0.0973 0.0363
0.6 0.245 0.171 0.110 0.0365
In Table 3.2 we verify the bound (3.2) for this example. We take ∆ = 0.01, 0.1,
0.3, and 0.6, ε = 0.0, 0.01, 0.1, and 0.3. We list the ratios of the norms of true error
and the bound derived in (3.2).
From Table 3.2 we see that when ε is small, the bound (3.2) is good; when ε
becomes larger, the bound (3.2) becomes worse. Observe that in this example, ratios
are relatively insensitive to the change of ∆.
We now study the upper perturbation bounds of the WLSE solutions. We first
establish some relations between several suprema of weighted pseudoinverses.
Lemma 3.1. Suppose L ∈ Cm1×np , K,∈ Cm2×n, A = ( LK ) ∈ Cm×nr , and A(W ) =
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in which D2 is the set of positive diagonal matrices of order m2, and
ρ ≤ ρ1 ≤ ρ2(3.9)
with ρ ≡ minK∈J(A) inf+(AK).
Proof. The rank relations in (3.7) are proved in [27]. The identity in (3.8) for ρ1
is shown in [8, 27], and the identity in (3.8) for ρ2 is shown in [26], as that in (2.11).
That ρ ≤ ρ1 is obvious because there are more restrictions on ρ1 than ρ.
Now we prove that ρ1 ≤ ρ2. Let a unitary decomposition of L be
L = (G, 0)V H = GV H1 with V
HV = In, V
H
1 V1 = Ip, V = (V1, V2),





















































≤ σr−p(KJV2) = σr−p(KJP ) = σr−p((KP )J).
Because the above inequalities hold for any J ∈ J(KP ), we assert ρ1 ≤ ρ2.
Lemma 3.2 (see [27, Theorem 4.2]). Under the conditions in Lemma 3.1, let
L′ ∈ Cm1×np , K ′ ∈ Cm2×n, and A′ = A + δA = ( L
′
K′ ) ∈ Cm×nr be, respectively, the
perturbed versions of L, K, and A. Then ρ′1 > 0 for all sufficiently small perturbations
δA if and only if
any r − p rows of KP are linearly independent.(3.10)
If the condition in (3.10) holds, then for ‖δA‖ < ρ1, we have the following estimate:
ρ1 − ‖δA‖ ≤ ρ′1 ≤ ρ1 + ‖δA‖.(3.11)
Now we can establish the upper perturbation bounds of the WLSE problem.
Theorem 3.2. Suppose that L, L′ ∈ Cm1×np , K, K ′ ∈ Cm2×n, A = ( LK ),
A′ = A + δA = ( L
′
K′ ) ∈ Cm×nr , W, W ′ = W + δW ∈ D2 with ‖W−1δW‖ ≤ ∆ < 1,
h, h′ ∈ Cm1 , g, g′ ∈ Cm2 , b = (hg ), and b′ = (h
′
g′ ) such that h ∈ R(L). Suppose that
the condition in (3.10 ) holds, ‖δA‖ < ρ1, and ‖δK‖+ ‖δL‖‖L†‖‖K‖ < ρ2. Consider
the following perturbed WLSE problem:
min
x∈Cn
‖W ′ 12 (K ′x− g′)‖ subject to min
x∈Cn
‖L′x− h′‖.(1.5a)
Let xWLSE and x
′
WLSE be the minimum norm solutions of (1.5) and (1.5a), respec-
tively. Then we have the following estimate:
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‖x′WLSE − xWLSE‖ ≤ 1ρ1−‖δA‖
{


























rm2 = min{r − p,m2 − r + p} and r(0)2 = (I −KP (KP )†)(g −KL†h).(3.13)
Furthermore, when r < n, for any WLSE solution x of (1.5) that has the form
x = A(W )†b+ (I −A†A)z,(3.14)
there exists a WLSE solution x′ of (1.5a), such that
‖x′ − x‖ ≤ 1
ρ1 − ‖δA‖










Proof. By using the relations in (1.7) and (3.1), we have the following identity:
x′WLSE − xWLSE = A′(W ′)†b′ −A(W )†b = A′(W ′)†δb+ (A′(W ′)† −A(W )†)b
= A′(W ′)†(δb− δAxWLSE) +A′(W ′)†(I −AA(W )†)b
− (I −A′†A′)A†AxWLSE .
Taking norms in the above identity,
(3.16)
‖x′WLSE − xWLSE‖ ≤
1
ρ′1
(‖δb‖+ (1 + δrn)‖δA‖‖xWLSE‖)
+ ‖A′(W ′)†(I −AA(W )†)b‖.
Now from the forms of A(W ) and A(W )† in (1.7) and (1.8) we have
g −KxWLSE = (I −KP (W 12KP )†W 12 )(g −KL†h) = (I −KP (W 12KP )†W 12 )r(0)2
by applying (1.11). Taking into account that h− LxWLSE = 0 we have that
(3.17)









2 (I −KP (W 12KP )†W 12 )r(0)2 .
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Using (3.9) and (3.11), we also have the following estimates:
ρ′2 ≥ ρ′1 ≥ ρ1 − ‖δA‖,
‖K ′P ′ −KP‖ ≤ ‖δK‖+ ‖P ′ − P‖‖K‖ ≤ ‖δK‖+ ‖δL‖‖L†‖‖K‖.(3.18)
By applying Theorem 2.3 with KP replacing A and using the inequalities in Lemma
3.2, we obtain the desired estimate in (3.12).
When r < n, for any solution x of (1.5) in the form of (3.14), choose x′ as
x′ = A′(W ′)†b′ + (I −A′†A′)[xWLSE + (I −A†A)z];
then x′ is a WLSE solution of (1.5a), and from (3.1) we have the following identity:
x′ − x = A′(W ′)†(δb− δAxWLSE) +A′(W ′)†(I −AA(W )†)b−A′†A′(I −A†A)z.
Now applying (3.17) and (3.18) we obtain the desired estimate in (3.15).
Remark 3.3. From Theorem 3.2 we see that if rank(L′) = rank(L) = p, rank(A′) =
rank(A) = r, and any r−p rows of KP are linearly independent; then when ‖δA‖ → 0
and ∆→ 0, ‖xWLSE − x′WLSE‖ → 0 uniformly.
4. Upper perturbation bound of the weighted projections, WLS and
WLSE solutions when W ranges over P. In the case that P is a set of m×m
real symmetric diagonally dominant positive semidefinite matrices, Forsgren [8] had
constructed an interesting signature decomposition of W = UŴUT ∈ P, where U ≡
U(s) has the following form, with l = m(m+1)2 :
U(s) ≡ (u(s)1, . . . , u(s)l) ∈ Rm×l with
u(s)i = ei for i = 1, . . . ,m,
u(s)m+t(i,j) = ei + st(i,j)ej for 1 ≤ i < j ≤ m,
(4.1)
in which ej is the jth column of the identity matrix Im, and for 1 ≤ i < j ≤ m,
t(i, j) = m(i− 1)− i(i+ 1)
2
+ j and st(i,j) =
{
1 if wij ≥ 0,
−1 if wij < 0
and
Ŵ = diag(ŵ1, . . . , ŵl) with ŵi = wii −
m∑
j=1, j 6=i
|wij | for i = 1, . . .m,
ŵm+t(i,j) = |wij | for 1 ≤ i < j ≤ m.
(4.2)
For a detailed description of the signature decomposition of W , we refer to [8].
In this section, we will derive upper perturbation bounds of weighted projections,
WLS and WLSE solutions when weighted matrix W ranges over a set P ⊂ P(A)
which has the form
P = {W = UŴUT : U ∈ U , Ŵ = diag(ŵ1, . . . , ŵl) ≥ 0
such that rank(WA) = rank(A)}(4.3)
in which the given set U ⊂ Rm×l satisfies




‖(UTJ A)†UTJ ‖ < +∞,(4.4)
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supW∈P ‖(W 12A)†W 12 ‖
=
1
supU∈U maxJ∈J(Â) ‖(UTJ A)†UT ‖
.
When discussing upper perturbation bounds, we will consider only the case W ′ = W .
If W ′ 6= W , calculations become extremely complicated.
































H), and d̂J = det(ŴJJ).





2 (I −A(W 12A)†W 12 ) = (Ŵ 12 Â′)†Ŵ 12 (I − Â(Ŵ 12 Â)†Ŵ 12 )UT .
Applying Lemma 2.2 we obtain the desired result.
Theorem 4.1. Suppose A ∈ Cm×nr with 0 < r. Then
sup
W∈P
‖(W 12A′)†W 12 (I −A(W 12A)†W 12 )‖ < +∞
for any A′ = A + δA ∈ Cm×nr with sufficiently small perturbation δA if and only if
for any U ∈ U and any vector of sequence of increasing r integers J = {i1, . . . , ir} ⊂
{1, . . . ,m}
rank(UTJ ) = r implies rank(U
T
J A) = r.(4.8)
If the condition in (4.8) holds, then for any A′ = A+ δA ∈ Cm×nr with ‖δA‖ < ρ̂ and
U ∈ U , J(Â′) = J(Â) we have the following estimate:
sup
W∈P
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Proof. Using Lemma 4.1 it is easy to see that the proof follows exactly the same






















For a square matrix C, denote λj(C) a nonzero eigenvalue of C for j = 1, . . . , rank(C).
Note that for j = 1, . . . , r we have that
λj(ÂM Â
H
M · (UTM )†T (UTM )†) = λj((UTM )†ÂM ÂHM · (UTM )†T ) = σj((UTM )†ÂM )2,




































































For the upper perturbation bound of the WLS problem when the weight matrix
W ranges over P, we have the following theorem.
Theorem 4.2. Suppose that A, A′ ∈ Cm×nr , b, b′ ∈ Cm, W ∈ P, such that the




‖W 12 (A′x− b′)‖.(1.2b)
Let xWLS and x
′
WLS be the minimum norm solutions of (1.2) and (1.2b), respectively.
Then we have the following estimate:
(4.11)














in which x̂(0) and r(0) are, respectively, defined by
‖x̂(0)‖ = sup
W∈P
‖xWLS‖ and r(0) = (I −AA†)b.(4.12)
Furthermore, when r < n, for any WLS solution x of (1.2) of the form (3.4), there
exists a WLS solution x′ of (1.2b), such that
sup
W∈P
‖x′ − x‖ ≤ 1
ρ̂− ‖δA‖
{(
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Proof. The proof is exactly the same as in Theorem 3.1, except that we estimate
‖A′(W )†(I −AA(W )†)‖ using (4.9) instead of (2.11).
To derive an upper perturbation bound of the WLSE problem when the weight
matrix W ranges over P, we need the following results.
Lemma 4.2. Suppose L ∈ Cm1×np , K,∈ Cm2×n, A = ( LK ) ∈ Cm×nr , and a setP2 ⊂ P(KP ) has the following form:
P2 = {W = UŴUT : U ∈ U , Ŵ = diag(ŵ1, . . . , ŵl) ≥ 0
such that rank(WKP ) = rank(KP )},(4.3a)
in which the given set U ⊂ Rm2×l satisfies
(4.4a)










































Proof. The equalities in (4.14) are proved in [8, 27] and the inequality in (4.15)
can be proved in exactly the same way as the proof of (3.9).
Lemma 4.3 (see [27]). Suppose that L, L′ ∈ Cm1×np , K, K ′ ∈ Cm2×n, A =





) ∈ Cm×nr . Then ρ̂′1 > 0 for all sufficiently small perturbations
δA if and only if for any U ∈ U and any vector of r − p increasing integers J =
{i1, . . . , ir−p} ⊂ {1, . . . ,m2},
rank(UTJ ) = r − p implies rank(UTJ KP ) = r − p.(4.16)
If the condition (4.16) holds, then for ‖δA‖ < ρ̂1 we have
ρ̂1 − ‖δA‖ ≤ ρ̂′1 ≤ ρ̂1 + ‖δA‖.(4.17)
Now we have the following theorem.










) ∈ Cm×nr , h, h′ ∈ Cm1 , g, g′ ∈ Cm2 , b = (hg), b′ = (h′g′), and h ∈ R(L),
such that the condition in (4.16) holds, ‖δA‖ < ρ̂1, and ‖δK‖+ ‖δL‖‖L†‖‖K‖ < ρ̂2.
Consider the following perturbed WLSE problem:
min
x∈Cn
‖W 12 (K ′x− g′)‖ subject to min
x∈Cn
‖L′x− h′‖.(1.5b)
Let xWLSE and x
′
WLSE be the minimum norm solutions of (1.5) and (1.5b),
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respectively. Then we have the following estimate:
‖x′WLSE − xWLSE‖ ≤ 1ρ̂1−‖δA‖
{(





























2 are, respectively, defined by
‖x̂(0)2 ‖ = sup
W∈P2
‖xWLSE‖ and r(0)2 = (I −KP (KP )†)(g −KL†h).(4.19)
Furthermore, when r < n, then for any WLSE solution x of (1.5) in the form of (3.14)
there exists a WLSE solution x′ of (1.5b), such that
‖x′ − x‖ ≤ 1
ρ̂1 − ‖δA‖
{(











Proof. The proof is exactly the same as in Theorem 3.3, except that we estimate
‖A′(W )†(I −AA(W )†)‖ using (4.9) instead of (2.11).
5. Concluding remarks. We derived upper perturbation bounds of weighted
projections associated with the WLS and WLSE problems when W ranged over the set
D. We then applied these bounds to deduce upper perturbation bounds of solutions of
WLS and WLSE problems when W ranged over D. It was shown that when ‖δA‖ → 0
and ∆→ 0, then ‖xWLS−x′WLS‖ → 0 uniformly if and only if rank(A′) = rank(A) = r
and any r rows of A are linearly independent for the WLS problem. When ‖δA‖ → 0
and ∆→ 0, ‖xWLSE−x′WLSE‖ → 0 uniformly if and only if rank(L′) = rank(L) = p,
rank(A′) = rank(A) = r, and any r − p rows of KP are linearly independent for the
WLSE problem. We also extended the estimates to the case that W ranges over a
subset of real symmetric positive semidefinite matrices.
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