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Résumé
De nombreux problèmes d'optimisation issus du monde réel, notamment dans le domaine de
la logistique, doivent faire fae à beauoup de diultés. En eet, ils sont souvent aratérisés
par des espaes de reherhe vastes et omplexes, de multiples fontions objetif ontraditoires,
et une foule d'inertitudes qui doivent être prises en ompte. Les métaheuristiques sont des
andidates naturelles pour résoudre es problèmes, e qui les rend préférables aux méthodes
d'optimisation lassiques. Toutefois, le développement de métaheuristiques eaes déoule d'un
proessus de reherhe omplexe. Le ÷ur de e travail réside en la oneption, l'implémentation
et l'analyse expérimentale de métaheuristiques pour l'optimisation multiobjetif, ainsi que leurs
appliations à des problèmes logistiques de tournées et d'ordonnanement. Tout d'abord, une vue
uniée de es approhes est présentée, puis intégrée dans une plateforme logiielle dédiée à leur
implémentation, ParadisEO-MOEO. Ensuite, plusieurs approhes de oopération, ombinant des
métaheuristiques pour l'optimisation multiobjetif, sont proposées. Enn, la question de la prise
en ompte l'inertitude est abordée dans le ontexte de l'optimisation multiobjetif.
Mots lés. Reherhe opérationnelle ; Optimisation ombinatoire ; Optimisation multiobjetif ;
Programmation heuristique ; Algorithmes hybrides ; Inertitude ; Ordonnanement ; Problème du
voyageur de ommere.
Abstrat
Many real-world optimization problems, espeially in the eld of logistis, have to fae a lot of
diulties. Indeed, they are often haraterized by large and omplex searh spaes, multiple
oniting objetive funtions, and a host of unertainties that have to be taken into aount.
Metaheuristis are natural andidates to solve those problems and make them preferable to las-
sial optimization methods. However, the development of eient metaheuristis results in a
omplex engineering proess. The ore subjet of this work lies in the design, implementation
and experimental analysis of metaheuristis for multiobjetive optimization, together with their
appliations to logisti problems from routing and sheduling. Firstly, a unied view of suh
approahes is presented and then integrated into a software framework for their implementation,
ParadisEO-MOEO. Next, some ooperative approahes ombining metaheuristis for multiob-
jetive optimization are proposed. At last, the issue of unertainty handling is disussed in the
ontext of multiobjetive optimization.
Keywords. Operational researh ; Combinatorial optimization ; Multiobjetive optimisation ;
Heuristi programming ; Hybrid algorithms ; Unertainty ; Sheduling ; Travelling Salesman Pro-
blem.
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Introdution générale
Cette thèse s'insrit dans le domaine de l'optimisation multiobjetif, et en partiulier de l'étude
et de la résolution de problèmes d'optimisation ombinatoires et diiles issus de la logistique.
Elle a été menée au sein de l'équipe DOLPHIN
1
du laboratoire d'informatique fondamentale de
Lille (LIFL, CNRS, Université Lille 1), ommune à l'équipe-projet du même nom du entre de
reherhe INRIA Lille-Nord Europe.
Beauoup de problèmes d'optimisation issus du monde réel sont omplexes et diiles à résoudre.
De plus, les problèmes d'optimisation renontrés en pratique sont rarement monoobjetif, et
requièrent souvent la prise en ompte de plusieurs ritères onituels, e qui amplie enore
le degré de diulté. Ainsi, de nombreux domaines industriels, notamment en logistique, se
doivent de faire fae à des problèmes multiobjetif omplexes et de grande taille. D'autant que
la omplexité des problèmes d'optimisation multiobjetif augmente en fontion de la taille du
problème à résoudre, aussi bien en termes d'espae de reherhe qu'en termes de nombre de
fontions objetif à optimiser. Aussi, bien des problèmes multiobjetif aadémiques et industriels
sont NP-diiles, et ne peuvent don généralement pas être résolus de façon exate en un temps
de alul raisonnable. Il s'avère don néessaire de onsidérer des méthodes alternatives. Pour
ela, les métaheuristiques ont onnu un intérêt grandissant au ours des deux dernières déennies.
De nos jours, les métaheuristiques pour l'optimisation multiobjetif onstituent un domaine de
reherhe et de développement très atif.
D'une part, les métaheuristiques représentent une lasse de méthodologies de résolution appro-
hées qui sont appliables à une large variété de problèmes d'optimisation. Elles sont indépen-
dantes du problème à résoudre, et doivent don être ajustées à la résolution d'un problème
partiulier, ei par le biais d'un sous-ensemble de omposants algorithmiques dépendants du
problème traité. Les métaheuristiques sont des approhes générales de haut niveau utilisées pour
guider et diriger, de façon sous-jaente, la oneption d'une méthode de résolution dédiée à un
problème d'optimisation partiulier. Elles omptent parmi les tehniques les plus eaes pour
résoudre, en un temps de alul raisonnable, des problèmes d'optimisation diiles dans de
nombreux domaines de la reherhe opérationnelle.
Ces dernières années, il est devenu évident que le développement de métaheuristiques eaes se
base sur un proessus d'ingénierie omplexe qui ombine les aspets de oneption, d'implémenta-
tion et d'analyse expérimentale. La diulté de e proessus est en partie due à la omplexité des
problèmes abordés et au grand nombre de degrés de liberté aordés aux herheurs et aux prati-
iens onfrontés à l'élaboration de tels algorithmes. Ce proessus de développement requiert une
méthodologie solide qui aborde les diérentes questions survenant lors des phases de oneption
algorithmique, d'implémentation, ainsi que d'évaluation et d'analyse expérimentale. De plus, des
études supplémentaires sont néessaires pour omprendre quelles métaheuristiques se montrent
les plus adaptées à tel ou tel type de problème, et pour omprendre les relations existantes entre
les multiples omposants algorithmiques, l'inuene des paramètres, et.
D'autre part, de nombreux problèmes d'optimisation issus du monde réel requièrent la onsidéra-
tion simultanée de plusieurs ritères, généralement en onit les uns ave les autres. À haun de
1. Disrete multiobjetive Optimization for Large sale Problems with Hybrid dIstributed tehNiques.
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es ritères orrespond une fontion objetif à optimiser (minimiser ou maximiser), qui relève de
la modélisation du problème traité. De tels problèmes d'optimisation multiobjetif sont réputés
pour être partiulièrement diiles à résoudre. En eet, ontrairement au as monoobjetif, il
n'existe pas une solution optimale unique, mais un ensemble de solutions optimales, dites Pareto
optimales. Une solution est Pareto optimale si l'amélioration à l'égard d'une des fontions ob-
jetif entraîne invariablement une détérioration relativement à une autre fontion objetif. Ces
solutions représentent les ompromis entre les diérentes fontions objetif à optimiser. L'union
des solutions Pareto optimales forme l'ensemble Pareto optimal, et l'image de et ensemble dans
l'espae objetif est appelé le front Pareto. Ainsi, l'optimisation multiobjetif s'intéresse aux par-
tiularités liées à l'existene de es solutions optimales multiples, et aux méthodes de résolution
dédiées à e type de problèmes, bien souvent NP-diiles.
La résolution d'un problème d'optimisation multiobjetif onsiste à trouver la solution Pareto op-
timale qui répond au mieux aux préférenes du déideur. L'optimisation multiobjetif est don
étroitement liée au domaine de la prise de déision multiritère. Les approhes de résolution
initiales onsistaient à réduire le problème original en un problème monoobjetif. Néanmoins,
depuis plusieurs années, une des questions fondamentales de l'optimisation multiobjetif s'ap-
parente à l'identiation de l'ensemble Pareto optimal, ou à une approximation de elui-i pour
des problèmes diiles de grande taille. Dans e ontexte, les métaheuristiques en général, et
les algorithmes évolutionnaires en partiulier, onnaissent un intérêt grandissant. Dans la litté-
rature du domaine, la résolution d'un problème multiobjetif à l'aide d'une métaheuristique est
en eet ommunément entendue omme la reherhe d'une approximation de l'ensemble Pareto
optimal satisfaisant les onditions unanimes de onvergene vers le front Pareto et de diversité
uniforme. Ces deux aratéristiques ontrlent l'obtention de solutions prohes, et bien distri-
buées le long du front Pareto, de sorte qu'auune information utile ne soit perdue. Par rapport au
as monoobjetif, les diultés supplémentaires liées à la résolution de problèmes d'optimisation
multiobjetif résultent du fait qu'il n'existe pas d'ordre total entre les solutions, que la stru-
ture du front Pareto est variable d'un problème à l'autre, et que le nombre de solutions Pareto
optimales roît en fontion de la taille du problème, en partiulier selon le nombre d'objetifs.
Dans e mémoire de thèse, nous nous intéressons aux problématiques liées à la résolution de
problèmes d'optimisation multiobjetif à l'aide de métaheuristiques, et en partiulier aux phases
suessives de oneption, d'implémentation et d'analyse expérimentale de e type d'approhes.
Par ailleurs, nous étudions deux problèmes d'optimisation ombinatoires issus du domaine de la
logistique, et à l'appliation de métaheuristiques pour leur résolution. Puis, suite à une étude
approfondie des métaheuristiques pour l'optimisation multiobjetif, nous nous intéressons à la o-
opération de plusieurs métaheuristiques. Nous montrons pour nir qu'en plus de leur omplexité
intrinsèque et de leurs multiples fontions objetif, beauoup de problèmes d'optimisation sont
également sujets à toute sorte d'inertitude. Nous examinons, d'un point de vue métaheuristique
et multiobjetif, omment prendre es diérentes soures d'inertitude en ompte, et quelles en
sont les réperussions sur le développement des méthodes de résolution. Les diérents aspets
ouverts au ours de e mémoire de thèse sont illustrés sur la gure 1.
Dans un premier temps, nous nous onentrons prinipalement sur le développement de métaheu-
ristiques dédiées à l'approximation de l'ensemble Pareto optimal. Une vue uniée est présentée
pour la oneption de métaheuristiques eaes dédiées à la résolution de problèmes d'optimisa-
tion multiobjetif ontinus ou ombinatoires. Un aent partiulier est mis sur les omposants de
reherhe spéiques à l'aspet multiobjetif. Nous proposons ensuite une plateforme logiielle
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Fig. 1  Interonnexion entre les prinipaux thèmes abordés au ours de e manusrit de thèse.
dédiée à l'implémentation exible et réutilisable de telles méthodes : ParadisEO-MOEO. Il s'agit
du module de la plateforme ParadisEO spéiquement onsaré aux métaheuristiques pour l'op-
timisation multiobjetif, et basé sur une séparation laire entre la méthode de résolution et le
problème à traiter. Enn, nous modélisons les deux problèmes traités ii en vue de leur résolution
par métaheuristique, et nous menons une analyse expérimentale d'un ensemble de méthodes sur
es deux appliations.
Dans un seond temps, nous nous attardons sur le développement de métaheuristiques oopéra-
tives, séquentielles et parallèles, toujours dans le adre de l'optimisation multiobjetif. En eet,
les métaheuristiques sont onsidérées omme des méthodes de référene pour bon nombre de
problèmes d'optimisation. Cependant, il est à présent devenu évident que se onentrer sur un
seul type de métaheuristiques s'avère plutt restritif. Une ombinaison appropriée de onepts
provenant de diérentes méthodologies permet dans bien des as de produire un omportement
plus eae et une plus grande exibilité lorsque des problèmes de grande envergure issus du
monde réel sont traités. Les métaheuristiques hybrides sont des approhes d'optimisation qui
ombinent diérentes métaheuristiques, ou qui intègrent des tehniques issues de l'intelligene
artiielle ou de la reherhe opérationnelle au sein d'une métaheuristique. Pour ela, nous propo-
sons plusieurs shémas de oopération généraux, et validons leurs intérêts sur les deux problèmes
d'optimisation multiobjetif ombinatoire étudiés.
Dans un dernier temps, nous onstatons qu'une grande partie des problèmes d'optimisation réels
sont soumis à des inertitudes, tant au niveau des fontions objetif qu'au niveau des paramètres
environnementaux, ou enore des variables de déision. Ces diérentes soures d'inertitude se
doivent d'être prises en ompte au ours de la modélisation et de la résolution du problème.
D'un point de vue multiobjetif, es inertitudes onstituent un obstale majeur, puisqu'elles
empêhent l'identiation de l'ensemble Pareto optimal. En dépit de leur exibilité, les métaheu-
ristiques sont très rarement explorées pour s'attaquer à des problèmes de nature stohastique.
Pourtant, elles semblent être des andidates intéressantes. Nous pensons qu'ave un minimum
d'ajustements, elles peuvent être appliquées à une large variété de problèmes d'optimisation sous
inertitude, dont des problèmes multiobjetif. Nous examinons tout d'abord omment prendre
en ompte es diérentes soures d'inertitude, et nous nous intéressons pour ela aux approhes
fondées sur un éhantillonnage. Ensuite, nous disutons de l'adaptation des métaheuristiques
pour résoudre e type de problèmes, et nous reensons les diérentes alternatives envisageables.
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Plan du manusrit
Chapitre 1. Le premier hapitre introduit les bases de l'optimisation multiobjetif, onnais-
sanes requises pour la bonne ompréhension des travaux présentés dans les hapitres ulté-
rieurs. Ainsi, nous donnons les dénitions essentielles, et disutons de diérentes approhes de
résolution et de l'analyse de leurs performanes. De plus, nous présentons les deux problèmes
d'optimisation ombinatoire multiobjetif qui vont nous intéresser par la suite. Il s'agit d'un
problème d'ordonnanement de type Flowshop déjà étudié au sein de l'équipe DOLPHIN (Bas-
seur, 2005; Lemesre, 2006), et d'un problème de tournées pour la première fois formulée de
façon multiobjetif : le problème de Ring-Star, faisant référene au travail de Jozefowiez (2004).
Chapitre 2. Le seond hapitre onstitue le noyau de ette thèse. Il s'intéresse à la oneption,
à l'implémentation et à l'analyse expérimentale de métaheuristiques pour l'optimisation mul-
tiobjetif. Une uniation de la oneption de telles méthodes est proposée. Bien que ette vue
uniée soit ommune à tout type de métaheuristique, l'aent est mis sur deux méthodologies
partiulières : les algorithmes évolutionnaires et les algorithmes de reherhe loale. Diverses
ontributions algorithmiques sont également présentées. Nous dévoilons ensuite la tradution
de e modèle de oneption en une plateforme logiielle dédiée à l'implémentation de mé-
taheuristiques pour l'optimisation multiobjetif : ParadisEO-MOEO. Celle-i fait suite à un
travail de thèse réalisée dans l'équipe DOLPHIN (Cahon, 2005). Enn, nous fournissons une
étude omparative à propos des performanes d'un ensemble de méthodes pour la résolution
des deux problèmes traités ii : le problème de Flowshop et le problème de Ring-Star. Ces
deux appliations nous permettent par ailleurs d'analyser expérimentalement l'inuene des
omposants de reherhe sur le omportement général de es algorithmes.
Chapitre 3. Au ours du troisième hapitre, nous nous intéressons aux métaheuristiques hy-
brides pour l'optimisation multiobjetif. Deux modèles de oopération sont proposés. Le pre-
mier se base sur la omplémentarité de deux métaheuristiques, exéutées en séquene, pour
aomplir des tâhes ontraditoires : l'amélioration de solutions existantes (intensiation) et
la déouverte de nouvelles régions à explorer (diversiation). Le deuxième shéma d'hybrida-
tion se base sur l'exéution parallèle de plusieurs métaheuristiques. Chaune d'elles s'emploie
à trouver une approximation de l'ensemble Pareto optimal loalisé dans une sous-région de
l'espae objetif ; e dernier étant divisé à l'aide de points de référene multiples.
Chapitre 4. Le dernier hapitre disute de la prise en ompte de l'inertitude au sein de pro-
blèmes d'optimisation multiobjetif. Nous analysons diérentes options pour la gestion des
soures d'inertitude, et la manière dont es options aetent la oneption de métaheuris-
tiques. Un bilan et une lassiation des approhes existantes sont proposés. Nous présen-
tons ensuite diérentes ontributions méthodologiques, en termes de résolution algorithmique
et d'analyse de performanes. Enn, nous étudions la résolution du problème de Flowshop
multiobjetif ave durées d'exéutions stohastiques, et soulevons de nouvelles perspetives à
propos des métaheuristiques pour l'optimisation multiobjetif en environnement inertain.
Nous onlurons le manusrit en synthétisant les prinipales ontributions présentées, et en dé-
nombrant de nouvelles voies à explorer suite à e travail de thèse.
Chapitre 1
Optimisation multiobjetif
Ce premier hapitre a pour but d'introduire les prérequis néessaires à la bonne ompréhension
de ette thèse. Ainsi, dans un premier temps, nous présenterons le ontexte de l'optimisation
multiobjetif, les prinipales dénitions, et surtout les problématiques essentielles liées à e do-
maine de reherhe, tant au niveau des approhes de résolution qu'à elui de l'évaluation des
performanes. Dans un seond temps, nous présenterons les deux problèmes d'optimisation om-
binatoire multiobjetif auxquels nous allons partiulièrement nous intéresser par la suite, à savoir
le problème de Flowshop, et le problème de Ring-Star.
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6 Optimisation multiobjetif
Introdution
L'optimisation multiobjetif est un domaine fondamental de l'aide à la déision multiritère,
auquel de nombreux milieux sientiques et industriels se doivent de faire fae. Au ours des
deux dernières déennies, un très grand nombre de travaux, à la fois théoriques et appliqués, ont
été publiés dans e domaine. La résolution d'un problème d'optimisation multiobjetif onsiste à
déterminer la solution orrespondant au mieux aux préférenes du déideur parmi les solutions de
bon ompromis. L'une des questions les plus diiles est don liée à l'identiation de l'ensemble
Pareto optimal, ou d'une approximation de elui-i pour des problèmes omplexes.
Ainsi, de nombreux domaines appliatifs se doivent de répondre à l'optimisation multiobjetif.
En partiulier, beauoup de problèmes de logistique renontrés dans l'industrie sont de nature
multiobjetif. La logistique et les transports sont au entre de nombreuses préoupations éo-
nomiques et pratiques, notamment dans la région Nord-Pas-de-Calais. Il n'est don pas étonnant
que e type de problème soit plus qu'abondamment étudié en reherhe opérationnelle. Au sein
de ette thèse, nous allons nous intéresser à deux problèmes d'optimisation multiobjetif issus de
la logistique et des transports en général, et de l'ordonnanement et du routage en partiulier. Il
s'agit d'un problème d'ordonnanement de type Flowshop, présenté sous une forme à deux et à
trois fontions objetif, et du problème de Ring-Star, généralisation d'un problème de tournées
en un problème biobjetif.
Le hapitre est organisé de la façon suivante. Tout d'abord, un ensemble de dénitions pour
l'optimisation multiobjetif est donné dans la setion 1.1. Puis, dans la setion 1.2, nous pré-
sentons une lassiation des diérentes approhes de résolution. Ensuite, la setion 1.3 traite
de l'évaluation des performanes dans le adre de l'optimisation multiobjetif. Enn, dans la
setion 1.4, nous présentons deux problèmes d'optimisation ombinatoire multiobjetif pratiques
et omplexes que nous traiterons par la suite.
1.1 Dénitions
Cette setion ouvre les prinipaux onepts, dénitions et notations liés à l'optimisation multiob-
jetif, tels que la relation de dominane Pareto, l'optimalité Pareto, l'ensemble Pareto optimal,
et le front Pareto. De nombreuses dénitions sont tirées du livre de Ehrgott (2005).
1.1.1 Formulation générale d'un problème d'optimisation multiobjetif
Dénition 1.1 (Problème d'optimisation multiobjetif) Un problème d'optimisation mul-
tiobjetif (multiobjetive optimization problem, MOP) peut être déni omme suit :
(MOP ) =
{
min f(x) = (f1(x), f2(x), . . . , fn(x))
tel que : x ∈ X (1.1)
où n est le nombre d'objetifs (n ≥ 2), X est l'ensemble des solutions réalisables dans l'espae
déisionnel, et x = (x1, x2, . . . , xk) ∈ X est un veteur représentant les variables de déision. Dans
le as ombinatoire, X est un ensemble disret. À haque solution x ∈ X est assoié un veteur
objetif z ∈ Z sur la base d'un veteur de fontions f : X → Z tel que z = (z1, z2, . . . , zn) =
f(x) = (f1(x), f2(x), . . . , fn(x)), où Z = f(X) représente l'ensemble des points réalisables de
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Fig. 1.1  Espae déisionnel et espae objetif d'un problème d'optimisation multiobjetif (exemple
ave deux variables de déisions et deux fontions objetif).
l'espae objetif (Fig. 1.1). Sans perte de généralité, nous supposerons par la suite que Z ⊆ Rn
et que toutes les fontions objetif sont à minimiser.
1.1.2 Notions de dominane Pareto et d'optimalité
Dans le domaine de l'optimisation multiobjetif, le déideur évalue généralement une solution
par rapport à haun des ritères, et se positionne don naturellement dans l'espae objetif.
Néanmoins, ontrairement au as monoobjetif où il existe un ordre total parmi les solutions
réalisables, il n'existe généralement pas de solution qui serait à la fois optimale pour haque
objetif, étant donnée la nature onituelle de es derniers. Ainsi, une relation de dominane,
d'ordre partiel, est généralement dénie.
Dénition 1.2 (Dominane Pareto) Un veteur objetif z ∈ Z domine un veteur objetif
z′ ∈ Z ssi ∀i ∈ {1, 2, . . . , n}, zi ≤ z′i et ∃j ∈ {1, 2, . . . , n} tel que zj < z′j . Cette relation sera
notée z ≻ z′. Par extension, une solution x ∈ X domine une solution x′ ∈ X, noté x ≻ x′, ssi
f(x) ≻ f(x′).
Dénition 1.3 (Veteur non-dominé) Un veteur objetif z ∈ Z est non-dominé ssi ∀z′ ∈ Z,
z′ 6≻ z (Fig. 1.2).
Dénition 1.4 (Solution Pareto optimale) Une solution x ∈ X est Pareto optimale (ou
non-dominée) ssi ∀x′ ∈ X, x′ 6≻ x.
Ainsi, toute solution Pareto optimale peut être onsidérée omme optimale puisqu'auune amé-
lioration n'est possible sur la valeur d'un objetif sans en dégrader elle d'un autre. La notion de
Pareto optimalité, initialement utilisée en éonomie et dans les sienes de management, prend
ses raines dans les travaux de Edgeworth (1881) et Pareto (1896). Ces solutions Pareto optimales
forment l'ensemble Pareto optimal, noté XE . L'image de et ensemble dans l'espae objetif est
le front Pareto, et sera noté ZN .
Dénition 1.5 (Ensemble Pareto optimal) Étant donné un MOP(f,X), l'ensemble Pareto
optimal est déni omme suit : XE = {x ∈ X| 6 ∃x′ ∈ X,x′ ≻ x}.
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f2
f1
vecteur dominé
vecteur non-dominé
Fig. 1.2  Veteurs dominés et non-dominés dans l'espae objetif.
Dénition 1.6 (Front Pareto) Étant donné un MOP(f,X) et son ensemble Pareto optimal
XE, le front Pareto est déni omme suit : ZN = {f(x)|x ∈ XE}.
1.1.3 Autres notions de dominane
Il existe des relations de dominane diérentes de la dominane Pareto, omme la dominane
faible, la dominane strite et l'ǫ-dominane (Helbig et Pateva, 1994; Laumanns et al., 2002).
Elles sont dénies i-dessous.
Dénition 1.7 (Dominane faible) Un veteur objetif z ∈ Z domine faiblement un veteur
objetif z′ ∈ Z ssi ∀i ∈ {1, 2, . . . , n}, zi ≤ z′i. Cette relation sera notée z  z′.
Dénition 1.8 (Dominane strite) Un veteur objetif z ∈ Z domine stritement un ve-
teur objetif z′ ∈ Z ssi ∀i ∈ {1, 2, . . . , n}, zi < z′i. Cette relation sera notée z > z′.
Dénition 1.9 (ǫ-dominane) Un veteur objetif z ∈ Z ǫ-domine un veteur objetif z′ ∈ Z,
ave ǫ > 1, ssi ∀i ∈ {1, 2, . . . , n}, zi ≤ ǫ · z′i. Cette relation sera notée z ǫ z′.
Dénition 1.10 (ǫ-dominane additive) Un veteur objetif z ∈ Z ǫ-domine de façon addi-
tive un veteur objetif z′ ∈ Z, ave ǫ > 0, ssi ∀i ∈ {1, 2, . . . , n}, zi ≤ ǫ + z′i (Fig. 1.3). Cette
relation sera notée z ǫ+ z′.
Par extension, on dira qu'une solution x ∈ X domine faiblement, domine stritement ou ǫ-
domine une solution x′ ∈ X si la relation de dominane est vériée pour les veteurs objetif
orrespondants (respetivement f(x) et f(x′)).
1.1.4 Bornes du front Pareto
Maintenant, supposons que l'optimum soit onnu pour haque fontion objetif, alors nous pou-
vons dénir la notion de point idéal, de point utopique et de point nadir.
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Fig. 1.3  Illustration de la notion d'ǫ-dominane additive.
Dénition 1.11 (Point idéal) Le point idéal z∗ = (z∗1 , z
∗
2 , . . . , z
∗
n) est le veteur qui minimise
haque fontion objetif individuellement, z∗i = minx∈X fi(x) pour i ∈ {1, 2, . . . , n}.
Bien sûr, e veteur idéal est rarement réalisable en pratique ar les objetifs sont souvent en
onit les uns ave les autres.
Dénition 1.12 (Point utopique) Le point utopique z∗∗ = (z∗∗1 , z
∗∗
2 , . . . , z
∗∗
n ) est le veteur
objetif irréalisable dont les omposantes sont formées par z∗∗i = z
∗
i − ǫi pour i ∈ {1, 2, . . . , n},
où z∗ est le point idéal et ǫ est un veteur de valeurs salaires stritement positives relativement
petites mais signiatives.
Dénition 1.13 (Point nadir) Le point nadir zn = (zn1 , z
n
2 , . . . , z
n
n) est le veteur qui orres-
pond au maximum de haque fontion objetif parmi les solutions de l'ensemble Pareto optimal,
zni = maxx∈XE fi(x) pour i ∈ {1, 2, . . . , n}.
Ce point nadir est bien plus diile à aluler que le point idéal, notamment lorsque le nombre
de fontions objetif est stritement supérieur à deux. Le point idéal z∗ et le point nadir zn sont
représentés graphiquement sur la gure 1.1.
1.2 Approhes de résolution
Cette setion présente les diérentes approhes de résolution de l'optimisation multiobjetif.
Tout d'abord, une lassiation sur la façon de résoudre le problème traité du point de vue du
déideur est présentée. Ensuite, nous délimitons les diérentes formes que peut prendre l'ensemble
Pareto optimal. Puis nous nissons par une taxinomie des prinipales méthodologies de résolution
d'un point de vue algorithmique. Une lassiation de toutes es questions essentielles pour la
résolution de problèmes d'optimisation multiobjetif est donnée dans la gure 1.4.
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méthodes exactes méthodes approchées
heuristiques méthodes 
d'approximation
métaheuristiques
métaheuristiques
à base de
solution unique
métaheuristiques
à base de
population
heuristiques
spécifiques
aide à la décision
a priori a posteriori interactive
ensemble
minimal
ensemble
maximal
ensemble Pareto optimal
méthodologie de résolution
Fig. 1.4  Classiation des approhes de résolution pour l'optimisation multiobjetif.
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Fig. 1.5  Approhe de résolution interative : oopération progressive entre le déideur et la méthode
de résolution.
1.2.1 Optimisation multiobjetif et aide à la déision
Résoudre un problème d'optimisation multiobjetif onsiste à trouver la solution Pareto optimale
qui orrespond le mieux aux préférenes du déideur. L'une des questions fondamentales lors de
la résolution d'un tel problème est don étroitement liée à la oopération entre le déideur et la
méthode de résolution. Plusieurs sénarios existent à propos du rle que peut jouer le déideur
dans un proessus de prise de déision.
 A priori. Dans e as, le déideur fournit des onnaissanes ou des préférenes sur le problème
à résoudre avant le proessus d'optimisation, ei en vue d'aider la méthode de résolution
dans sa reherhe. En pratique, ei se traduit fréquemment en la transformation du problème
d'optimisation multiobjetif original en un problème monoobjetif, et peut don être résolu par
une méthode lassique dont une seule exéution fournira la solution reherhée. Néanmoins, la
modélisation des préférenes du déideur n'est pas une tâhe faile et doit être prise en ompte
durant l'étape de résolution. Par ailleurs, il se peut que le déideur ne soit pas satisfait de la
solution trouvée et qu'il doive don relaner le proessus par le biais d'une autre formulation
de ses préférenes.
 A posteriori. Ii la méthode de résolution vise à trouver la totalité des solutions Pareto
optimales, ou une bonne approximation de et ensemble. Cei permet au déideur d'avoir une
onnaissane omplète du front Pareto. Il peut alors hoisir, parmi et ensemble de solutions,
elle qui lui semble la plus appropriée au vue de ses préférenes. Ainsi, il n'est plus néessaire de
modéliser les préférenes du déideur, mais il faut désormais fournir un ensemble de solutions,
e qui peut s'avérer oûteux en pratique. Par ailleurs, le nombre de solutions obtenues peut
rendre l'ensemble Pareto optimale diile à analyser pour le déideur.
 Interative. Lors d'une approhe interative, il existe une oopération direte et progressive
entre le déideur et la méthode de résolution (Fig. 1.5). Ainsi, à partir de onnaissanes aquises
lors de la résolution, le déideur peut dénir ses préférenes de façon ompréhensible. Ce
proessus est itéré plusieurs fois jusqu'à la satisfation du déideur. Toutefois, ette approhe
néessite la présene du déideur tout au long du proessus de reherhe.
Chaque approhe possède ses fores et ses faiblesses. Le hoix d'un type de méthode dépend
des propriétés du problème à résoudre et des habilités du déideur. Au ours de e manusrit,
nous nous plaerons dans le adre des méthodes non-interatives, et prinipalement des mé-
thodes a posteriori. Dans e dernier type d'approhe, deux phases sont onsidérées : la phase
d'optimisation et la phase d'aide à la déision. Seule la première phase sera traitée ii, et sera
abusivement onsidérée omme la résolution du problème traité. Toutefois, notez que les mé-
thodes non-interatives peuvent également s'avérer utiles lors de la oneption d'une approhe
interative. Par exemple, lorsque ela est possible, la visualisation du front Pareto ore une
onnaissane préieuse au déideur en vue de l'aider à formuler ses préférenes.
12 Optimisation multiobjetif
1.2.2 Classiation des ensembles Pareto optimaux
Nous onsidérons don que le but de l'optimisation est de fournir l'ensemble Pareto optimal (ou
une bonne approximation de et ensemble) au déideur an que elui-i proède à la séletion de
la, ou des solutions qui orrespondent à ses préférenes. Aussi, étant donné que deux solutions
peuvent posséder les mêmes valeurs pour haun des objetifs, une question est de savoir s'il est
intéressant de onserver deux solutions Pareto optimales équivalentes.
Dénition 1.14 (Solutions équivalentes) Deux solutions x, x′ ∈ X sont équivalentes ssi
f(x) = f(x′).
Ainsi, la lassiation suivante peut être introduite pour l'ensemble Pareto optimal (Hansen,
1979).
Dénition 1.15 (Ensemble omplet) Étant donné un MOP(f,X), son ensemble Pareto opti-
mal XE et son front Pareto ZN , un ensemble omplet est un ensemble X̂ ∈ XE tel que, pour
haque veteur non-dominé z ∈ ZN , il existe au moins une solution x ∈ X̂ pour laquelle f(x) = z.
Dénition 1.16 (Ensemble omplet minimal) Un ensemble omplet minimal est un en-
semble omplet sans solutions équivalentes.
Dénition 1.17 (Ensemble omplet maximal) Un ensemble omplet maximal est un en-
semble omplet ontenant toutes les solutions équivalentes.
À l'image de la nalité renontrée dans le adre de l'optimisation monoobjetif, où une seule
solution optimale est généralement fournie, obtenir un ensemble omplet minimal est le but
prinipal de l'optimisation multiobjetif, à l'exeption de quelques appliations partiulières. Par
ailleurs, notez que dans le as où le but est uniquement de fournir une image de l'ensemble
Pareto optimal dans l'espae objetif au déideur, il s'avère inutile de onserver les solutions
équivalentes.
1.2.3 Méthodologies de résolution
En fontion de la omplexité du problème d'optimisation à résoudre, plusieurs types de mé-
thode peuvent être envisagés. Dans un premier temps, elles-i sont brièvement présentées. Une
attention partiulière est portée aux métaheuristiques, auxquelles on va essentiellement s'inté-
resser tout au long de e manusrit. Enn, quelques remarques d'ordre général sont données à
propos du but prinipal des méthodes de résolution approhées dans le adre de l'optimisation
multiobjetif.
1.2.3.1 Classiation
De façon générale, deux types de méthode de résolution de problèmes d'optimisation peuvent
être distingués : les méthodes exates et les méthodes approhées (Fig. 1.4). Les méthodes exates
obtiennent des solutions dont l'optimalité est garantie, mais sont généralement très oûteuses en
temps d'exéution pour des problèmes diiles. Au ontraire, les méthodes approhées visent à
générer des solutions de haute qualité en un temps de alul raisonnable, mais il n'existe auune
garantie de trouver la solution optimale. Ces méthodes approhées sont elles-mêmes divisées en
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Fig. 1.6  Illustration des prinipes géné-
raux d'une métaheuristique à base de solution
unique (S-META).
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mémoire
Fig. 1.7  Illustration des prinipes généraux d'une mé-
taheuristique à base de population (P-META).
deux sous-atégories : les algorithmes d'approximation et les heuristiques. Contrairement aux
heuristiques, les algorithmes d'approximation garantissent la qualité de la solution trouvée par
rapport à l'optimal. Enn, il existe enore deux sous-lasses de méthodes heuristiques : les heu-
ristiques spéiques à un problème donné, et les métaheuristiques, qui seront onsidérées dans le
adre de ette thèse.
1.2.3.2 Métaheuristiques
Les métaheuristiques sont des algorithmes pouvant être appliqués à la résolution de presque
tout type de problème d'optimisation. Elles peuvent être vues omme des méthodologies de haut
niveau servant à guider la oneption d'heuristiques impliitement dédiées à la résolution d'un
problème spéique. Elles sont don omposées d'éléments génériques ou invariants, ainsi que
d'éléments spéiques au problème onsidéré, tels que la représentation ou l'évaluation d'une
solution.
À l'inverse des méthodes exates, les métaheuristiques permettent de s'attaquer à des problèmes
omplexes de grande taille en délivrant des solutions satisfaisantes en un temps de alul raison-
nable. Néanmoins, il n'existe pas de garantie quant à leur optimalité. Durant les vingt dernières
années, les métaheuristiques ont reçu un intérêt grandissant et ont montré leur eaité dans de
vastes domaines d'appliation en résolvant de nombreux problèmes d'optimisation (Talbi, 2009).
Deux types de métaheuristique peuvent être distingués : les métaheuristiques à base de solution
unique (S-META) et les métaheuristiques à base de population (P-META). Les S-META (tels
que les algorithmes de reherhe loale, de reherhe tabou, de reuit simulé, et.) manipulent
et transforment une seule solution durant le proessus de reherhe, alors que dans les P-META
(algorithmes évolutionnaires, algorithmes à essaim de partiules, et.), un ensemble de solutions,
appelé population, évolue en parallèle. Les prinipes généraux d'une S-META et d'une P-META
sont respetivement illustrés sur les gures 1.6 et 1.7 (Talbi, 2009).
En termes de oneption, deux ritères ontraditoires sont à prendre en ompte lors du dé-
veloppement d'une métaheuristique : l'exploration de l'espae de reherhe (diversiation), et
l'exploitation des meilleures solutions trouvées (intensiation). Les S-META sont plutt axées
sur l'exploitation de l'espae de reherhe. Les régions prometteuses sont explorées loalement
dans l'espoir de trouver de meilleurs solutions. Les P-META sont généralement plutt explora-
toires et permettent une meilleure diversiation de l'espae de reherhe.
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Fig. 1.8  Deux ritères ontraditoires lors de la oneption d'une métaheuristique : exploration (di-
versiation) et exploitation (intensiation). En général les métaheuristiques à base de solution unique
sont plutt orientées vers l'exploitation, alors que les métaheuristiques à base de population sont plutt
exploratoires (Talbi, 2009).
1.2.3.3 Méthodes pour l'optimisation multiobjetif
Dans le adre de l'optimisation multiobjetif, les problèmes renontrés sont souvent NP-diiles,
e qui rend l'utilisation de méthodes exates impratiable pour des instanes de grande taille.
En eet, si un problème monoobjetif donné est onnu omme NP-diile, alors sa ontrepartie
multiobjetif le sera aussi. Par ailleurs, pour de nombreux problèmes monoobjetif solubles en un
temps polynomial, le problème multiobjetif orrespondant est toutefois NP-diile (Ehrgott,
2005). Cei a pour eet de restreindre l'appliation de méthodes exates et d'enourager l'uti-
lisation d'heuristiques et de métaheuristiques. De plus, les méthodes exates sont généralement
limitées à des problèmes de petite taille et à deux fontions objetif. On peut par exemple iter
la méthode deux-phases, proposée par Ulungu et Teghem (1995), et plus tard améliorée par Le-
mesre et al. (2007a), ainsi que la méthode PPM (Lemesre et al., 2007b), et k-PPM (Dhaenens
et al., 2010) pour des problèmes à plus de deux objetifs.
An de trouver une approximation de l'ensemble Pareto optimal, les P-META, et en partiu-
lier les algorithmes évolutionnaires, sont très ouramment utilisées ar elles sont naturellement
onçues pour trouver un ensemble de solutions en une seule exéution (Deb, 2001; Coello Coello
et al., 2007). L'optimisation évolutionnaire multiobjetif (evolutionary multiobjetive optimiza-
tion, EMO) est un hamp de reherhe et de développement très atif, donnant lieu à un nombre
grandissant de publiations
1
et à une onférene bi-annuelle spéique depuis 2001 (Zitzler et al.,
2001a; Fonsea et al., 2003; Coello Coello et al., 2005; Obayashi et al., 2007; Ehrgott et al., 2009).
L'appliation de métaheuristiques pour la résolution d'un problème d'optimisation multiobjetif
implique de trouver une approximation de l'ensemble Pareto optimal. Pour une métaheuristique
A dédiée à la résolution d'un problème donné, l'approximation ourante forme un ensemble
potentiellement Pareto optimal, et est onstituée de solutions potentiellement Pareto optimales.
Dénition 1.18 (Solution potentiellement Pareto optimale) Soit XA l'ensemble des so-
lutions de X visitées par un algorithme A : XA ⊂ X. Une solution x ∈ XA est potentiellement
Pareto optimale ssi ∀x′ ∈ XA, x′ 6≻ x.
De façon abusive, on parlera également de solution non-dominée pour désigner une solution
potentiellement Pareto optimale. L'ensemble potentiellement Pareto optimal, et don l'approxi-
mation ourante de l'algorithme, est l'union de es solutions non-dominées.
Cette approximation doit ontenir un ensemble de solutions dont l'image dans l'espae objetif
est à la fois prohe du front Pareto et uniformément diversiée le long de la frontière. Cei a
1. Voir la liste de référenes maintenue sur le sujet par C. A. Coello Coello à l'URL : http://delta.s.
investav.mx/~oello/EMOO/.
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pour but d'obtenir un éhantillon représentatif et de ne pas se onentrer sur une sous-partie de
l'espae objetif. Ainsi, lorsque l'on parle de diversité en optimisation multiobjetif, on se réfère
généralement à l'espae objetif. Les deux buts de l'optimisation multiobjetif sont illustrés sur
la gure 1.9. Maintenant, examinons les trois exemples donnés sur les gures 1.10, 1.11 et 1.12.
Le premier exemple (Fig. 1.10) montre une approximation ayant les deux propriétés désirées
de bonne onvergene et de bonne diversité. L'approximation du deuxième exemple (Fig. 1.11)
présente une très bonne répartition de solutions, mais les points sont loin du front Pareto. Enn,
le dernier exemple (Fig. 1.12) ontient un ensemble de points très prohes du front Pareto, mais
ertaines régions ne sont pas ouvertes, e qui provoque un perte d'information importante aux
yeux du déideur.
La oneption, l'implémentation et l'analyse de métaheuristiques pour l'optimisation multiob-
jetif est le sujet du hapitre 2.
1.3 Analyse de performanes
Lors de l'évaluation et de la omparaison expérimentale des performanes de métaheuristiques
de façon rigoureuse, les points suivants doivent être abordés (Talbi, 2009). Tout d'abord, il est
néessaire de dénir le but des expérimentations. Ensuite, des mesures, métriques ou indiateurs
de performane doivent être séletionnés pour obtenir les résultats, et une validation statistique
de es derniers doit être fournie. Enn, es résultats doivent être présentés de façon laire et
être suivis d'une analyse tenant ompte des objetifs xés au départ des expérimentations. Le
premier et le dernier points seront traités au gré des diérentes appliations menées au sein de e
travail. Cette setion se onentre don sur les mesures de performane ainsi que sur la validation
statistique dans le adre de l'optimisation multiobjetif.
1.3.1 Indiateurs de qualité
En optimisation multiobjetif, l'existene d'un ensemble de solutions et l'absene d'ordre total
entre es solutions rendent la mesure de qualité d'une approximation de l'ensemble Pareto op-
timal diile. En outre, omme préédemment remarqué, à ei vient s'ajouter la néessité de
mesurer la qualité d'une approximation à la fois en terme de onvergene et de diversité. Ainsi,
de nombreuses métriques ont été proposées pour mesurer la qualité d'un ensemble non-dominé,
ou pour omparer deux approximations (Zitzler et al., 2003, 2008).
Lors de nos expérimentations, nous allons prinipalement utiliser deux indiateurs de qualité an
de mesurer la performane des algorithmes testés : un indiateur basé sur la notion d'hypervolume
et un indiateur basé sur la notion d'ǫ-dominane. De plus, une mesure de ontribution sera éga-
lement onsidérée pour un des algorithmes proposées dans la setion 3.2. Après une lassiation
générale des indiateurs de qualité, les trois indiateurs que nous allons onsidérer sont présentés
i-dessous.
1.3.1.1 Classiation
Les indiateurs de qualité peuvent être lassés selon diérentes propriétés.
 Arité. Tout d'abord, il existe des indiateurs unaires et des indiateurs binaires. Un indiateur
unaire de qualité est une fontion I : Ω → R qui aete une valeur réelle à haque approxi-
16 Optimisation multiobjetif
f
f
2
1
   
Convergence
Diversité
Domaine
réalisable
Fig. 1.9  Les deux buts de l'optimisation multiob-
jetif : onvergene et diversité.
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Fig. 1.10  Exemple d'approximation du front Pa-
reto de bonne qualité en terme de onvergene et de
diversité.
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Fig. 1.11  Exemple d'approximation du front Pa-
reto de bonne qualité en terme de diversité, mais de
mauvaise qualité en terme de onvergene.
f
f
2
1
Fig. 1.12  Exemple d'approximation du front Pa-
reto de bonne qualité en terme de onvergene, mais
de mauvaise qualité en terme de diversité.
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indiateur arité but de la mesure paramètres référene
ontribution binaire onvergene  Meunier et al. (2000)
overage binaire onvergene  Zitzler et Thiele (1999)
entropie unaire diversité nombre de nihes Basseur et al. (2002)
epsilon binaire onvergene, diversité  Zitzler et al. (2003)
proportion d'erreur unaire onvergene, diversité front Pareto exat Veldhuizen et Lamont (2000)
distane générationelle unaire onvergene front Pareto exat Veldhuizen et Lamont (2000)
hypervolume unaire onvergene, diversité point de référene Zitzler et Thiele (1999)
hypervolume-diérene binaire onvergene, diversité point de référene Zitzler et Thiele (1999)
spaing unaire diversité  Shott (1995)
spread unaire diversité  Zitzler et Thiele (1999)
R1, R2, R3 binaire onvergene, diversité ens. de référene, Hansen et Jaszkiewiz (1998)
point idéal
Table 1.1  Caratéristiques d'un ertain nombre d'indiateurs de qualité pour la mesure de
performane en optimisation multiobjetif.
mation, où Ω représente l'ensemble de toutes les approximations possibles sur X. Ainsi, un
indiateur de qualité I introduit un ordre total sur Ω. Cet ordre est sensé représenter la qua-
lité des approximations. Supposons que l'on veuille omparer deux approximations arbitraires
A,B ∈ Ω, provenant par exemple de l'exéution de deux méthodes de résolution diérentes
sur un même problème. La diérene entre leurs I-valeurs I(A) et I(B) mesure la diérene de
qualité entre es deux ensembles. Cei n'est pas uniquement valable dans le as où les solutions
de A sont toutes dominées par au moins un élément de B, mais également lorsque es deux
ensembles semblent a priori inomparables. Par extension, un indiateur binaire de qualité est
une fontion I : Ω×Ω→ R mesurant la qualité d'une approximation par rapport à une autre.
Notez qu'un grand nombre d'indiateurs binaires peut être généralisé en indiateurs unaires
de la façon suivante : I(A) = I(A,R), où R ∈ Ω est un ensemble de référene. C'est le as
par exemple de l'indiateur hypervolume-diérene, et de la famille des indiateurs epsilon,
omme nous le verrons par la suite.
 But de la mesure. Les indiateurs de qualité peuvent également être distingués selon le
but de leur mesure : la onvergene vers le front Pareto, ou la diversité des solutions le long
du front Pareto. Les indiateurs mesurant la onvergene évaluent la qualité de la, ou des
approximations en termes de proximité par rapport au front Pareto. Les indiateurs de diversité
mesurent l'uniformité de la distribution des solutions, dans l'espae objetif, en termes de
dispersion et d'extension. Enn, les indiateurs hybrides portent à la fois sur la onvergene
et la diversité.
 Paramètres. De nombreux indiateurs de qualité néessitent également la dénition de er-
tains paramètres. Parmi es indiateurs, on peut distinguer eux qui requièrent ertaines
onnaissanes exates (front Pareto exat, point idéal, et.) et eux qui requièrent des in-
formations de référene fournies par l'utilisateur (ensemble de référene, point de référene,
et.). Certains paramètres exats, tels que le front Pareto, ne sont pas toujours disponibles et
sont parfois impossibles à aluler. Néanmoins, lorsqu'une telle information est disponible, il
s'avère intéressant de l'utiliser à bon esient, à l'aide d'indiateurs de qualité adaptés.
Le tableau 1.1 reense un ensemble non exhaustif d'indiateurs de qualité et ertaines de leurs
propriétés : arité, but de la mesure et paramètres.
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Fig. 1.13  Indiateur hypervolume (IH ).
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Fig. 1.14  Indiateur hypervolume-diérene (I−H ).
1.3.1.2 Indiateur hypervolume
L'indiateur hypervolume (IH), proposé par Zitzler et Thiele (1999), mesure le volume de la por-
tion multidimensionnelle de l'espae objetif faiblement dominée par une approximation A ∈ Ω
(Fig. 1.13). Cet indiateur unaire néessite la spéiation d'un point de référene zref . Ce dernier
doit au moins être faiblement dominé par toutes les solutions de l'approximation onsidérée.
Une variante de et indiateur mesure la diérene, en terme d'hypervolume, entre une ap-
proximation A ∈ Ω et un ensemble de référene R (Fig. 1.14). Cei peut être vu omme le
volume faiblement dominé par R et non par A. C'est sous ette deuxième forme que nous allons
utiliser l'indiateur hypervolume lors de nos expérimentations. Notez que ontrairement à l'indi-
ateur original, les plus petites valeurs orrespondent ii à une qualité supérieure. Cet indiateur
hypervolume-diérene sera noté (I−H).
I−H(A) = IH(R)− IH(A). (1.2)
Sous ses deux formes (IH et I
−
H), l'indiateur hypervolume est un des rares indiateurs mesurant
à la fois la qualité d'une approximation en terme de onvergene et de diversité. Néanmoins,
le temps de alul est élevé : le meilleur algorithme onnu est de omplexité exponentiellement
proportionnelle au nombre de fontions objetif. Par ailleurs, il est à noter que et indiateur
est sensible à l'éhelle des fontions objetif et au hoix du point de référene. Par onséquent,
les magnitudes de toutes les fontions objetif se doivent d'être normalisées, ei an de ne pas
privilégier une fontion objetif au détriment d'une autre.
1.3.1.3 Indiateur epsilon
La famille des indiateurs epsilon a été introduite par Zitzler et al. (2003), et se base sur la
notion d'eaité epsilon introduite par Helbig et Pateva (1994). Elle omprend une version
multipliative et une version additive, toutes deux sous une forme unaire et sous une forme
binaire. La version additive est elle que nous allons utiliser. Tout d'abord, l'indiateur epsilon
additif binaire (Iǫ+) donne le fateur additif minimal par lequel une approximation A ∈ Ω doit
être translatée dans l'espae objetif pour dominer faiblement une approximation B ∈ Ω.
Iǫ+(A,B) = min
ǫ∈R
{∀x ∈ B,∃x′ ∈ A : x′ ǫ+ x}. (1.3)
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Par extension, l'indiateur epsilon additif unaire (I1ǫ+) peut être déni omme suit.
I1ǫ+(A) = Iǫ+(A,R), (1.4)
où R est un ensemble de référene. Cet indiateur est à minimiser. Par ailleurs, une I1ǫ+-valeur
inférieure ou égale à 0 implique que l'approximation onsidérée domine faiblement l'ensemble
de référene R. L'indiateur epsilon semble à première vue dédié à la mesure de la qualité
d'une approximation en terme de onvergene. Cependant, entre deux approximations de qualité
similaire en terme de onvergene, l'ensemble le plus diversié est privilégié. Enn, tout omme
l'indiateur hypervolume, I1ǫ+ est sensible à l'éhelle des fontions objetif.
1.3.1.4 Indiateur ontribution
La mesure de ontribution (Meunier et al., 2000) est un indiateur binaire permettant la om-
paraison de deux ensembles A,B ∈ Ω. Soit S⋆ l'ensemble des solutions non-dominées de A ∪B.
La ontribution de A sur B, donnée par IC(A,B), évalue la proportion de solutions représentées
par A dans S⋆. Soit WA l'ensemble des solutions de A qui dominent au moins une solution de
B. Soit NA l'ensemble des solutions non omparables de A ('est-à-dire les solutions qui sont
ni dominantes, ni dominées par rapport à B). Alors la mesure de ontribution peut être dénie
omme suit.
Ic(A,B) =
|A∩B|
2 + |WA|+ |NA|
|S⋆| (1.5)
Ainsi, si f(A) = f(B), alors IC(A,B) = IC(B,A) = 0.5. Si haque solution de A est dominée par
au moins une solution de B, alors IC(A,B) = 0. Et, de façon générale, IC(A,B)+ IC(B,A) = 1.
Cet indiateur permet d'obtenir une idée de la qualité d'une approximation par rapport à une
autre en termes de onvergene en un temps de alul raisonnable.
1.3.1.5 Ensemble et point de référene
L'indiateur de ontribution a l'avantage de ne pas néessiter de paramètres. Au ontraire, les
indiateurs epsilon et hypervolume requièrent tout deux un ensemble de référene R, e dernier
néessitant également la spéiation d'un point de référene zref .
Idéalement, il semble évident de dénir l'ensemble de référene R omme étant l'ensemble Pareto
optimal XE . Cependant, nous ne sommes pas en mesure de fournir et ensemble pour la totalité
des instanes des deux problèmes abordés dans e manusrit. En onséquent, l'ensemble de
référene assoié à une instane de problème donnée sera alulé de la façon suivante. Soit A⋆
l'union de toutes les approximations obtenues lors de nos expérimentations pour une instane
donnée. A⋆ ontient probablement à la fois des solutions non-dominées et dominées, ar une
approximation peut ontenir des éléments dominant eux d'une autre approximation, et vie
versa. L'ensemble de référene R est alors omposé de l'ensemble des solutions non-dominées
extraites de A⋆. Il orrespond en d'autres mots au meilleur ensemble trouvé.
Soient zmin = (zmin1 , . . . , z
min
n ) et z
max = (zmax1 , . . . , z
max
n ), tels que z
min
i (respetivement z
max
i )
dénote la borne inférieure (respetivement supérieure) des valeurs de la fontion objetif fi parmi
tous les points ontenus dans f(A⋆). Le veteur zmin peut don être vu omme une approximation
du point idéal z⋆. An de donner une éhelle à peu près équivalente à toutes les fontions objetif,
les valeurs objetif de toutes les approximations sont préalablement normalisées par rapport à
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zmin et zmax. Par ailleurs, le point de référene zref , néessaire au alul de l'hypervolume, est
xé à zmax.
1.3.2 Validation statistique
Jusqu'ii, nous avons supposé que haun des algorithmes onsidérés ne générait qu'une seule
approximation pour une instane donnée. Néanmoins, les méthodes d'optimisation onsidérées ii
sont des algorithmes stohastiques. À haque exéution d'un tel algorithme, une approximation
diérente peut être retournée. Ainsi, an d'analyser empiriquement la performane de nos algo-
rithmes stohastiques, il faut ommener par exéuter plusieurs fois le même algorithme sur une
même instane de problème. On obtient don un éhantillon d'approximations. Comparer deux
méthodes revient don à omparer les deux éhantillons orrespondant, e qui onduit à utiliser
un test d'hypothèse statistique. La démarhe que nous allons suivre ii onsiste à transformer
les éhantillons d'approximations obtenus en éhantillon de I-valeurs salaires. Des proédures
de tests statistiques lassiques sont ensuite appliquées sur es éhantillons de I-valeurs.
Considérons deux algorithmes A et B ayant été exéutés r fois haun pour résoudre une même
instane de problème. On obtient don deux éhantillons d'approximations orrespondants :
(A1, A2, . . . , Ar) et (B1, B2, . . . , Br). Ensuite, relativement à un indiateur unaire
2
de qualité I,
on transforme es deux éhantillons en deux autres éhantillons dont les éléments sont doréna-
vant des valeurs salaires : (I(A1), I(A2), . . . , I(Ar)) et (I(B1), I(B2), . . . , I(Br)). Ces résultats
peuvent être résumés à l'aide de statistiques desriptives telles que la moyenne de es I-valeurs
par algorithme. On peut également appliquer une proédure de test statistique standard an
d'être en mesure de délarer que  l'algorithme A surpasse l'algorithme B ,  l'algorithme B
surpasse l'algorithme A , ou  il n'existe pas de diérene signiative entre les algorithmes A
et B , ei selon l'indiateur de qualité I spéié (et pour une instane donnée). En eet, la
situation peut être diérente pour un autre indiateur ; 'est la raison pour laquelle plusieurs
indiateurs sont généralement onsidérés.
Les tests non-paramétriques sont ouramment utilisés pour omparer e type d'éhantillon de
petite taille, ar ils ne font auune hypothèse sur la distributions des variables (Zitzler et al.,
2008). Deux as peuvent alors se présenter lors de la omparaison de deux algorithmes A et B :
soit haque exéution résulte en un éhantillon aléatoire omplètement indépendant (éhantillons
indépendants), soit l'inuene d'une ou plusieurs variables aléatoires est partiellement éartée
(éhantillons appariés). Dans notre as, la population initiale ainsi que la graine du générateur
de nombres pseudo-aléatoires sont identiques pour les exéutions orrespondantes des deux al-
gorithmes, les éhantillons sont don appariés. De e fait, un test des rangs signés de Wiloxon
sera utilisé ave un niveau de signiation α = 0.05. Le nombre d'exéutions d'un algorithme
par instane est xé à r = 20.
1.4 Problèmes d'optimisation ombinatoire multiobjetif, deux
adres appliatifs
Tout omme les problèmes d'optimisation monoobjetif, les problèmes d'optimisation multiob-
jetif peuvent être lassés en deux atégories : eux dont les solutions sont représentées à l'aide
2. Si un indiateur binaire est onsidéré, il sut de le transformer en indiateur unaire à l'aide d'un ensemble
de référene, omme en (1.4).
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de variables réelles, omme les problèmes d'optimisation multiobjetif ontinus, et eux dont les
variables sont représentées à l'aide de variables disrètes, tels que les problèmes d'optimisation
multiobjetif ombinatoires. La plupart des travaux existants traitent de problèmes ontinus.
Néanmoins, l'intérêt porté aux problèmes ombinatoires s'aroît depuis plusieurs années. En
eet, de nombreux problèmes réels et aadémiques lassiques ont été modélisés en problèmes
d'optimisation multiobjetif ombinatoires.
Ii, nous allons nous intéresser à deux problèmes ombinatoires aadémiques qui seront traités
lors des analyses expérimentales menées dans les hapitres suivants. Le premier problème est le
problème d'ordonnanement de type Flowshop de permutation déjà traité au sein d'un nombre
relativement important de travaux, notamment au sein de l'équipe de reherhe DOLPHIN ;
voir par exemple la thèse de Basseur (2005). Le deuxième, le problème de Ring-Star, est une
généralisation d'un problème de tournées monoobjetif qui est ii, et pour la première fois,
formulé en un problème biobjetif.
1.4.1 Le problème de Flowshop
Le problème d'ordonnanement de type Flowshop (Flowshop sheduling problem, FSP) est l'un
des problèmes d'ordonnanement les plus étudiés de la littérature. La plupart des travaux le
onsidère omme un problème monoobjetif et vise prinipalement à minimiser le makespan,
'est-à-dire la date d'ahèvement de l'ordonnanement. Pourtant, suivant les partiularités du
problème à traiter, un grand nombre de fontions objetif peuvent être onsidérées, et diérentes
approhes multiobjetif ont également été proposées (T'Kindt et Billaut, 2002; Landa Silva et al.,
2004).
Dans un premier temps, nous allons rapidement présenter les diérentes lasses de problèmes
d'ordonnanement renontrés dans le domaine de l'optimisation. Ensuite, une dénition du pro-
blème traité sera donnée. Elle sera suivie par une desription des jeux de données que nous
utiliserons et par une brève revue des méthodes existantes pour la résolution de e type de
problème.
1.4.1.1 Introdution aux problèmes d'ordonnanement
Un problème d'ordonnanement se ompose de tâhes à réaliser et de mahines disponibles pour
les exéuter. La résolution d'un tel problème néessite don de déterminer l'ordre dans lequel
haque mahine exéute les tâhes ainsi que le déroulement des tâhes au ours du temps. D'après
la notation introduite par Graham et al. (1979), trois hamps peuvent servir à dérire un problème
d'ordonnanement : la struture, les ontraintes et les objetifs du problème à résoudre.
Ainsi, la struture d'un problème d'ordonnanement peut prendre diérentes formes. Voii quelques
exemples.
 Un atelier à mahine unique, où une seule mahine est disponible.
 Un atelier de type owshop, pour lequel l'utilisation de plusieurs mahines s'eetue dans le
même ordre pour toutes les tâhes.
 Un atelier de type jobshop, pour lequel haque tâhe possède un ordre de passage sur les
diérentes mahines qui lui est propre.
 Un atelier de type openshop, où les tâhes peuvent être exéutées dans un ordre quelonque
sur les diérentes mahines.
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Fig. 1.15  Exemple d'une solution d'un problème de Flowshop de permutation où trois jobs (J1, J2, J3)
doivent être ordonnanés sur quatre mahines (M1,M2,M3,M4).
Les ontraintes devant être respetées par un problème d'ordonnanement onernent, par exemple,
des dates de disponibilités ou des dates dues pour haun des jobs, ou peuvent enore prendre la
forme de ontraintes de préédene entre les jobs. Enn, les fontions objetif les plus lassiques
onernent probablement la date de n de l'ensemble des travaux à ordonnaner (makespan),
le temps de présene maximum d'une tâhe sur l'atelier, ou enore le retard total ou maximum
d'un job. Une desription très omplète des diérentes valeurs possibles pour haun des hamps
de struture, ontraintes et objetifs est donnée par T'Kindt et Billaut (2002).
1.4.1.2 Dénition du problème
Le problème de Flowshop onsiste à ordonnaner un ensemble de N jobs {J1, J2, . . . , JN} sur M
mahines {M1,M2, . . . ,MM}. Les mahines sont des ressoures ritiques, 'est-à-dire que deux
jobs ne peuvent être aetés à une même mahine simultanément. Un job Ji est omposé de
M tâhes onséutives {ti1, ti2, . . . , tiM}, où tij représente la jème tâhe du job Ji et requiert
don la mahine Mj . À haque tâhe tij est assoiée une durée d'exéution pij. Et à haque job Ji
est assoiée une date due di (la date de n souhaitée du job). Comme illustré sur la gure 1.15,
nous nous intéressons ii au problème de Flowshop de permutation, où la séquene des jobs est
identique et unidiretionnelle sur haune des mahines. Ainsi, les solutions réalisables peuvent
être représentées à l'aide de permutations. Pour une instane de taille N , il existe don N !
solutions réalisables.
En fontion des partiularités du problème traité, de nombreux ritères peuvent être envisagés
lors de l'ordonnanement de tâhes sur plusieurs mahines. Ii, nous allons nous intéresser à deux
variantes du même problème.
 Un problème de Flowshop à deux fontions objetif, que nous noterons FSP-2, et qui onsiste
à minimiser le makespan Cmax (la date d'ahèvement de l'ordonnanement) et la somme des
retards T .
 Une variante à trois fontions objetif, FSP-3, où le retard maximum Tmax est un objetif
supplémentaire à minimiser.
Ces trois ritères sont parmi les plus étudiés de la littérature (T'Kindt et Billaut, 2002; Landa
Silva et al., 2004). Soit Cij la date de omplétion de la tâhe tij, les fontions objetif peuvent
être dénies omme suit.
Cmax = max
i∈{1,...,N}
{CiM} (1.6)
T =
N∑
i=1
{
max{0, CiM − di}
}
(1.7)
Problèmes d'optimisation ombinatoire multiobjetif, adres appliatifs 23
Tmax = max
i∈{1,...,N}
{
max{0, CiM − di}
}
(1.8)
D'après la notation dénie par Graham et al. (1979), FSP-2 est de type F/perm, di/(Cmax, T ),
et FSP-3 est de type F/perm, di/(Cmax, T , Tmax).
Minimiser le makespan, la somme des retards ou le retard maximum de façon indépendante est
déjà NP-diile pour des problèmes à plus de deux mahines. Ainsi, les problèmes FSP-2 et
FSP-3 étudiés ii le sont également. En onséquene, les instanes de grande taille ne peuvent
généralement pas être résolues de façon exate.
1.4.1.3 Jeux de données
An d'évaluer les performanes des approhes proposées au ours de ette thèse, nous allons
onsidérer diérents jeux de données (Liefooghe et al., 2007a). Ceux-i ont été onstruits à partir
des instanes proposée par Taillard (1993) pour le problème de Flowshop monoobjetif. Ils ont
été étendus au as multiobjetif en y ajoutant une date due à haun des jobs
3
. Les durées
d'exéution des tâhes sur les mahines ont été générées aléatoirement, selon une distribution
uniforme, dans l'intervalle [0, 99]. Ensuite, les dates dues ont été xées à l'aide d'une valeur
aléatoire dénie entre p×M et p×(N+M−1), où N représente le nombre de jobs,M le nombre
de mahines, et p le temps d'exéution moyen observé sur l'instane onsidérée. Ainsi, une date
due se situe grossièrement entre la date de omplétion moyenne du premier job ordonnané et
la date de omplétion moyenne du dernier job ordonnané. Des jeux de données sont proposés
pour des problèmes de N = {20, 30, 50, 70, 100, 150, 200, 300, 500} jobs et de M = {5, 10, 15, 20}
mahines ; un ensemble de 10 instanes diérentes étant proposé par taille (N×M). Notez qu'une
instane nommée (N ×M × i) se réfère à la ième instane omposée de N jobs et M mahines.
1.4.1.4 État de l'art suint des méthodes de résolution existantes
Les méthodes proposées dans la littérature pour résoudre les problèmes d'ordonnanement mul-
tiobjetif varient des méthodes exates aux métaheuristiques en passant par les heuristiques
dédiées. Dans leur état de l'art, Nagar et al. (1995) lassent les problèmes d'ordonnanement
selon diérentes aratéristiques, notamment la onguration des ateliers (mahine unique ou
mahines multiples) et des fontions objetif (deux ou plus de deux objetifs). La majorité des
travaux onernant le problème du Flowshop à mahines multiples s'est restreinte à l'étude d'un
seul objetif (généralement la date de n d'ordonnanement ou la somme des temps de om-
plétion). Par ailleurs, la majorité des travaux portant sur l'ordonnanement multiobjetif traite
de problèmes à deux mahines ou à deux objetifs, et se onentre presque exlusivement sur
le problème de Flowshop. T'Kindt et Billaut (2002) fournissent une vue d'ensemble de l'or-
donnanement multiobjetif destinée à la fois aux herheurs et aux industriels. Ils fournissent
des modèles et une topologie des problèmes d'ordonnanement monoobjetif et multiobjetif, et
dérivent un ensemble de méthodes exates et approhées pour les résoudre. Plus réemment,
Landa Silva et al. (2004) ont réalisé une étude sur l'utilisation des métaheuristiques pour la
résolution de problèmes d'ordonnanement multiobjetif. Les algorithmes évolutionnaires et les
algorithmes de reherhe loale semblent être les approhes les plus représentées, tout omme les
méthodes hybridant es deux types de métaheuristique. Plus réemment, Minella et al. (2008) ont
3. Ces instanes sont disponibles à l'URL : http://www.lifl.fr/~liefooga/benhmarks/.
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fourni une revue de la littérature pour le problème de Flowshop de permutation multi-objetif,
ainsi qu'une analyse expérimentale d'un ertain nombre d'algorithmes sur plusieurs variantes
biobjetif du problème étudié ii.
1.4.2 Le problème de Ring-Star
Le but du problème de Ring-Star (ring star problem) onsiste à loaliser un yle élémentaire (un
anneau) dans un sous-ensemble de n÷uds d'un graphe, tout en optimisant deux types de oût
ontraditoires. La première fontion objetif onsiste à minimiser un oût-anneau proportionnel
à la longueur du yle. La deuxième fontion objetif onsiste à minimiser un oût d'aetation
des n÷uds non visités vers les n÷uds visités du graphe. En dépit de sa formulation naturelle en
problème biobjetif, elui-i est généralement traité de façon monoobjetif (Labbé et al., 2004,
2005). Cependant, d'un point de vue pratique, il est souvent néessaire de prendre diérents ob-
jetifs en ompte simultanément, et le problème étudié ii est une parfaite illustration de e qui
peut survenir dans le monde industriel. En eet, omme l'ont souligné Jozefowiez et al. (2008), un
grand nombre de problèmes de tournées peuvent être formulés omme des problèmes d'optimi-
sation multiobjetif, et le problème étudié ii est une généralisation des problèmes monoobjetif
introduits par Labbé et al. (2004, 2005). Par ailleurs, le problème de Ring-Star est fortement
ombinatoire, ar une fois qu'est déidé quels n÷uds sont visités, un problème de voyageur de
ommere lassique (traveling salesman problem, TSP) reste à résoudre. Par onséquent, les ins-
tanes de grande taille ne peuvent généralement pas être résolues de façon exate. C'est la raison
pour laquelle des méthodes de reherhe heuristiques sont onsidérées dans le présent doument.
Après une brève présentation des problèmes de tournées multiobjetif, nous allons formuler le
problème de Ring-Star étudié ii, et présenter les jeux de données que nous allons utiliser. Ensuite,
une revue suinte des méthodes de résolution existantes et quelques intérêts industriels liés à
e problème seront disutés.
1.4.2.1 Introdution aux problèmes de tournées
Les problèmes de tournées, tels que le problème du voyageur de ommere ou le problème de
tournées de véhiules, sont fréquemment étudiés du fait de leurs nombreuses appliations réelles,
notamment en transport et logistique. Les objetifs les plus ourants onsistent à minimiser la
distane parourue, le temps requis, le oût de la tournée, la taille de la otte de véhiules, ou
enore à maximiser la qualité de servie ou le prot olleté. D'autres aspets, tels que l'équili-
brage des tournées, peuvent également être pris en ompte. D'après Jozefowiez et al. (2008), les
problèmes de tournées multiobjetif se présentent généralement sous trois formes : l'extension de
problèmes aadémiques existants dans le but d'améliorer leur appliation pratique, la générali-
sation de problèmes lassiques, ou l'étude de as réels où diérents objetifs ont lairement été
identiés.
Le problème de Ring-Star étudié ii orrespond lairement à une généralisation du problème
monoobjetif original, pour lequel soit les deux fontions objetif étaient ombinées (Labbé et al.,
2004), soit l'une des deux fontions objetif était traitée omme une ontrainte (Labbé et al.,
2005).
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Fig. 1.16  Un exemple de solution par le problème de Ring-Star.
1.4.2.2 Dénition du problème
Le problème de Ring-Star (RSP) peut être déni omme suit. Soit G = (V,E,A) un graphe mixte
omplet où V = {v1, v2, . . . , vn} est un ensemble de sommets, E = {[vi, vj ]|vi, vj ∈ V, i < j} est
un ensemble d'arêtes, et A = {(vi, vj)|vi, vj ∈ V } est un ensemble d'ars. Le sommet v1 représente
le dépt. À haque arête [vi, vj ] ∈ E est assoié un oût-anneau (ring ost) non nul, noté cij , et
à haque ar (vi, vj) ∈ A est assoié un oût d'aetation (assignment ost) non nul, noté dij . Le
problème de Ring-Star biobjetif onsiste à identier un yle sur un sous-ensemble de n÷uds du
graphe V ′ ⊂ V (ave v1 ∈ V ′) tout en (i) minimisant la somme des oûts-anneau des arêtes du
yle, et en (ii) minimisant la somme des oûts d'aetation des ars allant de haque n÷ud non
visité vers un n÷ud visité (de sorte que le oût d'aetation assoié soit minimum). Un exemple
d'une solution réalisable est donné sur la gure 1.16, où les lignes pleines représentent les arêtes
appartenant à l'anneau, et où les lignes en pointillé représentent les ars des aetions entre les
n÷uds.
La première fontion objetif, le oût-anneau, est dénie omme suit.∑
[vi,vj ]∈E
cijbij (1.9)
où bij est une variable binaire égale à 1 si et seulement si l'arête [vi, vj ] appartient au yle. Le
seond objetif, le oût d'aetation, est déni ainsi :∑
vi∈V \V ′
min
vj∈V ′
dij (1.10)
Remarquons que es fontions objetif ne sont omparables entre elles que si nous supposons que
le oût du yle et les oûts d'aetation sont proportionnels l'un à l'autre, e qui est rarement
le as en pratique. De plus, privilégier un oût par rapport à l'autre s'apparente fortement
aux préférenes du déideur. Or, nous nous plaçons ii dans un ontexte de prise de déision a
posteriori. Le problème de Ring-Star biobjetif est un problème ombinatoire NP-diile, ar
le as partiulier onsistant à visiter l'ensemble des n÷uds du graphe (V ′ = V ) équivaut à un
problème du voyageur de ommere traditionnel.
1.4.2.3 Jeux de données
Les expérimentations que nous allons réaliser au ours des hapitres suivants seront onduites
sur un ensemble de jeux de données provenant de la TSPLIB
4
(Reinelt, 1991). Initialement
4. http://www.iwr.uni-heidelberg.de/groups/omopt/software/TSPLIB95/.
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réées pour le problème du voyageur de ommere, es instanes s'appliquent parfaitement à
notre as, et sont d'ailleurs utilisées au sein des travaux traitant d'une version à objetif unique
du problème (Labbé et al., 2004, 2005). Soit lij la distane entre deux n÷uds vi et vj fournie
par une instane de la TSPLIB. Pour haque paire de n÷uds vi, vj , le oût-anneau cij et le oût
d'aetation dij sont tous deux xés à lij .
1.4.2.4 État de l'art suint des méthodes de résolution existantes
Le problème de Ring-Star appartient à la lasse des problèmes de  loation-alloation  visant
à loaliser des strutures au sein d'un graphe (Labbé et al., 1998). Il a été initialement formulé
par Labbé et al. (1999) sous deux variantes. Sous sa première formulation (noté MCP1 par Labbé
et al. (1999) et généralement appelé  Ring-Star problem ), une somme pondérée des deux
fontions objetif est à optimiser. Sous sa deuxième formulation (MCP2 (Labbé et al., 1999),
habituellement nommé  median yle problem ), le oût de l'anneau est à minimiser tandis
que le oût d'aetation doit respeter une borne donnée. Même si ela n'était pas expliitement
mis en évidene par les auteurs originaux, es deux formulations sont ouramment utilisées
pour onvertir un problème d'optimisation multiobjetif en un problème monoobjetif à l'aide
d'approhes salaires. En eet, elles orrespondent respetivement à une transformation par
méthode d'agrégation et par méthode ǫ-ontrainte dans la littérature traitant de l'optimisation
multiobjetif (Miettinen, 1999), voir la setion 2.1.3.1.
La première formulation du problème a été largement étudiée par Labbé et al. (2004). Les auteurs
proposent une méthode de type branh-and-bound et résolvent des instanes de la TSPLIB et
des instanes générées aléatoirement allant jusqu'à deux ents n÷uds en moins de deux heures.
Ensuite, Labbé et al. (2005) ont résolu la seonde formulation du problème à l'aide d'une mé-
thode similaire. Pour nir, l'une ou les deux versions du problème ont été attaquées à l'aide
d'heuristiques telles qu'une reherhe tabou à voisinage variable (Moreno Pérez et al., 2003),
un algorithme évolutionnaire (Renaud et al., 2004), une heuristique gloutonne itérée (Renaud
et al., 2004), et une reherhe tabou à voisinage variable hybridée à une reherhe gloutonne
adaptative (Dias et al., 2006).
Un problème très similaire, à savoir le problème de Ring-Star à apaité a été introduit par
Baldai et al. (2007). Il étend la première formulation du problème de Ring-Star en limitant
le nombre de n÷uds pouvant être assignés à l'anneau (la apaité d'anneau). Ce problème a
été résolu par une méthode exate de type branh-and-bound. Notez que le même problème a
également été abordé par Mauttone et al. (2007) à l'aide d'une métaheuristique hybride. En
outre, Beasley et Nasimento (1996) ont présenté un problème de tournées-alloation à véhiule
unique (single vehile routing-alloation problem, SVRAP) dans lequel les n÷uds non visités
peuvent soit être aetés au yle, soit isolés. Dans e as, un objetif additionnel minimisant le
nombre de n÷uds isolés doit être pris en ompte. Vogt et al. (2007) ont proposé une reherhe
tabou pour résoudre un problème monoobjetif résultant de ette formulation.
Comme le montre l'état de l'art proposé par Jozefowiez et al. (2008), le nombre de problèmes
de tournées multiobjetif s'est aru durant les dernières années. Mais, malgré ses nombreuses
appliations industrielles (voir la setion suivante), le problème de Ring-Star n'a jamais été étudié
omme un problème multiobjetif. Néanmoins, il est à noter que Current et Shilling (1994) ont
déni deux variantes d'un problème multiobjetif très similaires au problème de Ring-Star : le
median tour problem et le maximal overing tour problem. Dans es deux variantes, l'une des
fontions objetif onsiste à minimiser la longueur totale du tour, alors que l'autre onsiste à
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maximiser l'aès au tour pour les n÷uds non visités. Pour s'attaquer à es deux problèmes, les
auteurs utilisent une approhe de type lexiographique, où une hiérarhie est dénie entre les
fontions objetif, et où haque fontion objetif est onsidérée l'une après l'autre. Par ailleurs,
Doerner et al. (2007) ont réemment formulé un problème de planiation de tournées pour les
établissements de soins mobiles. Trois objetifs sont pris en ompte et le problème résultant
est relativement prohe de elui introduit par Beasley et Nasimento (1996). Un établissement
mobile doit visiter un sous-ensemble de n÷uds. Les n÷uds non visités sont aetés à l'arrêt du
tour le plus prohe, ou sont onsidérés omme ne pouvant pas aéder aux soins (par rapport à
une distane maximale donnée). Les objetifs étudiés sont (i) la minimisation du ratio entre le
temps non produtif du personnel médial et le temps total, (ii) la minimisation de la distane
moyenne à l'arrêt le plus prohe, et (iii) la maximisation d'un ritère de ouverture. Les auteurs
utilisent un algorithme de olonie de fourmis multiobjetif basé sur la dominane Pareto, ainsi
que deux algorithmes évolutionnaires multiobjetif lassiques, à savoir VEGA (Shaer, 1985)
et MOGA (Fonsea et Fleming, 1993), pour résoudre un as onret du problème.
1.4.2.5 Intérêts industriels
Le problème de Ring-Star possède un large éventail d'intérêts industriels, notamment dans le
domaine des téléommuniations et des problèmes de tournées. Ainsi, une telle formulation peut
failement être appliquée à la oneption de systèmes de prestation de servies mobiles (presta-
tion des soins de santé dans les zones rurales des pays en voie de développement), de systèmes
de transport bimodal (par exemple, la distribution du ourrier de nuit), ou enore de réseaux
informatiques distribués. Bien sûr, il est évident que les appliations pratiques, issues du monde
réel, posséderaient très probablement un ensemble de ontraintes supplémentaires.
Par exemple, omme indiqué par Labbé et al. (2004, 2005), un réseau en anneau doit être onçu
an d'interonneter un ensemble de hubs dans le as de servies de données numériques (Xu
et al., 1999). Des onentrateurs doivent être installés sur un sous-ensemble de lieux et doivent
être interonnetés sur un réseau en anneau (l'Internet), tandis que les emplaements restants
sont aetés à es onentrateurs (l'Intranet). Des problèmes relativement prohes surviennent
lors de la planiation des systèmes de transport en ommun ou lors de la oneption de réseaux
optiques. De plus, d'autres appliations existent dans la ollete postale, ou enore dans la
oneption d'itinéraires de livraison, où la distane entre un lient et un point de ollete se doit
d'être raisonnable. Ainsi, le positionnement de boîtes postales prenant en ompte à la fois les
oûts engendrés par la ollete et la gène oasionnée pour les utilisateurs a été étudié par Labbé
et Laporte (1986). D'autres appliations étroitement liées au problème de Ring-Star onernent
la oneption d'infrastrutures de transport de forme irulaire (omme les lignes de métro ou les
autoroutes), l'emplaement des bas de ollete des déhets reylables, et l'itinéraire d'autobus
solaires. Enn, l'aheminement de servies de santé, étudié par de nombreux auteurs parmi
lesquels Akin et Srikanth (1992) ainsi que Doerner et al. (2007), se ompose d'une linique
mobile desservant un seteur sans être en mesure de visiter tous les n÷uds de la population
loale. Ainsi, les n÷uds non visités doivent se rendre à l'arrêt de la tournée le plus prohe par
leurs propres moyens pour être traités médialement.
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Conlusion
Dans e hapitre, nous avons traité diérents aspets de l'aide à la déision multiritère en
général, et de l'optimisation multiobjetif en partiulier. Nous avons abordé les questions fonda-
mentales à prendre en ompte lors de la résolution d'un problème d'optimisation multiobjetif.
Elles sont résumées i-dessous.
Dénitions. La formulation générale d'un problème d'optimisation multiobjetif a été dénie,
ainsi que les notions d'optimalité, les relations de dominane Pareto, de dominane faible,
de dominane strite, d'ǫ-dominane, et les bornes du front Pareto (point idéal, point nadir).
Diverses notations liées à es diérentes questions ont par ailleurs été introduites.
Approhes de résolution. Les approhes de résolution de problèmes d'optimisation multiob-
jetif ont été disutées, que e soit vis-à-vis de l'intervention du déideur au sein du proessus
de déision, ou au sujet des méthodologies de résolution à utiliser, en partiulier les méthodes
de type métaheuristique. Nous avons également préisé que les études menées au ours des
hapitres suivants porteront essentiellement sur une approhe a posteriori, qui visent à identi-
er l'ensemble Pareto optimal (ou une bonne approximation de elui-i).
Analyse de performanes. L'importane de l'analyse de la performane et de la qualité des
méthodes d'optimisation multiobjetif a été mise en avant, notamment à l'aide d'indiateurs de
qualité (en partiulier les indiateurs hypervolume et epsilon, omplémentaires l'un de l'autre)
et d'une validation statistique des résultats obtenus.
Ensuite, nous avons présenté deux problèmes appliatifs, renontrés dans le domaine de la logis-
tique, sur lesquels portera l'analyse expérimentale des hapitres suivants.
Flowshop. Le problème de Flowshop que nous allons traiter est un problème d'optimisation
ombinatoire issu de l'ordonnanement multiobjetif. Par la suite, nous allons onsidérer deux
variantes de e même problème, à deux ou à trois objetifs. Pour ela, nous avons adapté une
série de jeux de données monoobjetif lassiques au as multiobjetif.
Ring-Star. Le problème de Ring-Star est un problème de tournées qui possèdent de nombreuses
appliations industrielles. En dépit de son aspet multiobjetif évident, il est ii formulé omme
un problème biobjetif pour la première fois. Cette formulation peut don être vue omme une
généralisation d'un problème monoobjetif existant.
Les onnaissanes apportées jusqu'ii représentent le fondement théorique et appliatif des ontri-
butions qui seront présentées lors du prohain hapitre pour la oneption, l'implémentation et
l'analyse expérimentale de métaheuristiques pour l'optimisation multiobjetif.
Chapitre 2
Métaheuristiques
pour l'optimisation multiobjetif
Ce hapitre est onsaré à la oneption, l'implémentation et l'analyse expérimentale de méta-
heuristiques pour l'optimisation multiobjetif. Les prinipales ontributions qui en résultent sont
synthétisées i-dessous.
• Une vue uniée de la oneption de métaheuristiques pour l'optimisation multiobjetif, et son
implémentation au sein d'une plateforme logiielle générique, ParadisEO-MOEO (Liefooghe
et al., 2009).
• De nouvelles métaheuristiques pour l'optimisation multiobjetif : un algorithme évolutionnaire
élitiste appelé SEEA (Liefooghe et al., 2010), et divers algorithmes de reherhe loale basés
sur la dominane Pareto (Liefooghe et al., 2009e).
• La modélisation et la résolution du problème de Ring-Star omme un problème d'optimisation
multiobjetif (Liefooghe et al., 2008b).
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Introdution
L'intention du présent hapitre est multiple, et onerne la oneption, l'implémentation, ainsi
que l'analyse expérimentale de métaheuristiques pour l'optimisation multiobjetif. Dans un pre-
mier temps, une vision ommune de la oneption de métaheuristiques pour l'optimisation mul-
tiobjetif est donnée. Nous dérivons les omposants fondamentaux partagés par toute méta-
heuristique, et nous introduisons une lassiation ne de es omposants. Cette vue uniée
est ensuite approfondie à l'aide d'une étude plus poussée de deux types de méthodologie par-
tiuliers. Deux adres de oneption généraux sont don proposés ; l'un pour les algorithmes
évolutionnaires, l'autre pour les algorithmes de reherhe loale. Nous onrmons la génériité et
la modularité élevée de la vue uniée en traitant un ertain nombre de méthodes lassiques, et
représentatives de l'état de l'art atuel, omme de simples instanes des deux modèles présentés.
Enn, nous illustrons omment es modèles nous ont permis de proposer de nouvelles approhes
de résolution générales pour l'optimisation multiobjetif.
Les algorithmes évolutionnaires se montrent partiulièrement bien adaptés au traitement de
problèmes multiobjetif, grâe à leur habilité à trouver un ensemble de solutions en une seule
exéution. L'optimisation multiobjetif évolutionnaire onstitue un domaine de reherhe très
développé, et pour lequel de multiples avanées, notamment algorithmiques, ont été réalisées au
ours des dernières années. En eet, de nombreuses méthodologies de e type ont été proposées
dans la littérature. Elles se plaent généralement à un haut niveau d'abstration et de génériité
du fait de leur fontionnement indépendant du problème à résoudre. Ii, nous nous plaçons
à un niveau d'abstration enore plus élevé en onsidérant un ensemble représentatif de es
algorithmes évolutionnaires multiobjetif omme des spéiations diérentes d'un seul et même
modèle. Quant à eux, les algorithmes de reherhe loale se font plutt rares dans la littérature.
Ils se basent généralement sur l'amélioration itérée d'une solution unique, et doivent dès lors
être adaptés aux besoins de l'optimisation multiobjetif, et don à la reherhe d'un ensemble de
solutions. Le travail présenté ii est en e sens plus novateur d'un point de vue algorithmique.
Dans un seond temps, nous illustrons la façon dont e modèle polyvalent a été utilisé omme
point de départ pour la oneption et la mise en ÷uvre d'une plateforme logiielle open-soure
dédiée à l'implémentation de métaheuristiques pour l'optimisation multiobjetif : ParadisEO-
MOEO
1
. Tous les hoix d'implémentation ont été fortement motivés par la vue uniée présentée
au ours de ette thèse. Cette plateforme logiielle a été largement expérimentée et a permis
la résolution d'une grande diversité de problèmes, à la fois aadémiques et réels, issue de l'op-
timisation multiobjetif ontinue ou ombinatoire. En omparaison à l'existant, nous pensons
que le modèle unié proposé ii est plus omplet, qu'il fournit une déomposition plus ne, et
que la plateforme logiielle ParadisEO-MOEO ore une implémentation plus modulaire que les
tentatives qui ont été préédemment faites en e sens.
Dans un dernier temps, nous étudions le omportement de diverses métaheuristiques, à la fois
lassiques et novatries, pour la résolution des deux appliations qui nous intéressent ii : les
problèmes de Flowshop et de Ring-Star. Tout d'abord, une modélisation pour haun de es
problèmes est proposée. Ensuite, une analyse expérimentale rigoureuse est menée sur un nombre
d'approhes adaptées au problème traité. Les expérimentations que nous avons réalisées montrent
que les algorithmes étudiés sont failement extensibles, et qu'ils parviennent à trouver une ap-
proximation de bonne qualité de l'ensemble Pareto optimal, ei pour des problèmes de types
1. La plateforme ParadisEO-MOEO est disponible à l'URL : http://paradiseo.gforge.inria.fr.
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diérents et de tailles diérentes. Nous disutons de leurs omportements respetifs et nous es-
sayons d'émettre quelques lignes diretries à propos des prinipaux omposants de oneption
liés à la résolution de problèmes d'optimisation ombinatoire multiobjetif.
Le hapitre est organisé de la façon suivante. La setion suivante présente les questions fonda-
mentales liées à la oneption de métaheuristiques pour l'optimisation multiobjetif en général,
et d'algorithmes évolutionnaires et de méthodes de reherhe loale en partiulier. La setion 2.2
est dédiée aux aspets d'implémentation, et à la plateforme logiielle ParadisEO-MOEO. En-
n, les méthodes de résolution proposées pour les problèmes de Flowshop et de Ring-Star, ainsi
qu'une analyse expérimentale des métaheuristiques étudiées font l'objet de la setion 2.3.
2.1 Coneption
2.1.1 Motivations
Cette setion tente de soulever les questions fondamentales liées à la oneption de métaheuris-
tiques pour l'optimisation multiobjetif. L'appliation de métaheuristiques pour la résolution de
problèmes d'optimisation multiobjetif est devenue un domaine de reherhe et de développement
très atif au ours des dernières années. Résoudre ette lasse de problèmes onsiste à identier
un ensemble de solutions de bonne qualité, répondant aux onditions de onvergene vers le front
Pareto et de diversité uniforme. Mais produire un tel ensemble est généralement impossible, en
raison de la omplexité du problème sous-jaent ou du grand nombre d'optima. Par onséquent,
il onvient fréquemment d'identier une bonne approximation de elui-i. Ainsi, la plupart des
travaux onsarés aux métaheuristiques pour l'optimisation multiobjetif se onentrent sur les
métaheuristiques à base de population, ar es dernières permettent tout naturellement de trou-
ver de multiples solutions en une seule exéution. Plus partiulièrement, un très grand nombre
d'algorithmes évolutionnaires multiobjetif ont été proposés ; et des avanes majeures, à la fois
théoriques et algorithmiques, ont été aomplies dans le hamp de l'optimisation évolutionnaire
multiobjetif (Deb, 2001; Coello Coello et al., 2007). Parmi les approhes de résolution existantes,
on peut par exemple iter les algorithmes VEGA (Shaer, 1985), MOGA (Fonsea et Fleming,
1993), NSGA (Srinivas et Deb, 1994), NSGA-II (Deb et al., 2002), NPGA (Horn et al., 1994),
SPEA (Zitzler et Thiele, 1999), SPEA2 (Zitzler et al., 2001b) et PESA (Corne et al., 2000).
Métaheuristiques. Notre attention se tourne prinipalement vers le développement de mé-
taheuristiques permettant de trouver une approximation de l'ensemble Pareto optimal d'un
problème d'optimisation multiobjetif. Une vue uniée pour la oneption de métaheuristiques
dédiées à l'optimisation multiobjetif est proposée. L'aent est partiulièrement posé sur les
omposants de reherhe requis pour l'adaptation de métaheuristiques en vue de résoudre des
problèmes multiobjetif. Notez que l'aspet d'aide à la déision, portant sur le hoix de la so-
lution nale parmi les solutions non-dominées, n'est pas traité. Nous référons le leteur au livre
de Miettinen (1999) pour obtenir des éléments de réponse liés à l'aide à la déision multiritère.
Ainsi, le modèle de oneption unié proposé peut être vu omme une méthodologie générale pos-
sédant un plus haut niveau d'abstration que les algorithmes proposés jusqu'à présent. En eet,
la formulation d'un modèle de oneption générique est une pratique pertinente an d'abstraire
la oneption et l'implémentation de détails spéiques, et de fournir une formulation générale.
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Jusqu'à présent, haque métaheuristique pour l'optimisation multiobjetif était onçue indé-
pendamment des autres, et implémentée omme une méthode autonome possédant ses propres
éléments spéiques. Par la suite, nous identions les prinipaux omposants de reherhe par-
tagés par toutes les métaheuristiques pour l'optimisation multiobjetif. Un modèle d'uniation
essaye de fournir une terminologie et une lassiation ommunes. Une telle lassiation gé-
nérale donne une desription et une omparaison ommunes aux algorithmes, et permettra la
oneption de nouvelles méthodes empruntant des idées aux algorithmes existants ou en om-
binant diérentes stratégies de façon novatrie. En partiulier, nous allons nous intéresser aux
algorithmes évolutionnaires multiobjetif, pour lesquels il existe une quantité importante de tra-
vaux, et à une lasse d'algorithmes de reherhe loale multiobjetif pour lesquels le niveau de
maturité est beauoup moins avané ; ette dernière ontribution est don en e sens un peu plus
novatrie d'un point de vue algorithmique.
Algorithmes évolutionnaires. Zitzler et al. (2004) remarquent que les approhes évolution-
naires initiales portaient prinipalement sur le déplaement vers le front de Pareto (Shaer,
1985; Fourman, 1985). Ensuite, des méanismes de préservation de la diversité ont rapidement
émergé (Fonsea et Fleming, 1993; Srinivas et Deb, 1994; Horn et al., 1994). Puis, à la n des an-
nées 1990, la notion d'élitisme, liée à la préservation et à l'utilisation des solutions non-dominées,
est devenue très populaire et est employée dans les stratégies les plus réentes (Zitzler et Thiele,
1999; Knowles et Corne, 2000; Zitzler et al., 2001b). Ainsi, les questions essentielles d'aetation
des valeurs de tness, de préservation de la diversité et d'élitisme sont ommunément admises au
sein de la ommunauté. Sur la base de es trois notions prinipales, plusieurs tentatives ont déjà
été réalisées dans le passé pour unier les algorithmes évolutionnaires multiobjetif. Laumanns
et al. (2000) ont mis l'aent sur les méthodes de reherhe élitistes. Cette étude a été ultérieu-
rement étendue par Zitzler et al. (2004), où les onepts algorithmiques d'aetation des valeurs
de tness, de préservation de la diversité et d'élitisme sont largement disutés. Plus réemment,
Deb (2008) a proposé un adre  robuste  pour l'optimisation évolutionnaire multiobjetif basé
sur NSGA-II. Cette dernière approhe se déompose en trois omposants prinipaux liés à la
préservation des solutions élites, l'aentuation des solutions non-dominées, et le maintien de la
diversité. Toutefois, e modèle est stritement axé sur NSGA-II, alors que d'autres méthodes
lassiques peuvent tout aussi bien être déomposées de la même manière. En eet, beauoup de
omposants sont partagés par de nombreux algorithmes évolutionnaires multiobjetif, de sorte
que, en un sens, ils peuvent tous être onsidérés omme des variantes d'un même modèle unié
omme nous allons le voir par la suite.
Algorithmes de reherhe loale. L'importane de l'optimisation évolutionnaire multiob-
jetif n'est plus à démontrer et e domaine de reherhe est arrivé à un degré de maturité avané.
D'un autre té, les méthodes de reherhe loale sont réputées pour fournir des solutions de
bonne qualité à de nombreux problèmes diiles de l'optimisation ombinatoire monoobjetif.
Cependant, en omparaison au nombre onsidérable d'algorithmes évolutionnaires multiobjetif
existants dans la littérature, le nombre d'approhes de reherhe loale multiobjetif est ex-
trêmement faible. Ces dernières orent pourtant une alternative intéressante aux algorithmes
évolutionnaires lassiques, et manipulent souvent un nombre relativement réduit de paramètres.
Cependant, ils sont généralement restreints à un rle de sous-proédure dans le adre d'une mé-
taheuristique hybride. En outre, d'un point de vue pratique, il apparaît souvent qu'une méthode
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de reherhe loale monoobjetif bien rodée, possédant des omposants de haut niveau pour le
problème à résoudre, doit être étendue an de résoudre une variante à plusieurs objetifs du
même problème. Dans un tel as, onsidérer la oneption d'un algorithme évolutionnaire mul-
tiobjetif ne semble pas naturel, mais 'est pourtant la voie la plus ouramment suivie. De e
fait, nous nous onentrerons également sur les méthodes de reherhe loale proposées pour
l'optimisation multiobjetif, et nous proposons un modèle de oneption unié pour e type de
méthode basé sur une relation de dominane. Bien sûr, an de trouver un ensemble de solutions
non-dominées, nous allons devoir étendre les algorithmes de reherhe loale lassiques, qui sont
des métaheuristiques à base de solution unique, au as où une population de solutions évoluant en
parallèle serait onsidérée. Nous essayerons d'esquisser les prinipales questions à étudier avant
d'adapter ou de onevoir une méthode de reherhe loale basée sur une relation de dominane.
Évidemment, le suès de telles méthodes de reherhe loale multiobjetif lors de l'identiation
d'une bonne approximation de l'ensemble Pareto optimal est étroitement lié à la onnexité entre
les solutions optimales pour le problème à résoudre (Ehrgott et Klamroth, 1997), mais ei n'est
pas le sujet du présent travail.
2.1.2 Conepts ommuns à tout type de métaheuristique
Il existe deux questions fondamentales de oneption qui sont liées à toutes métaheuristiques :
la représentation des solutions manipulées par l'algorithme, et l'évaluation de es solutions dans
l'espae objetif.
2.1.2.1 Représentation
La représentation d'une solution est le point de départ de la oneption de tout type de mé-
taheuristique. Une solution doit être représentée aussi bien dans l'espae déisionnel que dans
l'espae objetif. Bien que la représentation dans l'espae objetif puisse être onsidérée omme
indépendante du problème à traiter (si l'on onsidère, sans perte de généralité, que l'ensemble
des points réalisables de l'espae objetif Z ⊆ Rn), la représentation dans l'espae déisionnel
doit être pertinente et adaptée au problème. En eet, le hoix de ette représentation joue un
rle majeur sur l'eaité de n'importe quelle métaheuristique et onstitue don une étape de
oneption essentielle. Le suès de l'appliation de métaheuristiques est fortement dépendant
de ette représentation. Par ailleurs, le hoix d'une représentation aura une inuene onsidé-
rable sur la façon dont les solutions seront manipulées par les opérateurs de reherhe et lors de
l'étape d'évaluation. Diérentes représentations peuvent exister pour un même problème. Aussi,
de nombreuses représentations simples peuvent être appliquées à diérentes familles de problèmes
d'optimisation, telles que les représentations basées sur des veteurs de valeurs réelles, disrètes,
binaires, ou des permutations.
2.1.2.2 Évaluation
L'étape d'évaluation orrespond au alul et à l'aetation des valeurs objetif pour une solution
donnée. Dans le adre de l'optimisation monoobjetif, une fontion objetif unique formule le
but de l'optimisation. À haque solution réalisable est don assoiée une seule valeur salaire qui
quantie la qualité de la solution. Ainsi, il existe un ordre total entre les solutions de l'espae
de reherhe. Pour un problème multiobjetif, il existe maintenant un ensemble de fontions
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objetif. De e fait, l'évaluation assoie, à haque solution réalisable, un veteur de valeurs dont
haque élément quantie la qualité de la solution onsidérée par rapport à la fontion objetif
orrespondante. Ainsi, il n'existe plus d'ordre total, mais uniquement un ordre partiel entre les
solutions, donné grâe à une relation de dominane. L'étape d'évaluation est un élément impor-
tant de la oneption d'une métaheuristique. Elle permet de guider la méthode vers les bonnes
solutions de l'espae de reherhe. Notez qu'en pratique, pour des problèmes réels, l'évaluation
est bien souvent l'étape la plus oûteuse de la méthode de résolution en termes de temps de
alul.
2.1.3 Conepts ommuns à tout type de métaheuristique pour l'optimisation
multiobjetif
Comme souligné au hapitre préédent, trouver une approximation de l'ensemble Pareto optimal
est en soi un problème biobjetif. En eet, ette approximation doit à la fois satisfaire de bonnes
propriétés en termes de onvergene et de diversité : son image dans l'espae objetif doit être
(i) prohe, et (ii) uniformément répartie le long du front Pareto (ou d'un sous-ensemble de elui-
i). En onséquene, les prinipales diérenes entre la oneption d'une métaheuristique pour
l'optimisation monoobjetif et d'une métaheuristique pour l'optimisation multiobjetif traitent
de es deux ritères.
Ainsi, la oneption de métaheuristiques pour l'optimisation multiobjetif se base sur les trois
prinipaux omposants de reherhe suivants.
 Aetation d'une valeur de tness. Le rle de e proessus est de guider la reherhe vers
les solutions Pareto optimales pour une meilleure onvergene. Une valeur de tness salaire
est ainsi aetée à un veteur de valeurs objetif.
 Préservation de la diversité. An de ne pas onverger vers un sous-ensemble du front
Pareto, une stratégie de préservation de la diversité doit être mise en plae pour générer un
ensemble diversié de solutions non-dominées.
 Élitisme. La notion d'élitisme a pour but de préserver et d'utiliser les solutions élites, 'est à
dire les solutions non-dominées trouvées par l'algorithme.
Les onepts d'aetation de la tness, de préservation de la diversité et d'élitisme sont ommu-
nément approuvés par la ommunauté et sont présentés, par exemple, par Zitzler et al. (2004)
ainsi que Coello Coello et al. (2007).
2.1.3.1 Aetation d'une valeur de tness
Dans le as monoobjetif, la valeur de tness aetée à une solution est généralement sa valeur
objetif unidimensionnelle. Lors de la résolution d'un problème d'optimisation multiobjetif, la
valeur de tness d'une solution vise à orienter la reherhe vers les solutions Pareto optimales
pour une meilleure onvergene. Nous proposons de lasser les stratégies d'aetation d'une
valeur de tness existantes en quatre familles (Fig. 2.1) : les approhes salaires, les approhes
basées sur un ritère, les approhes basées sur une relation de dominane (ou approhes Pareto),
et les approhes basées sur un indiateur.
2.1.3.1.1 Approhes salaires. Cette stratégie onsiste à réduire le problème d'optimisa-
tion multiobjetif original en un problème d'optimisation monoobjetif. L'exemple le plus simple
et le plus populaire onsiste à agréger les n fontions objetif en une seule valeur salaire à l'aide
36 Métaheuristiques pour l'optimisation multiobjetif
stratégies d'affectation d'une valeur de fitness
approches scalaires approches basées 
sur un critère
approches basées 
sur un indicateur
approches basées 
sur une relation de dominance
agrégation -contrainte point de 
référence
approche
lexicographique
sélection parallèle
rang de 
dominance
compte de 
dominance
profondeur de 
dominance
dominance
Pareto
dominance
faible
dominance
stricte
indicateur
unaire
indicateur
binaire
Fig. 2.1  Classiation des stratégies d'aetation d'une valeur de tness.
d'une somme pondérée. La méthode ǫ-ontrainte ou les méthodes basées sur un point de référene
sont d'autres exemples d'approhes salaires (Miettinen, 1999).
2.1.3.1.2 Approhes basées sur un ritère. Chaque fontion objetif est ii traitée sé-
parément. Par exemple, dans l'algorithme VEGA (vetor evaluated geneti algorithm) proposé
par Shaer (1985), une séletion parallèle est eetuée an de diserner les solutions de la po-
pulation ourante en fontion des valeurs sur une seule fontion objetif, indépendamment des
autres (Fig. 2.2). Dans les méthodes lexiographiques (Fourman, 1985), un ordre hiérarhique
est déni par le déideur entre les fontions objetif. Ces fontions sont alors traitées les unes à
la suite des autres suivant et ordre préétabli (Fig. 2.3).
2.1.3.1.3 Approhes basées sur une relation de dominane. Une relation de domi-
nane, telle que la dominane Pareto, est dénie pour lasser les solutions de la population.
Cette idée a pour la première fois été introduite par Goldberg (1989) au sein d'algorithmes
génétiques. Trois stratégies prinipales peuvent être distinguées (Zitzler et al., 2004).
 Rang de dominane (dominane-rank). Cette tehnique onsiste à aluler le nombre d'élé-
ments de la population ourante qui dominent une solution donnée (Fonsea et Fleming, 1993).
Le rang de dominane a pour la première fois été utilisé au sein de l'algorithme MOGA (mul-
tiobjetive geneti algorithm) de Fonsea et Fleming (1993), où la valeur de tness d'une
solution est égale à son rang de dominane au sein de la population, inrémenté de un.
 Compte de dominane (dominane-ount). Ii, la valeur de tness d'une solution orrespond
au nombre d'individus qui sont dominés par ette solution.
 Profondeur de dominane (dominane-depth). Cette stratégie onsiste à lasser les solutions
de la population en diérentes lasses, ou fronts (Goldberg, 1989). Une solution qui appartient
à une lasse ne domine auun individu de ette même lasse. Ainsi, les éléments du premier
front appartiennent au meilleur ensemble non-dominé ; eux du deuxième front au deuxième
meilleur ensemble non-dominé, et ainsi de suite. Cette dernière approhe est utilisée dans
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Fig. 2.2  Séle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Fig. 2.3  Ordre lexiographique pour un problème à deux objetifs.
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Fig. 2.6  Profondeur de domi-
nan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les algorithmes NSGA (non-dominated sorting geneti algorithm) (Srinivas et Deb, 1994) et
NSGA-II (Deb et al., 2002).
Ces trois approhes sont respetivement illustrées sur les gures 2.4, 2.5 et 2.6. Diérentes ap-
prohes peuvent également être hybridées, e qui est le as, par exemple, dans SPEA (Zitzler et
Thiele, 1999) ou SPEA2 (Zitzler et al., 2001b), où la profondeur de dominane est ombinée au
rang de dominane.
Dans le adre des approhes basées sur une relation de dominane, la dominane Pareto est la
plus ouramment utilisée. Néanmoins, n'importe quelle relation peut être utilisée, telle que les
relations de dominane faible, strite, et, dénies dans la setion 1.1.3. Ainsi, des tehniques
réentes basent l'aetation des valeurs de tness sur l'ǫ-dominane (Deb et al., 2005a) ou sur la
notion de g-dominane, omme proposé par Molina et al. (2009).
2.1.3.1.4 Approhes basées sur un indiateur. Pour e type d'approhe, le but de l'op-
timisation est formulé à l'aide d'un indiateur de qualité tel que déni dans la setion 1.3.1. Le
hoix de l'indiateur représente l'objetif général du proessus de reherhe. Ainsi, les valeurs
de tness sont alulées en omparant les individus sur la base de et indiateur de qualité I.
En règle générale, auun méanisme de préservation de la diversité n'est néessaire ave e type
d'approhe, dépendamment de l'indiateur utilisé.
Par exemple, Zitzler et Künzli (2004) proposent de formuler le but de l'optimisation à l'aide d'un
indiateur binaire de qualité I : Ω× Ω→ R omme suit :
arg minA∈Ω I(A,R), (2.1)
où R est un ensemble de référene. Il n'est pas requis que et ensemble de référene R soit onnu,
il sert juste à la formalisation du but de l'optimisation. Ainsi, R étant xe, l'indiateur I peut
être vu omme une fontion unaire qui aete, à haque approximation A ∈ Ω, une I-valeur
reétant sa qualité par rapport au but de l'optimisation. Si I préserve la dominane (Zitzler et
Künzli, 2004), I(A,R) est minimum pour A = R.
D'autres approhes basées sur un indiateur sont fondées sur un indiateur unaire de qualité.
En partiulier, les algorithmes visant à maximiser l'hypervolume de l'approximation retournée
onstituent un hamp de reherhe très atif au sein de la ommunauté. On peut iter l'algorithme
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SMS-EMOA (S-metri seletion EMO algorithm) (Emmerih et al., 2005; Beume et al., 2007),
ou enore l'algorithme HypE (hypervolume estimation algorithm for multiobjetive optimization)
proposé par Bader et Zitzler (2008). An de diminuer le temps de alul, es derniers sont souvent
utilisés en onjontion ave une approhe basée sur une relation de dominane.
2.1.3.2 Préservation de la diversité
Comme préédemment remarqué, trouver une approximation de l'ensemble Pareto optimal n'est
pas uniquement une question de onvergene. L'approximation nale doit également être bien
répartie dans l'espae objetif. Toutefois, les méthodes lassiques d'aetation de la valeur de
tness présentées i-dessus ont souvent tendane à onverger de façon prématurée vers le front
Pareto, e qui ne garantit pas l'uniformité de l'ensemble trouvé. An d'éviter e problème, un
méanisme de préservation de la diversité, basé sur une mesure de distane, doit être intégré
au sein de la méthode de résolution an de distribuer la population de manière uniforme le
long du front Pareto. Dans le adre de l'optimisation multiobjetif, ette mesure de distane est
habituellement basée sur la distane eulidienne entre les veteurs objetif. Néanmoins, ette
mesure peut également être dénie dans l'espae déisionnel, ou peut même ombiner les deux
espaes. Comme suggéré par Zitzler et al. (2004), les tehniques de préservation de la diversité
peuvent très bien être lassées dans des atégories identiques à elles qui sont utilisées par les
méthodes statistiques d'estimation de densité (Silverman, 1986).
2.1.3.2.1 Méthodes par noyau. Les méthodes par noyau dénissent le voisinage d'une
solution par rapport à une fontion noyau k prenant une mesure de distane omme argument
(Fig. 2.7). En pratique, pour haque solution, on alule la distane qui la sépare de haun des
autres éléments de la population. La fontion noyau k est alors appliquée à haque distane, et
les valeurs obtenues sont ensuite sommées. La somme des valeurs de la fontion k représente
l'estimation de densité pour l'individu orrespondant. Le tness sharing, initialement proposé
par Goldberg et Rihardson (1987), est probablement la tehnique par noyau la plus populaire
dans le adre des algorithmes évolutionnaires. Elle est, par exemple utilisée dans les algorithmes
MOGA (Fonsea et Fleming, 1993), NPGA (Horn et al., 1994) et NSGA (Srinivas et Deb, 1994).
2.1.3.2.2 Méthodes du plus prohe voisin. Dans les méthodes du plus prohe voisin, la
distane entre une solution et son kème plus prohe voisin est prise en ompte pour estimer la
densité d'une solution (Fig. 2.8). Dans SPEA2 (Zitzler et al., 2001b), l'estimateur de densité est
basé sur l'inverse de ette distane. La préservation de la diversité opérée au sein de NSGA-II (Deb
et al., 2002) est quant à elle basée sur la distane de rowding, initialement proposée par Holland
(1975) et utilisée par De Jong (1975) pour éviter une éventuelle dérive génétique. Cette mesure
estime la densité d'une solution par rapport au volume de l'hyper-retangle déni par ses plus
prohes voisins direts, une valeur de diversité innie étant don aetée aux solutions extrêmes.
2.1.3.2.3 Histogrammes. Ce dernier type d'approhe onsiste à partitionner l'espae de
reherhe par une hyper-grille (Fig. 2.9). La densité autour d'une solution est alors tout simple-
ment estimée par le nombre d'éléments de la population ave qui elle partage la même ase de la
grille. Cette hyper-grille peut être statique, mais elle peut également être adaptée au ours de la
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Fig. 2.7  Méthode par noyau.
Fig. 2.8  Méthode du plus
prohe voisin.
Fig. 2.9  Histogramme.
sélection
population archive
Fig. 2.10  Séletion élitiste : l'arhive partiipe ativement au proessus de reherhe.
reherhe par rapport à la population ourante. Cette approhe est utilisée dans les algorithmes
PAES (Knowles et Corne, 2000) et PESA (Corne et al., 2000).
2.1.3.3 Élitisme
L'élitisme a pour but prinipal de préserver les solutions non-dominées trouvées par l'algorithme
au ours de la reherhe. De la façon la plus simple, ei peut se faire lors de l'étape de rem-
plaement de la P-META onsidérée, par le biais de la population prinipale. D'autre part, la
totalité, ou un sous-ensemble des solutions non-dominées peuvent également être sauvegardées au
sein d'une population seondaire : l'arhive. Par ailleurs, bien qu'initialement onçue pour être
utilisée de façon passive (l'arhive est séparée du proessus de reherhe), ette dernière peut
également être utilisée de façon ative lors d'une étape de séletion an de générer de nouvelles
solutions (Fig. 2.10). La diulté prinipale réside néanmoins dans la gestion de ette arhive et
dans la façon dont elle est mise à jour à haque itération de l'algorithme.
2.1.3.3.1 Gestion de l'arhive. Dans un premier temps, notez que la mise à jour du ontenu
de l'arhive à l'aide de nouvelles solutions potentiellement non-dominées trouvées par l'algorithme
repose généralement sur la relation de dominane Pareto. Mais, dans la littérature, d'autres types
de relation peuvent être utilisés en lieu et plae de la dominane Pareto. Plusieurs exemples ont
déjà été évoqués. On peut distinguer quatre stratégies d'arhivage qui dépendent prinipalement
de ritères de taille, mais également de onvergene et de diversité (Fig. 2.11) :
 auune arhive ;
 une arhive de taille non-bornée ;
 une arhive de taille bornée ;
 une arhive de taille xe.
Coneption 41
techniques d'archivage
aucune archive archive
dominance
Pareto
dominance
faible
dominance
stricte
stratégie d'affectation
de fitness et/ou
de diversité
hyper-grille
adaptative
solutions dominantes
uniquement adaptative
archive non-bornée archive de taille fixearchive bornée
approximation incluse 
dans la population principale
approximation incluse 
dans l'archive
Fig. 2.11  Classiation des stratégies de gestion de l'arhive.
Premièrement, si l'approximation ourante est ontenue au sein de la population prinipale,
le maintient d'une arhive n'est pas néessaire. D'autre part, si une arhive est maintenue, elle
omprend généralement l'approximation de l'ensemble Pareto optimal, ar les solutions dominées
ne sont pas sauvegardées. Ainsi, une arhive non-bornée peut être utilisée an de préserver
l'ensemble des solutions non-dominées trouvées au ours du proessus de reherhe. Cependant,
ertains problèmes ontiennent un nombre exponentiel de solutions non-dominées (parfois inni
pour des problèmes ontinus), il est tout simplement impossible de toutes les sauvegarder. Par
onséquent, des opérations supplémentaires doivent être mises en plae an de réduire le nombre
de solutions stokées. La gestion d'arhives bornées est disutée par Knowles et Corne (2004).
Une stratégie ourante est de borner la taille de l'arhive par rapport à une tehnique d'aetation
des valeurs de tness, ou de préservation de la diversité. Par exemple, les solutions peuvent être
lassées à l'aide de la distane de rowding. De même, une forme relaxée de dominane, telle
que l'ǫ-dominane, peut être utilisée pour maintenir l'arhive. Cei permet de réduire la taille
de l'arhive ave une omplexité en temps de alul omparable. Néanmoins, il s'avère souvent
diile de xer une ǫ-valeur appropriée. Il est tout de même possible de mettre ette valeur à jour
de façon adaptative (Laumanns et al., 2001), mais ei a pour eet d'augmenter la omplexité
algorithmique. Par ailleurs, e onept peut s'avérer dangereux et destruteur pour des problèmes
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dont le nombre de solutions réalisables est faible. Une autre stratégie simple se base sur le prinipe
suivant (Rudolph et Agapie, 2000). Tant que l'arhive est au-dessous de sa apaité, toutes les
solutions non-dominées sont intégrées. Au ontraire, si la taille de l'arhive a atteint son plus
haut niveau, seules les solutions dominant au moins une solution de l'arhive sont aeptées.
Dans les deux as, toute solution dominée est éartée. Rudolph et Agapie (2000) ont également
proposé de mettre l'arhive à jour selon l'âge de haque solution arhivée, 'est à dire le nombre
d'itérations éoulé depuis que la solution est présente dans l'arhive.
Pour nir, une dernière tehnique d'arhivage se base sur une apaité de stokage de taille xe,
où un méanisme d'arhive bornée est utilisé quand il y a trop de solutions arhivées, et où des
solutions dominées sont intégrées dans l'arhive si l'ensemble est de trop petite taille. Cei est
fait par exemple dans SPEA2 (Zitzler et al., 2001b).
2.1.4 Coneption d'algorithmes évolutionnaires multiobjetif
Un algorithme évolutionnaire (Eiben et Smith, 2003) est une méthode de reherhe qui appartient
à la lasse de métaheuristiques à base de population (Talbi, 2009). Une population de solutions
est améliorée de façon itérative par le biais d'opérateurs stohastiques. À partir d'une population
initiale, haque individu est évalué dans l'espae objetif et une stratégie de séletion permet de
onstruire une population Parent. Des opérateurs de variation (roisement, mutation) sont alors
appliqués an de réer une population Enfant. Ensuite, une stratégie de remplaement détermine
quels individus survivent au sein des populations Parent et Enfant. Une telle itération représente
une génération. Le proessus est itéré jusqu'à la satisfation d'un ritère d'arrêt.
L'adaptation des algorithmes évolutionnaires pour l'optimisation multiobjetif porte prinipa-
lement sur l'aetation d'une valeur de tness, la préservation de la diversité et l'élitisme. Les
étapes d'aetation d'une valeur de tness et de préservation de la diversité sont néessaires
à la disrimination des individus aux ours de la séletion et de remplaement de l'algorithme
évolutionnaire. La notion d'élitisme apparaît quant à elle lors de l'étape de remplaement, où les
meilleures solutions peuvent être sauvegardées au sein de la population prinipale, ou lors d'une
nouvelle étape de mise à jour de l'arhive dans laquelle les meilleures solutions sont intégrées.
La mise à jour du ontenu de l'arhive peut apparaître à haque itération de l'algorithme évo-
lutionnaire. Enn, l'étape de séletion peut également être élitiste si des solutions provenant de
l'arhive sont hoisies pour devenir Parent.
2.1.4.1 Un modèle de oneption unié
Quel que soit le problème à résoudre, les prinipaux omposants prenant part dans la oneption
d'un algorithme évolutionnaire multiobjetif sont don les suivants :
1. Conevoir une représentation (voir la setion 2.1.2.1).
2. Conevoir une stratégie d'initialisation de la population.
3. Conevoir une fontion d'évaluation (voir la setion 2.1.2.2).
4. Conevoir des opérateurs de variation appropriés.
5. Déterminer une stratégie d'aetation d'une valeur de tness (voir la setion 2.1.3.1).
6. Déterminer une stratégie de préservation de la diversité (voir la setion 2.1.3.2).
7. Déterminer une stratégie de séletion.
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Fig. 2.12  Étapes d'un algorithmes évolutionnaire multiobjetif.
8. Déterminer une stratégie de remplaement.
9. Déterminer une stratégie de gestion de l'arhive (voir la setion 2.1.3.3).
10. Déterminer une ondition d'arrêt.
Lors de la oneption d'une métaheuristique, on peut toujours distinguer les omposants spéi-
ques au problème traité et les omposants génériques. Ainsi, les quatre premiers omposants
présentés i-dessus dépendent fortement du problème à résoudre, tandis que les six derniers
peuvent être onsidérés omme indépendants (même si ertaines stratégies spéiques peuvent
également être envisagées). Notez que les notions de représentation et d'évaluation sont partagées
par toute métaheuristique, que les notions d'initialisation de la population et de ritère d'arrêt
sont partagées par toute métaheuristique à base de population, que les notions d'opérateurs de
variation, de séletion et de remplaement sont partagées par tout algorithme évolutionnaire, et
que les notions d'aetation d'une valeur de tness, de préservation de la diversité et de gestion
de l'arhive sont partagées par toute métaheuristique pour l'optimisation multiobjetif.
En suivant ette déomposition à grain n, un modèle de oneption unié pour les algorithmes
évolutionnaire multiobjetif est proposé et présenté dans la gure 2.12. Les omposants spéi-
ques au problème apparaissent en gris sur la gure. L'algorithme 1 illustre la trame de haut-
niveau d'un algorithme évolutionnaire multiobjetif général.
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Algorithme 1 Modèle d'un algorithme évolutionnaire multiobjetif
1. Initialisation. Démarrer ave une population initiale P de taille N fournie en paramètre,
ou la générer de façon aléatoire.
2. Évaluation. Évaluer les solutions de la population P dont les valeurs objetif sont inon-
nues.
3. Aetation d'une valeur de tness. Caluler les valeurs de tness pour haque solu-
tion x de la population P .
4. Aetation d'une valeur de diversité. Caluler les valeurs de diversité pour haque
solution x de la population P .
5. Séletion pour le remplaement. Supprimer N ′ solutions de la population P an d'ob-
tenir une population de taille N .
6. Mise à jour de l'arhive.Mettre à jour l'arhive A à l'aide des solutions de la population
prinipale P .
7. Condition d'arrêt. Si une ondition d'arrêt est satisfaite, retourner les solutions non-
dominées de l'arhive A et/ou de la population prinipale P . Stop.
8. Séletion pour la reprodution. Séletionner N ′ individus parmi la population P et
ajouter les solutions séletionnées dans une population temporaire P ′.
9. Variation. Appliquer les opérateurs de roisement et de mutation aux solutions de la
population temporaire P ′ et ajouter les solutions résultantes à la population prinipale P .
Aller à l'étape 2.
2.1.4.2 Desription des omposants
Cette setion présente les omposants spéiques aux algorithmes évolutionnaires multiobjetif,
à base de population, qui n'ont pas enore été présentés préédemment : initialisation, variation,
séletion, remplaement, et ritère d'arrêt.
2.1.4.2.1 Initialisation. Quelle que soit la solution algorithmique onsidérée, une manière
d'initialiser une solution (ou une population de solutions) est attendue. Lorsque l'on fait fae
à une métaheuristique à base de population, il onvient de garder à l'esprit que la population
initiale doit être bien diversiée dans l'espae de reherhe, ei an d'éviter une onvergene
prématurée. Cette remarque est d'autant plus vraie pour l'optimisation multiobjetif, où le but
est de trouver une approximation de bonne qualité aussi bien en termes de onvergene que
de diversité. La façon d'initialiser une solution est étroitement liée au problème à résoudre et
à la représentation hoisie. Dans la plupart des as, la population initiale est générée de façon
aléatoire.
2.1.4.2.2 Variation. Le but des opérateurs de variation est de modier la représentation des
solutions en vue de progresser dans l'espae de reherhe. Dans le adre d'algorithmes évolution-
naires, es omposants liés au problème sont des opérateurs stohastiques. De façon générale,
on peut distinguer deux types d'opérateur de variation : les opérateurs de roisement et les opé-
rateurs de mutation. Les opérateurs de roisement sont pour la plupart des opérateurs binaires
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et, parfois n-aires. Leur rle est d'hériter de aratéristiques des deux solutions Parent an de
générer une ou deux solutions Enfant. Les opérateurs de mutation sont quant à eux unaires ar
ils agissent sur une solution unique. Ils onsistent à eetuer une légère modiation de ertains
individus de la population.
2.1.4.2.3 Séletion. L'étape de séletion est l'un des prinipaux opérateurs de reherhe de
l'algorithme évolutionnaire. Elle onsiste à hoisir des solutions de la population ourante qui
seront utilisées pour générer la population Enfant. En général, meilleure est une solution, plus
élevée sera sa hane d'être séletionnée. Les stratégies lassiques sont les tournois stohastiques
ou déterministes, la roulette, la séletion aléatoire, et. Il existe une stratégie élitiste spéique
à l'optimisation multiobjetif qui onsiste à inlure des solutions provenant de l'arhive lors du
proessus de séletion. Ainsi, es solutions élites ontribuent également à l'évolution. Une telle
approhe a été appliquée ave suès dans divers algorithmes élitistes tels que SPEA (Zitzler et
Thiele, 1999), SPEA2 (Zitzler et al., 2001b) ou enore PESA (Corne et al., 2000). En outre, an
d'interdire le roisement de deux solutions Parent trop diérents l'un de l'autre dans l'espae de
reherhe (e qui a plus de hane d'arriver en optimisation multiobjetif), la restrition d'a-
ouplement (Goldberg, 1989) peut également être mentionnée omme une stratégie intéressante
à intégrer à la oneption d'un algorithme évolutionnaire multiobjetif.
2.1.4.2.4 Remplaement. La pression de séletion est également aetée à l'étape de rem-
plaement, où les survivants sont séletionnés au sein de la population ourante et de la popula-
tion Enfant. Dans le as d'un remplaement générationnel, la population Enfant devient systé-
matiquement la population ourante. Une stratégie de remplaement élitiste onsiste à onserver
les N meilleures solutions des deux populations, où N est la taille requise de la population.
Pour e faire, deux tehniques existent : une rédution direte et une rédution itérative, où la
moins bonne solution est à plusieurs reprises supprimée jusqu'à e que la taille de la population
néessaire soit atteinte. Ainsi, à haque suppression, les informations de tness et de diversité
des individus restants sont mises à jour.
2.1.4.2.5 Condition d'arrêt. Comme une méthode itérative alule des approximations
suessives, un test pratique est néessaire pour déterminer à quel moment le proessus doit s'ar-
rêter. Les exemples les plus lassiques onsistent à stopper l'algorithme évolutionnaire au bout
d'un ertain nombre d'itérations, d'un ertain nombre d'évaluations, d'un ertain temps d'exéu-
tion, et. Une stratégie plus évoluée onsiste à reenser le nombre d'itérations onséutives sans
amélioration, et d'arrêter le proessus de reherhe quand il dépasse une valeur donnée en para-
mètre. Mais une itération non-améliorante est diile à formuler en optimisation multiobjetif.
Par exemple, une itération peut être dénie omme non-améliorante si le nombre de nouvelles
solutions non-dominées ajoutées à l'arhive est nul.
2.1.4.3 Algorithmes existants omme instanes du modèle
Par le biais du modèle de oneption unié présenté i-dessus, nous armons qu'un grand nombre
d'algorithmes évolutionnaires multiobjetif de référene proposés durant les deux dernières dé-
ennies sont basées sur de simples variations des omposants indépendants du problème. Dans
le tableau 2.1, trois méthodologies, à savoir NSGA-II (Deb et al., 2002), SPEA2 (Zitzler et al.,
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Table 2.1  Algorithmes évolutionnaires multiobjetif existants omme instanes du modèle
unié proposé. Trois exemples sont présentés : NSGA-II (Deb et al., 2002), SPEA2 (Zitzler
et al., 2001b) et IBEA (Zitzler et Künzli, 2004).
omposants NSGA-II SPEA2 IBEA
tness profondeur de dominane ompte et rang de dominane indiateur binaire
(dominane Pareto) (dominane Pareto) de qualité
diversité distane de rowding plus prohe voisin auun
séletion tournoi binaire élitiste (tournoi binaire) tournoi binaire
remplaement remplaement élitiste remplaement générationnel remplaement élitiste
gestion de l'arhive auun arhive de taille xe auun
arrêt nombre de générations nombre de générations nombre de générations
2001b) et IBEA (Zitzler et Künzli, 2004), sont onsidérées omme de simples instanes du même
modèle. Bien sûr, seuls les omposants indépendants du problème sont présentés pour des raisons
évidentes. NSGA-II et SPEA2 sont probablement les deux algorithmes évolutionnaires multiob-
jetif les plus fréquemment renontrés dans la littérature, soit pour faire fae à un problème
original, soit pour servir de référene lors d'une omparaison de diérentes approhes. Coner-
nant IBEA, 'est une bonne illustration de la nouvelle tendane portant sur la reherhe basée
sur un indiateur de qualité, qui ommene à devenir populaire depuis quelques années.
Exemple 2.1 (NSGA-II) (Deb et al., 2002)
NSGA-II est probablement l'algorithme évolutionnaire multiobjetif le plus populaire. À haque
génération, les solutions de la population ourante sont lassées en fontion de deux ritères.
Deux valeurs sont don aetées à haque membre de la population. Tout d'abord, la stratégie
d'aetation des valeurs de tness se base sur le ompte de dominane et sur la dominane
Pareto. Toutes les solutions non-dominées de la population se voient aeter une valeur de
tness de 1 (premier front), puis elles sont retirées de la population. Toutes les solutions non-
dominées de la population se voient aeter une valeur de tness de 2 (deuxième front), puis elles
sont retirées de la population. Et ainsi de suite. Ce proessus est itéré jusqu'à e que l'ensemble
des solutions dont la valeur de tness est à évaluer soit vide. Cette première valeur représente
la qualité de la solution en termes de onvergene. La deuxième valeur onsiste à estimer la
densité de solutions autour d'un point partiulier de l'espae objetif à l'aide de la distane de
rowding, et représente la qualité de la solution en termes de diversité. La distane de rowding
est alulée parmi les solutions appartenant à un même front ('est-à-dire ayant une valeur de
tness identique). Ainsi, une solution est onsidérée omme plus performante qu'une autre si elle
a une meilleure valeur de tness, ou en as d'égalité, si elle a la meilleure distane de rowding.
À haque itération de l'algorithme évolutionnaire, N solutions Enfant sont générées, où N est
la taille de la population. La stratégie de séletion onsiste en un tournoi déterministe réalisé
entre deux solutions hoisies aléatoirement. La phase de remplaement élitiste fontionne omme
suit. La population de l'itération préédente et la population Enfant sont fusionnées, et seules les
meilleures solutions survivent selon la proédure hiérarhique énonée i-dessus. Par ailleurs, dans
la version originale de NSGA-II, auune tehnique d'arhivage n'est onsidérée, l'approximation
ourante de l'ensemble Pareto optimal étant ontenue au sein de la population prinipale.
Coneption 47
Exemple 2.2 (SPEA2) (Zitzler et al., 2001b)
SPEA2 est une extension de l'algorithme SPEA, où une stratégie d'aetation des valeurs de
tness améliorée est proposée. SPEA2 gère intrinsèquement une arhive interne de taille xe qui
est utilisée au ours de l'étape de séletion pour réer des solutions Enfant. Lors d'une itération,
à haque membre de la population ourante et de l'arhive x est attribuée une valeur S(x) égale
au nombre de solutions qu'elle domine en termes de dominane Pareto (ompte de dominane).
Ensuite, la valeur de tness F (x) de la solution x est alulée en additionnant les valeurs S(x) de
toutes les solutions dominées par x. En outre, une stratégie de préservation de la diversité, basée
sur une tehnique du kème plus prohe voisin, est inorporée. L'étape de séletion est élitiste,
et se ompose d'un tournoi binaire ave remplaement appliqué sur l'arhive uniquement. Enn,
étant donné que l'arhive de SPEA2 a une apaité de stokage de taille xe, un méanisme
d'arhive bornée, basé sur les informations de tness et de diversité, est utilisé lorsque la taille
de l'ensemble non-dominé est trop élevée. À l'inverse, lorsque la taille de l'arhive est trop faible,
des solutions dominées sont inorporées. Par ailleurs, les solutions onstituant l'approximation
ourante étant ontenues dans l'arhive, et l'étape de séletion étant appliquée sur ette même
arhive uniquement, une simple stratégie de remplaement générationnel est onsidérée.
Exemple 2.3 (IBEA) (Zitzler et Künzli, 2004)
L'idée prinipale introduite par IBEA est d'instaurer un ordre total entre les solutions de la
population ourante en généralisant la relation de dominane au moyen d'un indiateur binaire
de qualité arbitraire I : Ω × Ω → R. Cet indiateur représente le but de l'optimisation. La
véritable question est don de savoir omment l'intégrer au sein d'une stratégie d'aetation des
valeurs de tness. En d'autres termes, la valeur de tness d'une solution x appartenant à la
population ourante P doit reéter son utilité à l'égard du but de l'optimisation. Ainsi, à haque
individu est attribuée une valeur de tness F (x) mesurant la  perte de qualité  si x était retiré
de la population ourante. Plusieurs tehniques sont disutées par Zitzler et Künzli (2004), et
elle que retiennent les auteurs est une approhe additive, basée sur une omparaison deux à deux
des solutions de la population ourante, et qui amplie l'inuene des solutions non-dominées
sur les solutions dominées (2.2).
F (x) =
∑
x′∈P\{x}
−e−I(x′,x)/κ (2.2)
où κ > 0 est un fateur d'éhelle. Une desription détaillée de l'algorithme IBEA est reproduite
dans l'algorithme 2. La séletion pour la reprodution se ompose d'un tournoi binaire détermi-
niste. La séletion pour le remplaement onsiste à supprimer, de façon itérative, la plus mauvaise
solution de la population ourante jusqu'à e que la taille requise soit atteinte ; les valeurs de
tness des individus restants étant mises à haque suppression.
Ainsi, n'importe quel indiateur binaire de qualité peut être utilisé dans (2.2). À titre d'exemple,
Zitzler et Künzli (2004) dénissent l'indiateur ǫ-additif (Iǫ+) omme suit :
Iǫ+(z, z
′) = max
i∈{1,...,n}
{zi − z′i} (2.5)
Il donne la valeur minimale par laquelle un veteur objetif z ∈ Z doit être, ou peut être translaté
dans l'espae objetif pour faiblement dominer une autre solution z′ ∈ Z (Fig. 2.13). Notez que
ette translation peut prendre une valeur négative et que les fontions objetif sont supposées
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Algorithme 2 Modèle de l'algorithme IBEA
1. Initialisation. Démarrer ave une population initiale P de taille N fournie en paramètre,
ou la générer de façon aléatoire.
2. Aetation d'une valeur de tness. Caluler les valeurs de tness pour haque solu-
tion x de la population P :
F (x)←
∑
x′∈P\{x}
−e−I(x′,x)/κ (2.3)
3. Séletion pour le remplaement. Répéter les trois étapes suivantes tant que la taille
de la population ourante P dépasse N :
(a) Choisir une solution x⋆ ∈ P ave la plus petite valeur de tness : F (x⋆) ≤ F (x) pour
tout x ∈ P .
(b) Supprimer x⋆ de la population P .
() Mettre à jour les valeurs de tness des solutions restantes. Pour tout x ∈ P :
F (x)← F (x) + e−I(x⋆,x)/κ (2.4)
4. Condition d'arrêt. Si une ondition d'arrêt est satisfaite, retourner les solutions non-
dominées de P . Stop.
5. Séletion pour la reprodution. Eetuer un tournoi déterministe binaire de séle-
tion ave remplaement sur P et ajouter les solutions séletionnées dans une population
temporaire P ′.
6. Variation. Appliquer les opérateurs de roisement et de mutation aux solutions de la
population temporaire P ′ et ajouter les solutions résultantes à la population temporaire
P . Aller à l'étape 2.
être normalisées. Un autre exemple donné par Zitzler et Künzli (2004) est l'indiateur IHD, basé
sur la notion d'hypervolume (Zitzler et Thiele, 1999) :
IHD(z, z
′) =
{
IH(z
′)− IH(z) si z′ ≻ z
IH(z + z
′)− IH(z) sinon (2.6)
IH(z) représente l'hypervolume de l'espae objetif dominé par un veteur objetif z ∈ Z.
IH(z, z
′) mesure l'hypervolume de l'espae objetif dominé par un veteur objetif z′ ∈ Z mais
pas par z ∈ Z (Fig. 2.14). An de pouvoir être utilisés au sein de l'algorithme IBEA, dans (2.2),
es indiateurs doivent être rapportés au niveau de l'espae déisionnel.
I(x, x′) = I(f(x), f(x′)) (2.7)
D'autres indiateurs de qualité pourraient failement être intégrés au sein de l'algorithme IBEA,
tels que eux dérits par Zitzler et al. (2003).
Les trois exemples d'algorithmes présentés i-dessus s'intègrent parfaitement dans notre mo-
dèle, e qui valide la haute exibilité de l'approhe proposée. Mais d'autres exemples peuvent
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Fig. 2.13  Illustration de l'indiateur Iǫ+ appliqué
à deux veteurs objetif z et z′ ∈ Z. À gauhe,
auune relation de dominane n'existe entre z et
z′ ; à droite, z′ ≻ z.
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Fig. 2.14  Illustration de l'indiateur IHD appli-
qué à deux veteurs objetif z et z′ ∈ Z. À gauhe,
auune relation de dominane n'existe entre z et z′ ;
à droite, z′ ≻ z.
failement être trouvés dans la littérature. Par exemple, le seul omposant qui dière entre
NSGA (Srinivas et Deb, 1994) et NSGA-II est la stratégie de préservation de la diversité, qui est
basée sur le sharing dans NSGA et sur le rowding dans NSGA-II. Un autre exemple est l'algo-
rithme ǫ-MOEA proposé par Deb et al. (2005a). Celui-i est une version modiée de NSGA-II où
la relation de dominane de Pareto, utilisée lors de l'aetation des valeurs de tness, est rempla-
ée par une relation d'ǫ-dominane. De même, la relation de g-dominane proposée par Molina
et al. (2009) est expérimentée par les auteurs sur une tehnique prohe de NSGA-II, mais où la
relation de dominane a été modiée an de prendre en ompte les préférenes du déideur par
le biais d'un point de référene.
2.1.4.4 Un nouvel algorithme évolutionnaire pour l'optimisation multiobjetif
Dans un dernier temps, nous allons illustrer omment une telle lassiation générale permet
également de onevoir de nouvelles méthodologies en ombinant diérentes idées d'approhes
existantes. Ainsi, e modèle de oneption unié nous a permis de proposer un nouvel algorithme
évolutionnaire multiobjetif que nous allons étudier lors de la phase expérimentale du présent
hapitre. Cet algorithme, que nous avons appelé SEEA (simple elitist evolutionary algorithm),
est basé sur une approhe élitiste très simple présentée i-dessous.
Exemple 2.4 (SEEA) (Liefooghe et al., 2010)
Si l'évaluation d'une solution dans l'espae objetif ne onsomme pas trop de temps de alul
(e qui est le as pour les problèmes traités ii), le alul des valeurs de tness et de diversité
orrespond généralement aux étapes les plus oûteuses d'un algorithme évolutionnaire multiob-
jetif. Partant de e onstat, nous proposons ii une méthode de reherhe simple, pour laquelle
auune de es phases n'est néessaire, illustrée par l'algorithme 3. Ainsi, une arhive de solutions
potentiellement Pareto optimales est maintenue et mise à jour à haque itération de l'algorithme.
L'étape de séletion onsiste en une stratégie élitiste, où les individus Parent sont séletionnés
dans l'arhive uniquement. La population prinipale est don réée à l'aide de l'appliation des
opérateurs de variation sur des membres de l'arhive hoisis aléatoirement. Ainsi, tel que proposé
par exemple par Zitzler et Thiele (1999), l'arhive n'est pas seulement utilisée omme stokage
externe, mais est également intégrée de façon ative dans le proessus de reherhe au ours de
la phase de séletion de l'algorithme évolutionnaire. SEEA est don un algorithme élitiste, et
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Algorithme 3 Modèle de l'algorithme SEEA
1. Initialisation. Démarrer ave une population initiale P de taille N fournie en paramètre,
ou la générer de façon aléatoire ; initialiser l'arhive A ave les solutions non-dominées de
la population P .
2. Évaluation. Évaluer les solutions de la population P .
3. Mise à jour de l'arhive. A← solutions non-dominées de A ∪ P ; P ← ∅.
4. Condition d'arrêt. Si une ondition d'arrêt est satisfaite, retourner les solutions non-
dominées de l'arhive A. Stop.
5. Séletion pour la reprodution. Répéter jusqu'à e que |P | = N : séletionner aléatoi-
rement une solution de l'arhive A et ajouter la à la population P .
6. Variation. Appliquer les opérateurs de roisement et de mutation aux solutions de la
population P . Aller à l'étape 2.
est en quelque sorte lié à d'autres algorithmes évolutionnaires élitistes tels que SPEA (Zitzler
et Thiele, 1999), PESA (Corne et al., 2000) ou enore SEAMO (Valenzuela, 2002). Néanmoins,
ontrairement à es autres approhes, auune stratégie permettant de préserver la diversité ou de
gérer la taille de l'arhive n'est inluse ii, la taille de l'arhive n'étant pas bornée. Notez que pour
être appliqué à des problèmes d'optimisation où un nombre exponentiel, voir inni, de solutions
non-dominées existent, un méanisme additionnel devrait être onçu an de limiter la taille de
l'arhive (Knowles et Corne, 2004). Un des avantages de et algorithme est que la population (ou
la taille de la population si les solutions initiales sont aléatoires) est le seul paramètre indépen-
dant du problème. Si les solutions non-dominées sont relativement prohes les unes des autres
dans l'espae de déision, et si la taille de l'arhive n'est pas trop petite par rapport à elle de
la population prinipale, nous pensons que SEEA peut onverger vers une bonne approximation
de l'ensemble Pareto optimal en un temps d'exéution très ourt.
2.1.5 Coneption d'algorithmes de reherhe loale multiobjetif
Nous allons maintenant nous intéresser à un autre type de métaheuristique : les méthodes de
reherhe loale, et ei toujours dans un ontexte multiobjetif. Comparativement au nombre
onsidérable d'algorithmes évolutionnaires multiobjetif, la quantité d'algorithmes de reherhe
loale multiobjetif est très restreinte, en partiulier les approhes basées sur une relation de
dominane omme la dominane Pareto auxquelles nous allons nous intéresser ii.
Un algorithme lassique de reherhe loale onsiste à améliorer de façon itérative une solution
arbitraire par rapport à son voisinage jusqu'à e qu'un optimum loal soit atteint. Il s'agit don
d'une métaheuristique à base de solution unique (Talbi, 2009). Ainsi, la onsidération de e type
de méthode requiert la dénition d'une struture de voisinage pour le problème traité.
Dénition 2.1 (Struture de voisinage) Une struture de voisinage est une fontion N :
X → 2X qui aete un ensemble de solutions N (x) ⊂ X à toute solution x ∈ X. N (x) est le
voisinage de x, et une solution x′ ∈ N (x) est un voisin de x.
Étant donné que, dans le adre de l'optimisation multiobjetif, des solutions Pareto optimales
doivent être trouvées, la notion d'optimum loal doit être dénie en termes d'optimalité Pareto.
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Dénition 2.2 (Solution loalement Pareto optimale) Une solution x ∈ X est une solu-
tion loalement Pareto optimale par rapport à une struture de voisinage N ssi il n'existe pas de
solution voisine x′ ∈ N (x) telle que x′ ≻ x.
Dans le domaine de l'optimisation multiobjetif, un algorithme de reherhe de voisinage peut
être utilisé omme approhe autonome pour trouver une approximation de l'ensemble Pareto
optimal, ou bien peut être hybridé ave d'autres métaheuristiques à base de population (voir le
hapitre suivant).
Les approhes de reherhe loale initialement proposées pour l'optimisation multiobjetif étaient
basées sur l'amélioration suessive et indépendante d'une solution unique. De manière générale,
l'approximation nale est ontenue dans une arhive externe où les solutions potentiellement Pa-
reto optimales sont stokées. Cependant, ertaines tehniques réentes manipulent intrinsèque-
ment une population de solutions évoluant en parallèle. Ces méthodes peuvent don apitaliser
les onnaissanes disponibles au sein de la population an de guider et foaliser la reherhe. Dans
la pratique, onjuguer les prinipes de reherhe loale ave l'utilisation d'une population semble
être partiulièrement prometteur pour résoudre des problèmes multiobjetif. Le terme reherhe
loale à base de population sera employé ii pour désigner e type de méthode. Ainsi, les méthodes
de reherhe loales existantes qui visent à trouver une approximation de l'ensemble Pareto op-
timale d'un problème d'optimisation multiobjetif appartiennent à deux atégories diérentes :
les approhes salaires et les approhes basées sur une relation de dominane.
Les approhes appartenant à la première lasse onsistent à résoudre de multiples problèmes
d'optimisation monoobjetif, en réduisant le problème orignal par le biais d'une salarisation
du veteur de fontion objetif. La plupart des méthodes de salarisation se basent sur une
agrégation des fontions objetif à l'aide d'une somme pondérée.
fλ(x) =
n∑
i=1
λifi(x) (2.8)
où λi > 0 pour tout i ∈ {1, . . . , n}. Toutefois, dans le as ombinatoire, notez qu'un ertain
nombre de solutions Pareto optimales, onnues omme solutions non-supportées, ne sont opti-
males pour auune formulation du problème donné en (2.8). Néanmoins, d'autres tehniques de
salarisation peuvent également être employées ; voir la setion 2.1.3.1. Ainsi, une fois le mé-
anisme d'agrégation déni, prenons l'exemple d'une simple somme pondérée fλ, le problème
multiobjetif à résoudre est réduit en un problème monoobjetif et une métaheuristique las-
sique à base de solution unique peut être appliquée jusqu'à e qu'un optimum loal, par rapport
à fλ, soit atteint. Ce proessus est réitéré en modiant le veteur de poids λ. Pour haque veteur
de poids, la meilleure solution trouvée est intégrée dans une arhive, de laquelle les solutions do-
minées sont ultérieurement éartées. À ette n, les métaheuristiques à base de solution unique
vont de la reherhe loale simple (Paquete et Stützle, 2003) à des méthodes plus évoluées omme
la reherhe tabou (Gandibleux et al., 1997; Hansen, 1997) ou le reuit simulé (Serani, 1992;
Ulungu et al., 1999). Quelques exemples de méthodes salaires existantes sont MOTS (Gandi-
bleux et al., 1997; Hansen, 1997), MOSA (Ulungu et al., 1999) ou TPLS (Paquete et Stützle,
2003).
La seonde lasse, qui est de notre intérêt dans le présent doument, onsiste à dénir le ritère
d'aeptation de la reherhe loale sur une relation de dominane arbitraire, telle que la domi-
nane Pareto. Cette lasse sera notée par DMLS (Dominane-based Multiobjetive Loal Searh).
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L'idée de l'algorithme DMLS le plus élémentaire est de maintenir une arhive de solution non-
dominées, d'explorer le voisinage des membres de l'arhive, et d'atualiser le ontenu de la même
arhive à l'aide des solutions voisines explorées ; ei jusqu'à e que l'arhive ne s'améliore plus.
Dès lors, ontrairement aux approhes salaires, l'arhive n'est pas seulement utilisée omme
stokage externe, mais orrespond aussi à la population à améliorer. Ainsi, une des partiularités
des méthodes DMLS est qu'elles manipulent une population de taille variable.
Diérentes variantes de ette idée de base ont été proposées dans la littérature. Tout d'abord, la
méthode PLS-1 (Pareto loal searh) proposée par Paquete et al. (2004) onsiste à démarrer d'une
solution initiale à ajouter à l'arhive. Ensuite, une solution unique est hoisie au hasard parmi les
membres de l'arhive. La totalité des voisins de ette solution est ensuite évaluée et les solutions
non-dominées sont proposées omme solutions andidates pour intégrer l'arhive. Ces étapes sont
itérées jusqu'à e que plus auune amélioration ne soit possible. Des approhes très similaires
ont été proposées par divers auteurs (Talbi et al., 2001; Basseur et al., 2003; Angel et al., 2004).
La seule diérene est que le voisinage de l'ensemble des membres de l'arhive est ii exploré, et
non elui d'une solution unique. En onséquene, une itération est généralement beauoup plus
oûteuse en temps. Ensuite, l'algorithme PAES (Pareto arhived evolution strategy), proposé
par Knowles et Corne (2000), est une stratégie d'évolution de reherhe loale où un voisin
aléatoire unique est évalué à partir d'une solution unique provenant de l'arhive. Des variantes
de PAES où plus d'une solution arhivée est séletionnée, et où plus d'un voisin est généré
par solution ont également été étudiées. Une autre diérene notable est que PAES utilise une
arhive de taille bornée. Enn, diérents algorithmes de reherhe loale multiobjetif ont été
étudiés par Aguirre et Tanaka (2005) pour des solutions représentées à l'aide de veteurs de bits.
L'un d'eux, moRBC(|A| : 1 + 1)A (random bit limber using the arhive for restarts), explore
le voisinage d'une solution unique provenant de l'arhive jusqu'à e qu'un voisin dominant soit
trouvé, ou lorsque l'ensemble du voisinage de la solution a été examiné. Si un voisin améliorant
est trouvé, elui-i remplae la solution initiale dans une arhive bornée. Ce proessus est répété
sur tous les membres de l'arhive, jusqu'à e qu'auun progrès ne puisse plus être réalisé.
Dans la setion suivante, nous montrons que les algorithmes de type DMLS partagent un grand
nombre de omposants ommuns. Un modèle d'uniation général de ette atégorie de méta-
heuristiques pour l'optimisation multiobjetif est donné, et ertaines questions onnexes sont
abordées dans le détail.
Un troisième type de méthode de reherhe loale pour l'optimisation multiobjetif, ayant fait
son apparition réemment, n'entre ni dans la lasse des méthodes salaires, ni dans la lasse
des méthodes DMLS. Il s'agit de méthodes basées sur un indiateur de qualité, et utilisant une
population prinipale de taille xe au ours de la reherhe, et non une solution unique ou une
arhive, omme 'est respetivement le as ave les algorithmes salaires et les algorithmes DMLS.
Quelques mots sont donnés à propos de es stratégies à la suite de la présentation du modèle
DMLS.
2.1.5.1 Un modèle de oneption unié
Les prinipaux omposants de reherhe prenant part à la oneption d'algorithmes DMLS
peuvent être dénis omme suit :
1. Conevoir une représentation (voir la setion 2.1.2.1).
2. Conevoir une stratégie d'initialisation.
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3. Conevoir une fontion d'évaluation (voir la setion 2.1.2.2).
4. Conevoir une struture de voisinage appropriée.
5. Conevoir une fontion d'évaluation inrémentale (si possible).
6. Déterminer une stratégie de séletion de l'ensemble ourant.
7. Déterminer une stratégie d'exploration du voisinage.
8. Déterminer une stratégie de gestion de l'arhive (voir la setion 2.1.3.3).
9. Déterminer une ondition d'arrêt.
Parmi les omposants présentés i-dessus, les inq premiers dépendent fortement du problème à
résoudre, alors que les inq derniers peuvent être onsidérés omme des omposants génériques.
Par rapport à l'optimisation monoobjetif, les étapes d'évaluation et d'évaluation inrémen-
tale peuvent être vues omme spéiques à l'optimisation multiobjetif, ar plusieurs fontions
doivent maintenant être alulées. Conernant les omposants qui ne sont pas liés au problème,
ils sont presque tous spéiques au as multiobjetif, à l'exeption de quelques stratégies très
simples. Trois strutures de données s'ajoutent à es omposants an de stoker le ontenu de
l'arhive, l'ensemble ourant, et l'ensemble andidat onstitué de solutions suseptibles d'intégrer
l'arhive à l'étape d'arhivage. Dans ertains as, si le voisinage d'une solution est évalué de façon
exhaustive, elle-i peut être marquée omme  visitée  an d'éviter une réévaluation inutile de
son voisinage. Ainsi, l'arhive peut ontenir à la fois des solutions visitées et non-visitées.
En suivant ette déomposition, un modèle oneptuel est présenté dans la gure 2.15 et dans
l'algorithme 4. Puisque les omposants liés au problème sont onsidérés omme existants pour
le problème en question, ils n'apparaissent pas sur la gure. La méthodologie ommene ave un
ensemble de solutions ne se dominant pas les unes des autres fourni en entrée. Ces solutions sont
utilisées pour initialiser l'arhive. Ensuite, trois étapes sont itérées jusqu'à e qu'une ondition
d'arrêt soit satisfaite. Tout d'abord, un sous-ensemble de solutions de l'arhive est hoisi pour
onstruire l'ensemble ourant. Ensuite, le voisinage de et ensemble est examiné an de onstruire
l'ensemble andidat. Enn, l'arhive est mise à jour ave les solutions de l'ensemble andidat. À
haque étape, une stratégie spéique doit être déidée an de onstruire une instane du modèle
DMLS.
2.1.5.2 Desription des omposants
Les omposants liés à l'initialisation, le voisinage, l'évaluation inrémentale, la séletion de l'en-
semble ourant, l'exploration du voisinage et la ondition d'arrêt sont présentés i-dessous. En
outre, des stratégies lassiques et originales sont présentées et lassées pour les étapes de séletion
de l'ensemble ourant et d'exploration du voisinage.
2.1.5.2.1 Initialisation. Bien que les remarques onernant l'initialisation de la population
d'un algorithme évolutionnaire données en setion 2.1.4.2.1 s'appliquent tout à fait aux algo-
rithmes DMLS, une spéiité supplémentaire fait que si une solution initiale est dominée par au
moins une autre solution initiale, elle sera immédiatement oubliée dès le début de l'algorithme.
Pourtant, à notre onnaissane, la totalité des méthodes existantes se ontentent d'initialiser la
population ave une seule solution, à l'instar de e qui est fait dans le as monoobjetif ave
les méthodes de reherhe loale. Cette solution initiale est généralement générée aléatoirement.
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ensemble candidat
mise à jour 
    de l'archive
exploration
du voisinage 
archive
    sélection de 
l'ensemble courant
ensemble courant
solutions non-visitées
solutions visitées
Fig. 2.15  Étapes du modèle DMLS.
Algorithme 4 Modèle d'un algorithme DMLS
1. Initialisation. Démarrer ave un ensemble de solutions initiales P fourni en paramètre, ou
le générer de façon aléatoire ; initialiser l'arhive A ave les solutions non-dominées de P .
2. Séletion de l'ensemble ourant. Séletionner un ensemble de solutions non-visitées de
l'arhive et ajoutez-les à l'ensemble ourant Pcourant.
3. Exploration du voisinage. Pour haque solution x de l'ensemble ourant Pcourant, ex-
plorer le voisinage de x selon une ertaine stratégie et ajouter les solutions non-dominées
explorées à l'ensemble andidat Pcandidat. Dans le as d'une exploration exhaustive du
voisinage, marquer x omme visitée.
4. Mise à jour de l'arhive. Mettre à jour l'arhive A à l'aide des solutions de l'ensemble
andidat Pcandidat.
5. Condition d'arrêt. Si les solutions de l'arhive A sont toutes marquées omme visitées
ou si une autre ondition d'arrêt est satisfaite, retourner les solutions non-dominées de
l'arhive A. Stop. Sinon, aller à l'étape 2.
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Cependant, ertaines approhes onsistent à onstruire la solution initiale à l'aide d'une heuris-
tique spéique, d'une méthode de onstrution, voire même d'une méthode exate développée
pour une variante monoobjetif du problème. Par exemple, Paquete et Stützle (2003) proposent
de débuter la reherhe ave une solution de très bonne qualité par rapport à l'une des fontions
objetif.
2.1.5.2.2 Voisinage. La oneption d'une méthode de voisinage néessite la dénition d'une
struture de voisinage pour le problème onsidéré. La dénition du voisinage est une question
lé de l'eaité de la reherhe loale. Une fontion de voisinage N aete un ensemble de
solutions N (x) ⊂ X à toute solution x ∈ X. Une solution x′ ∈ N (x) est appelée un voisin
de x. Un voisin est le résultat de l'appliation d'un opérateur de mouvement m exerçant une
légère perturbation sur la solution x. Notez par ailleurs que diérentes variantes d'une même
reherhe loale peuvent être distinguées relativement à l'ordre dans lequel les solutions voisines
sont générées. En eet, et ordre peut être déterministe, aléatoire, ou peut également varier au
ours de la reherhe.
2.1.5.2.3 Évaluation inrémentale. Pour des problèmes réels, l'évaluation d'une solution
est souvent l'étape la plus oûteuse d'un algorithme de reherhe loale (et d'une métaheuristique
en général). Un moyen eae d'évaluer une solution voisine est don plus qu'appréié. Cette
évaluation inrémentale δ(x,m) va généralement dépendre de la solution ourante x et du mou-
vement m à appliquer en vue de parvenir à la solution à évaluer. Cette question onstitue une
étape importante en termes d'eaité, et doit don être prise en ompte lors de la oneption
d'un algorithme de reherhe loale.
2.1.5.2.4 Séletion de l'ensemble ourant. La phase initiale d'une itération d'un algo-
rithme DMLS porte sur la séletion d'un ensemble de solutions de l'arhive à partir desquelles le
voisinage est à explorer. En premier lieu, notons que, si ertains membres de l'arhive sont mar-
qués omme visités, ils doivent être éliminés de l'ensemble séletion pour des raisons d'eaité
évidentes. De manière générale, dans le adre du modèle présenté ii, deux atégories prinipales
peuvent être identiées :
 une séletion exhaustive, où l'ensemble des solutions non-visitées de l'arhive est séletionné ;
 une séletion partielle, où uniquement un sous-ensemble de solutions est séletionné.
Dans le premier as, toutes les solutions vont permettre de produire un ertain nombre de solu-
tions andidates par le biais de l'opérateur de voisinage (Talbi et al., 2001; Basseur et al., 2003;
Angel et al., 2004). Dans le dernier as, les approhes existantes se ontentent généralement de
séletionner un ertain nombre de solutions (généralement une seule) au hasard (Paquete et al.,
2004). À notre onnaissane, la plupart des tehniques de la littérature s'insrivent dans es deux
approhes simples, mais des stratégies plus sophistiquées peuvent être onçues. Ainsi, d'une part,
un sous-ensemble de solutions bien diversié peut être séletionné en fontion d'une mesure de
densité (Set. 2.1.3.2). C'est par exemple la solution la plus diversiée de l'arhive, par rapport
à une distane de rowding mesurée dans l'espae objetif, qui est séletionnée dans l'approhe
proposée par Aguirre et Tanaka (2005). En eet, en supposant que les solutions prohes les
unes des autres dans l'espae déisionnel le sont également dans l'espae objetif, nous pouvons
raisonnablement armer qu'explorer le voisinage de solutions provenant d'une région peu fré-
quentée va ontribuer à produire de nouvelles solutions intéressantes. D'autre part, il pourrait
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également être intéressant de favoriser le hoix des solutions qui ont été intégrées à l'arhive lors
de l'itération préédente (Knowles et Corne, 2000) ; ou au ontraire, de visiter les solutions en
respetant l'ordre dans lequel elles sont apparues dans l'arhive.
2.1.5.2.5 Exploration du voisinage. À partir de l'ensemble ourant, un ertain nombre de
solutions andidates doivent être générées par le biais d'une struture de voisinage. Cet ensemble
andidat est obtenu par une transformation loale répétée de haque solution ontenue dans
l'ensemble ourant. Comme pour les stratégies de séletion de l'ensemble ourant, deux atégories
prinipales peuvent être lairement distinguées pour une solution à explorer :
 une exploration exhaustive du voisinage, où le voisinage d'une solution est évaluée de façon
omplète et déterministe ;
 une exploration partielle du voisinage, où seul un sous-ensemble de mouvements est appliqué.
Ces deux lasses sont disutées i-dessous.
Exploration exhaustive du voisinage. Dans e premier as, l'examen omplet du voisinage
d'une solution x est eetué. Tous les mouvements possibles sont appliqués et les solutions
voisines non-dominées par rapport à x sont toutes ajoutées à l'ensemble andidat. Notez que,
lors d'une exploration exhaustive du voisinage, les solutions de l'ensemble ourant peuvent être
marquées omme visitées à la n de l'étape orrespondante. Cela donne un avantage à ette
stratégie puisque la réévaluation de ertains voisins est évitée, et don qu'un ritère d'arrêt
naturel peut être renontré, voir la setion 2.1.5.2.6. Cependant, ette stratégie peut paraître
très oûteuse en temps et en espae de alul en pratique, surtout si la taille du voisinage ou
de l'ensemble ourant est importante. Elle pourrait même s'avérer impratiable pour ertaines
appliations où la taille du voisinage est indénombrable.
Exploration partielle du voisinage. Au sein des tehniques DMLS existantes, le nombre de
mouvement à appliquer lors d'une exploration partielle du voisinage est généralement déni a
priori par une valeur fournie en paramètre. Par exemple, dans PAES (Knowles et Corne, 2000),
ette valeur est généralement xée à 1. Ainsi, si l'on onsidère que l'ordre des mouvements assoiés
au voisinage d'une solution est aléatoire, l'appliation d'un mouvement est alors étroitement liée
à la notion d'opérateur de mutation d'un point de vue évolutionnaire (Set. 2.1.4.2.2). On voit
don bien que, dans ertains as partiuliers, la diérene est parfois mine entre un algorithme
évolutionnaire et une P-META de reherhe loale.
Cependant, des tehniques plus omplexes, où un tel hoix serait motivé par l'état atuel de
l'exploration, peuvent tout aussi bien être imaginées. En eet, l'exploration du voisinage d'une
solution x pourrait ontinuer jusqu'à e qu'un mouvement produise une solution voisine de
meilleure qualité, ou au moins aussi bonne que x relativement à une relation de dominane don-
née. Curieusement, à notre onnaissane, es tehniques, bien que largement employées dans le
adre de l'optimisation monoobjetif
2
, n'ont pas enore été étudiées dans une méthode DMLS, à
l'exeption de elle proposée par Aguirre et Tanaka (2005). Il est vrai que dans le as monoobje-
tif, e type de tehnique est plus faile à mettre en plae du fait de l'ordre total qui existe entre
les solutions. Des idées similaires ont également été proposées par Ulungu et al. (1999) pour un
algorithme de reherhe loale multiobjetif basé sur la résolution répétée d'une seule solution.
2. Ce type de stratégie est généralement dénoté omme elui du premier voisin améliorant (rst improving
neighbor) dans la littérature pourtant sur la reherhe loale pour l'optimisation monoobjetif (Talbi, 2009).
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Les stratégies d'exploration partielle du voisinage peuvent être divisées omme suit.
 Voisin aléatoire. Un seul voisin aléatoire de la solution atuelle est proposé omme andidat
à l'intégration dans l'arhive (Knowles et Corne, 2000).
 Premier voisin non-dominé. Pour haque solution x de l'ensemble ourant, le voisinage est
évalué jusqu'à e que le premier voisin non-dominé, à l'égard de x, soit trouvé. Ce voisin est
alors proposé omme andidat à l'intégration de l'arhive. Si auun voisin non-dominé n'est
trouvé, le proessus s'arrête une fois que le voisinage de x est entièrement examiné. Dans le
meilleur des as, un seul voisin doit être évalué, alors que dans le pire des as (tous les voisins
de x sont dominés par x), le voisinage est examiné omplètement, de sorte que la solution x
peut être marquée omme visitée.
 Premier voisin dominant. Pour haque solution ourante x, les mouvements sont appliqués
jusqu'à e que l'on trouve une solution voisine dominant x (Aguirre et Tanaka, 2005). Ensuite,
tous les voisins non-dominés évalués sont proposés omme solutions andidates à l'intégration
au sein de l'arhive. De la même manière que pour la stratégie préédente, le nombre possible
de voisins à évaluer par solution de l'ensemble ourant s'étend de 1 à |N (x)|.
Bien sûr, es trois stratégies peuvent failement être étendues au as où plus qu'un élément voisin
aléatoire, non-dominé ou dominant doit être trouvé. En outre, une autre relation de dominane
que la dominane Pareto peut être employée pour omparer les solutions deux-à-deux.
Pour les stratégies non-aléatoires, dans le pire des as, une évaluation omplète du voisinage est
eetuée pour haque solution de l'ensemble ourant. Dans un tel as, tous les mouvements sont
appliqués, de sorte que la solution x orrespondante peut être marquée omme visitée. Cei a
bien évidement plus de hane d'arriver pour la stratégie du premier voisin dominant. Ainsi,
en supposant que les solutions dominées sont toujours éartées de l'arhive, soit la solution x
sera marquée omme visitée, soit elle ne sera plus inluse dans l'arhive, ar dominée par un
de ses voisins évalués. En onséquene, ette stratégie du premier voisin dominant est la seule
exploration partielle du voisinage qui donne lieu à une ondition d'arrêt naturelle, e qui évite
la réévaluation inutile de solutions voisines. Pour les autres stratégies d'exploration partielle,
même si des méanismes omplexes pourraient être imaginés an de réupérer les voisins déjà
évalués d'une solution donnée, eux-i s'avéreraient probablement ineaes en pratique pour
des voisinages de grande taille.
2.1.5.2.6 Condition d'arrêt. Outre les exemples de ondition d'arrêt déjà exposés pour
les algorithmes évolutionnaires, les algorithmes DMLS peuvent parfois naturellement ontenir
une ondition d'arrêt additionnelle. En eet, lorsqu'il est possible de marquer les membres de
l'arhive omme visités, dépendamment de la stratégie d'exploration du voisinage hoisie, un
ritère d'arrêt naturel onsiste à poursuivre la reherhe jusqu'à e que toutes les solutions de
l'arhive soient marquées omme visitées. En eet, dans un tel as, l'arhive ne ontient plus
que des solutions non-dominées pour lesquelles tous les voisins sont dominés ou équivalent à au
moins une solution de la même arhive. L'algorithme est tombé dans une sorte d'optimum loal
Pareto.
2.1.5.3 Algorithmes existants omme instanes du modèle
Le but de ette setion est de montrer omment des algorithmes DMLS provenant de la lit-
térature s'insrivent failement dans la vue uniée proposée. Deux reherhes loales Pareto :
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Table 2.2  Algorithmes de reherhe loale multiobjetif existants omme instanes du modèle
DMLS. Quatre exemples sont présentés : PLS-1 (Paquete et al., 2004), PLS-2 (Talbi et al., 2001;
Basseur et al., 2003; Angel et al., 2004), PAES (Knowles et Corne, 2000), and moRBC(|A| :
1 + 1)A (Aguirre et Tanaka, 2005).
omposants PLS-1 PLS-2 PAES moRBC(|A| : 1 + 1)A
relation dominane dominane dominane dominane
de dominane Pareto Pareto Pareto Pareto
séletion de partielle exhaustive partielle partielle
l'ensemble ourant 1 solution aléatoire toutes les solutions µ solutions 1 solution diversiée
exploration exhaustive exhaustive partielle partielle
du voisinage tous les voisins tous les voisins λ voisins aléatoires 1 voisin dominant
gestion de non-bornée non-bornée bornée bornée
l'arhive hyper-grille distane de rowding
ondition naturelle naturelle dénie par naturelle
d'arrêt solutions visitées solutions visitées l'utilisateur solutions visitées
PLS-1 (Paquete et al., 2004), et PLS-2 (Talbi et al., 2001; Basseur et al., 2003; Angel et al.,
2004), ainsi que PAES (Knowles et Corne, 2000) et moRBC(|A| : 1 + 1)A (Aguirre et Tanaka,
2005) sont pris omme exemples. Le tableau 2.1.5.3 les présente omme de simples instanes du
modèle DMLS. Naturellement, seuls les omposants indépendant du problème sont présentés. Ces
méthodes utilisent toutes la relation de dominane Pareto dans leur version originale. Comme
illustré sur la gure 2.1.5.3, es quatre algorithmes DMLS lassiques sont basés sur de simples
variantes des omposants indépendants du problème présenté préédemment, e qui valide la
grande exibilité et modularité du modèle d'uniation proposé.
Exemple 2.5 (PLS-1) (Paquete et al., 2004)
À haque itération, PLS-1 séletionne une solution non-visitée au hasard à partir de l'arhive,
et explore son voisinage de façon exhaustive. Il ontient une ondition d'arrêt naturelle qui est
vériée lorsque tous les membres de l'arhive sont marqués omme visités. Une arhive non-bornée
est généralement utilisée, même si un méanisme de limitation de la taille peut très failement y
être inlus. L'algorithme 5 donne le modèle de PLS-1.
Exemple 2.6 (PLS-2) (Talbi et al., 2001; Basseur et al., 2003; Angel et al., 2004)
La seule diérene entre PLS-1 et PLS-2 est que e dernier algorithme ajoute, à haque itération,
l'ensemble des solutions non-visitées de l'arhive à l'ensemble ourant, de sorte qu'un ensemble
andidat de très grande taille peut potentiellement être onstruit.
Exemple 2.7 (PAES) (Knowles et Corne, 2000)
À haque itération de l'algorithme PAES, µ solutions sont séletionnées à partir de l'arhive.
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Algorithme 5 Modèle de l'algorithme PLS-1
1. Initialisation. Initialiser l'arhive A ave une solution x ∈ X fournie en paramètre, ou la
générer de façon aléatoire.
2. Séletion de l'ensemble ourant. Séletionner une solution marquée omme non-
visitée x aléatoirement parmi les membres de l'arhive A.
3. Exploration du voisinage. Générer la totalité des voisins de x et ajoutez les solutions
non-dominées explorées à l'ensemble andidat Pcandidat. Marquer x omme visitée.
4. Mise à jour de l'arhive. Mettre à jour l'arhive A à l'aide des solutions de l'ensemble
andidat Pcandidat.
5. Condition d'arrêt. Si les solutions de l'arhive A sont toutes marquées omme visitées
ou si une autre ondition d'arrêt est satisfaite, retourner les solutions non-dominées de
l'arhive A. Stop. Sinon, aller à l'étape 2.
Une exploration partielle du voisinage est ensuite eetuée à hauteur de λ voisins aléatoires
par solution. Dans la version de base de PAES, notez que µ et λ sont tous les deux xés à 1.
La stratégie de séletion de l'ensemble ourant onsiste à hoisir, parmi la solution ourante de
l'itération préédente et la dernière solution produite, elle qui se trouve dans la région la plus
diversiée de l'arhive. Par ailleurs, PAES utilise un tehnique d'arhive bornée basée sur une
hyper-grille (voir la setion 2.1.3.2). L'algorithme 6 donne la trame générale d'un algorithme
PAES pour lequel les paramètres µ et λ sont tous les deux xés à 1.
Algorithme 6 Modèle de l'algorithme (1+1)-PAES
1. Initialisation. Initialiser l'arhive A ave une solution x ∈ X fournie en paramètre, ou la
générer de façon aléatoire.
2. Séletion de l'ensemble ourant. Séletionner une solution x parmi les membres de
l'arhive A en fontion de l'état atuel de l'arhive, de la solution ourante et de la solution
andidate de l'itération préédente.
3. Exploration du voisinage. Générer un voisin aléatoire x′ de x.
4. Mise à jour de l'arhive. Mettre à jour l'arhive A à l'aide de la solution x′ à l'aide de
la stratégie d'arhivage basée sur une hyper-grille.
5. Condition d'arrêt. Si une ondition d'arrêt est satisfaite, retourner les solutions non-
dominées de l'arhive A. Stop. Sinon, aller à l'étape 2.
Exemple 2.8 (moRBC(|A| : 1 + 1)A) (Aguirre et Tanaka, 2005)
L'algorithme moRBC(|A| : 1 + 1)A a été originalement proposé pour le as partiulier de pro-
blèmes où les solutions sont représentées par un veteur de bits, et où l'opérateur de voisinage
se base sur une modiation à l'inverse des valeurs de bits. Néanmoins, il peut être généralisé à
tout type de problème et tout type de voisinage. Cet algorithme utilise également une arhive
bornée à l'aide d'une stratégie de préservation de la diversité basée sur la distane de rowding.
Une seule solution, elle ave la meilleure distane de rowding, est séletionnée dans l'arhive.
Ensuite, ses voisins sont évalués jusqu'à e qu'une solution qui domine la solution ourante soit
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trouvée, ou une fois que le voisinage orrespondant a été totalement exploré. Chaque voisin évalué
non-dominé est ajouté à l'ensemble andidat.
2.1.5.4 Un autre exemple d'algorithme de reherhe loale multiobjetif
Jusqu'à présent, nous avons supposé que l'ensemble prinipal de solutions sur lequel se basait
la reherhe et l'exploration de nouvelles solutions était l'arhive. Néanmoins, pour ertains pro-
blèmes d'optimisation multiobjetif, le nombre de solutions non-dominées peut roître de façon
exponentielle par rapport à la taille de l'instane à résoudre. Certains problèmes d'optimisa-
tion ontinus possèdent même un nombre inni de solutions non-dominées. Par onséquent, il
se peut qu'une arhive de taille non-bornée puisse ontenir un très grand nombre de solutions
non-dominées, et que la reherhe s'avère don ineae en explorant le voisinage d'un tel en-
semble. Ainsi, un méanisme additionnel se doit parfois d'être onçu pour ontrler le nombre
de solutions à explorer. Deux stratégies sont possibles. La taille de l'arhive peut par exemple
être bornée, auquel as la méthode orrespondante peut toujours être vue omme une instane
du modèle DMLS. Au ontraire, une autre stratégie onsiste à utiliser une population prinipale
de taille xe, tout omme dans un algorithme évolutionnaire standard, et n'implique don pas
l'arhive dans le proessus de reherhe.
D'autre part, tout omme nous l'avons vu dans la setion 2.1.3.1, le ritère d'aeptation d'une
reherhe loale peut aussi bien se baser sur un indiateur de qualité arbitraire donné en para-
mètre. L'algorithme IBMOLS (indiator based multiobjetive loal searh), proposé par Basseur
et Burke (2007), est une méthode de reherhe loale à base de population fondée sur un india-
teur binaire de qualité. En d'autres mots, il s'agit d'une adaptation de l'algorithme évolutionnaire
IBEA (Zitzler et Künzli, 2004) en un algorithme de reherhe loale.
L'algorithme IBMOLS maintient une population prinipale qui peut être initialisée aléatoire-
ment. Ensuite, il génère le voisinage d'une solution de la population jusqu'à e qu'une solution
améliorante, en termes de valeur de tness et ei par rapport à toutes les solutions de la popu-
lation, soit trouvée ; ou enore jusqu'à e que tous les voisins aient été évalués. Si une solution
améliorante est trouvée, elle remplae la moins bonne solution de la population. En itérant e
prinipe simple à toutes les solutions de la population, nous obtenons une étape de reherhe
loale. La proédure omplète de reherhe loale s'arrête lorsque l'arhive n'a reçu auun nou-
vel élément non-dominé lors d'une étape omplète de reherhe loale. La méthode IBMOLS
possède don un ritère d'arrêt naturel. Les étapes de la méthode IBMOLS sont détaillées dans
l'algorithme 7.
2.2 Implémentation
Maintenant que les détails de oneption de métaheuristiques pour l'optimisation multiobjetif
ont été présentés, ette setion se onentre sur les aspets liés à l'implémentation, et dès lors,
au transfert tehnologique des questions étudiées i-dessus. Les motivations de l'utilisation d'une
plateforme logiielle sont détaillées. Ensuite, les prinipales aratéristiques de la plateforme
proposée, ParadisEO-MOEO, sont dérites, et les intérêts d'un tel outil, aussi bien pratiques que
théoriques, sont disutés.
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Algorithme 7 Modèle de l'algorithme IBMOLS
1. Initialisation. Démarrer ave une population initiale P de taille N fournie en paramètre,
ou la générer de façon aléatoire ; initialiser l'arhive A ave les solutions non-dominées de
la population P .
2. Aetation d'une valeur de tness. Caluler les valeurs de tness pour haque solu-
tion x de la population P :
F (x)←
∑
x′∈P\{x}
−e−I(x′,x)/κ (2.9)
3. Étape de reherhe loale. Répéter les étapes suivantes pour haque solution x de la
population ourante P .
(a) x⋆ ← un voisin aléatoire de x.
(b) Caluler la valeur de tness de x⋆ :
F (x⋆)←
∑
x′∈P
−e−I(x′,x⋆)/κ (2.10)
() Mettre à jour les valeurs de tness des solutions de la population. Pour tout x ∈ P :
F (x)← F (x)− e−I(x⋆,x)/κ (2.11)
(d) Ajouter x⋆ à la population P .
(e) w ← solution de P ayant la moins bonne valeur de tness.
(f) Supprimer w de la population P .
(g) Mettre à jour les valeurs de tness des solutions restantes. Pour tout x ∈ P :
F (x)← F (x) + e−I(w,x)/κ (2.12)
4. Mise à jour de l'arhive. Mettre à jour l'arhive A à l'aide des solutions de la popula-
tion P .
5. Condition d'arrêt. Si l'arhive A n'a pas été modiée depuis l'itération préédente, re-
tourner les solutions de A. Stop. Sinon, aller à l'étape 3.
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2.2.1 Motivations
Dans la pratique, il existe une grande diversité de problèmes d'optimisation à résoudre, engen-
drant un grand nombre de modèles possibles à traiter dans le adre de méthodes de résolutions
basées sur les métaheuristiques. En outre, un nombre roissant de méthodes de reherhe gé-
nérales sont proposées dans la littérature, ave une évolution vers des méanismes de plus en
plus omplexes. D'un point de vue pratique, il existe une forte demande de fournir un ensemble
d'implémentations de métaheuristiques prêtes à l'emploi, permettant un eort minimum de pro-
grammation. D'autre part, un expert tient généralement à onevoir de nouveaux algorithmes,
à intégrer de nouveaux omposants dans une méthode existante, ou même à ombiner les dié-
rents méanismes de reherhe. En outre, il est également utile de pouvoir évaluer et omparer
diérents algorithmes de façon équitable.
Ainsi, omme l'ont fait observer Cahon et al. (2004) et Talbi (2009), trois approhes prinipales
peuvent être identiées pour le développement de métaheuristiques : en partant de rien ('est-à-
dire auune réutilisabilité), réutilisation du ode et réutilisation de la oneption et du ode.
 Tout d'abord, les programmeurs sont tentés de développer et d'implémenter leur propre ode à
partir de rien. Toutefois, ei exige du temps et de l'énergie et le ode résultant est généralement
sujet à de nombreuses erreurs et diile à maintenir et à faire évoluer.
 La deuxième approhe onsiste à réutiliser une implémentation de tiere-partie, sous la forme de
programmes individuels ou de librairies généralement disponibles sur le web. Les programmes
individuels sont souvent omposés de setions dépendantes de l'appliation qui doivent être
extraites avant d'insérer le ode relatif à l'appliation traitée. De même, modier es se-
tions est souvent oûteux en temps et sujet à erreurs. La réutilisation de ode par le biais
des bibliothèques est évidemment plus reommandée, ar es dernières sont souvent testées,
doumentées, et don plus ables. Cependant, les bibliothèques ne permettent pas la réuti-
lisation de la partie invariante des algorithmes liés à la oneption. Par onséquent, l'eort
d'implémentation reste important.
 Enn, la réutilisabilité du ode et de la oneption permet de surmonter e problème. En onsé-
quene, une approhe approuvée pour le développement de métaheuristiques est l'utilisation
de plateformes logiielles.
Une plateforme logiielle pour la oneption et l'implémentation de métaheuristiques peut être
dénie par un ensemble de omposants basés sur une séparation oneptuelle laire de la partie
invariante et de la partie spéique au problème de la métaheuristique. Ainsi, à haque fois qu'un
nouveau problème d'optimisation doit être abordé, le ode et la oneption peuvent tous deux
être diretement réutilisés an de ne développer que la plus petite quantité de ode possible. Par
onséquent, l'eort d'implémentation est minimum relativement au problème étudié. Générale-
ment, la plateforme logiielle garantie le ontrle total de la partie invariante des algorithmes,
elle-i étant enapsulée dans des squelettes génériques et abstraits qui sont fournis. L'utilisateur
n'a don plus qu'à dénir le ode relatif aux setions dépendantes du problème. Ainsi, ette
partie variable est xée par la plateforme, mais doit être fournie par l'utilisateur. Pour e faire,
la oneption de la plateforme logiielle doit être fondée sur une nette séparation oneptuelle
entre les méthodes de résolution et le problème à résoudre. La oneption et la programmation
orientée-objet sont fortement reommandées dans un tel as. Une autre façon d'eetuer ette
séparation serait de fournir un ensemble de modules pour haque partie, et de les faire ommu-
niquer à l'aide de hiers texte. Toutefois, ette approhe est bien moins exible que l'approhe
orientée-objet, et est bien plus oûteuse en temps de alul. Par ailleurs, notons que deux types
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de plateforme logiielle peuvent être distingués : les plateformes dites  boîte blanhe  et les pla-
teformes  boîte noire . Ces dernières réutilisent les omposants et se basent sur le ouplage par
omposition et paramétrage statiques. À l'opposé, les plateformes  boîte blanhe  requièrent
une ompréhension des objets des lasses orrespondantes et une maîtrise à l'utilisation, pour
ensuite être en mesure d'implémenter des sous-lasses valides par héritage ou par spéialisation.
2.2.2 Présentation de ParadisEO-MOEO
Cette setion ontient une présentation générale de ParadisEO, une plateforme logiielle dédiée à
la oneption de métaheuristiques, et une desription détaillée de ParadisEO-MOEO, le module
de ParadisEO spéiquement dédié à l'optimisation multiobjetif. Historiquement, ParadisEO
était prinipalement dédié aux métaheuristiques parallèles et distribuées, et était le résultat du
travail de thèse de Sébastien Cahon, supervisé par Nouredine Melab et El-Ghazali Talbi (Cahon
et al., 2004). La version initiale ontenait déjà un petit nombre de fontionnalités liées à l'op-
timisation multiobjetif, prinipalement en e qui onerne la gestion de l'arhive. Ce travail a
ensuite été élargi et présenté dans (Liefooghe et al., 2007b). Mais depuis, nous avons presque
intégralement remanié le module ParadisEO-MOEO an de fournir une déomposition plus ne,
en adéquation ave le modèle unié présenté dans la setion préédente.
2.2.2.1 La plateforme ParadisEO et le module ParadisEO-MOEO
ParadisEO
3
est une plateforme logiielle  boîte blanhe  orientée-objet dédiée à la oneption
exible des métaheuristiques pour la résolution de problèmes d'optimisation de nature ontinue,
disrète ou ombinatoire. Basé sur la librairie EO (Evolving Objets)
4
(Keijzer et al., 2001),
ParadisEO s'appuie sur la notion de Template C++, et est portable sur les systèmes Unix
(Linux, MaOS) et Windows. Ce logiiel est régi par la liene CeCILL soumise au droit français
et respetant les règles de diusion des logiiels libres
5
. Il tend à être utilisé à la fois par des non-
spéialistes et des experts de l'optimisation. Comme illustré dans la gure 2.16, il est omposé
de quatre modules inter-onnetés qui onstituent une plateforme globale. Chaque module est
fondé sur une séparation oneptuelle laire entre les méthodes de résolution et les problèmes
qu'elles sont destinées à résoudre. Cette séparation onfère une réutilisation maximum de ode
et de oneption pour l'utilisateur.
Les modules onstituant la plateforme ParadisEO sont les suivants.
1. ParadisEO-EO (Evolving Objets) pour l'implémentation de métaheuristiques à base de
population, omprenant entre autres les algorithmes évolutionnaires (Keijzer et al., 2001)
et les algorithmes à essaim de partiules (Talbi, 2009).
2. ParadisEO-MO (Moving Objets) (Boisson et al., 2009) pour l'implémentation de mé-
taheuristiques à base de solution unique, 'est-à-dire les méthodes de reherhe loale, de
reuit simulé, de reherhe tabou, et.
3. ParadisEO-MOEO (Multi-Objetive Evolving Objets) (Liefooghe et al., 2009a,) pour
l'implémentation de métaheuristiques dédiées à l'optimisation multiobjetif.
3. ParadisEO est disponible à l'URL : http://paradiseo.gforge.inria.fr.
4. EO est disponible à l'URL : http://eodev.soureforge.net.
5. Des informations sur la liene CeCILL sont disponibles à l'URL : http://www.eill.info.
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ParadisEO-EO
ParadisEO-PEO
ParadisEO-MO ParadisEO-MOEO métaheuristiques pour l'optimisation multiobjectif
métaheuristiques à base
de solution unique
métaheuristiques hybrides, 
parallèles et distribuées
métaheuristiques à base
de population
Fig. 2.16  Les modules de la plateforme ParadisEO.
4. ParadisEO-PEO (Parallel Evolving Objets) (Cahon et al., 2004; Talbi, 2009) pour l'im-
plémentation de métaheuristiques parallèles et distribuées, que e soit au niveau algorith-
mique (multi-start, modèle en îles), itératif (parallélisation de l'évaluation des solutions de
la population) ou de la solution (parallélisation de la fontion d'évaluation).
Par ailleurs, la plateforme globale ParadisEO ore une vaste gamme de omposants pour l'im-
plémentation de métaheuristiques hybrides, grâe à la onnexion existante entre ses diérents
modules. Par la suite, nous allons exlusivement nous onentrer sur le module onsaré à l'op-
timisation multiobjetif, à savoir ParadisEO-MOEO.
ParadisEO-MOEO onstitue une plateforme exible et modulaire pour la oneption et l'implé-
mentation de métaheuristiques pour l'optimisation multiobjetif. Elle est basée sur le modèle
unié proposé dans la setion préédente et est oneptuellement divisé en omposants à grain
n. A haque niveau de son arhiteture, un ensemble de lasses abstraites est proposé et un
large éventail de lasses instaniables, orrespondant à diérentes stratégies lassiques de la lit-
térature, est également fourni. En outre, la plateforme a pour but d'être extensible, souple et
failement adaptable, tous ses omposants sont génériques an que son arhiteture modulaire
permette de développer rapidement et failement toute nouvelle tehnique, ei ave un mini-
mum de lignes de ode à érire. L'objetif ii est de suivre les nouvelles stratégies à venir de la
littérature et, si besoin est, de fournir des éléments supplémentaires néessaires à leur mise en
÷uvre. ParadisEO-MOEO évolue onstamment et de nouvelles fontionnalités sont onstamment
suseptibles d'être ajoutées an de fournir les onepts les plus modernes et eaes, et de tenir
ompte des avanées les plus réentes du domaine.
2.2.2.2 Caratéristiques prinipales
Une plateforme logiielle est en général destinée à être exploitée par un grand nombre d'utilisa-
teurs. Son exploitation ne peut être eae que si un ensemble de ritères sont satisfaits. Par
onséquent, les prinipaux objetifs de la plateforme ParadisEO sont les suivants (Cahon et al.,
2004; Talbi, 2009).
 Réutilisabilité maximum de la oneption et du ode. La plateforme doit fournir une
arhiteture de oneption omplète pour la métaheuristique onsidérée. L'utilisateur ne doit
érire que le minimum de ode spéique à son problème et le proessus de développement
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doit être fait de façon inrémentale, ei an de onsidérablement simplier la mise en ÷uvre
et d'alléger le temps de développement, et don le oût. Cet objetif néessite une séparation
oneptuelle maximale entre les méthodes de résolution et le problème à résoudre.
 Flexibilité et adaptabilité. Il doit être possible de failement ajouter de nouvelles fontion-
nalités ou de modier les fontionnalités existantes, sans pour autant qu'il y ait de réperus-
sions sur les autres omposants. L'utilisateur doit avoir aès au ode soure et doit utiliser
les onepts d'héritage ou de spéialisation de la programmation orientée-objet pour réer de
nouveaux omposants à partir de omposants de base ou de lasses abstraites. Par ailleurs, de
nouveaux problèmes d'optimisation surgissent et ertains problèmes d'optimisation existants
se développent, les omposants doivent don être adaptés et spéialisés de façon appropriée.
 Utilité. La plateforme doit ouvrir un large éventail de métaheuristiques, de omposants, des
modélisations de problèmes lassiques, des modèles parallèles et distribués, des méanismes
d'hybridation, et. Bien sûr, une utilisation avanée ne doit pas ajouter de diultés pour les
utilisateurs désireux d'utiliser les implémentations basiques.
 Aès transparent à la performane et à la robustesse. Étant donné que les méthodes
d'optimisation sont souvent oûteuses en temps, en partiulier pour les problèmes réels di-
iles, la question de performane des métaheuristiques proposées est ruiale. Aussi, le alul
parallèle et distribué est une façon intéressante d'atteindre un niveau élevé de performane à
l'exéution. Par ailleurs, l'exéution des algorithmes doit être robuste an de garantir la a-
bilité et la qualité des résultats. Lorsqu'ils sont onçus de manière astuieuse, les méanismes
d'hybridation permettent souvent d'obtenir de solides et de meilleures solutions.
 Portabilité. An de satisfaire le plus grand nombre d'utilisateurs, la plateforme doit sup-
porter un grand nombre d'arhitetures matérielles (séquentielle, parallèle, distribuée) et leurs
systèmes d'exploitation assoiés (Windows, Linux, MaOS).
 Failité d'utilisation et eaité. La plateforme doit être faile d'utilisation et ne doit
ontenir auun oût supplémentaire en termes de omplexité en temps ou en espae, ei an
de onserver une eaité similaire à une implémentation spéique. Au ontraire, elle-i
est destinée à être moins sujette aux erreurs que les métaheuristiques développées de façon
spéique.
ParadisEO honore tous les ritères mentionnés i-dessus et vise à être utilisée à la fois par des
non-spéialistes et des experts de l'optimisation. Par ailleurs, le module ParadisEO-MOEO doit
ouvrir d'autres besoins liés à l'optimisation multiobjetif. Par exemple, il doit pouvoir être très
simple d'étendre un problème d'optimisation monoobjetif à sa ontrepartie multiobjetif sans
pour autant modier l'ensemble de l'implémentation des omposants liés au problème.
2.2.2.3 Plateformes logiielles existantes
Un nombre relativement élevé de plateformes logiielles dédiées à la oneption de métaheuris-
tiques ont été proposées jusqu'à présent. Cependant, la plupart d'entre elles sont uniquement
dédiées aux algorithmes évolutionnaires, et très peu sont apables de résoudre des problèmes
multiobjetif. Quelques unes fournissent tout de même des éléments pour un sous-ensemble par-
tiulier des stratégies, parmi lesquelles on peut iter ECJ
6
, JavaEVA (Streihert et Ulmer, 2005)
ou Open BEAGLE (Gagné et Parizeau, 2006).
Le tableau 2.3 donne une liste non exhaustive de omparaison entre un ertain nombre de pla-
6. http://s.gmu.edu/~elab/projets/ej/
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Table 2.3  Caratéristiques prinipales des plateformes logiielles existantes pour le dévelop-
pement de métaheuristiques pour l'optimisation multiobjetif.
plateforme problème outils stat. hybrid. para. boîte lang. liene
ont. omb. o-line on-line
jMetal oui oui oui non oui non blanhe java libre
MOEA for Matlab oui non non non non oui noire matlab omm.
MOMHLib++ oui oui non non oui non blanhe ++ libre
PISA oui oui oui non non non noire - libre
Shark oui non non non oui non blanhe ++ libre
ParadisEO oui oui oui oui oui oui blanhe ++ libre
teformes logiielles existantes pour l'implémentation de métaheuristiques pour l'optimisation
multiobjetif. Sont inluses les plateformes jMetal (Durillo et al., 2006), la boîte à outils MOEA
pour Matlab (Tan et al., 2001), MOMHLib++
7
, PISA (Bleuler et al., 2003) et Shark (Igel et al.,
2008). Notez que d'autres logiiels existent pour l'optimisation multiobjetif (Poles et al., 2008),
mais ertains ne peuvent pas être onsidérés omme des plateformes et d'autres ne traitent pas
de métaheuristiques. Les plateformes présentées dans le tableau sont distinguées les unes des
autres selon les ritères suivants : le genre de problème qu'elles sont apables de traiter : ontinu
(ont.) et/ou ombinatoire (omb.), la disponibilité d'outils statistiques (y ompris les india-
teurs de performane) en dehors du proessus de reherhe (o-line) et durant le proessus de
reherhe (on-line), la disponibilité de modèles parallèles (para.) ou d'hybridation (hybrid.), le
type de plateforme (boîte noire ou boîte blanhe), le langage de programmation (lang.) et le type
de liene (libre ou ommerial).
Tout d'abord, laissez-nous mentionner que toutes les plateformes logiielles répertoriées sont libre
d'utilisation, à l'exeption de la boîte à outils MOEA onçue pour logiiel ommerial Matlab.
Elles sont toutes en mesure de gérer des problèmes ontinus, mais seulement un sous-ensemble
peut faire fae à des problèmes multiobjetif ombinatoires. Par ailleurs, notez que ertaines
d'entre elles ne peuvent pas être onsidérées omme des plateformes boîte-blanhe puisque leur
arhiteture n'est pas déomposée en diérents omposants. Par exemple, pour onevoir une
nouvelle méthodologie sous PISA, il est quasiment néessaire de l'implémenter à partir de rien,
ar auun élément existant ne peut être réutilisé. Aussi, même si Shark peut être onsidéré omme
une plateforme boîte-blanhe, ses omposants ne sont pas aussi ns que eux de ParadisEO. Au
ontraire, ParadisEO est une plateforme ouverte où haun peut ontribuer et ajouter ses propres
fontionnalités. Enn, seul un petit nombre d'entre elles sont en mesure de onevoir à la fois
des métaheuristiques parallèles et hybrides. Ainsi, par rapport à la taxinomie proposée par Talbi
(2002), seule la lasse de métaheuristiques hybrides en mode relais peuvent être failement implé-
menter sous jMetal, MOMHLib++ et Shark, alors que ParadisEO fournit les outils néessaires
à la oneption de toutes les lasses de modèles hybrides, dont les métaheuristiques hybrides en
mode teamwork. De plus, en opposition à jMetal et MOMHLib++, ParadisEO propose des mo-
dèles failes à utiliser pour la oneption de modèles parallèles et distribués de métaheuristiques
pour l'optimisation multiobjetif. Par onséquent, ParadisEO semble être la seule plateforme
logiielle existante qui satisfasse tous les ritères susmentionnés.
7. http://home.gna.org/momh/
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2.2.3 Implémentation sous ParadisEO-MOEO
Les détails tehniques d'implémentation de métaheuristiques pour l'optimisation multiobjetif
sous ParadisEO-MOEO sont donnés en annexe. La haute exibilité de la plateforme et son
arhiteture modulaire, basée sur les trois notions prinipales spéiques à la oneption de
métaheuristiques pour l'optimisation multiobjetif (aetation d'une valeur de tness, préser-
vation de la diversité et élitisme) permettent d'implémenter des algorithmes évolutionnaires et
des algorithmes de reherhe loale eaes an de résoudre une grande variété de problèmes
d'optimisation multiobjetif. La déomposition granulaire de ParadisEO-MOEO est basée sur
les modèles d'uniation proposés dans la setion préédente.
Ainsi, plusieurs lasses fournies au sein de ParadisEO-MOEO permettent de dénir un algorithme
évolutionnaire ou un algorithme DMLS de façon générique, par simple instaniation. Diérents
omposants peuvent don être très failement expérimentés sans pour autant engendrer d'im-
portantes modiations en termes d'ériture de ode. Mais, il faut garder à l'esprit que ette
liste n'est pas exhaustive, ar la plateforme est en perpétuelle évolution et ore tout e qui est
néessaire pour développer de nouveaux omposants ave un minimum d'eort.
Par ailleurs, de nombreuses implémentations d'algorithmes lassiques, basées sur une ombi-
naison de omposants fournis au sein de la plateforme, sont proposées, parmi lesquelles les al-
gorithmes évolutionnaires MOGA (Fonsea et Fleming, 1993), NSGA (Srinivas et Deb, 1994),
NSGA-II (Deb et al., 2002), SPEA2 (Zitzler et al., 2001b), IBEA (Zitzler et Künzli, 2004) et
SEEA (Liefooghe et al., 2008e), ainsi que les algorithmes de reherhe loale PLS-1 (Paquete
et al., 2004), PLS-2 (Talbi et al., 2001; Basseur et al., 2003; Angel et al., 2004), et IBMOLS (Bas-
seur et Burke, 2007). Au sein de es implémentations, un nombre minimum de paramètres spé-
iques à l'algorithme ou au problème à résoudre sont néessaires. Par exemple, pour instanier
NSGA-II pour un problème multiobjetif ontinu original, il est possible d'utiliser les opérateurs
de représentation, d'initialisation et de variation fournis, l'évaluation étant don le seul om-
posant à implémenter. Il en va de même pour n'importe quel autre de es algorithmes et pour
n'importe quel problème pouvant être représenté à l'aide d'un veteur de bits, d'entiers ou en-
ore d'une permutation. Ces algorithmes failes à utiliser tendent à être utilisés omme référenes
dans le monde aadémique, ei an de pouvoir équitablement omparer les performanes de dif-
férentes méthodes, leur implémentation partageant les mêmes omposants de base. Néanmoins,
elles se montrent tout autant adaptées à une appliation direte en vue de la résolution d'un
problème d'optimisation multiobjetif issu du monde réel.
2.2.4 Disussion
Nous pensons que les aratéristiques susmentionnées font de ParadisEO-MOEO un outil pré-
ieux à la fois pour les herheurs et les pratiiens, et une plateforme logiielle ompétitive par
rapport à l'existant. En eet, elle omprend un nombre important de métaheuristiques lassiques
et modernes pour l'optimisation multiobjetif, ainsi qu'un ensemble important de omposants
modulaires formant les éléments de base de l'implémentation de es méthodes. De plus, Paradi-
sEO ore la possibilité de onevoir et d'implémenter un nombre important de nouvelles méthodes
de résolution de problèmes multiobjetif, soit en ombinant les omposants existants de manière
novatrie, soit en en implémentant aisément de nouveaux. Par ailleurs, le ode soure est main-
tenu et régulièrement mis à jour par les développeurs ; de nouvelles méthodologies de résolution
seront probablement régulièrement proposées au sein de la plateforme. À titre d'exemple, pour
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illustrer la grande exibilité de ParadisEO, la relation de dominane utilisée pour gérer l'arhive
d'un algorithme est juste un paramètre de e omposant. Ce dernier peut alors être modié à par-
tir de, par exemple, une relation de dominane Pareto lassique vers une relation d'ǫ-dominane
ave un eort négligeable, et a pour eet de onevoir une méthode de résolution grandement
diérente. En outre, par analogie à l'aspet oneptuel, un grand nombre des omposants est
également partagé par de nombreux algorithmes en termes d'implémentation. Par onséquent,
nous pensons que ParadisEO est un andidat sérieux pour servir d'implémentation de référene
lors de la omparaison de diérents algorithmes de façon équitable. Par exemple, quand une
nouvelle métaheuristique est proposée, son eaité peut être démontrée expérimentalement en
omparant son omportement à des algorithmes existants au sein de la plateforme, et ei sur
un ensemble de problèmes diérents.
Métaheuristiques hybrides et parallèles. La oneption et l'implémentation de métaheu-
ristiques séquentielles ne sont qu'un aspet des fontionnalités oertes par ParadisEO. En eet,
les algorithmes présentés peuvent failement être hybridés, parallélisés et distribués grâe au
module ParadisEO-PEO (Talbi, 2009). La plateforme a été onçue de telle manière que l'utili-
sateur peut, par exemple, paralléliser un algorithme évolutionnaire multiobjetif séquentiel très
failement et de manière transparente. Lors de la résolution de problèmes d'optimisation réels,
exéuter un algorithme séquentiel sur une large population ou sur des solutions omplexes né-
essite souvent de hautes ressoures de alul. Toutefois, étant donné que haque membre de
la population peut être onsidéré omme une unité indépendante, le parallélisme survient na-
turellement lorsque l'on traite de métaheuristiques à base de population. Melab et al. (2006);
Talbi (2009) identient trois niveaux de parallélisme pour les métaheuristiques. Tout d'abord,
au niveau algorithmique, plusieurs métaheuristiques indépendantes ou oopérant les unes ave
les autres s'exéutent en parallèle. Au niveau itératif, à haque itération de la métaheuristique,
une ou plusieurs étapes sont exéutées en parallèle telles que l'évaluation de la population ou
l'exploration du voisinage d'une solution. Enn, au niveau de la solution, le proessus de parallé-
lisation ne manipule qu'une seule solution an, par exemple, de paralléliser le alul de la fontion
d'évaluation en elle-même. ParadisEO est l'une des rares plateformes logiielles fournissant es
diérents modèles parallèles et distribués. En termes d'implémentation, ParadisEO utilise des
bibliothèques standards omme MPI (Message Passing Interfae), Pthreads, Condor ou Globus.
Par onséquent, les appliations sont portables sur diérentes plateformes d'exéution telles que
des mahines multiproesseurs, des lusters, des grilles de alul, et.
Coût de développement. D'autre part, ParadisEO est également un outil pratique qui peut
être utilisé pour s'attaquer à un problème original. L'implémentation de programmes de résolu-
tion eaes est fortement failitée, de sorte que l'utilisateur n'a plus qu'à se onentrer sur les
questions liées au problème qu'il a à résoudre : représentation, initialisation, évaluation, et. De
surroît, le travail d'implémentation à fournir est enore plus réduit quand une représentation
lassique peut être utilisée pour le problème traité. Par représentation lassique, nous inluons
les représentations basées sur des valeurs binaires, disrètes, réelles ou enore sur une permu-
tation. Pour résoudre e type de problème, le oût de développement est réduit au minimum,
ar la fontion d'évaluation n'est plus que le seul élément à implémenter. Bien sûr, e oût est,
et sera toujours, lié aux ompétenes du programmeur en harge de l'implémentation. Une fois
ette fontion d'évaluation disponible en tant que omposant de ParadisEO, l'utilisateur n'a plus
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qu'à instanier toute métaheuristique disponible (NSGA-II, SPEA2, IBEA, et.) et, éventuelle-
ment, tout modèle parallèle (évaluation parallèle, modèle en îles, et.) pour obtenir un puissant
programme de résolution ; programme qui est apable de fontionner sur une large gamme d'arhi-
tetures matérielles (séquentielle, parallèle, distribué) et leurs systèmes d'exploitation (Windows,
Linux, MaOS). Par onséquent, la fontion d'évaluation exlue, le développement se résume à
une instaniation direte des omposants hoisis. Bien que, pour un hoix de représentation plus
sophistiqué, les oûts de développement restent importants à l'égard de la omplexité de l'eno-
dage hoisi et du niveau d'expertise du programmeur. Mais e oût sera toujours inférieur à elui
de l'implémentation d'une métaheuristique dédiée à partir de rien. Par ailleurs, en partant d'un
problème d'optimisation à un seul objetif implémenté dans ParadisEO, il est insigniant d'im-
plémenter une variante multiobjetif du même problème. Les algorithmes multiobjetif existants
peuvent alors être instaniés pour résoudre le problème résultant.
Eaité d'exéution. En e qui onerne l'eaité d'exéution, il est diile, sinon impos-
sible, d'étudier le omportement de ParadisEO-MOEO par rapport aux plateformes logiielles
existantes, ou même à une implémentation réalisée à partir de rien. En eet, ei dépendra tou-
jours de la apaité du programmeur à gérer tel ou tel outil, et du problème à résoudre ou de
la méthodologie appliquée. Développer à partir de rien permet généralement une grande opti-
misation du ode par rapport à une appliation très spéique, mais ela exige un haut niveau
d'expertise, et est également élevé en termes de oûts de développement. En outre, ParadisEO-
MOEO possède l'avantage lair de ne pas ommuniquer ertaines informations par le biais de
hiers texte, omme ela se fait ave PISA, par exemple ; e qui est onnu pour être très oûteux
en temps de alul.
Appliations. ParadisEO-MOEO a déjà été utilisé et expérimenté pour résoudre un large
éventail de problèmes d'optimisation multiobjetif provenant à la fois du monde aadémique et
du monde réel, e qui valide sa grande exibilité. En eet, divers problèmes aadémiques ont
été abordés, omprenant des ensembles de fontions de test ontinues telles que les familles ZDT
et DTLZ (Deb et al., 2005b) ou enore le problème introduit par Shaer (1985), un problème
d'ordonnanement de type Flowshop (Liefooghe et al., 2007a), des problèmes de tournées mul-
tiobjetif tels que le problème du voyageur de ommere multiobjetif ou le problème de Ring-
Star (Liefooghe et al., 2010), et. En outre, ParadisEO-MOEO a été utilisé ave suès pour
résoudre des appliations du monde réel dans la biologie struturale (Boisson et al., 2008)
8
, la
séletion d'attributs pour la lassiation des tumeurs anérigènes (Talbi et al., 2008), la onep-
tion des matériaux himiques (Shuetze et al., 2008), la gestion de portefeuille, et. Certains de
es problèmes seront traités dans la setion suivante. Par ailleurs, notez que les omposants
de ertaines des appliations mentionnées sont disponibles en tant que ontributions sur le site
web de ParadisEO, et sont aompagnés d'une doumentation détaillée et de tutoriaux. Nous
prévoyons également une nette augmentation du nombre de ontributions développées pour des
problèmes multiobjetif dans un avenir prohe. En outre, diverses métaheuristiques hybrides et
parallèles ont été onçues à l'aide de ParadisEO pour résoudre des problèmes d'optimisation
multiobjetif. Par exemple, des algorithmes hybrides seront présentés et expérimentés dans le
8. Cette implémentation est d'ailleurs utilisée au sein du projet DokingGRID (http://dokinggrid.
gforge.inria.fr).
70 Métaheuristiques pour l'optimisation multiobjetif
hapitre suivant, un modèle de oopération en île a été onçu par Talbi et al. (2007), et une
fontion d'évaluation oûteuse a été parallélisée par Boisson et al. (2008).
2.3 Analyse expérimentale
La dernière setion de e hapitre est dédiée à l'analyse expérimentale des métaheuristiques
présentées jusqu'ii, et à leur appliation aux problèmes abordés dans ette thèse : le problème
de Flowshop et le problème de Ring-Star. Le développement de métaheuristiques eaes est
un proessus omplexe qui ombine les aspets de oneption et d'implémentation présentés
auparavant, mais aussi d'appliation et d'analyse expérimentale auxquelles nous allons nous
intéresser i-dessous. Dans un premier temps, nous allons tenter d'analyser le omportement et les
interations existants entre les omposants du modèle DMLS à l'aide de la résolution du problème
de Flowshop à deux et à trois objetifs. Puis, dans un seond, temps, nous allons proposer
une modélisation pour le problème de Ring-Star multiobjetif, et étudier omparativement le
omportement d'un nombre de métaheuristiques (à la fois des algorithmes évolutionnaires et de
reherhe loale) adaptées à sa résolution.
2.3.1 Appliation au problème de Flowshop
Les premières expérimentations qui vont nous intéresser onernent le problème d'ordonnane-
ment de type Flowshop introduit dans la setion 1.4.1. Nous allons analyser l'eaité d'un
ertain nombre d'algorithmes de reherhe loale, basés sur le modèle DMLS, pour résoudre le
problème de Flowshop, à la fois sous une variante à deux et à trois objetifs (respetivement
dénotées FSP-2 et FSP-3). Notez que le but de ette partie expérimentale n'est pas de fournir
la méthode de reherhe obtenant les meilleurs résultats possibles pour le as partiulier du pro-
blème traité, mais plutt de disuter des omportements respetifs de es diérentes stratégies.
Ainsi, nous essayerons de fournir des lignes diretries à propos des questions essentielles liées à
la oneption d'une méthode de type DMLS. Cette résolution peut également être vue omme
un exemple d'appliation du modèle DMLS proposé.
Nous allons ommener par présenter les omposants spéiques liés à la modélisation du pro-
blème de Flowshop pour une résolution basée sur les métaheuristiques. Ensuite, nous présenterons
en détail les approhes de résolution étudiées et le protoole d'expérimentation que nous allons
utiliser. Enn, les résultats expérimentaux seront présentés et analysés.
2.3.1.1 Modélisation
Les omposants liés à la résolution d'un problème spéique à l'aide de métaheuristiques basées
sur les algorithmes évolutionnaires et les algorithmes de reherhe loale onernent la représen-
tation, l'évaluation, l'initialisation, ainsi que l'opérateur de voisinage et l'évaluation inrémentale
pour les algorithmes de reherhe loale, et les opérateurs de variation (roisement, mutation)
pour les algorithmes évolutionnaires. Ceux que nous allons utiliser pour le as partiulier du
problème de Flowshop étudié ii sont présentés i-dessous.
2.3.1.1.1 Représentation. Dans le adre général, une solution réalisable pour un problème
d'ordonnanement de type Flowshop doit être représentée par la séquene ordonnée des jobs
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exéutés sur haune des mahines. Néanmoins, le problème que nous onsidérons ii est un pro-
blème de Flowshop de permutation, où les séquenes de jobs sont identiques et unidiretionnelles
pour haune des mahines. Ainsi, la séquene ordonnée des jobs exéutés sur une seule mahine
sut à dérire une solution. Une solution à un problème de taille N (où N est le nombre de jobs)
pourra don représentée par une permutation de taille N .
2.3.1.1.2 Évaluation. L'étape d'évaluation se résume tout simplement au alul des fon-
tions objetif liées au problème : le makespan et le retard total pour FSP-2, le makespan, le
retard total et le retard maximum pour FSP-3.
2.3.1.1.3 Initialisation. La ou les solutions initiales sont générées à l'aide de permutations
aléatoires.
2.3.1.1.4 Voisinage. De nombreux opérateurs de voisinage existent pour des représentations
à base de permutations (Shiavinotto et Stützle, 2007). Pour les problèmes d'ordonnanement,
deux types d'opérateur peuvent être distingués : les voisinages fondés sur l'ordre des éléments
et les voisinages fondés sur la position des éléments. Les premiers, tel que l'opérateur 2-opt, se
montrent peu adaptés à notre problème, pour lequel la position des jobs est plus importante que
leur ordre. Ainsi, un opérateur de voisinage, fondé sur la position des éléments, et qui semble
approprié pour le problème de Flowshop étudié ii, s'avère être l'opérateur d'insertion. C'est un
opérateur ouramment utilisé pour notre problème, et qui ore de bons résultats (Basseur, 2005).
Il onsiste à supprimer un élément situé à une position i, et à le réintroduire à une autre position j,
tel qu'illustré sur la gure 2.17. Les jobs situés entre les positions i et j sont don déalés. Le
nombre de voisins par solution est (N − 1)2, où N orrespond à la taille de la permutation (le
nombre de jobs pour l'instane de problème onsidérée). Notez qu'auun ordre partiulier n'est
onsidéré entre les mouvements assoiés à une solution ; les voisins sont examinés dans un ordre
aléatoire.
2.3.1.1.5 Évaluation inrémentale. An d'évaluer de façon inrémentale une solution voi-
sine pour le problème de Flowshop étudié, il est néessaire de stoker les dates de omplétion de
haque job sur haque mahine, et ei pour haque solution ; e qui s'avère rapidement impra-
tiable dès lors qu'une métaheuristique à base de population est développée. Pour ette raison,
auune évaluation inrémentale n'est ii onsidérée, haque solution voisine sera évaluée à partir
de zéro.
2.3.1.1.6 Variation. Nous présentons ii les opérateurs de roisement et de mutation qui
seront utilisés par les algorithmes évolutionnaires appliqués au problème de Flowshop.
Croisement. L'opérateur de roisement que nous allons utiliser est le roisement deux-points
proposé par Ishibuhi et Murata (1998). Il onsiste à hoisir deux positions de roisement aléa-
toires. Le premier individu Enfant onserve les extrémités du premier individu Parent, et les
jobs manquants sont insérés dans l'ordre dans lequel ils apparaissent hez le deuxième individu
Parent. Cet opérateur est illustré sur la gure 2.18. Un seond individu Enfant est également
réé en inversant le rle des deux individus Parent ; l'opérateur est don quadratique.
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J1 J2 J7 J8J3 J4 J5 J6
J1 J3 J7 J8J4 J5 J6 J2
i j
Fig. 2.17  Illustration de l'opérateur insertion (voi-
sinage, mutation) pour le problème de Flowshop.
point 1 point 2
J1 J2 J7 J8J3 J4 J5 J6
J6 J2 J3 J4J5 J8 J7 J1
J1 J2 J4 J8J6 J5 J7 J3
Fig. 2.18  Illustration de l'opérateur de roise-
ment pour le problème de Flowshop.
Mutation. De façon générale, l'opérateur de mutation d'algorithmes évolutionnaires est ap-
parenté à l'opérateur de voisinage des algorithmes de reherhe loale. Ainsi, l'opérateur de mu-
tation que nous allons utiliser pour le problème de Flowshop est basé sur l'opérateur d'insertion
présenté préédemment (Fig. 2.17). Il onsiste simplement à hoisir la position de suppression i
et la position de réinsertion j de façon aléatoire.
2.3.1.2 Approhes étudiées
Au ours de ette analyse expérimentale, diérentes stratégies sont expérimentées pour les étapes
de séletion de l'ensemble ourant et d'exploration du voisinage des algorithmes DMLS. Cela
donne lieu à un ensemble de huit méthodes de reherhe loale qui sont résumées dans la -
gure 2.19. Tout d'abord, en e qui onerne la séletion de l'ensemble ourant, deux stratégies
simples sont étudiées, soit (i) une seule solution aléatoire ou (ii) l'ensemble des solutions est sé-
letionné parmi les solutions non visitées de l'arhive. Ensuite, en e qui onerne les tehniques
d'exploration du voisinage, trois stratégies d'exploration partielle et une stratégie d'exploration
exhaustive sont étudiées.
 1 voisin aléatoire. Un seul voisin aléatoire par solution est proposé omme solution andidat
pour intégrer l'arhive.
 1er voisin non-dominé. Pour haque solution x de l'ensemble ourant, le premier voisin
trouvé qui est non-dominé par rapport à x est proposé omme solution andidate.
 1er voisin dominant. Pour haque solution x de l'ensemble ourant, les voisins sont évalués
jusqu'à e qu'une solution dominant x soit trouvée. Tous les voisins non-dominés évalués sont
alors proposés omme andidats pour intégrer l'arhive.
 Tous les voisins. Tous les voisins de haque solution de l'ensemble ourant sont proposés
omme solutions andidates.
Les algorithmes résultants seront dénotés par DMLS (1 · 1), DMLS (1 · 16≺), DMLS (1 · 1≻),
DMLS (1 · ⋆), DMLS (⋆ · 1), DMLS (⋆ · 16≺), DMLS (⋆ · 1≻), et DMLS (⋆ · ⋆), omme indiqué sur
la gure. 2.19.
Certains de es algorithmes orrespondent exatement, ou sont étroitement liés à des approhes
existantes de la littérature. Ainsi, DMLS (1 · ⋆) est équivalent à PLS-1 (Paquete et al., 2004),
et DMLS (⋆ · ⋆) à PLS-2 (Talbi et al., 2001; Basseur et al., 2003; Angel et al., 2004). Ensuite,
DMLS (1 · 1) est en quelque sorte apparenté à la stratégie (1+1)-PAES proposée par Knowles et
Corne (2000). Les prinipales diérenes apparaissent lors de l'étape de séletion de l'ensemble
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Fig. 2.19  Algorithmes DMLS étudiés.
ourant, où la solution est hoisie aléatoirement, et lors de l'étape d'arhivage, où auune teh-
nique d'arhivage bornée n'est onsidérée. Enn, DMLS (1 ·1≻) est étroitement lié à l'algorithme
moRBC(|A| : 1 + 1)A (Aguirre et Tanaka, 2005), mis à part que e dernier a initialement été
proposé pour un problème partiulier, et qu'il utilise une tehnique basée sur le rowding pour
borner la taille de l'arhive et pour séletionner la solution ourante.
Le méanisme d'arhivage utilisé par tous les algorithmes DMLS onsiste à utiliser une arhive
non-bornée basée sur la relation de dominane Pareto lassique. Les onditions d'arrêt respetives
des algorithmes sont détaillées i-dessous.
2.3.1.3 Design expérimental
La ondition d'arrêt de toutes les méthodes expérimentées est basée sur un temps d'exéution
maximum. Or, ertaines stratégies possèdent déjà un ritère d'arrêt naturel, il s'avère don
néessaire de dénir une ondition de reprise. Par ailleurs, notez que les algorithmes ont tous
été implémentés ave la version 1.2.1 de ParadisEO, et partagent don les mêmes omposants de
base. Toutes les expérimentations ont été menées sur une même mahine, dotée d'un proesseur
Intel Core 2 Duo 6600 (2 × 2.40 GHz, 2 Go RAM) ave G++ 4.1.2 fontionnant sous Linux.
La omparaison des algorithmes DMLS étudiés sur le problème de Flowshop est don juste et
équitable.
2.3.1.3.1 Conditions d'arrêt et de reprise. Pour haque instane du problème traité, un
temps maximum d'exéution est autorisé, ave une sauvegarde régulière de l'approximation en
ours, ei en vue d'étudier l'évolution de l'eaité de la reherhe au l du temps. Cependant, il
est vrai que ertains algorithmes s'arrêtent de manière naturelle. En eet, lorsque le voisinage de
tous les membres de l'arhive a été exploré de façon exhaustive, les solutions sont marquées omme
visitées et l'algorithme s'arrête ; voir la setion 2.1.5.2.6. Dans un tel as, une simple stratégie
de reprise aléatoire est eetuée pour ontinuer le proessus de reherhe. Par onséquent, la
reherhe redémarre à l'aide d'une nouvelle population initiale aléatoire. Ce méanisme est répété
autant de fois que néessaire pour atteindre le temps maximum d'exéution disponible.
Toutefois, an de ne pas pénaliser les algorithmes qui ne s'arrêtent pas naturellement, une simple
ondition d'arrêt non améliorante a été onçue. Celle-i est vériée lorsqu'un ertain nombre d'ité-
rations onséutives ont été eetuées sans qu'auune nouvelle solution non-dominée n'intègre
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l'arhive. Cette valeur est xée à v pour les stratégies exhaustives de séletion, et à (v × |A|)
pour les stratégies partielles de séletion, où v est le nombre de voisins par solution et |A| est
la taille de l'arhive ourante. Rappelons que pour le problème de Flowshop étudié ii, la taille
du voisinage v = (N − 1)2, où N représente le nombre de jobs pour l'instane onsidérée. Si une
itération est détetée omme non-améliorante, notez que la taille de l'arhive |A| reste onstante
au l du temps. Ces valeurs ont don été motivées par le fait que, durant un tel nombre d'ité-
rations, les algorithmes orrespondants auraient eu le temps de générer la totalité du voisinage
de l'arhive ourante. La ondition d'arrêt de haun des algorithmes étudiés est indiquée sur la
gure 2.19.
2.3.1.3.2 Paramètres. Pour toutes les expérimentations, la taille de la population initiale
est xée à 1. Pour la ondition d'arrêt, un temps d'exéution maximum est xé par rapport à
la taille de l'instane onsidérée. Par onséquent, nous nous sommes xé un temps maximum
d'exéution de :
 10 minutes pour les instanes à 20 jobs ;
 20 minutes pour les instanes à 50 jobs ;
 30 minutes pour les instanes à 100 jobs.
Le nombre de solutions réalisables pour le problème de Flowshop est égal à N !, où N est le
nombre de jobs de l'instane. La ondition d'arrêt est don dénie en fontion de la taille de
l'espae de reherhe.
2.3.1.4 Résultats expérimentaux
Les résultats obtenus pour FSP-2 et FSP-3 par rapport aux indiateurs hypervolume et epsilon
sont respetivement présentés dans les tableaux 2.4 et 2.5. Pour des questions de lisibilité, seuls
les résultats statistiques pour trois valeurs diérentes de temps d'exéution, xées en fontion de
l'instane onsidérée, sont présentés : un temps ourt, moyen, et long.
Tout d'abord, nous remarquons que deux ensembles d'instanes peuvent lairement être distin-
gués en fontion des performanes algorithmiques. La première série ontient des instanes de
relativement petite taille, omprenant les instanes FSP-2 de 20 et 50 jobs ainsi que les instanes
FSP-3 de 20 jobs. La deuxième ontient des instanes de grande taille et omprend les instanes
FSP-2 de 100 jobs et les FSP-3 de 50 et 100 jobs. Bien sûr, en termes de taille, nous parlons ii
à la fois de la taille de l'espae de reherhe et du nombre de fontions objetif.
Pour l'ensemble de petite taille, les deux algorithmes les plus performants sont lairement
DMLS (1 · 1≻) et DMLS (⋆ · 1≻). Les seules exeptions sont les instanes (020 × 10 × 01) et
(050× 20× 01) du problème FSP-2, où DMLS (1 · 1≻) (respetivement DMLS (⋆ · 1≻)) est sur-
passé par au moins un autre algorithme, inluant DMLS (⋆ ·1≻) (respetivement DMLS (1 ·1≻)),
lorsqu'un temps d'exéution ourt est autorisé. Toutefois, DMLS (1·⋆) semble être un onurrent
solide en termes d'hypervolume, même s'il est toujours dominé selon l'indiateur I
1
ǫ+. En outre,
les résultats obtenus par DMLS (⋆ · ⋆) ne sont pas trop faibles pour les très petites instanes du
problème FSP-2, mais elui-i ne peut généralement pas onurrener les autres méthodes pour
les plus grandes instanes. Enn, sauf à quelques exeptions près, toutes les autres méthodes ont
globalement obtenu de piètres résultats en omparaison aux méthodes mentionnées i-dessus.
Ainsi, on peut raisonnablement onlure que stopper l'exploration du voisinage à l'aide d'une
stratégie fondée sur la relation de dominane de Pareto pour haque solution de l'ensemble atuel
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Table 2.4  Comparaison des algorithmes DMLS selon l'indiateur I
−
H . La première valeur
représente le nombre d'algorithmes qui domine signiativement l'algorithme onsidéré. La valeur
entre parenthèses orrespond à la I
−
H-valeur moyenne normalisée (×10−1).
Instane Temps DMLS DMLS DMLS DMLS DMLS DMLS DMLS DMLS
d'exéution (1 · 1) (1 · 16≺) (1 · 1≻) (1 · ⋆) (⋆ · 1) (⋆ · 16≺) (⋆ · 1≻) (⋆ · ⋆)
FSP-2
020 × 05 × 01 1' 4 (2.455) 6 (6.083) 0 (0.200) 0 (0.245) 5 (3.907) 5 (4.914) 0 (0.119) 3 (0.705)
5' 4 (0.320) 6 (3.115) 0 (0.161) 1 (0.030) 6 (1.645) 4 (0.445) 0 (0.026) 1 (0.032)
10' 4 (0.155) 6 (1.005) 0 (0.009) 2 (0.017) 6 (0.906) 4 (0.208) 0 (0.011) 3 (0.021)
020 × 10 × 01 1' 4 (3.722) 4 (3.784) 1 (1.765) 1 (1.689) 7 (7.403) 4 (3.666) 0 (1.030) 1 (1.868)
5' 4 (1.498) 4 (1.662) 0 (0.320) 2 (0.861) 7 (3.512) 4 (1.735) 0 (0.353) 0 (0.535)
10' 4 (0.829) 5 (1.206) 0 (0.138) 2 (0.351) 7 (2.151) 4 (1.075) 0 (0.141) 2 (0.399)
020 × 20 × 01 1' 3 (3.786) 4 (4.137) 0 (1.167) 2 (2.361) 7 (7.345) 2 (3.616) 0 (1.448) 2 (2.952)
5' 4 (1.181) 6 (1.992) 0 (0.372) 1 (0.539) 7 (3.756) 4 (1.261) 0 (0.449) 2 (0.747)
10' 4 (0.659) 5 (1.351) 0 (0.154) 0 (0.392) 7 (2.593) 4 (0.829) 0 (0.227) 2 (0.385)
050 × 05 × 01 2' 2 (1.121) 2 (1.130) 0 (0.800) 2 (0.992) 4 (1.221) 2 (1.054) 0 (0.777) 7 (1.817)
10' 3 (0.740) 6 (0.887) 0 (0.479) 1 (0.546) 5 (0.878) 4 (0.800) 0 (0.398) 2 (0.670)
20' 3 (0.593) 6 (0.799) 0 (0.290) 0 (0.358) 5 (0.757) 5 (0.733) 0 (0.263) 3 (0.506)
050 × 10 × 01 2' 1 (1.519) 0 (1.443) 0 (1.372) 5 (1.849) 5 (1.707) 0 (1.406) 0 (1.337) 7 (5.156)
10' 3 (1.070) 4 (1.296) 0 (0.603) 2 (9.270) 3 (1.157) 4 (1.316) 0 (0.652) 2 (1.062)
20' 3 (0.876) 6 (1.271) 0 (0.467) 2 (0.611) 5 (1.014) 5 (1.187) 0 (0.508) 3 (0.758)
050 × 20 × 01 2' 0 (1.225) 0 (1.274) 0 (1.302) 5 (1.794) 2 (1.413) 0 (1.220) 5 (1.698) 7 (5.864)
10' 0 (0.783) 5 (1.069) 0 (0.666) 0 (0.781) 3 (0.909) 2 (0.964) 0 (0.732) 7 (1.644)
20' 2 (0.652) 6 (1.060) 0 (0.477) 0 (0.564) 4 (0.810) 4 (0.937) 0 (0.476) 2 (0.739)
100 × 10 × 01 3' 4 (1.164) 0 (0.601) 1 (0.790) 6 (3.638) 4 (1.125) 0 (0.700) 2 (0.874) 7 (7.961)
15' 1 (0.484) 0 (0.285) 1 (0.431) 6 (1.277) 1 (0.463) 1 (0.410) 1 (0.448) 7 (5.820)
30' 1 (0.354) 0 (0.213) 1 (0.300) 6 (0.741) 0 (0.296) 0 (0.348) 1 (0.325) 7 (4.540)
100 × 20 × 01 3' 2 (1.754) 0 (1.335) 2 (1.720) 6 (5.637) 2 (1.703) 0 (0.824) 4 (1.928) 7 (8.902)
15' 0 (0.824) 0 (0.734) 4 (1.062) 6 (2.332) 0 (0.692) 0 (0.471) 4 (1.144) 7 (7.426)
30' 0 (0.544) 0 (0.513) 4 (0.759) 6 (1.483) 0 (0.485) 0 (0.371) 4 (0.845) 7 (6.354)
FSP-3
020 × 05 × 01 1' 5 (4.245) 2 (2.397) 0 (1.057) 2 (1.831) 5 (4.837) 1 (1.891) 0 (0.978) 6 (6.012)
5' 4 (1.460) 4 (1.413) 0 (0.185) 2 (0.397) 4 (1.457) 2 (0.319) 0 (0.156) 4 (1.144)
10' 5 (8.216) 5 (0.950) 0 (0.103) 2 (0.206) 5 (0.903) 2 (0.160) 0 (0.078) 3 (0.478)
020 × 10 × 01 1' 4 (1.395) 3 (1.168) 0 (0.457) 2 (0.825) 6 (0.210) 2 (1.040) 0 (0.533) 5 (2.936)
5' 3 (0.493) 4 (0.619) 0 (0.137) 2 (0.277) 7 (0.808) 3 (0.482) 0 (0.098) 3 (0.406)
10' 5 (0.326) 6 (0.434) 0 (0.051) 2 (0.152) 6 (0.514) 4 (0.265) 0 (0.046) 2 (0.180)
020 × 20 × 01 1' 2 (1.714) 0 (1.451) 0 (1.041) 2 (1.682) 6 (2.066) 2 (1.626) 0 (1.118) 7 (4.945)
5' 3 (0.622) 5 (0.890) 0 (0.178) 2 (0.319) 5 (0.907) 3 (0.952) 0 (0.180) 3 (0.620)
10' 5 (0.375) 5 (0.522) 0 (0.097) 2 (0.159) 6 (0.600) 4 (0.464) 0 (0.069) 3 (0.320)
050 × 05 × 01 2' 4 (0.864) 0 (0.428) 2 (0.725) 6 (1.640) 2 (0.673) 0 (0.400) 3 (0.815) 7 (8.373)
10' 3 (0.377) 0 (0.332) 0 (0.266) 1 (0.469) 6 (0.339) 3 (0.291) 0 (0.292) 7 (6.719)
20' 2 (0.308) 2 (0.314) 0 (0.175) 2 (0.284) 2 (0.297) 2 (0.283) 1 (0.226) 7 (5.412)
050 × 10 × 01 2' 3 (1.546) 0 (1.087) 4 (1.836) 6 (2.780) 2 (1.358) 0 (1.058) 5 (2.495) 7 (8.698)
10' 2 (0.662) 0 (0.499) 4 (0.856) 5 (1.439) 0 (0.558) 0 (0.477) 5 (1.406) 7 (7.400)
20' 2 (0.436) 0 (0.335) 1 (0.454) 5 (0.947) 0 (0.368) 0 (0.320) 5 (0.962) 7 (6.522)
050 × 20 × 01 2' 3 (1.761) 1 (1.509) 4 (2.489) 5 (3.385) 1 (1.582) 0 (1.330) 5 (3.392) 7 (8.961)
10' 0 (0.751) 2 (0.808) 4 (1.175) 5 (1.626) 0 (0.664) 0 (0.672) 6 (2.063) 7 (7.889)
20' 0 (0.500) 3 (0.605) 1 (0.602) 5 (1.106) 0 (0.412) 0 (0.451) 6 (1.470) 7 (7.094)
100 × 10 × 01 3' 3 (3.115) 0 (2.102) 0 (2.171) 6 (6.450) 3 (2.872) 0 (2.012) 5 (3.559) 7 (9.466)
15' 3 (1.192) 0 (0.554) 2 (1.038) 6 (3.874) 3 (1.213) 0 (0.577) 5 (1.728) 7 (9.240)
30' 2 (0.716) 0 (0.228) 2 (0.772) 6 (2.981) 2 (0.700) 0 (0.235) 5 (1.186) 7 (9.084)
100 × 20 × 01 3' 2 (4.036) 0 (3.354) 2 (3.908) 6 (8.127) 2 (3.843) 1 (3.593) 5 (5.868) 7 (9.743)
15' 2 (1.797) 0 (1.063) 4 (2.117) 6 (5.193) 2 (1.676) 1 (1.370) 5 (3.919) 7 (9.540)
30' 2 (1.084) 0 (0.412) 4 (1.590) 6 (3.888) 2 (0.973) 1 (0.594) 5 (3.054) 7 (9.441)
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Table 2.5  Comparaison des algorithmes DMLS selon l'indiateur I
1
ǫ+. La première valeur
représente le nombre d'algorithmes qui domine signiativement l'algorithme onsidéré. La valeur
entre parenthèses orrespond à la I
1
ǫ+-valeur moyenne normalisée (×10−1).
Instane Temps DMLS DMLS DMLS DMLS DMLS DMLS DMLS DMLS
d'exéution (1 · 1) (1 · 16≺) (1 · 1≻) (1 · ⋆) (⋆ · 1) (⋆ · 16≺) (⋆ · 1≻) (⋆ · ⋆)
FSP-2
020 × 05 × 01 1' 4 (6.284) 5 (8.256) 0 (1.378) 0 (1.278) 4 (7.315) 4 (6.512) 0 (1.020) 3 (2.612)
5' 4 (1.809) 6 (5.349) 0 (0.518) 2 (0.745) 6 (4.325) 4 (2.177) 0 (0.593) 2 (0.736)
10' 4 (1.210) 6 (3.058) 0 (0.338) 2 (0.590) 6 (2.946) 4 (1.527) 0 (0.421) 2 (0.662)
020 × 10 × 01 1' 4 (4.989) 4 (5.374) 0 (3.018) 0 (3.014) 7 (7.068) 4 (5.076) 0 (2.576) 0 (3.424)
5' 4 (2.942) 4 (3.038) 0 (1.159) 2 (1.820) 7 (4.715) 4 (3.040) 0 (1.085) 0 (1.638)
10' 3 (1.943) 4 (2.558) 0 (0.500) 2 (1.250) 7 (3.626) 4 (2.302) 0 (5.042) 2 (1.054)
020 × 20 × 01 1' 2 (3.186) 3 (3.243) 0 (1.090) 2 (2.421) 7 (4.877) 2 (3.007) 0 (1.382) 2 (2.846)
5' 3 (1.034) 5 (1.625) 0 (0.397) 0 (0.512) 7 (2.902) 3 (1.206) 0 (0.480) 3 (0.860)
10' 4 (0.585) 5 (1.067) 0 (0.224) 0 (0.316) 7 (2.319) 4 (0.771) 0 (0.246) 2 (0.382)
050 × 05 × 01 2' 2 (0.664) 2 (0.634) 0 (0.356) 2 (0.553) 6 (0.809) 2 (0.577) 0 (0.383) 7 (0.137)
10' 3 (0.430) 3 (0.418) 0 (0.318) 0 (0.315) 7 (0.601) 3 (0.406) 0 (0.297) 3 (0.371)
20' 3 (0.376) 3 (0.371) 0 (0.264) 0 (0.269) 7 (0.539) 3 (0.369) 0 (0.289) 2 (0.339)
050 × 10 × 01 2' 1 (1.045) 0 (1.018) 0 (0.936) 3 (1.349) 3 (1.206) 0 (1.091) 0 (0.937) 7 (4.483)
10' 2 (0.689) 4 (0.934) 0 (0.417) 2 (0.658) 4 (0.812) 6 (1.031) 0 (0.433) 2 (0.778)
20' 3 (0.538) 6 (0.902) 0 (0.326) 0 (0.393) 5 (0.672) 6 (0.903) 0 (0.334) 3 (0.483)
050 × 20 × 01 2' 0 (0.845) 0 (0.828) 0 (0.963) 5 (1.440) 1 (0.950) 0 (0.854) 5 (1.233) 7 (5.280)
10' 0 (0.480) 5 (0.700) 0 (0.447) 0 (0.484) 3 (0.560) 3 (0.656) 0 (0.527) 7 (1.306)
20' 2 (0.393) 5 (0.691) 0 (0.262) 0 (0.328) 4 (0.500) 5 (0.653) 0 (0.253) 4 (0.568)
100 × 10 × 01 3' 4 (0.714) 0 (0.424) 1 (0.507) 6 (3.319) 5 (0.829) 0 (0.484) 3 (0.626) 7 (7.143)
15' 1 (0.339) 0 (0.237) 0 (0.288) 6 (1.078) 1 (0.347) 0 (0.310) 2 (0.340) 7 (5.273)
30' 0 (0.261) 0 (0.195) 0 (0.210) 6 (0.583) 0 (0.241) 0 (0.280) 0 (0.243) 7 (4.207)
100 × 20 × 01 3' 2 (1.106) 0 (0.817) 2 (1.232) 6 (4.814) 2 (1.076) 0 (0.824) 4 (1.295) 7 (8.057)
15' 0 (0.501) 0 (0.471) 4 (0.742) 6 (1.811) 0 (0.406) 0 (0.471) 4 (0.729) 7 (6.314)
30' 0 (0.322) 0 (0.309) 4 (0.526) 6 (1.131) 0 (0.271) 0 (0.371) 4 (0.508) 7 (5.263)
FSP-3
020 × 05 × 01 1' 5 (9.072) 2 (7.088) 0 (3.880) 1 (5.902) 5 (9.064) 1 (5.643) 0 (4.550) 5 (9.302)
5' 4 (6.121) 4 (5.390) 0 (1.781) 2 (3.121) 5 (6.756) 2 (2.188) 0 (1.784) 3 (4.493)
10' 5 (4.789) 5 (4.540) 0 (1.572) 2 (2.162) 5 (4.977) 0 (1.645) 0 (1.472) 1 (2.558)
020 × 10 × 01 1' 3 (2.715) 3 (2.508) 0 (1.829) 2 (2.225) 6 (3.370) 2 (1.879) 0 (1.991) 5 (4.087)
5' 3 (1.813) 4 (2.023) 0 (0.903) 2 (1.440) 5 (2.074) 4 (1.950) 0 (0.710) 2 (1.603)
10' 4 (1.754) 4 (1.847) 0 (0.578) 2 (1.290) 5 (1.879) 3 (1.545) 0 (4.615) 2 (1.206)
020 × 20 × 01 1' 1 (2.545) 0 (2.834) 0 (1.940) 0 (2.806) 1 (2.680) 2 (3.002) 0 (2.176) 7 (6.189)
5' 3 (1.069) 4 (1.907) 0 (0.290) 2 (0.906) 4 (1.337) 4 (1.939) 1 (0.426) 3 (1.435)
10' 3 (0.711) 5 (1.236) 0 (0.116) 2 (0.384) 5 (1.010) 4 (0.986) 0 (0.151) 3 (0.861)
050 × 05 × 01 2' 4 (0.489) 0 (0.289) 2 (0.387) 6 (1.064) 2 (0.351) 0 (0.309) 3 (0.463) 7 (7.082)
10' 0 (0.304) 0 (0.282) 0 (0.295) 0 (0.314) 0 (0.304) 0 (0.304) 0 (0.304) 7 (5.433)
20' 0 (0.304) 0 (0.282) 0 (0.271) 0 (0.297) 0 (0.304) 0 (0.304) 0 (0.304) 7 (4.279)
050 × 10 × 01 2' 2 (0.884) 0 (0.625) 4 (1.054) 5 (1.586) 2 (0.813) 0 (0.617) 5 (1.511) 7 (7.274)
10' 0 (0.395) 0 (0.377) 1 (0.479) 5 (0.798) 0 (0.416) 0 (0.382) 5 (0.859) 7 (5.689)
20' 0 (0.280) 0 (0.323) 0 (0.280) 5 (0.537) 0 (0.312) 0 (0.331) 5 (0.580) 7 (0.482)
050 × 20 × 01 2' 2 (0.870) 0 (0.691) 4 (1.285) 5 (1.875) 1 (0.764) 0 (0.642) 5 (1.960) 7 (7.441)
10' 0 (0.357) 0 (0.435) 2 (0.482) 5 (0.764) 0 (0.348) 0 (0.351) 6 (1.058) 7 (5.864)
20' 0 (0.255) 2 (0.348) 0 (0.235) 5 (0.485) 0 (0.229) 0 (0.252) 6 (0.701) 7 (4.995)
100 × 10 × 01 3' 3 (1.546) 0 (0.998) 2 (1.238) 6 (4.220) 3 (1.452) 0 (0.959) 5 (2.070) 7 (7.818)
15' 2 (0.553) 0 (0.264) 2 (0.570) 6 (2.320) 2 (0.576) 0 (0.256) 5 (1.011) 7 (7.370)
30' 2 (0.329) 0 (0.137) 4 (0.422) 6 (1.782) 2 (0.335) 0 (0.115) 5 (0.694) 7 (7.083)
100 × 20 × 01 3' 1 (2.125) 0 (1.648) 3 (2.424) 6 (6.119) 1 (1.907) 1 (1.935) 5 (3.920) 7 (8.665)
15' 2 (0.809) 0 (0.381) 4 (1.216) 6 (3.490) 2 (0.742) 1 (0.582) 5 (2.492) 7 (8.131)
30' 2 (0.477) 0 (0.099) 4 (0.943) 6 (2.450) 2 (0.409) 1 (0.219) 5 (1.906) 7 (7.943)
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est la meilleure stratégie à adopter pour et ensemble d'instanes, ei quelle que soit la méthode
de séletion de l'ensemble ourant.
Pour les instanes de grande taille, la méthode d'exploration du voisinage la plus eae orres-
pond lairement à la stratégie  1er voisin non-dominé . En eet, DMLS (1·16≺) et DMLS (⋆·16≺)
ne sont jamais tous les deux surpassés par une même méthode. Toutefois, même s'il est souvent
devané par les méthodes mentionnées i-dessus, DMLS (1 · 1≻) obtient également de bonnes
performanes moyennes sur des instanes de grande taille, ontrairement à DMLS (⋆ · 1≻) qui
présente de mauvaises performanes, en partiulier pour les instanes du problème FSP-3. En
outre, les résultats obtenus par DMLS (⋆ · ⋆) sont très faibles, orroborant les résultats mis en
évidene pour la première série d'instanes. À l'inverse, les méthodes relativement simples omme
DMLS (1 · 1) et DMLS (⋆ · 1) obtiennent de bonnes performanes moyennes sur et ensemble
d'instanes de grande taille.
Pour résumer, il n'existe pas de stratégie laire à adopter pour la séletion de l'ensemble ourant.
Toutefois, l'arrêt de l'exploration du voisinage d'une solution une fois le premier voisin dominant
trouvé semble être très eae pour les instanes de petite taille. Pour les problèmes de plus
grande taille, stopper l'exploration du voisinage lors de l'évaluation de la première solution voisine
non-dominée s'avère plus performant. Il se peut qu'un tel omportement soit lié au nombre
de redémarrages eetués par les algorithmes. En eet, omme indiqué dans le tableau 2.6,
DMLS (1 · 1≻) et DMLS (⋆ · 1≻) redémarrent tous deux plus souvent que DMLS (1 · 16≺) et
DMLS (⋆ · 16≺) pour les petites instanes, où ils obtiennent de meilleurs résultats. Mais pour
les plus grandes instanes, où on obtient le as inverse, le nombre de redémarrages est soit
prohe de zéro, soit plus ou moins omparable entre les deux lasses de méthode. Notez que
ei pourrait également être lié au nombre de points situés sur le front Pareto pour l'instane
onsidérée. Comme indiqué dans le même tableau, e nombre est plus élevé pour les instanes de
grande taille. Or, nous pouvons raisonnablement supposer que, plus le nombre de solutions non-
dominées est élevé, plus grand sera le nombre de solutions non-dominées eetivement trouvées
par les algorithmes, et don plus grande sera la taille de l'arhive. En onséquene, la hane de
tomber dans une sorte d'optimum loal Pareto est réduite, tout omme la hane de redémarrer
le proessus de reherhe.
2.3.1.5 Disussion
En termes purement oneptuel, DMLS (⋆ · ⋆) semble à première vue être la méthode la plus
appropriée si l'on onsidère qu'un de temps de alul illimité est disponible. En eet, sa apaité
d'exploration de l'espae de reherhe est probablement la plus élevée par rapport aux autres
approhes DMLS. Toutefois, en pratique, et algorithme semble rapidement limité par les res-
soures vis-à-vis de la taille du front de Pareto. L'algorithme DMLS (1·⋆) surmonte es limites en
réduisant la omplexité en temps et en espae d'une itération. En eet, il évalue un sous-ensemble
de voisins de taille polynomiale à haque itération, et le nombre d'évaluations exhaustives du
voisinage est don réduit. Dans la pratique, il obtient globalement de meilleurs résultats que
DMLS (⋆ · ⋆), au moins pour les instanes de grande taille. D'autre part, et en opposition aux
méthodes mentionnées i-dessus, DMLS (1 · 1) et DMLS (⋆ · 1) apparaissent de prime abord un
peu plus aléatoires. Ils orent de bonnes possibilités en termes de diversiation, mais présentent
un manque d'intensiation, la pression d'intensiation étant appliquée uniquement au ours
de l'étape d'arhivage. En pratique, nos résultats indiquent leur performane déente pour les
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Table 2.6  Nombre moyen de redémarrages aléatoires au ours de la reherhe. Pour informa-
tion, la taille du meilleur ensemble non-dominé trouvé est donnée dans la deuxième olonne (taille
de l'ens. de référene).
Instane taille de l'ens. DMLS DMLS DMLS DMLS DMLS DMLS DMLS DMLS
de référene (1 · 1) (1 · 16≺) (1 · 1≻) (1 · ⋆) (⋆ · 1) (⋆ · 16≺) (⋆ · 1≻) (⋆ · ⋆)
FSP-2
020× 05× 01 18 977.80 86.15 2878.20 1100.05 4932.15 206.35 2228.25 430.70
020× 10× 01 24 458.85 47.10 392.10 226.25 1789.10 68.55 265.05 97.75
020× 20× 01 30 329.30 18.85 220.10 151.95 1239.65 32.30 145.70 66.85
050× 05× 01 28 85.20 4.70 77.40 22.05 141.15 4.50 56.40 6.40
050× 10× 01 48 37.10 1.20 14.45 7.35 63.75 0.30 8.85 1.60
050× 20× 01 38 18.70 1.00 6.40 4.00 46.75 0.00 3.45 0.70
100× 10× 01 89 1.00 0.00 0.40 0.00 0.00 0.00 0.00 0.00
100× 20× 01 76 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
FSP-3
020× 05× 01 278 19.85 11.65 52.00 17.40 273.15 35.20 34.60 6.60
020× 10× 01 191 38.40 10.65 75.00 35.05 406.80 23.15 42.80 10.95
020× 20× 01 423 11.85 3.10 18.40 9.80 133.10 2.00 8.75 3.15
050× 05× 01 273 1.65 1.00 3.70 0.70 0.00 0.00 1.70 0.00
050× 10× 01 969 1.10 1.00 0.00 0.00 0.00 0.00 0.00 0.00
050× 20× 01 592 1.25 1.00 0.00 0.00 0.00 0.00 0.00 0.00
100× 10× 01 696 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
100× 20× 01 618 1.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
instanes où un grand nombre de solutions non-dominées sont suseptibles d'être trouvées.
En onséquene, tout en gardant à l'esprit de trouver un équilibre idéal entre intensiation et
diversiation, guider l'exploration du voisinage par une stratégie fondée sur une relation de
dominane semble être plus able. Tout d'abord, en omparaison à l'exploration d'un seul voisin
aléatoire, les algorithmes DMLS (1 · 16≺) et DMLS (⋆ · 16≺) orent une aptitude de diversiation
équivalente. Mais es derniers ne onsomment pas de ressoure de alul pour traiter les solutions
dominées (et don peu attrayantes). En outre, restreindre la probabilité d'aepter une solution
voisine augmente les hanes d'obtenir une solution améliorante vis-à-vis de l'approximation
ourante. Il existe don une amélioration indirete du degré d'intensiation. Les tendanes
générales des résultats sont assez similaires à eux reportés pour DMLS (1 · 1) et DMLS (⋆ · 1),
mais ave des performanes largement plus élevées.
Enn, la stratégie du  1er voisin dominant  semble être le ompromis idéal entre la stratégie
du  1er voisin non-dominé  et la stratégie exhaustive, et fournit don un intéressant ompromis
exploration-exploitation. En eet, les apaités d'intensiation sont nettement améliorées par
rapport à DMLS (1 · 16≺) et DMLS (⋆ · 16≺), tout en onservant une diversiation raisonnable,
étant donné que les voisins non-dominés trouvés au ours de l'exploration du voisinage sont
toujours proposés pour l'arhivage. En outre, en omparaison à DMLS (1 · ⋆) et DMLS (⋆ · ⋆),
la onvergene vers un ensemble loalement optimal est aélérée, bien que es derniers soient
plus à même de se diriger de façon plus prohe vers le front Pareto à une itération donnée. Dans
la pratique, DMLS (1 · 1≻) et DMLS (⋆ · 1≻) sont globalement les méthodes plus performantes
pour presque la totalité de nos expérienes, à l'exeption des instanes de grande taille où les
méthodes pour lesquelles la diversité est légèrement plus enouragée semblent plus performantes.
Maintenant, en e qui onerne la séletion de l'ensemble ourant, l'analyse expérimentale ne
permet pas de fournir une onlusion laire sur la stratégie à adopter. Toutefois, il semble que la
séletion d'une seule solution aléatoire soit légèrement plus eae, ar les approhes orrespon-
dantes obtiennent plus souvent de meilleurs résultats que leurs homologues. Toutefois, puisque
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n÷ud v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
lé 0 0.7 - 0.3 - 0.8 0.2 - 0.5 -
Fig. 2.20  Une solution au problème de Ring-Star représentée à l'aide de lés aléatoires.
séletionner une solution unique permet d'éviter d'explorer le voisinage de ertaines solutions
(les voisins trouvés étant suseptibles d'engendrer la suppression de solutions de l'arhive), ette
question est en quelque sorte également liée à l'équilibre entre intensiation et diversiation.
2.3.2 Appliation au problème de Ring-Star
Cette setion se onentre sur la reherhe d'une approximation de l'ensemble Pareto optimal
pour le problème de Ring-Star introduit à la setion 1.4.2. Pour ela, nous allons évaluer ex-
périmentalement les performanes d'un ensemble de métaheuristiques, à la fois des algorithmes
évolutionnaires et des algorithmes de reherhe loale. Quatre méthodes sont ii développées
pour le problème traité. Ainsi, une reherhe loale à base de population, deux algorithmes évo-
lutionnaires lassiques et un troisième expérimenté ii pour la première fois sont omparés les
uns aux autres pour la résolution d'instanes impliquant jusqu'à 300 n÷uds.
Tout d'abord, une modélisation du problème destinée à une résolution par métaheuristique est
proposée. Celle-i peut également être vue omme une illustration d'appliation des diérents
modèles de oneption proposés. Ensuite, sont dévoilées les méthodologies hoisies pour une telle
résolution. Elles sont suivies de la présentation et d'une disussion des résultats expérimentaux
produits par la omparaison de es méthodes.
2.3.2.1 Modélisation
Cette setion présente les omposants spéiquement onçus et implémentés pour le problème de
Ring-Star. Ces éléments sont néessaires pour instanier les diérentes métaheuristiques appli-
quées à la résolution du problème. Par onséquent, la représentation, l'évaluation, l'initialisation
ainsi que les opérateurs de voisinage, de mutation et de roisement sont détaillés i-dessous.
2.3.2.1.1 Représentation. L'enodage que nous allons utiliser pour représenter une solution
au problème de Ring-Star est basé sur le méanisme de lés aléatoires (random keys) proposé
par Bean (1994). Une telle représentation a déjà été appliquée ave suès lors de la résolution
d'une version monoobjetif du problème traité (Renaud et al., 2004). Elle onsiste à attribuer,
à haque n÷ud appartenant à l'anneau vi ∈ V ′, une lé aléatoire ki ∈ [0, 1[, ave k1 = 0. Une
valeur partiulière est aetée aux n÷uds non visités. Ainsi, le hemin de l'anneau assoié à une
solution orrespond à l'ordre des lés aléatoires des n÷uds lus dans l'ordre roissant ; si ki < kj
alors vj se situe après vi. Une représentation possible pour le yle (v1,v7,v4,v9,v2,v6) est donnée
sur la gure 2.20. Les n÷uds non visités v3,v5,v8 et v10 sont aetés à un n÷ud visité de sorte
que le oût d'aetation assoié est minimum.
2.3.2.1.2 Évaluation. L'étape d'évaluation onsiste à aluler les valeurs d'une solution don-
née pour haune des fontions objetif, 'est-à-dire, pour le problème de Ring-Star, le oût de
l'anneau et le oût d'aetation.
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2.3.2.1.3 Initialisation. Les solutions initiales sont générées de façon aléatoire. Chaque
n÷ud a une probabilité p = 0.5 d'être visité ou non, et à haque n÷ud visité vi ∈ V ′ est
assoiée une lé aléatoire ki uniformément générée dans l'intervalle [0, 1[.
2.3.2.1.4 Voisinage. Le problème de Ring-Star étant à la fois un problème de tournée et un
problème d'aetation, diérents opérateurs de voisinage doivent être onçus. Pour e type de
problème, les opérateurs habituels onsistent à supprimer ou à ajouter un n÷ud à l'anneau. Ii,
nous onsidérons également un opérateur spéialement onsaré à l'amélioration du yle par le
biais d'un éhange de type 2-opt. Les trois opérateurs sont don les suivants.
 Suppression. Cet opérateur onsiste à séletionner un n÷ud visité vi ∈ V ′ et à le supprimer
de l'anneau. Ce n÷ud devient don non-visité.
 Insertion. Cet opérateur séletionne un n÷ud non visité vi ∈ V \ V ′ et l'ajoute au yle. La
position d'insertion de vi est hoisie de sorte que la valeur inrémentale du oût de l'anneau
soit minimum.
 Éhange 2-opt. Deux n÷uds visités vi et vj ∈ V ′ sont séletionnés, et un mouvement de type
2-opt est appliqué entre vi et vj : la séquene de n÷uds de l'anneau situés entre vi et vj est
inversée.
Notez que les voisins d'une solution donnée sont explorés de façon unique et aléatoire, sans
onsidérer auun ordre entre les trois opérateurs.
2.3.2.1.5 Évaluation inrémentale. Après l'appliation d'un mouvement, il n'est pas né-
essaire de réévaluer une solution omplètement. Ainsi, après avoir un mouvement de type sup-
pression, outre la diérene engendrée sur le oût de l'anneau, il sut de réassigner les n÷uds
préédemment attribués à elui qui a été supprimé. De même, après avoir un mouvement de type
insertion, il faut réaeter les n÷uds non-visités de sorte que le oût d'aetation soit minimum.
Enn, après un mouvement de type éhange 2-opt, il sut de aluler la diérene engendrée
sur le oût de l'anneau, le oût d'aetation restant inhangé.
2.3.2.1.6 Variation. Ci-dessous sont dérits les opérateurs de variation développés pour
l'appliation d'algorithmes évolutionnaires au problème de Ring-Star.
Croisement. L'opérateur de roisement est un roisement 1-point étroitement lié à elui pro-
posé par Renaud et al. (2004). Deux solutions x1 et x2 sont divisées à une position aléatoire.
La partie gauhe de x1 est alors assoiée à la partie droite de x2 pour onstruire un premier
individu Enfant, et la partie gauhe de x2 est ombinée à la partie droite de x1 pour onstruire
un deuxième individu Enfant. Chaque n÷ud onserve sa lé aléatoire de sorte qu'une simple
reonstrution des nouveaux individus est permise. Grâe au méanisme d'enodage basé sur
les lés aléatoires, des solutions dont les anneaux sont de tailles diérentes peuvent très fai-
lement être reombinées, même si les strutures initiales des anneaux sont en général légère-
ment brisées hez les solutions Enfant. La gure 2.21 illustre un roisement entre deux solu-
tions (v1,v7,v4,v9,v2,v6) et (v1,v8,v4,v3,v5) au niveau du n÷ud v6, donnant naissane à deux
nouvelles solutions (v1,v8,v4,v2,v6) et (v1,v7,v9,v4,v3,v5).
Notez qu'un autre opérateur préservant une plus grande part des strutures initiales des anneaux
a été réalisé. Mais elui-i avait tendane à réduire le nombre de n÷uds appartenant au yle, e
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parent 1
n÷ud v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
lé 0 0.7 - 0.3 - 0.8 0.2 - 0.5 -
parent 2
n÷ud v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
lé 0 - 0.8 0.7 0.9 - - 0.2 - -
enfant 1
n÷ud v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
lé 0 0.7 - 0.3 - 0.8 - 0.2 - -
enfant 2
n÷ud v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
lé 0 - 0.8 0.7 0.9 - 0.2 - 0.5 -
Fig. 2.21  Opérateur de roisement pour le problème de Ring-Star.
qui ausait une onvergene prématurée des algorithmes vers des solutions ayant un petit nombre
de n÷uds visités.
Mutation. Trois opérateurs de mutation sont onsidérés. Ils sont identiques aux opérateurs
de voisinage préédemment présentés, à la diérene près qu'ils sont ii appliqués à des n÷uds
hoisis aléatoirement.
2.3.2.2 Approhes étudiées
L'analyse expérimentale menée par la suite va onsister à omparer diérentes méthodes, à
la fois lassiques et novatries, pour la résolution du problème de Ring-Star. Tout d'abord,
IBMOLS (Basseur et Burke, 2007), reherhe loale dont la stratégie d'aetation des valeurs
de tness est fondée sur un indiateur binaire de qualité, est le premier algorithme onsidéré.
Ensuite, deux algorithmes évolutionnaires ouramment utilisés en optimisation multiobjetif sont
appliqués au problème traité. Il s'agit des algorithmes NSGA-II (Deb et al., 2002) et IBEA (Zitzler
et Künzli, 2004) introduits dans la setion 2.1.4.1. Le premier est onsidéré omme une référene
dans le domaine de l'optimisation multiobjetif évolutionnaire, et le seond est un algorithme plus
moderne et est en quelque sorte l'inspirateur de la reherhe loale IBMOLS également étudiée.
Par rapport aux algorithmes originaux, nous ajoutons ii une arhive qui est mise à jour à haque
itération de l'algorithme ; ei an de onserver la totalité des solutions non-dominées trouvées
depuis le début de la reherhe. Enn, la dernière métaheuristique onsiste en l'algorithme SEEA
proposé dans la setion 2.1.4.1 et appliqué ii pour la première fois. La tehnique d'arhivage
mise en plae au sein de haune des méthodes est non bornée.
2.3.2.3 Design expérimental
Tous les algorithmes ont été implémentés sous ParadisEO version 1.1, et les expérimentations
ont été menées sur une mahine dotée d'un proesseur Intel Core 2 Duo 6600 (2× 2.40 GHz, 2
Go RAM) ave G++ 4.1.2 fontionnant sous Linux. Les algorithmes appliqués au problème de
Ring-Star sont don omparés de façon équitable.
Les onditions d'arrêt et de reprise onsidérées ainsi que les paramètres utilisés sont présentés
i-dessous.
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Table 2.7  Condition d'arrêt : temps de alul par exéution.
Instane Temps
d'exéution
eil51 20
st70 1'
kroA100 2'
bier127 5'
Instane Temps
d'exéution
kroA150 10'
kroA200 20'
pr264 30'
pr299 50'
2.3.2.3.1 Conditions d'arrêt et de reprise. Pour des raisons identiques à elles qui ont été
exposées lors de l'analyse expérimentale menée sur le problème de Flowshop, la ondition d'arrêt
que nous avons onsidérée se base sur un temps maximum d'exéution. En eet, de notre point
de vue, il n'existe pas d'approhe standard pour dénir une ondition d'arrêt inontestable dans
le adre de métaheuristiques pour l'optimisation multiobjetif. Les stratégies habituelles sont
très basiques et onsistent généralement en un nombre arbitraire d'itérations ou d'évaluations.
Néanmoins, dans notre as, une itération pour un algorithme évolutionnaire n'a rien à voir ave
une itération pour un algorithme de reherhe loale. En outre, le alul du nombre d'évaluations
eetuées depuis le début du proessus de reherhe n'a pas de sens ii, ar les solutions voisines
et les solutions mutées ne sont pas évaluées omplètement, mais de façon inrémentale. Par
onséquent, dans le adre de ette étude, nous avons déidé d'arrêter le proessus de reherhe
après un ertain temps d'exéution. En eet, toutes les méthodes partagent les mêmes omposants
de base et leurs implémentations respetives peuvent don être omparées en termes de temps de
alul. Mais, les petites instanes sont supposément plus failes à résoudre que les plus grandes,
e ritère d'arrêt a don été xé en fontion de la taille de l'instane onsidérée, omme indiqué
dans le tableau 2.7. Notez que le temps maximum d'exéution disponible est stipulé pour une
seule simulation par instane et par algorithme.
De même que pour les algorithmes de reherhe loale appliqués au problème de Flowshop,
permettez-nous de rappeler que l'algorithme IBMOLS possède une ondition d'arrêt naturelle
(arhive non améliorante lors de la dernière itération). Toutefois, la répétition itérative d'un
algorithme de reherhe loale onduit souvent à des performanes très élevées et peut améliorer
onsidérablement les résultats. Dans le adre de l'optimisation monoobjetif, deux stratégies
prinipales de reherhe loale itérée peuvent être distinguées : la reprise du proessus à l'aide
d'une nouvelle solution aléatoire (random restart) et les méthodes de perturbation (Loureno
et al., 2002). Le redémarrage aléatoire onstitue la possibilité la plus simple, mais une tehnique
de perturbation adaptée permet généralement d'obtenir de meilleurs résultats. Néanmoins, ave
IBMOLS, nous devons maintenant omposer ave une population de solutions qui doit être
réinitialisée entre haque phase de reherhe loale. Comme proposé par Basseur et Burke (2007)
parmi d'autres alternatives, nous déidons de perturber un ensemble de solutions provenant
de l'arhive pour onstituer la nouvelle population. Le hoix d'une telle stratégie a été motivé
par des expérimentations préliminaires ainsi que des résultats probants obtenus par Basseur et
Burke (2007) pour une autre appliation. Ainsi, la stratégie de réinitialisation de la population
se base sur un bruit aléatoire, tout omme dans un algorithme de reuit simulé de base (Burke
et Kendall, 2005). Ce bruit se ompose de multiples mutations appliquées en série à un ensemble
de N solutions provenant de l'arhive. Notez que si la taille de l'arhive est inférieure à N , la
population est omplétée à l'aide de solutions aléatoires, tout omme lors d'une stratégie de
reprise aléatoire. Pour éviter les onfusions, la version itérée de l'algorithme IBMOLS sera notée
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Table 2.8  Paramètres.
I-IBMOLS IBEA NSGA-II SEEA
Instane taille de la pop. taux de bruit taille de la pop. taille de la pop. taille de la pop.
eil51 20 10% 100 100 100
st70 20 10% 50 100 100
kroA100 30 10% 100 200 100
bier127 30 10% 100 200 100
kroA150 30 10% 200 200 100
kroA200 30 10% 200 200 100
pr264 30 20% 50 200 100
pr299 50 10% 50 200 100
I-IBMOLS (iterated IBMOLS ).
2.3.2.3.2 Paramètres. Une phase expérimentale préliminaire a été eetuée an de déter-
miner bon nombre des paramètres suivants (Liefooghe et al., 2008e). Néanmoins, pour ertains
algorithmes, auune tendane générale n'a été identiée quant à ertains paramètres, la taille
de la population a don été xée en fontion de l'instane onsidérée, omme indiqué dans le
tableau 2.8. Le taux de bruit de l'algorithme I-IBMOLS a été xé à un pourentage du nombre de
n÷uds pour le problème traité. Ensuite, tout omme initialement proposé par Zitzler et Künzli
(2004), le fateur d'éhelle κ a été xé à 0.05 pour les métaheuristiques à base d'indiateur (IBEA
et I-IBMOLS). Les autres paramètres sont partagés par tous les algorithmes évolutionnaires et se
omposent d'une probabilité de roisement de 0.25, d'une probabilité de mutation de 1.00, ave
des taux de 0.25, 0.25 et 0.50 pour les opérateurs de mutation de type suppression, insertion et
éhange 2-opt, respetivement.
2.3.2.4 Résultats expérimentaux
Les tableaux 2.9 et 2.10 fournissent une omparaison des algorithmes SEEA, NSGA-II, IBEA et
I-IBMOLS par rapport à l'indiateur I
−
H et à l'indiateur I
1
ǫ+, respetivement.
Les résultats obtenus donnent un avantage indéniable à I-IBMOLS. Cet algorithme n'est en eet
jamais statistiquement surpassé par auun autre algorithme selon les deux indiateurs de qualité.
Les seules exeptions sont pour les instanes st70 et pr264, pour lesquelles SEEA a obtenu de
meilleurs résultats par rapport à la métrique epsilon. Quant à NSGA-II, il est distané par tous
les autres algorithmes sur haune des instanes testées, sauf pour le problème pr264 où il n'y
a pas de diérene signiative entre les résultats de NSGA-II et eux d'IBEA selon l'indiateur
I
1
ǫ+. Enn, par rapport à l'indiateur I
−
H , les résultats obtenus par IBEA et SEEA semblent
assez hétérogènes d'une instane à une autre, de sorte qu'auune tendane générale ne peut être
identiée. Toutefois, selon l'indiateur I
1
ǫ+, SEEA semble nettement plus eae que l'algorithme
IBEA sur la plupart des instanes de test.
Comparaison aux résultats obtenus pour le problème de Ring-Star monoobjetif.
Pour nir, nous fournissons une omparaison entre les résultats que nous avons obtenus pour
le problème de Ring-Star biobjetif étudié ii, et eux du problème de Ring-Star monoobjetif
84 Métaheuristiques pour l'optimisation multiobjetif
Table 2.9  Comparaison des algorithmes selon l'indiateur I
−
H . Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signi-
ative entre les deux algorithmes (≡). La valeur entre parenthèses orrespond à la I−H-valeur
moyenne (×10−3).
I-IBMOLS IBEA NSGA-II SEEA
eil51 I-IBMOLS (4.456) - ≻ ≻ ≡
IBEA (6.710) ≺ - ≻ ≺
NSGA-II (12.573) ≺ ≺ - ≺
SEEA (4.957) ≡ ≻ ≻ -
st70 I-IBMOLS (3.143) - ≻ ≻ ≻
IBEA (4.037) ≺ - ≻ ≡
NSGA-II (8.920) ≺ ≺ - ≺
SEEA (3.718) ≺ ≡ ≻ -
kroA100 I-IBMOLS (4.251) - ≻ ≻ ≻
IBEA (5.273) ≺ - ≻ ≡
NSGA-II (12.370) ≺ ≺ - ≺
SEEA (5.015) ≺ ≡ ≻ -
bier127 I-IBMOLS (3.219) - ≻ ≻ ≻
IBEA (4.236) ≺ - ≻ ≻
NSGA-II (9.606) ≺ ≺ - ≺
SEEA (6.751) ≺ ≺ ≻ -
kroA150 I-IBMOLS (3.959) - ≻ ≻ ≻
IBEA (4.562) ≺ - ≻ ≡
NSGA-II (8.973) ≺ ≺ - ≺
SEEA (4.747) ≺ ≡ ≻ -
kroA200 I-IBMOLS (2.875) - ≡ ≻ ≻
IBEA (2.980) ≡ - ≻ ≻
NSGA-II (8.515) ≺ ≺ - ≺
SEEA (3.822) ≺ ≺ ≻ -
pr264 I-IBMOLS (1.535) - ≻ ≻ ≡
IBEA (1.912) ≺ - ≻ ≺
NSGA-II (3.663) ≺ ≺ - ≺
SEEA (1.520) ≡ ≻ ≻ -
pr299 I-IBMOLS (1.303) - ≻ ≻ ≻
IBEA (1.964) ≺ - ≻ ≡
NSGA-II (4.185) ≺ ≺ - ≺
SEEA (2.179) ≺ ≡ ≻ -
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Table 2.10  Comparaison des algorithmes selon l'indiateur I
1
ǫ+. Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signi-
ative entre les deux algorithmes (≡). La valeur entre parenthèses orrespond à la I1ǫ+-valeur
moyenne (×10−3).
I-IBMOLS IBEA NSGA-II SEEA
eil51 I-IBMOLS (9.307) - ≻ ≻ ≡
IBEA (12.094) ≺ - ≻ ≺
NSGA-II (19.165) ≺ ≺ - ≺
SEEA (9.613) ≡ ≻ ≻ -
st70 I-IBMOLS (7.321) - ≻ ≻ ≺
IBEA (10.334) ≺ - ≻ ≺
NSGA-II (13.639) ≺ ≺ - ≺
SEEA (6.298) ≻ ≻ ≻ -
kroA100 I-IBMOLS (9.833) - ≻ ≻ ≡
IBEA (11.771) ≺ - ≻ ≺
NSGA-II (17.718) ≺ ≺ - ≺
SEEA (9.606) ≡ ≻ ≻ -
bier127 I-IBMOLS (8.421) - ≻ ≻ ≻
IBEA (11.993) ≺ - ≻ ≻
NSGA-II (21.522) ≺ ≺ - ≺
SEEA (19.377) ≺ ≺ ≻ -
kroA150 I-IBMOLS (7.853) - ≻ ≻ ≻
IBEA (10.708) ≺ - ≻ ≺
NSGA-II (13.383) ≺ ≺ - ≺
SEEA (9.056) ≺ ≻ ≻ -
kroA200 I-IBMOLS (7.829) - ≡ ≻ ≡
IBEA (7.288) ≡ - ≻ ≻
NSGA-II (14.473) ≺ ≺ - ≺
SEEA (8.204) ≡ ≺ ≻ -
pr264 I-IBMOLS (5.259) - ≻ ≻ ≺
IBEA (9.055) ≺ - ≡ ≺
NSGA-II (8.403) ≺ ≡ - ≺
SEEA (4.343) ≻ ≻ ≻ -
pr299 I-IBMOLS (4.023) - ≻ ≻ ≻
IBEA (8.993) ≺ - ≻ ≺
NSGA-II (10.403) ≺ ≺ - ≺
SEEA (5.768) ≺ ≻ ≻ -
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Table 2.11  Ratio d'erreur entre la meilleure valeur trouvée au ours de nos expérimentations
et le oût de la solution optimale du TSP monoobjetif ou le meilleur oût d'anneau trouvé pour
le Ring-Star monobjetif par Labbé et al. (2004).
Instane TSP RSP monoobjetif
monoobjetif α = 3 α = 5 α = 7 α = 9
eil51 1.10 % 1.10 % 0.75 % 0.37 % 0.69 %
st70 1.47 % 1.47 % 0.49 % 0.56 % 0.42 %
kroA100 0.64 % 0.64 % 0.10 % 0.14 % 0.00 %
bier127 1.16 % 1.16 % 1.97 % 0.52 % 0.05 %
kroA150 3.12 % 3.12 % 1.37 % 0.60 % 0.05 %
kroA200 2.83 % - 3.31 % 3.39 % 1.29 % - 1.37 %
pr264 4.60 % - - - -
pr299 3.72 % - - - -
étudié par Labbé et al. (2004), où les deux oûts (anneau et aetation) sont additionnés
9
. An
de fournir des solutions optimales visitant approximativement 25, 50, 75 and 100% du nombre
total de n÷uds, les auteurs ont xé le oût de l'anneau cij et le oût d'aetation dij entre deux
n÷uds vi et vj de la façon suivante : cij = ⌈αlij⌉ et dij = ⌈(10 − α)lij⌉ ave α ∈ {3, 5, 7, 9}, où
lij représente la distane entre vi et vj donnée par l'instane de la TSPLIB.
An de donner une idée générale des résultats que nous avons obtenus, nous allons omparer
les meilleures valeurs salaires trouvées telles que ela est détaillé i-dessus à la valeur optimale
trouvée par Labbé et al. (2004)
10
. En outre, nous omparons également la meilleure solution
visitant haun des n÷uds que nous avons trouvée à la solution optimale onnue pour le problème
du voyageur de ommere monoobjetif (TSP), qui est disponible sur le site de la TSPLIB
11
.
Le tableau 2.11 donne le ratio d'erreur entre la meilleure solution onnue et la meilleure solution
que nous avons trouvée sur l'ensemble de nos expérimentations pour haun des objetifs uniques
identiés.
Par rapport aux résultats obtenus pour le problème de Ring-Star monoobjetif, le ratio d'erreur
est toujours de moins de 5% pour haune des instanes testées. L'optimum a même été trouvé
pour l'instane kroA100 ave α = 9, et une meilleure solution a été obtenue pour l'instane
kroA200 ave α = 3 et α = 9. En e qui onerne les solutions optimales du TSP, nos résultats
sont assez prohes pour des instanes de moins de 150 n÷uds. Pour les instanes de plus grande
taille, ils ne semblent pas aussi bons. Ainsi, en omparaison aux résultats monoobjetif optimaux
ou quasi optimaux, les méthodes de reherhe que nous avons proposées pour résoudre le problème
de Ring-Star semblent assez prometteuses, d'autant que le temps de alul alloué est relativement
faible par rapport à la taille des instanes de problème à résoudre. Rappelons toutefois que
la omparaison est ii faite à l'aide des meilleurs résultats que nous avons obtenus au ours
de l'ensemble des expérimentations que nous avons réalisées. Il est don très probable que les
résultats ne soient pas aussi bons pour une simulation unique.
9. Il ne nous a pas été possible de omparer nos résultats à eux de l'autre formulation du problème de
Ring-Star monoobjetif (Labbé et al., 2005; Moreno Pérez et al., 2003; Renaud et al., 2004), pour lequel le oût
d'aetation est soumis à une ontrainte ; ei en raison de la façon dont la borne a été xée.
10. En réalité, les auteurs ont imposé un temps limite de alul durant leurs expérimentations. Ils ont reporté
la meilleure solution trouvée dans le as où le temps de alul dépassait e délai, e qui est le as pour l'instane
kroA200 ave α = 3, 5 et 9 dans le tableau 2.11.
11. http://www.iwr.uni-heidelberg.de/groups/omopt/software/TSPLIB95/.
Conlusion 87
2.3.2.5 Disussion
Au ours de ette setion, quatre métaheuristiques ont été appliquées à la résolution du problème
de Ring-Star. Un algorithme de reherhe loale, IBMOLS, a d'abord été onçu dans une variante
itérative ave un voisinage multiple. Ensuite, deux algorithmes évolutionnaires multiobjetif de
la littérature, à savoir l'algorithme de référene NSGA-II et un algorithme plus moderne omme
IBEA, ainsi qu'un troisième, SEEA, proposé ii pour la première fois, ont tous été appliqués au
as partiulier du problème traité.
Nous pouvons onlure que la version itérative de l'algorithme IBMOLS est globalement nette-
ment plus performante que tous les autres algorithmes évolutionnaires que nous avons étudiés.
Néanmoins, le omportement d'une méthode de reherhe aussi simple que SEEA par rapport à
des algorithmes de référene omme NSGA-II et IBEA est assez enourageant en e qui onerne
la résolution de problèmes ombinatoires.
Une des prinipales aratéristiques du problème de Ring-Star semble être le nombre relativement
élevé de points situés sur le front Pareto. Ainsi, après un ertain nombre d'itérations, il est fort
probable qu'une grande partie de la population ourante des algorithmes I-IBMOLS, IBEA et
NSGA-II ne ontienne que des solutions non-dominées. Cei pourrait expliquer la faible eaité
de NSGA-II. En eet, puisque la même valeur de tness est aetée à la majeure partie de la po-
pulation, seule la distane de rowding est utilisée pour onfronter les solutions. Or, la tehnique
d'aetation des valeurs de tness basée sur un indiateur qui est utilisé par I-IBMOLS et IBEA
est assurément beauoup plus adaptée à la omparaison de solutions potentiellement Pareto opti-
males que la simple distane de rowding. Notez que e n'est pas le as pour SEEA ar toutes les
solutions non-dominées trouvées par l'algorithme peuvent prendre part au moteur d'évolution.
Cependant, les bonnes performanes de l'algorithme I-IBMOLS pourraient également dépendre
de la proximité des solutions non-dominées dans l'espae déisionnel. Cei est enore une fois
liée à la notion de onnexité (Ehrgott et Klamroth, 1997). En eet, si es solutions sont prohes
les unes des autres selon l'opérateur de voisinage, les méthodes de reherhe loale sont onnues
pour être partiulièrement bien adaptées à la reherhe de nouvelles solutions intéressantes.
Lors d'une prohaine étape, il serait intéressant de onevoir une stratégie de oopération entre
les deux types de méthode de reherhe (algorithmes évolutionnaires et algorithmes de reherhe
loale) an de bénéier simultanément de leurs aratéristiques respetives.
Conlusion
Ce hapitre s'est attardé sur l'une des ontributions prinipales de ette thèse, à savoir la onep-
tion, l'implémentation, et l'analyse expérimentale de métaheuristiques pour l'optimisation mul-
tiobjetif. Les prinipaux apports de ette partie peuvent être résumés omme suit.
Coneption uniée. Un travail d'abstration et d'uniation à propos de la oneption de mé-
taheuristiques pour l'optimisation multiobjetif a été réalisé. Nous avons mis l'aent sur les
questions prinipales liées à la onvergene (et à l'aetation des valeurs de tness), à la pré-
servation de la diversité et à l'élitisme. De plus, une lassiation des stratégies existantes pour
haune de es étapes a été proposée. Nous nous sommes ensuite onentrés sur deux types
de méthodologie partiuliers que nous avons étudiés de manière approfondie : les algorithmes
évolutionnaires, et les algorithmes de reherhe loale. Pour haun d'eux, nous avons identié
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les prinipaux omposants ommuns. Puis, nous avons proposé un modèle de oneption unié,
basé sur une déomposition ne, et pour lequel bon nombre d'algorithmes existants peuvent
être vus omme de simples spéiations d'un même adre oneptuel.
Plateforme logiielle. Le adre de oneption uniée a été utilisé omme point de départ pour
la mise en ÷uvre d'une plateforme logiielle généraliste : ParadisEO-MOEO, module de Pa-
radisEO. Il s'agit d'une plateforme boite blanhe et orientée-objet dédiée à l'implémentation
exible et réutilisable de métaheuristiques pour l'optimisation multiobjetif. Elle est basée sur
une séparation oneptuelle laire entre les méthodes de résolution et le problème qu'elles sont
destinées à résoudre, onférant don une réutilisabilité maximale du ode et de la oneption.
Cette plateforme a été validée expérimentalement par la résolution d'une large étendue de
problèmes d'optimisation multiobjetif, à la fois aadémiques et réels, et de diérents types
(ontinus, ombinatoires).
Nouvelles approhes métaheuristiques. En nous basant sur les modèles de oneption uni-
és présentés, nous avons également proposé de nouvelles approhes méthodologiques dédiées
à la résolution d'une atégorie très générale de problèmes d'optimisation multiobjetif. Tout
d'abord, un algorithme évolutionnaire élitiste simple, SEEA, a été développé. Celui-i nous
a permis d'obtenir des résultats enourageants pour le problème de Ring-Star, notamment
vis-à-vis de quelques algorithmes lassiques du domaine, omme NSGA-II ou IBEA. Nous
pensons que SEEA peut représenter une alternative intéressante à es méthodes pour la ré-
solution de problèmes ombinatoires, en partiulier lorsque le temps de alul disponible est
relativement faible. Par ailleurs, nous avons également présenté un ensemble d'algorithmes
de reherhe loale basés sur une relation de dominane, qui suivent tous une terminologie
ommune. Certains d'entre eux orrespondent à des algorithmes existants ou les généralisent,
d'autres orrespondent à de nouvelles propositions algorithmiques. Un sous-ensemble de om-
posants impliqués au sein de telles méthodes, leurs rles et leurs éventuelles interations ont été
étudiés de façon approfondie lors de la résolution du problème de Flowshop à deux et à trois
objetifs. Nous avons ainsi pu mettre en évidene qu'il était avantageux de diter la stratégie
d'exploration du voisinage à l'aide d'une relation de dominane, au ontraire des approhes
ouramment renontrées de la littérature. Cette onlusion a par ailleurs été onrmée par
d'autres expérimentations que nous avons menées sur le problème de voyageur de ommere
multiobjetif (Liefooghe et al., 2009e).
Résolution du problème de Ring-Star. Un nouveau problème de tournées, le problème de
Ring-Star, a été pour la première fois étudié dans un ontexte multiobjetif. En dépit de sa
nature biobjetif laire, e problème a toujours été traité de façon monoobjetif. Dans un
premier temps, nous avons proposé une modélisation pour sa résolution à l'aide de métaheu-
ristiques (représentation, évaluation, et.). Puis, un ensemble de quatre métaheuristiques ont
été adaptés à ette modélisation an de trouver une approximation de l'ensemble Pareto opti-
mal : IBMOLS, NSGA-II, IBEA et SEEA. Nous avons onlu que l'algorithme IBMOLS était
globalement le plus performant, mais que SEEA semblait être un onurrent solide. Lors d'une
prohaine étape, il pourrait don se montrer intéressant de onevoir un shéma de oopération
entre es deux méthodes an de bénéier de leurs aratéristiques respetives.
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Par la suite, nous allons onsidérer les métaheuristiques pour l'optimisation multiobjetif que
nous venons d'étudier omme des agents de reherhe autonomes. Au ours du hapitre suivant,
elles-i seront intégrées au sein de métaheuristiques de plus haut niveau, où elles oopéreront
les unes ave les autres dans le but d'améliorer leurs performanes.
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Chapitre 3
Métaheuristiques oopératives
pour l'optimisation multiobjetif
Dans e hapitre, nous nous intéressons à la oopération de métaheuristiques pour l'optimisation
multiobjetif. Suite à une lassiation des métaheuristiques hybrides, deux nouvelles approhes
oopératives sont proposées.
• Une approhe en mode relais durant laquelle le proessus de reherhe alterne entre deux agents
de haut niveau : un algorithme évolutionnaire et une méthode de reherhe loale. Deux va-
riantes sont présentées, une version pour laquelle la oopération est systématique, et une autre
où l'hybridation s'eetue de façon adaptative (Liefooghe et al., 2010).
• Une approhe basée sur la division de l'espae objetif à l'aide de points de référene multiples,
où plusieurs agents autonomes sont exéutés en parallèle et se onentrent sur une sous-partie
de l'espae objetif (Figueira et al., 2009).
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Introdution
Comme remarqué lors du premier hapitre, la oneption de métaheuristiques pour la résolution
de problèmes d'optimisation ombinatoire est généralement une question d'équilibre entre inten-
siation et diversiation. Cela est enore plus vrai dans le adre de l'optimisation multiobjetif,
où le but de la reherhe est de trouver une approximation de l'ensemble Pareto optimal de bonne
qualité en termes de onvergene et de diversité. En règle générale, les méthodes de reherhe
loale sont réputées pour être partiulièrement puissantes pour l'exploitation des meilleures so-
lutions trouvées, alors que les algorithmes évolutionnaires sont plutt eaes pour explorer
l'espae de reherhe à l'aide de leurs opérateurs de variation. Plutt que de tenter d'améliorer
une méthode en termes de diversiation, ou une autre en termes d'intensiation, une ap-
prohe attrayante onsiste à hybrider les deux, ei an de bénéier de leurs aratéristiques
respetives. Ainsi, les métaheuristiques oopératives ont montré leur eaité pour résoudre de
nombreux problèmes d'optimisation (Talbi, 2002), dont des problèmes multiobjetif (Ehrgott et
Gandibleux, 2008; Talbi, 2009). L'idée de faire oopérer diérentes métaheuristiques n'est pas
neuve. Rapidement, il est apparu que toutes les méthodes n'avaient pas les mêmes propriétés.
On a don herhé à proter des avantages de es diérentes approhes an de rendre les mé-
thodes de résolution plus performantes et plus robustes. Une métaheuristique oopérative (ou
métaheuristique hybride) est une approhe résultant de la ombinaison de plusieurs méthodes
d'optimisation (métaheuristique, heuristique, ou méthode exate) dont au moins une métaheu-
ristique. Ii, nous nous intéressons aux méthodes hybrides exlusivement onstituées de méta-
heuristiques. Plus partiulièrement, nous allons onsidérer les métaheuristiques de base, telles
que elles qui ont été présentées dans le hapitre préédent, omme des méthodes de reherhe
autonomes s'éhangeant de l'information les unes ave les autres au ours de la reherhe. Par
rapport au hapitre préédent, nous nous plaçons don à un niveau d'abstration enore plus
élevée, où les métaheuristiques sont vues omme des entités propres.
Premièrement, nous allons présenter la lassiation de métaheuristiques hybrides proposée
par Talbi (2002). Nous allons également nous attarder sur la oopération de métaheuristiques
pour la résolution de problèmes d'optimisation multiobjetif, ave des exemples illustratifs de ha-
une des lasses d'hybridation dédiées à l'optimisation multiobjetif. Ensuite, dans la setion 3.2,
nous proposons un shéma d'hybridation entre un algorithme évolutionnaire et un algorithme
de reherhe loale. L'originalité de ette première approhe réside dans le fait que les étapes de
reherhe évolutionnaire et de reherhe loale sont exéutées en phases séquentielles suessives
et répétées, et qu'auune méthode de salarisation des fontions objetif n'est ii onsidérée au
ours du proessus de reherhe. De plus, deux variantes de e même shéma de oopération
sont proposées. L'une se base sur une oopération systématique à haque étape du proessus
de reherhe. Alors qu'au sein de l'autre variante, l'hybridation est opérée de façon adaptative,
en fontion de la vitesse de onvergene de l'algorithme. Quant à elle, la setion 3.3 présente
une approhe de oopération basée sur la division de l'espae objetif par le biais de points de
référene multiples. Suite à une répartition uniforme d'un ensemble de points de référene au sein
d'une région ouvrant la totalité du front Pareto, plusieurs spéiations d'un même algorithme
évolutionnaire sont exéutés en parallèle, dans un environnement de alul distribué. Chaune
d'elles onentre ses eorts sur une sous-région de l'espae objetif délimitée par un point de
référene.
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métaheuristiques hybrides
niveau
mode
type domaine fonction
bas haut
relais teamwork relais teamwork
LRH HRH HTHLTH
hétérogène global partiel généraliste spécialiséehomogène
classification
à plat
classification
hiérarchique
Fig. 3.1  Taxinomie des métaheuristiques oopératives (Talbi, 2002).
3.1 Classiation des métaheuristiques oopératives
De façon générale, deux vues sont néessaires pour lasser une métaheuristique oopérative (Talbi,
2002) : la lassiation hiérarhique qui traite du niveau et du mode de oopération, et la las-
siation à plat qui onerne l'homogénéité des méthodes, leurs domaines, et la nature de leurs
fontions. Ces deux notions sont illustrées sur la gure 3.1 et sont détaillées i-dessous.
3.1.1 Classiation hiérarhique
Selon la taxinomie proposée par Talbi (2002), deux niveaux (bas et haut) et deux modes (relais
et teamwork) de oopération peuvent être identiés.
Tout d'abord, dans le adre d'une hybridation de bas niveau, les éléments fontionnels d'une
métaheuristique sont modiés. Une fontion interne d'une métaheuristique est ainsi remplaée
par une autre métaheuristique. Au ontraire, dans une hybridation de haut niveau les diérentes
métaheuristiques sont autonomes. Il n'existe pas de relation direte entre leurs fontionnements
internes, et les méthodes originales ne sont pas modiées.
Dans une oopération en mode relais, les métaheuristiques oopératives opèrent les unes à la
suite des autres dans un ordre préétabli. Chaque méthode reçoit en entrée le résultat produit par
la méthode préédente, omme dans un pipeline. Le mode teamwork représente un modèle d'op-
timisation oopératif où diérentes méthodes d'optimisation (des agents) évoluent en parallèle.
À partir de ette lassiation hiérarhique, nous obtenons quatre lasses de métaheuristiques
oopératives.
 LRH (Low-level Relais Hybrid). La lasse de bas niveau en mode relais regroupe les
oopérations où une métaheuristique est intégrée à une métaheuristique à base de solution
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unique.
 LTH (Low-level Teamwork Hybrid). La lasse de bas niveau en mode teamwork regroupe
les oopérations où une métaheuristique est intégrée à une métaheuristique à base de popula-
tion.
 HRH (High-level Relais Hybrid). La lasse de haut niveau en mode relais regroupe les
oopérations où des métaheuristiques autonomes sont exéutées en séquene.
 HTH (High-level Teamwork Hybrid). La lasse de haut niveau en mode teamwork re-
groupe les oopérations où des métaheuristiques autonomes sont exéutées en parallèle et
oopèrent les unes ave les autres pour résoudre le problème.
Des exemples appartenant à es diérentes lasses de métaheuristiques hybrides sont données
par la suite dans le adre de l'optimisation multiobjetif.
3.1.2 Classiation à plat
Selon ette même taxinomie (Talbi, 2002), la lassiation à plat des métaheuristiques oopé-
ratives onerne l'homogénéité des méthodes hybridées, leurs domaines d'appliation et leurs
fontions (Fig. 3.1).
Dans une hybridation homogène, tous les algorithmes hybridés se basent sur la même métaheuris-
tique, omme au sein du modèle en îles. Au ontraire, une hybridation hétérogène est onstituée
d'éléments diérents.
D'un autre point de vue, on peut distinguer deux domaines de oopération : global ou partiel.
Lors d'une hybridation de domaine global, toutes les métaheuristiques explorent le même espae
de reherhe omplet. Dans un domaine partiel, le problème à résoudre est d'abord déomposé
en sous-problèmes ayant haun leur propre espae de reherhe.
Enn, un dernier ritère de lassiation onerne la fontion de l'hybridation. Pour les oopé-
rations de fontion généraliste, toutes les métaheuristiques s'attaquent au même problème d'op-
timisation. À l'inverse, les oopérations de fontion spéialisée ombinent des méthodes traitant
de problèmes diérents.
3.1.3 Métaheuristiques oopératives et optimisation multiobjetif
En optimisation multiobjetif, la taxinomie présentée i-dessus s'applique aisément, même si
quelques ajustements mineurs sont souvent néessaires. Ils sont dûs au fait que le but de la
reherhe est désormais de fournir un ensemble de solutions non-dominées, et non une solution
unique.
Dans leur étude sur les métaheuristiques hybrides dédiées à la résolution de problèmes d'op-
timisation multiobjetif, Ehrgott et Gandibleux (2008) identient trois atégories de méthodes
d'hybridation entre un algorithme à base de population et un algorithme de reherhe loale : une
hybridation pour rendre une méthode plus agressive, une hybridation pour diriger une méthode,
et une hybridation pour exploiter des fores omplémentaires. Les deux premières atégories
peuvent être vues omme appartenant à la lasse LTH, la diérene étant que la deuxième re-
groupe les hybridations dont la fontion est spéialisée. Enn, la troisième atégorie rassemble
les métaheuristiques oopératives de la lasse HRH, où plusieurs méthodes (généralement deux)
sont exéutées en séquene.
Les quatre lasses de métaheuristiques hybrides appliquées dans le adre de l'optimisation mul-
tiobjetif sont disutées i-dessous.
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LRH (Low-level relais Hybrid). Il existe très peu d'exemples de oopération LRH dans
la littérature, puisque les métaheuristiques à base de solution unique ne sont pas adaptées à
l'approximation de l'ensemble Pareto optimal.
LTH (Low-level Teamwork Hybrid). Cette lasse est probablement la plus représentée, un
grand nombre de métaheuristiques hybrides LTH ayant été appliquées à des problèmes d'opti-
misation multiobjetif. Ces méthodes onsistent à oupler une métaheuristique à base de popu-
lation à une métaheuristique à base de solution unique, telle qu'une reherhe loale, un reuit
simulé ou enore une reherhe tabou, qui sont des méthodes d'optimisation eaes en terme
d'exploitation. Néanmoins, an d'adapter la métaheuristique à base de solution unique au as
multiobjetif, e type de méthode requiert généralement la formulation d'une préférene pour
guider la reherhe loale. La méthode orrespondante est don une méthode de type salaire,
où une quelonque agrégation (typiquement, une somme pondérée) a été réalisée an de réduire
le problème original en un problème monoobjetif.
Ainsi, les algorithmes mimétiques sont très populaires dans la ommunauté multiobjetif (Knowles
et Corne, 2005). Le prinipe de base onsiste à inorporer un algorithme de reherhe loale au
sein d'un algorithme évolutionnaire. Cette étape de reherhe loale est généralement inluse en
lieu et plae de l'étape de mutation, même si elle peut également être ajoutée juste après l'étape
de mutation, ou enore à haque itération de l'algorithme général. Un exemple onsiste en l'al-
gorithme MOGLS (multiobjetive geneti loal searh) proposé par Ishibuhi et Murata (1998);
Jaszkiewiz (2002). Il est onstitué d'un algorithme évolutionnaire multiobjetif où l'étape de
mutation est remplaée par un ranement loal (Fig. 3.2). Une somme pondérée des fontions
objetif est aléatoirement dénie an d'obtenir une fontion tness salaire. Des solutions de la
population ourante sont ainsi séletionnées selon ette valeur salaire, puis reombinées, et enn
loalement améliorées à l'aide d'une reherhe de voisinage.
D'autres exemples plus évolués guident l'étape de reherhe loale vers les régions de l'approxi-
mation de la frontière Pareto ontenant une grande densité de points, ou vers des régions non
explorées (Ehrgott et Gandibleux, 2008) ; la diretion de la reherhe loale étant dénie à l'aide
d'une fontion de salarisation.
HRH (High-level relais Hybrid). Cette lasse de oopération regroupe les hybridations
où des métaheuristiques autonomes sont exéutées en séquene. La plupart des méthodes exis-
tantes onsistent à exéuter une étape d'intensiation (reherhe loale, path relinking) sur une
approximation obtenue à l'aide d'une métaheuristique à base de population. Par exemple, une
reherhe loale basée sur la dominane Pareto peut être appliquée à une approximation trou-
vée par un algorithme évolutionnaire multiobjetif (Talbi et al., 2001). La gure 3.3 montre un
exemple typique d'une telle hybridation.
D'autres stratégies onsistent à initialiser la population d'une métaheuristique à base de popu-
lation à l'aide de l'exéution multiple d'une méthode à base de solution unique onnue pour être
eae pour une variante monoobjetif du problème. Plusieurs exemples sont donnés par Ehr-
gott et Gandibleux (2008). Lors de ette première phase, la résolution est basée sur une somme
pondérée des fontions objetif, et est répétée en faisant varier les poids qui leur sont assoiés.
HTH (High-level Teamwork Hybrid). Enn, dans le adre de l'optimisation multiobjetif,
les hybridations de type HTH impliquent plusieurs métaheuristiques autonomes exéutées en
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Fig. 3.2  L'algorithme MOGLS : un exemple d'hy-
bridation LTH.
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Fig. 3.3  Un exemple typique d'hybridation HRH.
parallèle et oopérant les unes ave les autres an de trouver une approximation de l'ensemble
Pareto optimal. Cette lasse d'hybridation est étroitement liée au modèle de parallélisation o-
opérative au niveau algorithmique, où un ensemble de métaheuristiques autonomes et parallèles
éhangent de l'information onernant la reherhe (Talbi, 2009). Ii, le but de la parallélisation
n'est pas tant d'aélérer la reherhe que de trouver de meilleures solutions et de rendre la
méthode globale plus robuste.
Ainsi, la nalité est de paralléliser la tâhe onsistant à trouver la totalité de l'ensemble Pa-
reto optimal parmi tous les algorithmes partiipants. Les diérentes métaheuristiques impliquées
peuvent posséder diérentes strutures, ou enore leurs propres opérateurs ou paramètres. Par
ailleurs, elles peuvent éventuellement évaluer en sous-ensemble de fontions objetif, utiliser dif-
férents veteurs d'agrégation pour haque algorithme, ou diviser l'espae de reherhe ou l'espae
objetif en plusieurs régions. De façon générale, une ressoure de alul, le proessus maître, se
harge de la distribution ou de la division de la population, de l'espae de reherhe, ou de l'es-
pae objetif, ainsi que de la réupération du résultat nal de haun des algorithmes an de
onstruire une approximation globale de l'ensemble Pareto optimal.
Les méthodes existantes de la lasse HTH se basent presqu'exlusivement sur le modèle en îles,
où une métaheuristique indépendante, utilisant une population distinte, est exéutée sur haque
proesseur (Fig. 3.4). Typiquement, il s'agit de plusieurs instanes d'une même métaheuristique à
base de population (généralement un algorithme évolutionnaire) qui évoluent en parallèle (Bas-
seur et al., 2003; Talbi et Meunier, 2006). Ces diérents algorithmes oopèrent les uns ave
les autres en s'éhangeant régulièrement des solutions de bonne qualité au sein de leurs sous-
populations (migrations). La plupart des approhes basées sur le modèle en îles ne divisent pas
diretement l'espae (de reherhe ou objetif) en diérentes régions, mais résultent en la division
impliite d'une population de très grande taille en sous-populations. Diérentes variantes peuvent
être élaborées en fontion des stratégies de ommuniation dénies entre les îles. Tout d'abord,
diérentes topologies d'éhange d'information peuvent être dénies : en anneau, en maille, en hy-
perube, ou à l'aide d'un graphe omplet. Ensuite, es stratégies de ommuniation peuvent soit
se baser sur les sous-populations des diérentes îles, sur des arhives de solutions non-dominées
distribuées sur les diérents n÷uds, ou sur une ombinaison des deux (Melab et al., 2006).
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métaheuristique à
base de population
migration
Fig. 3.4  Le modèle en îles : un exemple d'hybridation HTH.
Aussi, une autre question essentielle à se poser lors du développement de e type de métaheu-
ristique hybride et parallèle onerne la gestion de l'arhive (Basseur et al., 2006). Celle-i peut
prendre la forme d'une arhive entralisée, représentée à l'aide d'une struture de donnée entra-
lisée onstruite au fur et à mesure du proessus de reherhe. Au ontraire, elle peut prendre la
forme d'arhives distribuées parmi les métaheuristiques, de sorte que les algorithmes travaillent
ave un ensemble loal de solutions non-dominées qui devront, d'une façon ou d'une autre, être
ombinées à la n de la reherhe. Comme souligné par Basseur et al. (2006), une arhive en-
tralisée pure n'est en pratique jamais utilisée pour des questions évidentes d'eaité. Toutes
les approhes entralisées de la littérature ombinent en réalité des phases distribuées, où des
solutions non-dominées loales sont onsidérées, et des phases de reonstrution de l'arhive
entrale.
3.2 Une approhe de oopération de haut niveau en mode relais
Le premier modèle de oopération proposé repose sur une hybridation de haut niveau en mode
relais (HRH). À la suite d'une ourte disussion à propos des motivations d'un tel modèle, le
shéma de oopération est présenté de façon générale. Enn, une instaniation de e shéma, où
diérents hoix algorithmiques sont présentés, est énonée.
3.2.1 Motivations
La nalité de l'approhe proposée ii est de onevoir une ollaboration entre des métaheuris-
tiques de types diérents (un algorithme évolutionnaire et un algorithme de reherhe loale),
ei an de proter de leurs omportements respetifs. En eet, es deux types de métaheu-
ristique présentent des propriétés, des aptitudes et don des qualités diérentes. Un algorithme
évolutionnaire ore généralement une bonne aptitude à l'exploration de l'espae de reherhe. À
l'inverse, un algorithme de reherhe loale favorise plutt l'intensiation de la reherhe. Ainsi,
en gardant à l'esprit de trouver un bon ompromis entre intensiation et diversiation lors
de la oneption d'une métaheuristique (surtout dans le adre de l'optimisation multiobjetif,
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où un ensemble de solutions de bonnes qualités en termes de onvergene et de diversité doit
être trouvé), faire oopérer es deux types de méthode semble attratif et devrait don nous
permettre d'obtenir de meilleurs résultats que les métaheuristiques autonomes seules.
Considérons don un algorithme évolutionnaire et un algorithme de reherhe loale multiobjetif
arbitraires. En règle générale, dans le domaine de l'optimisation multiobjetif, les hybridations
HTH lassiques se ontentent d'exéuter la phase d'exploration (algorithme évolutionnaire), puis
d'exploitation (algorithme de reherhe loale) en séquene, avant de stopper purement et simple-
ment le proessus de reherhe (Fig. 3.3). Ainsi, l'algorithme évolutionnaire fournit un ensemble
de solutions non-dominées à une méthode de reherhe loale qui herhe, dans un seond temps,
à améliorer es solutions à l'aide d'une struture de voisinage. Or, deux observations peuvent être
formulées. Premièrement, les apaités exploratries de la première métaheuristique ne semblent
pas pleinement exploitées. Il s'avérerait probablement plus intéressant d'y revenir après la phase
d'intensiation an de tirer le meilleur parti d'une telle oopération ; la reherhe alternant don
entre exploitation et exploration. Deuxièmement, il s'avère extrêmement diile de déterminer
préalablement le moment adéquat pour passer de la phase 1 (diversiation) à la phase 2 (in-
tensiation) de la métaheuristique oopérative. Il est en général impossible de savoir à l'avane
s'il vaut mieux allouer un temps de alul équivalent entre les deux méthodes hybridées, ou s'il
faut en favoriser une par rapport à l'autre.
An de répondre à es deux observations, nous proposons tout d'abord d'exéuter les algorithmes
évolutionnaire et de reherhe loale en phases séquentielles suessives et répétées. Notez que
deux variantes de ette même idée sont ensuite proposées : l'une réalise une oopération systéma-
tique à haque étape de l'algorithme hybride ; alors que dans la deuxième variante, la oopération
n'est réalisée qu'en fontion de l'état atuel de la reherhe, de façon adaptative.
3.2.2 Coneption
3.2.2.1 Shéma de oopération
L'idée générale de notre shéma de oopération onsiste à utiliser l'algorithme évolutionnaire
omme proessus prinipal, et de laner régulièrement une méthode de reherhe loale an d'al-
terner la reherhe entre phases d'exploration et phases d'exploitation. Étant donné qu'un grand
nombre de méthodes de reherhe loale possède généralement une ondition d'arrêt naturelle
1
,
le proessus de reherhe évolutionnaire peut don reommener jusqu'à la prohaine étape de
la métaheuristique hybride. Une étape peut être dénie par une ertaine quantité de temps de
alul, ou par un ertain nombre d'itérations.
Il est important que l'algorithme évolutionnaire utilise les solutions trouvées par l'algorithme de
reherhe loale pour en réer de nouvelles, et vie versa. Dans le as ontraire, l'hybridation
s'avérerait improdutive, ar les deux méthodes n'éhangeraient auune information au ours
de la reherhe. Ainsi, il s'avère d'abord néessaire de spéier une stratégie de ommuniation
d'un ensemble de solutions de l'algorithme évolutionnaire vers l'algorithme de reherhe loale.
Pour ela, un sous-ensemble de solutions provenant de la population prinipale de l'algorithme
évolutionnaire, de l'arhive, ou de la ombinaison des deux peut être séletionné. Il est bien
évidemment préférable d'éarter une solution dont le voisinage a déjà été entièrement exploré.
1. Par exemple, omme nous l'avons vu à la setion 2.1.5.1, ertaines stratégies du modèle DMLS stoppent
lorsque le voisinage de la totalité des solutions de l'arhive a été visité. De façon similaire, l'algorithme IBMOLS
s'arrête lorsque son arhive interne ne reçoit plus auune nouvelle solution (setion 2.1.5.4).
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Fig. 3.5  Une approhe de oopération pério-
dique (PCS).
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Fig. 3.6  Une approhe de oopération adapta-
tive (ACS).
Cet ensemble de solutions onstitue alors la population initiale de la phase de reherhe loale.
Ensuite, une fois la phase de reherhe loale terminée, un nouvel ensemble de solutions a été
trouvé. Plusieurs sénarios peuvent être dénis pour l'intégration de es solutions au sein du
proessus de reherhe de l'algorithme évolutionnaire. Si l'algorithme évolutionnaire manipule
une arhive et que sa stratégie de séletion est élitiste, il sut de mettre ette même arhive
à jour à l'aide des solutions trouvées par la reherhe loale. Sinon, il s'avère toujours possible
d'intégrer et ensemble de solutions à la population prinipale de l'algorithme évolutionnaire, et
de réduire la taille de ette dernière à l'aide d'une stratégie de remplaement quelonque.
Partant de e prinipe, nous pouvons failement imaginer deux versions de la métaheuristique
oopérative : une version périodique, dans laquelle la reherhe loale serait lanée à haque étape
de l'algorithme, et une version adaptative, dans laquelle la reherhe loale ne serait lanée que si
une ertaine ondition, en relation ave la vitesse de onvergene de l'algorithme évolutionnaire,
est vériée. Ces deux approhes sont respetivement dénotées PCS (periodi ooperative searh)
et ACS (adaptive ooperative searh), et sont illustrées dans les gures 3.5 et 3.6.
Ainsi, la stratégie ACS doit déider par elle-même, et en ours de reherhe, s'il s'avère intéressant
de laner la reherhe loale à une étape donnée du proessus global. La ondition que nous allons
utiliser se base sur la onvergene de l'approximation ourante (ontenue dans l'arhive ou dans
la population prinipale) d'une phase à une autre. Une possibilité est don de mesurer la qualité
de l'approximation en ours At en omparaison à elle de l'étape préédente At−1. Diérents
indiateurs existent pour évaluer la qualité d'une approximation par rapport à une autre, que e
soit en termes de onvergene ou de diversité.
Nous avons vu dans la setion 1.3.1 qu'il existait deux types d'indiateur de qualité : les indi-
ateurs unaires et les indiateurs binaires. Supposons, sans perte de généralité, que les valeurs
de l'indiateur hoisi I soient à maximiser. Alors, dans le as d'un indiateur binaire, il sut de
mesurer la I-valeur donnée par α = I(At, At−1). Pour un indiateur unaire, on peut par exemple
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aluler une valeur α = I(At) − I(At−1). Ainsi, à une étape t de la stratégie de oopération, si
α est inférieur à une valeur seuil δ donnée en paramètre (α ≤ δ), alors une phase de reherhe
loale est lanée, sinon le proessus de l'algorithme évolutionnaire ontinue.
Grâe à la dénition du paramètre δ, il est don possible de biaiser intentionnellement l'équilibre
entre la reherhe évolutionnaire et de la reherhe loale au sein du modèle ACS. Cette problé-
matique a été soulignée par Ishibuhi et al. (2003) dans le adre de métaheuristiques hybrides
dédiées à l'optimisation multiobjetif. De e fait, plus la valeur de δ est élevée, plus souvent
sera lanée la reherhe loale. Par onséquent, la stratégie d'hybridation proposée est apable
de diretement traiter des spéiations diérentes de l'équilibre entre reherhe loale et évo-
lutionnaire, depuis l'algorithme évolutionnaire presque pur (petite valeur de δ) vers l'algorithme
de reherhe loale presque pur (grande valeur de δ).
Au sein de l'approhe de oopération proposée ii, le proessus de reherhe alterne entre deux
agents autonomes de haut niveau : un algorithme évolutionnaire et un algorithme de reherhe
loale. Le méanisme interne de es deux méthodes n'est pas modié. Par onséquent, ette mé-
taheuristique peut être lassée dans la lasse LTH de la taxinomie. Aussi, ette hybridation est de
type hétérogène, ar les méthodes hybridées se basent sur des métaheuristiques diérentes. Enn,
le domaine de l'hybridation est global et sa fontion est généraliste, ar les deux algorithmes de
base s'appliquent au même problème et explorent le même espae de reherhe. Par rapport aux
méthodes de la littérature, l'originalité de e shéma de oopération est (i) de ne faire intervenir
auun méanisme de salarisation des fontions objetif pour onvertir le problème d'optimisa-
tion multiobjetif en un problème monoobjetif, et (ii) d'alterner entre reherhe évolutionnaire
et reherhe loale, là où les méthodes existantes se ontentent généralement d'exéuter es deux
méthodologies l'une à la suite de l'autre, avant de stopper le proessus de reherhe. En outre,
l'une des variantes que nous proposons, ACS, détete automatiquement le moment présumé idéal
pour démarrer une phase de reherhe loale, ei en fontion du sénario de l'optimisation.
3.2.2.2 Choix d'instaniation du modèle
Une instaniation du shéma de oopération présenté i-dessus requiert don la détermination
d'un algorithme évolutionnaire et d'un algorithme de reherhe loale. Par la suite, en vue de
l'appliation à venir pour la résolution du problème de Ring-Star, nous allons utiliser l'algorithme
évolutionnaire SEEA et une reherhe loale de type IBMOLS, es deux derniers ayant globa-
lement obtenu les résultats les plus prometteurs, lors d'une utilisation simple, pour le problème
onsidéré (voir la setion 2.3.2).
Conernant les stratégies de ommuniation, les méthodes SEEA et IBMOLS maintiennent toutes
deux une population seondaire (l'arhive) en plus de leur population prinipale. Cette arhive
n'est pas utilisée omme simple stokage externe, mais prend également part au moteur d'évo-
lution en servant à la onstrution de nouvelles solutions à explorer. Ainsi, SEEA et IBMOLS
gèrent leur propre population interne et, par onséquent, utilisent l'arhive omme seule mémoire
partagée. La population initiale de l'algorithme IBMOLS sera don onstruite à l'aide de solu-
tions aléatoirement hoisies parmi l'arhive entrale. À la n du proessus de reherhe loale,
les solutions trouvées par IBMOLS sont tout simplement proposées omme solutions andidates
pour intégrer l'arhive. Ave une telle hybridation, l'arhive globale est don la seule mémoire
partagée par les deux agents de reherhe pour éhanger de l'information.
Pour la variante ACS du modèle d'hybridation, il est également néessaire de dénir un indiateur
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Fig. 3.7  Instaniation du modèle PCS à l'aide des
algorithmes SEEA et IBMOLS.
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Fig. 3.8  Instaniation du modèle ACS à l'aide
des algorithmes SEEA et IBMOLS.
de qualité. Par exemple, l'utilisation de l'indiateur hypervolume aurait pu être envisagée, mais le
alul de elui-i a l'inonvénient d'être oûteux en temps. Pour ette raison, nous allons utiliser la
métrique de ontribution IC proposée par Meunier et al. (2000) et présentée à la setion 1.3.1.4.
Cette mesure donne une idée de la qualité d'une approximation par rapport à une autre en
termes de onvergene, et peut être alulée en un temps raisonnable. Dans notre as, à haque
étape t de la stratégie ACS, nous allons aluler la ontribution de l'arhive ourante At sur
l'arhive de l'étape préédente At−1. Ainsi, onsidérant qu'auune solution non-dominée n'est
perdue entre deux étapes, l'approximation At est au moins aussi bonne que At−1, de sorte que
IC(A
t, At−1) ∈ [0.5, 1] en raison des propriétés de la métrique de ontribution. En supposant que
l'arhive ne s'améliore plus susamment si la ontribution de At sur At−1 est inférieure à une
valeur seuil donnée en paramètre δ ∈ [0.5, 1], nous hoisissons de laner le proessus de reherhe
loale uniquement dans le as où IC(A
t, At−1) ≤ δ. Permettez-nous de remarquer qu'une stratégie
ACS ave une δ-valeur inférieure à 0.5 aurait été équivalente à SEEA, et qu'une stratégie ACS
ave un δ = 1.0 est équivalente à PCS, le temps de alul des diérentes I-valeurs en moins.
Les métaheuristiques hybrides engendrées par l'instaniation des modèles PCS et ACS sont
respetivement illustrées sur les gures 3.7 et 3.8. Elles appartiennent à la lasse LTH, et
peuvent don être toutes deux dénotées par LTH(SEEA + IBMOLS) selon la grammaire proposée
par Talbi (2002).
3.2.3 Implémentation
L'arhiteture ouverte et la exibilité de la plateforme ParadisEO permettent de failiter la
oneption et l'implémentation de métaheuristiques oopératives. Les stratégies d'hybridation
les plus ommunes (LRH, LTH, HRH et HTH) peuvent être exploitées de façon naturelle, en
partiulier pour le as de l'optimisation multiobjetif. Ainsi, les stratégies d'hybridation de bas
niveau (LRH et LTH) peuvent très failement être implémentées. Par exemple, il sut de laisser
une métaheuristique à base de solution unique prendre la plae de l'opérateur de mutation d'un
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Table 3.1  Condition d'arrêt pour les instanes additionnelles. Pour les autres instanes, voir
le tableau 2.7.
Instane Temps
d'exéution
pr439 50'
pr1002 50'
algorithme évolutionnaire (Boisson et al., 2009). Tous les éléments sont disponibles pour réaliser
une telle hybridation, même si un eort raisonnable d'implémentation reste à fournir dans le
but de failiter la transformation d'un problème multiobjetif en un problème monoobjetif, en
proposant notamment de nouvelles tehniques de salarisation. Ensuite, les stratégies d'hybri-
dation HRH, basées sur la oopération de omposants de reherhe indépendants, peuvent être
implémentées de façon triviale sous ParadisEO. Il sut d'exéuter séquentiellement les dié-
rents algorithmes hybridés. Par ailleurs, au sein du module ParadisEO-MOEO (Liefooghe et al.,
2009,a), plusieurs lasses utilitaires ont également été ajoutées, de sorte qu'il est dorénavant
possible d'alterner entre deux types de méthode (par exemple, un algorithme évolutionnaire et
un algorithme de reherhe loale multiobjetif) ; e qui orrespond au modèle de oopération
présenté dans ette setion.
3.2.4 Analyse expérimentale
Ii, nous allons évaluer expérimentalement les performanes des diérentes variantes du premier
shéma de oopération proposé (PCS et ACS) pour le problème de Ring-Star. Le design expé-
rimental de ette partie expérimentale est suivie par quelques résultats numériques, et par une
disussion à propos de la ontribution de e modèle d'hybridation pour la résolution du problème
traité.
3.2.4.1 Design expérimental
3.2.4.1.1 Approhes étudiées. An de mesurer l'eaité de nos deux approhes oopé-
ratives de haut niveau en mode relais (PCS et ACS), nous nous baserons sur la résolution du
problème de Ring-Star. Nous allons les omparer aux deux méthodes basiques prenant part à leur
oneption ; 'est-à-dire l'algorithme évolutionnaire SEEA et l'algorithme de reherhe loale IB-
MOLS. Bien sûr, pour des raisons évidentes d'eaité, nous allons onsidérer IBMOLS dans sa
version itérative : I-IBMOLS. Notez que SEEA et I-IBMOLS ont tous deux globalement obtenus
les meilleurs résultats pour la résolution de la même appliation lors du hapitre préédent.
3.2.4.1.2 Condition d'arrêt. Tout omme les expérimentations préédemment eetuées
sur le problème de Ring-Star, la ondition d'arrêt se base sur un temps de alul maximum, xé
en fontion de la taille de l'instane onsidérée. Néanmoins, deux instanes additionnelles, de
plus grande taille, seront également étudiées au ours de ette setion, à savoir pr439 et pr1002.
Le temps maximum d'exéution pour es deux instanes est donné dans le tableau 3.1. Pour les
autres instanes, les valeurs orrespondantes sont identiques à elles du hapitre préédent.
3.2.4.1.3 Paramètres. Pour les deux méthodes de reherhe oopératives (PCS et ACS),
la taille de la population gérée par SEEA est xée à 100, et la taille de la population gérée par
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IBMOLS est xée en fontion de l'instane onsidérée. Ces tailles ont été établies de la même
manière que pour la version itérative de l'algorithme étudié lors du hapitre préédent, voir le
tableau 2.8. Cependant, pour les problèmes de grande taille, les premières expérienes n'ont pas
été satisfaisantes, ar les algorithmes hybrides n'étaient généralement pas en mesure de laner
IBMOLS plus d'une fois durant le proessus de reherhe, l'exéution de e dernier étant alors
trop oûteuse en temps. Pour ette raison, nous avons limité la taille de la population d'IBMOLS
à 30 solutions. Ainsi, une population de 20 individus a été hoisie pour les instanes de moins de
100 n÷uds, et une population de 30 individus a été hoisie pour les instanes de 100 n÷uds et
plus. Pour les deux instanes supplémentaires, nous avons suivi la tendane générale identiée
sur les autres instanes. Nous avons don xé les paramètres de l'algorithme I-IBMOLS omme
suit : une population de 70 individus pour pr439 et de 100 individus pour pr1002, et un taux
de bruit de 10%. Les autres paramètres ont été xés de la même manière que pour les autres
instanes.
Une étape t onsidérée au sein des algorithmes hybrides a été xé à 0.5% du temps total d'exé-
ution. Nous avons ensuite étudié diérentes valeurs de δ pour la méthode ACS : 0.6, 0.7, 0.8 et
0.9. Comme souligné préédemment, l'utilisation de la méthode ACS ave une δ-valeur inférieure
à 0.5 et supérieure ou égale à 1.0 aurait été similaire à PCS et à SEEA, respetivement. Ces
expérimentations préliminaires nous ont onduits à une δ-valeur eae de 0.8.
3.2.4.2 Résultats expérimentaux
Les tableaux 3.2 et 3.3 fournissent une omparaison des résultats obtenus par SEEA, I-IBMOLS,
PCS et ACS selon la métrique I
−
H et la métrique I
1
ǫ+, respetivement. Tout d'abord, à l'exeption
de l'instane eil51, PCS et ACS sont tous deux toujours statistiquement plus performants que
SEEA à l'égard d'au moins une métrique. Par rapport à I-IBMOLS, PCS et ACS obtiennent
souvent de meilleurs résultats, en partiulier pour les instanes à 150 n÷uds et plus. Et dans
tous les as, les deux méthodes hybrides ne sont jamais statistiquement surlassées par une
métaheuristique non-hybride. Aussi, le bénée de la oopération se fait sentir sur la plupart
des instanes de grande taille, mais l'ajout d'un méanisme d'adaptation ne semble pas avoir
une grande inuene sur les résultats. En eet, pour presque toutes les instanes, les mesures
n'indiquent pas de diérene signiative entre PCS et ACS. Les quelques exeptions notables
sont bier127 et pr439, où PCS obtient de meilleurs résultats par rapport à l'un ou aux deux
indiateurs, et pour pr1002 où ACS surpasse PCS selon la métrique hypervolume.
Le tableau 3.4 ompare les meilleurs résultats obtenus par les méthodes hybrides sur l'ensemble
de nos expérimentations et les résultats existants pour le problème de Ring-Star monoobje-
tif (Labbé et al., 2004). Par rapport aux valeurs obtenues par les métaheuristiques basiques lors
du hapitre préédent, les approhes hybrides ont permis d'obtenir une amélioration du ratio
d'erreur pour la quasi-totalité des instanes testées. Celui-i tourne autour de 1% pour la majo-
rité des as, mis à part pour les instanes de très grande taille, et en partiulier l'instane pr1002
où e ratio est prohe de 15%. Mais il est vrai que, proportionnellement au nombre de n÷uds,
le temps d'exéution disponible pour résoudre es instanes est plus faible que pour les autres
instanes.
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Table 3.2  Comparaison des algorithmes selon l'indiateur I
−
H . Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signi-
ative entre les deux algorithmes (≡). La valeur entre parenthèses orrespond à la I−H-valeur
moyenne (×10−3).
I-IBMOLS SEEA PCS ACS
eil51 PCS (4.751) ≡ ≡ - ≡
ACS (4.482) ≡ ≡ ≡ -
st70 PCS (2.691) ≻ ≻ - ≡
ACS (2.865) ≡ ≻ ≡ -
kroA100 PCS (3.738) ≡ ≻ - ≡
ACS (3.326) ≻ ≻ ≡ -
bier127 PCS (3.071) ≡ ≻ - ≻
ACS (3.693) ≡ ≻ ≺ -
kroA150 PCS (2.792) ≻ ≻ - ≡
ACS (2.624) ≻ ≻ ≡ -
kroA200 PCS (2.247) ≻ ≻ - ≡
ACS (2.260) ≻ ≻ ≡ -
pr264 PCS (1.342) ≻ ≻ - ≡
ACS (1.404) ≻ ≻ ≡ -
pr299 PCS (1.277) ≡ ≻ - ≡
ACS (1.293) ≡ ≻ ≡ -
pr439 PCS (0.348) ≻ ≻ - ≻
ACS (0.733) ≻ ≡ ≺ -
pr1002 PCS (2.449) ≻ ≻ - ≺
ACS (0.707) ≻ ≻ ≻ -
3.2.5 Disussion
Au ours de ette setion, une méthode de oopération générale pour l'optimisation multiobjetif
a été appliquée et expérimentée sur le problème de Ring-Star. Lors de nos expérimentations, nous
avons hoisi de faire oopérer l'algorithme évolutionnaire SEEA et l'algorithme de reherhe loale
IBMOLS. Deux variantes de ette métaheuristique oopérative ont été onçues : une variante
périodique (PCS) et une variante adaptative (ACS).
En omparaison aux métaheuristiques lassiques les plus performantes pour le problème onsi-
déré, les deux algorithmes hybrides ont permis une amélioration statistiquement prouvée des
résultats sur un grand nombre d'instanes, en partiulier les instanes de grande taille. Par
ailleurs, en omparaison aux approhes de résolution du problème de Ring-Star monoobjetif de
la littérature, les algorithmes hybrides proposés pour la ontrepartie biobjetif du même pro-
blème semblent fournir des solutions de bonne qualité. Toutefois, la diérene d'eaité entre
PCS et ACS est presque négligeable. Cei peut être expliqué par le fait que la stratégie ACS
onsare un temps de alul important dans le but de déterminer si la reherhe loale doit
être lanée ou non à haque étape de l'algorithme. En eet, au ours de nos expérienes, nous
avons observé que la diérene entre le nombre moyen de fois où IBMOLS est lané au ours
du proessus de reherhe de PCS et ACS est relativement mine. Cei peut être expliqué par
le fait que (i) IBMOLS onsomme plus de temps de alul à trouver des solutions intéressantes
en partant d'une population de moins bonne qualité, e qui est le as pour PCS en omparaison
à ACS (au moins pour le premier lanement), et (ii) une partie du temps d'exéution alloué à
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Table 3.3  Comparaison des algorithmes selon l'indiateur I
1
ǫ+. Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signi-
ative entre les deux algorithmes (≡). La valeur entre parenthèses orrespond à la I1ǫ+-valeur
moyenne (×10−3).
I-IBMOLS SEEA PCS ACS
eil51 PCS (9.561) ≡ ≡ - ≡
ACS (9.363) ≡ ≡ ≡ -
st70 PCS (6.328) ≻ ≡ - ≡
ACS (7.064) ≡ ≡ ≡ -
kroA100 PCS (8.963) ≡ ≡ - ≡
ACS (7.533) ≻ ≻ ≡ -
bier127 PCS (8.114) ≡ ≻ - ≻
ACS (9.818) ≡ ≻ ≺ -
kroA150 PCS (5.450) ≻ ≻ - ≡
ACS (5.587) ≻ ≻ ≡ -
kroA200 PCS (5.057) ≻ ≻ - ≡
ACS (5.702) ≻ ≻ ≡ -
pr264 PCS (4.242) ≻ ≡ - ≡
ACS (4.317) ≻ ≡ ≡ -
pr299 PCS (4.501) ≡ ≻ - ≡
ACS (4.048) ≡ ≻ ≡ -
pr439 PCS (2.760) ≻ ≻ - ≻
ACS (5.553) ≻ ≻ ≺ -
pr1002 PCS (5.391) ≻ ≻ - ≡
ACS (4.309) ≻ ≻ ≡ -
Table 3.4  Ratio d'erreur entre la meilleure valeur trouvée au ours de nos expérimentations
et le oût de la solution optimale du TSP monoobjetif ou le meilleur oût d'anneau trouvé pour
le Ring-Star monobjetif par Labbé et al. (2004).
Instane TSP RSP monoobjetif
monoobjetif α = 3 α = 5 α = 7 α = 9
eil51 0.67 % 0.67 % 0.75 % 0.37 % 0.69 %
st70 0.31 % 0.31 % 0.49 % 0.56 % 0.42 %
kroA100 0.08 % 0.08 % 0.05 % 0.12 % 0.00 %
bier127 0.64 % 0.64 % 0.34 % 0.52 % 0.01%
kroA150 1.38 % 1.01 % 1.04 % 0.17 % 0.00 %
kroA200 1.22 % -4.82 % 1.05 % 0.69 % -1.55 %
pr264 2.26 % - - - -
pr299 1.72 % - - - -
pr439 4.63 % - - - -
pr1002 14.51 % - - - -
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ACS est utilisé pour aluler les valeurs de ontribution an de vérier la ondition d'appliation
de la reherhe loale, là où PCS onsare la totalité du temps qui lui est aordé à la reherhe.
Ces deux aspets ont probablement onduit au fait que le nombre de fois où IBMOLS est lané
au sein de PCS et ACS est, nalement, plus ou moins équilibré entre les deux méthodes de
oopération.
3.3 Une approhe de oopération de haut niveau en mode team-
work basée sur la division de l'espae objetif
Le but de la deuxième approhe d'hybridation proposée est de trouver une approximation de l'en-
semble Pareto optimal à l'aide de points de référene multiples. L'utilisation de plusieurs points
de référene semble partiulièrement bien adaptée au alul parallèle, ar les sous-problèmes
résultants peuvent tous être résolus de façon indépendante.
Le prinipe général de l'algorithme est le suivant. Tout d'abord, un ertain nombre de points de
référene sont générés de façon à être uniformément répartis dans l'espae objetif. Ces points
peuvent être générés à l'aide d'une approximation grossière des bornes du front Pareto, ou enore
à partir de bornes inférieures et supérieures raisonnables fournies par le déideur. Une méthode
de résolution est ensuite assoiée à haque point de référene. Cet algorithme vise à trouver
ou à approximer les solutions Pareto optimales orrespondant au point de référene prédéni
(et à ertains oeients de pondération). Les méthodes de résolution basées sur un point de
référene sont toutes lanées en parallèle, et un proessus maître nit par fusionner les solutions
non-dominées trouvées par les proessus eslaves.
3.3.1 Motivations
Au ours des deux dernières déennies, une grande partie des méthodes de résolution pour l'op-
timisation multiobjetif proposées dans la littérature sont des approhes a posteriori. La plupart
d'entre elles onsistent à trouver une approximation de l'ensemble Pareto optimal à l'aide d'un
algorithme évolutionnaire. D'une part, ei est fondé sur la onvition que la puissane de alul
des ordinateurs modernes est illimitée, et que nous pouvons les utiliser pour tout problème om-
plexe et tout type de méthode. Cette royane, ependant, est ontredite par des expérienes de
alul lors de la résolution de problèmes omplexes : même le plus puissant des ordinateurs peut
être failement saturé, en raison de la dépendane non linéaire entre la omplexité de alul et
la quantité de données à traiter. Ainsi, une utilisation raisonnable de la puissane de alul exis-
tante, même si ette puissane est énorme en raison des possibilités oerte par le alul parallèle,
reste et restera probablement toujours un problème fondamental.
D'autre part, de nombreuses approhes a priori et interatives se basent sur un point de référene
où des niveaux d'aspiration et de réserve sont assoiés aux fontions objetif. L'approhe par
point de référene a initialement été proposée par Wierzbiki (1980), et ensuite développée par
de nombreux autres herheurs (Wierzbiki et al., 2000). Ces fontions salaires sont onnues sous
le nom de  ahievement salarizing funtions . Cette approhe par point de référene résulte en
la projetion d'un point de référene donné (ou d'une paire de points de référene, généralement
appelés points de réservation et d'aspiration) sur l'ensemble des solutions optimales. Ce point
de référene représente les valeurs objetif souhaitées par le déideur. Il existe plusieurs formes
d'interation entre le déideur et l'approhe par point de référene, depuis la simple modiation
108 Métaheuristiques oopératives pour l'optimisation multiobjetif
du point de référene jusqu'à l'utilisation d'informations supplémentaires telles que des éléments
visuels basés sur des spéiations oues des valeurs de référene. Dans tous les as, le résultat
se onentre sur une région spéique de l'espae objetif, évitant ainsi la perte de ressoures de
alul en la reherhe de solutions inintéressantes aux yeux du déideur.
Ii, nous proposons une nouvelle méthode ombinant l'utilisation de points de référene tout
en essayant d'approximer l'ensemble des solutions Pareto optimales. Au lieu d'utiliser un point
de référene unique, l'idée de ette approhe a posteriori est de dénir automatiquement un
ensemble de points de façon à e que l'espae objetif soit divisé de façon uniforme, mais entière-
ment ouvert. Chaque point donne lieu à une méthode de résolution basée sur une ahievement
salarizing funtion et se onentre sur une sous-région de l'espae objetif. Ainsi, l'ensemble des
solutions non-dominées peut être reonstruit en ombinant les résultats de toutes les méthodes
de résolution. Notez que les méthodes de résolution peuvent être lanées en parallèle puisque les
problèmes d'optimisation d'une ahievement salarizing funtion peuvent être résolus de façon
indépendante. L'approhe parallèle à points de référene multiples proposée peut être utilisée
pour résoudre des problèmes d'optimisation réels omplexes, et sera par la suite appliquée au
problème de Flowshop dans sa variante à deux objetifs.
3.3.2 Coneption
Dans ette setion, l'approhe à points de référene multiples est dérite après avoir introduit
quelques questions essentielles relatives à sa oneption.
3.3.2.1 Éléments fondamentaux
Cette setion présente quelques-uns des aspets fondamentaux liés à la oneption de la méthode
parallèle à points de référene multiples. Tout d'abord, un moyen d'estimer les limites du front
Pareto est fourni. En seond lieu, une desription détaillée à propos de la façon dont les points
de référene sont générés est présentée. Enn, la méthode de résolution basée sur un point de
référene unique que nous allons utiliser omme sous-proessus de l'algorithme prinipal est
donnée.
3.3.2.1.1 Ahievement Salarizing Funtions. La notion d'ahievement salarizing fon-
tions proposée par Wierzbiki (1980) est souvent utilisée pour résoudre des problèmes d'optimi-
sation multiobjetif. Cette tehnique se montre partiulièrement bien adaptée pour fontionner
ave un point de référene. Un point de référene traduit les valeurs souhaitées ou aeptées
par le déideur pour haune des fontions objetif. Ces valeurs objetif sont appelées niveaux
d'aspiration et le veteur objetif orrespondant est appelé point de référene. Ce dernier peut
être déni soit dans la région réalisable, soit dans la région non réalisable de l'espae objetif.
L'une des familles d'ahievement salarizing fontions peut être dénie ainsi :
σ(z, z0, λ, ρ) = max
i=1,2,...,n
{
λi(zi − z0i )
}
+ ρ
n∑
j=1
λj(zj − z0j ) (3.1)
où σ est une appliation de Z dans R, z = (z1, z2, . . . , zn) est un veteur objetif, z
0 =
(z01 , z
0
2 , . . . , z
0
n) est un point de référene, λ = (λ1, λ2, . . . , λn) un veteur de oeients de pon-
dération, et ρ est une petite valeur positive arbitraire (0 < ρ≪ 1). Le mot famille est ii utilisé
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pour indiquer que plusieurs fontions peuvent être onstruites selon la variabilité des oeients
de pondération et du point de référene. Maintenant le problème suivant peut être onstruit,
où X représente l'ensemble des solutions réalisables dans l'espae déisionnel et z = f(x).
min σ(z, z0, λ, ρ)
tel que : x ∈ X (3.2)
Pour un point de référene donné z0, deux propriétés ont été prouvées par Steuer (1986) :
 si x⋆ = argminx∈X σ(z, z0, λ, ρ), alors x⋆ est une solution Pareto optimale ;
 si x⋆ est une solution Pareto optimale, alors il existe une fontion σ(z, z0, λ, ρ) telle que x⋆ est
un optimum (global) du problème donné en (3.2).
Notez que les veteurs de oeients de pondération peuvent être normalisés, et que l'ensemble
des veteurs de oeients de pondération normalisés peut être représenté omme suit :
Λ =
{
λ = (λ1, λ2, . . . , λn) |
n∑
j=1
λj = 1, λj > 0, j = 1, 2, . . . , n
}
Utiliser diérents veteurs λ pour un même point de référene z0 peut onduire à diérentes
solutions optimales du problème déni en (3.2). Même si ela n'est pas l'objet de l'approhe
proposée ii, et aspet peut être utilisé an de onevoir un algorithme parallèle portant sur un
même point de référene et sur diérents veteurs de pondération, et don dénir un deuxième
niveau de parallélisme.
3.3.2.1.2 Estimer les bornes du front Pareto. Comme indiqué dans le premier hapitre,
le alul du point nadir zn est plutt une tâhe diile, et enore plus pour des problèmes
multiobjetif disrets de grande taille. En outre, le alul exat du point idéal z∗ est généralement
impossible dès que l'on traite de problèmes de grande taille. Toutefois, au sein de l'approhe
proposée, es deux points sont néessaires an de produire l'ensemble des points de référene
utilisés par l'algorithme. Nous allons don essayer de trouver une approximation de bonne qualité
de es deux points. Ces approximations seront désignées par zn
A
et z∗
A
, respetivement.
Permettez-nous de onsidérer deux options légitimes pour aomplir une telle tâhe. D'une part, si
le déideur est en mesure de fournir des bornes supérieures et inférieures raisonnables pour haque
fontion objetif, le alul des points idéal et nadir, ou de leurs approximations, se résume à une
étape initiale de mise à l'éhelle. De notre expériene, il est toujours envisageable de demander
au déideur de fournir des onnaissanes initiales sur le problème à résoudre. En outre, notez que
les métaheuristiques ne peuvent généralement pas s'exéuter de façon entièrement automatique
sans information initiale. Par exemple, au moins la ou les solutions de départ, même si elles
peuvent être fournies par un générateur de nombres aléatoires, requièrent généralement une
éhelle initiale.
D'autre part, si le déideur n'est pas en mesure de fournir et élément d'information, une autre
option onsiste à trouver une approximation de es points par le biais d'une méthode de reherhe
dédiée, et exéutée durant un nombre relativement faible d'itérations. De façon générale, les al-
gorithmes évolutionnaires multiobjetif donnent des approximations disrètes du front Pareto ;
le point idéal et le point nadir d'une telle approximation peuvent failement être alulés. La
diulté d'estimer le point nadir est liée au problème d'origine et au fait que de telles approxima-
tions évolutionnaires pourraient trouver une mauvaise approximation du front Pareto à proximité
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du point nadir. Par onséquent, il est important d'appliquer au moins les deux aspets d'un al-
gorithme évolutionnaire multiobjetif. Le premier onsiste à utiliser une stratégie enourageant
la diversité (voir la setion 2.1.3.2), ou, de façon générale, renforçant l'importane des valeurs
extrêmes de l'ensemble disret d'approximation ; il existe plusieurs stratégies de e type (Sz-
zepa«ski et Wierzbiki, 2003). Une autre onsiste à utiliser un ritère d'arrêt qui onerne le
diamètre de l'approximation du front Pareto, basée sur la distane entre les points idéal et nadir.
Si e diamètre se stabilise durant un nombre subséquent d'itérations, ela indique que, soit l'ap-
proximation est déjà de bonne qualité (ar une bonne approximation du point nadir est l'un des
aspets les plus diiles de l'optimisation multiobjetif), soit l'algorithme n'est plus en mesure
de produire une amélioration (e qui peut toujours survenir ave des heuristiques). Szzepa«ski
et Wierzbiki (2003) fournissent un bon aperçu de divers exemples. Une telle approximation
doit être orrigée en l'élargissent par un ertain fateur. Cet élargissement est néessaire pour
de nombreuses raisons, à ommener par le fait que l'algorithme évolutionnaire multiobjetif se
rapprohe de la distane idéal-nadir par le bas, et un tel élargissement est également utilisé lors
de l'exéution de méthodes linéaires multiobjetif lassiques.
Par exemple, an de trouver une approximation des points idéal et nadir, Deb et al. (2006)
ont proposé un algorithme basé sur une modiation de NSGA-II (Deb et al., 2002), et qui se
onentre sur la reherhe vers les extrémités du front Pareto. Ensuite, les valeurs supérieures et
inférieures de haque fontion objetif sont alulées à partir de l'approximation nale du front
Pareto, et peuvent don être utilisées omme estimations des points idéal et nadir, z∗
A
et zn
A
.
Pour e faire, et algorithme utilise une stratégie de maintien de la diversité qui se base sur
une distane de rowding modiée mettant l'aent sur l'importane des moins bonnes solutions
selon haque fontion objetif.
3.3.2.1.3 Générer de multiples points de référene. Il peut exister plusieurs façons de
générer de multiples points de référene. La plus intuitive est peut-être la génération aléatoire
dans une zone prédénie de l'espae objetif. Cette façon simple, ependant, ne semble pas
susante pour notre as. La génération aléatoire pourrait ne pas ouvrir la zone prédénie. C'est
la raison pour laquelle nous proposons de dénir une distribution uniforme des points sur une
zone prédénie. Après avoir déni les limites de haque fontion objetif, la zone est onstruite
de sorte qu'elle ouvre l'ensemble de la région réalisable de l'espae objetif. La gure 3.9 illustre
la façon de proéder lorsque deux fontions objetif sont onsidérées. Supposons, par soui de
simpliité, que les bornes du front Pareto peuvent être dénies de façon préise. Une façon de
proéder onsiste à suivre les étapes suivantes.
1. Caluler le point idéal z∗ ou une bonne approximation z∗A .
2. Caluler le point nadir zn ou une bonne approximation zn
A
.
3. Considérer la zone formée par es points, et dénir un plan de oupe omme la  diago-
nale  de ette zone.
4. Si néessaire, relâher les points extrêmes d'un tel plan de oupe de sorte à obtenir le plan
de oupe utilisé pour générer les points de référene ; ette étape est réalisée an de ne pas
utiliser les points extrêmes omme points de référene, puisqu'ils sont non-dominés.
5. Générer uniformément les points de référene en fontion du nombre de proesseurs dispo-
nibles.
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Fig. 3.9  Plan de oupe pour un problème à deux objetifs. Dans et exemple, inq points de référene
sont générés.
La gure 3.9 illustre la façon de dénir e plan de oupe. Le retangle intégré a été onstruit
à partir de z∗ et zn. La diagonale représentée par la ligne reliant es deux sommets peut être
utilisée omme premier plan de oupe. Ensuite, nous relâhons ette diagonale an d'obtenir elle
ayant un style solide. Cei est réalisé an d'éviter l'utilisation de points extrêmes omme points
de référene, ar eux-i sont non-dominés. Évidemment, lorsque l'on traite des approximations
des points idéal et nadir, il n'est pas néessaire de proéder à une telle modiation. Dans le as
de modèles linéaires d'optimisation multiobjetif ontinue, le plan ouvre la totalité de la région
non-dominée qui est au-dessus de lui-même. Pour un problème disret, e n'est pas toujours le
as, omme nous pouvons l'observer sur la gure. Il existe des points non-dominés au-dessus et
en dessous de la ligne de oupe. Cela ne pose pas de problème puisque l'ahievement salarizing
funtion dénie en (3.1) n'impose pas de restrition sur l'emplaement des points de référene.
Une telle onlusion n'est pas vraie lorsqu'une métrique de Chebyhev est utilisée, omme 'est
le as dans de nombreux travaux de reherhe du domaine de la prise de déision interative.
La gure 3.10 illustre omment dénir les points de référene initiaux pour un problème à trois
objetifs. Dans un tel as, le domaine est symbolisé par un triangle dans lequel est représentée une
grille de quinze points de référene. Ce prinipe peut être failement généralisé pour des problèmes
à n dimensions, mais le nombre requis de points de référene roît de façon exponentielle par
rapport à n.
3.3.2.1.4 Un algorithme évolutionnaire à point de référene unique. Dans e para-
graphe, nous présentons un algorithme basé sur la notion d'ahievement salarizing funtions
et onçu pour être utilisé ave un seul point de référene z0 et un veteur de oeients de
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Fig. 3.10  Illustration de la réation des points de référene pour un problème à trois objetifs.
pondération λ. Cette approhe à point de référene unique sera utilisée omme sous-proédure
de l'algorithme prinipal dans le but de résoudre le problème résultant de z0 et λ.
Traditionnellement, l'utilisation d'ahievement salarizing funtions permet de transformer le
problème d'optimisation multiobjetif original en un problème monoobjetif, pour lequel une
solution unique est alors obtenue (Fig. 3.11). Une telle métaheuristique, visant à obtenir une
solution unique orrespondant à une formulation du problème donné en (3.2), a par exemple
été proposée par Szzepa«ski et Wierzbiki (2003). Néanmoins, dans notre as, nous reherhons
plutt un ensemble de solutions, situées dans la zone de projetion d'un point de référene
unique. Par ailleurs, omme souligné par Molina et al. (2009), dans la plupart des as, une
méthode interative est généralement requise pour obtenir la solution préférée du déideur, ar
e dernier aquiert de la onnaissane à propos de ses préférenes et du problème à résoudre
tout au long du proessus d'interation ; ei résultant en une modiation du point de référene
ou des poids au ours de la reherhe. Ainsi, une projetion du front Pareto aux alentours de la
solution projetée semble plus appropriée que seule la solution projetée, ar un plus grand nombre
d'alternatives sont alors proposées, haune étant a priori adaptée aux préférenes du déideur
(Fig. 3.12).
Très peu de métaheuristiques à base de population, et don adaptées à la reherhe d'un ensemble
de solutions, ont été proposées dans e but. On peut par exemple iter les travaux de Deb et
Sundar (2006) ou de Molina et al. (2009). Ii, nous avons hoisi de onsidérer l'algorithme évo-
lutionnaire multiobjetif à base de préférene (preferene-based evolutionary algorithm, PBEA)
proposé par Thiele et al. (2009). PBEA vise à produire un ensemble de bonne qualité, proba-
blement de petite taille, de solutions non-dominées assoiées à un point de référene z0 et à un
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Fig. 3.11  Proje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Fig. 3.12  Projetion d'un ensemble de solutions sur le
front Pareto.
veteur de oeients de pondération λ.
PBEA est une variante de l'algorithme IBEA (Zitzler et Künzli, 2004) où l'information liée
aux préférenes est prise en ompte par l'intermédiaire d'un point de référene. Il est basée sur
l'indiateur epsilon additif (Iǫ+), ouramment utilisé au sein d'IBEA, et sur les ahievement
salarizing funtions données dans la dénition 3.1. Tout d'abord, une version normalisée des
ahievement salarizing funtions est dénie.
σ(f(x), z0, λ, ρ, δ) = σ(f(x), z0, λ, ρ) + δ − min
x′∈P
{σ(f(x′), z0, λ, ρ)} (3.3)
Le paramètre δ > 0 donne une spéiité représentant la valeur minimale de la fontion nor-
malisée. Il permet de spéier la largeur de l'ampliation donnée par l'indiateur epsilon pour
les solutions prohes du point de référene. Ainsi, un indiateur de qualité basé sur une préfé-
rene (Ip) peut être déni.
Ip(x, x
′) = Iǫ+(x′, x)/σ(f(x), z0, λ, ρ, δ) (3.4)
Cet indiateur de qualité peut maintenant être utilisé au sein de la stratégie d'aetation des
valeurs de tness de l'algorithme IBEA présenté lors de la setion 2.1.4.1, en lieu et plae de
l'indiateur Iǫ+. L'algorithme résultant est dénommé PBEA.
An de donner approximativement la même amplitude à haque fontion objetif, nous avons
légèrement modié l'algorithme PBEA original de la façon suivante. Chaque élément zi d'un
veteur objetif z est remplaé par une valeur normalisée z′i à l'aide des points idéal et nadir (ou
de leurs approximations) ; points que nous avons obtenus lors de la phase initiale de l'algorithme
et éventuellement anés au ours de la reherhe. Pour i ∈ {1, . . . , n} :
z′i =
zi − z⋆i
zni − z⋆i
(3.5)
De plus, une arhive additionnelle a été ajoutée à PBEA an de stoker l'approximation ourante.
Celle-i est mise à jour à haque itération de l'algorithme. Chaque algorithme à point de référene
unique possède don sa propre arhive loale.
114 Métaheuristiques oopératives pour l'optimisation multiobjetif
3.3.2.2 Shéma de oopération
L'approhe parallèle à points de référene multiples proposée peut être divisée en trois phases
onséutives. La première, appelée phase de préparation, est onsarée à la oneption de plu-
sieurs versions d'un algorithme à point de référene unique en estimant les limites du front
Pareto, en générant de multiples points de référene, et en onevant une version de l'algorithme
PBEA pour haque point de référene. La deuxième phase est la phase de reherhe et onsiste
à laner les algorithmes PBEA orrespondant à haque point de référene en parallèle, jusqu'à
e qu'une ondition d'arrêt soit satisfaite. Enn, la phase de nalisation vise à fusionner les
solutions non-dominées trouvées par les sous-proédures an de onstruire une approximation
omplète de l'ensemble Pareto optimal. Ces trois phases sont détaillées i-dessous.
3.3.2.2.1 Phase de préparation. La phase de préparation est onsarée à attribuer un
nombre égal de proesseurs et de points de référene. Elle se ompose des étapes suivantes.
1. Obtenir une estimation des bornes inférieures et supérieures du front Pareto. Cette estima-
tion peut être fournie par le déideur, ou approximée automatiquement. Dans e dernier
as, un ritère d'arrêt possible peut être déni omme suit. Tout d'abord, déterminer le
diamètre extérieur de l'approximation ourante ; 'est-à-dire la norme de Chebyhev de
la distane entre les bornes inférieure et supérieure. Ensuite, omparer ette valeur ave
l'estimation du diamètre extérieur de l'itération préédente. Si la diérene entre es deux
valeurs reste onstante pendant un nombre d'itérations donné en paramètre, arrêter la
reherhe.
2. Déterminer un plan de oupe à travers la zone (normalisée) des valeurs objetif, et dénir
une répartition uniforme de m points de référene dans ette zone.
3. Pour haque point de référene z0, onevoir une version de PBEA liée à l'ahievement
salarization funtion dénie par z0 et un veteur de oeient λ = (1/n, 1/n, . . . , 1/n),
où n est le nombre de fontions objetif.
3.3.2.2.2 Phase de reherhe. La phase de reherhe onsiste tout simplement à exéuter
les m versions de PBEA en parallèle jusqu'à e qu'une ondition d'arrêt soit vériée. La valeur
de m peut être dénie en fontion du nombre de proesseurs disponibles. Nous voyons bien ii
l'intérêt d'utiliser un algorithme omme PBEA, qui permet d'obtenir un ensemble de solutions, et
don d'éviter que le nombre de solutions non-dominées obtenues par l'algorithme général soient
inférieur ou égal ou nombre de proesseurs utilisés.
3.3.2.2.3 Phase de nalisation. Cette ultime phase onsiste à unier les approximations
trouvées par haque algorithme à point de référene unique an d'obtenir une approximation
globale de l'ensemble Pareto optimal.
La proédure générale de l'algorithme PMRPEA (parallel multiple referene point evolutionary
algorithm) est donnée dans l'algorithme 8. Elle est également illustrée sur la gure 3.13.
3.3.3 Implémentation
Les stratégies d'hybridation HRH se basent sur l'exéution parallèle de métaheuristiques, et re-
quièrent don la dénition de onepts avanés de aluls parallèles et distribués. Or, le module
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Fig. 3.13  Illustration des étapes générales de l'algorithme PMRPEA.
Algorithme 8 Modèle de l'algorithme PMRPEA
1. Démarrer ave une approximation de la limite des valeurs objetif donnée par l'utilisateur ;
utiliser ette estimation initiale des limites du front Pareto pour déterminer les approxi-
mations initiales du point idéal et nadir, z∗A et znA .
2. Soit d⋆ le diamètre extérieur de es limites, mesuré par ||znA − z∗A ||.
3. Soit λ = (1/n, 1/n, . . . , 1/n), où n est le nombre de fontions objetif.
4. Générerm points de référene z0(1), z0(2), . . . , z0(m) de façon uniforme en utilisant les bornes
(approximatives) du front Pareto.
5. Générer m populations initiales P1, P2, . . . , Pm de taille N .
6. Pour i← 1 à m, exéuter en parallèle (sur m proesseurs) :
Ai ← PBEA(Pi, G, z0(i), λ, ρ)
jusqu'à e qu'une ondition d'arrêt soit vériée.
7. Retourner les solutions non-dominées de A1 ∪A2 ∪ . . . ∪Am.
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ParadisEO-PEO ore une implémentation transparente des diérents modèles de parallélisa-
tion sur diérentes arhitetures matérielles et logiielles (Talbi, 2009). Ces modèles parallèles
peuvent être onçus de façon transparente par l'utilisateur, par simple instaniation. En par-
tiulier, ParadisEO-PEO fournit une implémentation simple de modèles parallèles au niveau
algorithmique, où plusieurs algorithmes oopèrent et éhangent des données de n'importe quel
type. À notre onnaissane, ParadisEO, par le biais des module ParadisEO-MOEO et ParadisEO-
PEO, est la seule plateforme logiielle permettant d'implémenter un tel shéma d'hybridation
parallèle de métaheuristiques pour l'optimisation multiobjetif. Ce module a don été utilisé lors
de l'implémentation du deuxième modèle de oopération préédemment proposé. Dans notre as,
l'implémentation de et algorithme parallèle se base sur la librairie MPI (Message Passing Imple-
mentation). MPI est un environnement de programmation parallèle permettant un déploiement
portable sur des réseaux de stations de travail hétérogènes.
3.3.4 Analyse expérimentale
Dans ette setion, le modèle d'hybridation basée sur la résolution parallèle à points de référenes
multiples, est appliqué au problème de Flowshop à deux objetifs. Les diérentes approhes
testées sont d'abord présentées et sont suivies par le protoole d'expérimentation, les résultats
obtenus, ainsi qu'une disussion à propos de l'approhe proposée.
3.3.4.1 Design expérimental
3.3.4.1.1 Approhes étudiées. An de mesurer l'eaité de l'approhe proposée, nous
allons omparer son omportement aux algorithmes NSGA-II (Deb et al., 2002) et IBEA (Zitzler
et Künzli, 2004). Le premier est plus que ouramment utilisé omme référene lors d'une om-
paraison d'approhes dédiées à l'optimisation multiobjetif. IBEA a quant à lui été hoisi ar
PMRPEA est omposé d'une méthode de résolution liée à un point de référene unique, PBEA,
qui n'est autre qu'une variante de l'algorithme IBEA. Ainsi, nous espérons que l'impat de la
stratégie d'hybridation sera mesuré de façon impartiale au niveau de l'implémentation.
3.3.4.1.2 Caratéristiques du réseau informatique. Les expérimentations ont été on-
duites sur un luster de 2 n÷uds, haun d'eux étant omposé de 2 proesseurs Xeon Dual Core
5060 (3.2 GHz, 2× 2 MB, 4 Gb RAM). Ainsi, un nombre total de 16 proesseurs inter-onnetés
dans un environnement de alul distribué étaient disponibles.
3.3.4.1.3 Paramètres. Les valeurs des paramètres utilisés au ours de nos expérienes sont
résumées dans le tableau 3.5. La ondition d'arrêt a été motivée par le fait que, après 5000
générations sans auune amélioration, nous pouvons raisonnablement penser que l'algorithme
évolutionnaire ne onvergera plus. Toutefois, une itération non améliorante est diile à dénir
dans le as multiobjetif. Ii, nous délarons que l'itération est non améliorante si auune nouvelle
solution non-dominée n'a été inluse au sein de l'arhive. En outre, en dehors de ette première
ondition d'arrêt, une exéution maximum de 30 minutes a été autorisée.
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Table 3.5  Paramètres.
Paramètre Valeur
Nombre de points de référene 10
Taille de la population 100
Nombre maximum d'itérations sans amélioration 5000
Temps d'exéution maximum 30 minutes
Taux de roisement 0.8
Taux de mutation 1.0
κ (PBEA et IBEA) 0.05
δ (PBEA) 10−2
ρ (PMRPEA) 10−4
3.3.4.2 Résultats expérimentaux
Les résultats obtenus sont résumés dans les tableaux 3.6, 3.7 et 3.8. PMRPEA désigne l'algo-
rithme évolutionnaire parallèle à points de référene multiples. Selon le protoole expérimental
déni i-dessus, la première série d'expérienes a montré que les résultats obtenus par PMRPEA
sont nettement meilleurs que eux de IBEA et NSGA-II sur l'ensemble des instanes onsidérées,
et ei selon les deux indiateurs de performane onsidérés (hypervolume et epsilon, tous deux
à minimiser). Toutefois, omme on peut le voir dans le tableau 3.6, le temps d'exéution moyen
de PMRPEA est toujours supérieur à elui des autres algorithmes étudiés. C'est la raison pour
laquelle nous avons réalisé une seonde série d'expérienes où le proessus de reherhe de PMR-
PEA a été stoppé après un plus petit temps de alul. L'algorithme orrespondant est désigné
par PMRPEA-2. Pour une instane donnée, le temps de alul maximum alloué à PMRPEA-2
a été xé à la valeur moyenne minimale observée lors des expérienes préédentes sur l'ensemble
des autres algorithmes. Malgré e temps de alul moindre, PMRPEA-2 a tout de même obtenu
de meilleurs résultats, selon les métriques I
−
H - et Iǫ+, que les algorithmes IBEA et NSGA-II ; et
ei sur toutes les instanes que nous avons testées. En outre, PMRPEA-2 est toujours préédé
de PMRPEA, à l'exeption des instanes de grande taille à 100 jobs, où la diérene entre les
deux n'est pas signiative, voir les tableaux 3.7 et 3.8. Mais il est vrai que pour es instanes,
la diérene entre les temps de alul de PMRPEA et PMRPEA-2 semble proportionnellement
inférieure.
3.3.5 Disussion
Les résultats de nos tests montrent que l'hybridation et la parallélisation d'algorithmes évolu-
tionnaires multiobjetif basés sur de multiples points de référene s'avèrent très prometteuses.
En eet, un tel algorithme nous a permis d'obtenir une amélioration statistiquement signi-
ative des résultats par rapport à des algorithmes évolutionnaires multiobjetif, non hybrides
et non parallèles, omparables. En eet, non seulement l'approhe proposée (PMRPEA) a ob-
tenu de meilleurs résultats à temps de alul équivalent, mais elle-i ontinue de onverger vers
une meilleure approximation de l'ensemble Pareto optimal, là où les algorithmes lassiques n'en
semblent plus apables.
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Table 3.6  Comparaison des algorithmes selon le temps de alul moyen, la I
−
H -valeur moyenne
et la Iǫ+-valeur moyenne.
Instane Algorithme Temps I
−
H-valeur Iǫ+-valeur
d'exéution moyen moyenne moyenne
(seondes) (×10−1) (×10−1)
020× 05× 01 PMRPEA 311.1 0.942 1.582
PMRPEA-2 111.0 0.967 1.618
IBEA 111.5 1.905 2.046
NSGA-II 124.9 1.722 2.000
020× 10× 01 PMRPEA 345.0 0.212 0.492
PMRPEA-2 147.0 0.229 0.508
IBEA 147.4 0.912 1.090
NSGA-II 182.6 0.760 1.035
020× 20× 01 PMRPEA 510.0 0.493 0.852
PMRPEA-2 210.0 0.514 0.881
IBEA 210.7 1.900 2.446
NSGA-II 218.1 2.023 2.532
050× 05× 01 PMRPEA 517.1 0.740 0.738
PMRPEA-2 254.0 0.750 0.745
IBEA 258.0 1.630 1.265
NSGA-II 254.2 1.522 1.231
050× 10× 01 PMRPEA 794.4 2.759 2.267
PMRPEA-2 640.0 2.776 2.275
IBEA 640.1 3.398 2.855
NSGA-II 767.6 3.421 2.870
050× 20× 01 PMRPEA 1000.7 2.119 1.886
PMRPEA-2 561.0 2.184 1.923
IBEA 561.0 3.558 2.995
NSGA-II 934.9 3.109 2.767
100× 10× 01 PMRPEA 1550.6 2.748 2.252
PMRPEA-2 1060.0 2.817 2.303
IBEA 1060.5 4.643 4.028
NSGA-II 1260.3 3.889 3.367
100× 20× 01 PMRPEA 1740.5 2.666 2.280
PMRPEA-2 1620.0 2.665 2.285
IBEA 1620.3 3.424 2.872
NSGA-II 1702.8 3.277 2.965
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Table 3.7  Comparaison des algorithmes selon l'indiateur I
−
H . Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signiative
entre les deux algorithmes (≡).
IBEA NSGA-II PMRPEA-2
020× 05× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
020× 10× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
020× 20× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
050× 05× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
050× 10× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
050× 20× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
100× 10× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
100× 20× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
Table 3.8  Comparaison des algorithmes selon l'indiateur Iǫ+. Pour haque instane, soit l'al-
gorithme situé sur une ligne donnée domine signiativement l'algorithme situé sur une olonne
donnée (≻), soit il est signiativement dominé (≺), soit il n'existe pas de diérene signiative
entre les deux algorithmes (≡).
IBEA NSGA-II PMRPEA-2
020× 05× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
020× 10× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
020× 20× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
050× 05× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
050× 10× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
050× 20× 01 PMRPEA ≻ ≻ ≻
PMRPEA-2 ≻ ≻ -
100× 10× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
100× 20× 01 PMRPEA ≻ ≻ ≡
PMRPEA-2 ≻ ≻ -
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Conlusion
Ce hapitre nous a permis d'étudier l'hybridation de métaheuristiques dans le adre de l'optimi-
sation multiobjetif. L'intérêt de e type d'approhe oopérative a été exposé par rapport aux
métaheuristiques lassiques. Nous avons proposé de nouveaux modèles de oopération entre dif-
férentes lasses de métaheuristiques, en nous onentrant exlusivement sur des hybridations de
haut niveau, qui onsistent à ombiner un ensemble de métaheuristiques vues omme des agents
autonomes. Les prinipales avanées du hapitre sont réapitulées i-dessous.
Une approhe hybride en mode relais. En premier lieu, nous avons onçu un modèle de
oopération général pour la résolution de problèmes d'optimisation multiobjetif. Celui-i se
base sur deux métaheuristiques omplémentaires : un algorithme évolutionnaire et un algo-
rithme de reherhe loale, dont les hoix se sont respetivement porté vers l'algorithme SEEA
et l'algorithme IBMOLS lors de l'instaniation du modèle. Nous avons illustré la ontribution
de e méanisme d'hybridation dans le but d'améliorer les performanes des méthodes tra-
ditionnelles. Il onsiste à utiliser l'algorithme évolutionnaire omme proessus prinipal et à
laner la reherhe loale, de façon régulière, de sorte à intensier la reherhe. La première
variante de e modèle, la reherhe oopérative périodique (PCS), se base sur un délenhe-
ment systématique de la reherhe loale à haune de ses étapes. La seonde variante, la
reherhe oopérative adaptative (ACS), n'exéute la reherhe loale à une ertaine étape du
proessus général que si une ondition préalablement dénie est vériée. En eet, l'approhe
ACS évolue de façon adaptative vis-à-vis du ontexte ourant de reherhe, et déide par elle-
même, en ours de reherhe, si la oopération doit se produire. Un autre avantage oert par
ette méthode hybride est la possibilité d'orienter délibérément l'équilibre entre la reherhe
évolutionnaire et la reherhe loale. Il pourrait don se montrer intéressant d'étudier la per-
formane de ette approhe à l'égard de diérentes spéiations de l'équilibre entre reherhes
loale et évolutionnaire.
En omparaison ave les métaheuristiques développées lors du premier hapitre pour le pro-
blème de Ring-Star, es deux méthodes hybrides nous ont permis d'améliorer statistiquement
les résultats sur un nombre important d'instanes, en partiulier les instanes de grande taille.
Cependant, la diérene de performane entre les approhes PCS et ACS s'est avérée presque
négligeable. Cela peut s'expliquer par le fait que la méthode ACS onsare, à haque étape du
proessus prinipal, un temps de alul non négligeable à déterminer si la oopération doit se
produire ou non. Ce n'est pas le as de l'approhe PCS, de sorte que ette dernière onsare
la totalité du temps de alul qui lui est imparti à la reherhe de nouvelles solutions.
Une approhe hybride en mode teamwork. Dans un seond temps, une approhe hybride
et parallèle, basée sur de multiples points de référene, a été proposée pour résoudre des
problèmes d'optimisation multiobjetif. La parallélisation d'algorithmes évolutionnaires a été
ombinée à l'utilisation d'une approhe par point de référene. Le problème peut se formuler
omme suit : omment paralléliser une méthode de résolution en divisant l'espae objetif en un
ertain nombre de régions, puis en appliquant un algorithme évolutionnaire dans haune de es
régions, et enn en assoiant les résultats ? La motivation laire onsiste à exploiter la puissane
du alul parallèle. D'autre part, le onept de point de référene peut être naturellement utilisé
pour des régions d'intérêt distintes de l'espae objetif, et don à la parallélisation des aluls.
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L'idée prinipale onsiste don à diviser uniformément la région ouverte par le front Pareto
à l'aide de plusieurs points de référene, et à aluler une approximation d'un sous-ensemble
de solutions non-dominées assoié à haque point de référene.
Nos expérimentations ont été menées en environnement distribué pour la résolution du pro-
blème de Flowshop biobjetif étudié. Les résultats obtenus montrent que l'approhe hybride
et parallèle proposée donne des résultats très performants, que e soit en termes de temps de
alul ou en termes de qualité de l'approximation de l'ensemble Pareto optimal. Cependant, de
nombreuses questions ouvertes restent à étudier dans de futurs travaux, omme une analyse
statistique du fateur d'aélération ( speed-up ) dû à la parallélisation, diverses versions
possibles de la parallélisation, l'impat d'un plus grand nombre d'objetifs, et. Nous en dis-
uterons au sein de la onlusion.
L'eaité des deux approhes oopératives proposées au sein de e hapitre a été démontrée
expérimentalement par l'amélioration signiative des résultats obtenus par rapport aux méta-
heuristiques séquentielles et non hybrides équivalentes. Par la suite, nous allons disuter de la
résolution de problèmes d'optimisation multiobjetif en environnement inertain.
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Chapitre 4
Métaheuristiques pour l'optimisation
multiobjetif en environnement inertain
Ce dernier hapitre traite de la résolution de problèmes d'optimisation multiobjetif stohastiques
à l'aide de métaheuristiques. Il s'agit d'un domaine de reherhe ayant onnu un essor indéniable
au ours des dernières années, mais pour lequel beauoup de questions restent enore ouvertes.
Les ontributions essentielles du hapitre sont les suivantes.
• Un état de l'art et une lassiation des approhes de résolution pour l'optimisation multiob-
jetif en environnement inertain.
• De nouvelles métaheuristiques basées sur un indiateur de qualité, et une disussion approfon-
die à propos de l'évaluation des performanes (Liefooghe et al., 2009b).
• La résolution du problème de Flowshop biobjetif ave durées d'exéutions stohastiques (Lie-
fooghe et al., 2007a).
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Introdution
À l'heure atuelle, une demande roissante existe pour la résolution de problèmes d'optimisation
issus du monde réel, pour lesquels les données ou les fontions objetif sont souvent inertaines,
et où il s'avère parfois néessaire de trouver des solutions robustes à des modiations ulté-
rieures suseptibles de survenir sur les variables de déision. En pratique, résoudre e type de
problème se résume souvent à une transformation du problème original, soumis à inertitude, en
un problème déterministe. Pourtant, ertaines adaptations en termes de méthodes de résolution
peuvent s'avérer utiles. Ce domaine de reherhe a reçu un intérêt grandissant es dernières an-
nées en raison de sa diulté et de son importane en pratique. De par leur nature stohastique
intrinsèque, les métaheuristiques onventionnelles, adaptées de façon adéquate, présentent des
méanismes intéressants pour la résolution de problèmes d'optimisation sous inertitude. Mais,
bien qu'elles soient ouramment utilisées pour résoudre des problèmes multiobjetif d'une part, et
stohastiques d'autre part, très peu d'études ont été menées de front sur es deux thématiques. À
titre d'exemple, les problèmes d'ordonnanement sont habituellement traités sous une forme mo-
noobjetif déterministe. Cependant, ils sont bien souvent manifestement multiobjetif (T'Kindt
et Billaut, 2002) et ils sont soumis à de nombreux fateurs d'inertitude (Billaut et al., 2005).
Or, malgré l'importane de l'optimisation multiobjetif, et de l'optimisation en environnement
inertain, un nombre très restreint de travaux onsarés à la prise en ompte de es deux aspets
existe à e jour, et se limite généralement à des problèmes multiobjetif ontinus.
Le présent hapitre se veut délibérément plus exploratoire que les hapitres préédents. Nous
nous eorçons ii d'aborder les questions essentielles à se poser lors de la prise en ompte de
l'inertitude dans un ontexte multiobjetif, et lors de la résolution de problèmes d'optimisation
multiobjetif en environnement inertain. Nous mettons en avant que le onept de base de
l'inertitude se traduit, dans bien des as, par l'appliation de tels ensembles depuis l'espae
déisionnel vers l'espae objetif. La prise en ompte de l'inertitude entraîne don la omparaison
d'ensembles. D'un point de vue multiobjetif, les solutions sont projetées vers des ensembles (ou
des éhantillons) de veteurs objetif dont la forme n'est pas néessairement onnue a priori par
le pratiien ou par le déideur. Le véritable hallenge soulevé par e type de problème peut don se
résumer à la omparaison deux à deux d'ensembles de veteurs objetif, plutt que de veteurs
objetif uniques dans le as déterministe. Les méthodes de résolution ainsi que les protooles
d'évaluation des performanes doivent don être adaptés an de prendre ette spéiité en
ompte, que e soit par le biais d'une séletion de veteurs représentatifs ou par l'adaptation de
leurs méanismes internes.
Dans e hapitre, nous fournissons d'abord un panorama qui se veut exhaustif et représentatif
de l'état de l'art atuel en termes de métaheuristiques pour l'optimisation multiobjetif en en-
vironnement inertain (setion 4.1). Nous proposons également une lassiation des diérentes
approhes de résolution. Dans la setion 4.2, nous présentons un ensemble de nouvelles approhes
dédiées à la résolution de e type de problème. Il s'agit de métaheuristiques basées sur un india-
teur de qualité qui adaptent don l'approhe proposée par Zitzler et Künzli (2004) à la prise en
ompte de l'inertitude, que e soit sur les fontions objetif, les paramètres environnementaux
ou les variables de déision. La setion 4.4 disute de l'analyse de la performane des méthodes
de résolution dans un tel as. Puis, nous introduisons plusieurs modèles de représentation de
l'inertitude pour le problème de Flowshop. Les diverses propositions du hapitre sont ensuite
mises en pratique et expérimentées sur le problème de Flowshop pour lequel les durées d'exéu-
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tions sont dorénavant onsidérées omme inertaines. À notre onnaissane, 'est la première fois
qu'un problème d'ordonnanement stohastique est étudié sous une formulation multiobjetif.
4.1 Classiation des métaheuristiques pour l'optimisation mul-
tiobjetif en environnement inertain
Dans ette setion, nous présentons, dans un premier temps, les lasses d'inertitude suseptibles
d'intervenir dans la formulation d'un problème d'optimisation stohastique. Puis, nous interpré-
tons es diérentes lasses pour le as multiobjetif. Pour nir, une lassiation des approhes
de résolution est proposée pour e type de problème.
4.1.1 Contexte
4.1.1.1 Classes d'inertitude
Dans leur étude sur les approhes d'optimisation évolutionnaires en environnement inertain,
Jin et Branke (2005) lassent les diérents types d'inertitude en quatre atégories, de la façon
suivante.
1. Fontion objetif bruitée. L'évaluation d'une solution est sujette au bruit. Ce bruit peut
provenir de diérentes soures (erreur de mesure sensorielle, simulations aléatoires). Pour
e genre de problème, à haque appel de la fontion objetif ave les mêmes arguments,
elle-i retourne une valeur diérente.
2. Reherhe de solutions robustes. Ii, les variables de oneption sont suseptibles d'être
soumises à des perturbations ou à des modiations à la suite du proessus de reherhe. Par
onséquent, il est fréquemment exigé qu'une solution reste satisfaisante suite à une légère
variation des variables de déision, en raison par exemple de toléranes de fabriation.
De telles solutions sont dites robustes. Dans l'idéal, une solution robuste doit don être
insensible à de petites variations sur les variables de déision. Dans un tel as, la fontion
objetif est généralement onnue et déterministe, l'inertitude étant uniquement introduite
après le proessus de reherhe. Par ailleurs, omme soulevé par les auteurs, il se peut que
des perturbations apparaissent sur d'autres paramètres que les variables de déision, omme
les paramètres environnementaux. Ces deux types d'inertitude sont lassés dans une seule
et même atégorie par Jin et Branke (2005). Nous pensons plutt qu'elles résultent en
des soures résolument diérentes. La prise en ompte de paramètres environnementaux
inertains est nalement assez prohe du as où la fontion objetif est bruitée, puisque
l'inertitude prise en ompte ii a une réperussion direte sur le alul de la fontion
objetif. Ainsi, la reherhe de solutions robustes peut être traitée à partir de es deux
perspetives. Une solution robuste peut don être également vue omme insensible à de
petites variations sur les paramètres environnementaux.
3. Fontion objetif approhée. Lorsque l'évaluation d'une solution est extrêmement oû-
teuse en temps de alul, ou qu'une fontion objetif analytique n'est pas disponible, la
fontion objetif utilisée est souvent approhée à l'aide de données générées de façon ex-
périmentale ou issues de simulations. En onséquene, l'algorithme doit généralement être
en mesure de manipuler deux fontions : la fontion originale, oûteuse mais exate, et une
fontion de substitution, éonomique mais impréise.
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4. Environnement dynamique. La fontion objetif est ii déterministe à n'importe quel
instant, mais est dépendante du temps. En onséquene, l'optimum hange également au
ours de l'exéution. La méthode mise en plae devrait don être en mesure de pouvoir
ontinuellement suivre le hangement de l'optimum plutt que de néessiter un redémarrage
omplet du proessus de reherhe.
Les deux dernières lasses présentées i-dessus ne sont pas abordées au sein de ette thèse. Pre-
mièrement, nous pensons que la onsidération d'une fontion objetif approhée est étroitement
liée au problème étudié. Or, nous essayons ii d'être aussi généraux que possible d'un point de
vue méthodologique. Deuxièmement, nous pensons que la prise en ompte d'une fontion ob-
jetif dynamique au sein d'une approhe réative est une question totalement diérente que de
manipuler les autres types d'inertitude. Faire fae à une fontion objetif dynamique à l'aide
d'une approhe proative revient, selon les partiularités du problème, à la prise en ompte
d'une fontion objetif bruitée, ou à la reherhe de solutions robustes vis-à-vis de paramètres
environnementaux inertains. Nous nous onentrerons don sur les deux premières lasses d'in-
ertitude : la prise en ompte d'une fontion objetif bruitée et la reherhe de solutions robustes
à des perturbations sur les variables de déision ou sur les paramètres environnementaux.
En pratique, lors du premier as, la fontion objetif bruitée est souvent estimée à l'aide d'une
valeur moyenne expliitement ou impliitement alulée sur un éhantillon de valeurs objetif.
Lors de la reherhe de solutions robustes, la fontion objetif est généralement approhée à l'aide
d'une intégration de Monte-Carlo. Ainsi, ette approximation est très prohe de elle ouramment
utilisée en présene de bruit, de sorte que es deux lasses sont étroitement liées l'une à l'autre.
En eet, dans tous les as, la méthodologie la plus lassique onsiste à établir un éhantillon de
valeurs objetif, ou de veteurs de déision ultérieurement transformés en valeurs objetif. Ainsi,
peu importe la façon dont l'inertitude est propagée, les résultats deviennent des ensembles de
valeurs, et don des ensembles de veteurs objetif dans le adre de l'optimisation multiobjetif,
omme nous le verrons par la suite. En onséquene, la diulté soulevée onerne la dénition
d'optimalité en termes d'ensembles.
Jin et Branke (2005) remarquent que très peu de travaux sont onsarés à la résolution et au trai-
tement de problèmes d'optimisation multiobjetif en environnement inertain. Ainsi, la première
lasse d'inertitude, pour laquelle les fontions objetif sont bruitées, ont été indépendamment
onsidérées par Teih (2001) et Hughes (2001). Par ailleurs, la robustesse de solutions Pareto
optimales pour des problèmes d'optimisation multiobjetif où des variables de déision ontinues
sont inertaines a fait l'objet d'une étude approfondie par Deb et Gupta (2006). Nous reviendrons
sur es travaux en détail par la suite.
Cependant, ertaines approhes issues de l'optimisation multiobjetif sont parfois onsidérées en
vue de la résolution de problèmes monoobjetif inertains. Dans un tel as, une fontion objetif
prohe de l'originale, ainsi qu'un ritère de robustesse, sont tous deux onsidérés simultanément
omme des objetifs distints. Le but est ii d'obtenir de multiples ompromis entre performane
et robustesse. Par exemple, Jin et Sendho (2003) proposent de onsidérer à la fois l'espérane
mathématique et une mesure de variane d'un ensemble de valeurs observées sur la fontion
objetif bruitée originale, obtenant ainsi deux fontions objetif symbolisant respetivement la
qualité et la robustesse d'une solution.
À propos de robustesse. La notion de robustesse étant souvent sujette à disussion, il nous
a semblé utile de nous y attarder plus longuement. En eet, il n'existe pas de dénition unanime
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de la robustesse dans la littérature. En règle générale, le onept de robustesse se réfère à la
apaité du sujet à faire fae à des inertitudes. Roy (2005) dénit le terme robuste omme
un qualiatif se rapportant à une aptitude à résister à des  à peu près  ou à des  zones
d'ignoranes  an de se protéger d'impats jugés regrettables (Roy, 2005). En eet, l'auteur
remarque que la notion de robustesse ne doit pas être uniquement appliquée aux solutions, mais
plus généralement à diérentes armations et reommandations générées au sein d'un système
informatique d'aide à la déision. Tout d'abord, nous allons distinguer une solution robuste et
une méthode de résolution robuste, ette dernière se rapportant généralement à son extensibilité.
Cependant, une vue ommune est partagée : une solution robuste doit être en mesure de bien
se omporter sous des onditions (légèrement) diérentes, e qui signie qu'elle doit, autant que
possible, être à l'abri de petites modiations au sein des onditions dans lesquelles elle a été
onçue. De façon générale, la prise en ompte de la robustesse d'une solution se doit de distinguer
les variables de déisions déterministes, les variables de déisions stohastiques, et les paramètres
extérieurs.
Ainsi, nous allons onsidérer qu'une solution à un problème d'optimisation stohastique est ro-
buste si elle onserve une haute performane indépendamment d'une ertaine réalisation des
données inertaines. Cette notion est don à la fois liée à la qualité d'une solution ainsi qu'à sa
variabilité, ou sa stabilité. Par ailleurs, la robustesse d'une solution se rapporte habituellement
à la abilité et à la exibilité de ette même solution. La abilité d'une solution est liée à la
probabilité que elle-i reste réalisable en présene d'inertitude, même s'il est en général diile
de totalement exlure un tel risque. Par ailleurs, il peut s'avérer possible d'ajuster une solution
en fontion de tels événements. La exibilité d'une solution peut être dénie omme sa apaité
à pouvoir être adaptée à la suite d'une réalisation des données inertaines.
4.1.1.2 Inertitude en optimisation multiobjetif
Une approhe de résolution très ourante en optimisation monoobjetif sous inertitude (Jin et
Branke, 2005) onsiste don à établir un éhantillon de valeurs objetif assoié à haque solution
réalisable. Néanmoins, nous pouvons distinguer le as où une fontion objetif est intrinsèquement
inertaine (présene de bruit, environnement dynamique) du as où la fontion objetif est une
expression fontionnelle déterministe (robustesse). Lors du passage à l'optimisation multiobjetif,
la présene d'inertitude entraîne la omparaison d'ensembles de veteurs objetif à la plae
d'un veteur unique et préis. Ci-dessous, nous tentons d'expliquer la façon méthodologique de
proéder an de générer un éhantillon de veteurs objetif assoié à une solution dans le adre
de l'optimisation multiobjetif, ei pour haune des lasses d'inertitude étudiées.
 Fontions objetif bruitées. Dans e as, les fontions objetif sont diretement sujettes
au bruit, la seule évaluation disponible est don intrinsèquement stohastique. Ainsi, soit une
distribution de probabilité onnue ou présumée est onsidérée, e qui semble peu probable en
pratique, soit il s'avère néessaire d'évaluer à plusieurs reprises, et de façon indépendante, une
même solution en vue d'obtenir un ensemble ni de résultats possibles (Fig. 4.1). C'est ette
dernière alternative que nous allons onsidérer par la suite. De e fait, auune évaluation ne
peut être onsidérée plus probable qu'une autre, et enore moins omme évaluation réelle, ou
omme évaluation de référene.
 Robustesse vis-à-vis des paramètres environnementaux. Ii, les fontions objetif ne
sont pas intrinsèquement stohastiques. Néanmoins, lors de l'évaluation d'une solution, elles-i
requièrent un ertain nombre de paramètres qui peuvent être aléatoires. Pour tout paramètre
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x2
x1espace décisionnel
f2
f1espace objectif
valeurs objectif potentielles
une évaluation possible de xune solution
réalisable
Fig. 4.1  Prise en ompte de l'inertitude à l'aide d'un éhantillon de veteurs objetif pour les fontions
objetifs bruitées et pour la reherhe de solutions robustes vis-à-vis de paramètres environnementaux
inertains.
x2
x1espace décisionnel
f2
f1espace objectif
zone de perturbation
x
valeurs objectif potentielles
évaluation exacte de x
Fig. 4.2  Prise en ompte de l'inertitude à l'aide d'un éhantillon de veteurs objetif pour la reherhe
de solutions robustes vis-à-vis de variables de déision inertaines.
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environnemental inertain, un ensemble de valeurs possibles est onsidéré, haque ombinaison
donnant lieu à une évaluation potentiellement diérente pour une même solution. Ainsi, de
la même manière que pour le as préédent, nous allons omptabiliser un ensemble ni de
veteurs objetif possibles (Fig. 4.1). La prise en ompte de e type d'inertitude est don
relativement semblable au as préédent.
 Robustesse vis-à-vis des variables de déision. Ce dernier type d'inertitude se montre
légèrement diérent des deux autres. En eet, à haque solution réalisable orrespond bien un
veteur objetif unique. Autrement dit, l'évaluation réelle d'une solution peut être alulée.
Néanmoins, les variables de déision sont ii suseptibles d'être modiées à la suite du proessus
de reherhe. Ainsi, la solution trouvée se doit d'être satisfaisante, et don insensible (dans la
mesure du possible) à la perturbation des variables de déision dans son voisinage. En pratique,
un ensemble ni de solutions peut être déni (aléatoirement ou de façon struturée) autour
d'une solution, dans l'espae déisionnel ; ei selon un opérateur de voisinage donné. Une des
diultés réside don en la dénition d'un opérateur de voisinage pertinent pour le problème
sous inertitude à résoudre. À la plae d'une seule évaluation par solution, un ensemble ni
de veteurs objetif, orrespondant à l'évaluation des solutions voisines, est enore une fois
onsidéré ; même s'il est vrai que l'évaluation réelle et exate d'une solution donnée est ii
onnue (Fig. 4.2). L'intention est don de tenir ompte de la sensibilité des valeurs objetif
dues à l'inertitude des variables de déision dans un ontexte multiobjetif.
Il se peut que ertains problèmes soient sujets à plusieurs types d'inertitude simultanément,
auquel as un ensemble d'ensembles de veteurs objetif est dès lors assoié à haque solution
réalisable.
Comme nous venons de le voir, dès que la prise en ompte de l'inertitude se base sur un éhan-
tillonnage, ela entraîne la omparaison d'ensembles de veteurs objetif plutt que veteurs
objetif uniques. Par onséquent, la question fondamentale, et don le véritable hallenge sou-
levé par e type de problème, se résume à pouvoir omparer et disriminer diérentes solutions
alternatives en termes de omparaison d'ensembles de veteurs objetif (Fig. 4.3). Ainsi, et
aspet donne lieu à la prinipale diérene entre de la oneption de métaheuristiques pour
l'optimisation de problèmes multiobjetif déterministes et stohastiques.
4.1.1.3 Approhes issues de la programmation mathématique
D'un point de vue historique, plusieurs lasses de méthodologies sont dédiées à la résolution de
problèmes d'optimisation stohastiques. Tout d'abord, il existe un hamp de reherhe onnu
sous le nom d'optimisation robuste (robust optimization) (Kouvelis et Yu, 1997). L'optimisation
robuste est une approhe proative qui traite de l'inertitude des données d'un problème d'opti-
misation. Ces données inertaines sont représentées à l'aide d'un ensemble disret de diérents
sénarios introduits au sein d'un problème d'optimisation pour se prémunir de l'inertitude ; un
sénario orrespondant en quelque sorte à une réalisation des paramètres environnementaux. En
général, les approhes lassiques se basent sur le sénario reétant le pire des as pour haque
solution (Kouvelis et Yu, 1997). Ce type d'approhe présente don une haute aversion au risque.
La programmation stohastique multiobjetif (multiobjetive stohasti programming) est un do-
maine de la programmation mathématique lassique qui tient ompte de l'inertitude et de
l'aspet multiobjetif du problème (Slowinski et Teghem, 1990). C'est en quelque sorte la fusion
des domaines de la programmation stohastique et de la programmation multiobjetif. En règle
générale, la programmation stohastique se base sur des distributions de probabilité assoiées
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Fig. 4.3  Illustration de la omparaison de deux ensembles de veteurs objetif {z(i)}4i=1 et {z′(j)}4j=1
obtenus de l'évaluation multiple de deux solutions x, x′ ∈ X . Quelle solution est meilleure que l'autre ?
aux variables de déision ou aux paramètres environnementaux, et sur l'optimisation de l'espé-
rane mathématique ; e type d'approhe orrespond don plutt au as moyen. Caballero et al.
(2004) distinguent deux types d'approhe ; elles sont illustrées sur la gure 4.4. Premièrement,
les approhes multiobjetif onsistent à (i) réduire le problème multiobjetif stohastique initial
en un problème multiobjetif déterministe, (ii) réduire le problème multiobjetif déterministe en
un problème monoobjetif déterministe. Deuxièmement, les approhes stohastiques opèrent es
deux mêmes transformations dans l'ordre inverse.
Quant à elle, l'optimisation multiobjetif oue (fuzzy multiobjetive optimisation) orrespond
plutt à des tehniques d'optimisation multiobjetif où l'inertitude se situe au niveau des pré-
férenes du déideur, formalisées à l'aide de la logique oue, et non à l'inertitude des données
ou de la fontion objetif.
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Fig. 4.4  Deux types d'approhe au sein de la programmation stohastique multiobjetif : les approhes
multiobjetif et les approhes stohastiques (Caballero et al., 2004).
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4.1.2 Approhes métaheuristiques
Dans ette setion, nous essayons de fournir un aperçu global des méthodes de résolution en
termes de métaheuristiques pour les problèmes d'optimisation multiobjetif sous inertitude. Une
première tentative a déjà été faite en e sens par Tan et Goh (2008). Néanmoins, ette dernière
donne plutt une vue d'ensemble de la ontribution des auteurs sur e thème de reherhe, se
onentre uniquement sur les algorithmes évolutionnaires, et traite des divers types d'inertitude
depuis des perspetives diérentes en terme algorithmique. Ii, nous essayons de fournir une vue
ommune pour tous les types d'inertitude (présene de bruit, robustesse vis-à-vis des variables
de déision, robustesse vis-à-vis des paramètres environnementaux, et résolution proative de
problèmes dynamiques), ainsi qu'une lassiation générale des stratégies existantes se basant
sur un éhantillonnage des fontions objetif.
Comme nous l'avons déjà remarqué, l'un des dés majeurs soulevés par l'optimisation de pro-
blèmes multiobjetif et stohastiques est de omparer et lasser diérentes alternatives en termes
d'ensembles de omparaisons, 'est-à-dire d'éhantillons de veteurs objetif. La lassiation que
nous proposons par la suite est divisée en deux niveaux. Tout d'abord, il se peut qu'il existe une
phase initiale onsistant à hoisir, pour haque solution évaluée, un ou plusieurs veteurs repré-
sentatifs ; ou plutt une ou plusieurs valeurs représentatives pour haune des fontions objetif.
Cet ensemble de valeurs peut tout à fait être onstitué de l'éhantillon omplet d'informations
dont nous disposons, a priori, pour une solution donnée. Bien sûr, e dernier éhantillon est
également apparenté au nombre d'évaluations diérentes qui a été déidé pour la solution don-
née. Ensuite, nous passerons en revue les diérentes méthodes qui ont été proposées jusqu'à
présent pour tenir ompte de es valeurs représentatives au sein d'approhes métaheuristiques.
Évidemment, es approhes sont bien souvent liées à la déision des valeurs représentatives onsi-
dérées. Une lassiation de es diérents types de méthode est proposée, ei dans le but de
fournir une dénomination ommune à un ensemble de solutions algorithmiques (Fig. 4.5). Bien
que la quasi-totalité des méthodes présentées se base sur les algorithmes évolutionnaires, il nous
a semblé plus pertinent de les présenter en dehors de tout adre métaheuristique ar elles ne
dépendent généralement pas de e formalisme méthodologique. Les hoses sont don présentées
de façon inrémentale, et se basent sur les modèles de oneption présentés au ours des hapitres
préédents, en partiulier le hapitre 2.
4.1.2.1 Choix de valeurs représentatives
La plupart des tehniques visant à déterminer des valeurs représentatives d'un ensemble d'in-
formations sont des approhes salaires, qui onsistent à agréger un éhantillon de données en
une valeur salaire unique, et qui résultent don en la onversion de la solution impréise en un
veteur objetif unique. La omparaison des ensembles est alors réduite à une omparaison de
points représentatifs. Ainsi, la formulation résultante du problème devient déterministe et une
méthode de résolution usuelle peut être envisagée. Une telle agrégation peut, par exemple, porter
sur l'éhantillon de valeurs objetif obtenu par une solution, ei pour haune des fontions ob-
jetif onsidérées. Mais elle peut aussi porter sur les variables ou sur les paramètres stohastiques
intervenant dans la formulation du problème.
Néanmoins, ne onsidérer qu'une seule valeur représentative par objetif, telle que la valeur
moyenne, la valeur dans le pire des as ou n'importe quelle autre valeur salaire qui dénote
la quantité d'inertitude, ne s'avère pas toujours able et provoque généralement une haute
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Fig. 4.5  Classiation des approhes de résolution.
perte d'information. Typiquement, beauoup de stratégies de résolution estiment la robustesse
d'une solution à l'aide de la moyenne et de la variane, qui sont alors utilisées omme valeurs
représentatives. Ci-dessous, nous présentons diérents types de valeur représentative suseptible
d'être onsidérée à partir de l'éhantillon de valeurs obtenu par une solution pour une fontion
objetif donnée. Par la suite, nous allons détailler diérentes approhes de résolution visant à
exploiter une valeur représentative, ou un ensemble de valeurs représentatives, dans le adre de
l'optimisation multiobjetif.
4.1.2.1.1 Valeur originale. Tout d'abord, si la prise en ompte de l'inertitude pour le
problème à résoudre vise à identier des solutions robustes vis-à-vis des variables de déision,
l'évaluation réelle d'une solution peut être alulée, et peut don servir omme valeur représenta-
tive pour haque fontion objetif (Deb et Gupta, 2006; Goh et Tan, 2007a). Ce type d'inertitude
est le seul pour lequel une telle information est disponible. Toutefois, si seule ette valeur originale
est onsidérée au sein de l'ensemble des valeurs jugées représentatives, la méthode de résolution
se omportera de la même manière que pour un problème déterministe, et l'inertitude ne sera
pas prise en ompte. C'est la raison pour laquelle la valeur originale unique ne peut pas être
onsidérée de façon exlusive, et doit don être omplétée d'un ou plusieurs autres éléments
d'information.
4.1.2.1.2 Mesures basées sur l'espérane mathématique. Une forme typique de sa-
larisation onsiste à approher l'espérane mathématique de la, ou des données inertaines à
l'aide de la valeur moyenne observée sur un éhantillon de valeurs, même si la valeur médiane
peut également être utilisée. Dans le as d'une salarisation des valeurs observées sur un objetif,
une telle stratégie prend en ompte la valeur moyenne de p évaluations d'une même solution,
e qui permet de générer des solutions de bonne qualité, en moyenne. Dans le adre de l'opti-
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misation multiobjetif, 'est généralement le veteur objetif moyen qui est onsidéré de façon
expliite (Bui et al., 2005; Deb et Gupta, 2006; Tan et al., 2007; Gaspar-Cunha et Covas, 2008). À
haque solution est aeté un éhantillon de veteurs objetif, et la valeur moyenne par fontion
objetif est alulée pour représenter une omposante du veteur objetif moyen. Ainsi, on peut
raisonnablement penser qu'agrandir la taille de l'éhantillon a pour eet de proportionnellement
réduire le degré d'inertitude, au détriment d'un oût de alul plus élevé.
4.1.2.1.3 Mesures basées sur la variane. Comme nous l'avons déjà remarqué, une ap-
prohe naturelle en vue de mesurer la robustesse d'une solution pour un objetif onsiste à
prendre en ompte une estimation de l'espérane mathématique des valeurs objetif, et parfois
une mesure de variane additionnelle. Ce type de modèle basé sur la moyenne et la variane de
valeurs objetif semble partiulièrement bien adapté aux distributions normales. Une mesure de
variane, typiquement l'éart-type empirique orrigé, vise à évaluer la dispersion d'un éhantillon
par rapport à la valeur moyenne. Elle ne prend en ompte que les déviations de la fontion, et
ignore généralement le ritère de performane. Elle peut don être onsidérée omme une mesure
de l'inertitude d'une variable aléatoire. D'autres mesures d'inertitude, omme l'étendue, l'éart
interquartile ou l'entropie, peuvent également être dénies.
Néanmoins, onsidérer à la fois la moyenne (ou la valeur originale) et une mesure d'inertitude
par fontion objetif a pour eet de multiplier par deux le nombre de valeurs représentatives par
rapport au problème déterministe initial (Jin et Sendho, 2003). Pour éviter ela, il faut trouver
le moyen de remplaer la mesure de variane de tous les objetifs par une mesure globale unique.
Par exemple, Gaspar-Cunha et Covas (2008) proposent de onsidérer la moyenne des varianes
observées sur haque objetif, ou enore la mesure de variane dans le pire des as. Des approhes
alternatives existent an de ne onsidérer qu'une seule valeur représentative par solution et par
fontion objetif. En eet, au sein d'une des stratégies proposées par Bui et al. (2005), la valeur
moyenne mi de l'éhantillon d'une solution pour la fontion objetif fi est pénalisée par une
mesure de variane σi (estimation de l'éart type) observée sur le même objetif (mi/σi).
4.1.2.1.4 Mesures basées sur les valeurs extrêmes. Le pire et le meilleur des as or-
respondent aux valeurs extrêmes de l'intervalle de valeurs obtenues par une solution par rapport
à une fontion objetif. En eet, dans le as où la valeur représentative unique est une valeur
moyenne, la méthode de résolution herhe à trouver un ensemble de solutions de bonne qualité,
en moyenne. Or, en analogie ave le ritère de robustesse absolu de Kouvelis et Yu (1997), la
prise en ompte de la performane d'une solution dans le pire des as peut tout aussi bien être
envisagée, e qui traduit une haute aversion au risque. Une telle mesure peut être onsidérée de
façon absolue, mais également en addition à une autre valeur représentative (Goh et Tan, 2007a).
Par ailleurs, plutt que de omparer les solutions deux à deux sur la base d'un seul veteur
dont les éléments proviennent de données agrégées, la prise en ompte de l'inertitude sur les
n fontions objetif peut enore résulter en n intervalles de valeurs. Dans e type d'approhe,
les deux valeurs extrêmes (minimum et maximum) par fontion objetif sont à la fois prises en
ompte pour une solution donnée (Teih, 2001; Limbourg, 2005; Limbourg et Salazar Aponte,
2005). Ainsi, les valeurs objetif d'une solution sont des données impréises représentées à l'aide
d'intervalles multidimensionnels : f(x) = z = ([z1, z1], [z2, z2], . . . , [zn, zn]). Le hallenge réside
don en la omparaison deux à deux de n éléments bidimensionnels, plutt que n éléments
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unidimensionnels dans le as déterministe ; auquel as les méthodes de résolution exploitent es
valeurs par le biais de l'arithmétique d'intervalles.
4.1.2.1.5 Éhantillon omplet. Il se peut que ertaines méthodes de résolution tentent de
prendre en ompte la totalité de l'éhantillon de veteurs objetif assoié à haque solution, sans
déterminer de valeur plus représentative qu'une autre pour haque fontion objetif. Le hoix
d'une quelonque tehnique salaire est don situé à un autre niveau que sur les éhantillons
de veteurs objetif, et est généralement inhérent à une stratégie d'aetation des valeurs de
tness, ou de diversité, partiulière. L'exploitation des valeurs se base sur la omparaison deux
à deux d'éléments des éhantillons omplets ; auquel as la ardinalité des ensembles présente
ii la limitation majeure. Plusieurs exemples de métaheuristiques où l'éhantillon omplet est
onsidéré seront proposés et présentés dans la setion suivante.
4.1.2.1.6 Information additionnelle. Un grand nombre de travaux liés à la résolution de
problèmes d'optimisation multiobjetif en environnement inertain supposent l'existene expliite
d'une loi de probabilité assoiée sur l'espae objetif à haque solution réalisable. Par exemple, le
traitement proposé par Hughes (2001) fait l'hypothèse d'une loi normale dont les paramètres (la
moyenne et la variane) sont onnus, ou dont seule la variane est disponible. L'auteur soutient
que d'autres densités de probabilité peuvent être traitées, mais ette approhe requiert lairement
la onnaissane et la mise à disposition d'une distribution de probabilité donnée. De même,
Teih (2001) fait l'hypothèse que les variables aléatoires sont uniformément distribuées entre
deux valeurs.
D'autres types de mesure représentative peuvent tout aussi bien être envisagés, omme par
exemple une mesure dédiée au maintien de la faisabilité d'une solution en environnement in-
ertain, et don étroitement liée à la abilité d'une solution. On pourrait aussi imaginer des
mesures de robustesse plus prohes, voire spéiques au problème stohastique étudié. Enn, à
notre onnaissane, il n'existe pas d'approhe basée sur la logique oue, bien que l'usage de e
type de théorie de l'inertitude semble tout à fait envisageable en pratique.
4.1.2.2 Exploitation des valeurs représentatives
Ci-dessous sont présentées diérentes stratégies permettant d'exploiter l'information ontenue
au sein des valeurs représentatives désignées pour haque solution. Nous pensons que es dié-
rentes approhes sont aratéristiques de l'état de l'art atuel pour la résolution de problèmes
d'optimisation multiobjetif stohastiques en termes de métaheuristiques.
4.1.2.2.1 Résolution déterministe. Si l'étape de hoix de valeurs représentatives par so-
lution se résume à la séletion d'une valeur salaire unique par fontion objetif, le problème
à résoudre devient un problème d'optimisation multiobjetif déterministe, pour lequel haque
solution se voit aeter n valeurs relatives aux n fontions objetif. Dans e as, une méthode
lassique peut diretement être utilisée an de résoudre le problème étudié (Deb et Gupta, 2006;
Tan et al., 2007). En dehors du hoix de la valeur représentative par fontion objetif, auun
traitement partiulier quant à la prise en ompte de l'inertitude n'est don aompli.
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4.1.2.2.2 Contrainte(s) ou objetif(s) additionnel(s). Contrairement au as préédent,
plus d'une valeur représentative est maintenant disponible par fontion objetif. Ii, un ensemble
de ontraintes, ou enore un ensemble de fontions objetif est ajouté ; e qui a don pour eet
d'augmenter le nombre de ontraintes ou d'objetifs par rapport au problème initial déterministe.
Cette lasse d'approhes semble surtout populaire an de traiter de la robustesse vis-à-vis des
variables de déision, où les n fontions objetif originales sont bien souvent employées telles
quelles au sein de l'approhe onsidérée. En eet, e type d'inertitude orrespond au seul as
où l'évaluation réelle d'une solution est disponible.
Par exemple, an de résoudre un problème multiobjetif pour lequel l'inertitude se trouve sur les
variables de déision, Deb et Gupta (2006) proposent de onsidérer les fontions objetif du pro-
blème déterministe original et d'y ajouter une ontrainte sur la déviation maximale par rapport
au veteur objetif original. Cei permet de ontrler la dispersion à l'aide d'un paramètre de
limitation fourni par l'utilisateur. Cependant, ette approhe ne permet pas de ontrler la varia-
bilité d'une solution, bien que des travaux omplémentaires traitant de problèmes monoobjetif
proposent de onsidérer le pire des as, ou enore de pondérer l'importane des sénarios (Sö-
rensen, 2003).
Enn, omme nous l'avons déjà remarqué, la onsidération d'une fontion objetif addition-
nelle est une tehnique relativement ourante lors de la résolution d'un problème d'optimisation
monoobjetif sous inertitude (Ray, 2002; Jin et Sendho, 2003). Elle onsiste généralement à
onsidérer simultanément, et omme objetifs distints, le veteur objetif moyen, remplaé par
le veteur objetif déterministe dans le as de la reherhe de solutions robustes, voire la onsidé-
ration des deux (Ray, 2002), ainsi qu'une mesure de robustesse. Cette mesure de robustesse peut
par exemple onerner la variane (Gaspar-Cunha et Covas, 2008) ou enore la valeur dans le
pire des as (Goh et Tan, 2007a). Des tehniques similaires existent également pour le as où la
formulation déterministe du problème stohastique à résoudre est intrinsèquement multiobjetif.
Une stratégie immédiate onsiste à onsidérer deux ritères (moyenne et robustesse) par fontion
objetif originale. Mais ei a pour eet de multiplier le nombre de ritères par deux. Pour éviter
ela, il faut trouver le moyen de développer une mesure de robustesse sans augmenter substan-
tiellement la dimension du problème. Ainsi, une seule mesure de robustesse, pour l'ensemble des
fontions objetif originales, doit être formulée. Par exemple, Goh et Tan (2007a) proposent de
aluler, pour haque fontion objetif, le sénario dans le pire des as, et de ne retenir que la
valeur maximale sur l'ensemble des objetifs. Ainsi, seule la minimisation de la valeur orrespon-
dant au pire des as possibles sur toutes les fontions objetif est onsidérée omme mesure de
robustesse. Cette dernière est alors ajoutée à l'ensemble des fontions objetif originales. Quant
à eux, Gaspar-Cunha et Covas (2008) formulent la mesure de robustesse d'une solution omme
la valeur de variane moyenne ou enore la valeur de variane maximum observée sur diérentes
formes d'estimation de l'espérane du veteur objetif.
4.1.2.2.3 Relations de dominane probabilistes. Cet ensemble d'approhes orrespond
à diérentes manières de modier la relation de dominane, telle que la dominane Pareto, an de
prendre l'inertitude en ompte par le biais de veteurs objetif multiples pour haque solution.
Il sut alors d'utiliser une tel ritère au sein d'une métaheuristique basée sur une relation de
dominane an de résoudre le problème inertain onsidéré.
Les premières tentatives de résolution de problèmes d'optimisation multiobjetif en environne-
ment inertain appartiennent à ette lasse de métaheuristiques, et sont le fruit des travaux
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respetifs de Teih (2001) et Hughes (2001), plus tard étendu par diérents auteurs. Néanmoins,
es travaux préliminaires, proposés dans le adre de fontions objetif bruitées, font tous deux
l'hypothèse que haque solution suit une même loi de probabilité dans l'espae objetif, et sup-
posent qu'une onnaissane supplémentaire est disponible. Comme nous l'avons déjà mentionné,
l'approhe proposée par Teih (2001) onsidère que haque élément du veteur objetif orres-
pond à une variable aléatoire bornée par un intervalle et suppose qu'elle suit une loi uniforme.
Lorsque deux intervalles multiobjetif se hevauhent, la probabilité que l'un des deux domine
l'autre est alors alulée, et la relation de dominane est vériée si elle est supérieure à une valeur
seuil. De façon similaire, Hughes (2001) propose de aluler la probabilité qu'une solution domine
une autre solution et inversement, ou enore la probabilité de prendre une mauvaise déision.
Il fournit une relation de dominane pour le as où la moyenne et la variane par objetif sont
disponibles, ou lorsque seule la variane est onnue. Cette relation de dominane a par exemple
été expérimentée par Hughes (2001) à l'aide des algorithmes évolutionnaires MOGA et NSGA,
tous deux basés sur une notion de dominane, et a par la suite été intégrée au sein de l'algorithme
NSGA-II (Bui et al., 2005). En règle générale, es approhes se basent sur le fait que la densité
de probabilité de tous les résultats est identique, et onnue ou supposée.
Fieldsend et Everson (2005) ont ultérieurement étendu le travail de Hughes (2001) en proposant
des relations de dominane probabilistes dans le as de bruit inonnu, de bruit indépendant pour
haque fontion objetif et de variane inonnue. De même, Singh (2003) a étendu le travail
de Hughes (2001) pour le as où seul un éhantillon de veteurs objetif est disponible, sans
auune information supplémentaire. Cette dernière relation de dominane probabiliste se base
sur un degré de signiation, donné par une distribution t de Student, pour haune des fontions
objetif. Dans le as où les deux éhantillons sont statistiquement similaires, la solution ayant
le plus petit éart type empirique est préférée. Cette notion de dominane pour des problèmes
stohastiques a également été étudiée par Eskandari et Geiger (2009), mais les auteurs supposent
toujours que les valeurs de haque fontion objetif suivent une loi normale. Enn, Trautmann
et al. (2009) proposent une notion de dominane en présene d'inertitude basée sur l'agrégation,
pour haque fontion objetif, d'une estimation de l'espérane mathématique et de la distane
entre l'enveloppe onvexe de l'ensemble des veteurs objetif vers ette estimation. Cette distane
est assez semblable à une sorte d'éart type des points loalisés sur la frontière de ette enveloppe
onvexe vers le veteur objetif moyen, dans l'espae objetif (Trautmann et al., 2009).
En référene au travail de Teih (2001), plusieurs relations de dominane ont également été
proposées an de omparer des intervalles de valeurs pour haque fontion objetif. Dans un tel
as, une notion de dominane par intervalle monoobjetif est déjà d'ordre partiel. Ainsi, Limbourg
(2005) ainsi que Limbourg et Salazar Aponte (2005) dénissent les règles de dominane suivantes
pour le as monoobjetif (toujours dans le as de minimisation).
 Un intervalle domine un autre intervalle de façon ertaine si la borne supérieure de l'un est
inférieure à la borne inférieure de l'autre.
 Un intervalle domine un autre intervalle de façon inertaine si les bornes inférieure et supérieure
de l'un sont respetivement inférieures aux bornes inférieure et supérieure de l'autre.
Ainsi, la relation de dominane ertaine est plus strite que la relation de dominane inertaine.
Et ontrairement à Teih (2001), auune distribution de probabilité n'est ii supposée entre les
bornes d'un intervalle. Les auteurs étendent ensuite la dominane Pareto au as d'intervalles
multiobjetif : un intervalle multiobjetif domine un autre intervalle multiobjetif si haune de
ses omposantes n'est pas dominée, et si au moins une omposante domine l'autre.
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4.1.2.2.4 Adaptation des valeurs de tness. La dernière atégorie proposée onsiste à
adapter les valeurs de tness aetées aux solutions an de prendre en ompte l'inertitude des
veteurs objetif. Ainsi, la stratégie d'aetation des valeurs de tness utilisée onsidère dire-
tement l'ensemble des veteurs objetif assoiés à haque solution, ou à un ensemble de valeurs
représentatives par objetif (typiquement, une mesure moyenne et une mesure de variane). Ce
type d'approhe repose généralement sur une stratégie d'aetation des valeurs de tness déter-
ministes qui se voit adaptée au as stohastique.
Par exemple, Babbar et al. (2003) proposent d'adapter la profondeur de dominane d'une so-
lution, utilisée au sein de l'algorithme NSGA-II, en fontion de la moyenne et de la variane
observées sur l'ensemble des évaluations pour haune des fontions objetif. Ainsi, une solution
qui n'appartient pas au premier front au vu des veteurs objetif moyens est tout de même inté-
grée à et ensemble si elle se trouve prohe d'une solution de rang 1 dans l'espae objetif. Quant
à Barrio et Antunes (2007), ils utilisent également la profondeur de dominane pour aluler
les valeurs de tness des solutions. Cette étape initiale se base sur les veteurs objetif réels, ar
les auteurs traitent d'inertitude loalisée sur les variables de déision. Mais la valeur de tness
d'une solution est ensuite inrémentée d'un degré de robustesse, alulée en fontion de la qualité
des solutions perturbées par rapport à l'originale en termes de dominane Pareto, de sorte qu'un
ordre total semble dès lors vraisemblablement déni entre les solutions.
4.1.2.3 Questions onnexes
Une des questions fondamentales liée à la résolution d'un problème d'optimisation multiobjetif
stohastique par la onsidération d'un ensemble de veteurs n'a pas enore été tranhée. Elle
onerne le hoix d'une taille appropriée de l'éhantillon de veteurs objetif assoié à haque
solution, et si ette taille doit être xe ou adaptée au ours de la reherhe, ou enore selon la
solution onsidérée. Aussi, plutt que de réévaluer une même solution à plusieurs reprises, une
autre tehnique semblable onsiste à n'aeter qu'un seul veteur objetif par solution, tout en
manipulant une population de très grande taille au sein de la métaheuristique développée. En
eet, lorsque la taille de la population est extrêmement large, beauoup de solutions identiques
sont généralement observées, haune d'elle ayant vraisemblablement un veteur objetif diérent
de par la nature stohastique de la fontion d'évaluation. De ette façon, l'inuene de l'iner-
titude est atténuée, et ette stratégie résulte en un sens à un alul de moyenne impliite (Tan
et Goh, 2008). De même, une autre approhe onsiste à ne onserver qu'un seul veteur objetif
par solution, mais à réévaluer ette même solution régulièrement, ei an de limiter l'impat de
solutions dont les valeurs objetif sont aberrantes (Bühe et al., 2002). Par ailleurs, Bui et al.
(2005) proposent qu'une nouvelle solution hérite de la valeur des veteurs objetif de ses parents,
ei dans le adre d'un algorithme évolutionnaire. Chaque solution est évaluée un petit nombre
de fois, et si les veteurs objetif obtenus dièrent trop de eux des parents, elle est réévaluée
à de plus grandes reprises, sinon elle hérite des veteurs objetif de ses parents. Cei permet de
sauver un temps de alul préieux lorsque la fontion d'évaluation est trop oûteuse à aluler.
D'autre part, remarquons que Goh et al. (2007) ont proposé divers benhmarks de problèmes
stohastiques ontinus, et ont étudié l'impat de fontions objetif bruitées sur les performanes
d'un ertain nombre d'algorithmes évolutionnaires multiobjetif (Goh et Tan, 2007b).
Pour résumer, un nombre restreint mais roissant d'études sont onsarées à la résolution de pro-
blèmes d'optimisation multiobjetif en environnement inertain à l'aide de métaheuristiques, pour
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l'essentiel des algorithmes évolutionnaires. Une première remarque est que plusieurs approhes
existantes supposent généralement des aratéristiques spéiques onernant la distribution de
probabilité assoiée à une fontion objetif donnée. Par onséquent, e type de méthode exploite
des onnaissanes qui peuvent ne pas être disponibles en pratique. Une seonde remarque est que
les méthodes proposées dans la littérature ont presque toutes été expérimentées sur des problèmes
d'optimisation ontinue. Par ailleurs, selon la lassiation proposée par Jin et Branke (2005),
elles ont majoritairement été appliquées à des problèmes pour lesquels les fontions objetif sont
bruitées, ou lorsque des solutions robustes vis-à-vis des variables de déision sont reherhées.
Une dernière remarque onerne la question lé de l'évaluation des performanes des méthodes
de reherhe en environnement inertain, auun protoole approprié ayant été proposé jusqu'à
présent. Nous reviendrons sur e dernier point lors de l'analyse expérimentale.
Par la suite, nous présentons un ensemble de méthodes basées sur un indiateur de qualité an
de résoudre des problèmes d'optimisation multiobjetif stohastiques, où une distribution de
probabilité arbitraire est assoiée à haque solution dans l'espae objetif. Nous essayerons aussi
de ommenter un ertain nombre de questions ouvertes et fondamentales, relatives à l'évaluation
des performanes des méthodes de reherhe multiobjetif en environnement inertain. Pour nir,
même si les ontributions de ette thèse peuvent potentiellement être appliquées à un grand
nombre de problèmes d'optimisation multiobjetif stohastique, nous les expérimenterons sur un
problème ombinatoire pour lequel les paramètres environnementaux sont sujets à inertitude.
4.2 Coneption
Suite à une modélisation plus formelle de la prise en ompte de l'inertitude, nous proposons un
ensemble de nouvelles approhes dédiées à la résolution de problèmes d'optimisation multiobjetif
stohastiques.
4.2.1 Modélisation de l'inertitude
Dans le adre de problèmes d'optimisation multiobjetif déterministes, un veteur objetif unique
z ∈ Z est stritement aeté à un veteur de déision x ∈ X sur la base de la fontion objetif f .
Ainsi, f(x) représente l'évaluation réelle de x, et f représente don une appliation déterministe
de l'ensemble des solutions réalisable de l'espae déisionnel X vers l'ensemble des veteurs
réalisables dans l'espae objetif Z. Lors de la prise en ompte de l'inertitude, à haque solution
est assoié un ensemble de veteurs objetif, haun d'eux résultant éventuellement en un point
diérent de l'espae objetif. Nous allons don onsidérer que f ne représente pas une appliation
déterministe de X vers Z, mais plutt qu'un ensemble potentiellement inni de veteurs objetif
est dorénavant assoié à une solution réalisable x. Nous supposons que l'évaluation  réelle  d'une
solution est absolument inonnue avant la n du proessus de reherhe. Auune hypothèse
n'est formulée sur une quelonque distribution de probabilité assoiée aux fontions objetif,
aux variables de déisions, ou aux paramètres environnementaux ; une telle distribution étant
généralement inonnue à l'avane et étant suseptible de diérer pour toute solution.
Ainsi, dans le as inertain, à haque solution x ∈ X est assoié un éhantillon de veteurs
objetif. Plus élevé est le degré d'inertitude, plus grande sera la variane observée sur les veteurs
objetif résultant de l'évaluation multiple de x. Il s'avère don néessaire de déterminer une taille
d'éhantillon satisfaisante, ar l'étape d'éhantillonnage peut s'avérer oûteuse en temps de alul.
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Fig. 4.6  Illustration de l'évaluation multiple d'une solution x à partir de quatre sénarios diérents
{s1, s2, s3, s4}.
En eet, l'évaluation d'une solution étant parfois très longue, il faut trouver un bon ompromis
entre une préision ne et un temps de alul raisonnable. De surroît, le nombre d'évaluations
possibles pour une solution est généralement limité en pratique. Dans e as, il est important
de n'utiliser qu'une sous-partie de es évaluations au ours du proessus de reherhe, la partie
restante se montrant généralement néessaire lors de l'évaluation des performanes du, ou des
algorithmes onsidérés.
Plus formellement, à toute solution x ∈ X, nous supposons qu'un ensemble d'évaluations indé-
pendantes et équiprobables est alulé. Ainsi, un éhantillon de veteurs objetif {z(i)}pi=1 est
désormais assoié à haque solution. Maintenant, deux as peuvent se présenter. Premièrement,
pour une évaluation donnée d'une solution arbitrairement onsidérée, il se peut que la fontion
d'évaluation soit stritement indépendante de toutes les évaluations réalisées jusqu'à présent.
Dans e as, tous les veteurs objetif de toutes les solutions évaluées sont stritement indépen-
dants les uns des autres, et la taille de l'éhantillon de veteurs objetif peut éventuellement
diérer d'une solution à l'autre. Une autre alternative justiable est de onsidérer un ensemble
ni de sénarios indépendants et équiprobables S = {s1, s2, . . . , sp} (Kouvelis et Yu, 1997).
S(x) = {z(1), z(2), . . . , z(p)} orrespond à l'éhantillon d'évaluations indépendantes relatives à
une solution x ∈ X. Dans e as, l'élément z(i) de l'éhantillon assoié à x représente la valeur du
veteur objetif de x si le sénario si se produit (Fig. 4.6). Par ela, nous supposons que, étant
donné deux solutions x et x′ ∈ X, les éhantillons de veteurs objetif {z(i)}pi=1 et {z′(j)}p
′
j=1
sont appariés, et de même taille (p = p′). Ainsi, pour un sénario si donné, les veteurs objetif
orrespondants z(i) et z′(i) sont fondamentalement omparables l'un à l'autre.
4.2.2 Approhes métaheuristiques pour l'optimisation multiobjetif en envi-
ronnement inertain
Les algorithmes que nous proposons pour la résolution de problèmes d'optimisation multiobjetif
stohastiques se basent tous sur la stratégie d'aetation de valeurs de tness basée sur un indi-
ateur binaire de qualité proposée par Zitzler et Künzli (2004), et introduite à la setion 2.1.3.1.
An de prendre en ompte l'inertitude, nous introduisons un ensemble de huit indiateurs de
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qualité permettant de manipuler l'inertitude, et pouvant être utilisés au sein de n'importe quelle
métaheuristique basée sur un indiateur binaire, omme IBEA (Zitzler et Künzli, 2004) ou enore
IBMOLS (Basseur et Burke, 2007). Ces indiateurs orrespondent en quelque sorte à diérentes
stratégies parmi lesquelles le déideur peut hoisir selon ses préférenes, ou selon le type de pro-
blème à résoudre. Nous supposons tout d'abord qu'un indiateur binaire I : Z × Z → R, dédié
à la omparaison de deux veteurs objetif, est déni. Deux exemples ont déjà été donnés à la
setion 2.1.4.3, à savoir les indiateurs Iǫ+ et IHD. Aussi, ontrairement au as déterministe,
l'interprétation de e type d'indiateur depuis l'espae objetif vers l'espae déisionnel n'est
plus immédiate. En eet, à une solution de l'espae déisionnel ne orrespond plus un veteur
objetif unique, mais plutt un ensemble de veteurs objetif.
I(x, x′) 6= I(f(x), f(x′)) (4.1)
Les approhes proposées i-dessous onsistent don à dénir diérentes stratégies d'agréga-
tion de l'information donnée par deux éhantillons de veteurs objetif {z(1)k , z(2)k , . . . , z(p)k } et
{z′(1)k , z′(2)k , . . . , z′(p
′)
k }, respetivement assoiés à deux solutions x et x′ ∈ X, en une I-valeur
salaire unique. En e sens, e travail étend don la ontribution de Basseur et Zitzler (2006)
qui ont déjà proposé de tels indiateurs pour traiter de fontions objetif bruitées, et pour le as
partiulier de l'indiateur Iǫ+. Les approhes présentées ii sont indépendantes de l'indiateur
I : Z×Z → R hoisi. La I-valeur obtenue peut don tout naturellement prendre plae au sein de
la stratégie d'aetation d'une valeur de tness basée sur un indiateur binaire de qualité. Pour
mémoire, le alul des valeurs de tness est rappelé i-dessous.
F (x) =
∑
x′∈P\{x}
−e−I(x′,x)/κ (4.2)
Deux types d'indiateur, orrespondant à deux niveaux de salarisation, sont ii proposés (Fig.4.7).
Tout d'abord, les indiateurs situés au niveau des valeurs objetifs se basent diretement sur
l'éhantillon {z(1)k , z(2)k , . . . , z(p)k } assoié à une solution x ∈ X. Ces approhes onsistent à trans-
former l'éhantillon assoié à une solution en un veteur objetif unique par le biais d'une valeur,
jugée représentative, par fontion objetif. Ces approhes situées au niveau des veteurs objetif
sont basées sur des onepts génériques, et peuvent don être potentiellement appliquées à tout
type de méthode pour l'optimisation multiobjetif, et pas uniquement à elles qui sont basées sur
un indiateur binaire de qualité. Pour ela, il sut de onsidérer le veteur représentatif unique
hoisi omme veteur objetif déterministe. Le deuxième type d'indiateur, situés au niveau des
I-valeurs, onsistent à aluler, dans un premier temps, un éhantillon de I-valeurs issu de deux
éhantillons de veteurs objetif et assoié à une paire de solutions de la population ourante.
Au sein de es deux lasses d'approhes, quatre indiateurs sont proposés. Ils orrespondent res-
petivement à une stratégie dans le meilleur des as, dans le pire des as, dans le as moyen et
dans le as médian (Fig. 4.8).
4.2.2.1 Approhes basées sur les veteurs objetif
Le premier ensemble d'indiateurs déni dans le but de manipuler l'inertitude porte sur le niveau
des veteurs objetif. Ils sont diretement basés sur l'éhantillon {z(1)k , z(2)k , . . . , z(p)k } assoié à
une solution x ∈ X. Les onepts introduits ii sont généraux, ar ils peuvent être utilisés au
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Fig. 4.7  Deux lasses de métaheuristiques proposées pour la résolution de problèmes multiobjetif
stohastiques : les approhes basées au niveau des valeurs objetif, et les approhes basées au niveau des
I-valeurs.
méthodes de résolution 
approches basées 
sur les vecteurs objectif
approches basées 
sur les I-valeurs 
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échantillons
appariés
échantillons
indépendants
Fig. 4.8  Résumé des méthodes de résolution proposées.
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sein de n'importe quelle métaheuristique pour l'optimisation multiobjetif. Leur utilisation au
sein d'une stratégie d'aetation des valeurs de tness basée sur un indiateur binaire onsiste
don à transformer l'éhantillon de veteurs objetif d'une solution en un veteur objetif unique.
Ensuite, les veteurs objetif transformés assoiés à deux solutions sont omparés à l'aide d'un
indiateur binaire loalisé au sein de l'espae objetif : I : Z × Z → R.
4.2.2.1.1 Meilleur des as. Ce premier indiateur (Iz
best
) est fondé sur un veteur objetif
dans le meilleur des as (zbest) alulé à partir de l'éhantillon de veteurs objetif assoié à
une solution. Pour haque fontion objetif, la valeur observée la plus eae est retenue, et le
veteur objetif orrespondant est déni (4.3), où n est le nombre de fontions objetif 1. zbest est
alors onsidéré omme le veteur objetif unique d'un problème déterministe, et une approhe
de résolution lassique peut être employée en utilisant une telle évaluation.
Iz
best
(x, x′) =
{
I(zbest, z′best)
tel que zbestk = mini∈{1,...,p} z
(i)
k ∀k ∈ {1, . . . , n}
(4.3)
Cela onduit à une stratégie optimiste, e qui signie que le proessus de reherhe ignore le
sénario eetif orrespondant au pire des as.
4.2.2.1.2 Pire des as. À l'inverse, un veteur objetif dans le pire des as (zworst) peut
être déni omme suit, e qui résulte en une approhe pessimiste, onservatrie, et ayant une
haute aversion au risque. Celle-i est don liée au domaine de l'optimisation robuste (Kouvelis
et Yu, 1997).
Iz
worst
(x, x′) =
{
I(zworst, z′worst)
tel que zworstk = maxi∈{1,...,p} z
(i)
k ∀k ∈ {1, . . . , n}
(4.4)
4.2.2.1.3 Cas moyen. Lorsqu'elles prennent en ompte l'inertitude, la plupart des ap-
prohes visent à atteindre une valeur optimale de l'espérane mathématique (ou un ensemble
de valeurs dans le adre de l'optimisation multiobjetif). Ainsi, la performane moyenne d'une
solution est une indiation importante de sa qualité. Laissez-nous dénir un veteur objetif dans
le as moyen (zavg) ainsi qu'un indiateur de qualité orrespondant (Iz
avg
).
Iz
avg
(x, x′) =
{
I(zavg , z′avg)
tel que zavgk =
1
p
∑p
i=1 z
(i)
k ∀k ∈ {1, . . . , n}
(4.5)
Bien sûr, des moyennes diérentes de la moyenne arithmétique peuvent également être onsidé-
rées. Un tel as moyen est plus que ouramment utilisée en optimisation monoobjetif (Jin et
Branke, 2005), et a déjà été onsidérée dans plusieurs études liées à l'optimisation multiobje-
tif (Babbar et al., 2003; Deb et Gupta, 2006).
1. Rappelons qu'un problème de minimisation est ii supposé.
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Fig. 4.9  Illustration des diérents veteurs objetif représentatifs onsidérés par les approhes basées
au niveau des valeurs objetif : le meilleur des as (zbest), le pire des as (zworst), le as moyen (zavg) et
le as médian (zmed).
4.2.2.1.4 Cas médian. Dans ertains as, il se peut qu'une valeur médiane se montre plus
pertinente que la valeur moyenne pour le problème traité. C'est la raison pour laquelle nous
introduisons également un veteur objetif dans le as médian (zmed).
Iz
med
(x, x′) =
{
I(zmed, z′med)
tel que zmedk est la médiane de {z(1)k , z(2)k , . . . , z(p)k } ∀k ∈ {1, . . . , n}
(4.6)
Les veteurs objetif transformés orrespondant aux quatre as présentés i-dessus sont illustrés
sur la gure 4.9.
4.2.2.2 Approhes basées sur les valeurs d'indiateur
Contrairement aux stratégies préédentes, les quatre indiateurs présentés i-dessous se basent
sur les I-valeurs obtenues à partir des éhantillons de veteurs objetif de deux solutions. Ils sont
don spéiques aux méthodes basées sur un indiateur binaire de qualité.
Considérons don deux solutions arbitraires x et x′ ∈ X issues de la population ourante, ainsi
que leurs éhantillons de veteurs objetif {z(1)k , z(2)k , . . . , z(p)k } et {z′(1)k , z′(2)k , . . . , z′(p
′)
k } orres-
pondants. Pour haun des indiateurs proposés i-dessous, deux as peuvent se présenter. Soit
le sénario onsidéré lors de la ième évaluation des deux solutions est identique, et ei pour
haque i ∈ {1, 2, . . . , p} (ave p = p′), auquel as les éhantillons de veteurs objetif assoiés à
es deux solutions sont appariés. Soit, au ontraire, les sénarios sont diérents ou aléatoirement
hoisis à haque évaluation, auquel as les éhantillons de veteurs objetif sont indépendants.
Comme proposé par Basseur et Zitzler (2006), les approhes proposées onsistent à dénir une
stratégie d'agrégation à partir de l'éhantillon de I-valeurs obtenu de la omparaison deux à deux
des veteurs objetif des deux solutions x et x′. Dans le as d'éhantillons appariés, la stratégie
onsidérée se basera sur l'éhantillon de I-valeurs suivant, de taille p, et où I : Z × Z → R est
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un indiateur arbitraire.
I(z(1), z′(1)), I(z(2), z′(2)), . . . , I(z(p), z′(p)) (4.7)
Dans le as d'éhantillons indépendants, l'éhantillon onsidéré sera plutt l'ensemble suivant,
de taille (p× p′).
I(z(1), z′(1)), I(z(1), z′(2)), . . . , I(z(i), z′(j)), . . . , I(z(p), z′(p
′)) (4.8)
Ainsi, l'idée de e deuxième type d'approhe est de onsidérer toutes les ombinaisons de veteurs
objetif, au ontraire des méthodes préédentes dont les aratéristiques de distribution sont
probablement perdues.
De façon semblable aux indiateurs préédents, les quatre stratégies proposées qui se basent
sur les I-valeurs orrespondent au meilleur des as, au pire des as, au as moyen et au as
médian provenant de la omparaison par paire, selon un indiateur I onsidéré, des veteurs
objetif assoiés à deux solutions. Sans perte de généralité, nous onsidérerons par la suite que
les I-valeurs sont à minimiser.
4.2.2.2.1 Meilleur des as. Étant donné un indiateur I et deux solutions x et x′ issues de
la population ourante, une approhe possible visant à exploiter l'information ontenue au sein
des I-valeurs onsiste à onsidérer le meilleur élément de l'éhantillon de I-valeurs. La stratégie
résultante est une stratégie optimiste où seul le veteur objetif assoié à x qui semble le plus
prometteur vis-à-vis de x′ est pris en ompte.
Ibest(x, x′) =
{
mini∈{1,...,p} I(z(i), z′(i)) si les éhantillons sont appariés
mini∈{1,...,p},j∈{1,...,p′} I(z(i), z′(j)) si les éhantillons sont indépendants
(4.9)
4.2.2.2.2 Pire des as. Réiproquement, un indiateur pessimiste peut être déni omme
suit.
Iworst(x, x′) =
{
maxi∈{1,...,p} I(z(i), z′(i)) si les éhantillons sont appariés
maxi∈{1,...,p},j∈{1,...,p′} I(z(i), z′(j)) si les éhantillons sont indépendants
(4.10)
4.2.2.2.3 Cas moyen. De même, permettez-nous de spéier un indiateur reétant le as
moyen, où la moyenne des I-valeurs est employée dans le alul de tness de la solution.
Iavg(x, x′) =
{
1
p
∑p
i=1 I(z
(i), z′(i)) si les éhantillons sont appariés
1
p·p′
∑p
i=1
∑p′
j=1 I(z
(i), z′(j)) si les éhantillons sont indépendants
(4.11)
Dans le as d'éhantillons de veteurs objetif appariés, ette stratégie est identique à une straté-
gie additive à un fateur multipliatif près, orrespondant au nombre d'évaluations par solution.
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4.2.2.2.4 Cas médian. Enn, un indiateur représentant le as médian est une dernière pos-
sibilité. Pour ette stratégie est onsidérée la valeur médiane de l'ensemble (4.7) en as d'éhan-
tillons appariés, et de l'ensemble (4.8) en as d'éhantillons indépendants.
Les huit indiateurs proposés pour la prise en ompte de l'inertitude peuvent désormais prendre
plae au sein de la stratégie d'aetation des valeurs de tness basée sur un indiateur binaire,
et don au sein de métaheuristiques omme IBEA. Ils donnent don naissane à un ensemble
d'algorithme évolutionnaires apables de résoudre un problème d'optimisation multiobjetif en
environnement inertain. Ces stratégies permettent de préiser diérents types de préférene en
termes de prise en ompte de l'inertitude, ei par simple dénition d'un indiateur. Ainsi, seuls
deux niveaux sont dorénavant à déterminer lors du hoix d'instaniation de l'algorithme IBEA
pour résoudre un problème stohastique : un indiateur pour la omparaison de deux veteurs
objetif (tout omme dans le as déterministe), et un indiateur additionnel pour la prise en
ompte de l'inertitude.
4.3 Implémentation
Les algorithmes présentés dans la setion préédente, ainsi que les méthodologies de modélisation
de l'inertitude, seront bientt disponibles au sein de la plateforme ParadisEO-MOEO.
Par rapport à une métaheuristique lassique pour l'optimisation multiobjetif déterministe,
veuillez noter que l'eort d'implémentation est relativement restreint. En eet, la fontion d'éva-
luation doit être adaptée au as où plus d'un seul veteur objetif est alulé par solution. Aussi,
par rapport à l'aetation des valeurs de tness, seul un indiateur de qualité supplémentaire,
basé sur la omparaison d'un ensemble de veteurs objetif, doit être déni pour pouvoir être uti-
lisé au sein d'une stratégie d'aetation des valeurs de tness, et don au sein de métaheuristiques
omme IBEA ou IBMOLS.
4.4 Analyse expérimentale
Cette setion traite de l'évaluation des performanes de méthodes pour la résolution de problèmes
d'optimisation multiobjetif sous inertitude. Dans un seond temps, un problème de Flowshop
stohastique est formulé, et les diérentes métaheuristiques proposées y sont appliquées et expé-
rimentées.
4.4.1 Évaluation des performanes
Comme nous l'avons déjà remarqué dans le premier hapitre, dans le as déterministe, trouver
une approximation de l'ensemble Pareto optimal est en soi un problème biobjetif, puisque le
but de l'optimisation onsiste à obtenir un ensemble de solutions présentant à la fois de bonnes
propriétés en termes de onvergene et de diversité. Cette question a été relativement étudiée
dans la littérature (Zitzler et al., 2003, 2008). Pourtant, lors de la prise en ompte de l'inertitude,
l'évaluation des performanes n'a pas été abordée de façon satisfaisante à e jour.
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4.4.1.1 Commentaires généraux
Une pratique ourante se ontente de onvertir le problème stohastique à résoudre en un pro-
blème déterministe par le biais de telle ou telle stratégie, et d'évaluer les performanes des
résultats par rapport à ette formulation déterministe. Par exemple, la moyenne observée sur
un éhantillon de veteurs objetif peut être utilisée (Teih, 2001; Tan et al., 2007; Eskandari et
Geiger, 2009). Un autre exemple souvent renontré onsiste à négliger purement et simplement
l'inertitude enore prise en ompte lors de l'étape de reherhe, et à onsidérer le modèle déter-
ministe duquel le problème stohastique étudié a été tiré omme la  véritable  réalisation des
données inertaines (Fieldsend et Everson, 2005; Goh et Tan, 2007b; Goh et al., 2007). Comme
souligné préédemment, dans les situations du monde réel, il n'existe pas d'évaluation unique (ni
un as moyen, ni un as  réel ) assoiée à une solution donnée, ou tout au moins, elle-i n'est
généralement pas onnue à l'avane. Ainsi, auune réalisation des données stohastiques ne peut
être onsidérée plus plausible qu'une autre, qu'elle soit issue de données déterministes, ou d'une
réalisation arbitrairement séletionnée. Tout omme lors de l'étape de reherhe, il nous semble
important de respeter les points suivants :
 À la suite du proessus de reherhe, il est préférable de onsidérer un éhantillon d'évaluations
possibles plutt qu'une évaluation unique an d'évaluer les performanes d'une solution, ou
d'un ensemble de solutions obtenues par un algorithme donné.
 Il nous paraît par ailleurs pertinent d'envisager de réévaluer les solutions obtenues à l'aide de
données inertaines qui dièrent de elles qui ont été utilisées durant le proessus de reherhe,
ei an de supprimer l'inuene du proessus de reherhe, et don de fournir une omparaison
équitable et non biaisée entre les algorithmes étudiés.
4.4.1.2 Deux approhes méthodologiques
Les deux approhes méthodologiques que nous proposons se basent sur des idées similaires à elles
que nous avons présentées pour les méthodes de résolution dans la setion préédente. Ainsi, la
première lasse d'approhes se base sur les veteurs objetif alors que la deuxième lasse se base
sur les I-valeurs.
4.4.1.2.1 Approhes basées sur une évaluation représentative. Soit A un ensemble
des solutions trouvées par un algorithme donné. À haque solution x ∈ A est don assoié un
ensemble de veteurs objetif {z(1)k , z(2)k , . . . , z(q)k } de taille q, q étant don le nombre de réalisations
stohastiques onsidérés. La première approhe onsiste à aluler, pour haque solution, un
veteur objetif unique orrespondant au meilleur des as (zbest), au pire des as (zworst), au as
moyen (zavg) et au as médian (zmed), omme expliqué à la setion préédente. Ainsi à haque
solution est dorénavant assoié un veteur objetif unique reétant quatre as préférentiels vis-
à-vis de la prise en ompte de l'inertitude. Un protoole d'évaluation lassique peut don être
utilisé. Il va déterminer si, pour une instane donnée, un algorithme A et un algorithme B,
exéutés haun un même nombre de fois, ont obtenu des résultats signiativement diérents,
et le as éhéant si l'un des deux a obtenu des résultats statistiquement plus performants que
l'autre, toujours selon un indiateur de qualité I spéié (hypervolume et epsilon), et désormais
selon les quatre as préférentiels susmentionnés.
Il semble don raisonnable de penser que la première lasse de méthodes de résolutions proposée,
qui utilise e même type d'évaluation représentative, se omportera de façon performante quant
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à e protoole d'évaluation.
4.4.1.2.2 Approhes basées sur les valeurs d'indiateur. La seonde méthodologie
d'évaluation des performanes se base sur les valeurs d'indiateur obtenues par les diérentes
approximations trouvées par les algorithmes (et non sur elles obtenues par les solutions omme
'était le as à la setion préédente). Soient A et B deux ensembles des solutions trouvées par
deux méthodes de résolution diérentes pour un même problème. À haque solution x ∈ A est
don assoié un ensemble de veteurs objetif {z(1)k , z(2)k , . . . , z(q)k } de taille q, et à haque solution
x′ ∈ B est don assoié un ensemble de veteurs objetif {z′(1)k , z′(2)k , . . . , z′(q
′)
k } de taille q′. Ainsi,
une fois enore, deux as peuvent se présenter : soit les éhantillons de veteurs objetif sont
appariés (auquel as q = q′), soit ils sont indépendants. S'ils sont appariés, ela signie que q
sénarios S = {s1, s2, . . . , sq} ont été onsidérés, et don que les algorithmes onsidérés peuvent
être omparés sénario par sénario. C'est e deuxième as que nous allons onsidérer par la suite.
Néanmoins, notez que le protoole proposé peut failement être adapté au as où les éhantillons
seraient indépendants.
Limitons nous tout d'abord au as où un seul sénario s ∈ S est onsidéré, et où un algorithme A
a obtenu r approximations, issues de r exéutions indépendantes de l'algorithme. Relativement
à un indiateur I donné, une analyse déterministe peut être eetuée. Nous obtenons don
un ensemble de r valeurs salaires {I(A1), I(A2), . . . , I(Ar)}, où I(Ai) orrespond à la valeur
obtenue par la ième exéution de l'algorithme A selon l'indiateur I, et toujours pour le sénario
s. Maintenant, si nous onsidérions les q sénarios simultanément, nous obtenons don l'ensemble
de I-valeurs suivants :
exéution 1 exéution 2 · · · exéution r
sénario s1 I(A
1
1) I(A
1
2) · · · I(A1r)
sénario s2 I(A
2
1) I(A
2
2) · · · I(A2r)
.
.
.
.
.
.
.
.
. · · · ...
sénario sq I(A
q
1) I(A
q
2) · · · I(Aqr)
Pour une exéution j donnée, il nous reste à aluler la I-valeur dans le meilleur des as, le pire
des as, le as moyen et le as médian de l'ensemble suivant : {I(A1j ), I(A2j ), . . . , I(Arj)}. Et ei
pour haun des algorithmes onsidérés. Ainsi, une seule I-valeur salaire est nalement obtenue
par algorithme et par sénario. Nous pouvons don utiliser le même test statistique que pour le
as déterministe an de dévoiler si un algorithme est signiativement meilleur qu'un autre ou
non, ei selon l'ensemble des sénarios onsidérés, selon les quatre as préférentiels onsidérés
(meilleur des as, pire des as, as moyen et as médian), et toujours selon un indiateur I
donné. Lors de nos expérimentations, nous allons toujours onsidérer les indiateurs epsilon et
hypervolume, et un test statistique non-paramétrique de Wiloxon, les éhantillons onsidérés
étant supposés appariés.
4.4.2 Appliation au problème de Flowshop ave durées d'exéutions sto-
hastiques
Dans ette setion, nous présentons un modèle stohastique du problème de Flowshop biobjetif,
pour lequel il s'agit de trouver des solutions robustes vis-à-vis de paramètres environnementaux
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inertains. Nous nous intéressons aux diérentes soures d'inertitude auxquelles il peut être
soumis. Nous nous foalisons ensuite sur le problème de Flowshop dont les durées d'exéutions
sont inertaines et sont modélisées à l'aide de variables aléatoires. L'inertitude est don prise
en ompte à l'aide de diérentes versions, réalisations, ou sénarios, des valeurs de paramètres.
Divers jeux de données sont proposés et mis à disposition sur le web. Enn, nous adaptons les
diérentes méthodologies algorithmiques à la résolution du problème, et nous appliquons dif-
férents protooles d'évaluation des performanes pour mesurer le omportement des approhes
proposées. Bien que e travail se onentre sur le problème de Flowshop, il est parfaitement géné-
ralisable à tout type de problème d'optimisation multiobjetif stohastique et aisément adaptable
à d'autres problèmes d'ordonnanement.
4.4.2.1 Soures d'inertitude
Dans les situations réelles d'ordonnanement, l'inertitude provient prinipalement des variables
d'environnement et peut don être lassée dans la seonde atégorie de la lassiation proposée
par Jin et Branke (2005) : variables de déisions ou paramètres environnementaux soumis à des
perturbations ; voir la setion 4.1.1.1. C'est en ela que réside l'originalité de l'approhe proposée,
ar, à notre onnaissane, auune étude n'a été menée sur un problème d'optimisation multiob-
jetif dont les paramètres environnementaux sont inertains par le biais de métaheuristiques. Or,
rares sont les paramètres assoiés aux problèmes d'ordonnanement qui sont dépourvus d'iner-
titude. Les solutions sont sensibles à es perturbations, et il s'avère don indispensable de tenir
ompte des  zones d'ignoranes  et des  à-peu-près  que laissent entrevoir ertains paramètres
(Roy, 2005). Cette inertitude peut provenir de diérentes soures, telles que des variations sur
les dates dues, des pannes de mahines, l'ajout ou la suppression inattendue de jobs, des durées
d'exéutions variables, et. D'après la littérature du domaine, il apparaît que pour le Flowshop
de permutation étudié ii, l'inertitude est suseptible de provenir essentiellement des dates dues
et des durées d'exéutions.
Tout d'abord, dans le modèle déterministe, la date due d'un job Ji est donnée par une onstante di.
Pourtant, déterminer e nombre sans ambiguïté paraît diile. Il semblerait don plus naturel de
donner un intervalle [d1i , d
2
i ] durant lequel la satisfation humaine pour la omplétion du job Ji
déroît. De plus, une date de n di peut subir des modiations dynamiques du fait qu'un job
sans trop d'importane à un moment peut devenir plus important à un autre moment (et vie
versa). Par ailleurs, la durée d'exéution d'une tâhe sur une mahine peut varier d'une exéution
à une autre du fait d'événements extérieurs. Ainsi, la durée d'exéution pij assoiée à une tâhe
tij est rarement onstante en pratique. Il paraît don évident qu'auun paramètre ne peut être vu
omme une donnée exate et préise et que des modèles non déterministes doivent être élaborés
pour résoudre un problème d'ordonnanement. Pour ela, nous déidons d'adopter une approhe
pro-ative où les durées d'exéutions sont onsidérées omme inertaines et sont modélisées à
l'aide de variables aléatoires.
4.4.2.2 Modèles stohastiques et jeux de données
À notre onnaissane, le problème du Flowshop stohastique n'a jamais été étudié de façon mul-
tiobjetif. Pourtant, dans un as réel, dès qu'un historique des temps d'exéution préis et valide
des diérentes tâhes est disponible, il est relativement aisé d'obtenir la distribution de probabi-
lité assoiée aux données et, ainsi, la loi de probabilité orrespondante. Suite à une analyse, nous
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proposons ii quatre distributions de probabilité générales suseptibles d'être suivies par une
durée d'exéution aléatoire. Bien sûr, une analyse statistique rigoureuse, basée sur des données
réelles, est impérative pour déterminer la loi de distribution exate assoiée à une durée d'exé-
ution pour un problème onret d'ordonnanement. Les lois de probabilités énonées i-dessous
ont été déidées an de oller au mieux à la réalité, et don de fournir une bonne illustration de e
qui peut typiquement être trouvé dans le monde industriel. Une revue du problème du Flowshop
monoobjetif ave durées d'exéutions aléatoires est proposé par Gourgand et al. (2005).
4.4.2.2.1 Loi uniforme. Tout d'abord, il se peut qu'une durée d'exéution pij soit omprise
entre deux valeurs a et b, la répartition étant uniforme entre es deux valeurs (voir gure 4.10).
pij suit alors une loi uniforme sur l'intervalle [a, b] et admet pour densité :
pdf(x) =
{
1
b−a si x ∈ [a, b]
0 sinon
(4.12)
Bien que peu d'exemples de durées d'exéutions suivant une loi uniforme aient été trouvés au sein
d'appliations réelles, e modèle a été onservé an de fournir un modèle simplié de la réalité. Il
a, par exemple, été utilisé par Kouvelis et al. (2000) et Gourgand et al. (2005). Le seul exemple
eetif envisagé est elui où la durée d'un traitement est dépendante du plaement initial de la
mahine sur laquelle il est réalisé.
4.4.2.2.2 Loi exponentielle. Une durée de traitement pij est suseptible de suivre une loi
exponentielle E(λ, a), où λ et a sont deux paramètres positifs (voir gure 4.10). Sa densité de
probabilité est alors :
pdf(x) =
{
λ e−λ(x−a) si x ≥ a
0 sinon
(4.13)
Les distributions exponentielles sont ouramment utilisées pour modéliser les événements aléa-
toires qui risquent de se produire ave inertitude. C'est typiquement le as en présene d'aléas ;
'est-à-dire lorsqu'une valeur est assoiée à un paramètre, mais que elle-i est suseptible d'être
modiée par ertains événements inattendus. Ce type d'inertitude est onstaté dans les as de
panne, ou, plus généralement, dès lors qu'une mahine néessite une intervention humaine : ré-
paration, entretien, reharge de omposants néessaires à son bon fontionnement, réinstallation
d'un objet mal plaé, et. La durée du traitement s'éoule alors jusqu'à la n de l'intervention (ou
jusqu'à la réparation de la mahine endommagée). Plusieurs études dont les durée d'exéution
ont été modélisées à l'aide d'une loi exponentielle ont été menées (Makino, 1965; Talwar, 1967;
Cunningham et Dutta, 1973; Ku et Niu, 1986; Gourgand et al., 2005).
4.4.2.2.3 Loi normale. Il s'avère également possible qu'une durée d'exéution pij suive une
loi normale N (µ, σ), où µ est l'espérane et σ2 > 0 la variane de pij (voir gure 4.10). Dans e
as, sa densité de probabilité est donnée par :
pdf(x) =
1
σ
√
2π
exp
(
− 1
2
(x− µ
σ
)2)
(4.14)
Ce genre de as est partiulièrement fréquent en présene de fateurs humains. En eet, il semble
peu probable qu'un ouvrier aomplisse une ertaine tâhe en un temps parfaitement identique à
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Fig. 4.10  Exemples de fontions de densité de probabilité suseptibles de modéliser une durée d'exé-
ution aléatoire : (a) loi uniforme, (b) loi exponentielle, () loi normale (d) loi log-normale.
haque exéution. Ce dernier la réalisera plus ou moins rapidement selon divers ritères tels que
son degré d'attention, sa forme physique, et. Par ailleurs, il se peut qu'un traitement dépende
de fateurs inonnus, inontrlables ou dérits de manière impréise ou ambiguë par l'analyste.
Prenons l'exemple d'une usine himique (Fortemps, 1997). Un traitement est, dans e as, une
réation himique entre plusieurs omposants. Or la durée d'une réation himique n'est pas
xe, elle peut varier selon la température, la pression, la qualité des omposants, et d'autres
paramètres dont ertains peuvent être omplètement inonnus. Il est don impossible de vouloir
ontrler toutes es dépendanes. Les durées d'exéutions observées varient alors selon une loi
normale. Cette modélisation a, par exemple, été utilisée par Wang et al. (2005); Gourgand et al.
(2005).
4.4.2.2.4 Loi log-normale. Une variable aléatoire x suit une loi log-normale de paramètres
(µ, σ) si log x suit la loi N (µ, σ) (voir gure 4.10). Sa densité de probabilité est alors :
pdf(x) =
{
1
xσ
√
2π
1
x exp(−12( log x−µσ )2) si x > 0
0 sinon
(4.15)
La distribution log-normale est ouramment utilisée pour modéliser l'inuene de variables envi-
ronnementales inontrlables. Par exemple, ette modélisation a été utilisée par Maddox et Birge
(1996) ainsi que Dauzère-Pérès et al. (2005).
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4.4.2.2.5 Jeux de données. Les jeux de données que nous proposons étendent eux qui ont
été présentés au premier hapitre pour le problème de Flowshop multiobjetif
2
. An de générer
de l'inertitude sur une instane déterministe initiale, les quatre distributions de probabilité
proposées lors de la setion préédente peuvent être appliquées sur les données initiales à l'aide
d'un hier de onguration. Nous avons hoisi de permettre la onguration de ette inertitude
sur les mahines uniquement, en spéiant, pour haune d'elles, une distribution de probabilité
et ses paramètres ou des proportions liées à sa tendane entrale. Ainsi, à haque génération de
l'inertitude sur une instane déterministe, les durées d'exéutions sont diérentes. Nous obtenons
alors une réalisation des paramètres environnementaux inertains, orrespondant à un sénario,
ei an de reéter au mieux la réalité du monde industriel.
4.4.2.3 Design expérimental
4.4.2.3.1 Sénarios. Au ours de nos expérimentations, nous onsidérons un ensemble de
(p + q) sénarios tout autant plausibles les uns que les autres : p sénarios pour la phase de
reherhe, et q = 20 sénarios pour la phase d'évaluation des performanes. Deux valeurs de p
sont onsidérées, p = 10 et p = 20. Celles-i orrespondent à un éhantillon de veteur objetif
de taille 10 (respetivement 20) assoié à haque solution évaluée. À haque sénario orrespond
une réalisation des paramètres environnementaux inertains, 'est-à-dire des durées d'exéutions
stohastiques pour le as du problème de Flowshop étudié ii. Pour réer es diérents séna-
rios, nous avons utilisé les modèles stohastiques dénis préédemment. Ainsi, pour une instane
donnée, nous avons réé p sénarios indépendants, dont les durées d'exéutions suivent des dis-
tributions uniforme, normale, exponentielle ou log-normale de la façon suivante :
 loi uniforme : pij ∼ U(a = (1− α)× pij, b = (1 + α)× pij) ;
 loi normale : pij ∼ N (µ = pij , σ = α× pij) ;
 loi exponentielle : pij ∼ E(a = pij, λ = 1α×pij ) ;
 loi log-normale : pij ∼ log-N (µ = log pij , σ = α× log pij) ;
 lois variables : la loi assoiée aux durées d'exéutions dière sur haune des mahines.
Ainsi, la tendane entrale des lois orrespond toujours à la durée d'exéution déterministe pij de
l'instane onsidérée. Le paramètre α représente le degré de déviation des durées d'exéutions.
Par la suite, nous allons tester deux valeurs : α = 0.10 et α = 0.20, e qui orrespond par exemple
à une déviation de ±10% et ±20%, respetivement, pour une loi uniforme.
4.4.2.3.2 Approhes étudiées. Les algorithmes que nous allons onsidérer lors de nos ex-
périmentations orrespondent aux huit approhes proposées intégrées au sein de l'algorithme
IBEA. En plus, nous allons onsidérer une approhe naïve qui se base sur un seul et unique sé-
nario (le premier sénario onsidéré), notée z1. La taille de l'éhantillon assoié à une solution est
don de 1, et l'algorithme résultant se omporte de la même façon que pour le as déterministe.
En plus, nous onsidérons également l'approhe proposée par Basseur et Zitzler (2006), qui se
base sur une estimation de l'espérane mathématique de la I-valeur assoiée à une solution pour
le as partiulier de l'indiateur Iǫ+.
2. Les jeux de données pour le as déterministe et le as stohastique sont disponibles à l'URL : http://www.
lifl.fr/~liefooga/benhmarks/.
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Table 4.1  Condition d'arrêt : nombre d'évaluations par exéution.
Instane Nombre
d'évaluations
020× 05× 01 500000
020× 05× 02 500000
020× 10× 01 1000000
020× 10× 02 1000000
020× 20× 01 2000000
050× 05× 01 5000000
050× 10× 01 10000000
050× 20× 01 20000000
4.4.2.3.3 Paramètres. Tout d'abord, la ondition d'arrêt que nous allons utiliser se base sur
un nombre d'évaluations maximum. Ainsi, plus la taille de l'éhantillon assoié à une solution est
élevée, moins l'est le nombre d'itérations de l'algorithme, ei dans le but d'évaluer l'importane
de la taille de l'éhantillon sur les performanes des algorithmes.
La taille de la population a été xée à 100 solutions. Les probabilités d'appliation de l'opérateur
de roisement et de l'opérateur de mutation ont été respetivement xées à 0.25 et 1.0.
4.4.2.4 Résultats et disussion
Pour des raisons synthétiques, seuls les résultats dont les lois assoiées aux durées d'exéutions
varient d'une mahine à l'autre seront présentés. En outre, pour les deux protooles onsidérés,
les approhes onernées par la prise en ompte de l'inertitude dans le meilleur des as, le
pire des as, le as moyen et le as meilleur sont respetivement omparées les unes aux autres
par rapport au protoole d'évaluation orrespondant. Par exemple, la omparaison des résultats
obtenus vis-à-vis du veteur objetif moyen se base uniquement sur les approhes zavg et Iavg,
ave pour haune d'elles deux paramétrages diérentes : un éhantillon de 10 veteurs objetifs
par solution, et un éhantillon de 20 veteurs objetifs par solution.
Tout d'abord, par rapport à nos stratégies, l'approhe proposée par Basseur et Zitzler (2006)
se base sur une estimation de l'espérane mathématique de la I-valeur assoiée à une solution.
En pratique, ette estimation s'est avérée très oûteuse en temps de alul, et l'algorithme or-
respondant s'est montré largement plus gourmand que les approhes que nous avons proposées.
Par ailleurs, les performanes qu'elle a obtenues ne rivalisaient généralement pas ave les autres
méthodes, du moins pour les protooles d'évaluation que nous avons utilisés. Mais il est vrai que
les auteurs ont reporté de meilleurs résultats pour des problèmes à trois objetifs dans leur étude
sur des fontions multiobjetif ontinues (Basseur et Zitzler, 2006). Or nous nous sommes pour
l'instant limités à une étude sur le problème de Flowshop à deux objetifs.
Les résultats obtenus selon le protoole d'évaluation des performanes basé sur une évaluation
représentative sont présentés dans les tableaux 4.2, 4.3, 4.4 et 4.5. Et les résultats obtenus selon
le protoole d'évaluation des performanes basé sur les valeurs d'indiateur sont présentés dans
les tableaux 4.6, 4.7, 4.8 et 4.9. Pour haun des as sont respetivement représentés le meilleur
des as, le pire des as, le as moyen, et le as médian.
Une première remarque ruiale que nous pouvons formuler est que les méthodes prenant en
ompte l'inertitude se sont avérées globalement plus performantes que la méthode z1, pour
laquelle un sénario unique est onsidéré, et ei pour la quasi-totalité des instanes. Les seuls
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Table 4.2  Comparaison des algorithmes selon le veteur objetif dans le meilleur des as.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zbest Ibest z1 zbest Ibest z1 zbest Ibest z1 zbest Ibest
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 0 1 3 1 3 0 1 3 1 2 3 0 1 2 3 2 0 0 3 4
020 × 05 × 02 4 0 1 0 2 4 0 0 0 0 4 0 0 1 3 4 0 0 2 3
020 × 10 × 01 1 1 1 0 1 1 1 1 0 1 4 0 2 0 2 3 0 2 0 2
020 × 10 × 02 0 1 1 2 3 0 1 1 1 2 2 0 0 2 2 2 0 0 3 4
020 × 20 × 01 4 1 1 0 1 4 1 1 0 1 1 0 0 0 2 1 0 0 1 3
050 × 05 × 01 0 2 2 1 2 0 2 2 0 2 0 2 1 1 1 0 1 1 1 1
050 × 10 × 01 0 1 4 0 0 0 1 4 0 0 1 0 0 0 0 1 0 1 0 3
050 × 20 × 01 2 3 3 0 0 2 3 3 0 0 0 0 2 1 2 0 1 1 1 3
Table 4.3  Comparaison des algorithmes selon le veteur objetif dans le pire des as.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zworst Iworst z1 zworst Iworst z1 zworst Iworst z1 zworst Iworst
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 4 0 2 0 2 4 0 2 0 2 4 3 0 0 1 4 2 0 0 0
020 × 05 × 02 4 0 0 0 1 4 0 0 0 0 4 1 3 0 1 4 2 3 1 0
020 × 10 × 01 2 0 0 1 3 1 0 0 3 3 3 0 0 2 0 4 1 0 2 0
020 × 10 × 02 4 1 0 0 1 4 1 2 0 0 0 3 2 1 1 0 3 2 0 0
020 × 20 × 01 4 2 1 0 0 4 2 0 0 0 4 2 1 0 1 4 1 1 0 1
050 × 05 × 01 3 0 0 0 1 2 0 0 2 2 3 3 1 2 0 3 3 1 1 0
050 × 10 × 01 4 0 1 0 0 4 0 1 0 0 4 2 3 0 1 4 2 3 0 1
050 × 20 × 01 4 1 0 0 0 4 2 1 1 0 4 3 0 1 0 4 3 0 0 0
Table 4.4  Comparaison des algorithmes selon le veteur objetif dans le as moyen.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zavg Iavg z1 zavg Iavg z1 zavg Iavg z1 zavg Iavg
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 1 0 3 0 3 1 0 3 0 3 4 0 0 0 1 4 0 0 0 2
020 × 05 × 02 3 0 1 2 2 2 0 0 2 2 4 0 0 0 3 4 0 0 0 3
020 × 10 × 01 1 0 1 1 3 1 0 1 3 3 4 0 0 3 2 3 0 0 3 2
020 × 10 × 02 0 0 0 0 2 1 0 0 2 3 0 0 0 0 0 0 0 0 0 0
020 × 20 × 01 4 0 0 0 3 4 0 0 0 3 4 1 0 2 0 4 1 0 1 0
050 × 05 × 01 2 0 0 3 3 1 0 0 3 3 4 0 1 2 3 3 0 1 2 3
050 × 10 × 01 3 0 1 1 3 3 0 1 2 3 4 0 0 3 0 4 0 0 3 2
050 × 20 × 01 4 0 0 2 1 4 0 0 2 2 4 1 0 3 1 4 1 0 1 1
Table 4.5  Comparaison des algorithmes selon le veteur objetif dans le as médian.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zmed Imed z1 zmed Imed z1 zmed Imed z1 zmed Imed
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 0 1 4 0 3 0 0 3 0 3 4 0 1 0 1 4 0 0 0 0
020 × 05 × 02 4 0 2 0 0 4 0 0 0 0 4 0 0 0 0 4 0 1 0 0
020 × 10 × 01 2 0 1 0 2 0 0 1 0 4 4 2 0 2 0 3 1 0 3 0
020 × 10 × 02 1 0 1 0 1 1 0 1 0 1 3 4 0 0 0 3 3 0 0 0
020 × 20 × 01 4 1 1 0 0 4 1 0 0 0 4 1 0 1 0 3 0 0 3 0
050 × 05 × 01 3 0 3 0 0 0 0 0 0 0 4 0 0 1 0 2 0 0 2 2
050 × 10 × 01 4 0 0 0 0 4 0 0 0 0 4 2 2 0 0 4 3 2 0 0
050 × 20 × 01 4 2 0 1 0 3 2 0 1 0 4 0 2 0 0 4 0 2 0 0
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Table 4.6  Comparaison des algorithmes selon la I-valeur dans le meilleur des as.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zbest Ibest z1 zbest Ibest z1 zbest Ibest z1 zbest Ibest
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 0 2 3 1 3 0 1 3 1 3 0 0 2 0 0 0 0 1 0 0
020 × 05 × 02 0 0 1 0 4 3 0 1 0 3 4 0 0 1 3 4 0 0 2 3
020 × 10 × 01 0 1 1 0 2 0 1 1 0 1 1 0 0 2 1 2 0 1 1 2
020 × 10 × 02 0 1 0 3 4 0 1 0 3 4 0 0 0 2 0 0 3 1 0 0
020 × 20 × 01 2 2 0 0 0 2 2 1 0 1 1 0 1 1 1 1 0 0 2 1
050 × 05 × 01 0 3 3 0 2 0 2 2 1 2 0 3 2 0 0 0 3 3 0 0
050 × 10 × 01 1 2 4 0 0 0 1 4 0 0 4 2 2 0 0 3 1 1 0 0
050 × 20 × 01 2 3 3 0 0 2 3 3 0 0 0 1 1 0 1 0 0 1 0 0
Table 4.7  Comparaison des algorithmes selon la I-valeur dans le pire des as.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zworst Iworst z1 zworst Iworst z1 zworst Iworst z1 zworst Iworst
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 4 0 2 0 0 4 0 0 0 0 4 3 1 0 0 4 2 2 0 0
020 × 05 × 02 3 2 2 0 0 2 2 1 0 0 4 2 2 0 1 4 2 2 0 0
020 × 10 × 01 3 0 1 2 2 1 0 0 2 2 3 3 1 1 0 2 2 1 2 0
020 × 10 × 02 2 2 3 0 0 3 0 2 0 0 2 2 2 0 0 2 2 2 0 0
020 × 20 × 01 4 1 1 0 0 4 0 0 0 0 2 2 2 0 0 2 2 2 1 0
050 × 05 × 01 1 0 2 0 2 0 0 0 1 3 3 2 2 0 1 2 2 2 0 0
050 × 10 × 01 4 1 2 0 1 4 0 0 0 2 3 2 2 0 1 4 2 2 0 0
050 × 20 × 01 4 2 2 0 0 4 1 1 1 0 4 2 2 0 0 3 2 2 0 0
Table 4.8  Comparaison des algorithmes selon la I-valeur dans le as moyen.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zavg Iavg z1 zavg Iavg z1 zavg Iavg z1 zavg Iavg
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 2 0 2 0 2 4 0 2 0 2 4 0 0 0 0 4 0 0 0 0
020 × 05 × 02 4 0 0 0 1 4 0 0 2 0 4 2 1 0 0 4 2 1 0 0
020 × 10 × 01 2 0 1 2 2 2 0 0 3 2 4 2 0 3 1 3 1 0 3 1
020 × 10 × 02 2 0 0 0 2 1 0 0 1 2 4 1 2 0 0 4 1 2 0 0
020 × 20 × 01 4 0 0 0 0 4 0 0 0 2 4 3 1 2 0 4 2 1 2 0
050 × 05 × 01 2 0 1 2 3 2 0 0 3 3 4 0 1 1 1 4 0 1 2 2
050 × 10 × 01 4 0 1 1 3 3 0 1 2 3 4 1 1 0 0 4 1 0 0 0
050 × 20 × 01 4 1 0 3 1 4 1 0 3 2 4 3 1 1 0 4 3 1 1 0
Table 4.9  Comparaison des algorithmes selon la I-valeur dans le as médian.
α = 0.10 α = 0.20
I
−
H
Iǫ+ I
−
H
Iǫ+
z1 zmed Imed z1 zmed Imed z1 zmed Imed z1 zmed Imed
10 20 10 20 10 20 10 20 10 20 10 20 10 20 10 20
020 × 05 × 01 1 1 4 0 3 1 0 3 0 3 4 0 2 0 0 4 1 1 0 0
020 × 05 × 02 4 0 0 0 0 3 2 0 2 0 4 0 0 0 0 4 2 0 0 0
020 × 10 × 01 4 0 0 0 2 3 0 0 0 3 4 2 0 3 1 4 1 0 3 1
020 × 10 × 02 2 1 1 0 1 2 0 2 0 1 3 3 0 0 0 3 3 0 0 0
020 × 20 × 01 4 2 2 0 0 4 1 0 0 0 4 3 1 1 0 4 2 0 2 0
050 × 05 × 01 3 0 3 0 1 1 0 1 1 1 4 0 0 2 0 4 0 0 2 0
050 × 10 × 01 4 0 0 0 0 3 0 0 0 0 4 2 2 1 0 4 3 2 1 0
050 × 20 × 01 4 2 0 2 0 3 1 0 3 0 4 1 3 0 0 4 1 2 0 0
156 Optimisation multiobjetif en environnement inertain
as où z1 a obtenu de meilleurs résultats que les autres approhes apparaissent lors de la prise en
ompte du meilleur des as, ei pour les deux protooles d'évaluation des performanes que nous
avons onsidéré. Preuve que les approhes déterministes ne peuvent rivaliser ave les tehniques
stohastiques, même les plus basiques.
Quant au premier protoole d'évaluation, basé sur des évaluations représentatives, les résultats
sont assez variés d'un type de préférene à l'autre, et d'un degré de déviations à l'autre (α).
Nous pouvons tout de même remarquer les très bonnes performanes de l'approhe basée sur
le veteur objetif moyen lors de la onsidération du as moyen. Globalement, pour une faible
inertitude (α = 10), les approhes basées sur les I-valeurs semblent plus performantes, alors
qu'auune onlusion laire ne peut être dégagée pour un taux d'inertitude plus élevé pour e
protoole d'évaluation (le as moyen mis à part).
Conernant le protoole d'évaluation basé sur les I-valeurs, les deux lasses de méthodes se
omportent relativement aussi bien l'une que l'autre en présene d'inertitude limitée (α =
10), même si les approhes basées sur les approhes basées sur un veteur objetif représentatif
semblent légèrement plus performantes. Au ontraire, dès que l'inertitude augmente (α = 20),
il apparaît lairement que les approhes basées sur les I-valeurs sont plus performantes.
Enn, à propos de l'inuene de la taille de l'éhantillon assoié à une solution, il semble que
elle-i soit orrélée au degré d'inertitude onsidéré. En eet, dans bien des as, pour une même
approhe de résolution, un éhantillon de taille 10 s'avère généralement plus eae pour un
degré de déviation de 10%, alors qu'un éhantillon de taille 20 est plus eae pour un degré de
déviation de 20%.
Conlusion
Ce hapitre traite de la modélisation et de la résolution de problèmes d'optimisation multiobjetif
en environnement inertain. L'intérêt de la dénition, de l'étude et de la résolution de e type de
problème a été exposé, aussi bien d'un point de vue aadémique que d'un point de vue pratique et
industriel. En eet, nous avons soutenu que bien des problèmes réalistes impliquaient une ertaine
forme d'inertitude. Cette inertitude peut provenir de diérentes soures, omme des fontions
objetif en elles-mêmes, des variables de déision ou des paramètres environnementaux. Aussi,
ave un eort raisonnable, les métaheuristiques peuvent être eaement appliquées à la résolu-
tion de tels problèmes, et ei pour des problèmes dont les formulations stohastiques sont très
diérentes les unes des autres. Les ontributions majeures de e hapitre sont résumées i-dessous.
Classiation. Un point omplet des métaheuristiques proposées jusqu'ii pour la résolution
de problèmes d'optimisation multiobjetif stohastiques a été réalisé. Dès lors que la prise en
ompte de l'inertitude se base sur un éhantillonnage, nous avons armé que la omparaison
de solutions deux à deux se traduisait par la omparaison d'ensembles de veteurs objetif.
Aussi, un travail d'abstration à propos de la oneption de telles méthodes, et une lassi-
ation des approhes existantes, basée sur le hoix et l'exploitation de valeurs représentatives,
ont été proposés.
Nouvelles approhes métaheuristiques. Nous avons également proposé de nouvelles ap-
prohes méthodologiques dédiées à la résolution très générale de problèmes d'optimisation
multiobjetif sous inertitude. Celles-i se basent sur l'ajout d'un niveau supplémentaire au
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sein des stratégies d'aetation des valeurs de tness basées sur un indiateur binaire de qua-
lité. Elles étendent don l'approhe proposée par Zitzler et Künzli (2004) au as stohastique
en interprétant de diverses façons le degré d'aversion à l'inertitude du déideur ou du prati-
ien. Pour ela, elles se basent sur la prise en ompte du meilleur des as, du pire des as, du
as moyen et du as médian.
Évaluation des performanes. Nous avons ensuite disuté de la question de l'évaluation des
performanes dans le adre de l'optimisation multiobjetif en environnement inertain. Nous
avons vu que ette notion, qui n'est déjà pas une tâhe faile dans le as déterministe, était
enore plus déliate pour le as stohastique. Nous avons fourni divers éléments de réponse,
orrespondant là enore à diérents degrés de onservatisme quant à l'inertitude.
Résolution du problème de Flowshop à durées d'exéutions stohastiques. Une formu-
lation stohastique du problème de Flowshop a pour la première fois été onsidérée dans un
ontexte multiobjetif. Suite à une étude des diérentes soures d'inertitude possibles, nous
avons retenu les durées d'exéutions que nous avons modélisées à l'aide de variables aléatoires.
En e sens, diérents jeux de données ont d'abord été proposés. Puis, nous avons appliqué et
expérimenté les méthodologies proposées dans e hapitre, aussi bien en termes de méthodes
de résolution que d'évaluation des performanes, à e problème de Flowshop stohastique. Les
expérimentations ont révélé que la prise en ompte de l'inertitude se montrait indispensable
pour obtenir un ensemble de solutions robustes aux paramètres environnementaux inertains.
Bien qu'enore relativement naissant dans le adre de l'optimisation multiobjetif, la prise en
ompte de l'inertitude dans la formulation du problème et dans les approhes de résolution
métaheuristiques onnaît un intérêt grandissant, de par son importane pratique inontestable.
Dans e hapitre, nous espérons avoir soulevé l'intérêt de e domaine de reherhe, ainsi que
ses réperussions engendrées sur les méthodologies de résolution, en partiulier pour les méta-
heuristiques. Nous pensons en eet que es dernières ont indéniablement un rle à jouer pour
la résolution de tels problèmes, même si beauoup de questions fondamentales restent enore
ouvertes.
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Les travaux présentés dans e mémoire de thèse traitent de la oneption, de l'implémentation et
de l'analyse expérimentale d'approhes métaheuristiques pour l'optimisation multiobjetif. En
partiulier, l'intérêt des approhes oopératives et de la prise en ompte de l'inertitude a été
montré dans le adre de problématiques liées à la logistique. Le but de ette dernière partie est de
synthétiser tout d'abord les prinipales ontributions que nous avons exposées, puis de disuter
de plusieurs diretions ouvertes pour de futurs travaux de reherhe.
Synthèse des ontributions
Métaheuristiques. Au ours de la première partie, nous avons proposé une vue uniée de
la oneption de métaheuristiques pour l'optimisation multiobjetif. Nous avons identié les
onepts ommuns partagés par un grand nombre d'approhes, en délimitant les omposants
spéiques au problème traité de la partie invariante impliquée dans ette lasse de méthodes de
résolution. Nous avons montré qu'en plus des omposants lassiques des métaheuristiques pour
l'optimisation monoobjetif, les métaheuristiques pour l'optimisation multiobjetif reposent sur
trois omposants de reherhe prinipaux qui leurs sont propres : l'aetation des valeurs de t-
ness, la préservation de la diversité, et l'élitisme. Partant de ette uniation, nous nous sommes
partiulièrement intéressés à deux méthodologies (les algorithmes évolutionnaires et les algo-
rithmes de reherhe loale), pour lesquels nous avons proposé des modèles de oneption. Nous
avons illustré leur robustesse et leur abilité en traitant un ertain nombre d'algorithmes las-
siques omme de simples instanes. Ces modèles nous ont d'ailleurs permis de développer de
nouvelles métaheuristiques pour l'optimisation multiobjetif, à savoir un algorithme évolution-
naire élitiste (SEEA), et diverses stratégies de reherhe loale basées sur une relation de domi-
nane (méthodes DMLS). Ces dernières présentent une alternative intéressante aux algorithmes
évolutionnaires, présents en très grand nombre au sein de la littérature.
Cette étude approfondie à propos de la oneption de métaheuristiques pour l'optimisation mul-
tiobjetif a débouhé sur la proposition d'une plateforme logiielle dédiée à l'implémentation de
tels algorithmes : ParadisEO-MOEO. Celle-i met à disposition les omposants de reherhe les
plus répandus de l'optimisation multiobjetif. Elle fournit un haut degré de exibilité et de poly-
valene, puisque le pratiien, le herheur ou le déideur peuvent aisément modier ou ajouter de
nouveaux omposants, et aussi résoudre de nouveaux problèmes. De plus, les métaheuristiques
les plus populaires (par exemple NSGA-II, SPEA2, IBEA ou PLS) sont disponibles au sein de la
plateforme ; leur oneption et leur ode sont don diretement réutilisables. Une telle plateforme
permet de s'abstraire de l'implémentation parfois omplexe des méanismes de résolution, et de
se onentrer sur les aspets spéiques au problème étudié. L'utilisation de ParadisEO permet
par ailleurs de réutiliser les omposants de reherhe développés pour un problème monoobjetif,
mais également d'implémenter, de façon inrémentale, des métaheuristiques hybrides et paral-
lèles pour l'optimisation multiobjetif. Cei fait de ParadisEO-MOEO une plateforme logiielle
unique, pour grande part responsable du suès de ParadisEO
3
.
3. Depuis près de 3 ans que la ParadisEO est hébergée sur le site http://paradiseo.gforge.inria.fr, plus
de 9000 téléhargements et plus de 200 utilisateurs abonnés à sa liste de diusion ont été omptabilisés.
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Enn, nous avons analysé expérimentalement les performanes de plusieurs métaheuristiques
appliquées à la résolution de deux problèmes d'optimisation ombinatoire que nous avons étudiés
tout au long de e manusrit, les problèmes aadémiques de Flowshop et de Ring-Star. Ces deux
problèmes illustrent bien e que l'on peut typiquement trouver dans l'industrie en optimisation
multiobjetif. Premièrement, ette analyse expérimentale nous a permis de mettre en évidene
plusieurs lignes diretries utiles à propos du hoix des prinipaux omposants de reherhe
des algorithmes DMLS. Deuxièmement, nous avons pu résoudre le problème de Ring-Star, pour
la première fois omme un problème d'optimisation multiobjetif ; problème pour lequel nos
métaheuristiques ont obtenu des résultats enourageants vis-à-vis des méthodes exates existantes
pour le problème de Ring-Star monoobjetif.
Métaheuristiques oopératives. En seond lieu, nous nous sommes intéressés à l'élaboration
de métaheuristiques hybrides pour l'optimisation multiobjetif. Dans e ontexte, nous avons tout
d'abord reensé les diérents types de oopération renontrés dans la littérature, en partiulier
dans le adre de l'optimisation multiobjetif. Deux nouvelles approhes oopératives, hybridant
toutes deux des métaheuristiques de haut niveau, ont ensuite été proposées.
La première approhe oopérative se base sur une hybridation en mode relais, où un algorithme
évolutionnaire et un algorithme de reherhe loale sont exéutés séquentiellement. L'originalité
de e shéma d'hybridation réside dans le fait que les étapes de transition d'une méthode à l'autre
sont répétées à plusieurs reprises, au ontraire des hybridations existantes qui se ontentent gé-
néralement de les exéuter l'une à la suite de l'autre, avant de stopper purement et simplement
le proessus de reherhe. Une autre partiularité est qu'auune tehnique d'agrégation des dié-
rentes fontions objetif n'est ii onsidérée lors de la phase de reherhe loale. Par ailleurs, deux
variantes de e même modèle de oopération ont été développées. La première opère, à haque
étape de l'algorithme prinipal, une transition systématique depuis l'algorithme évolutionnaire
vers l'algorithme de reherhe loale. Au sein de la deuxième variante, ette même transition a
lieu de façon adaptative, uniquement si une ondition liée à la onvergene de l'algorithme est
vériée. Au ours de nos expérimentations, nous avons montré l'intérêt de e type d'hybridation,
même si la ondition de transition adaptative ne s'est pas révélée plus performante que l'approhe
plus naïve, probablement en raison du temps de alul plus élevé qu'elle néessite.
Le deuxième modèle d'hybridation proposé repose sur une division uniforme de l'espae objetif
à l'aide de points de référene multiples. Un nombre d'algorithmes évolutionnaires équivalent au
nombre de points de référene dénis est alors exéuté en parallèle. Chaun d'entre eux a pour
but de trouver un sous-ensemble de solutions non-dominées, délimité par le point de référene
qui lui est assoié, et don par la sous-région de l'espae objetif qui lui est impartie. Aussi,
ette phase se prête naturellement aux aluls parallèles. Les résultats sont nalement ombinés
les uns aux autres an de former une approximation omplète de l'ensemble Pareto optimal.
Les expérimentations ont été menées dans un environnement de alul distribué, et ont révélé
un omportement signiativement plus performant qu'un ensemble de métaheuristiques non
hybrides et séquentielles équivalentes.
Métaheuristiques en environnement inertain. Pour nir, nous avons vu que beauoup
de problèmes d'optimisation sont aratérisés par la présene d'inertitude. Cette inertitude
peut provenir de diérentes soures, omme des fontions objetif en elles-mêmes, des variables
de déision ou des paramètres environnementaux. Or, même si l'optimisation sous inertitude
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est raisonnablement étudiée dans le as monoobjetif, e domaine de reherhe est très limité en
multiobjetif. L'état de l'art et la lassiation des approhes que nous avons réalisés sur le sujet
montrent que, bien que limité pour le moment, l'intérêt grandissant porté à e type de problème
est de plus en plus signiatif.
Dès que nous traitons l'inertitude à l'aide d'un éhantillonnage, nous avons mis en avant que
le onept de base se traduisait par la omparaison d'ensembles, depuis l'espae déisionnel vers
l'espae objetif. Pour ela, diérentes approhes de résolution ont été proposées. Un ertain
nombre d'entre elles se basent sur la transformation de l'ensemble de veteurs objetif assoié à
une solution en un point unique. D'autres opèrent ette transformation à un niveau plus n, ei
au sein d'une stratégie d'aetation des valeurs de tness basée sur un indiateur de qualité. Pour
haune de es deux lasses, diverses tehniques proposent de prendre position en fontion du
meilleur des as, du pire des as, du as moyen et du as médian. Par ailleurs, nous avons disuté
de la question essentielle liée à l'évaluation des performanes dans le adre de l'optimisation
multiobjetif en environnement inertain. Ce n'est déjà pas une tâhe faile en optimisation
multiobjetif lassique, et il n'existe pas enore de solutions probantes dans le as inertain.
Nous avons tenté de fournir quelques éléments de réponse, même si un eort reste à fournir
dans e domaine. Enn, tous les onepts et méthodologies introduits pour la prise en ompte
de l'inertitude en optimisation multiobjetif ont été illustrés et mis en pratique sur le problème
de Flowshop multiobjetif à durées d'exéutions stohastiques. Les expérimentations que nous
avons menées ont montré qu'il s'avérait indispensable de tenir ompte de l'inertitude au sein
des méanismes de résolution an de traiter au mieux de problèmes pour lesquels les paramètres
environnementaux sont stohastiques.
Perspetives
Bien évidemment, le travail présenté au sein de e manusrit de thèse ne se veut pas dénitif.
Nous espérons qu'il a permis de soulever beauoup de perspetives ouvertes à investigation.
Quelques idées et orientations possibles pour de futures reherhes sont mentionnées i-dessous.
Appliations à d'autres problèmes d'optimisation. Tout d'abord, bien que l'ensemble des
onepts et des prinipes introduits dans ette thèse soit potentiellement appliable à tout type
de problème d'optimisation multiobjetif, il semble indéniable qu'ils se doivent d'être appliqués
et expérimentés sur d'autres problèmes. Cei permettrait de valider davantage les approhes
proposées. Pour ela, il pourrait notamment se montrer intéressant de onsidérer des problèmes
à plus de deux ou trois fontions objetif, auxquels nous nous sommes restreints jusqu'ii. Il
pourrait par ailleurs être envisagé de traiter des appliations plus onrètes, issues du monde
réel. Ce type de problème est souvent plus diile à résoudre que les problèmes aadémiques,
du fait de la taille de leurs données, de leurs nombreuses ontraintes, et du temps de alul
fréquemment limité qui est imparti aux méthodes employées pour leur résolution.
Problème de Ring-Star. Conernant le problème de Ring-Star, une première extension serait
d'étendre la formulation du problème biobjetif proposée en une formulation à trois objetifs. En
eet, omme l'ont proposé Beasley et Nasimento (1996), et plus tard Vogt et al. (2007) dans le
adre d'un problème monobjetif, les n÷uds non visités pourraient soit être aetés au yle, soit
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être isolés ; auquel as la fontion objetif additionnelle onernerait la minimisation du nombre
de n÷uds isolés.
Par ailleurs, bien que les approhes que nous ayons proposées pour la résolution du problème de
Ring-Star soient déjà prometteuses, plusieurs axes de reherhe restent ouverts. Tout d'abord,
nous pensons qu'il est possible d'améliorer la stratégie d'initialisation de la population utilisée
au sein de haune des métaheuristiques proposées. Deuxièmement, nous avons souligné que
l'opérateur de roisement que nous avons adopté avait tendane à briser la struture du yle des
individus Parent hez les individus Enfant. Ainsi, omme l'ont proposé Renaud et al. (2004), nous
pourrions employer une heuristique, voire une méthode exate, dédiée à la résolution du problème
du voyageur de ommere (TSP) an d'améliorer le oût de l'anneau des solutions générées. Au
vu de la littérature abondante onernant la résolution du TSP, il existe très ertainement des
méthodes de résolution très performantes qui pourraient nous aider à améliorer nos méthodes.
Enn, étant donné le nombre d'opérateurs de mutation intervenant au sein des algorithmes
évolutionnaires, il serait intéressant de déterminer des taux appropriés pour haun d'entre eux
de façon adaptative, omme déni par Basseur (2005). Ces deux derniers points pourraient
très largement améliorer l'eaité des algorithmes évolutionnaires, et seraient don également
bénéques pour les méthodes oopératives.
Au sein d'une étude préliminaire menée sur le sujet (Liefooghe et al., 2008), nous avons déjà
abordé les questions de l'initialisation de la population, et de l'intégration d'une heuristique mo-
noobjetif élaborée pour le TSP, la méthode GENIUS (Gendreau et al., 1992). Les expérimenta-
tions montrent que l'utilisation de e shéma d'hybridation permet une amélioration signiative
des ensembles de solutions non-dominées, en partiulier vis-à-vis de la fontion objetif relative
au oût de l'anneau.
Uniation de métaheuristiques pour l'optimisation multiobjetif. Conernant la vue
uniée de métaheuristiques pour l'optimisation multiobjetif, nous nous sommes pour l'instant
limités à une étude approfondie de deux sous-lasses de méthodologies : les algorithmes évolu-
tionnaires et les algorithmes de reherhe loale. Néanmoins, nous sommes ertains qu'un grand
nombre de omposants impliqués au sein des modèles de oneption présentés sont partagés par
d'autres métaheuristiques. Par la suite, nous prévoyons de généraliser le modèle d'uniation
proposé à d'autres approhes existantes. Ainsi, les algorithmes par essaims partiulaires ou les
algorithmes de Satter Searh (Talbi, 2009), qui semblent bien adaptés à l'optimisation multiob-
jetif, pourraient se montrer intéressants à approfondir dans le but d'étudier leur modularité et
leur apaité à fournir un modèle de oneption exible.
ParadisEO-MOEO. En lien ave le point préédent, il est ertain que l'addition de nouvelles
métaheuristiques serait un plus pour la popularité et le développement de ParadisEO-MOEO.
Pourtant, plutt que de multiplier les propositions méthodologiques, il serait dans un premier
temps néessaire d'approfondir les notions déjà existantes au sein de la plateforme. Ainsi, plu-
sieurs algorithmes évolutionnaires populaires, et leurs méanismes partiuliers déoupés nement,
seront bientt intégrés. Nous pensons en partiulier aux algorithmes PESA (Corne et al., 2000),
ǫ-MOEA (Deb et al., 2005a), ou enore à diérentes approhes basées sur l'indiateur hypervo-
lume (Emmerih et al., 2005; Beume et al., 2007; Bader et Zitzler, 2008). De surroît, un eort
reste à fournir onernant la failité d'utilisation des méthodes hybrides et parallèles dédiées à
l'optimisation multiobjetif. Nous pensons ensuite qu'il pourrait se montrer protable d'élaborer
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des stratégies d'arhivage rapides des solutions non-dominées trouvées en ours de reherhe par
les métaheuristiques. En eet, lors de nos diverses expérimentations, il s'est avéré que les étapes
de mise à jour de l'arhive étaient bien souvent les phases les plus oûteuses de la méthode
de résolution. Plusieurs travaux traitent déjà de e sujet (Mostaghim et al., 2002; Fieldsend
et al., 2003), mais nous pensons que des avanées restent à aomplir dans e domaine alliant
oneption et implémentation. À l'heure atuelle, nous travaillons sur l'adaptation de méthodes
lassiques de la programmation mathématique au sein d'approhes métaheuristiques. Ce type
de stratégie onsiste à réduire, à l'aide d'approhes salaires, le problème d'optimisation mul-
tiobjetif à l'étude en un problème monoobjetif. Elles pourraient se montrer utiles à la prise
en ompte des préférenes du déideur, mais également à la reherhe de l'ensemble de solutions
supportées par le biais de multiples salarisations, méthodes qui se prêtent naturellement au al-
ul parallèle. Enn, nous envisageons de fournir des implémentations de omposants dépendants
du problème pour des appliations lassiques de l'optimisation multiobjetif, en partiulier des
problèmes ombinatoires. Ceux-i seront présentés sous forme de ontribution sur le site web de
ParadisEO.
Algorithme évolutionnaire SEEA. Lors de nos expérimentations sur le problème de Ring-
Star, nous avons mis en avant qu'un algorithme évolutionnaire aussi élémentaire que l'algorithme
SEEA, proposé au sein de ette thèse, représentait une alternative intéressante aux algorithmes
évolutionnaires lassiques de la littérature. Du moins lorsqu'un temps de alul relativement
limité est disponible. À l'avenir, nous envisageons de traiter d'autres problèmes ombinatoires à
l'aide de ette métaheuristique an de vérier si nos observations restent valables, en partiulier
pour des problèmes où plus de deux fontions objetif sont impliquées. Pour des temps de alul
plus élevés, nous pensons néanmoins que SEEA pourrait permettre de trouver une première
approximation de l'ensemble Pareto optimal, qui servirait ensuite à initialiser la population de
départ d'une méthode un peu plus omplexe. Pour nir, nous prévoyons d'étudier une version
de l'algorithme où la taille de la population réée à haque itération serait déterminée de façon
adaptative, en fontion du nombre d'éléments ontenus dans l'arhive ourante.
Algorithmes de reherhe loale DMLS. Des expérimentations supplémentaires sont né-
essaires pour analyser l'inuene d'autres omposants de reherhe, intervenants au sein du
modèle DMLS, sur le omportement global de la méthode de résolution. Il pourrait en outre se
montrer intéressant d'analyser l'inuene de es omposants en fontion du paysage du problème
étudié, en partiulier les aratéristiques liées à la question de onnexité entre les solutions Pareto
optimales (Ehrgott et Klamroth, 1997).
De façon générale, nous pensons que ertaines stratégies du modèle DMLS peuvent onstituer
des méthodes de résolution attratives onernant l'optimisation multiobjetif ombinatoire. En
plus de leur relative simpliité de oneption et d'implémentation, les algorithmes DMLS re-
quièrent généralement très peu de paramètres. C'est la raison pour laquelle la performane de
es méthodes se doit d'être omparée aux algorithmes évolutionnaires, qui sont souvent onsi-
dérés omme la référene du domaine, mais qui néessitent pourtant un plus grand nombre de
paramètres. Enn, des variantes plus évoluées du modèle DMLS, basées sur la reherhe tabou
ou sur le reuit simulé (Talbi, 2009), pourraient également être étudiées. Il en va de même pour
des versions parallèles, distribuées et hybrides. D'après les étude menées par Lust et Teghem
(2009) ainsi que Paquete et Stützle (2009) sur le TSP biobjetif, il semble partiulièrement avan-
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tageux d'hybrider des méthodes de type DMLS ave des méthodes salaires, pour lesquelles des
algorithmes monoobjetif lassiques, exats ou heuristiques, sont diretement appliables.
Métaheuristiques oopératives. La ombinaison de métaheuristiques fournit généralement
des algorithmes de reherhe de haute performane pour de nombreuses lasses de problèmes aa-
démiques et industriels. Bien que e type d'approhe soit de plus en plus présent dans le adre
de l'optimisation multiobjetif, nous pensons que de nombreux shémas de oopérations restent
enore à explorer, notamment en hybridant des métaheuristiques à l'aide méthodes exates (Bas-
seur et al., 2004). Néanmoins, la multipliation de méanismes évolués a tendane à omplexier
la démarhe de oneption et à augmenter signiativement le nombre de paramètres, dont le
réglage s'avère souvent déliat. En e sens, une perspetive intéressante serait de dénir adapti-
vement les méanismes de oopération an de séletionner dynamiquement la méthode la plus
adaptée selon tel ou tel ritère de onvergene, ou de diversité. Ce type de oopération est en
partie réalisé au sein de l'approhe auto-adaptative ACS (adaptive ooperative searh), mais
néessite d'être généralisée.
Approhe parallèle et oopérative basées sur des points de référene multiples. Nous
pensons que l'approhe parallèle et oopérative basée sur le partitionnement de l'espae objetif
à l'aide de points de référene multiples peut susiter de nombreuses orientations pour de futurs
travaux. Outre les perspetives déjà mentionnées onernant l'analyse statistique du fateur
d'aélération ( speed-up ) dû à la parallélisation, il pourrait se montrer intéressant d'étudier
le déplaement dynamique des points de référene. En eet, une des questions importantes serait
de dénir es points de référene pour qu'il n'y ait pas de hevauhement entre les diérentes
sous-régions de alul. Pour ela, il faudrait pouvoir mesurer le hevauhement entre les diérents
points de référene, et aussi prendre en ompte la forme approximée du front Pareto lors de la
mise à jour des points de référene. Par ailleurs, haque spéiation de la famille d'ahievement
salarizing funtions prend en paramètre un point de référene unique, et un veteur de poids
assoié à haque objetif. Ce deuxième aspet permettrait de onevoir un algorithme parallèle
basé sur un même point de référene et sur diérents veteurs de pondération, et dénirait don
un deuxième niveau de parallélisme. Il se montre également utile d'expérimenter ette approhe
sur des problèmes à plus de deux fontions objetif. Nous pensons en partiulier qu'elle pourrait se
montrer performante sur des problèmes où un grand nombre d'objetifs sont onsidérés (many-
objetive optimization), pour lesquels les métaheuristiques basées sur la dominane Pareto ne
semblent pas très performantes en raison du nombre élevé de solutions non-dominées (Wagner
et al., 2007). Enn, une version interative, où le déideur pourrait simultanément spéier
plusieurs points de référene, et don plusieurs régions d'intérêts, semble également envisageable.
Optimisation multiobjetif en environnement inertain. Nous l'avons déjà mentionné,
le domaine de l'optimisation multiobjetif en environnement inertain n'en est qu'à ses balbutie-
ments. Ainsi, de nombreuses questions restent ouvertes onernant la modélisation, la résolution
et l'analyse des performanes. En eet, de nombreuses appliations requièrent la prise en ompte
d'inertitude dans le adre de l'optimisation multiobjetif, autant en ordonnanement (durées
d'exéutions, variations des dates dues) que dans les transports (présene inertaine de lients,
temps de trajet ou demandes stohastiques) ou enore dans les nanes, où la gestion de porte-
feuille est sujette à un haut risque, et implique des enjeux naniers élevés. Dans e ontexte,
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nous avons souligné que les métaheuristiques semblent être un hoix pertinent pour lequel, ave
un eort relatif, il nous est possible de résoudre des problèmes inertains dont les formulations
stohastiques sont très variées.
En outre, lors de nos expérimentations, nous avons pu onstater que la prise en ompte de l'iner-
titude s'avérait très oûteuse en temps de alul, du fait de l'évaluation multiple des solutions et
de l'augmentation de la ardinalité des ensembles à omparer. Aussi, nous pensons que le alul
parallèle a indéniablement un rle à jouer pour la résolution de tels problèmes, en partiulier
pour les appliations réelles où l'étape d'évaluation requiert déjà en elle-même d'importantes
ressoures alulatoires. Par exemple, un modèle de parallélisation immédiat, qui pourrait être
réalisé à ourt terme, serait de distribuer le alul des diérentes évaluations à exéuter pour
haune des solutions.
Métaheuristiques pour l'optimisation multiobjetif interative. Au ours des vingt
dernières années, de nombreuses avanées fondamentales, algorithmiques et appliatives ont été
réalisées an de trouver une bonne approximation de l'ensemble Pareto optimal à l'aide de méta-
heuristiques, et en partiulier d'algorithmes évolutionnaires. La ommunauté EMO (evolutionary
multiobjetive optimization) est toujours très ative, et en perpétuelle roissane. Or, e domaine
de reherhe a oulté tout un pan du proessus de l'optimisation multiobjetif. La résolution
d'un problème d'optimisation multiobjetif onsiste en eet à trouver la solution Pareto optimale
qui répond le mieux aux préférenes du déideur, e qui s'avère don prinipalement être une
question de prise de déision. Il est vrai qu'avoir une bonne approximation de l'ensemble Pareto
optimal à disposition fournit une information apitale aux yeux du déideur. Cei étant, ette
étape doit reprendre plae au sein d'un proessus plus général de prise de déision, et d'artiula-
tion des préférenes. Ainsi, la ommunauté EMO renouera ave le domaine de la prise de déision
multiritère (MCDM), hamps de reherhe bien établi et plein d'expérienes. L'inorporation
des préférenes du déideur dans le proessus de résolution résume l'une des ativités prinipales
de la ommunauté MCDM. Certaines méthodes visent à atteindre une solution qui répond aux
préférenes du déideur, alors que d'autres visent à progressivement obtenir des informations
préférentielles auprès du déideur an de onverger vers des solutions privilégiées. Pourtant, jus-
qu'ii, très peu d'études ont fait état de l'inorporation des préférenes du déideur au sein de
métaheuristiques pour l'optimisation multiobjetif.
Réemment, plusieurs approhes ombinant les idées provenant des deux ommunautés EMO
et MCDM ont fait leur apparition ; voir par exemple le livre édité par Branke et al. (2008).
L'algorithme que nous avons utilisé au sein de l'approhe à points de référene multiples en est
une bonne illustration (Thiele et al., 2009). Une telle métaheuristique vise à obtenir un ensemble
de solutions alternatives dont la projetion dans l'espae objetif se situe aux alentours d'un point
de référene donné par le déideur ; d'autres méthodes similaires ont également été proposées dans
le même ontexte (Molina et al., 2009). Aussi, au sein de métaheuristiques pour l'optimisation
multiobjetif interative, le déideur spéie ses préférenes progressivement durant le proessus
de reherhe. La question ruiale onerne alors le type d'information éhangée entre le déideur
et la métaheuristique. Ces méthodes hybrides entre EMO et MCDM possèdent de nombreux
avantages en relation ave l'eaité des méthodes en termes de temps de alul, et ave le
respet des hoix du déideur. Nous pensons que l'augmentation de es études va permettre
d'aroître la oopération entre les herheurs en informatique et en MCDM, et de tirer parti
des avanées dans es deux domaines au ours des années à venir.
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Annexe
Implémentation de métaheuristiques pour l'optimisation multiob-
jetif sous ParadisEO-MOEO
Dans ette annexe, une desription détaillée des lasses de base fournies dans la plateforme
ParadisEO
4
pour résoudre un problème d'optimisation multiobjetif est donnée.
Puisque l'implémentation d'une métaheuristique pour l'optimisation multiobjetif ne dière de
elle d'une métaheuristique pour l'optimisation mono-objetif que pour un ertain nombre de
points, ertains omposants de ParadisEO-EO et de ParadisEO-MO sont diretement réuti-
lisables. Par onséquent, notez que, dans le texte qui suit, le nom de toutes les lasses de
ParadisEO-EO est préxé par eo, elui des lasses de ParadisEO-MO est préxé par mo, alors que
les lasses de ParadisEO-MOEO est préxé par moeo. ParadisEO est une plateforme orientée-
objet, ses omposants seront don spéiés selon le standard UML
5
. Ainsi, les diagrammes UML
prinipaux sont présentés. Le diagramme d'héritage omplet ainsi que la doumentation des
lasses et de nombreux exemples d'utilisation sont disponibles sur le site de ParadisEO. En
outre, une grande partie des omposants de ParadisEO sont fondés sur la notion de Template.
Ce onept et de nombreuses fontionnalités onnexes sont proposés par le langage de pro-
grammation C++ et permet de manipuler des lasses génériques, de telle sorte qu'elles peuvent
fontionner ave des types de donnée diérents sans avoir à être ré-implémentées pour haun
d'entre eux.
Par la suite, nous allons présenter à la fois les omposants dépendants et indépendants du pro-
blème à résoudre. Ainsi, les omposants spéiques au problème (représentation, évaluation, ini-
tialisation, variation, et voisinage) et les omposants génériques ommuns (relation de dominane,
aetation des valeurs de tness, aetation des valeurs de diversité, gestion de l'arhive, ondi-
tion d'arrêt et outils statistiques) sont suivis par les omposants génériques liés aux algorithmes
évolutionnaires (séletion, remplaement) et les omposants génériques liés aux algorithmes de
reherhe loale (séletion de l'ensemble ourant, exploration du voisinage).
Composants spéiques au problème
Ii sont présentés les omposants spéiques à la résolution d'un problème partiulier. Ainsi,
une présentation des omposants inévitables de représentation, d'évaluation et d'initialisation
sont suivis par une présentation des omposants de variation à implémenter pour les algorithmes
évolutionnaires, et par une présentation des omposants de voisinage à implémenter pour les
algorithmes de reherhe loale.
Représentation. Une solution doit à la fois être représentée dans les espaes déisionnel et
objetif. Bien que la représentation dans l'espae objetif puisse être onsidérée omme indépen-
dante du problème, la représentation dans l'espae de déision doit être pertinente vis-à-vis du
problème abordé.
4. http://paradiseo.gforge.inria.fr.
5. OMG Unied Modeling Language Speiation.
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Fig. 4.11  Diagramme UML pour la représenta-
tion d'une solution dans l'espae objetif.
Fig. 4.12  Diagramme UML pour la représenta-
tion omplète d'une solution.
Sous ParadisEO-MOEO, l'implémentation d'une représentation est probablement l'étape la plus
oûteuse parmi tous les omposants néessaires à la résolution du problème souhaité. Celle-i
se déompose en trois étapes. Tout d'abord, il est néessaire de dénir le nombre de fontions
objetif souhaité et, pour haune d'elle, si elle est à minimiser ou à maximiser. Cei peut être
réalisé à l'aide la lasse statique moeoObjetiveVetorTraits.
Dans un seond temps, une lasse héritant de moeoObjetiveVetor doit être réée pour la re-
présentation d'un veteur objetif, omme illustré sur la gure 4.11. Étant donné qu'une majorité
des problèmes d'optimisation multiobjetif traitent de valeurs réelles, une lasse de modélisation
de veteurs objetif réels est également proposée (moeoRealObjetiveVetor), et peut don être
utilisée pour tout problème sans perte de généralité.
Enn, la lasse à implémenter pour la représentation globale d'une solution dans ParadisEO-
MOEO doit étendre la lasse MOEO. Cette modélisation tend à être appliable pour n'importe
quel type de problème et a pour but d'être la plus générale possible. Néanmoins, ParadisEO-
MOEO prévoit également des lasses diretement instantiables pour un nombre de représenta-
tions standard. En partiulier, des implémentations basées sur des veteurs de bits, d'entiers
ou de réels sont proposées, et peuvent don être diretement utilisées au sein d'une appliation
onçue sous ParadisEO-MOEO. Ces lasses sont résumées sur la gure 4.12.
Par ailleurs, notez que la gestion d'une population est réalisée à l'aide d'un objet de type eoPop,
et peut don être vu omme un veteur dont les éléments sont de type MOEO.
Évaluation. La façon d'évaluer une solution dans l'espae objetif doit être assurée par un
élément héritant de la lasse abstraite eoEvalFun, dont une illustration est donnée sur la -
gure 4.13. Il a pour but essentiel de xer les valeurs objetif d'un objet de type MOEO. Notez
que des implémentations fournies permettent par exemple de transformer une fontion spéique
utilisant des pointeurs d'objet (eoEvalFunPtr), ou enore une fontion implémentée à l'exté-
rieure de ParadisEO telle qu'une fontion  boîte-noire  (eoExternalEvalFun). Enn, la lasse
eoEvalFunCounter permet de sauvegarder le nombre d'évaluations eetuées par une fontioèn
d'évaluation passée en paramètre, ei an de pouvoir dénir le ritère d'arrêt omme un nombre
maximum d'évaluations ou de simples ns statistiques.
En règle générale, pour des problèmes d'optimisation réels, l'évaluation d'une solution dans l'es-
pae objetif est de loin l'étape la plus oûteuse en temps de alul de l'approhe métaheuristique
hoisie. Une façon de surmonter e problème est l'utilisation de modèles parallèles et distribués.
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Fig. 4.13  Diagramme UML pour l'évaluation Fig. 4.14  Diagramme UML pour l'initialisation
L'implémentation d'une évaluation parallèle est largement simpliée dans le adre de ParadisEO
grâe au module ParadisEO-PEO, où l'évaluation parallèle de la population peut par exemple
se dénir de façon transparente par simple instaniation.
Initialisation. An d'initialiser une solution ou une population de solutions, une stratégie
d'initialisation, dépendante de la représentation hoisie doit hériter de la lasse eoInit. Plu-
sieurs tehniques d'initialisation existent déjà dans beauoup de bibliothèques standards pour
des représentations lassiques, e qui est également le as ave ParadisEO. Mais ertaines si-
tuations exigent une implémentation spéique ou une ombinaison de plusieurs opérateurs. Tel
qu'indiqué sur la gure 4.14, la plateforme ore une gamme de stratégies d'initialisation héritant
toutes de eoInit, ainsi que d'une façon ommode de les ombiner à l'aide d'un objet de type
eoCombinedInit.
Variation. Les opérateurs de variation doivent tous dériver de la lasse de base eoOp (Fig. 4.15).
Quatre lasses abstraites héritent de eoOp, à savoir eoMonOp pour les opérateurs de mutation,
eoBinOp et eoQuadOp pour les opérateurs de roisement binaires et quadratiques, et eoGenOp pour
les autres types d'opérateur plus généraux. Un ensemble d'opérateurs de même arité peuvent éga-
lement être failement ombinés proportionnellement à des poids respetifs. Certains méanismes
lassiques de variation (pour des représentations basées sur des bits, des entiers, des réels ou des
permutations) sont également proposés au sein de la plateforme. En outre, un méanisme d'hy-
bridation peut aisément être onçu en utilisant une métaheuristique à base de solution unique en
lieu et plae de l'opérateur de mutation, voir Paradiseo-MO (Boisson et al., 2009). L'ensemble
de tous les opérateurs de variation pour un problème donné doit être intégré dans un objet de
type eoTranform an d'être utilisé par l'algorithme évolutionnaire.
Fig. 4.15  Diagramme UML pour les opérateurs de variation
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Voisinage. La struture du voisinage est basée sur la notion de mouvements. Dans un pre-
mier temps, il s'avère don néessaire de dénir un mouvement appliable à la représentation
hoisie pour résoudre le problème traité. Celui-i doit hériter de la lasse abstraite moMove. Puis,
une lasse de type moMoveInit doit être dénie an de pouvoir initialiser le voisinage d'une
solution donnée. Un tel objet doit permettre de dénir le mouvement initial d'une solution don-
née. Ensuite, un objet de type moNextMove permet de se déplaer au sein du voisinage en ours
d'exploration. Il se doit de déterminer s'il reste des voisins à explorer et, le as éhéant, d'aé-
der au voisin suivant. Enn, un objet de type moInrEval permet d'évaluer le voisin en ours
d'exploration de façon inrémentale, ei à l'aide de la solution ourante, et du mouvement à
appliquer. Une struture de voisinage pour un problème donné est don dénie, en termes d'im-
plémentations, pour les 4 lasses : moMove, moMoveInit, moNextMove et moInrEval. Notez qu'à
l'exeption de l'évaluation inrémentale, où plusieurs valeurs objetif sont dorénavant à onsidé-
rer, es omposants n'ont rien de spéique à l'optimisation multiobjetif et proviennent don
du module ParadisEO-MO (Boisson et al., 2009).
Composants génériques ommuns
Les omposants indépendants du problème partagés par les algorithmes évolutionnaires et les
algorithmes de reherhe loale multiobjetif sont eux de la relation de dominane, de l'aeta-
tion d'une valeur de tness, de la préservation de la diversité, de la gestion de l'arhive, et enn
de la ondition d'arrêt et d'éventuels outils statistiques.
Relation de dominane. Le hoix d'une relation de dominane ne prend pas diretement
part au sein de l'algorithme implémenté, mais peut être vu omme un omposant de bas niveau
utilisé par d'autres omposants génériques de plus haut niveau tels que les stratégies d'aetation
d'une valeur de tness, ou de gestion de l'arhive. La relation de dominane Pareto est la plus
ourante, et est don généralement employé par défaut dans haune de es stratégies. Mais
d'autres relations peuvent être onsidérées. Et bien sûr, des relations de dominane diérentes
peuvent être dénies à des étapes distintes de l'algorithme, an par exemple de dénir plusieurs
niveaux de pression. Une relation de dominane permet de omparer deux veteurs objetif an
de déeler si l'un domine l'autre. Comme illustré dans le diagramme UML de la gure 4.16, les
relations existantes au sein de ParadisEO-MOEO sont elles de dominane faible, de dominane
strite et d'ǫ-dominane telles que dénies dans la setion 1.1.3, ainsi que la relation de g-
dominane proposée par Molina et al. (2009) et basée sur un point de référene.
Aetation d'une valeur de tness. Les stratégies d'aetation de valeurs de tness les plus
ouramment renontrées sont implémentées dans Paradiseo-MOEO : les approhes salaires, les
approhes fondées sur une relation de dominane et les approhes basées sur un indiateur de
qualité. Suivant la lassiation présentée dans la setion 2.1.3.1, elles sont ii lassées en quatre
atégories, omme illustré dans le diagramme UML de la gure 4.17 :
 approhes salaires : moeoSalarFitnessAssignment ;
 approhes basées sur un ritère : moeoCriterionBasedFitnessAssignment ;
 approhes basées sur une relation de dominane : moeoDominaneBasedFitnessAssignment ;
 approhes basées sur un indiateur : moeoIndiatorBasedFitnessAssignment.
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Fig. 4.16  Diagramme UML pour les relations de dominane (omparaison deux-à-deux de veteurs
objetif).
Fig. 4.17  Diagramme UML pour l'aetation d'une valeur de tness.
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Fig. 4.18  Diagramme UML pour l'aetation d'une valeur de diversité.
Les stratégies onrètes implémentées sont détaillées i-dessous. En outre, une lasse tive
(moeoDummyFitnessAssignment) est également proposée dans le as d'une éventuelle utilité pour
ertaines implémentations.
Approhes salaires. Deux approhes salaires sont proposées. Tout d'abord, une simple stra-
tégie d'agrégation des fontions objetif, basée sur un veteur de poids, est implémentée dans la
lasse moeoAggregationFitnessAssignment. La deuxième tehnique salaire est la famille des
ahievement salarizing funtions (moeoAhievementFitnessAssignment) proposée par Wierz-
biki (1980). Cette approhe salaire, basée sur un point de référene arbitraire généralement
donnée par le déideur, est utilisé dans de nombreuses méthodes MCDM.
Approhes basées sur une relation de dominane. Les trois approhes basées sur une
relation de dominane présentées lors de la setion préédente, à savoir le rang de dominane,
le ompte de dominane, et la profondeur de dominane, sont proposées dans la plateforme. De
plus, une stratégie hybride entre le rang et le ompte de dominane, où la valeur de tness d'une
solution x orrespond à la somme des rangs de toutes les solutions dominées par x, est également
implémentée. Par exemple, elle est utilisée dans SPEA2 (Zitzler et al., 2001b). Notez que la
relation de dominane utilisée par défaut par toutes es stratégies est la dominane-Pareto, mais
n'importe quelle autre relation de dominane peut être utilisée par simple passage de paramètre.
Approhes basées sur un indiateur. Pour nir, une approhe basée sur un indiateur de
qualité est implémentée. Il s'agit de la méthode utilisée au sein de l'algorithme IBEA (Zitzler et
Künzli, 2004). L'indiateur binaire de qualité pris en ompte lors du alul des valeurs de tness
est passé en paramètre, et plusieurs indiateurs sont proposés dans Paradiseo-MOEO.
Préservation de la diversité. La gure 4.18 présente les stratégies de préservation de la
diversité implémentées. Celles-i héritent toutes de la lasse moeoDiversityAssignment. Ainsi,
en plus d'une tehnique tive, les méthodes de sharing, de rowding, et du kème plus prohe
voisin sont proposées. Notez que des alternatives aux proédures de sharing et de rowding
traditionnelles opèrent sur des sous-ensembles de la population ayant une même valeur de tness.
De telles stratégies sont utilisées par ertains algorithmes évolutionnaires (Fonsea et Fleming,
1993; Srinivas et Deb, 1994; Deb et al., 2002).
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Fig. 4.19  Diagramme UML pour la gestion de
l'arhive.
Fig. 4.20  Diagramme UML pour la ondition
d'arrêt.
Gestion de l'arhive. Une arhive, représentée par la lasse abstraite moeoArhive, est une
population utilisant une relation de dominane pour mettre son propre ontenu à jour. Une lasse
abstraite pour les arhives de taille xe est donnée : moeoFixedSizeArhive. Mais des implé-
mentations d'une arhive de taille non bornée (moeoUnboundedArhive), d'une arhive générique
de taille bornée basée sur une stratégie de tness et de diversité (moeoBoundedArhive), ainsi
que la stratégie d'arhivage utilisée au sein de l'algorithme SPEA2 (moeoSPEA2Arhive) sont
fournies. Le diagramme d'héritage des tehniques d'arhivage est donné sur la gure 4.19.
En règle générale, la relation de dominane Pareto est utilisée pour mettre l'arhive à jour, et
est don employée par défaut. Mais, d'autres ritères peuvent être utilisés par simple passage
de paramètre. Par onséquent, la plateforme ore la possibilité d'utiliser toute autre relation de
dominane par le biais d'un objet de type moeoObjetiveVetorComparator (Fig. 4.16).
Condition d'arrêt. Dans le adre de ParadisEO, de nombreux ritères d'arrêt, héritant de
la lasse abstraite eoContinue, sont fournis (Fig. 4.20). Par exemple, l'algorithme peut s'ar-
rêter après un ertain nombre d'itérations (eoGenContinue), un ertain nombre d'évaluations
(eoEvalContinue), un temps d'exéution (eoTimeContinue), ou enore de façon interative, dès
que l'utilisateur le déide (eoCtrlCContinue). En outre, diérents ritères d'arrêt peuvent être
failement ombinés à l'aide d'un objet de type eoCombinedContinue. Dans e as, le proessus
de reherhe s'arrête dès que l'un des ritères est satisfait.
Outils statistiques. À haque itération de l'algorithme prinipal, de nombreuses autres pro-
édures peuvent aisément être appelées. En eet, la lasse eoChekPoint permet d'eetuer er-
taines ations systématiques à haque itération de l'algorithme de façon transparente, en étant
intégrée dans le ritère d'arrêt utilisé. Ce moteur est partiulièrement utile pour les méanismes
de tolérane aux pannes, mais aussi dans le but de aluler diverses valeurs statistiques.
En eet, de nombreux outils statistiques sont également fournis dans ParadisEO-MOEO. Il
est par exemple possible d'enregistrer le ontenu de l'arhive à haque itération, de sorte que
l'évolution de l'approximation de l'ensemble non-dominé peut être observée ou étudiée à l'aide
d'outils graphiques omme GUIMOO
6
. En outre, une question importante dans le domaine
de l'optimisation multiobjetif onerne l'analyse de performane et les indiateurs de qualité.
6. GUIMOO est une interfae graphique pour l'optimisation multiobjetif disponible à l'URL : http://guimoo.
gforge.inria.fr/.
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Fig. 4.21  Diagramme UML pour les indiateurs de qualité.
Plusieurs indiateurs sont présents (Fig. 4.21), omprenant la métrique hypervolume à la fois
sous sa forme unaire et binaire, la métrique entropie, la métrique ontribution ainsi que les
indiateurs epsilon additif et multipliatif. Une autre aratéristique intéressante est la possibilité
de omparer l'arhive ourante à l'arhive de l'itération préédente au moyen d'une métrique
binaire, et d'imprimer la progression de ette mesure itération après itération.
Composants génériques pour les algorithmes évolutionnaires
Les omposants génériques ommuns aux algorithmes évolutionnaires sont eux de séletion et
de remplaement.
Séletion. Quatre stratégies de séletion sont fournies dans Paradiseo-MOEO. Tout d'abord,
la stratégie de séletion aléatoire (moeoRandomSeletOne) onsiste à hoisir une solution Parent
au hasard parmi les membres de la population, sans prendre auune information de tness de di-
versité en ompte. Ensuite, le tournoi de séletion déterministe (moeoDetTournamentSeletOne)
onsiste à réaliser un tournoi entre m solutions hoisies aléatoirement au sein de la population,
et à hoisir le meilleur de es individus omme Parent. Troisièmement, le tournoi de séletion
stohastique (moeoStohTournamentSeletOne) onsiste à réaliser un tournoi binaire entre deux
individus hoisis au hasard parmi les membres de la population, et à hoisir le meilleur des deux
ave une probabilité p, ou le moins bon des deux, ave une probabilité (1−p). Enn, la séletion
élitiste (moeoSeletOneFromPopAndArh) onsiste à séletionner un individu de la population
ave une probabilité p ou un individu de l'arhive ave une population (1 − p). Chaune des
sous-stratégies de séletion parmi la population et parmi l'arhive peut être dénie par une des
trois autres stratégies présentées i-dessus. Ainsi, les solutions élites partiipent ativement à la
reherhe en ontribuant au moteur d'évolution. Toutes es stratégies de séletion sont du type
moeoSeletOne et permettent de séletion un seul individu Parent. Une telle méthode doit don
être intégrée dans un objet de type eoSelet pour pouvoir séletionner le nombre souhaité de
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Fig. 4.22  Diagramme UML pour la séletion
Fig. 4.23  Diagramme UML pour le remplaement
solutions Parent par rapport à une valeur xe ou enore par rapport à un pourentage de la taille
de la population ourante.
Remplaement. À l'heure atuelle, trois stratégies de remplaement sont proposées. Tout
d'abord, le remplaement générationnel (moeoGenerationalReplaement) onsiste à ne onser-
ver que les solutions issues de la population Enfant, les individus Parent sont don tous supprimés.
Ensuite, le remplaement élitiste préserve les meilleures solutions provenant des deux popula-
tions. Une première stratégie élitiste (moeoElitistReplaement) onsiste à réaliser une rédution
direte en supprimant tous les moins bons individus d'un oup. Une deuxième stratégie élitiste
(moeoEnvironmentalReplaement) onsiste à itérativement supprimer la moins bonne solution,
et à mettre à jour les informations de tness et de diversité des individus restants ; ei jusqu'à
e que la taille attendue de la population soit atteinte.
Algorithmes évolutionnaires multiobjetif
Maintenant que tous les omposants liés au problème, à l'optimisation multiobjetif et à l'opti-
misation évolutionnaire sont dénis, un algorithme évolutionnaire multiobjetif peut failement
être onçu et implémenté en utilisant les lasses de ParadisEO. Étant donné que l'implémentation
est oneptuellement divisée en omposants, diérents opérateurs peuvent être failement expé-
rimentés sans engendrer d'importantes modiations en termes d'ériture de ode. Comme nous
l'avons vu auparavant, une vaste gamme de omposants est déjà proposée. Mais, il faut garder à
l'esprit que ette liste n'est pas exhaustive, ar la plateforme est en perpétuelle évolution et ore
tout e qui est néessaire pour développer de nouveaux omposants ave un minimum d'eort.
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Fig. 4.24  Une instantiation possible d'un algorithme évolutionnaire multiobjetif.
En eet, ParadisEO est une plateforme  boîte blanhe  qui tend à être la plus exible possible
tout en orant l'environnement le plus simple et onvivial possible pour un utilisateur novie.
Le fondement de la lasse moeoEasyEA est illustré sur la gure 4.24. Celle-i permet de dénir
un algorithme évolutionnaire multiobjetif de façon générique, en respetant le modèle d'uni-
ation présenté à la setion préédente. Il sut de préiser tous les omposants requis à son
instaniation. Toutes les lasses utilisent un Template en paramètre (MOEOT) qui symbolise la
représentation d'une solution pour le problème traité. Cette représentation doit être implémen-
tée omme héritant de la lasse MOEO tel que nous l'avons dérit dans la setion 4.4.2.4. Le
omposant relatif à la gestion de l'arhive ne gure pas dans le diagramme UML. Nous avons
en eet délibérément hoisi de permettre l'utilisation d'une arhive omme optionnelle. Le ges-
tionnaire de mise à jour de l'arhive peut failement être intégré au sein de l'algorithme par le
biais du proessus de Chekpointing. De même, l'étape d'initialisation n'apparaît pas non plus,
ar une exéution de la méthode prinipale d'une instane de la lasse moeoEasyEA débute ave
une population déjà initialisée.
Toujours en gardant à l'esprit de satisfaire à la fois l'utilisateur novie et l'utilisateur plus expé-
rimenté, ParadisEO-MOEO prévoit également des lasses d'algorithmes évolutionnaires multiob-
jetif enore plus failes à utiliser que moeoEasyEA, voir la gure 2.1.4.3. Ces lasses proposent
des implémentations d'algorithmes lassiques en utilisant les omposants de base de ParadisEO.
Ce qui valide la grande exibilité de la plateforme. Ils sont basés sur une ombinaison simple
des omposants. Ainsi, les algorithmes MOGA (Fonsea et Fleming, 1993), NSGA (Srinivas et
Deb, 1994), NSGA-II (Deb et al., 2002), SPEA2 (Zitzler et al., 2001b), IBEA (Zitzler et Künzli,
2004) et SEEA (Liefooghe et al., 2008e) sont proposés de telle sorte qu'un nombre minimum
de paramètres spéiques au problème ou à l'algorithme soient néessaires. Par exemple, pour
instanier NSGA-II pour un problème multiobjetif ontinu original, il est possible d'utiliser les
opérateurs de représentation, d'initialisation et de variation fournis, l'évaluation étant don le
seul omposant à implémenter. Il en va de même pour n'importe quel autre de es algorithmes et
pour n'importe quel problème pouvant être représenté à l'aide d'un veteur de bits, d'entiers ou
enore d'une permutation. Ces algorithmes failes à utiliser tendent à être utilisés omme réfé-
renes dans le monde aadémique, ei an de pouvoir équitablement omparer les performanes
de diérentes méthodes, leur implémentation partageant les mêmes omposants de base. Néan-
moins, elles sont également bien adaptées à une appliation direte de résolution d'un problème
du monde réel. Dans un prohe avenir, d'autres métaheuristiques évolutionnaires multiobje-
tif failes à utiliser seront proposées, au fur et à mesure que de nouveaux omposants seront
implémentés dans ParadisEO-MOEO.
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Fig. 4.25  Diagramme UML pour les algorithmes
multiobjetif.
Fig. 4.26  Diagramme UML pour les algorithmes
évolutionnaires multiobjetif.
Composants génériques pour les algorithmes de reherhe loale
Les omposants indépendants du problème prenant part à la oneption et à l'implémentation
d'une reherhe loale de type DMLS sont liés à la séletion de l'ensemble ourant et à l'explo-
ration du voisinage.
Séletion de l'ensemble ourant. Deux stratégies simples de séletion de l'ensemble ourant
parmi les solutions non-visitées d'une arhive sont fournies dans ParadisEO-MOEO (Fig. 4.27).
Premièrement, la stratégie exhaustive (moeoExhaustiveUnvisitedSelet) onsiste à séletion-
ner l'ensemble des solutions non-visitées de l'arhive. Deuxièmement, une stratégie alternative
partielle (moeoNumberUnvisitedSelet) onsiste à séletionner un sous-ensemble des solutions
non-visitées de l'arhive aléatoirement, à hauteur d'une valeur passée en paramètre (par dé-
faut, 1).
Exploration du voisinage. Il existe atuellement, au sein de ParadisEO-MOEO, quatre
tehniques diretement insatiables pour l'exploration du voisinage d'une population de solu-
tions fournie en entrée. Elles héritent toutes de la lasse moeoPopNeighborhoodExplorer et
sont subdivisées en deux lasses (Fig. 4.28). Tout d'abord, la stratégie d'exploration exhaustive
(moeoExhaustiveNeighborhoodExplorer) onsiste à évaluer la totalité du voisinage des solu-
tions. Ensuite, trois stratégies d'exploration partielle, héritant de moeoSubNeighborhoodExplorer,
sont proposées : une exploration onsistant à n'explorer que les N premiers voisins de haque
solution (moeoSimpleSubNeighborhoodExplorer), une autre onsistant, pour haque solution
ourante x, à explorer le voisinage jusqu'à e qu'une solution non-dominée par rapport à x
ne soit trouvée (moeoNoDesimprovingNeighborhoodExplorer), et une dernière semblable à la
préédente mais dont le proessus d'exploration est arrêté lorsqu'une solution dominant x est
trouvée (moeoFirstImprovingSubNeighborhoodExplorer). Bien sûr, une relation de dominane
arbitraire peut être passée en paramètre, et la relation de dominane Pareto est utilisée par
défaut.
Algorithmes de reherhe loale multiobjetif
La totalité des omposants requis pour la oneption et l'implémentation d'un algorithme de type
DMLS a été présentée auparavant. Grâe à ette déomposition ne, il est maintenant possible de
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Fig. 4.27  Diagramme UML pour la séletion de
l'ensemble ourant.
Fig. 4.28  Diagramme UML pour l'exploration du
voisinage.
Fig. 4.29  Une instantiation possible d'un algorithme de reherhe loale de type DMLS.
développer un tel algorithme par simple instaniation, omme illustré sur la gure 4.29. Notez que
diérentes stratégies peuvent également être testées sans eort en modiant les omposants indé-
pendants du problème qui sont utilisés. Ainsi, la lasse moeoUnifiedDominaneBasedLS requiert
la dénition d'un Template symbolisant la représentation hoisie pour le problème à résoudre
(MOEOT) et d'un Template représentant le voisinage implémenté (Move).
Par ailleurs, notez que des implémentations diretes d'algorithmes lassiques, tels que les algo-
rithmes PLS-1 et PLS-2 présentés lors de la setion 2.1.5.3, ainsi que l'algorithme IBMOLS sont
également proposées (Fig. 4.30). Ces lasses utilisent les omposants de base de ParadisEO. Et
nous espérons que de nombreux algorithmes de reherhe loale multiobjetif additionnels vont
rapidement être proposés au sein de la plateforme.
Fig. 4.30  Diagramme UML pour les algorithmes de reherhe loale multiobjetif.
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