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　本研究の目的は，IRT の観点から bi-factor モデルの理論的な変遷を整理し，テストデータ分析に
おける展開可能性を示すことである。bi-factor モデルとは，テスト全体に影響を与える1つの一般
因子と下位領域ごとの複数のグループ因子を仮定するモデルである。しかしながら，理論それ自体
は1930年代に提唱されているものの，国内外の心理測定領域においてそれほど注目されてこなかっ
た。最近になって，わが国でも応用研究が増加しているが，テストデータ分析における展開可能性
が十分に議論されてきたとは言えない。
　そこで本研究では，IRT の観点から bi-factor モデルに関する理論的研究を俯瞰し，テストデータ
分析上の利点を整理した。最後に，bi-factor モデルの今後の活用に向けた課題について議論した。
キーワード：bi-factor モデル，IRT
1．問題と目的
　2016年5月20日に改正された学校教育法第4章「小学校」第30条には以下のような「学力の3要素」
に関する記述が見られる。
「前項の場合においては，生涯にわたり学習する基盤が培われるよう，⑴基礎的な知識及び技能を習
得させるとともに，これらを活用して課題を解決するために必要な⑵思考力，判断力，表現力その
他の能力をはぐくみ，⑶主体的に学習に取り組む態度を養うことに，特に意を用いなければならな
い。」（筆者により文中の番号と下線を施した）
　学校教育においては，従来の「知識」「技能」に加え，とりわけ「思考力」「判断力」「表現力」を重視す
るという内容となっている。しかしながら，この「思考力」「判断力」「表現力」という，一見高次の能
力に見える概念についての定性的定義はなく（南風原，2016），さらにはどのような定量的特徴がある
かは明らかではない。これをもとにした最近の大学入学者選抜に関する議論（文部科学省，2017）に象
徴されるが，測定したい構成概念の定義なしのテストの実施では本末転倒となってしまう。
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　ハイステイクスなテストであるほど，そのテストが測定する構成概念の定性的な定義に加えて，
テスト開発者はそれを裏付ける定量的な特徴を掴んでおくことは重要である。つまり，「テストの
専門家」は，テストが測定したい構成概念について，心理測定モデル（psychometric model）を通し
てどのように定量的に表現できるかについて検証し続けていく必要がある。その意味で，石井（2014）
が指摘するように，「テストで評価する」だけでなく「テストを評価する」ことの重要性を再認識す
ることが急務であるというのが現状である。
　テストに関する議論を行う上では，大きく2つの目的もとでテストが実施されるということを念
頭に置く必要がある。まず1つ目は，テストの目的が，集団の傾向を把握することにある場合である。
たとえば，PISA や TIMSS のような大規模学力調査が該当する。2つ目は，受検者の能力開発を目
的とする場合である。これは，主には特定の集団に対して小規模なテスト（クラスルームレベルで
のテスト等）のことを指しており，テスト結果は受検者へフィードバックされることを前提として
いる。
　測定技術的には，前者については受検者の能力（潜在特性尺度値）を連続変数として扱う項目反応
理論（Item Response Theory；IRT）（Lord，1952）が代表的な心理測定モデルである。後者につい
ても IRT が利用されることが多いが，最近では受検者の能力（潜在特性尺度値）を離散変数として
扱う認知診断モデル（Cognitive Diagnostic Model；CDM）（Leighton & Gierl，2007）も注目されて
いる。本研究では，前者である集団の傾向をより精緻に把握することを目的とする心理測定モデル
に焦点を絞ることとする。
　これまでのテスト研究は，テストが1つの構成概念を測定していることを仮定した IRT モデルを
活用した研究が中心であった。しかしながら，本来，テスト回答の背後には多次元性が内在してい
ると考えられることが指摘されている（Ackerman, Gierl & Walker, 2003；Yao & Boughton，
2009）。したがって，従来の1次元性を仮定した IRT モデルではそのテストが測っている能力を十
分に反映出来ない可能性も指摘できる。
　その限界を乗り越えるために，1次元性の仮定を多次元に拡張した多次元 IRT モデル（Reckase，
2009）が提案されている。多次元 IRT の文脈では，単に測定している構成概念が複数存在している
（多因子構造）状態だけではなく，柔軟にモデリングも行うことができる。その中でも，bi-factor1）
モデル（Holzinger & Swineford, 1937；Gibbons & Hedecker，1992）は，テスト全体が測定する構成
概念を一般因子（general factor），テストを構成する下位領域（subscale）ごとにグループ因子（group 
factor）を仮定する点が特徴である。これにより，テストの測定領域に関する精緻な検証へつなげて
いけることが期待される。そのイメージを図1に示す。
　bi-factor モデル自体は Holzinger and Swineford（1937）が嚆矢であるが，それ以降心理測定の領
域でそれほど注目されてこなかった歴史がある（Reise，2012）。たしかに，Reise（2012）や清水・青
木（2015）による bi-factor モデルに関するレビューは存在しており，一定の整理が行われてきた。し
かし，テストデータの分析における IRT という視点から，bi-factor モデルがどのような理論的系譜
を辿り，またテストデータ分析においてどのような利点があるかに関しては十分に議論されてきた
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とは言えない。具体的には，bi-factor モデルを活用することによって，「テストを作る」（項目開発），
また「テスト（結果）を使う」（テストデータの二次分析）場面においてどのような利点があるかにつ
いては明示的に議論がなされてこなかった。
　そこで，本研究では，bi-factor モデルのテストデータ分析における理論的な変遷を整理し，今後
の展望を示すことを目的とする。具体的には，まず bi-factor モデルが主に IRT の文脈においてど
のような理論的系譜を辿ってきたのかを整理する。それを踏まえ，bi-factor モデルを活用すること
によって得られるテストデータ分析上の展開可能性について整理する。最後に今後の課題を示す。
2．bi-factor モデルの理論的系譜の整理
2.1．理論的整理の枠組み
　本節では bi-factor モデルの理論的系譜を整理する。bi-factor モデルの思想それ自体は，IRT だ
けではなく，因子分析（factor analysis）や構造方程式モデリング（structural equation modeling）と
も密接に関連している。本研究では，テストデータ分析において，項目の特性（項目識別力や項目
困難度）と受検者の潜在特性尺度値を推定できる IRT に焦点をあて，bi-factor モデルの理論的整理
を行う。本研究では，Holzinger and Swineford（1937）以降，bi-factor モデルを捉える上で関わり
のある IRT モデルの発展と関連付けて，4つのフェーズに分類した。
1）bi-factor モデルの起源（Holzinger and Swineford（1937）まで）
2）IRT モデルとの融合（Gibbons and Hedecker（1992）まで）
3） 多値型への対応（Gibbons, Bock, Hedecker, Weiss, Segawa, Bhaumik, Kupfer, Frank, Grochocinski 
and Stover（2007）まで）
4）bi-factor モデルの拡張（Jennrich and Bentler （2012）まで）
　本節では，上記の4つのフェーズごとに整理していくことにする。
図1　bi-factor モデルのイメージ
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2.2．理論的系譜の整理
2.2.1．bi-factor モデルの起源（Holzinger and Swineford（1937）まで）
　「学力」「性格」といった人間の心理学的特性の測定において，その道具とされてきたのは因子分析
である。その基礎となる相関係数（correlation）は，Galton（1869）が嚆矢である。その後，Galton
の弟子であった K. Pearson が現在広く使われている（標本）相関係数を確立した。
　相関係数をもとにして，Spearman（1904）は，知能はすべての科目（観測変数）に共通な一般因子
と，その科目（観測変数）独自の独自因子からなるという2因子説を唱えた。この知能の2因子説は，
テスト得点のばらつきがそれぞれのテストに共通に作用する1つの因子と，独自に作用する独自因
子（unique factor）のばらつきによって説明されると仮定するものであるため，実質的には因子分析
の1因子モデルと等価である。このとき独自因子は，特殊因子（specific factor）と測定誤差の和とし
て定義される（柳井・繁桝・前川・市川，2001）。
　この1因子モデルに対し，Thurstone（1938）はそれぞれの観測変数は複数の因子によって説明さ
れるという多因子説を唱えた。この1930年代には Hotelling（1933，1936）により主成分分析と正準
相関分析，Fischer（1936）により判別分析が発表されている。この流れの中で，Holzinger and 
Swineford（1937）は Spearman（1904）を拡張した bi-factor モデルを発表した。Holzinger and 
Swineford（1937）は，すべての観測変数に共通する一般因子と，それに加えて，2つ以上の観測変数
に影響するグループ因子の存在を仮定している。このとき，グループ因子同士は直交，さらに一般
因子とそれぞれのグループ因子も直交とされている。いま n 個の観測変数があるとすると，
Spearman（1904）では，観測変数全体の分散が一般因子と個々の変数に対応する n 個の独自因子の
分散で説明された。bi-factor モデルは，仮定する因子数の総数を s 個（ただし，独自因子は含めない）
とすると，すべての観測変数に影響する1つの一般因子と，n 個の独自因子，さらに s-1個（n>s-1）
のグループ因子からなる仮定を置く。これによって，あるテストデータに bi-factor モデルを適用す
る場合には，そのテストに含まれる項目に回答するために必要な共通の能力と，そのテストを構成
する何らかの下位領域等に関する能力を同時に評価することができることになる（Holzinger & 
Swineford，1937；清水・青木，2015）。
　さらに，Holzinger and Swineford（1937）は具体例として以下を指摘している。
　“...an ordinary reading comprehension test and a verbal intelligence test will be highly 
correlated, and these two labels almost useless as indexes of these traits considered as two 
abilities. For economical measurement, simplicity, and parsimony, uncorrelated factors are 
indispensable.”（p.42）
　つまり，異なる能力「ラベル」をもつ複数のテスト間（下位領域間）の相関が高いとき，それらは実
質的には共通する能力を測定していることを意味している。そのような場合には，名付けられてい
る「ラベル」それ自体は特に意味のない（useless）ものとなる。しかし，bi-factor モデルを使うことで， 
1つのテストを構成する下位領域間に共通する能力を一般因子として統制できる。そうすることで，
グループ因子として下位領域として定められた能力を，一般因子との相対関係で捉えられることを
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意味している。
　ただし，bi-factor モデルは，“Bi-factor frame of reference may serve as a guide to the construction 
of tests as measures of factor ability, as well as a very simple and easy basis for analysis.”
（Holzinger & Swineford，1937，p.42）とあるように，因子分析的に，テストデータの能力構造を明ら
かにするためのツールとして開発されている。受検者個人の潜在特性尺度値に対する関心はなく，
bi-factor モデルを適用することによって，能力「ラベル」通りの実質的に意味のある潜在特性尺度値
が得られるかどうかについては言及されていない。あくまでテストデータの構造を捉えるための分
析にとどまっていることに注意が必要である。
2.2.2．IRT との融合（Gibbons and Hedecker（1992）まで）
　Holzinger and Swineford（1937）以 降，心 理 学 的 特 性 に 関 す る 測 定 論 的 研 究 は，Guilford，
Allport，EysenkらがKretschmerの性格類型論を異なる立場で議論する方向に流れていた。その後，
Guttman（1952）が多群因子分析法（multiple group method）を提案し，1960年代には構造方程式モ
デリング，またその枠組みの中での確認的因子分析（confirmatory factor analysis）の手法が発達し
た。
　1980年代に入ると，従来の相関係数行列を使った因子分析法の限界を超え，IRT の文脈から，項
目反応データを使った完全情報項目因子分析（full information factor analysis）（Bock，Gibbons，
& Muraki，1988）が提案された。一般に，相関係数行列を使った因子分析では，正答あるいは誤答
という2値データの場合はφ係数，あるいはテトラコリック相関係数が用いられる。φ係数を使用
した場合，分析対象となる項目の困難度が一定でない場合，分析結果の因子にそのテストデータの
「困難度」因子が抽出されてしまう可能性があることが知られている。そこで，現在ではテトラコリッ
ク相関係数がテストデータ分析では用いられることが多い。たしかに，この方法による推定値は実
用上十分な精度を持つことは知られている（Parry & McArdle，1991）。しかしながら，厳密にはテ
トラコリック相関係数行列の推定値が正定値とならず固有値が計算できない場合があること，受検
者がどの項目に正答 / 誤答したのかという情報が含まれないという問題も指摘されている（加藤・
山 田・川 端，2014；柳 井・繁 桝・前 川・市 川，2001）。Bock，Gibbons and Muraki（1988）の “full 
information” が意味するのは，このテトラコリック相関係数では表現できなかった「受検者がどの
項目に正答 / 誤答したのかという情報」を指しており，より精緻な項目分析が可能となった。
　いま，テスト項目全体に影響する一般因子と，それに加えたグループ因子が存在するテストデー
タがあるとき，それは局所独立（local independence）の仮定を満たしていないこととなる。そのデー
タに対して従来の IRT 分析を適用すると，潜在特性尺度値の平均と標準偏差は正しく推定されな
いため，そのような構造をもつテストデータの扱いは課題として指摘されていた（Bock，Gibbons 
& Muraki，1988）。
　そこで，bi-factor 構造を2値のテストデータ分析の文脈で応用したのが Gibbons and Hedeker
（1992）である。Holzinger and Swineford（1937）以降，bi-factor モデルは対象となる変数が連続変
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数である場合に用いられてきた（Jöreskog，1969）。Gibbons and Hedeker（1992）はこれを正答／
誤答のテストデータへの応用を提案したこととなる。
　n 個のテスト項目があるとき，bi-factor モデルでは，一般因子に関連する項目識別力パラメータ
を aj1とすると，それに加えて k=2, … ,s における1つの ajk を推定することとなる。この制約は，周
辺最尤推定法（marginal maximum likelihood estimation）によって項目パラメータを推定する際に
は都合がよい。つまり，bi-factor モデルの場合には，推定する次元は一般因子θ1とθ2 …θ s のう
ちの1つであり，合計2次元のみとなる（Gibbons & Hedeker，1992；Stuart，1958）。
　Gibbons and Hedeker（1992）ではアメリカの大学入学者選抜試験である ACT の受検者からラン
ダムサンプリングした1,000名の理科（20項目）のデータに適用し，単純な多因子構造よりも bi-
factor モデルのほうがあてはまりがよいことを確認している。また，学力テストだけではなくハミ
ルトンうつ病評価尺度（Hamilton Depression Rating Scale，HDRS）にも適用し，同様に bi-factor
モデルがもっともあてはまりがよいことを確認した。このような実データ適用を踏まえて， bi-
factor モデルを使うことで，テスト全体が測定する構成概念と，その下位に設定される尺度（構成概
念）をモデル上分離することができ，項目ごとにそれぞれの影響を相対的に比較できるという点で
有益であることが指摘されている。
2.2.3．多値型への対応（Gibbons, et al.（2007）まで）
　ここまで2値データにおける bi-factor モデルが提案されたが，多値データに関してはその拡張が
なされていなかった。Gibbons and Hedeker（1992）から3年後の1995年に，Muraki and Carlson
（1995）によって，多値型データに対する完全情報項目因子分析が提案された。Muraki and Carlson
（1995）では，Samejima（1969）の段階反応モデル（graded response model）の多次元への拡張が試
みられた。のちに，他の多値型項目反応モデルにおいても多次元への拡張が行われている（たとえ
ば Yao & Schwarz，2006）。
　多値型の多次元項目反応モデルの嚆矢となった Muraki and Carlson（1995）から12年後に，
Gibbons,et al.（2007）によって，多値型項目反応データに関する bi-factor モデルが提案された。
　Gibbons, et al.（2007）は項目パラメータの推定上，一般因子とそれ以外のグループ因子の合計2
次元のみになることが bi-factor モデルの魅力的な部分であることを指摘している。また，たとえば
メンタルヘルス測定尺度など多次元テストデータが想定されるテストデータに対しても応用可能で
あるとした。しかしながら，bi-factor モデルを通して得られるグループ因子の項目パラメータは，
グループ因子ごと（下位領域ごと）に IRT 分析を行った場合に比べて過小に推定されてしまう。こ
の現象については，bi-factor 構造を仮定することにより，一般因子を統制しているため起こること
であり，bi-factor モデルを通して得られるグループ因子の潜在特性尺度値は，下位領域特有の影響
を反映するものとして解釈できる。グループ因子の潜在特性尺度値に焦点を当てたテスト研究は今
後の課題として指摘されている（Gibbons, et al.，2007）。
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2.2.4． bi-factor モデルの拡張 （Jennrich and Bentler （2012） まで
　Gibbons, et al.（2007）によって段階反応データについての bi-factor 構造を仮定した分析が可能と
なった。しかし，分析の対象は単一の母集団かつテスト項目は一般因子に加えて，複数のグループ
因子のうちいずれか一つには必ず属することが仮定されていた。Cai, Yang and Hansen（2011）2）は，
多母集団かつ2値，名義尺度データに対応でき，さらにグループ因子についての制約を柔軟に付す
IRT モデルを提案した。
　いま，6つのテスト項目があり，項目1から3はグループ因子1，項目4から6はグループ因子2に
属するとする。このとき，bi-factor 構造は，項目識別力パラメータを使って
　　　　　　　　　　　　　　　　　⑴
と示すことができた。Cai, et al.（2011）は
　　　　　　　　　　　　　　　　　⑵
のような “bi-factor like” 構造を提案している。具体的には，⑵では項目3と6にはグループ因子の
項目識別力パラメータは仮定されていない。また，項目1と2におけるグループ因子の項目識別力
は同一という仮定が置かれ，項目4と5では，一般因子とグループ因子の項目識別力が同一であると
いう仮定が置かれていることとなる。このような柔軟なモデリングを多母集団に拡張した中で行う
ことができる。これにより，たとえば一般因子に関する項目識別力が項目間で同一かどうかを検証
することや，異なる集団間での項目識別力の程度を検証できることにつながる。
　さらに，⑵をパス図で示すと図2のようになる。
　図2において，潜在特性尺度値については，一般因子，グループ因子ともにすべて標準正規分布が
仮定されている。項目1の「D」は2値（dichotomous）データに対応する3パラメータロジスティック
モデル，項目2と3はそれぞれ2枝と5枝の段階反応データを示しており，2枝の場合は2パラメータ
ロジスティックモデルと同等である。項目4と5はそれぞれ3と4カテゴリの項目であり一般化部分
採点モデル（generalized partial credit model；Muraki，1992）が適用される。最後に項目6は5カテ
ゴリの名義反応データであり，名義反応モデルが適用されることとなる。Cai, et al.（2011）では
PISA2000の数学的リテラシーの冊子（booklet1）に含まれる15項目の5各国（オーストラリア，ドイ
ツ，日本，イギリス，アメリカ）データを使って，多母集団かつ “bi-factor like” 構造を仮定した分析
例を示した。このとき，一般因子には「数学力」，グループ因子には PISA が定める内容的な領域3）
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を設定している（図3）。詳しい分析結果は Cai, et al.（2011）を参照されたい。
　ちょうど同時期に，Jennrich and Bentler（2011）によって，「探索的（exploratory）」bi-factor モ
デルが提案されている。Holzinger and Swineford（1937）以降，bi-factor 構造はグループ因子に関
する事前の仮説のもと，「確認的（confirmatory）」に分析されることが前提とされていた。Jennrich 
and Bentler（2011）は，bi-factor 構造の探索的な回転として，quartimin 基準（qmin）にもとづいた
方法を提案した。具体的には，n 個のテスト項目がある項目反応データから一般因子に相当する第
一因子の値を推定し，残りの s-1列の因子行列に関して，λを因子負荷量として以下の基準を適用す
る。
　Jennrich and Bentler（2011）では，グループ因子間が直交の場合のみ議論されているが，
Jennrich and Bentler（2012）はグループ因子間が斜交とする方法も提案している。それらは，統計
図3　Cai, et al.（2011）の “bi-factor like” 構造
図中の「D」は2値反応データ，「2」「3」「4」はそれぞれ2，3，4カテゴリを持つ段階反応データであることを示す）
図2　Cai, et al.（2011）における “bi-factor like” 構造の例
　　　　　　　　　　⑶
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解析ソフト R における GPArotation の中で，それぞれ BifactorT と BifactorQ として実装されてい
る（Bernaards & Jennrich，2014）。
2.3．bi-factor モデルのテストデータ分析における展開可能性
　Holzinger and Swineford（1937）によって提案された bi-factor モデルは，テストデータ分析にお
ける有効な手段の一つとして IRT の文脈でも発展が遂げられてきた。ここまで概観したように，
テストデータ分析における bi-factor モデルの活用は，多値型の反応データ（Gibbons, et al.，2007），
多母集団かつさまざまな反応データを含む場合（Cai, et al.，2011）にも対応可能となる理論的な発展
が見られた。また，bi-factor モデルは従来，確認的（confirmatory）であるという前提に立っていたが，
Jennrich and Bentler（2011，2012）により探索的な bi-factor モデルも分析可能となっている。
　これらの理論的な発展を踏まえ，bi-factor モデルのテストデータにおける展開可能性として下記
の4点が指摘できる。
　まず1点目は，テスト開発（特に項目開発）時の参考材料とできることである。テスト開発の場面
においては，テストが測ろうとしている能力について，心理測定モデルを通して定量的に表現でき
るかを検証しながら，項目開発上の PDCA サイクルを回していく必要がある。その一環として，テ
ストに設定される下位領域についても，領域ごとの内容の違いがテストの「次元（dimensionality）」
にどの程度影響するを確認しておく必要がある。最近では，多次元性の項目反応データを生み出し
うる様々な下位領域が存在することも指摘されている（Reise, Cook, & Moore，2015）ことを鑑みれ
ば，テストの下位領域をいかに扱うかは，テスト開発やテストの結果の解釈において重要なポイン
トであると指摘できる。テストデータを bi-factor モデルを使って分析することにより，多値型かつ
複数国の受検者が含まれるような多母集団データの場合においても，当該の下位領域特有の影響を
（一般因子と比較して相対的に）強く受けている項目をピックアップすることができる。このよう
な下位領域特有の影響を強く受ける項目は1次元では説明できない概念を測定している可能性が高
いため，1次元性を仮定する分析を前提とする場合には注意する必要がある。項目開発の時点で，「こ
ういう項目は1次元の能力を超えたものを測定している可能性が高い」という具体例を項目作成者
に提示することにより，項目作成者間の共通認識を担保し，よりテストの目的に沿った効率的な項
目開発へつなげていくことが期待できる。
　2点目は，テスト実施後の事後的な分析の際に，項目の取捨選択の参考とできることである。通
常の IRT 分析では，通過率や点双列相関係数に加え，項目パラメータの値を参照し，測定論的に「良
くない項目」は分析から除外する，等の手順が踏まれることがある。しかしながら，項目分析の際に
は，1次元性を仮定する分析に加えて，bi-factor モデルを含む多次元 IRT を使った分析結果も同時
に報告すべきであることも指摘されている（Reise, Cook, & Moore，2015）。1次元性を仮定した分
析では，下位領域特有の影響を考慮できず，bi-factor モデルを使うことによって，たとえば当該の
テスト項目が下位領域特有の影響を強く反映しているかどうかが明らかとなる。テストの目的に応
じて，最終的には1次元性を仮定したモデルを採用する場合であっても，下位領域特有の影響を強
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く反映していると明らかになっている項目については，改めて基礎的な統計量（通過率，点双列相
関係数など）を参照し，分析に含めるかどうかの判断材料とすることができる。
　3点目はイプサティブ形式の回答を前提とする場合の，テスト項目の検証への展開である。最近
では，リッカート形式だけではなく一対比較形式などのイプサティブ形式による測定も試みられて
いる（今城・酒匂・坂本，2017）。イプサティブ形式では，いくつかの質問項目を提示し，その中から
「もっとも自分にあてはまるもの」「もっとも自分にあてはまらないもの」等を選択することとなる。
受検者はそれぞれの質問項目を対比させながら選択（回答）することとなるため，リッカート形式と
は回答時の思考が異なる。しかしながら，当該の質問項目（表現）それ自体が，どのような統計的性
質を持っているのかについては，テスト開発者は把握しておく必要がある。たとえば，イプサティ
ブ形式だけではなく同様の質問項目をリッカート形式でも出題し，項目分析を行っておくことで，
イプサティブ形式における質問項目組み合わせの参考材料とすることができる。その際，測定した
い構成概念同士に共通する成分（一般因子）の影響が強い項目同士を組み合わせてしまうと，受検者
が選択するときに「選びづらい」感覚になってしまうことや，イプサティブ形式の回答データ分析
においても十分な項目識別力パラメータ（因子負荷量）をもつことが難しくなってしまう可能性が
指摘できる。そこで，bi-factor モデルを通して当該尺度特有の要素の影響が大きい（項目識別力パ
ラメータの値が大きい）項目を抽出し，イプサティブ形式における組み合わせの参考材料として活
用できる（坂本・酒匂・今城，2017）。
　4点目は，わが国のテストによく見られる大問形式への適用である。このとき，一般因子として
はテスト全体が測定する構成概念を仮定し，それに加えて大問ごとにグループ因子を仮定すること
となる。萩原・山森（2017）は，テスト項目の垂直尺度化（vertical scaling）のシミュレーション実験
の際に，大問形式を想定した bi-factor モデルを用いて，グループ因子ではなく一般因子の潜在特性
尺度値に注目した分析を行っている。大問形式であるテストデータに対し1次元性を仮定する IRT
分析を行うと，厳密に言えば大問ごとの内容的な影響を受けた項目パラメータ，また潜在特性尺度
値が得られてしまう。このように，テストの出題形式について bi-factor モデルのグループ因子で制
約を付すことより，それらをコントロールしたテスト全体が測定する潜在特性尺度値を得ることが
できる。
3．今後の課題
　本研究では，テストデータ分析における bi-factor モデルの理論的な変遷を整理し，今後の展望を
示すことを目的とした。具体的には，bi-factor モデルの理論的変遷を IRT の文脈から再整理を行い，
テストデータ分析における展開可能性を抽出した。
　Gibbons, et al.（2007）も指摘するように，bi-factor モデルによって得られるグループ因子に関す
る潜在特性尺度値に焦点を当てた研究の蓄積は依然として十分と言える状況ではない。最近で言え
ば，Demars（2013）によって，bi-factor モデルのグループ因子の項目識別力パラメータが大きけれ
ばグループ因子に関する潜在特性尺度値は一定の意味を持つ，という方向性が示された。しかし，
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この「項目識別力パラメータが大きければ」という明確な数値的基準や，またテスト項目数，受検者
数に関する目安も明らかになっていないのが現状である。つまり，テスト研究場面において，まず
は bi-factor モデルの適用を通して，事例研究的に分析事例を蓄勢していくことが有効となると考え
られる。そこで，今後の bi-factor モデルのグループ因子に着目したテスト研究課題としては，以下
の4つが指摘できる。
　1点目は，テストの下位領域に着目した学力の要因分析である。教育社会学の領域でも，学力テ
ストの下位領域に注目した研究が見られる。たとえば，鳶島（2016）ではわが国におけるPISA2009「読
解力」データを使って，「探求・取り出し」「統合・解釈」「熟考・評価」の得点に対する出身階層の影
響を検討した。その結果，「探求・取り出し」に比べて「統合・解釈」「熟考・評価」の得点に対する出
身階層の影響は相対的に大きいことが明らかになっている。しかしながら，鳶島（2016）における下
位領域のスコアは，厳密に言えばテスト全体が測定する「読解力」と当該の下位領域特有の学力が混
ざったスコアと考えられる。そのため，bi-factor モデルを通して表現される下位領域特有の潜在特
性尺度値を従属変数とした場合に，どの程度結果が異なっているのかは検証しておく必要がある。
さらに，その場合には推算値（Plausible Values）も適用し，集団統計量として解析することが望まれ
る。
　2点目は，下位領域に関する他のスコア算出法との比較である。下位領域のスコアを推定する際
には，当該の下位領域に属する項目数が少なくなってしまうため，テスト得点の信頼性の担保が重
要なポイントとなる（Zentisky & Hambleton，2016）。通常，下位領域間には何らかの相関関係があ
ることが自然であることから，その情報を利用して信頼性を高めようとする “Augmented score”
（Wainer, Vevea, Camacho, Reeve, Rosa & Nelson，2001）や Haberman による方法（Haberman & 
Sinharay，2010）などの下位領域の得点に関する研究もある。今後はこれらを比較対象とした場合に，
bi-factor モデルによって得られる潜在特性尺度値がどのような特徴を持つのかを検証しておく必要
がある。
　3点目は，さまざまな心理学的データへの展開である。「テスト」と言うと一般に学力テストを想
起することが多いが，その他にも「性格特性」や，パフォーマンスアセスメント的な「行動」等の「心
理量」を示すデータは多く存在する。学力テストデータへの bi-factor モデルの適用は，最近では坂
本（2016），坂本・柴山（2017）の取り組みがあるが，その他のデータへの適用事例が十分にあるとい
うわけではない。今後は，「学力」に限らず，さまざまな「心理量」を測定するデータへの適用が望ま
れる。
　4点目は，特異項目機能（differential item functioning, DIF）研究への応用である。DIF を引き起
こす要因として，テストの次元性が指摘されることがある。たとえば，Ackerman（1992），Cho, 
Suh and Lee（2016），De Boeck, Cho and Wilson（2011）が，DIF を引き起こす要因として構成概
念の一次元性を仮定する分析では測定することができない第二次元目（secondary dimensions）
（Ackerman（1992）によれば「局外次元（nuisance dimensions）」）について多次元 IRT を使いながら
検証している。このような，DIF を引き起こす要因探索としての次元性検証に対して，bi-factor モ
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デルを活用することも考えられる。
【注】
1） Holzinger and Swineford（1937）において “bi-factor” を使用していることから本研究では一貫して “bi-factor” を
用いる。日本語では，浅野（1972），印東（1950），堀（2003）において「双因子」とされることが多い（青木・清水，
2015）。
2） Cai（2010）は，“two-tier”（2層）を仮定する bi-factor モデルを提案している。具体的には，一般因子を2つ想定し，
その間に相関を仮定した上で，グループ因子を設定するモデルである。たしかにそのモデルも bi-factor モデルを包
含するモデルである。しかしながら，学力テストの場合を考えれば，教科間の相関まで仮定するモデルとなり，推
定される潜在特性尺度値の解釈が複雑となってしまうため，本研究では扱わないこととした。
  また，高次 IRT モデル（Rijmen，2010）という一般因子からの影響を直接項目へは仮定しないモデルもある。本
研究では，「下位領域特有の能力」に着目するため，これは扱わないことにする。なお，多次元 IRT における多母集
団モデル（たとえば Boughton, Lorie & Yao，2005）や，名義反応データへの対応（Revuelta，2014）も本研究では扱
わない。
3） 内 容 的 な 領 域 と し て，Cube Painting（4項 目 ），Farms（2項 目 ），Walking（2項 目 ），Apples（3項 目 ），
Continent Area（1項目），Growing Up（3項目）がある。
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	 The	aim	of	this	paper	is	to	review	the	previous	literature	on	bi-factor	model	and	provide	its	
applicability	 to	 the	 item	and	test	analysis.	Bi-factor	model	 is	 the	model	 in	which	a	number	of	
group	factors,	each	running	through	two	or	more	items,	 in	addition	to	a	general	factor	running	
through	all	 items,	are	both	assumed.	Although	bi-factor	model	was	 introduced	in	the	1930s,	we	
have	paid	 little	attention	to	 it	 in	psychometric	research.	Recently,	applied	research	of	bi-factor	
model	is	increasing	but	the	discussion	regarding	its	applicability	in	item	and	test	analysis	is	still	
needed.
	 This	paper	overviewed	 the	previous	 literatures	on	bi-factor	model	 in	 terms	of	 IRT	and	
summarized	its	advantages.	Finally,	this	paper	discussed	future	topics	of	bi-factor	model.
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