Parameterization of processes that occur on length scales too small to resolve on a computational grid is a major source of uncertainty in global climate models. This study investigates the relative importance of a number of parameters used in the Goddard Earth Observing System Model, version 5 (GEOS-5), atmospheric general circulation model, focusing on cloud, convection, and boundary layer parameterizations. Latin hypercube sampling is used to generate a few hundred sets of 19 candidate physics parameters, which are subsequently used to generate ensembles of single-column model realizations of cloud content, precipitation, and radiative fluxes for four different field campaigns. A Gaussian process model is then used to create a computationally inexpensive emulator for the simulation code that can be used to determine a measure of relative parameter sensitivity by sampling the response surface for a very large number of input parameter sets. Parameter sensitivities are computed for different geographic locations and seasons to determine whether the intrinsic sensitivity of the model parameterizations changes with season and location. The results indicate the same subset of parameters collectively control the model output across all experiments, independent of changes in the environment. These are the threshold relative humidity for cloud formation, the ice fall speeds, convective and large-scale autoconversion, deep convection relaxation time scale, maximum convective updraft diameter, and minimum ice effective radius. However, there are differences in the degree of parameter sensitivity between continental and tropical convective cases, as well as systematic changes in the degree of parameter influence and parameter-parameter interaction.
Introduction
The importance of realistic representation of subgrid processes, especially clouds and convection, in global climate model (GCM) simulations has motivated decades of focused model development (Jakob 2003 (Jakob , 2010 . By design, subgrid parameterizations simplify physical processes. The uncertainty in physical parameterizations along with the resulting random or systematic error in the model solution is potentially large and, in general, unknown. Rather than reducing uncertainty, development of more physically realistic schemes may exacerbate the problem by making errors in parameterizations more difficult to discern. This is in part due to interactions between parameterizations; for example, cloud, convection, land surface, boundary layer, and radiation [cf. Qian et al. (2015) and references therein]. Nonlinearity in the relationship between parameter perturbations and parameterization output further complicates the issue, causing the model response to differ (sometimes markedly) when parameters are perturbed around different values Tushaus et al. 2015) . As such, while model developers may have precise knowledge of how a change in one or more parameters may affect the process rates computed within a given parameterization, they may not know how changes in parameters affect the outcome of the simulation in general.
Historically, evaluation and tuning of parameterizations have involved a combination of expert knowledge with select (and limited) sets of sensitivity studies. Parameter values are adjusted until the model produces a solution consistent with an extensive suite of available observations. The fact that tuning to one set of observations [e.g., top-of-atmosphere (TOA) radiative fluxes] can lead to biases in other important model output fields (e.g., clouds and precipitation) is well known (e.g., Stephens 2005) . Until recently, computational resource limitations have largely precluded the use of robust statistical tools for systematic evaluation of model parameterizations. The past decade has witnessed a profusion of research into quantitative sensitivity analysis, and methodologies are beginning to mature.
Systematic exploration of uncertainty in model physics parameterizations has recently been conducted for global climate models (Murphy et al. 2004; Palmer et al. 2005; Stainforth et al. 2005; Murphy et al. 2007; Rougier et al. 2009; Murphy et al. 2009; Collins et al. 2011; Yang et al. 2013; Zhao et al. 2013; Wan et al. 2014; Boyle et al. 2015; Yang et al. 2015a; Qian et al. 2015) , regional weather prediction models (Stensrud et al. 2000; Aksoy et al. 2006; Tong and Xue 2008a,b; Järvinen et al. 2010 Järvinen et al. , 2011 Berner et al. 2011; Yang et al. 2012; Yan et al. 2014; Zou et al. 2014; Yang et al. 2015b) , and detailed process models (Tao et al. 1995; Grabowski et al. 1999; Wu et al. 1999; Petch and Gray 2001; Gilmore et al. 2004; van den Heever and Cotton 2004; Posselt and Vukicevic 2010; Posselt and Bishop 2012; van Lier-Walqui et al. 2012 . Common themes in these studies include the following: 1) model output is very sensitive to perturbations in model physical parameters, 2) changes in parameters in one parameterization may feed back on the output from related parameterizations, and 3) simplified models [e.g., single-column models (SCMs)] are useful (albeit limited) tools for comprehensive parameterization analysis.
The body of research conducted to date highlights the complexity of the problem: quantification of uncertainty necessarily involves examination of the multivariate relationships between uncertain parameters. Exploration of the parameter space requires a very large sample of model integrations, limiting thorough sensitivity analysis to institutions with access to large computing resources. The problem can be simplified to a large extent by acknowledging the following: 1) recent work suggests that fast-evolving processes contribute the major portion of the model error, and 2) many fast processes operate on local spatial scales and involve local interactions (e.g., Wan et al. 2014 ). As such, it is possible, in theory, to conduct an examination of the model sensitivity using a simplified or limited domain representation of the full three-dimensional model. While single-column models cannot be used to examine the influence of parametric uncertainty on neighboring grid columns, they have proven to be useful tools for understanding model uncertainty and focusing development efforts.
While many institutions have been actively developing quantitative sensitivity analysis frameworks, robust statistical techniques have not yet been applied to NASA's Goddard Earth Observing System Model, version 5 (GEOS-5). The present effort aims to use single-column model experiments of a number of deep convective cases to quantify uncertainty in GEOS-5 physical parameterizations. Specifically, this research explores the sensitivity of GEOS-5 simulated cloud and radiative variables to changes in uncertain model parameters in the convective, large-scale cloud, and radiation parameterizations and determines whether the sensitivity varies across different cases of deep convection. To this end, the GEOS-5 single-column model is driven with observed large-scale tendencies of temperature, water vapor content, and wind for several deep convection cases. A Gaussian process model is then used to quantify model sensitivity. This research promotes 1) a deeper understanding of the sensitivities inherent in the GEOS-5 parameterization schemes and 2) knowledge of whether this sensitivity varies with changes in the largescale forcing of the local environment. The results have implications for whether parameter values in GEOS-5 should be adjusted regionally and seasonally or if a single (global) set of values may suffice.
We wish to emphasize at the outset that our goal is to conduct a compact study that demonstrates the utility of Gaussian process sensitivity analysis for cases of deep convection in GEOS-5. Use of a single-column model framework driven by field campaign observations allows us to focus on the parameterization response. Feedbacks between parameterizations and environment and largerscale dynamics will of course modulate this response, but isolating the influence of parameterizations independent of the larger-scale model response facilitates an examination of intrinsic parameter sensitivity. It is likely that the sensitivities we find may be different when parameterizations are coupled with the three-dimensional model dynamics [cf. work by Guo et al. (2014) and Qian et al. (2015) ].
The remainder of this manuscript is organized as follows. Section 2 contains a brief description of GEOS-5 and the single-column model experiments. The Gaussian process algorithm is presented in section 3, along with documentation of its performance for the GEOS-5 experiments. Section 4 describes the results of the sensitivity study, and summary and major conclusions are presented in section 5.
GEOS-5 and SCM experiments
This section provides a brief description of NASA's GEOS-5, along with pertinent details of its physical parameterizations and the single-column framework. Detailed information on the modeling system can be found in Rienecker et al. (2008) and Molod et al. (2012) , as well as on the GEOS-5 wiki page (http://geos5.org).
a. GEOS-5
The GEOS-5 atmospheric general circulation model (AGCM) was used by NASA's Global Modeling and Assimilation Office (GMAO) as part of the Modern-Era Retrospective Analysis for Research and Applications (MERRA; Rienecker et al. 2011) . The MERRA version of the GEOS-5 AGCM best represented the components of the hydrological cycle in a reanalysis framework but exhibited biases when run in atmosphere-only or coupled atmosphere-ocean climate modes. The Fortuna version has been developed over the past five years to address these biases, and simulations performed with the Fortuna AGCM exhibit major improvements over the MERRA version (Molod et al. 2012) . Although Fortuna development has focused on Atmospheric Model Intercomparison Project (AMIP)-style and coupled climate runs, the resulting model has also performed well in data assimilation and numerical weather prediction applications across a wide range of horizontal resolutions. As a result, this version of the GEOS-5 AGCM has been used in the GMAO's real-time atmospheric analysis and forecast system, unifying the climate and weather models in a seamless manner.
The focus of the present study is the sensitivity characteristics of the GEOS-5 physical parameterizations, and as such, a brief summary of the model's physical parameterizations is provided here, along with a description of the GEOS-5 AGCM single-column configuration. The GEOS-5 AGCM physics parameterizations include atmospheric convection, large-scale precipitation and cloud cover, longwave and shortwave radiation, turbulence, gravity wave drag, and a land surface model. Convection is parameterized using the relaxed ArakawaSchubert scheme (RAS; Moorthi and Suarez 1992) and includes the generation and reevaporation of falling rain (Bacmeister et al. 2006) . RAS is a mass flux scheme with an updraft-only entraining and detraining plume cloud model and a quasi-equilibrium closure. The frequency and intensity of deep convection is governed by a stochastic Tokioka (Tokioka et al. 1988 )-type trigger function. The prognostic cloud cover and cloud water and ice scheme is the single-moment scheme of Bacmeister et al. (2006) . It includes large-scale condensation, evaporation, autoconversion and accretion of cloud water and ice, sedimentation of cloud ice, and reevaporation of falling precipitation. The probability distribution function (PDF) for total water that governs the condensation and evaporation processes is described in Molod (2012) . The longwave radiative processes include absorption due to cloud water, water vapor, carbon dioxide, ozone, nitrous oxide, and methane (Chou and Suarez 1994) . The shortwave radiative scheme (Chou 1990 (Chou , 1992 includes absorption by water vapor, ozone, carbon dioxide, oxygen, cloud water, and aerosols, as well as scattering by cloud liquid, cloud ice, and aerosols. The turbulence parameterization is a combination of the Lock scheme (Lock et al. 2000) and the Richardson number-based parameterization of Louis and Geleyn (1982) . The Lock scheme includes a representation of nonlocal mixing (driven by both surface fluxes and cloud-top processes) in unstable layers, either coupled to or decoupled from the surface, and an explicit entrainment parameterization. The original scheme was extended in GEOS-5 to include moist heating and entrainment in the unstable surface parcel calculations. The Louis scheme is a firstorder local scheme, and its effect is largely felt just above the surface layer and in regions of shear-generated turbulence. The Monin-Obukhov surface layer parameterization is described in Helfand and Schubert (1995) and includes the effects of a viscous sublayer for heat and moisture transport over all surfaces except land. The ocean roughness is determined by a blend of the algorithms of Large and Pond (1981) and Kondo (1975) , modified in the midrange wind speed regimes according to Garfinkel et al. (2011) and in the high wind speed regime according to Molod et al. (2013) . The gravity wave parameterization computes the momentum and heat deposition into the grid-scale flow due to orographic (McFarlane 1987) and nonorographic [after Garcia and Boville (1994) ] gravity wave breaking. The land surface model (Koster et al. 2000 ) is a catchmentbased scheme that treats subgrid-scale heterogeneity in surface moisture statistically. The applied subgrid-scale distributions are related to the topography, allowing it to exert a major control over much of the subgrid variability. The catchment model is coupled to the multilayer snow model of Stieglitz et al. (2001) . Molod et al. (2012) reported the results of an assessment of the sensitivity of the GEOS-5 AGCM in climate mode to select parameter settings. The results were based on trial-and-error experiments and resulted in the identification of the set of parameters listed in Table 1 as those that largely govern the key processes in the model parameterizations and by extension the large-scale (grid resolved) state. In brief, these consist of the following. Three parameters govern the threshold relative humidity for cloud formation (MIN RH, MAX RH LAND, and TURN RH), and two control the fall speed of ice particles formed by the grid-scale cloud scheme (LS ICEFALL) and detrained from convection (ANV ICEFALL). Three parameters control the autoconversion of cloud to rain: grid-scale cloud (AUTOC LS), cloud detrained from the convective scheme (AUTOC ANV), and convective cloud (AUTOC CN). Three 
b. SCM experiments
The Fortuna version of the GEOS-5 AGCM includes the option to run experiments in single-column mode, and in practice the same model executable is used for single-column experiments as for any climate or weather forecast experiment. A run-time option is exercised to substitute the ''dynamical core'' calculations with a ''data dynamics'' component that reads advective tendencies from a file. This allows the single-column experiments to be conducted with the identical version of the GEOS-5 AGCM physical parameterizations used in climate and forecast experiments. The data dynamics option allows both fully prognostic and semiprognostic (Randall et al. 1996) single-column experiments; fully prognostic experiments were utilized in the present study. The default model configuration utilizes 72 vertical levels on an eta coordinate grid that is terrain following near the surface and follows pressure surfaces aloft. The vertical domain stretches from the surface to the mesosphere, with approximately 40 levels in the troposphere. Because the experiments are conducted in single-column mode, the notion of horizontal resolution is somewhat arbitrary. In GEOS-5, the horizontal grid spacing does affect the choice of critical relative humidity for large-scale cloud formation, as well as the operation of the stochastic Tokioka limitation on the RAS convective scheme. In experiments in which an SCM is driven by flow and thermodynamic fields obtained from a host GCM, the resolution of the parent GCM will of course also exert an influence on the SCM experiments. This is not the case for our experiments, as they are driven by data obtained from observational field campaigns. We do acknowledge that the domain over which advective tendencies are computed will exert an influence on the outcome of an SCM experiment. The parameter that controls the performance of the deep convection is the maximum allowed diameter of the deepest convective updraft, while the minimum critical relative humidity controls the large-scale condensation.
By default, these were set to the values used when the model is run on a 28 3 2.58 grid and were then allowed to vary over a range consistent with a 1 /88-28 3 2.58 grid during perturbation experiments.
At present the GEOS-5 AGCM library of available single-column experiments includes an extensive collection of in situ forcing, MERRA forcing, and GMAO operational data assimilation system forcing fields. The SCM experiments performed for this study include a suite of fully prognostic simulations using the in situ forcing fields from four different field campaigns, all using the method of Zhang and Lin (1997) and Zhang et al. (2001) . These are the Atmospheric Radiation Measurement Program (ARM) summer 1997 field campaign (ARM97), the ARM South China Sea (SCS) Monsoon Experiment (ARM SCSMEX), the ARM Tropical Warm Pool-International Cloud Experiment (ARM TWP-ICE), and the Tropical Ocean and Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE). Each is briefly outlined below in chronological order, along with figures depicting the time evolution of select SCM output fields. Note that all SCM experiments documented below were performed with the same set of default parameter settings (Table 1) .
1) TOGA COARE, 1992/93
The data used to drive the TOGA COARE SCM experiments were obtained from Zhang (1997) . The 120-day simulation (Fig. 1a) runs from 1 November 1992 through 28 February 1993 and is centered on a region located at latitude 28S and longitude 1568E. The TOGA COARE observing campaign was centered over the western Pacific equatorial warm pool and was designed to improve understanding of the processes responsible for coupling the atmosphere and ocean in this region (Webster and Lukas 1992; Lukas et al. 1995; Yuter and Houze 1998; Lucas and Zipser 2000) . Measurements and atmospheric and surface analyses from the experiment have been processed into a coherent 4-month forcing dataset (Das et al. 1999; Ciesielski et al. 2003 ) that includes data from three research cruises, the dates of which were 10 November-1 December, 18 December-23 January, and 31 January-18 February. Three separate intraseasonal oscillations (ISOs) were observed, each lasting between 40 and 50 days and each exhibiting a transition from quiescent through frequent deep convection (Lucas and Zipser 2000; cf. Fig. 1a) .
2) ARM, 1997
The ARM97 SCM data were obtained from the ARM cloud modeling working group (Zhang 2010a) . The 30-day simulation runs from 18 June 1997 to 18 July 1997 over the U.S. Southern Great Plains, centered at latitude 368N and longitude 97.58W. The forcing time interval was characterized by distinct periods of infrequent intense precipitation (Fig. 1b) . Local convection and intermittent heavy precipitation were observed during the first half of the experiment, while the second half was affected by a large convective complex with sustained precipitation. Thorough descriptions of this case can be found in Xu et al. (2002) and Xie et al. (2002) .
3) ARM SCSMEX, 1998
ARM SCSMEX SCM forcing data (Nuss and Titley 1994; Johnson and Ciesielski 2000) were obtained from Ciesielski (2005) . The 46-day simulation runs from 6 May 1998 to 20 June 1998 and is centered on a region located at latitude 108N and longitude 1128E. The SCSMEX (Lau et al. 2000; Ding and Liu 2001) was conducted to examine the mechanisms associated with the onset of monsoon convection over the northern and southern SCS and to validate the newly launched TRMM satellite (Kummerow et al. 2000) . During the SCSMEX field campaign, convection occurred in two distinct phases ( ) during 2-11 June and with winds that reversed direction in the midtroposphere. Consistent with the response of convection to the organizing influence of shear (e.g., Fovell and Ogura 1989) , convection during the June time period was more well organized, and precipitation was more sustained than during the preonset period (Johnson and Ciesielski 2002) .
4) ARM TWP-ICE, 2006
The ARM TWP-ICE SCM forcing data were obtained from the ARM cloud modeling working group (Zhang 2010b) . The 25-day simulation runs from 17 January 2006 to 12 February 2006, centered on a region located at latitude 128S and longitude 1318E. The region around Darwin, Australia, during the Australian monsoon was chosen to examine convective cloud systems from their initial stages through to decay and production of thin highlevel cirrus. Three distinct time periods were in evidence during TWP-ICE ( Fig. 1d) : an initial active monsoon phase, lasting from approximately 13 to 25 January; a suppressed, or ''dry,'' monsoon period spanning 26 January-2 February; and a ''monsoon break'' period from 2 to 12 February 2006. During the active phase, frequent troposphere-deep convection was observed, while during the suppressed period, there was isolated infrequent convective activity. The monsoon break was characterized by easterly winds and lower-topped continental-based convection initiating on the sea breeze-monsoon trough boundary (Xie et al. 2010 ).
c. Analysis of SCM output
In the sensitivity analysis, we are most interested in the accumulated effects of changes in parameters on model output, and the sensitivity analysis methods we use (described below) require summary statistics. In addition, it is natural to focus on the characteristics of the hydrologic cycle and radiative transfer as climaterelevant quantities. For these reasons, we use as quantities of interest (QOI) eight model output variables averaged over the length of each simulation. We track four different precipitation rate variables for the purpose of diagnosing parameter influence on different precipitation-generating processes. These are the 1) total precipitation (TOTAL), 2) precipitation produced by the resolved-scale cloud scheme [large-scale precipitation (LSPRCP)], 3) rainfall output directly from the RAS convective scheme [convective precipitation (CNPRCP)], and 4) precipitation eventually produced by condensate detrained from RAS [anvil precipitation (ANPRCP)]. Note that TOTAL is computed as the sum of large-scale, convective, and anvil precipitation. In Table 2 .
Gaussian process algorithm
Sensitivity analysis depends on the ability to map the response of a model to changes in one or more input variables. In cases for which the true functional relationship is unknown or difficult to represent analytically, an approximate model must be specified, derived, or inferred from data. Even when the model relating input and response is known, it is often desirable to obtain an approximate functional relationship that is computationally much more efficient than the fullcomplexity model. While there are many possible ways to generate this surrogate model, Gaussian process modeling sensitivity analysis (GPMSA) has arisen as a method with proven flexibility and robustness. In this section, we provide a brief overview of GPMSA and then detail the specific application to our GEOS-5 sensitivity analysis.
We begin by considering an independent variable x and a dependent variable y. The variable x might be a spatial or temporal dimension, a property of the state of the system, or the value of a tunable constant in a computer model. Let x and y be related by a function y 5 f(x) (if there is no relationship, then the sensitivity analysis exercise is nonsensical). Given data (observations) on y at a number of values of x, the aim is to estimate a new value of y (y*) for a new point value of the independent variable x*. Clearly some knowledge of f(x) is required; if the true function is unknown, then f(x) must be approximated. Linear or polynomial regression is one way to solve this problem, but both depend on f(x) taking a specific form. We may relax our assumption of the form of f(x) by assuming only that y values at two points x in close proximity are very likely to be similar. As such, the key information is the degree of relationship between two y values as a function of the separation in x. In Gaussian process modeling, it is assumed that all y values are Gaussian-distributed random variables, related to one another via covariances that scale with distance x. As such, we are modeling the dependence of y on x as a stochastic process.
The utility of GPMSA stems from its two main functionalities: 1) it assumes no fixed form for the functional relationship between x and y, and 2) it utilizes Gaussian finite-dimensional probability distributions, which are mathematically convenient as they can be described entirely by their first two moments, their sample paths are integrable and differentiable with proper choice of covariance function, and they have the property that any linear combination of Gaussian-distributed random variables is also a Gaussian-distributed variable. The fundamental assumption is that all data y are samples from a multivariate Gaussian distribution for which the best estimate is the mean and that the variability of y with x can be entirely described by the covariance function k(x, x 0 ) with tunable length scale, signal noise (kernel variance), and observation noise-the so-called hyper-parameters. Note that the covariance function can have multiple terms, each dealing with a different scale of variability in x (with different length scales). Note also that these terms do not have to look like covariances (squared differences in x divided by a squared length scale); they can include periodicity (e.g., sine functions or damped oscillators) as well as other properties. Choice of a covariance function should be consistent with prior knowledge of the system; a priori, there is no restriction as to the form of the covariance function, except that it should be positive semidefinite. The following function is used in GPMSA primarily because it is very smooth; it is infinitely differentiable and infinitely divisible (positive definite):
Here, x and x 0 are two locations in state space, s 2 f is a tunable noise variance, and l is the (tunable) covariance length scale. For a thorough discussion of covariance functions, the reader is directed to the excellent text by Rasmussen and Williams (2006) .
Our implementation of GPMSA follows the methodology described in Kennedy and O'Hagan (2001) and detailed in Higdon et al. (2008) . An ensemble of between 389 and 463 SCM simulations is generated for each field campaign by sampling sets of input parameters (Table 1 ) using a symmetric Latin hypercube sampling (LHS) algorithm (Ye et al. 2000) . Differing numbers of simulations arose from the fact that a select number of SCM runs in each case generated outliers when compared with the rest of the simulations. In every case, parameter values that produced outliers were located at the extreme edges of the input parameter ranges. These runs were not used in constructing the GMPSA fit. Note that the LHS for the full set of model parameters was modified to accommodate natural physical parameter constraints and as such is not a full Latin hypercube. Constraints were specifically that the convective relaxation time scale for the shallowest plume (RASAL1) always be smaller in magnitude than the convective relaxation time scale for the deepest plume (RASAL2). Both parameters control the amount of convective positive buoyancy that is removed in each model time step. Maximum liquid and ice effective radius (MAX RL and MAX RI) were constrained to be greater than the minimum values (MIN RL and MIN RI). Finally, the minimum critical RH was specified to be less than the maximum critical RH over land. The GPMSA algorithm is then used to fit a relationship between the sample of input parameters and the eight time-mean output variables listed in Table 2 . In the process of constructing the GPMSA emulator, we found that unadjusted values of the quantities of interest returned very large fitting errors. A far better fit was obtained when parameters were fit to the log of the quantities of interest. The log transform was computed as follows:
x log 5 log 10 (10 n x) ,
where n was chosen to be the minimum integer that returned a positive value for x log . As such, the response function generated by GPMSA is f(x log ). The GMPSA algorithm was found to provide a superior fit when all input parameter values were positive (e.g., all values of 10 n x were greater than 1). This is due to the fact that the log of a value between 0 and 1 changes rapidly with changes in the input, especially at values close to 0. If more than a few of the 10 n x values are 1, then there will be somewhat artificially large changes in log 10 (10 n x) for a small change in x, and fitting errors will be large. Values of n required to produce positive values were QOI dependent and are reported in Table 2 .
The goodness of fit of the emulator produced by the GPMSA method can be determined by performing a leave-one-out cross-validation study. The procedure involves constructing the emulator using all but one of the simulations and then using the emulator to predict the quantities of interest of the omitted simulation. This process is then repeated for each of the simulations in the runset. An example is shown for each output variable from the SCSMEX case in Fig. 2 . For a perfect fit, all quantities would lie exactly on the diagonal line. The error bars represent 95% prediction intervals. In all cases, the average fitting error was less than 10%. For a few quantities of interest, there were a small number of outliers with much larger fitting errors of 60% or more. When GPMSA was applied to the subset of the most sensitive parameters (results described in section 4), the maximum fitting errors decreased to less than 25%. Early analysis performed without taking the log of the output variables and using an unadjusted input variable range had maximum fitting errors of more than 1000%. The values reported in Table 1 reflect the adjusted parameter ranges, and we note that the parameters determined to be most sensitive were the same regardless of the exact parameter range. Note that, in addition to the 19 physical model parameters listed in Table 1 , we included an inert parameter in the GPMSA. This ''dummy'' parameter had no influence on the model solution and was included as a sanity check on the algorithm. Examination of parameter sensitivity plots indicates that, as expected, this parameter has no influence on the simulation results.
Characterization of model sensitivity
Sensitivity analysis is, at its core, an exploration of the model response function-the relationship between a change in a control variable and the corresponding change in model output. The Gaussian process response surface emulator provides quantitative estimates of this sensitivity and identifies the most sensitive parameters. However, it is useful at the outset to examine the parameter-output scatterplots for the ensemble of simulations produced for each case, as these provide an indication of the response of the model to changes in input parameters. There are 19 variable parameters and 8 output variables of interest. Rather than plot the associated 152 parameter-output combinations, we have selected the 15 that demonstrate the largest sensitivity in our GPMSA. These are examined in section 4a below. Following the initial examination of the parameterresponse scatterplots, quantitative sensitivity results from the Gaussian process algorithm are presented in sections 4b and 4c
a. Model parameter-response scatterplots
To highlight the differences between midlatitude and tropical convection, results are presented first for TOGA COARE, SCSMEX, and TWP-ICE, then for ARM97. Ordering the results in this manner follows a progression from open ocean (western Pacific warm pool) to smaller ocean basin (South China Sea), to tropical convection over land (Darwin, Australia), and to a purely land-based continental location (Southern Great Plains). Before launching into a discussion of the results, it is important to emphasize that each of the scatterplots represents variability not only over the parameter of interest but over all 19 control parameters. As such, those parameters whose scatterplots exhibit little variance about the central tendency can be reliably FIG. 4 . As in Fig. 3 , but for SCSMEX.
said to exert a strong degree of control over the output variable of interest. Comparison among scatterplots for the three oceanic convection cases (Figs. 3, 4 , and 5) reveals that the functional relationship between parameters and model output is very similar for the cases of oceanic convection. While the factors that lead to differences in convective structure and organization (e.g., the thermodynamic environment, wind shear, and proximity to land), as well as the resulting convective structure and frequency (Fig. 1) , differ among the three cases, the influence of a change in internal parameter on the model solution is very consistent. This is true both of the form of the functional relationship and the degree of sensitivity.
Default parameter values produce model output that is generally not centered in the ensemble of output values. This is, in most cases, because the default values lie near the edge of the parameter range. These default values are the result of an iterative model tuning process and are set to values that produce the best match between model output and a comprehensive set of observations globally. The parameter bounds used in the Latin hypercube sampling represent the physically realistic parameter ranges, but not all values are a priori equally likely. For example, while it is technically feasible for there to be differences in the autoconversion threshold (the value of cloud mixing ratio above which cloud or ice is assumed to be precipitating), it is highly unlikely that this value is very small (nearly all cloud precipitates) or large (very little cloud precipitates). All parameter values are assigned an equal probability for the purpose of evaluating sensitivity and to determine whether a priori unlikely parameter values are capable of producing a similar result to the default set.
Closer examination of the scatterplots reveals that 9 of the 15 most sensitive quantities of interest are related to precipitation. Interestingly, the total precipitation (sum of large-scale, convective, and anvil precipitation) is sensitive to changes in the large-scale ice fall speed, while the components of the total are less so. As will be discussed below, the large-scale precipitation is sensitive to parameters that govern how precipitation is divided among the various component (large-scale, anvil, and convective) precipitation amounts, while the total precipitation is not. This could lead to a higher component precipitation sensitivity to a parameter that does not affect the total precipitation. This leaves the total precipitation sensitive to a relatively smaller number of parameters than its components, and as such the scatterplot more clearly depicts the parameter-output response. Among the tropical convective cases (Figs. 3-5) , the most sensitive parameters are related to autoconversion and ice fall speed. The functional relationship between a change in autoconversion and a change in model output is generally consistent across the tropical cases. Sensitivity is maximized (model output changes most rapidly) at parameter values close to the low end of the range and decreases as parameter values increase. It is expected, from the construction of the model's parameterizations, that an increase in autoconversion will lead on average to an increase in precipitation and a decrease in suspended cloud water content (LWP and IWP); however, this proves not to uniformly be the case, as the exact sequence of the different precipitation and microphysical processes comes into play. Increases in convective autoconversion lead to decreases in large-scale and anvil precipitation, but increases in convective rainfall. The increase of convective precipitation with autoconversion is expected, and the depletion of suspended condensate resulting from the autoconversion of convective condensate leads to decreased anvil and large-scale precipitation. Increases in large-scale autoconversion are not directly related to changes in precipitation but do lead to decreases in liquid water path and decreases in outgoing shortwave radiation.
Modifications to the ice fall speed change the vertical distribution of ice in the model and as such should exert an influence on the precipitation and radiative fluxes.
Indeed, an increase in the fall speed of the large-scale ice particles leads to an increase in the total precipitation and a decrease in ice water path. Removal of ice leads to an increase in the outgoing longwave radiation and a decrease in the outgoing shortwave radiation. In closing this section it is worth noting that all of the parameteroutput relationships are monotonic; there are no readily discernible inflection points.
Consistency between the tropical convective case results might lead one to doubt whether the environment has an influence on model output in the SCM framework. This question may be addressed in part via examination of parameter sensitivity in a very different environment. While convection in the tropics is driven by destabilization associated with radiative cooling (Stephens and Ellis 2008; Posselt et al. 2012) , convection over the U.S. Great Plains is forced by heating of the surface. Advection, not radiative cooling, changes the large-scale thermodynamic environment aloft. An examination of scatterplots for the ARM97 case (Fig. 6 ) reveals that changes in many of the parameters have a similar influence on the model output to cases of tropical convection. In particular, the relationship between ice fall speeds and total precipitation, LWP, IWP, and radiative fluxes remains similar in form and magnitude to the three tropical convective cases. However, the FIG. 6 . As in Fig. 3 , but for the ARM97 experiment.
FIG. 7.
Parameter sensitivity results for the TOGA COARE case. Sensitivity is expressed as a change in output variable per one standard deviation change in input parameter for each parameter and quantity of interest. The 1s uncertainty in the parameter-output response is expressed in the error bars, while the horizontal dashed line represents the baseline sensitivity, below which parameter influence is deemed not to be statistically significant.
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influence of changes to the autoconversion parameter is quite different. In the continental case, changes to convective autoconversion have little effect on large-scale and convective precipitation, though the effect on anvil precipitation remains large. In contrast to the oceanic cases, rain reevaporation (applied in the convective parameterization) becomes important in the ARM97 case. This is not surprising, as the water vapor content in FIG. 8 . As in Fig. 7 , but for the SCSMEX case. Fig. 7 , but for the TWP-ICE case.
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FIG. 9. As in
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FIG. 10. As in Fig. 7 , but for the ARM97 case.
both the free troposphere and boundary layer is much lower over the U.S. Great Plains, and a similar result was found by Yang et al. (2015b) in their analysis of convective downdraft sensitivity. The positive relationship between rain reevaporation factor and convective precipitation arises from the fact that increasing rain reevaporation moistens the lower troposphere, resulting in more water vapor available for convection at subsequent times. This is one example of a case in which a sensitivity study that includes coupling to the largerscale dynamics would likely change the parameter sensitivity.
b. Gaussian process-based quantitative sensitivity analysis
Parameter-model output relationships evident in scatterplots are quantified using the Gaussian process algorithm described above. These sensitivities were computed by sampling the response surface at 150 000 random points using the GPMSA emulator. In the analysis that follows, we discuss the individual parameter response for each case, highlighting the physical nature of the observed sensitivity structures for those parameter-output combinations that exhibited the greatest quantitative sensitivity. The sensitivity results presented in Figs. 7-10 are derived from a calculation of the main effect in the Gaussian process algorithm. The centroid of each line plotted above each parameter is the change in the QOI over the range of a particular input parameter-the largest minus smallest value of the QOI response in the parameter main effect function. The bars represent 61s (square root of the variance) of the main effect function. Larger numbers and/or wider 1s bars indicate greater sensitivity. The dashed line indicates the sensitivity level at which all input parameters would have an identical main effect. Centroid values below this line with small 61s bars are deemed not to be significant contributors to the parameter sensitivity.
In the TOGA COARE experiment (Fig. 7) , largescale and total precipitation are sensitive to changes in multiple parameters, but the large-scale precipitation is most sensitive to changes in convective autoconversion, while the total is most sensitive to large-scale ice fall speed. The large-scale precipitation is sensitive to the large-scale ice fall parameter as well, but other sensitivities that control the split between the model's different types of precipitation dominate the large-scale precipitation but are not relevant for total precipitation. Convective and anvil precipitation are nearly uniquely determined by the convective autoconversion parameter, consistent with the role of the convective autoconversion in determining how much convectively generated condensate is converted to convective precipitation and how much is detrained into the anvil. The liquid and ice water path are primarily sensitive to changes in the large-scale autoconversion and ice fall speed, respectively-again, consistent with the control of the autoconversion coefficient over the split between suspended condensate and precipitation. Outgoing longwave and shortwave radiation are most sensitive to the large-scale ice fall speed; this is not surprising, given that this parameter has an effect on the vertical distribution of ice water content. Radiative fluxes are also sensitive to anvil ice fall speed and convective autoconversion. OSR is also sensitive to autoconversion of large-scale precipitation. Not surprisingly, both LW and SW fluxes are sensitive to changes in the minimum and maximum ice effective radius. Interestingly, the total precipitation rate is also somewhat sensitive to changes in the minimum and maximum ice effective radius. This is likely because differences in radiative heating are driven by changes in upper-tropospheric cirrus cloud properties. As such, the ice effective radius exerts an influence on the thermodynamic structure of the troposphere and consequently an influence on the total precipitation (Stephens and Ellis 2008) .
As can be seen in the scatterplots, the most sensitive parameters for SCSMEX (Fig. 8 ) are similar to those in TOGA COARE. However, the large-scale precipitation is much more sensitive to the maximum diameter and convective relaxation time scale of the largest convective updrafts. Both of these control the amount of deep convection. The diameter exerts an influence through its restriction on the minimum allowable entrainment into the rising convective plume, while the time scale operates via its influence on the magnitude of the changes to the environment due to convection applied in each time step. As in the TOGA COARE case, convective and anvil precipitation are highly sensitive to changes in convective autoconversion, and the large-scale ice fall speed exerts the largest influence on total precipitation. Anvil ice fall speed has a much larger effect on the ice water path in SCSMEX versus TOGA COARE, but the parameters that influence radiative fluxes and LWP remain consistent. It should be noted that the thermodynamic environments in which TOGA COARE and SCSMEX took place were very similar; both occurred over the tropical Pacific Ocean. While the large-scale advective forcing was quite different for the two cases, changes in the vertical wind profile do not directly influence the local behavior of convective and cloud parameterizations.
In the TWP-ICE experiment (Fig. 9 ), convective and anvil precipitation is determined almost entirely by convective autoconversion. As in SCSMEX, large-scale precipitation is more sensitive to critical relative humidity and deep convective updraft width and convective time scale than in TOGA COARE. In contrast to TOGA COARE and SCSMEX, total precipitation in TWP-ICE is more sensitive to convective and anvil autoconversion parameters as well as to critical RH. Sensitivities of outgoing radiative fluxes are broadly similar to both SCSMEX and TOGA COARE.
Precipitation sensitivities in the ARM97 case ( Fig. 10 ) are not much different from the oceanic cases, with the exception of the emergence of the rain reevaporation factor as the dominant influence on large-scale and convective precipitation. It is sensible for rain reevaporation to have a strong effect on large-scale and convective precipitation in this case, as the forcing fields are drier throughout much of the troposphere than the oceanic convective cases. Aside from this one exception, there are not many differences in the LWP, IWP, and radiative flux sensitivities as compared with the oceanic cases. The parameters that exert the most influence on simulation output are consistent among the four cases.
c. Fraction of variance explained and parameter interactions
Visual inspection of the parameter sensitivity analysis results reveals the dominant controls on model output but does not address the interaction between model parameters. In this section, we examine the fraction of the variance in the model output explained by individual parameters and by combinations of parameters. This analysis required computation of parameter sensitivities for a subset of the parameters, as the quantitative estimates of percent variance explained and parameterparameter interactions will not be accurate if dependent pairs of parameters are included in the set. The original parameter set included constraints on effective radius (minimum , maximum), critical relative humidity (minimum , maximum), and convective time scale (RASAL1 , RASAL2). The new parameter set holds the maximum liquid and ice effective radii, max critical RH over land, and shallow convective time scale (RASAL1) constant. These four parameters had minimal effect on most of the QOI, though it should be noted that the outgoing shortwave radiation is sensitive to the maximum ice effective radius. When only the minimum ice effective radius is allowed to vary (keeping the maximum fixed), the sensitivity drops to near zero. It appears that the sensitivity to effective radius is active only at large values. This makes sense, as the solar reflectance is a nonlinear function of the effective radius, decreasing exponentially with decreasing particle size (for a given cloud mass). Parameter ranges for four input parameters (RASAL1, MAX RH LAND, MAX RL, and MAX RI) were restricted to satisfy the aforementioned constraints. The remaining 16 parameters were allowed to vary, and a new set of SCM simulations were conducted for each of the four experiments. With the exception of the ice effective radius, the sensitivity plots were nearly identical to those shown in Figs. 7-10, and we will not reproduce them here.
Parameters in the subset of 16 that explain at minimum 10% of the variance in at least one of the output quantities of interest (and their average fraction variance explained) are listed in Tables 3 and 4. Table 3 depicts the main effect, or the influence of each parameter on all QOI when integrated over all other parameters and normalized by the QOI range. Table 4 depicts the total effect, or the influence of each 
parameter on all QOI when all other parameters are allowed to vary. Differences between main and total effect can be used to assess the strength of interaction between parameters. The first four rows in Tables 3 and 4 depict the mean percent variance explained by each parameter over all eight output variables for each experiment. The bottom row depicts the number of output variables across all four experiments for which the parameter explains at least 10% of the total variance in the output. Consistent with the information contained in Figs. 7-10, the anvil and large-scale ice fall speeds and convective and largescale autoconversion are the dominant parameters, explaining a total of approximately 70% of the variance. The large-scale ice fall speed has more influence in tropical oceanic cases, while the influence of large-scale autoconversion in the tropics is smaller. Changes in convective autoconversion have approximately double the effect on tropical cases as compared with the continental ARM97 case. The results reflect the fact that much of the precipitation that falls in the tropics results from melting of ice-phase hydrometeors (stratiform rain), and hence the ice fall speed has a larger effect in the tropical cases. Convective autoconversion influences the amount of condensate available for conversion to ice higher in the troposphere and as such also has a strong influence on oceanic cases. Rain evaporation has a larger effect in regions with a relatively dry boundary layer and lower troposphere and hence has a much larger influence on the ARM97 case.
The degree to which changes in a given parameter interact with changes in other parameters can be assessed by examining the differences between the total effect and the main effect (Table 5) , while the ratio of main: total provides an assessment of the fraction of the total variability that is due to single variable effects (Table 6 ). Large effect ratios indicate that the degree of parameter influence on the model output does not change as the other parameter values vary. Comparison of the effect ratios with the main effect values in Table 3 and the total effect values in Table 4 and Figs. 7-10 indicates that the oceanic cases tend to exhibit smaller main versus total effect differences than the ARM97 case. In oceanic cases, those parameters that exert the most influence across the experiments and output variables (large-scale ice fall speed and the large-scale and convective autoconversion) tend to have relatively large (.85%) ratios. In contrast, most effect ratios are quite a bit lower in the ARM97 case, indicating that the response of model output to changes in a parameter varies as values of other parameters change. The results suggest that parameter-parameter interactions are more important for continental cases. This has consequences for model development, as a strong parameter-parameter interaction indicates that a change in one tuning parameter may lead to a different influence of other parameters on the solution.
Examination of the individual parameter-QOI main and total effects reveals a small subset of relationships for which interactions produced a significant fraction of the variance in the model output. In the interest of brevity, we present only those interactions with a total 2 main effect difference greater than 0.05 (more than 5% variance explained) and total:main effect ratio of greater than 140% (Table 7) . We report the total:main ratio rather than the main:total ratio to highlight the increase in variability when interactions are considered. There was only one parameter-output relationship with a significant interaction in the TOGA COARE case: MIN RH with LS PRCP. Total variability in the large-scale precipitation is 166% higher when the MIN RH is varied in concert with all other parameters than when it is changed in isolation. SCSMEX and ARM97 exhibited the largest number of significant interactions (five) and shared in common with the TWP-ICE experiment the two largest-magnitude interactions (ANV ICEFALL-IWP and AUTOC CN-IWP), as measured by the total 2 main effect difference. While both parameters exhibited relatively large main and total effect, the largest main effect (Table 3) and total 2 main effect differences (Table 5) were found for the LS ICEFALL parameter. As mentioned above, LS ICEFALL exhibited a large main:total effect ratio, and as such the interactions were not as large as for the ANV ICEFALL or AUTOC CN parameters.
Summary and conclusions
In this paper, a Gaussian process algorithm was used to examine the sensitivity of GEOS-5 single-column model output variables to changes in a set of adjustable parameters in the model's cloud and convective parameterizations. The analysis focused on the model's simulated hydrologic cycle for three cases of oceanic and one case of land-based deep convection. Oceanic convection cases ranged from TWP-ICE, which was run over land immediately adjacent to tropical ocean; to SCSMEX, which was over the ocean near the coast of mainland China; and to TOGA COARE, which was over open ocean far from a major landmass. The continental land case, ARM97, was run over the U.S. Great Plains and exhibited a far drier environment than any of the tropical cases. Differences in the environments and surface characteristics between the various cases facilitated an examination of region-dependent sensitivity. The major conclusions of our study are the following. 1) From the perspective of the single-column physics, cases of deep convection exhibit similar parameteroutput sensitivities, and only very large modifications in the temperature and/or water vapor structure change which parameters most influence model output. This implies that parameter sensitivity is determined largely by the type of cloud process supported in GEOS-5 and is less dependent on changes to the model's physical environment. 2) A few of the parameters nearly uniquely determine select model output variables in GEOS-5. Convective autoconversion nearly independently determines anvil precipitation, autoconversion of large-scale precipitation determines liquid water path, and the largescale ice fall speed controls the outgoing longwave radiation. 3) Inspection of the percent of the variance in the model output explained by individual parameter values reveals subtle differences in the influence of parameters with transition from open ocean to land. Specifically, those parameters that control the icephase (stratiform) precipitation and cirrus anvil radiative effect exert more influence with increasing distance from land, while the output is far more sensitive to changes in the rain evaporation parameter over continental land. These results reflect known differences in the precipitation production mechanisms between continental-land-based convection (warm rain processes) and deep convection over the tropical oceans (melting of ice hydrometeors). 4) Examination of the response to changes in individual parameters (main effect) versus the total effect of each parameter when all parameters are allowed to vary reveals systematic differences in parameter influence between continental and tropical cases and between ocean and land. Parameter interactions are weakest over open ocean and strongest over land. Over the continent, parameter interactions explain between 10% and 60% of the variance in the simulation output. The implication is that parameterizations will be easier to tune for convection over the tropical oceans than near landmasses and over continents.
The analysis we have conducted identified which parameters exert the most influence over the outcome of a set of parameterizations, along with which have significant interactions with each other. Such information is TABLE 7. Total 2 main effect and ratio of main:total effect for the subset of parameter-QOI pairs for which there were significant parameter-parameter interactions. Parameters for which the total 2 main effect difference is greater than 10% are highlighted in boldface.
Experiment
Parameter-QOI interaction [total 2 main effect difference; total:main effect ratio (%)] potentially useful in tuning existing parameterizations and in identifying parts of the model that may be contributing to model 2 observation differences. The results may also be used to determine whether there are systematic flaws in one or more parameterization schemes. For example, if the GPMSA algorithm reveals unrealistic sensitivity in a model output variable to a change in a parameter (erroneous in either magnitude or sign), this may indicate a structural deficiency in the parameterization. In addition, if observations are used alongside an uncertainty quantification (UQ) algorithm to calibrate parameter values and no sets of parameters are found to match the observations, this too may indicate structural flaws in one or more parameterization schemes. We see no evidence of such systematic problems in the GEOS-5 parameterization schemes, though we acknowledge we have conducted a limited set of experiments.
In closing, we wish to emphasize the limitations of the relatively isolated SCM framework used in this study. While it does allow for less computationally demanding sensitivity analysis, there are no feedbacks from parameterization to large scale. Mesoscale organization is also precluded, though this is also the case in 3D GCMs at grid spacings larger than approximately 20 km (;0.258). Examination of subregions or collections of grid boxes may help to address this limitation but may also introduce greater ambiguity associated with specification of lateral boundary conditions. Recent work, in which a small set of GCM columns are allowed to interact with each other via simplified advection and cyclic boundary conditions (Li et al. 2015) , shows promise for bridging this gap. Because of the lack of feedback from parameterization to the three-dimensional flow and environment, consistency among our experimental results may simply reflect the relatively isolated nature of the SCM framework. Even so, other recent studies have found similar consistency across regions in UQ experiments with fully threedimensional GCMs. Specifically, Qian et al. (2015) found differences in parameter-response relationship between land and ocean regions but a consistent response across the global tropical oceans. Midlatitude continental regions exhibited a pronounced seasonal variability, with small variability over the tropical continents.
In addition to use of an SCM framework, we have restricted our focus to cases of deep convection, examining whether parameter sensitivities change in different environments. The specific parameters that exert the most influence over model output, as well as the degree of sensitivity, will almost certainly differ (perhaps markedly) for cases of shallow convection, stratiform cloud, or processes that occur in middle and high latitudes. Extension of our analysis framework to such cases is straightforward but beyond the scope of this study. Finally, it should be mentioned that the results of any sensitivity analysis study will be influenced by the chosen range of control parameter values. We have set our ranges consistent with expert knowledge contributed by GEOS-5 developers and believe these to be the most realistic representation of the true sensitivity in the parameterizations (subject to the limitations of the SCM framework, as mentioned above).
