The ability to accurately forecast power generation from renewable sources is nowadays recognised as a fundamental skill to improve the operation of power systems. Despite the general interest of the power community in this topic, it is not always simple to compare different forecasting methodologies, and infer the impact of single components in providing accurate predictions. In this paper we extensively compare simple forecasting methodologies with more sophisticated ones over 32 photovoltaic plants of different size and technology over a whole year. Also, we try to evaluate the impact of weather conditions and weather forecasts on the prediction of PV power generation.
for solar irradiance for PV applications is also proposed in [8] . The presence of particulate matter in the atmosphere (denoted as Aerosol Index (AI)) is used in [9] to support an artificial neural network (ANN) to forecast PV power generation.
As for the specific day-ahead hourly forecasting PV power problem, [10] use add a least-square optimization of Numerical Weather Prediction (NWP) to a simple persistence model, to forecast solar power output for two PV plants in the American Southwest. A multilayer perceptron was used in [11] to predict the power output of a grid-connected 20-kW solar power plant in India. A stochastic ANN was adopted in combination with a deterministic Clear Sky Solar Radiation Model (CSRM) to predict the power output of four PV plants in Italy. A weather-based hybrid method was used in [13] as well, where a self-organizing map (SOM), a learning vector quantization (LVQ) network, a Support Vector Regression (SVR) method and a fuzzy inference approach were combined together to predict power generation for a single PV plant. In [14] Extreme Learning Machines (ELMs) are used to predict the power generation of a PV experiment system in Shanghai. Finally, we refer the interested readers to the two recent papers [15] , [16] , and to the references therein, for an extensive review of the literature.
A Global Energy Forecasting Competition (GEFCom2014) has recently allowed different algorithms to be compared, in a competitive way, to solve probabilistic energy forecasting problems, see [17] for a detailed description of the outcome of the competition. GEFCom2014 consisted of four tracks on load, price, wind and solar forecasting. In the last case, similarly to this paper, the objective was to predict solar power generation on a rolling basis for 24 hour ahead, for three solar power plants located in a certain region of Australia (the exact location of the solar power plants had not been disclosed to the participants of the competition) [17] . An interesting result of the competition was that all the approaches that eventually ranked at the first places of the competition were nonparametric, and actually consisted of a wise combination of different techniques.
B. Contributions
The performance of the various forecast models are affected by many elements of uncertainties, and in the opinion of the authors it is not always clear how single choices (e.g., the choice of a specific prediction methodology over another) or different factors (e.g., meteorological forecasting errors) contribute to the final prediction error (i.e., in terms of predicted vs. actual power generation). In fact, most of the existing related papers, including the previous references, generally propose a single methodology to perform the power forecasting task, and compare their results with other very basic algorithms, while comparisons among different more sophisticated approaches can not be easily done. In fact, different authors have generally worked on different data-sets, and the final results can not be compared, as these depend on the specific period of the year where the forecasting error was computed (e.g., in winter time the error is usually lower given that the number of hours of non-zero power generation is lower); the error also depends on the specific country (e.g., it is simpler to predict a sunny day in summer in Italy than in other countries with a more irregular weather); and more in general the use of different error metrics, different weather forecasting tools with different accuracies, different sizes of PV plants, and different technologies or installations (e.g., roof-installed PVs vs. ground PVs) all also contribute to invalidate simple comparisons of different forecasting methodologies on the basis of the final accuracy results alone.
One exception to the previous consideration is provided by the already mentioned Global Energy Forecasting Competition 2014, where different (sophisticated) forecasting algorithms were in fact compared, and ranked, upon the same, publicly available, data-set. However, note that the competition only lasted less than three months, thus not allowing one to validate the final rank over different seasons, and only involved three PV plants. From this perspective, our work extends the results of the competition by further comparing the same algorithms that ranked at the first places of the competition over a longer horizon of time, and over a more variegate set of different PV plants.
Accordingly, more specifically, the contributions of this paper are the following:
• We extensively compare four state-of-the-art different "black-box" forecasting methodologies upon the same set of data (i.e., k-Nearest Neighbours; Neural Networks; Support Vector Regression; and Quantile Random Forest). Such methods have been tailored to address this specific task of interest. Note that k-Nearest Neighbours, Quantile Random Forests and Support Vector Regression were the building blocks of the algorithms ranked at the first places of the Global Energy Forecasting Competition for solar power forecasting (i.e., they ranked first, second and fifth respectively). We also added Neural Networks in the comparison as it has been frequently used by many other researchers, as from the previous state of the art; • We further compare the predictions results with those obtained with a very simple second-order regressive method. While the previous more sophisticated methodologies usually outperform such a simple method, still the improvement is not as large as one might expect. Accordingly, second-order regressive methods may still be regarded accurate enough for most operations; this simple comparison is usually missing in the literature, thus not making it simple to evaluate the gain obtained by using more sophisticated methods;
• As a final term of comparison, we also consider an ensemble of all the previous methodologies that combines the forecasts obtained by the single algorithms. This combined method outperforms the single algorithms alone, thus confirming what has been observed in other examples as well (e.g., [18] ), and consistently with the results in [17] as well; • All results are obtained and validated upon real data recorded over 32 different PV plants of different sizes, technologies and characteristics in general, for an overall installed nominal power of about 114 MW, for an horizon of one year. Also, the availability of so many PV plants is also an element that is missing in most comparisons existing in the literature; • In addition, we evaluate how the accuracy of the different algorithms vary under different weather conditions;
• Finally, we try to evaluate the component of the error that is solely due to the inaccuracy of the weather forecasts, by comparing the accuracy of the same methodology when the inputs are predicted variables from meteorological forecasts, and when the inputs are the actual measured variables. This paper is organised as follows: Section II describes more in detail the case study, and other ingredients required to perform the comparison. Section III briefly describes the forecasting methodologies that we have used to predict power generation from PV plants. The obtained results are provided and discussed in Section IV. Finally, in Section V we conclude our paper and outline our current line of research in this topic.
II. CASE STUDY
We here use data collected from 32 PV plants installed at different latitudes in Italy (i.e., Northern Italy, Central Italy, Southern Italy and Sicily). The size of the plants ranges from a few tens up to 10 MW, for an overall installed nominal power of about 114 MW. The technology used for the PV films includes monocrystalline silicon, polycrystalline silicon, thin-film amorphous silicon and flexible amorphous thin-film silicon. About half of the PV plants are installed on roofs, and half from the ground (we also had the knowledge of the tilt angles for all PV panels in the PV plants). The investigated set of PV plants was chosen to be a representative (scaled) set of the whole Italian PV installations (both in terms of technological mixture, and geographical positioning). The exact location of the PV plants is shown in Figure 1 . For this work, we have used data of the generated power from June 2014 up to end of 2016.
A. Data
We can classify the available data as follows:
Meteorological data : We have used meteorological forecasts from two different providers; namely, Aeronautica Militare 1 and MeteoArena 2 . In particular, we had at our disposal the 24-hour ahead hourly forecast of direct, diffuse, and total irradiance on a horizontal surface on Earth; and the 24-hour ahead hourly forecast of temperature.
Measured data :
We had at our disposal the actual hourly power generated from each PV plant. Also, we had the horizontal irradiance measured from satellite data (with a spatial resolution of 3.5 km × 3.5 km and a time resolution of an hour). We used satellite data to optimally combine the forecasting meteorological data from the two providers into a single value. While we found that such a combination would depend on the specific PV plant (as one meteorological forecasting provider may be more accurate than the other for a specific location), still we do not give here more details of such a combination procedure, as it is not the focus of this paper.
Computed data : We used the knowledge of the time of the day (and the year) to compute the sun altitude and azimuth. Then we used Perez Sky Diffuse Model (see [19] ), together with the knowledge of the data of single PV plants, to infer the beam, the diffuse and the total irradiance upon the tilted plane of the panels.
B. Training set and validation set
We used hourly data from 1 May 2014 until 8 November 2015 as our training set, and hourly data from 9 November 2015 to 12 November 2016 as a test set (5 weeks were actually not used due to the lack of information from one weather forecasting provider; this difference with respect to the other weeks of the year did not allow us to validate the results in those periods. Accordingly, there are 2 missing weeks in May 2016, and 3 missing weeks in August 2016). This implies that the test set is about one year long (48 weeks), which gives us the possibility to compare the accuracy of PV forecasts over all seasons. Also, every week we extend the training set to include the last available measurements, which is convenient both to increase the size of the training set, and also to take into account the latest effects (e.g., aging of the PV plants). 
C. Performance Indices
We use the normalised Mean Absolute Error (nMAE) as the main performance index to compare the different algorithms. In particular, nMAE is defined as
where P (i) is the predicted generated power at the i'th hour, and P m (i) and P n (i) are the actual measured power and the nominal power of that given PV plant respectively, at the same hour (note that the nominal power may actually change over time if part of the PV plant is unavailable, e.g., due to maintenance reasons). The prediction error is then averaged upon the number of hours N of the comparison horizon. The nMAE is frequently used to evaluate forecasting errors, as it allows one to better compare the results obtained for plants of different size (see for instance [20] ).
Other performance indices are however frequently used in the related literature as well. Among others, in this paper we shall further consider a normalised Root Mean Square Error (nRMSE), the Mean Absolute Error (MAE) and the normalised Mean Bias Error (nMBE) (see for instance [10] where the same performance indicators have been recommended as well). In particular, the nRMSE penalyses large errors more than the nMAE, and it is defined as
Both the nRMSE and the nMAE do not retain the information on the sign of the error. For this reason, the nMBE may be useful, as it is defined as
where a positive nMBE corresponds to an overestimation of the actual power generation. It is worth to mention that indices (2) and (3) were recently recommended by the European and International Energy Agency (IEA) for reporting irradiance model accuracy [21] . Finally, the MAE may be useful as, differently from all the previous indicators does not have normalisation factors at the denominator:
III. METHODOLOGIES
Many different methodologies may be adopted to predict power generation from PV plants. A typical classification of different methodologies relies on whether the physical equations of the PV plants are in fact used or not. For instance, reference [4] develops a novel electrothermal macro-model of PV power plants that takes as input variables the ambient temperature, irradiance and wind speed, and gives the generated power as an output. In the experience of the authors, such models are convenient in many situations (e.g., for initial plant design), but may not be effective for actual power generation forecast for many reasons: (i) such models are in any case (possibly accurate) approximations of the true plant, given the difficulty in modelling every possible physical phenomenon occurring in a complex real-world power plant; (ii) in any case, such models require a perfect real-time knowledge of all physical variables appearing in the power plant, which in most cases are not fully available; (iii) physical variables degrade over time anyway due to aging factors (so one should continuously monitor all variables all the time).
In order to overcome the previous shortcomings of physical models, many authors have adopted so-called "black-box" strategies, where the physical relationships between input variables and the generated power have been completely neglected, and let some Machine Learning (ML) methodologies (e.g., neural networks) choose the most convenient (arbitrary) relationship between input and output signals. Note that in this case one loses the physical meaning of the input-output relationship, and that the accuracy of such methods usually relies on the ability to have a large enough database that allows one to construct a reliable model. However, such methods are known to work rather well in practice (see for instance [3] and [9] for two specific examples, and [15] , [16] for an overview of all ML algorithms employed in the literature for PV power forecasts). As a further example, all approaches that ranked highly in the GEFCom2014 solar competition were nonparametric [17] .
Sometimes, reasonably accurate models can be achieved also if so-called "grey-box" identification methods are used. In this case, the input-output relationship is imposed from the outside, using some simplified physical relations (e.g., by neglecting high-order dependencies). As we shall see in the next section, such simple models may also provide accurate predictions.
The specific methodologies are now described in greater detail, while a schematic summary is provided in Figure 2 .
A. Grey-box model (GB)
We use here a very simple second-order model
where P GB (i) is the predicted hourly generated power, using the Grey-box model, and GT I(i) is the hourly forecast of the Global Irradiance, projected on the tilted plane of the panel. This simple model follows from the popular PVUSA model (see [22] ) that is a simplification of the true relationship between temperature and irradiance as input variables, and generated power as an output. This model is widely used as a starting point for PV forecasting problems (see [23] for example). Parameters c 1 > 0, c 2 < 0 and c 3 < 0 are three model parameters that depend on the specific power plant (e.g., technology, area of the surface of the panels, angles), and are estimated from available historical data. In our specific applications, we found it to be Grey-box model (GB)
Ensemble averaging (ENS) Fig. 2 . Summary of the six compared methodologies. The GB model (top-left) is clearly the simplest method to implement. However, we shall later show that other methodologies, though more complex and computationally intensive, provide more accurate forecasts. Also, the methodology that combines the other five forecasts (bottom right) outperforms the single strategies. more accurate by enforcing c 3 to be zero (i.e., neglecting the mixed term that both depends on the temperature and irradiance), and used a pseudo-inversion to obtain the values of c 1 and c 2 that best fitted the data. In our experience, we found it to be more convenient to update the parameters c 1 and c 2 every week, using only data of the last four weeks. The motivation for this is that, most likely, the optimal parameters of this simplified model change according to different climate conditions over the year, thus it is convenient to only consider the most recent history. Also, the conditions of the PV plants may change in time due to several factors (e.g., aging factors).
B. Neural Network (NN)
We have used a static feed-forward neural network, with a hidden layer of 3 neurons, a sigmoidal activation function, and used a Bayesian regularization function for training. All choices were performed by trying different combinations on the same training set, and comparing the outcomes upon the validation set. The inputs were the same of the GB algorithm, and again, retraining was performed every week to possibly change the internal weights of the neural network. However, for simplicity, we decided not to change the structure of the neural network (e.g., number of neurons or activation function) during the test period.
C. k-Nearest Neighbours (kNN)
The k-Nearest Neighbours is one of the simplest methods in machine learning. The rationale of this methodology is that a given weather forecast will most likely give rise to a power generation that will be very close to those in the past when there were similar weather conditions. Accordingly, one searches in the past data-base for k weather forecasts that are the most similar to those of the hour of interest (i.e., the k nearest neighbours in the name of the algorithm). Then, the corresponding historical power generations are combined (e.g., by giving more importance to those corresponding to the most similar weather conditions) to provide a single forecast of power generation. This algorithm has a number of free parameters (i.e., how to normalize the train set; how to compute the distance between the vector of predicted weather variables and a historical vector of the same variables; how many neighbours should be considered; and how to weigh the neighbours to combine the corresponding power generations to provide a single value). In this work, we have normalized variables so that each meteorological variable lies in the [0, 1] interval; we have used Euclidean distance to compute the distance between two sets of meteorological variables; we have chosen k = 300; and have finely used a weighted average to combine the outputs of the k nearest neighbours, with weights chosen according to a Gaussian similarity kernel, i.e.,
where the weight of the historical ith neighbour w i is computed as a function of its Euclidean distance d i from the weather forecast of the hour of interest. In (6), d 1 is the distance of the closest neighbour (i.e., d 1 = min {d i } , i = 1, ..., k and σ is a parameter of the algorithm (in our case, we chose σ = 4). The weights are then normalized to sum to unity. Note that this choice is slightly different from the conventional distance used by k-NN algorithms (that is the hyperbolic one), but is consistent with other similar works (see [2] ). All parameters were learned over the training set and validated over the validation set.
In this case, we used a larger number of inputs, as in addition to the tilted global irradiance (GTI), we also used the diffuse (DTI) and the beam (BTI) components of the global irradiance, and the azimuth and elevation angles of the sun (the use of such inputs did not apparently give benefits in the case of the NN, but did actually give an improvement of the performance of the k-NN algorithm, in the validation set). In this case, we used the weekly "retraining" to increase the size of the historical dataset, but we did not change the parameters of the algorithm.
D. Quantile random forest (QRF)
Random forest is a stochastic machine learning algorithm, originally developed in the '90s and later extended by Breiman [24] . The random forest algorithm is actually an ensemble of classification models, where each model is a decision tree. The rationale behind this approach is that combining multiple classification models increases predictive performance than having a single decision tree. However, caution is required to build an ensemble of uncorrelated decision trees, and either boosting or bagging techniques can be used for this objective. In particular, random forest can be seen as a special case of bagging, where a further node splitting stage is added. In this work, we have used 300 trees, 5 (minimum) samples at the terminal nodes (i.e., leaves), Minimum Square Error (MSE) as objective function for the splitting method, and the hourly power as output variable. Finally, we have actually deployed the Quantile Random Forest variant of the algorithm, see [25] , that, differently from conventional random forests, takes track of all the target samples, and not just of their average. As a further parameter at this regard, we have obtained 0.4 as the optimal value of the quantile parameter. All values have been obtained upon (again) the same validation set.
Again, in the case of the random forest, we have found it convenient to use the same number of inputs of the k-NN. While we have maintained again the same structure of the algorithm (i.e., in terms of number of trees and quantile parameter) during the weekly retraining, yet note that, at least in principle, the retraining causes the determination of a different decision tree every week.
E. Support vector regression (SVR)
Support vector regression methods were originally proposed in [26] , [27] as an application of Support Vector Machine (SVM) theory to regression estimation problems. One of the main characteristics of SVM techniques is that the so-called structural risk is minimised in the training phase, rather than the output training error (e.g., as in NNs). Among the many existing formulations of SVR, here we used ν-SVR [28] , where the parameter ν ∈ (0, 1] represents an upper bound on the training error and a lower bound on the fraction of used support vectors. In addition to ν, the algorithm requires also a meta-parameter γ, that is required to define the Gaussian kernel function, and C that is the regularization parameter.
Again, for SVR we used the same inputs of the k-NN and QRF, and the same validation set, where we obtained ν = 0.5, γ = 1.25 and C = 1 as the optimal values of the parameters, and did not change them during our weekly retraining.
F. Ensemble of methods (ENS)
The last method included in the comparison is the ensemble of all of the previous methods. The main idea behind the ensemble methodology is to weigh several individual independent forecasting techniques, and combine them in order to obtain another forecast that outperforms every one of them [18] . In fact, as noticed among others in [18] again, human beings tend to seek several opinions before making any important decision.
While different ways can be devised to combined single forecasts, here we have used the so-called stacked generalization [29] , that simply computes a weighted average of the outputs of the previous algorithms. The optimal weights were here simply computed by minimising the square error in the validation set between the powers predicted by every single method, and the actual generated powers (i.e., using the MoorePenrose pseudoinverse). Then we normalised the weights to have a unit sum.
While this was a simple way to combine the different forecasts, still it eventually outperformed all the other techniques singularly adopted, as it will be described in the next section. Figure 3 compares the generated (measured) power versus the predicted powers, obtained with the six compared forecasting methodologies, for a PV plant of nominal size of 4834 kW (i.e., PV plant number 17 in Table II ). The comparison was performed in seven following days in April 2016. Both the time range and the specific plant were here randomly chosen just for the purpose of this figure. In particular, the figure shows the typical characteristic bell-shaped curves of solar power generation, and the generated power is practically zero at night time. More detailed results of the comparison are given in Figure 4 , that shows the weekly nMAE error (computed according to Equation (1) , and aggregated and averaged over an interval of a week for all 32 plants) obtained by each forecasting methodology. Two main interesting aspects can be noted from Figure 4 . The first one is that the errors depend on the particular season of the year. In particular, errors are larger in May and September, when solar power generation in Italy is still relatively high, but the weather is more unpredictable than in summer months. A second observation is also a very simple model like the GB is generally accurate at predicting the correct power generation shape. Indeed, its prediction rather overlaps those of the other methodologies. This shows that a second-order approximation of the true physics underlying the solar power generation problem may already provide an accurate forecast, if the method is tuned in a careful way. Still, other more complex methodologies do outperform GB, and are more convenient when a better performance is required.
IV. EXPERIMENTAL RESULTS
A more detailed information regarding the comparison, together with other evaluation metrics, are shown in Table I . From Table I it is possible to appreciate that the combination of single methodologies (ENS) outperforms the single techniques. Also, ENS, QRF and kNN usually provide the three best performance, while SVR, NN and GB provide in general less accurate forecasts. This result is aligned with that of the GEFCom2014 competition ( [17] ) where QRF and kNN had outperformed all other methods (including SVR). Also, the fact that ENS is the best performing algorithm confirms the theoretical results of [18] and is also consistent with the experimental results of other works, see for instance [30] , [31] , indicating that the combination of several different forecasting tools is the best approach for the prediction of solar power generation.
The index nMBE deserves a special discussion: this index evaluates the signed bias of the algorithms. Thus, a small value of nMBE does not imply an accurate forecast (but rather, that errors compensate each other). While all algorithms have a small value of the nMBE, still it is possible to see that all the algorithms eventually overestimate power generation (between 0.156% and 0.514%). Also note that ENS does not provide the best performance in terms of nMBE as it provides an intermediate forecast that tends to mitigate the error dispersion, but not its error bias. Similarly, Table II compares the six forecasting algorithms over every single PV plant, where the nominal sizes of the plants are reported as well. The results in Table II confirm that ENS consistently outperforms the other algorithms (with the three plants being an exception). This further confirms that despite the differences are not huge, still they are consistently true.
The full normalized histogram of the (average) daily nMBE error is also shown in Figure 5 for each one of the six methods, together with the corresponding (truncated) kernel-smoothing estimation of the probability density function (PDF) (see [32] ). From this figure, it can be also noticed that there are some days when the nMBE is very large (bigger than 20%). We also noticed that large occurrences of the nMBE happen at the same time for all methods. This could thus be caused by a completely wrong weather forecast or, more likely, to a wrong measurement of generated power, or to other unknown failures (or not communicated maintenance works) that occurred in the monitored PV plants.
Finally, from the histograms it is possible to appreciate again that in our analysis ENS outperforms the other algorithms. In fact, the lowest three values of the variance of the PDFs were obtained by the ENS, QRF and kNN methods respectively (ENS:9.93, QRF:10.02, kNN:10.13). Given the (relatively) small improvement, we validated this result using the signed rank Wilcoxon test [33] , considering a significance level of 5%. The test can be used to compare two algorithms at the same time, and we used it to assess the statistical significance of the nMAE difference, by using all the hourly error values. As a result, after comparing every possible pair of forecasting algorithms, we obtained that all the differences could be believed as statistically significant, with the highest value (i.e., smallest difference) obtained when comparing kNN and QRF (p-value equal to 0.019). Even in such case however the values are still well below the 5% threshold, and the differences may still be regarded as significant.
A. Dependence on weather conditions
It is well known that weather conditions have an impact on power generation from PV plants, as well as on the accuracy of its prediction (see for instance [13] ). In this section we shall both evaluate how the accuracy of the predictions changes under different weather conditions, as well as what algorithms are most performing in such circumstances. For this purpose, we shall use the clear sky index (CSI) to distinguish different weather conditions. The clear sky index is defined as the ratio between the actual global insolation measured at the site, and the global insolation expected if the sky were clear [34] . Many authors have used the CSI for this purpose, and for instance the authors of [35] have noticed that there may be a considerable overestimation of the irradiance for cloudy situations with CSI index between 0.3 and 0.8, while the actual measured irradiance may be underestimated when the CSI is lower than 0.2. [35] . In comparative terms, it is also possible to see that the GB method is the most performing one when the sky is cloudy, QRF provides the best performance for intermediate values of the CSI, while the kNN is the best methodology when the sky is clear. Overall, the GB is clearly penalised by the fact that in Italy high values of CSI occur most frequently (see the second column of Table III) . In this framework, the ensemble is still the most valuable approach as it always provides one of the best forecasts under any weather condition.
Remark: note that the CSI is not well defined for night hours, when the expected insolation at the denominator is zero. Accordingly, night hours were not considered in Table III , and this gave rise to larger nMAE errors than in the previous comparisons and tables. The accuracy of the prediction of the expected energy produced by PV plants heavily depends, among others, on the accuracy of available meteorological forecasts. Here, we are interested in evaluating the margin of improvement that can be gained by having more accurate (possibly exact) meteorological forecasts. In particular, we now use the available irradiance measured from satellite data (with resolution of 3.5 km × 3.5 km) as an alternative to the GTI forecasts as an input to the GB method. The satellite data that we had at our disposal had a time resolution of 1 hour (and provided data aggregated with a sampling time of 15 minutes). Results are illustrated in Figure 6 and show that an improvement of about 1% can be consistently obtained over the whole year. Although satellite data are clearly affected by some measurement errors (e.g., due to the resolution of the data), still they show that a significant improvement can be obtained with respect to the use of meteorological forecasts.
Remark: we noticed that similar improvements are obtained with the other methods as well, by substituting the predicted GTI with the measured one (with the ultimate average error of ENS around 2.00%). However, we have only reported the results for the GB, as in this case we could directly substitute the predicted GTI with the measured one, and we could directly evaluate the impact of (not perfect) weather forecasts. On the other hand, in the case of QRF for instance, we did not have the measurements of some input variables (e.g., BTI or DTI) to evaluate the same impact.
V. CONCLUSION
Despite the rich literature on forecasting techniques for PV plants, the lack of thorough comparisons among different techniques in (spatially and temporally) extended datasets motivated the present work. Among the main results of this paper, we have evaluated the difference in the accuracy of simple methodologies (GB method) and more complicated approaches (QRF method, and ensemble of methods). While we noticed that the difference is not too great (an overall improvement in the nMAE of about 5%), still the improvement was shown to be consistent, and statistically relevant, over all PV plants and months of a year. Different methodologies appear to be the most suitable under different weather conditions (GB providing the best results in cloudy conditions, QRF for intermediate values of the CSI, and the kNN in sunny conditions). In this context, the ensemble has the advantage of providing one of the best forecasts under any weather condition. We also showed that more accurate weather forecasts of the irradiance alone would already improve the accuracy from (about) 3% to 2%.
In our experience, the residual 2% error is mainly due to the fact that measured data (and forecasts as well) had a time resolution of 1 hour. Accordingly, they may fail to notice some effects occurring at a much faster time scale. Other sources of errors are that the irradiance (and its beam and diffuse components) are not obviously exactly the same everywhere in the PV plant; a PV plant contains a number of mechanical/electrical elements that in real life may give rise to some unexpected behaviours; and, finally, we are aware that there may have been some measurement errors, or some approximations, or even some transcription/registration errors in the available datasets.
As a final remark, in our experience we noticed that all methodologies performed in a better way if temperature data were not considered. Given that it is well-known that temperature is a variable that does contribute (though through higher-order terms) to the actual energy generation, our intuition is that the predicted temperatures that we had at our disposal were not accurate
