This paper introduces an energy-efficient, software-defined vehicular edge network for the growing intelligent connected transportation system. A joint user-centric virtual cell formation and resource allocation problem is investigated to bring ecosolutions at the edge. This joint problem aims to combat against the power-hungry edge nodes while maintaining assured reliability and data rate. More specifically, by prioritizing the downlink communication of dynamic eco-routing, highly mobile autonomous vehicles are served with multiple low-powered access points simultaneously for ubiquitous connectivity and guaranteed reliability of the network. The formulated optimization is extremely troublesome to solve within a polynomial time, due to its complicated combinatorial structure. Hence, a decentralized multi-agent reinforcement learning (D-MARL) algorithm is proposed for ecovehicular edges. First, the algorithm segments the centralized action space into multiple smaller groups. Based on the model-free decentralized Q learner, each edge agent then takes its actions from the respective group. Also, in each learning state, a softwaredefined controller chooses the global best action from individual bests of all of the distributed agents. Numerical results validate that our learning solution outperforms existing baseline schemes and achieves near-optimal performance.
such a distribution enhances end-to-end latency and increases the reliability of the network, system complexities also increase. Furthermore, as multiple APs are serving each of the VUs, it is essential to optimally form virtual cells for the users and allocate the transmission powers of the APs. While our joint formulation addresses these, it is a hard combinatorial optimization problem. Therefore, we use a model-free decentralized MARL (D-MARL) solution that can effectively formulate the virtual cell and slice the resources.
To the best of our knowledge, this is the first work to consider a reliable energy-efficient user-centric software-defined vehicular edge network for connected transportation. The rest of the paper is organized as follows: our software-defined network and problem formulation are presented in Section II. An efficient RL solution for resource slicing is presented in III.
Section IV presents the results and findings. Finally, Section V concludes the paper.
II. SOFTWARE-DEFINED VEHICULAR EDGE NETWORKS
We present our software-defined vehicular edge network model, followed by the problem formulation, in this section.
A. Software-Defined System Model
Following the freeway case of 3GPP [14] , a three-lane one-way road structure is considered as the region of interest (ROI).
In this paper, we are interested establishing a communication framework for vehicular edge networks. However, our modeling can readily be extended to a more practical environment. Highly mobile autonomous VUs, denoted by U = {u 1 , u 2 , . . . , u U }, where U ∈ Z + , move on the road. Besides, several low-powered APs, denoted by A = {a 1 , a 2 , . . . , a A }, where A ∈ Z + , are also deployed along the roadsides in order to maintain ubiquitous connectivity. In addition to that, various edge servers -controlled by its anchor node (AN), denoted by b l ∈ B are deployed at a fixed known geographic position. The APs are physically meshconnected to each of these edge servers. Furthermore, the edge servers are connected to a centralized cloud server and have limited radio resources, denoted by W l hertz. We consider an open-loop communication where the ANs have perfect channel state information (CSI). Moreover, our software-defined system model is based on [15] , where the beamforming weights can be formed and scheduled by the ANs based on the users' requirements.
Creating virtual cells for each of the scheduled users, we aim to guarantee reliability of the network. In each virtual cell, multiple APs are activated to serve the VU as shown by the dotted ellipses in Fig. 1 . Throughout this paper, a user and an AP is denoted by u i ∈ U and a j ∈ A , respectively. Furthermore, the VU-AP associations are denoted by the following two indicator functions:
Therefore, A i (t) denotes the set of APs that VU u i is connected to and U j (t) is the virtual cell for the VU u i .
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B. SD-V2I Communication Model
In this paper, we consider a multiple-input-single-output communication model where the VUs are equipped with a single antenna and the APs are equipped with a N j number of antennas 1 . The wireless channel is considered to be quasi-static flat fading during a basic time block. The channel between VU u i and the APs are denoted by h
, ρ i (t) and ζ i (t) ∼ CN (0, I N ) are the channel response at a VU u i from the AP a j , large scale fading, log-Normal shadowing and fast fading channel vectors, respectively. Furthermore, the beamforming vector for VU u i is denoted by w i (t)
represents the beamforming vector of AP a j for VU u i at time t. Using this beamforming vector, the transmitted signal of AP a j is denoted
is the unit powered signal for u i and E[x H i (t)x i (t)] = 1. As such, at time t, the downlink received signal at u i is calculated as follows:
where η i (t) is the received noise at time t. η i (t) is circularly symmetric complex Gaussian distributed with zero mean and σ 2 variance.
C. User-Centric Dynamic Cell Formation
We consider the vehicular edge network operates in time division duplex mode. Thus, the achievable rate for VU u i , at time t, is calculated as follows:
where κ is spectral efficiency loss due to signaling at the APs and h H
is the SINR. Moreover, as multiple APs are scheduled to transmit to u i , the backhaul link consumption by the VU is carefully calculated as follows [16] :
where · 0 denotes the total number of nonzero elements in a vector. This is commonly known as the l 0 -norm. If a user is scheduled in a transmission time slot t, the precoding vectors from all of the APs for that VU, i.e., w i (t), is nonzero leading to a nonzero achievable data rate.
Note that we presume to serve all active users in a transmission time slot by forming virtual cells for each of the users and dynamically selecting the transmission power of the APs. As such, we intend to find optimal user-centric cell formation and beamforming weights calculation for the APs in our objective function. The first question that we try to answer is -what is the maximum throughput in our SD controlled highly mobile vehicular network? A naive approach would be serving a user from as many APs as possible with the maximum transmission powers of the APs. However, this will bring down the user fairness and EE whatsoever. Therefore, it is essential to justify the user data rate with EE. To avoid cross-domain nomenclature,
let us define what we refer to as the EE. The fraction of the total user sum rate to the total power consumption of the network is defined as EE. At a given time slot t, we calculate EE as follows:
where C i (t) is calculate in Equation (5).
Therefore, in this paper, we address the following question: what are the user-centric associations and power allocations that guarantee reliability, programmability and EE of the entire network? To this end, we formulate a joint optimization problem as follows:
Find:
where γ min i is the minimum SINR requirement for our reliable communication. The reliability constraint is reflected in Equation Note that the l 0 norm restricts using the gradient-based solution. Besides, the formulated problem is a hard-combinatorial problem, which is extremely difficult to solve within a short period. Moreover, for each of the AP, at each time slot t, there are 2 U − 1 possible combinations only for the possible VU-AP associations. For each of these associations, the AP, furthermore, needs to choose the optimal power level for the scheduled users. In this paper, instead of a continuous power level, we divide the AP's transmission power level into multiple discrete levels. As our SD controlled ANs know the perfect CSI, we model the beamforming vector as follows:
where h a i j (t) is the wireless channel information from AP a j to VU u i and P a i j (t) is the allocated transmission power of AP a j to transmit to VU u i . If a centralized decision has to be taken, the centralized agent needs to make a central decision for all of the AP-VU associations and their power level selections. In that case, the size of the action space is
where K is the total discrete power levels. Thus, traditional optimization methods may take an enormous amount of time to solve such an intricate problem. As such, we use a model-free Q-learning approach to solve the optimization problem efficiently in the next section.
III. ENERGY-EFFICIENT RESOURCE SLICING AT EDGES: A REINFORCEMENT LEARNING APPROACH
As we assume the CSI is known, our state-space contains all CSIs -denoted by H t , the locations of the VUs -denoted by X t i and the locations of the APs -denoted by X t j . Therefore, we denote the state-space by s t = X t i , X t j , H t . On the other hand, the action space contains the VU-AP association and beamforming vectors for the chosen association. The action space is, thus, a two step process. First, the RL agent needs to choose a possible association. Then it designs the beamforming vectors. We express the action space as a t = a i j (t) ∀i ∈ U , P a i j (t) ∀i ∈ U & j ∈ A . Moreover, we have considered the EE of equation (6) as the reward function of the RL agent. However, to ensure fairness among users achievable rate, at each time slot t, we have employed the following restriction:
A. Single Agent Reinforcement Learning (SARL)
Taking state and action into account, Q-learning based RL framework can effectively solve hard optimization problems.
Note that it is a model-free learning [17] , [18] process where, in each state s t , the agent takes an action a t , gets a reward r t for the chosen action and the environment transits to the next state s t+1 . The governing equation of Q-learning is shown in the following:
where α and γ are learning rate and discount factor, respectively. Although SARL is a good baseline scheme, if the number of states and actions is too large, it may become impracticable to handle. For an example, if U = A = 3 and K = 4, then the baseline centralized SARL has a action space 2 of order O (2 U − 1) A × K UA = 89915392. This is commonly known as the curse of dimensionality. As an alternative, a D-MARL solution is proposed in what follows.
B. Decentralized Multi-Agent RL (D-MARL)
In traditional MARL, multiple agents can take independent decisions and lead to optimal network performances. The action space for each of the agents is very small compared to that of the centralized SARL. For the same example of the centralized SARL one, if we consider each AP as an independent agent for the MARL scheme, the order of the action space for an agent is O (2 U − 1) × K U = 448. However, whether MARL will accomplish the optimal solution, in our platform, is uncertain.
Therefore, we have used the concept of MARL. Yet, instead of multiple-agents taking independent actions from a shrunk action space, we have used a distributed learning process where distributive agents take decisions from a segmented original SARL's action space. In other words, the original SARL's action space is subdivided into multiple groups. Each agent takes its decision from an assigned smaller group.
If there are N such agents, then the dimension of the Q-table of such an agent is R S×A/N , where S and A represents the size of the state space and action space, respectively. Therefore, the order of the action space of each agent is of O (Φ), where Φ = (2 U − 1) A × K UA /N. Furthermore, let us assume there is a centralized vector -denoted by Q central ∈ R S , that stores the global best action at every state. We update this global best action using the following equation:
Therefore, our proposed D-MARL algorithm can distributively learn to take the optimal central action. On the other hand, traditional MARL [19] , [20] may not achieve the optimal solution as independent agents take autonomous actions in a shrunk action space. The joint actions of these agents may not be centrally optimal and lead to a sub-optimal solution. Algorithm 1 summarizes the proposed D-MARL algorithm. Initiate the environment, generate s t = X t i , X t j , H t
6:
while not terminated do 7: for each l ∈ N do 8:
Observe the environment; choose a t , based on the observation, following ε-greedy policy; receive reward r t ; update its Q-table using equation (10) 9:
if r t > reward using Q central [a t ] then 10: update Q central using equation (11) 11: dBm/Hz, κ = 0.1, and TTI = 100 milliseconds. The channels, path loss, and shadowing are modeled following [14] . For the ease of simulation, we consider a full buffer network model where all APs serve all VUs simultaneously. We consider the following association rule:
Note that our proposed problem solution can work in other scheduling algorithms as well. While the VUs are dropped uniformly in each lane, the APs are placed 150 meters apart fixed locations. For a tractable state space, we have considered that, at a given time step, all VUs are in the same x locations -while they have different y locations. The simulation setup is presented in Fig. 2 .
A. Average Energy-Efficiency Comparisons
At first, we show the effectiveness of our solution. Specifically, we compare our design with the following schemes: • Brute Force (Benchmark): This is the optimal solution. In this case, at each state, we need to search for the optimal action that provides the maximum reward.
• SARL [18] : This is the baseline RL scheme. We adopted the learning process mentioned in [18] for this case.
• MARL [19] : We have used the novel MARL learning process proposed by Yao et. al. in [19] . Note that a similar approach is also considered by Liu et. al. in [20] .
• Equal Power Allocation: In this case, we have assumed that the AP divides its transmission power equally to serve the VUs. Essentially, this is the centralized case. The central power allocation decision is chosen in such a way that each AP transmits to its scheduled users using equal power.
• Random Power Allocation: We have assumed that the AP chooses random transmission power from the discrete power level to serve a VU. This is also a centralized case. In each state and time slot, we pick a random central decision from all of the possible actions in the centralized action space.
We use each AP as an independent agent for the MARL algorithm. Therefore, there are 3 agents for MARL [19] where each AP takes it's association and power allocation decision independently. For our proposed D-MARL algorithm, we have used 4 agents. The SARL and MARL models are trained for 1 × 10 5 episodes whereas, the D-MARL model is trained only on 25 × 10 3 episodes. We have taken γ = 0.8. Besides, the value of both ε and α are decayed linearly from 1 to 0.01 in each episode.
From 250 test episodes, the performance comparisons of our proposed algorithm with other schemes are listed in Table   I . Note that we have taken γ min i = 10 dB and AP coverage radius = 250 m for this comparison. Clearly, machine learning solutions achieve much higher performances than two baseline schemes (equal power allocation and random power allocation).
Furthermore, notice that the centralized baseline SARL solution and the proposed D-MARL solution deliver nearly identical performance to that of the brute force optimal performance. Thanks to RL, the agents learn to take optimal actions from the training episodes and deliver a near-optimal performance. The performance of the MARL [19] is also very close to this optimal solution. However, recall that the total number of training episodes for SARL and MARL is 4 times the training episodes of our proposed D-MARL algorithm. Our proposed D-MARL achieves ≈ 29 dB and ≈ 18 dB performance gain over equal power allocation and random power allocation schemes, respectively.
B. Impact of the Reliability Constraint
The reliability constraint has a significant impact on the overall network performance. If we increase the reliability constraint, γ min i , we force the RL agents to find optimal solutions that maximize the EE without violating the reliability constraint. Therefore, as this constraint increases, the number of total failed events also increases. We first calculate the success probability of delivering the reliability constraint as follows:
where T is the total number of time steps and I f (t) is an indicator function for the event that γ t i (W) < γ min i for any of the u i ∈ U .
The probability of delivering the minimum required SINR is shown in Fig. 3 . The RL algorithms perform better than the baseline schemes. Furthermore, as γ min i increases, the successful transmission events get decayed. Our proposed D-MARL can deliver near-optimal success probability with these varying reliability requirements. On the other hand, the performance gap between MARL [19] and D-MARL is quite evident from this result. Moreover, increasing the reliability constraint may necessitate the APs to transmit to the VUs with more power so that it can attain the SINR threshold. However, this will immediately downgrade the EE. This is also reflected in our simulation results in Fig. 4 . As the performances of the two baseline schemes (equal power allocation and random power allocation) are very poor compared to the RL schemes, hereinafter, we will only compare the performance of our proposed algorithm with the brute force (benchmark) and other two RL schemes.
C. Impact of the Coverage Radius
Now, we analyze the impact of the AP's coverage radius. To do that, we keep the reliability constraint fixed and vary the coverage radius. Note that as the reliability constraint is fixed, the probability of success, as shown in equation (13), should not fluctuate that much while we vary the coverage radius. This is also reflected in Fig. 5 our association rule in equation (12) and rate calculation in equation (5), it is quite clear that increasing the coverage radius will increase the total number of links for a VU. This will, therefore, improve the user sum rate. On the other hand, if the VU is far away from an AP, the AP might need to transmit to it with more power. However, the RL agents will find optimal power allocations that increase the user sum rate with appropriate power levels that ultimately increase the EE of equation (6).
This trend is also reflected in our simulation results in Fig. 6 . As the coverage radius increases, the D-MARL algorithm finds optimal associations and power allocations, leading to an improved EE of the network.
D. User Fairness
Furthermore, a reliable and efficient network should ensure fairness while serving its associated users. A fair system delivers a nearly equal data rate to all users. Our reward function is designed to serve this purpose. Moreover, user fairness is also ensured by our proposed D-MARL algorithm. From 250 test episodes, user fairness -while conserving the maximized EE, is presented in Fig. 7 . Our proposed D-MARL delivers a Jain's fairness index [21] (∑u i ∈U C i (t)) 2 |U | ∑ u i ∈U C i (t) 2 of ≈ 0.99915. The fairness index for the optimal scheme, SARL [18] and MARL [19] are 0.99915, 0.99915, and 0.99899, respectively. Note that this 
V. CONCLUSION
In this paper, we have jointly optimized virtual cell formation and power allocation to assure ubiquitous connectivity and reliability at the vehicular edge networks for connected transportation. Thanks to RL's powerful complex problem-solving ability, the hard combinatorial joint optimization problem is efficiently solved using this sophisticated learning process. Particularly, we have used a sophisticated D-MARL solution for the eco-vehicular edge network in connected transportation. Our proposed algorithm attains near-optimal benchmark performance within a nominal number of training episodes.
