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Appendix S1 Computation of E
{
log f(S,X;θ̂, J)|X = x
}
Factorizing the terms corresponding to a given segment (the preceding segments are summarized
in a forward quantity while the following segments are summarized in a backward quantity),
the conditional expectation E
{
log f(S,X;θ̂, J)|X = x
}
can be directly computed during the
backward recursion of the forward-backward algorithm as follows
E
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logMu − log f(x;J)
}
log f(xt:τj+1−1; θ̂j)




















The above expression is similar to the reestimation quantities for state occupancy distri-
butions of hidden semi-Markov chains; see Guédon (2003, 2007). The segmentation entropy
H(S|X = x;K) for K = 2, . . . , J − 1 segments can be directly extracted within the forward-
















logMu − log f(x;K)
}
log f(xt:τj+1−1; θ̂j),
and where the log-likelihood of all the possible segmentations in K segments of the observed
sequence x is given by





Appendix S2 Computation of H(S0:t−1|St = j, St+1 = j+1,X0:t = x0:t) in a forward recursion
t = 0, . . . , T − 1 :
j = 0 :
H(S0:t−1|St = j, St+1 = j + 1,X0:t = x0:t) = 0,
j = 1, . . . , J − 1 :




P (S0:t−1 = s0:t−1|St = j, St+1 = j + 1,X0:t = x0:t)






P (S0:τj−2 = s0:τj−2|Sτj−1 = j − 1, Sτj = j, . . . , St = j, St+1 = j + 1,X0:t = x0:t)
× P (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j, St+1 = j + 1,X0:t = x0:t)
× {logP (S0:τj−2 = s0:τj−2|Sτj−1 = j − 1, Sτj = j, . . . , St = j, St+1 = j + 1,X0:t = x0:t)








P (S0:τj−2 = s0:τj−2|Sτj−1 = j − 1, Sτj = j,X0:τj−1 = x0:τj−1)
× logP (S0:τj−2 = s0:τj−1|Sτj−1 = j − 1, Sτj = j,X0:τj−1 = x0:τj−1)




P (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j, St+1 = j + 1,X0:t = x0:t)
× {H(S0:τj−2|Sτj−1 = j − 1, Sτj = j,X0:τj−1 = x0:τj−1)
− logP (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j, St+1 = j + 1,X0:t = x0:t)}. (2)
Appendix S3 Extension of the forward-backward algorithm for computing profiles of entropies
conditional on the past
The extension of the forward-backward algorithm for computing the partial entropies H(S0:t|
X = x) relies on recursions based on the entropies conditioned on a change-point H(S0:t−1|
St = j, St+1 = j+1,X0:t = x0:t); see Appendix S2 for the first of these recursions. For a multiple
change-point model
P (S0:t−1 = s0:t−1|St = j, St+1 = j + 1,X = x)
= P (S0:t−1 = s0:t−1|St = j, St+1 = j + 1,X0:t = x0:t),
2
since the time-reversed process has the same conditional independence structure as the original
process. Then,
H(S0:t|St = j, St+1 = j + 1,X = x) = H(S0:t|St = j, St+1 = j + 1,X0:t = x0:t).
Using a similar argument as in (2), we obtain
j = 0 :
H(S0:t−1|St = j,X = x) = 0,
j = 1, . . . , J − 1 :
H(S0:t−1|St = j,X = x) = −
∑
s0:t−1
P (S0:t−1 = s0:t−1|St = j,X = x)




P (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j,X = x)
× {H(S0:τj−2|Sτj−1 = j − 1, Sτj = j,X0:τj−1 = x0:τj−1)
− logP (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j,X = x)},
with
P (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j,X = x)
=
P (Sτj−1 = j − 1, Sτj = j, . . . , St = j|X = x)
P (St = j|X = x)
.
The key point is the computation of P (Sτj−1 = j − 1, Sτj = j, . . . , St = j|X = x) for
j = 0, . . . , J − 2 in the backward recursion. Since
P (Sτj−1 = j − 1, Sτj = j, . . . , St = j|X = x)
= P (Sτj−1 = j − 1, Sτj = j, . . . , St = j, St+1 = j|X = x)
+ P (Sτj−1 = j − 1, Sτj = j, , . . . , St = j, St+1 = j + 1|X = x),
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with
P (Sτj−1 = j − 1, Sτj = j, . . . , St = j, St+1 = j + 1|X = x)
= Fj−1(τ j − 1) exp
{













logMu − log f(x;J)
}
,
these quantities can be recursively computed (summation from t = T−(J−j) to τ j). Therefore,
each probability P (Sτj−1 = j − 1, Sτj = j, . . . , St−1 = j|St = j,X = x) is used to increment the
corresponding conditional entropy H(S0:t−1|St = j,X = x) for a fixed τ j.
For j = J − 1, we have
P (SτJ−1−1 = J − 2, SτJ−1 = J − 1, . . . , St−1 = J − 1|St = J − 1,X = x)
=
P (SτJ−1−1 = J − 2, SτJ−1 = J − 1, . . . , ST−1 = J − 1|X = x)
P (St = J − 1|X = x)
,
with
P (SτJ−1−1 = J − 2, SτJ−1 = J − 1, . . . , ST−1 = J − 1|X = x)


















t = 0, . . . , T − 1 :
H(S0:t|X = x) = −
∑
s0:t






P (S0:t−1 = s0:t−1|St = j,X = x)P (St = j|X = x)




P (St = j|X = x)
{ ∑
s0:t−1
P (S0:t−1 = s0:t−1|St = j,X = x)




Lj(t){H(S0:t−1|St = j,X = x)− logLj(t)}.
4
The conditional entropies are then directly deduced by first-order differencing
H(St|S0:t−1,X = x) = H(S0:t|X = x)−H(S0:t−1|X = x).
The profiles of entropies conditional on the past for K = 2, . . . , J − 1 segments, can be
obtained as an almost free byproduct of the algorithm for computing the profiles of entropies
conditional on the past for J segments. In particular, the posterior probability of being in
segment j at time t < T − 1 for a K-segment model can be directly extracted; see (15) in the
main text. The posterior probability corresponding to a segment for a K-segment model can be
extracted in the backward recursion as follows
P (Sτj−1 = j − 1, Sτj = j, . . . , St = j, St+1 = j + 1|X = x)
= Fj−1(τ j − 1) exp
{













logMu − log f(x;K)
}
.
Appendix S4 Pseudo-code of the forward-backward algorithm for computing profiles of en-
tropies conditional on the past
The following convention is adopted in the presentation of this pseudo-code: The operator
‘:=’ denotes the assignment of a value to a variable (or the initialization of a variable with a
value). The expression (t < T − 1 ? J − 2 : J − 1) is a shorthand for if t < T − 1 then
J − 2 else J − 1. The working variables SegmentLikelihood(u), Norm (t), SegmentFiltering(u),
FilteredEntropyj(t) = H(S0:t−1|St = j, St+1 = j+1,X0:t = x0:t), ForwardNorm(t) and BackwardNorm(t)
are introduced for this implementation.
Forward recursion
for t := 0 to T − 1 do





for u := t− 1 to 0 do
SumSquaredDeviation := SumSquaredDeviation+ (t− u)/(t− u+ 1)
×{xu − Sum /(t− u)}
2
Sum := Sum+ xu
SegmentNorm := SegmentNorm+Norm(u)
SegmentLikelihood(u) := exp[−(t− u+ 1)/2 [log{SumSquaredDeviation
/(t− u+ 1)}+ log(2pi) + 1]− SegmentNorm]
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end for





for j := max{0, J − (T − t)} to min{(t < T − 1 ?J − 2 : J − 1), t} do
if j = 0 then
F0(t) := SegmentLikelihood(0)
else {j > 0}
for u := t to j do
SegmentFiltering(u) := SegmentLikelihood(u)Fj−1(u− 1)
Fj(t) := Fj(t) + SegmentFiltering(u)
end for
for u := t to j do
SegmentFiltering(u) := SegmentFiltering(u)/Fj(t)





Norm(t) := Norm(t) + Fj(t)
end for






log f(x;J) := logFJ−1(T − 1) + ForwardNorm(T − 1)
The minimum segment index should be 0 instead of max{0, J − (T − t)} for the transdimen-
sional generalization.
In a first step, the log-likelihoods for segments ending at time t, SegmentLikelihood(u) are
computed for each segment length. Then in a second step, the quantities Fj(t) and FilteredEntropyj(t)
are computed for each segment j. The segmentation entropy H(S0:T−2|ST−1 = J − 1,X = x) =
6
FilteredEntropyJ−1(T − 1) is obtained at the final step of the forward recursion. The variable
SegmentNorm is used to compute
∑t−1
v=u logNv for each u < t. The quantities
∑t
u=0 logNu
are stored in the auxiliary quantity ForwardNorm(t) for each time t for use in the backward
recursion. For a given time t and a given segment j, SegmentFiltering(u) = P (Su−1 = j − 1,
Su = j, . . . , St−1 = j|St = j, St+1 = j + 1,X0:t = x0:t). The quantities SegmentLikelihood(u)
should be stored for each time u while the quantities Fj(t) and FilteredEntropyj(t) should be
stored for each time t and each segment j.
Backward recursion
for t := 0 to T − 1 do
for j := 0 to J − 1 do
H(S0:t−1|St = j,X = x) := 0
end for
end for
for t := T − 1 to 0 do





for u := t+ 1 to T − 1 do
SumSquaredDeviation := SumSquaredDeviation+ (u− t)/(u− t+ 1)
×{xu − Sum /(u− t)}
2
Sum := Sum+ xu
SegmentNorm := SegmentNorm+Norm(u)
SegmentLikelihood(u) := exp[−(u− t+ 1)/2 [log{SumSquaredDeviation
/(u− t+ 1)}+ log(2pi) + 1]− SegmentNorm]
end for




for j := max{(t = 0? 0 : 1), J − (T − t)} to min(J − 1, t) do
if j < J − 1 then
for u := t to T − (J − j) do
Bj(t) := Bj(t) + SegmentLikelihood(u)Bj+1(u+ 1)
end for
else {j = J − 1}
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BJ−1(t) := SegmentLikelihood(T − 1)
end if
Norm(t) := Norm(t) +Bj(t)
end for





if t < T − 1 then
for j := max{0, J − (T − t)} to min(J − 1, t) do
Lj(t) := Lj(t+ 1)
if j < J − 1 then
Lj(t) := Lj(t) + Fj(t)Bj+1(t+ 1)SequenceNorm
end if
if j > 0 then
Lj(t) := Lj(t)− Fj−1(t)Bj(t+ 1)SequenceNorm
end if
end for
else {t = T − 1}
LJ−1(T − 1) := 1
end if
if t = 0 then
SequenceNorm := exp{BackwardNorm(0)− log f(x;J)}
else {t > 0}
SequenceNorm := exp{ForwardNorm(t− 1) + BackwardNorm(t)− log f(x;J)}
end if
if t > 0 then
for j := max{1, J − (T − t)} to min(J − 1, t) do
if j < J − 1 then
Sum := 0
for u := T − (J − j) to t do
Sum := Sum+ SegmentLikelihood(u)Bj+1(u+ 1)
SegmentSmoothing(u) := Fj(t− 1)SumSequenceNorm /Lj(u)





else {j = J − 1}
for u := T − 1 to t do
SegmentSmoothing(u) := FJ−1(t− 1)SegmentLikelihood(u)SequenceNorm
/LJ−1(u)







Extraction of change-point entropies
if t = 0 then
H(R0|X = x;J) := 0
else {t > 0}
P (Rt = 1|X = x) := 0
for j := max{1, J − (T − t)} to min(J − 1, t) do
P (Rt = 1|X = x) := P (Rt = 1|X = x) + Fj−1(t− 1)Bj(t)SequenceNorm
end for
H(Rt|X = x;J) := {1− P (Rt = 1|X = x)} log{1− P (Rt = 1|X = x)}
+P (Rt = 1|X = x) logP (Rt = 1|X = x)
end if
end for
Extraction of conditional entropies
H(S0|X = x) := 0
for t := 1 to T − 1 do
H(S0:t|X = x) := 0
for j := 0 to J − 1 do
H(S0:t|X = x) := H(S0:t|X = x) + Lj(t){H(S0:t−1|St = j,X = x)− logLj(t)}
end for
H(St|S0:t−1,X = x) := H(S0:t|X = x)−H(S0:t−1|X = x)
end for
The maximum segment index should be J−1 instead ofmin(J−1, t) for the transdimensional
generalization.
In a first step, the log-likelihoods for segments beginning at time t, SegmentLikelihood(u) are
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computed for each segment length. In a second step, the quantities Bj(t) are computed for each
segment j. In a third step, the quantities Lj(t) are computed for each segment j. In a fourth
step, the conditional entropy H(S0:u−1|Su = j,X = x) are incremented for each u = T − (J − j)
to t and each segment j. The variable SegmentNorm is used to compute
∑u
v=t+1 logMv for each
u > t. For a given time t and a given segment j, SegmentSmoothing(u) = P (Su−1 = j − 1,
Su = j, . . . , St−1 = j|St = j,X = x). The quantities SegmentLikelihood(u) should be stored for
each time u while the quantities Bj(t) and H(S0:t−1|St = j,X = x) should be stored for each
time t and each segment j and only the current quantity BackwardNorm(t) should be stored.
Appendix S5 Extension of the backward-forward algorithm for computing profiles of entropies
conditional on the future
The extension of the backward-forward algorithm for computing the partial entropies H(St:T−1|
X = x) relies on recursions based on the entropies conditioned by a change point H(St+1:T−1|
St = j, St−1 = j− 1,Xt:T−1 = xt:T−1). In the case of the backward-forward algorithm, an initial
backward recursion is followed by a forward recursion.
t = T − 1, . . . , 0 :
j = 0, . . . , J − 2 :




P (St+1:T−1 = st+1:T−1|St = j, St−1 = j − 1,Xt:T−1 = xt:T−1)




P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j, St−1 = j − 1,Xt:T−1 = xt:T−1)
× {H(Sτj+1+1:T−1|Sτj+1 = j + 1, Sτj+1−1 = j,Xτj+1:T−1 = xτj+1:T−1)
− logP (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j, St−1 = j − 1,Xt:T−1 = xt:T−1)}, (3)
with




















j = J − 1 :
H(St+1:T−1|St = j, St−1 = j − 1,Xt:T−1 = xt:T−1) = 0.
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This backward recursion alone can be used to compute the segmentation entropy. The
segmentation entropy is then H(S1:T−1|S0 = 0,X = x). The segmentation entropies for K =
2, . . . , J − 1 segments are the conditional entropies obtained at the final step H(S1:T−1|S0 =
J −K,X = x). Using a similar argument as in (3), we obtain
j = 0, . . . , J − 2 :
H(St+1:T−1|St = j,X = x) = −
∑
st+1:T−1
P (St+1:T−1 = st+1:T−1|St = j,X = x)




P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j,X = x)
× {H(Sτj+1+1:T−1|Sτj+1 = j + 1, Sτj+1−1 = j,Xτj+1:T−1 = xτj+1:T−1)
− logP (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j,X = x)},
with
P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j,X = x)
=
P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j|X = x)
P (St = j|X = x)
.
j = J − 1 :
H(St+1:T−1|St = j,X = x) = 0.
The key point is the computation of P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j|X = x) for
j = 1, . . . , J − 1 in the forward recursion. Since
P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j|X = x)
= P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j, St−1 = j|X = x)
+ P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j, St−1 = j − 1|X = x),
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with
P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j, St−1 = j − 1|X = x)















logMu − log f(x;J)
}
,
these quantities can be recursively computed in the forward recursion (summation from t = j
to τ j). Therefore, each probability P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St+1 = j|St = j,X = x) is
used to increment the corresponding conditional entropy H(St+1:T−1|St = j,X = x) for a fixed
τ j+1.
For j = 0, we have
P (Sτ1 = 1, Sτ1−1 = 0, . . . , St+1 = 0|St = 0,X = x) =
P (Sτ1 = 1, Sτ1−1 = 0, . . . , S0 = 0|X = x)
P (St = 0|X = x)
,
with



















t = T − 1, . . . , 0 :
H(St:T−1|X = x) = −
∑
st:T−1






P (St+1:T−1 = st+1:T−1|St = j,X = x)P (St = j|X = x)




P (St = j|X = x)
{ ∑
st+1:T−1
P (St+1:T−1 = st+1:T−1|St = j,X = x)




Lj(t){H(St+1:T−1|St = j,X = x)− logLj(t)},
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where Lj(t) is extracted during the forward recursion as follows
Lj(t) = P (St = j|X = x)
= P (St = j, St−1 = j − 1|X = x) + P (St−1 = j|X = x)
− P (St = j + 1, St−1 = j|X = x)







logMu − log f(x;J)
}
+ Lj(t− 1)







logMu − log f(x;J)
}
.
The conditional entropies are then directly deduced by first-order differencing
H(St|St+1:T−1,X = x) = H(St:T−1|X = x)−H(St+1:T−1|X = x).
The profiles of entropies conditional on the future for K = 2, . . . , J − 1 segments, can be
obtained as an almost free byproduct of the algorithm for computing the profiles of entropies
conditional on the future for J segments. In particular, the posterior probability corresponding
to a segment for a K-segment model can be extracted in the forward recursion as follows
P (Sτj+1 = j + 1, Sτj+1−1 = j, . . . , St = j, St−1 = j − 1|X = x)















logMu − log f(x;K)
}
.
Table S1 Corsican pine: Posterior distribution of the ordered segmentations for J = 5, 6, 7, 8
given as a quantile function.
J 0.5 0.75 0.9 0.95 0.975 0.99 0.995 0.9975 0.999 No. seg.
5 5 13 29 55 103 215 364 627 1128 5.54 105
6 8 25 72 170 395 1018 1835 3048 5617 5.89 106
7 216 843 2548 4938 9111 19470 32845 53039 94068 4.93 107
8 798 5672 24169 52358 98143 200309 325539 3.33 108
Table S2 Apple tree: Posterior distribution of the ordered segmentations for J = 5, 6, 7 given
as a quantile function.
J 0.5 0.75 0.9 0.95 0.975 0.99 0.995 0.9975 0.999 No. seg.
5 10 57 264 663 1466 3642 6664 11316 20692 7.66 105
6 17 100 566 1660 4131 11715 23144 42766 88042 9.66 106
7 863 4790 22778 58024 128160 313792 9.98 107
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