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1 Introduction
1.1 Mechanical multi body systems
The modelling procedure of mechanical Multi Body Systems (MBS) constitutes an
essential tool being used in various research disciplines,e.g. engine dynamics, vehicle
simulation, robotics, mechanisms, microelectromechanical systems (MEMS), etc. The me-
chanical and structural systems consist of numerous subsystems or components (bodies),
which are interconnected by different types of joints, thusenforcing kinematic con-
straints. Based on each subsystem’s dynamic properties theMBS theory is divided into
two major categories, namely, the rigid and the elastic multi body dynamics [110, 112].
In rigid body dynamics the body is assumed to undergo no deformation or more
accurately the body’s deformation is small enough, in comparison to its overall motion,
to be neglected. Therefore, the distance between two material points of the body is
constant. Based on this modelling approach the equations ofmotion can be derived and
are given either by a set of second-order, index-3 Differential and Algebraic Equations
(DAEs) [21], if kinematic constraints are present and the generalized coordinates have
been used to model the MBS, or by a set of second-order Ordinary Differential
Equations (ODEs) in case of absence of kinematic constraints or utilization of the so
called minimal coordinates. In both cases advantages concerni g the accuracy of solution
as well as the computational time are present: the system’s discretization leads to a
fairly low number of bodies, joints, force elements, and comp nents of control resulting
in a total number of Degrees of Freedom (DoF) generally smaller than one thousand
(6 DoF per rigid body). Thus, the low number of ODEs or DAEs in combination with
efficient existingO(n) formalisms [40, 6, 7, 108] contribute to a fairly low computation
time. The major disadvantage of rigid body dynamics lies in the nature of its definition:
the neglect of the deformation effect can lead to the derivation of mathematical models,
which describe poorly the actual system. Cases of such systems might be mechanical
structures, which operate at high speeds or with sufficient force loads.
In elastic multi body dynamics, on the other hand, the deformation effect is taken
into consideration. In this case, though, the dynamic behavior of the elastic MBS is
given by a set of Partial Differential Equations (PDEs) the solution of which, e.g. the
computation of the body’s deformation or stress state, is inseldom cases analytically
possible. This is due to systems with complex geometry, or with boundary conditions
analytically not describable, or with non linear material properties. Therefore, various
numerical methods have been developed over the last decades[48, 95, 128], e.g. the
Ritz-Galerkin method, the Ritz method, the Finite Element Method (FEM), the Boundary
Element Method (BEM), or their combination depending on thenature of the problem
in order to approximate the solution of the PDE. The choice ofthe so called shape
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functions over the domain of interest is what makes each method different from the
others.
The most commonly used numeric approach in elastic multi body dynamics is the FEM
[128]. Due to the structure’s complexity, it is not easy to find an appropriate shape
function over the whole domain, which satisfies the essential geometric and kinetic
boundary conditions of the system. Thus, the domain is partitioned into geometrical
elements known as Finite Elements (FE), i.e. lines, areas and volumes for the one-, two-
and three-dimensional case respectively, and for these elements local shape functions
(Ritz shape functions) are defined, which should assure the fulfillment of kinetic,
material and boundary condition properties. Under certainssumptions the whole set
of FE can capture the system’s deformation field. This discretization procedure leads
to the definition of second-order ODEs. Also, in this case advantages are present:
the FEM is easy to apply, independent of the geometry’s complexity, and the system
matrices of the derived ODE possess a specific sparse pattern. The accuracy of solution
is high with respect to the linear or non linear theory applied. Still, in FEM the
term accuracy is accompanied by several disadvantages. In many applications, a large
number of elastic coordinates have to be considered in orderto sufficiently describe
the deformation of the MBS. This leads to a large number of FE and nodes (6 DoF
per node), increasing the dimension of the ODE’s system matrices to a number usually
larger than half a million, when complex MBS are considered.For static problems
this causes no major difficulties, since efficient direct anditerative sparse algorithms
are invoked, which exploit the specific pattern of the systemmatrices. In the case of
dynamic procedures, though, and under normal hardware configuration any computation
is practically pointless.
1.2 Coupling the rigid and elastic multi body dynamics
In an effort to accurately model and efficiently simulate mechanical MBS, the coupling
of rigid and elastic multi body dynamics takes place. Herewith, the dynamic analysis
of complex MBS is based on both the above mentioned modellingformalisms, since
the MBS consist of various interconnected sets of rigid and deformable bodies. Certain
compatibility adjustments, though, are necessary in orderto feasibly enable the coupling
procedure. These adjustments constitute the basic approximation steps or levels during
the modelling work flow in continuum mechanics (Table 1.1).
Firstly, the geometry of the mechanical MBS is constructed.This is accomplished by
the use of Computer Aided Design (CAD) technology and the appropriate software
therefor. The design’s accuracy is important, still specific details that might have minor
influence on the model’s dynamics are disregarded, e.g. verysmall areas and angled
curves. This approximation depends, of course, both on the user and on the model’s
definition and has vast influence on the second step, namely, the consideration of the
elastic nature for the deformable bodies of the MBS. The FEM is applied with the help
of the analogous FE software and the accuracy of the resulting ODE depends on the
discretization level and the element types used. As alreadymentioned, the discretization
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level is usually very high generating ODEs with a large number of DoF. Thus, it is
essential to apply the third approximation procedure knownas DoF condensation or
Model Order Reduction (MOR). Herewith, a reduced dimensionODE is generated, i.e.
the initial large number of DoF is reduced, and the aim is to keep the dynamics of
the original model as intact as possible. This is done withint e FE software and the
approximation error depends on the condensation method usea well as the dimension
of the Reduced Order Model (ROM). At last, the fourth approximation step ensures the
utilization of both the rigid and elastic body information ia generalized set of ODEs
or DAEs according to the MBS formalism. It is based on the Ritzapproximation and
realized via interfaces between FE and MBS software packages.
Table 1.1: Modelling work flow in continuum mechanics
Approximation levels Modelling tools Information loss dueto
Geometry CAD software Small areas, angled curves
PDE → ODE FE software Discretization, element type
FE DoF FE software DoF condensation
Elastic DoF FEM/MBS software Ritz approximation
The four major approximation levels of the rigid-elastic coupling contribute to an
information loss concerning the dynamics of the actual mechanical MBS. The user’s
intervention is restricted up to a certain point to the first level, while constructing the
CAD geometry. For the rest of the levels the algorithms are semi or fully black-boxed
in the source codes of the software tools or interfaces, i.e.the user should only
define certain parameter sets for the algorithmic initialization. The MOR approximation
procedure constitutes the necessary link for the rigid-elastic coupling, since the ROMs
can be effectively used in MBS codes avoiding memory capacity problems and vast
computation times. Thus, the correct application or appropriate selection of the MOR
method is important.
1.3 Model Order Reduction in structural mechanics
The restrictions concerning both the numerical algorithmsand the hardware configuration
in combination with the constant increase of the systems’ complexity in mechanics
constitute the solution of engineering problems a rather difficult task. The possibility
of results’ inaccuracy under such circumstances is high. Furthermore, in fields such
as control engineering, the effort of designing a controllefor very large models
poseses several difficulties. Various examples from different research disciplines, e.g.
the International Space Station (ISS) [54] in structural mechanics, the CD player [30]
in electrical engineering or the Butterfly gyro [1] in Micro Electro Mechanic Systems
(MEMS), fully depict the problems of dealing with high ordered systems. Thus, it
is necessary to find a way of reducing the system’s dimension and simultaneously
keeping the important dynamic properties intact. This is accomplished by MOR, which
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succeeds in simplifying the simulation and controller design tasks by finding a low order
approximation of the original high order model.
In structural mechanics, as MOR is considered to be the approch of reducing the
dimension of the second-order ODE by neglecting certain unimportant or unwanted DoF
of the spatially discretized mechanical structure. The ROM’s quality depends on how
well it captures the dynamics of the original model. Based onthe way the MOR
proceeds, several methods have been developed during the last decades.
The first condensation technique, directly applied to models originating from structural
mechanics, was proposed by GUYAN [55] and IRONS [60]. According to this method,
the inertia terms contributing to the model’s dynamics are ignored. Herewith, the method
is exact only for static problems and it is therefore addressed as static condensation. In
the latter years several variations of the static condensation followed, which contributed
to taking into account the dynamic effects of the model and thus, generating qualitatively
better ROMs. In this area belong the dynamic condensation method by LEUNG [79],
the Improved Reduction System (IRS) method and the System Equivalent Reduction
Expansion Process (SEREP) introduced by O’ CALLAHAN , AVITABILE and RIEMER
[25, 26], a method similar to SEREP by KAMMER [63], and the iterated IRS approach
proposed by FRISWELL [46, 47]. A breakthrough in the field of dynamic MOR is
considered to be the Component Mode Synthesis (CMS) by CRAIG and BAMPTON
[32, 33, 34]. The CMS method belongs to the category of sub-structuring techniques:
the model is split up into sub-structures and for each sub-structure the CMS algorithm
is applied. It is based on computing the static part, according to the static condensation,
and a dynamic part according to the definition of a certain setreferred to as the
Craig-Bampton (CB) set. Several variations of the CMS method are also introduced,
e.g. the Rubin’s CMS MOR by KRAKER and VAN CAMPEN [73] and the CMSx
MOR proposed by LIAO, BAI and GAO [83]. Finally, the Improved Component Mode
Synthesis method (ICMS) introduced by KOUTSOVASILIS and BEITELSCHMIDT [69]
constitutes a promising MOR scheme, which utilizes the advantages of both the IRS
and CMS methods. ICMS adopts the algorithmic principle of the CMS method, but the
static part is in this case defined based on the IRS properties.
The algorithmic basis of the above mentioned MOR methods is the theory of master (or
external) and slave (or internal) DoF. As master DoF set is defined the subset of the
structure’s total DoF, which remains in the DoF set of the ODEafter the reduction and
therefore constitutes the DoF of the ROM. The slave DoF set consists of the unwanted
DoF and therefore, it is the set to be removed from the ODE of the original model. The
selection of the master and slave DoF sets proceeds with the help of specific criteria.
It is not a trivial task, since it is model dependent and requires advanced engineering
experience. Based on the aforesaid, several studies and applications have been conducted
either in an effort to capture the advantages and disadvantages of these MOR methods
or simply to generate ROMs, since some of the methods are considered to be state of
the art in structural mechanics [13, 22, 38, 50, 64, 65, 70, 67, 72, 88, 92, 96, 97].
The mathematical area of systems and control theory offers agre t variety of MOR
schemes conceived for first-order Linear Time Invariant (LTI) systems. According to
these approaches, the definition of the ROM is generally based on matching certain
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parameters of the reduced and the original model or deletingspecific states from the
system, which are of less importance. Thus, the MOR methods belonging to this area
are divided into two categories, namely, the Padé and Padé-type approximations, and the
balancing-related truncation techniques.
The category of Padé and Padé-type approximations correspond t techniques developed
for obtaining a ROM, based on the theory of moment matching orpartial realization.
This separation depends on whether or not the coefficients ofhe transfer function of the
LTI system tend to zero or to infinity, respectively. The firstcase would represent the
system’s dynamics at low frequencies and the second at high frequencies. The ROMs
are computed with the help of Krylov subspaces [74] and the utilization of efficient
algorithms, provided by ARNOLDI [8], LANCZOS [75] or variations of these two [35].
This type of MOR referred to as Krylov Subspace Method (KSM) has been extensively
used over the last years for reducing numerous first-order LTI systems from different
research areas [4, 5, 9, 12, 15, 18, 14, 20, 49, 52, 53, 84, 117,45, 44, 17, 113].
The balancing-related truncation concept was firstly proposed by MULLIS and ROBERTS
[90] and later on applied by MOORE [89] and LAUB, HEATH, PAIGE, and WARD
[76], introducing the Balanced Truncation (BT) method. MORmethods belonging to
this category succeed in generating ROMs by eliminating those states of the LTI, which
require a large amount of energy to be reached and/or yield small amounts of energy to
be observed. The basic tools for representing the input and output amount of energy are
the controllability and observability gramians, respectively. These concepts, though, are
basis dependent and thus, a basis should be found with which tey become equivalent.
This balanced basis is provided by the, so called, Hankel Singular Values (HSVs)
[17, 4]. The importance of Balanced Truncation (BT) is the fact that it preserves
stability and moreover, a global error bound exists. This second aspect constitutes in
general a disadvantage of all the previously mentioned MOR methods, since there exists
no such reliable criterion for determining a priori the dimension of the ROM. The
techniques of this category have also been extensively studied and tested on various
applications, which result in first-order LTI systems [17, 4, 18, 16, 80, 113].
In structural mechanics the system of equations derived by the FEM is a set of
second-order ODEs or DAEs. In this case, the direct utilizaton of Padé and Padé-type
approximations or the balancing-related truncation techniques is not advised. The reason
is that the ROM does not preserve the second-order structureof the original model,
e.g. the definiteness properties of the system matrices are damaged. Therefore, reduction
schemes for systems in second-order form have been developed.
For the category of Padé and Padé-type approximations a firstapproach was given by
SU and CRAIG [120], which actually preserves the second-order structure, but lacks in
matching sufficient moments in comparison to the standard KSM MOR for first-order LTI
systems. SALIMBAHRAMI proposed [107] the Second Order Krylov Subspace Method
(SOKSM) for Single Input Single Output (SISO) systems. SOKSM and its variants
have been successfully tested on several applications includi g structural mechanics
[11, 41, 13, 64, 65, 70, 67, 72, 100, 77, 81, 82, 106, 105, 103, 14, 7].
Analogously, for the category of balancing-related truncation techniques a first approach in
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handling second-order systems was introduced by MEYER and SRINIVASAN [87]. Therein,
the so called free-velocity and zero-velocity gramians aregiven, which succeed in
defining a balanced realization for second-order systems. This method was later extended
by CHAHLAOUI , LEMONNIER, VANDENDORPE and VAN DOOREN, by proposing the
Second Order Balanced Truncation (SOBT) [28, 29]. STYKEL and REIS investigate
several variants [119, 98, 99] of reducing second-order system with BT and propose
various projection approaches therefor. The mentioned balancing-related MOR methods
for second-order systems are a matter of current research and v rious comparisons are
being conducted referring to the handling of large sparse systems and the quality of the
ROMs [17, 4, 57, 118, 116].
A last MOR category consists of various combinations of certain of the above mentioned
MOR methods. Thus, this category concerns hybrid or two-step MOR approaches.
CARNEY, ABDALLAH , and HUCKLEBRIDGE introduced an alternation of the CMS
method by using the same MOR scheme, but instead of defining the CB set a subspace
spanned by Krylov vectors is utilized [27]. Based on this approach, the Improved Krylov
spanned Component Mode Synthesis method (IKCMS) is introduce by KOUTSOVASILIS
and BEITELSCHMIDT [69], the algorithmic scheme of which proceeds analogouslyto
the ICMS MOR approach. LEHNER and EBERHARD proposed the two-step approach
[78] based on a combination of the BT and KSM for second-ordersystems. A
similar methodology is found in KOUTSOVASILIS, QUARZ, and BEITELSCHMIDT [71],
where various combinations of MOR schemes, e.g. SEREP-KSM,KSM-BT, etc., for
second-order systems are tested.
1.4 Software availability and restrictions
The decision of applying a certain MOR method depends not only on the model’s
specifics and the engineer’s experience, but also on the software availability. Taking into
account the modelling work flow, as given in Table 1.1, numerous software tools exist,
which support the coupling of rigid and elastic multi body dynamics (Table 1.2).
Table 1.2: Rigid & elastic MBS: software sample





The MOR algorithms are implemented as toolboxes integratedinto the FE software.
Thus, the dimension of the FE structure can be reduced withine FE software
environment and output files are generated for the transfer othe elastic data into a
MBS code. Usually, at this point an interface is activated inorder to interpret the
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elastic information and write it in a suitable format for further usage in MBS software
packages.
For the purpose of this Thesis, the author restricts himselfto the utilization of two
specific software packages for the rigid-elastic MBS coupling, namely, ANSYS [3] and
SIMPACK [115].
The software coupling between ANSYS and SIMPACK (Fig. 1.1) during a rigid-elastic
body formulation is conducted with the help of an interface implemented as a toolbox
within SIMPACK, namely, the FEMBS interface [114]. The FEMBS program generates
the input data for the flexible body representation in SIMPACK. This is accomplished
based on certain assumptions [114], e.g. linear material properties, the choice of shape
functions (Ritz approximation), and the linearized equations of motion in terms of the
deformation coordinates, all to be found in the works of WALLRAPP, SCHWERTASSEK,
DOMBROWSKI, and SHABANA [111, 109, 110, 125, 122, 124, 112]. Thereafter, the
ROM’s elastic information is written in the so called Standard Input Data (SID) file
format, introduced by WALLRAPP [123]. The SID file is saved in an ASCII format
according to the structure-based object oriented techniques proposed by OTTER, HOCKE,





FEMBS SID SIMPACKANSYS ROM
Fig. 1.1: FEM-MBS coupling using ANSYS and SIMPACK
The above mentioned ANSYS-SIMPACK work flow is, of course, accompanied by a
restriction, which is regarded as a disadvantage and its nature is threefold.
Firstly, and most important, is the fact that ANSYS, as almost all the other frequently
used FEM program packages, supports only two MOR methods, namely, the static
and the CMS method (Fig. 1.1). With CMS being the standardized MOR method
in structural mechanics, the application of other MOR schemes, which could offer
qualitatively better ROMs at a reduced cost, i.e. smaller system matrices, is not feasible.
The second disadvantage is an immediate consequence of the first problematic aspect
and refers to the fact that the FEMBS interface copes with ROMs generated only by
the previously mentioned methods. In case that the FE information is extracted from
ANSYS and an alternative MOR method is applied, it is essential for the ROM’s
information to be written in the SID file format. Otherwise, the ROM’s data is not
importable into SIMPACK.
Finally, the third disadvantage concerns the quality of theROM generated within the
ANSYS code. The measure of validating the dynamic properties of a ROM in ANSYS
is based, solely, on a comparison of the eigenfrequency spectrum for both the original
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and ROM. Several studies, e.g. by EWINS [43], IMANOVIC [58], GLOTH [50], and
KOUTSOVASILIS, QUARZ, and BEITELSCHMIDT [13, 64, 65, 70, 67, 72], have shown
that simply an eigenfrequency correlation gives no preciseinformation regarding the
ROM’s dynamic behavior. In fact, the whole eigenvalue (eigenfrequency and eigenvector)
information is required, which combined with the system matrices of both the original
and ROM, delivers a plethora of criteria, known as Model Correlation Criteria (MCC).
A well established MCC is, for example, the Modal Assurance Criterion (MAC) firstly
introduced by ALLEMANG [2].
On the basis of the aforesaid, the kernel of this Thesis is built. The goal is to
adjust the properties of alternative MOR methods, presented in the previous Section,
to the requirements of structural mechanics and exploit several MOR variations based
on each model’s configuration. Thus, the dynamic propertiesof the alternative ROMs
have to be validated assuring that the important structure properties are not damaged. It
should be accomplished utilizing only the FE discretization in ANSYS. Thereafter, the
appropriate toolbox has to be built, which should obtain theFE information and then
initialize a MOR interface according to the user’s demands.A further interface has to be
implemented, which should enable the SID file format generation enabling thus, the data
import into SIMPACK. In between, the MCC should be availableproviding sufficient
information for the ROMs prior to their import into SIMPACK.Numerous comparisons
among the MOR methods are necessary, under various model considerations (free and
fixed structures) in order to derive constructive results for the applied/compared MOR
method. These comparisons should take place not only withinthe independent toolbox,
but also within SIMPACK in order to validate the ROM’s behavior in a commercial
software package. All the above, shortly outlined, in combination with several novel
theoretical aspects, necessary to enable the FEM-MBS coupling by the use of alternative
MOR methods, constitute the structure of the Thesis, which is given, in details, in the
following Section.
1.5 Structure of the thesis
Apart from the Introduction, the present Thesis is comprised of six Chapters, the
contents of which are outlined in this Section.
Chapter 2 covers the area of MOR in structural mechanics. After a short introduction
on the application of the FEM and the use of the shape functions in continuum
mechanics, the second-order ODEs are derived, which describ the equations of motion
for mechanical systems. Based on the theory of master and slave DoF for such ODE
systems, various MOR schemes are analyzed and divided into three general categories,
namely, the physical-, the semi physical-, and the non physical space MOR methods.
The issue of the preservation of the second-order structurefor the ROMs is thoroughly
discussed.
The utilization and application of the MCC for validating the ROMs is the topic of
Chapter 3. The ROMs are validated according to various eigenfrequency and eigenvector
criteria. Based on certain orthogonality conditions mainly derived from the modal
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analysis theory, the importance of each criterion is outlined. Several MOR schemes are
applied to four models originating from the field of structural mechanics, namely, the
3D solid bar structure, the elastic piston rod, the elastic crankshaft, and the UIC60
elastic rail. Thus, the efficiency of the applied MOR method is tested based on the
MCC, and depending on the model’s configuration several conclusions are derived, e.g.
the master and slave DoF dependence for free and fixed structures.
The numerical algorithmic approach during the applicationof a MOR method is outlined
in Chapter 4. The high complexity of models in continuum mechanics results in FE
structures with a large number of DoF. Although efficient direct methods exist, which
handle large sparse systems, the utilization of iterative algorithms is unavoidable, since
under normal hardware configuration memory capacity problems occur. A common
fact when dealing with large models in structural mechanicsare ill-conditioned system
matrices (especially the stiffness matrix), which contribute to vast computation times
during an iterative solution. For this reason the diagonal perturbation method is proposed.
Herewith, a set of model dependent perturbation parametersis given, with which the
iterative solution is accelerated and the model’s structural properties are kept intact.
Furthermore, the diagonal perturbation algorithm finds an interesting use when the BT
method is applied to second-order systems. A necessary condition therefor is the stability
of the system’s matrix polynomial. Under certain model configurations, e.g. non-fixed
mechanical structures, this property is damaged and thus, te balancing related schemes
are not applicable. Based on the properties of the diagonal perturbation method this
problem is overcome.
Chapter 5 consists of two parts. In the first part, the necessary theory for coupling
rigid and elastic multi body dynamics is presented. According to the floating frame
of reference formulation and the Ritz approximation for deformation, the kinetics of a
representative body are outlined. The symmetric system matrices are partitioned into
the sub-parts, based on the rigid and elastic contribution for both the translational and
rotational coordinates. The system’s integrals are given,namely, the generalized mass
and forces. Their evaluation is derived under consideration of several approximating
assumptions and the final equations of motions for the coupled FEM-MBS formulation
are presented in the, so called, descriptor form. The evaluation of the system’s integrals
is completed by simple vector-matrix multiplications.
The second part of Chapter 5 copes with the transferring procedure of the elastic body
data into SIMPACK. It is accomplished by generating the necessary SID file format.
Therefore, the structure of the SID file is shortly describedand various specifications
are outlined, e.g. the FE units, the data scaling based on theelastic model’s units,
and the categorization of the system matrices. Furthermore, the back-projection approach
is proposed. When a non physical space MOR method is used, theDoF set of the
reduced vector lies on a non physical space. Thus, the directgeneration of the kinematic
and kinetic information in MBS codes is not possible, since SIMPACK requires all
the system’s information to be defined in the Euclidean space. An extra sub-space
is required in order to project the ROM back onto the physicalonfiguration space.
Thereafter, the SID file for the back-projected ROM should begenerated, but a prior
verification of the ROM’s structure preservation is essential. This method is tested on a
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3D solid bar structure and the UIC60 elastic rail.
The Model Order Reduction PACKage (MORPACK) is the topic of Chapter 6. Herein,
all the above mentioned theoretical aspects are combined and implemented into the
MORPACK toolbox. It concerns a Matlab-based interface adapted both to the modelling
requirements and compatibilities of coupling FE models originating from ANSYS into
SIMPACK. It consists of two inner interfaces, namely, the MOR and the SID interface.
Four application levels operate either as data transfer andco version tools or as functions,
which validate the ROM’s dynamics or transform their state-space definition in order
to import and export compatible models for the above mentioned inner interfaces. The
functionality of the MORPACK toolbox is divided into two categories according to the
user’s requirements. Two application examples of SIMPACK flexible models generated
with MORPACK are given, namely, the 3D solid bar structure and the UIC60 elastic
rail, and their validation within SIMPACK is outlined comparing different MOR schemes.
Finally, the case of non successful SID generation is discussed and realized by certain
model configurations.
Chapter 7 concludes the Thesis, in English and in German, by summarizing the results
of Chapters 2 to 6 and suggesting several aspects for future wo k.
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2 Model Order Reduction
2.1 Equations of motion for Finite Element structures
The derivation of the motion equations for flexible structures with the help of the FEM
is the topic of this Section. As mentioned in the Introduction, the dynamic state of
an elastic body is described by a set of PDEs, the solution of which is approximated
according to the Ritz method [128]. Herewith, the discretization of space leads to
the formulation of second-order linear time invariant ODEs. It is accomplished by
considering both the kinematic and kinetic information forthe elastic structure, which
is shortly analyzed in the following Subsections 2.1.1 and 2.1.2.
2.1.1 Kinematics of Finite Element structures
In all preceding formulations the motion of an elemente within a three dimensional
continuumK is considered. Therefore, the notationα = {1, 2, 3} will correspond to the







Fig. 2.1: Motion of an elemente of a FE structure
On the basis of Fig. 2.1, which is introduced in SCHWERTASSEK and WALLRAPP
[110], the definition of several parameters will be given, with which the full kinematic
description of a Finite Element (FE) structure is derived.
Thus, according to Fig. 2.1, letx = [xα ] be the vector of coordinates for a material
point P, within a FE e with respect to (w.r.t) the element coordinate system{Oe, ee}.
Due to deformation, the displacement of the material pointP w.r.t {Oe, ee} will be
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given by the displacement vector
eu(x, t) = [euα(x, t)], (2.1)
and the description of the element coordinate system{Oe, ee} w.r.t the inertial system
{O, e} will be defined based on the vectors of both the positionRe and rotationee,
respectively, i.e.
Re = [Reα ] and e
e = Γe e. (2.2)




corresponds to the rotation matrix with the indexβ being
defined analogously to the indexα. Eq. (2.2) gives the necessary information for the
description of the displacement vector (Eq. (2.1)) in termsof the inertial coordinate
system{O, e}, i.e.
u(R, t) = ΓeTeu(x, t), where x = Γe(R−Re) for R in e, (2.3)
and therefore the motion of the pointP (Fig. 2.1) within the elemente w.r.t {O, e} is
ascertained:
r(R, t) = R+u(R, t) = Re+ΓeT(x+ eu(x, t)). (2.4)
The Ritz method approximates the displacement field (Eq. (2.1)) by introducing certain
space-dependent shape functions and time-dependent coordinates. In case of flexible
structures being discretized with FE, it is a common procedur to define the set of the
time-dependent Ritz coordinates w.r.t the boundary points, al o called nodes, for each
elemente of the FE structure. On that basis, the mathematical formulation for the Ritz







i (t) = N
e(x)ze(t), i = 1,2, . . .nez. (2.5)
Here, nez denotes the total number of the element’s nodal coordinatesz
e
i (t), and
Ne(x) = [Nei (x)] = [N
e
α i(x)] constitutes the, so called, interpolation matrix, which provides
the displacement shape functions and depends only on the vector’s definition for the local
coordinatesx = [xα ]. The matrix ze(t) = [zei (t)] represents the matrix of the element’s
nodal coordinates.
Eq. (2.5) is practically useless, if FE structures are considered, which consist ofnE
elements andnN nodes. Therefore, the definition of a matrix of FE coordinates w.r.t
a global coordinate system is essential. Considering Fig. 2.1, let the global coordinate
system be identical to the inertial system{O, e} and thus, the matrix of FE coordinates



















represent the vectors of translational and rotational
coordinates, respectively. The relationship between the matrix of the element’s nodal
coordinatesze(t) and the system coordinateszF(t) is ascertained by use of an orthogonal
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, i = 1,2, . . . ,nez, j = 1,2, . . . ,nF (2.7)
and thus, the following equation holds:
ze(t) = TezF(t), e= 1,2, . . . ,nE. (2.8)
The combination of Eq. (2.5) and (2.8) results in a formulation, which depends on the
definition of zF(t), but still describes the displacement field of the points of the element
e w.r.t. {Oe,ee}, i.e.
eu(x, t) = Ne(x)ze(t) = Ne(x)TezF(t). (2.9)
In order to be able to express the displacement field (Eq. (2.9)) w.r.t {O, e}, an extra
transformation is required. This information is provided by the Eq. (2.3) and thus, the
displacement vectoru(R, t) for the points of the representative elementw.r.t {O, e} is
obtained:
u(R, t) = ΓeT eu(x, t) = ΓeT Ne(x)TezF(t). (2.10)
Eq. (2.10) is valid only for the representative elementand therefore, a generalization
is compulsory such that the description holds for every elemnt of a FE discretized
structure. This is feasible, if the following conditions are fulfilled [110]:
Ne(x) ≡ 0 ∀x = Γe(R−Re) and R not in the elemente. (2.11)
Herewith, the global Ritz-approximation for the displacement field of a FE structure is
defined, i.e.







zF(t), with x = Γe(R−Re). (2.12)
Eq. (2.12) in combination with the Eq. (2.4) completes the kinematic description of a,
geometrically non-constrained, FE structure.
2.1.2 Kinetics of Finite Element structures
The derivation of the kinetic formulation for FE structuresis based both on the above
outlined global Ritz-approximation for the structure’s displacement field and the principle
of D’ A LEMBERT in the Lagrangian formulation [23, 110].
Let the inertial system be identical to the coordinate system {O, e} (as depicted in Fig.
2.1). Thus, for the virtual displacement and velocity of thepoint P in the continuumK
holds:
δ r = δu and δ ṙ = δ u̇. (2.13)
According to the principle of D’ ALEMBERT, the sum of the virtual work of all forces
acting on a body must be zero. Hence, the sum of the virtual work of the inertial
forces, the internal forces and the applied external body force over an infinitesimal
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δuTp0dA0 = 0. (2.14)
In Eq. (2.14) letρ0 represent the material density,b0 the vector of the applied external
body force overV0, p0 the vector of the applied external surface force overA0 and ε
the strain tensor. The termH is the, so called, material matrix defined for homogeneous,
elastic and isotropic materials, with which the material law is described. Thus, for each
element and without pre-load stresses or thermal strains [110], it holds:
σ e(x,zF) = Heε e(x,zF). (2.15)
A simplification of Eq. (2.14) is obtained by utilizing the Ritz-approximated displacement
field, given in Eq. (2.12). Additionally, the conditions in Eq. (2.11) as well as the
orthogonality properties of the rotation matrix, defined inEq. (2.2), are taken into
consideration, i.e.
Γe ΓeT = I , (2.16)
with I being the unit matrix. Also, the time dependence ofzF will be omitted, i.e.
zF := zF(t). On that basis, each summand of Eq. (2.14) will be analyzed separately.
The substitution of Eq. (2.12) into the first summand of Eq. (2.14) leads to the



















TeTMe Te z̈F (2.18)
= δzTFMF z̈F . (2.19)
Here, the termMe =
∫
V0e
NeT(x)ρe(x)Ne(x)dV is defined as the mass matrix for each
elemente of the FE structure. Hence,MF = ∑nEe=1T
eTMe Te constitutes the mass matrix
of the whole FE structure.
The second summand of Eq. (2.14) possesses no direct connection to the element’s
displacement vector and therefore, Eq. (2.12) cannot be dirctly applied. A relationship
between the strain tensorε and u(R, t) is required. This information is provided by the
strain-displacement relationship [110, 128, 112, 95], which is introduced below for each
elemente, i.e.




= L(u)Ne(x)TezF = Be(x)TezF . (2.20)
Without loss of generality, let Eq. (2.20) describe the linear version of the strain-
displacement relationship. Under this assumption, the notation L(u) corresponds to the
linear operator matrix, which is defined according to SCHWERTASSEK and WALLRAPP

















The substitution of Eq. (2.12) and Eq. (2.20) in the second summand of Eq. (2.14)
leads to the following:
∫
V0















TeTKe Te zF (2.23)
= δzTFKFzF . (2.24)




the linear stiffness matrix for each elemente of the FE structure andKF = ∑nEe=1T
eTKe Te
the linear stiffness matrix of the whole FE structure.
In case of introducing pre-load stresses or non-linearities in Eq. (2.14), the relationships
defined in Eq. (2.15) and (2.20) would include a pre-load stres term and a non-linear
operator, respectively. This would result in the definitionf certain additional summands
in Eq. (2.22) for the derivation of the FE structure’s stiffness properties [110].
For the third summand of Eq. (2.14), the definition of the bodyforce for each element




0 being the element’s material density



























eg is the element’s vector of body force andFg =
∑nEe=1T
eT feg the vector of body force for the FE structure.
















TeT fep = δz
T
FFp. (2.28)





e represents the external applied surface force for each
elemente and Fp = ∑nEe=1T
eT fep the external surface force applied on the FE structure.
Gathering Eq. (2.19), (2.24), (2.26), and (2.28) and substituting them in Eq. (2.14)
leads to
δzTF (MF z̈F +KFzF −Fg−Fp) = 0 (2.29)
and thus, the general second-order LTI equation of motion for undamped FE structures
is derived. It is written in compact matrix form, as shown below:
MF z̈F +KFzF = Fg+Fp = F. (2.30)
If damping effects are to be considered, the definition of theassociated parameter is
essential. The simplest, and most commonly used, damping model assumes the damping
to be linearly proportional to the structure’s velocity. This leads to the following
equation for linearly damped FE structures
MF z̈F +DF żF +KFzF = F, (2.31)
with DF being the structural damping matrix. It can be obtained based on the structural
dampingDe for each element of the FE structure via the relationshipDF = ∑nEe=1T
eTDeTe.
2.1.3 Dimension of Finite Element discretized structures
The dimension of the system matrices and vectors in Eq. (2.31) is calculated based
on the number of both the elementsnE and the nodesnN utilized to discretize the
FE structure (Eq. (2.14)). For models discretized withnE different elements, i.e.
nE = {E1,E2, . . . ,En} with Ei 6= E j for every i 6= j and i = 1,2, . . . ,n, the dimension














and it consists of two summands, namely, the dimension number provided by the
translational nEiFu and rotational n
Ei
Fθ
coordinates (Eq. (2.6)) for each elementEi ,
respectively. Both dimension numbers of coordinates are accompanied by two setsαEi
and β Ei , which are also defined in an element manner and give the DoF range of each
node, respectively, i.e.αEi = {1, 2, 3} representing the translational DoF{u1, u2, u3}
and β Ei = {1, 2, 3} representing the rotational DoF{θ 1, θ 2, θ 3} in the three dimensional
space. The value of these sets varies according to the type ofEi and the dimension of
the configuration space (1D, 2D, 3D).
On the basis of the aforesaid, the dimension of the system matrices and vectors of Eq.
(2.31) is written in a compact form:
[ ] ∈ Rndim×ndim, [ ] := {MF , DF , KF} (2.33)
[ ] ∈ Rndim×1, [ ] := {zF , F} . (2.34)
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Eq. (2.33)-(2.34) give the dimension of non-constrained FEstructures. In case of having
parts of the system’s DoF grounded, the resulting dimensionof the fixed system matrices





dim), [ ] := {MF , DF , KF} (2.35)
[ ]fixed ∈ R(ndim−n
f ix
dim)×1, [ ] := {zF , F} , (2.36)
where in this case the number of the fixed DoF, given bynf ixdim and defined analogously
to ndim (Eq. (2.32)), is removed from the total set of the non-fixed structure’s DoF.
In continuum mechanics the dimension of either the fixed or non-fixed system matrices
and vectors is large. The more complex the parts of the mechanical MBS system are,
the larger the dimension is. This fact, in combination with the required accuracy levels,
which are usually high, results in dimension numbers of the order ndim ≥ 5 ·105. Thus,
several simulation and control procedures, as already outlined in the Introduction, are
either impossible to conduct or suffer from storage capacity and vast computational time
problems.
MOR overcomes the mentioned problems by reducing the order of the system matrices.
Especially in the field of structural mechanics, several tradi ional MOR schemes are
based on the theory of master and slave DoF. This topic is handled in the next Section.
In the following, the subscript notationF used for denoting the system matrices and
vectors of a FE structure will be omitted, e.g. the LTI second- r er ODE from Eq.
(2.31) will be written as given below:
Mz̈+Dż+Kz = F. (2.37)
Furthermore, the dimension numberndim (Eq. (2.32)), which defines the dimension of
the system matrices and vectors in Eq. (2.37), will be denoted as n.
2.2 Master and slave degrees of freedom
The general concept of MOR in structural mechanics is to find alow dimension
subspaceT ∈ Rn×m, m<< n in order to approximate the state vectorz of Eq. (2.37),
i.e.
z≈ TzR. (2.38)
By substituting Eq. (2.38) in Eq. (2.37) and then projectingEq. (2.37) on the subspace
T, a lower dimension LTI second-order ODE is obtained
MRz̈R+DRżR+KRzR = FR, (2.39)
with MR = TTMT , DR = TTDT, KR = TTKT being the reduced system matrices and
FR = TTF the reduced load vector of dimensionsRm×m and Rm×1, respectively.
Alternatively, the ROM’s mass and stiffness matrices can bederived in an energetic
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zRTKRzR = Ep,R. (2.41)
The reduced damping matrix can only be calculated by direct projection. It is
accomplished based on the model’s type used for its definition, e.g. Rayleigh damping.
This matter is handled in Section 3.1.3.
In any case, the allocation of the original structure’s DoF,which should constitute the
DoF set of the ROM (Eq. (2.39)), is of great importance. Therefore, the theory of
master (m) or external and slave (s) or internal DoF is applied, which defines as master
those DoF that form the DoF set of the ROM (hence the utilization of the same notation
m for both the dimension of the ROM and the master set) and consequently, as slave
the DoF set, which is eliminated from the Eq. (2.37) after theMOR procedure.
According to this theory, the system matrices and vectors ofEq. (2.37) have to
be partitioned into sub-blocks forming thus, a transformed(with different DoF-sorting)
second-order system of equations, i.e.
M̃ ¨̃z+ D̃ ˙̃z+ K̃ z̃ = F̃. (2.42)
This partitioning procedure takes place prior to the application of the MOR method and
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The structure of the original and sorted system matrices, asdefined in Eq. (2.43), is
visualized in Fig. 2.2, Fig. 2.3 and Fig. 2.4. Herein, the mass matrices of three
different models are depicted, namely, the 3D solid bar (Fig. 2.2), the elastic UIC60
rail (Fig. 2.3), and the elastic rod (Fig. 2.4).
It is observed that for small dimension models the sub-blocks (mm, ms, sm, ss) are
distinguishable, e.g. themm sub-block in Fig. 2.2 withm/n = 60%. The larger
the dimension of the model is, the more difficult it is to cleary distinguish the
aforementioned sub-blocks, sincem<< n (m/n≈ 1% in Fig. 2.3 andm/n≈ 0.04% in
Fig. 2.4). The observation of the rest of the system matriceswould have exactly the
same structure result. The sole difference would be the notedly larger number of non
zero entries.
The sorted equation system (Eq. (2.42)) is valid, if and onlyif the following conditions
are fulfilled
m∪s= n and m∩s= /0, where n : total DoF. (2.44)
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non zero entries = 624
Original mass matrix








non zero entries = 624
Sorted mass matrix
Fig. 2.2: Mass matrix of a 3D solid bar before and after them & s sorting








non zero entries = 58800
Original mass matrix








non zero entries = 58800
Sorted mass matrix
Fig. 2.3: Mass matrix of an elastic UIC60 rail before and after the m & s sorting
Eq. (2.44) states, firstly that the sum of both the master and slave DoF should equal the
total DoF of the FE structure, and secondly that it is not allowed for a DoF to coexist
in the master and slave set. These conditions can be easily verified by confirming the
consistency of the dimension and the non zero entries (Fig. 2.2 - 2.4) for both the
original and the sorted versions of the system matrices.
The decision of which DoF should be appointed to them or s set, under the assumption
the necessary conditions (Eq. (2.44)) to be fulfilled, is nota rivial task. It is model
dependent and requires advanced engineering experience. As it will be shown in the
forthcoming Chapter 3, the definition of them set is crucial for the quality of the ROM
by certain MOR methods. Therefore, specific criteria exist [127], which indicate how
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Fig. 2.4: Mass matrix of an elastic rod before and after them & s sorting
the m set should be acquired. Thus, it is advised to select master DoF at positions:
• where large deformation is expected,
• such that all possible deformations can be visualized,
• which are equally distributed in the structure,
• which possess the characteristic of having large concentrat d mass and at the same
time small local stiffness.
The last criterion is the standard criterion integrated in commercial FE software packages,
e.g. ANSYS, whenever the automatic selection of them set is activated. Its pseudo-
algorithmic formulation is given below:
while i ≤ n formulate bi =
K (i, i)
M (i, i)
and sequentially choosemin(b j)1≤ j≤m. (2.45)
Nonetheless, in case of the FEM-MBS coupling process, e.g. coupling mechanical
models from ANSYS into SIMPACK, certain of the model’s DoF must be de facto
appointed to them set in order for the coupling procedure to be feasible. Thus,in
addition to the previously mentioned criteria, master DoF must be chosen at positions:
• such as the origin of coordinates [114],
• where forces and boundary constraints are to be defined in theMBS codes,
• where displacements are to be calculated or joint types (forconnecting the elastic
body with other rigid bodies) are to be defined in the MBS codes, r pectively.
The definition of the master and slave DoF sets initiates the application of the chosen
MOR procedure, the analysis of which is covered in the next Section.
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2.3 Categorization of model order reduction methods
The general MOR scheme proceeds in finding an appropriate subspaceT ∈Rn×m, m<< n
(Eq. (2.38)), also referred to as coordinate transformation matrix, with which the ROM
is obtained. Based on the theory applied to obtain this subspace, the MOR methods are
divided into three categories widely used by several authors [17, 4, 10, 107]:
1. Modal truncation, sub-structuring, and static condensation,
2. Padé and Padé-type approximations, and
3. balancing-related truncation techniques.
In this Thesis a different categorization is developed, which stems from the requirement
of importing alternative MOR methods into MBS codes. Thus, according to the definition
of the coordinate transformation matrix and therefore the definition of the reduced state
vector zR (Eq. (2.39)), the MOR techniques are divided into the following three
categories:
1. Physical subspace reduction-expansion methods. This is the case where the whole
DoF set of the reduced model, e.g. by the static condensation, lies on the physical
configuration space, i.e.
zR ∈ Rn, 1≤ n≤ 3. (2.46)
MOR methods belonging to this category are the:
(a) static (Guyan) condensation and variants [55, 60],
(b) dynamic condensation and variants [79, 50, 96],
(c) Improved Reduction System method (IRS) and variants [25, 46],
(d) System Equivalent Reduction Expansion Process (SEREP)[26],
(e) SEREP-IRS and SEREP-Guyan two-step MOR [71].
2. Semi physical subspace reduction-expansion methods. In this category one part of
the reduced state vector lies on the physical configuration space and the other part




]T ∈ {Rn∪ℵn : Rn∩ℵn = 0, 1≤ n≤ 3} . (2.47)
MOR methods belonging to this category are the:
(a) Component Mode Synthesis (CMS) [32, 33, 34],
(b) CMS spanned by Krylov vectors (KCMS) [27],
(c) Improved CMS (ICMS) [69],
(d) Improved KCMS (IKCMS) [69],
(e) SEREP-CMS, SEREP-KCMS, SEREP-ICMS and SEREP-IKCMS two-step
MOR [71].
Here, one part of the reduced vector consists of the model’s physical space DoF
and the rest are either the modal coordinates obtained by theCB set or the Krylov
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coordinates defined by the eigenvectors, which span a certain Krylov subspace.
3. Non physical subspace reduction-expansion methods. Here, the DoF set of the
ROM resides on a subspaceℵn, which is spanned by non-physical eigenvectors,
e.g. let Kn be a subspace spanned by Krylov vectors, then
zR ∈ ℵn = Kn := {zR ∈ Kn : Rn∩Kn = 0, 1≤ n≤ 3} . (2.48)
MOR methods belonging to this category are the:
(a) second order Krylov Subspace Method (KSM) [107, 17, 4],
(b) second order balancing-related techniques, e.g. Balanced Truncation (BT)
[118, 98, 28],
(c) Second Order Modal Truncation (SOMT),
(d) KSM-BT, SEREP-KSM, SEREP-BT, SOMT-KSM, and SOMT-BT two-step
MOR [78, 71].
For the above outlined categories, the annotation{Rn, 1≤ n≤ 3} refers to the three
physical space dimensions (1D, 2D and 3D). The maximum number of the state vector’s
DoF per node (nDoFN ) varies according to the definition of the configuration space





1, R : 1D Space
3, R2 : 2D Space
6, R3 : 3D Space
(2.49)
The methodology of the MOR schemes originating from the firsttwo categories is
affiliated to the theory presented in the previous Section 2.2, namely, the master and
slave DoF partitioning. Furthermore, the derivation of thecoordinate transformation
matrix (Eq. (2.38)) is ascertained for the undamped versionof Eq. (2.42), i.e.
M̃ ¨̃z+ K̃ z̃ = F̃. (2.50)
Finally, the two-step MOR approaches, which appear in all ofthe three above outlined
MOR categories, will be treated separately in Section 2.7, since their algorithmic scheme
is identical and independent of the category they belong to.
2.4 Physical space reduction-expansion methods
2.4.1 Static condensation and variants
The static condensation constitutes a standard MOR method integrated into several FEM
software packages. Its algorithmic approach is based on twomaj r approximations. They
are applied to the undamped second-order ODE (Eq. (2.50)), the analytical expression
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Firstly, it is assumed that there is no force applied to the int rnal DoF, i.e.Fs = 0, and
secondly, the structure’s equivalent inertia terms are omitted (hence the static nature).
According to Eq. (2.51), the second approximation is mathematically expressed as
follows:
Mmmz̈m+Mms̈zs = 0 and Msmz̈m+Mss̈zs = 0. (2.52)
By expanding the second part of Eq. (2.51) and utilizing the information provided by
Eq. (2.52), an expression is derived, which relates the slave DoF state vectorzs to the
master DoF state vectorzm:







As stated in Eq. (2.38), the purpose is to express the state vector of the full model
(Eq. (2.50)) in terms of the state vector of the potential ROM. In this case, it is






















 ·zm = Tstatic·zm (2.55)
where Im ∈ Rm×m is the unit matrix. The structure of theTstatic matrix, with its
m×m sub-block being given by the unit matrix, can be elegantly observed when small
dimension models are examined (Fig. 2.5). The system matrices and the vector of








non zero entries = 612
Fig. 2.5: Tstatic by MOR of a 3D solid bar -m= 36
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applied forces for the static-ROM are obtained according toEq. (2.39), i.e.
[ ]static= T
T
static· ˜[ ] ·Tstatic, [ ] := {M , D, K} and Fstatic= TTstaticF̃. (2.56)
The static reduction is a good approximation (exact for static nalyses) for the low
eigenvalue (eigenfrequency and eigenvector) spectrum of aFE structure. In general, when
high frequency motion is considered, the influence of the inertia terms is significant.
Thus, the second basic assumption of the static MOR is contradic ed under such
circumstances and the method becomes inaccurate.
CHEN and PAN have developed a methodology [31], which introduces the valid
eigenfrequency range[0, ωc] for the static MOR. In this annotationωc represents the
lowest eigenfrequency of either the model’s slave structure, the dynamic state of which
is given by the equation
Mss̈zs+K sszs = 0, (2.57)
or the full model’s structure, but with all its master DoF being fixed (both expressions
are equivalent). The more master DoF are present, the higherthe lowest eigenfrequency
of the fixed structure will be, and thus, the larger the valid egenfrequency range is.
Hence, the suggestion of selecting as many master DoF as possible during the static
MOR.
On this basis, the error produced by the static MOR depends upon the ratio of the
cut eigenfrequencyωc to the wished eigenfrequencyω, i.e. the higher the ratioωc/ω
is, the more accurate the static-ROM is. Of course, the increase in size for them
set should be accompanied by an adequate choice for their postion in the structure
(selection of master DoF in Section 2.2), since awkwardly selected master DoF result
in slave structures with low lower-eigenfrequencies. Thismatter will be examined in
Chapter 3.
The necessity to improve the dynamics of the Guyan ROM has ledto several variations
of the classical static condensation, one of which is the, socalled, generalized static
condensation [96]. This method will be annotated in the following as g-Guyan in order
to distinguish it from the classical Guyan condensation.
The algorithmic scheme of the g-Guyan method assumes the same master and slave
DoF partitioning as for the classical Guyan approach. The difference resides on the
formulation of the block-partitioned system of equations (Eq. (2.51)), since the g-Guyan





































 ∈ Rn×s, [ ] := {M , K} . (2.59)
On this account, the approximation procedures of the classic l Guyan MOR are invoked
2.4 Physical space reduction-expansion methods 25
with a slight modification regarding the assumption for the vector of the external forces,
namely, it is assumed no force to be applied to neither the slave nor the master DoF
set of the structure, i.ẽF = 0. Thence, the two approximations are mathematically
formulated as follows
M̂mz̈m+ M̂sz̈s = 0 and F̃ = 0. (2.60)
The combination of Eq. (2.58)-(2.60) leads to the definitionof the coordinate transfor-






















 ·zm = Tg-Guyan·zm, (2.61)
where Im ∈ Rm×m is, as previously, the unit matrix, and the term̂K+s ∈ Rs×n denotes






The g-Guyan ROM data, i.e. the reduced system matrices and the reduced force vector,
are generated according to the directives given in Eq. (2.56).
The g-Guyan condensation is considered to be more accurate th n the classical Guyan
MOR, at least for ROMs at a low frequency range. Unfortunately, this advantage is
in case of large models accompanied by severe computationalproblems due to the
calculation of the pseudo-inversêK+s .
Nonetheless, the neglect of the structure’s inertia in the Guyan scheme is a major source
of information loss. Therefore, other MOR approaches were developed in the effort to
include the model’s dynamic effects into their reduction algorithm, one of which is the,
so called, dynamic condensation and is discussed in the nextSubsection.
2.4.2 Dynamic condensation and variants
The dynamic condensation, also referred to as classical dynamic condensation, belongs
to the category of MOR methods, the algorithm of which utilizes the inertia information
of the FE structure.
It was originally conceived for reducing systems, as given in Eq. (2.50), which undergo
a harmonic or periodical excitation. Therefore, a variation f Eq. (2.50) is introduced,
which includes the time dependency for the force vector:
M̃ ¨̃z+ K̃ z̃ = F̃(t). (2.63)
Eq. (2.63) provides the dynamic state of a FE structure in time domain. The application
of the Laplace transformation allows the analogous description of Eq. (2.63) in the




Z̃(s) = F̃L(s). (2.64)
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Herein, the termsZ̃(s) and F̃L(s) annotate the Laplace functions of the time-dependent
vectors of displacement̃z(t) and F̃(t), respectively, i.e.
Z̃(s) := L {z̃}(s) =
∫ ∞
0








The terms∈Cn×1 generally lies in the complex plane if damping is introduced(Chapter
3). Considering the undamped system of Eq. (2.64), the terms := simag = jω ∈ In×1
represents the eigen angular frequencyω, which relates to the structure’s natural
eigenfrequencyf via the relationshipf = ω/2π .
The expansion of (2.64) according to the master and slave DoFpartitioning leads to the

























At this point, the first approximation of the static condensation is invoked, namely,
the assumption that no forces are applied on the slave DoF, i.e. FL(ω)s = 0. Thus,
following exactly the algorithmic scheme as outlined in Subsection 2.4.1, the coordinate







 , with B(ω)i j :=−M i j ω2+K i j , {i, j}= {s, m} . (2.68)
Eq. (2.68) explicitly states the dependence of the subspaceTdyn on the parameterω.
The choice ofω should not be conducted randomly, but it should constitute avalue out
of the model’s frequency spectrumωF . If not, the free-vibration version of Eq. (2.64),
i.e. with F̃L(s) = 0, is not satisfied:
if ω2 6= ω2F
(2.64)⇒ B̃(ω)Z̃ 6= 0. (2.69)
Having fulfilled the condition of Eq. (2.69), the system matrices and the vector of
applied forces for the dynamic-ROM are obtained according to Eq. (2.39), i.e.
[ ]dyn = T
T
dyn · ˜[ ] ·Tdyn, [ ] := {M , D, K} and Fdyn = TTdynF̃. (2.70)
The accuracy of the dynamic-ROM is limited to the spectrum defined around the
parameterω := ω0 chosen for the MOR initialization. Hence, the reference at the
Subsection’s beginning of this MOR scheme being developed for systems under harmonic
or periodical excitation, which for the latter case the accura y is high.
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The classical dynamic reduction constitutes a special caseof the, so called, exact or
generalized dynamic reduction introduced by LEUNG [79]. According to this method,
there is no specific assignment for the frequency value, e.g.s := ω = ω0, but the MOR
scheme proceeds in keeping the frequency terms defined as a variable. Thus, the
coordinate transformation matrix as well as the ROM’s data are s-dependent.
Finally, according to Eq. (2.68), it is noticed that the dynamic MOR maps itself into
the static MOR method whenω = 0. Therefore, the static condensation is considered to
be a special case of the dynamic MOR.
2.4.3 Improved Reduction System method and variants
The IRS MOR method constitutes an alternative approach in the effort to include the
inertia terms of the original model in the definition of the coordinate transformation
matrix (Eq. (2.38)). The kernel of the IRS algorithm is the classical Guyan condensation
and on that basis the static information is perturbed by taking into account the inertia
terms as pseudo-static forces [25].
Let the dynamic equations of a free vibrated Guyan ROM be given as follows:
MRz̈m+KRzm = 0 ⇒ z̈m = −M−1R KRzm. (2.71)
The double differentiation of Eq. (2.54) gives





and the substitution of Eq. (2.71) in Eq. (2.72) leads to the description of the slave DoF
accelerationzs in terms of the ROM’s system data, i.e. the reduced system matrices
and the unknown reduced state vectorzm, and the sub-blocks of the original model’s
stiffness matrix utilized for defining the Guyan-subspace (Eq. (2.55)):
(2.71), (2.72) ⇒ z̈s = K−1ss K smM−1R KRzm. (2.73)
Eq. (2.73) is substituted in Eq. (2.53) and the relationshipbetween the slave DoFzs
and the master DoFzm is ascertained (Eq. (2.74)). Herein, the dependence on the
ROM’s system matrices and the inertia terms of the original model is described in Eq.
(2.74) - (2.75), i.e.
zs =
(
−K−1ss K sm+K−1ss SM−1R KR
)
zm (2.74)
S= Msm−MssK−1ss K sm. (2.75)
Thus, the block-partitioned state vectorz is expressed in terms of the vectorzm according











−K−1ss K sm+K−1ss SM−1R KR

 ·zm = TIRS ·zm, (2.76)







































The utilization of Eq. (2.75) allows the expansion of theTIRS subspace and thus, the
Tstatic subspace dependence is directly stated. Eq. (2.77) can be written in compact
matrix form, as shown below:
TIRS = Tstatic+PM̃T staticM−1R KR. (2.78)
The system matrices and the vector of applied forces for the IRS-ROM are obtained
according to Eq. (2.39), i.e.
[ ]IRS = T
T
IRS · ˜[ ] ·TIRS, [ ] := {M , D, K} and FIRS = TTIRSF̃. (2.79)
The IRS MOR method generates ROMs, which capture the dynamics of the original
model better than the classical or generalized Guyan condensatio . It is expected so,
since Eq. (2.78) includes an extra summand, apart from the static information, i.e.
Tstatic, which contains the inertia information of the original model. Nevertheless, the
basis of the reduction scheme is the classical Guyan MOR and the greatest amount of
the produced error is due to the static nature of the algorithm.
A variant of the standard IRS reduction is considered to be thdynamic IRS MOR
introduced by FRISWELL [47]. The methodology of this approach resides, simply, on
combining the classical dynamic MOR with the algorithmic scheme of the standard IRS
method. Herewith, it is attempted to minimize the error of the standard, also called
static, IRS MOR by introducing the inertia effect into the definition for the static part
of the TIRS subspace (Eq. (2.78)).
In this case, Eq. (2.71) would hold, but the free vibrated dynamic ROM and the double
differentiation of the second part of the Eq. (2.68) would give





and thus, a relationship between the vectors of the slave andmaster DoF is obtained,
analogously to Eq. (2.73), i.e.
(2.71), (2.80) ⇒ z̈s = B(ω)−1ss B(ω)smM−1R KRzm. (2.81)
Based on analogous matrix manipulation the combination of Eq. (2.74) and Eq. (2.81)
leads to the definition of theTDIRS subspace for the dynamic IRS MOR:
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where ω := ω0 and the definition of theTdyn coordinate transformation matrix is given
in Eq. (2.68). On the basis of theTDIRS definition the static IRS constitutes a special
case of the dynamic IRS, i.e. whenω := ω0 = 0.
The DIRS MOR method is, as expected, appropriate for structues, which undergo a
harmonic or periodical excitation and the generated DIRS ROMs capture the dynamics
of the original model better than the classical dynamic condensation.
Both the aforementioned IRS variants, i.e. the static and dynamic IRS, rely on the
ROM data obtained from the classical Guyan or dynamic condensation, respectively. An
improvement of the estimates for the IRS variants was proposed by FRISWELL [47] in
the, so called, iterated IRS scheme.
In the following, only the iterated static IRS is considered, since the subspace derivation
for the iterated dynamic IRS MOR is conducted in an analogousway.
There exist two versions of the static iterated IRS MOR, namely, the first being an
immediate result of theTIRS defined in Eq. (2.78), i.e.
TIRS, i+1 = Tstatic+PM̃T IRS, i M
−1
IRS, i K IRS, i . (2.84)
and the second being introduced by BLAIR , CAMINO and DICKENS [19], which adopts
the scheme of Eq. (2.84) with its second term being retained to the standardTstatic
subspace, i.e.
TIRS, i+1 = Tstatic+PM̃T staticM
−1
IRS, i K IRS, i . (2.85)
In Eq. (2.84)-(2.85) the new coordinate transformation matrix TIRS, i+1 is derived, which
then becomes the current IRS transformation for the next iterat on step. The algorithm
of Eq. (2.85) results in the generation of ROM data, which do not accurately reproduce
the eigenvalue spectrum of the original model. Thus, it willnot be further considered
in this Thesis.
The utilization of the iterative scheme in Eq. (2.84) leads to generation of ROMs,
which become stepwise more accurate. Actually, it has been shown [46] that the iterated
static IRS MOR converges monotonically to the SEREP method.The convergence rate,
though, is absolutely dependent on the choice of the master DoF set.
In case of Eq. (2.84) being convergent, the ROM is in the position to reproduce
the lower eigenvalue spectrum (eigenfrequency and eigenvector) of the original model.
Therefor, a reformulation of the Eq. (2.84) is required:











M−1IRS, i K IRS, i . (2.87)
The relationship between the slave and master DoF via theTIRS, i+1 subspace holds
not only for the physical configuration space{Rn, n = 1,2,3}, but also for the space
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= TIRS, i+1Φm, (2.88)
where the termΦ denotes then×q modal matrix consisting ofq eigenvectors andΦm
and Φs the m×q and s×q sub-blocks of the modal matrixΦ, respectively. For the
ROM the dynamic equation in the frequency domain holds:
M IRSω2Φm = K IRSΦm ⇔ M−1IRSK IRSΦm = ω2Φm, (2.89)
with ω representing the eigen angular frequency of the ROM. The substit tion of
Eq. (2.89) in the second part of Eq. (2.88) leads to the derivation of the following
relationship:
(2.88), (2.89)
(2.87)⇒ K ssΦs = −K smΦm+ω2K smΦm+ω2MssΦs (2.90)
⇔ ω2 [Msm Mss]Φ = [K sm K ss]Φ. (2.91)
Eq. (2.89) can be expressed in terms of the original model’s information by taking into
consideration the definition of the ROM data given in Eq. (2.79), i.e.
(2.79), (2.89) ⇒ ω2TTIRSM̃T IRSΦm︸ ︷︷ ︸
Φ












⇔ ω2 [Mmm Mms]Φ = [Kmm Kms]Φ. (2.94)
The combination of Eq. (2.91) and Eq. (2.94) gives the dynamic equation of the
original model in the frequency domain, i.e.ω2M̃Φ = K̃Φ for the chosen frequencyω
and the associated eigenvectorΦ. Herewith, it is proved that the ROM reproduces the
lower observable eigenvalues of the original model.
The versions of the IRS algorithms presented in this Section, especially the iterated
cases, succeed in generating ROMs, which capture the dynamics of the original model
very well. Still, as observed throughout this Section, the IRS scheme depends on
the definition of theTstatic subspace. Thus, for several cases where the inertia terms
become significant, e.g. in gun dynamics or high acceleration events, the standard
IRS and its variants deliver only fair results. This problematic situation is overcome
by the application of the last MOR belonging to the category of Physical space
reduction-expansion algorithms, namely, the SEREP MOR method.
2.4.4 System Equivalent Reduction Expansion Process
SEREP is a powerful MOR approach, which has been extensivelyused in various
disciplines of structural mechanics. It was introduced by O’ CALLAHAN , AVITABILE ,
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and RIEMER [26]. A similar methodology was proposed by KAMMER [63].
The algorithmic basis of SEREP is the modal matrix of the FE discretized structure,
which contains the structure’s eigenvectors arranged in a column-wise format. Thus,
let Φ be the n×q modal matrix, where the termsn and q denote the dimension of
the model and the number of the computed eigenvectors, respectively. Considering the
undamped dynamic system described in the time domain (Eq. (2.50)), the associated
dynamic system described in the frequency domain can be derive (Eq. (2.64)). On that
basis, the following equation holds
z̃ = Φq, (2.95)
which relates the state space vectorz̃ to the vector of modal coordinatesq of dimension
q×1. The analytical expression of the master and slave DoF setsfor the state space













The index annotation for the sub-blocks of the modal matrix in the previous as well as
the following equations gives the dimension of the current state of the matrix, i.e. the
index in ATx×y represents thex×y dimension of the transposed matrixAT .
According to the first part of Eq. (2.96) the modal coordinates can be expressed in
terms of the master DoF coordinates, if the pseudo-inverse definition for a non-square
vector is used (Eq. (2.62)):
q = Φ+q×m zm =
(
ΦTq×mΦm×q
)−1 ΦTq×m zm. (2.97)
By substituting the relationship of Eq. (2.97) in Eq. (2.96)the expression of the
full model’s state space vector w.r.t to the master DoF vector is derived and thus, the
TSEREP coordinate transformation matrix is defined, i.e.












zm = TSEREP·zm. (2.98)
As in the previous Subsections, the system matrices and the vector of applied forces
for the SEREP-ROM are obtained according to Eq. (2.39), i.e.
[ ]SEREP= T
T
SEREP· ˜[ ] ·TSEREP, [ ] := {M , D, K} and FSEREP= TTSEREP̃F. (2.99)
In this case, though, the specific nature of theTSEREP subspace allows the analytical
expression of the reduced mass and stiffness matrices, which result in the following
formulation:
MSEREP= ΦTq×m Φq×m and KSEREP= Φ
T
q×m Λq×q Φq×m. (2.100)
In Eq. (2.100) Λq×q denotes the eigenvalue matrix, for which in accordance to the
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annotation introduced in the previous Subsections, it holds:




, i = 1, . . . ,q. (2.101)
Thence, according to Eq. (2.100) it is not necessary to applythe matrix multiplications
of Eq. (2.99) for the generation of the ROM, since the reducedsystem matrices can be
directly computed based only on the eigenvalue data.
An analogous expression for the damping matrix depends on the modelling scheme used
for its definition. The Rayleigh damping modelling (Chapter3) permits the plausible





Φq×m, α,β = const. (2.102)
The SEREP-ROM preserves exactly all the modes selected fromthe original model and
therefore, SEREP is considered to be a powerful MOR technique. As given in Eq.
(2.98), the reduction’s quality depends only on the selection of the full eigenvectors
and not on the definition of the master DoF within the structure (master DoF free
method). Still, the precise allocation of them set is important and should be taken
into consideration during the FEM-MBS coupling procedure (Section 2.2). Despite the
positive aspects, this reduction scheme is accompanied by several drawbacks, the nature
of which is twofold and thus, divided into the following two categories.
The application of SEREP is only feasible, if the modal matrix, i.e. the selected set
of eigenvectors, of the original model is available. This aspect can be computationally
expensive in case of large models. The utilization, though,of specific sparse algebra
techniques [51] for either the direct [36] or the iterative [102] solution of large
eigenvalue problems in combination with the, so called, lumped mass approximation [3]
could overcome this problem. Furthermore, in several disciplines the selection of the
important eigenvectors of the original model is not a trivial task. Fortunately, in the area
of structural mechanics the vectors of interest are the smallest magnitude eigenvalues,
i.e. the larger the magnitude property of an eigenvalues becom s, the less it corresponds
to the low-frequency dynamics of the model.
The second drawback of the SEREP method refers to the nature of the ROM’s system
matrices (Eq. (2.100)). The non-proper definition of the parametersm and p could lead
to the generation of rank-deficient matrices. For example, this is the case whenm< q
in Eq. (2.98) [26, 96]. It is generally advised form to be larger or equal thanq, i.e.
m≥ q, although here it should also be proceeded with caution as suggested by QU [96].
Thence, it is vital to check the consistency of the ROM. A rank-deficient mass matrix
is not positive definite and thus, the structure of the mechani al model is not preserved.
As it will be seen in the next Chapter (Subsection 3.1.4), the modal analysis of a FE
structure should always be conducted based on the Cholesky decomposition of the mass
matrix. Herewith, it is verified if the essential structure pro erties of the FE discretized
model are preserved or not.
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2.5 Semi physical subspace reduction-expansion
methods
The Component Mode Synthesis method (CMS) [34] is the main topic f this category.
It is regarded as the state of the art MOR algorithm integrated into commercial FE
software packages. A modification of the CMS, namely, the Krylov spanned CMS MOR
is also included. It will be seen that both MOR approaches highly depend on the static
modes defined by the Guyan reduction scheme. An improvement of this algorithmic
scheme considers the replacement of the Guyan-static modesby the IRS-static modes
and thus, two interesting MOR approaches are created: the Improved CMS (ICMS) and
the Improved KCMS (IKCMS) MOR accompanied by their iteratedversions.
2.5.1 Component Mode Synthesis and variants
As already mentioned, the CMS method is the preferable MOR algorithm widely used
in various disciplines of structural mechanics. It succeeds in generating ROMs, which
capture very well the dynamics of the original model while keeping intact the important
structural properties, i.e. the definiteness properties ofthe system matrices.
The general algorithmic scheme of CMS is divided into three categories resulting thus,
in three CMS variants [32, 33, 34]: the fixed-interface (FIX), the free-interface (FREE),









Fig. 2.6: Categorization of the CMS variants
method to apply is model dependent. For the majority of the analysis procedures in
structural mechanics the fixed-interface CMS method is advised, since the accuracy on
the lower eigenvalues of the FE structure is required. In several cases, though, it is
compulsory for the computed eigenvalues to be more accurateat the mid- to high-end
of the model’s eigenvalue spectrum. Thence, the application of either the FREE or the
RFFB CMS method is recommended.
In this Thesis, the FEM-MBS coupling is investigated, i.e. we cope with elastic MBS
and their data transfer into MBS codes. For such dynamical systems the spectrum
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of interest lies in the domain of the structure’s lower eigenvalues. Thus, only the
fixed-interface CMS method will be considered and will be simply referred to as the
CMS MOR.
The CMS algorithm is based, as all the previously stated MOR methods, on the theory
of the master and slave DoF (Eq. (2.51)). The kernel of this method resides on the
observation that the slave DoF vectorzs can be expressed as a superposition of the
slave DoF vectorzs(Guyan) generated according to the Guyan reduction scheme, and
the slave DoF vectorzs(CB) defined according to the Craig-Bampton (CB) modes, i.e.
zs = zs(Guyan) + zs(CB) . (2.103)
A detailed insight into the CB definition clarifies the validity of Eq. (2.103). The
CB set consists of some lower eigenvectors of the internal (sl ve) structure, which are
calculated imposing the blocking condition on the master DoF of Eq. (2.51) (hence, the
fixed-interface characterization):
zm = z̈m = 0
(2.51)⇒ Mss̈zs+K sszs = Fs. (2.104)
The free-vibrated version of Eq. (2.104), i.e.Fs = 0 given in the frequency domain,





Eq. (2.105) describes the general eigenvalue problem of theblock-structure defined by
the slave DoF. For the definition of the CB set the calculationof l eigenvectors of the
smallest frequency magnitude suffices, i.e.






and l << s= n−m. (2.106)
The substitution of Eq. (2.54) and Eq. (2.106) in Eq. (2.103)gives the full description
of the structure’s slave DoF in terms of master DoF vectorzm and the vector of modal
coordinatesy, i.e.









yk = Tszm + ΦCBy. (2.107)




































The definition of the reduced system vectorzCMS in Eq. (2.108) exemplifies the reason
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for CMS residing in theSemi physical subspace reduction-expansion methodscategory.
The system matrices and the vector of applied forces for the CMS-ROM are computed
via the basic scheme of Eq. (2.39), i.e.
[ ]CMS = T
T
CMS · ˜[ ] ·TCMS, [ ] := {M , D, K} and FCMS = TTCMSF̃. (2.109)
Two aspects should be taken into consideration regarding the reduced data in Eq.
(2.109). Firstly, the dimension of the CMS ROM’s system matrices and vectors are









Secondly, under the assumption of a unit norm for the eigenvectors w.r.t the mass
(Chapter 3), the reduced mass and stiffness matrices have a char cteristic structure (Fig.
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The block matricesICB and ΛCB denote the unit and the eigenvalue matrix, respectively,
the latter being defined as given in Eq. (2.101). If the Rayleigh modelling scheme







non zero entries = 2103
CMS ROM: Mass matrix
Fig. 2.7: MCMS of 3D solid bar with m= 36 and CB= 15
is chosen for the definition of the model’s damping, then the structure of the reduced





Dl×m (αI +βΛ) l×lCB

 , α,β = const. (2.112)
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As stated at the beginning of the Subsection, the CMS method generates ROMs, which
capture very well the dynamics of the original model. The utilization of fast sparse
algorithms during the lower eigenvector calculation of theslave structure contributes to
reducing the computation time and thus, indicating this approach as an important MOR
tool. Furthermore, the fact that this method is implementedas the standard and most
reliable MOR algorithm in several FE software packages can only be regarded as a
positive aspect.
Nevertheless, as the rest of the so far introduced MOR methods, the CMS algorithmic
procedure is accompanied by certain disadvantages. The depn nce of the ROM’s
quality on the number and the position of the master DoF is high. In contrast to
SEREP and other approaches belonging to the category ofNon physical subspace
reduction-expansion methods, the allocation of them set directly affects both the static
zs(Guyan) and the dynamiczs(CB) part of the slave DoF vector in Eq. (2.103). When
two different m sets of the same dimension in the same structure are selected, the CB
modes are different, since the slave structure is not the same. This dependence becomes
more significant, if fixed structures are considered. Here, th error produced during the
generation of the static part (Subsection 2.4.1) should be accompanied by an increase
in the number of the CB modes in order for a good quality ROM to be ascertained.
2.5.2 Krylov spanned Component Mode Synthesis
The Krylov spanned CMS method can be regarded as a modification of the classical
CMS, since the same superposition principle is adopted for the description of the slave
DoF state vectorzs (Eq. (2.103)). The only difference to the classical approach is
situated in the definition of the dynamic contribution for the slave structure.
The classical CMS proceeds in introducing the CB modes set (Eq. 2.106)), whereas the
algorithmic scheme of the KCMS method is based on the definition of the, so called,
Krylov Vectors (KV) [74] for the slave structure. Thus, the modified version of Eq.
(2.103) is ascertained:
zs = zs(Guyan) + zs(KV) , (2.113)
where the term zs(KV) represents the slave DoF displacement vector due to the
eigenvectors, which span the associated Krylov subspace.
For a given constant matrix̃A ∈Rn×n, a starting vector̃b ∈Rn×1, and q∈N∗ the Krylov
subspace is defined as the subspace spanned by theq column vectors̃b, Ãb̃, . . . , Ãq−1b̃,
i.e.
Kq(Ã, b̃) := span
{
b̃, Ãb̃, . . . , Ãq−1b̃
}
. (2.114)
Considering the undamped version of Eq. (2.37), it is proved(a detailed proof therefor
is given in Subsection 2.6.2) the termsÃ and b̃ in Eq. (2.114) to be defined as follows:
(2.114)
(2.37)⇒ Ã := K−1M and b̃ := K−1F (2.115)
Thence, according to Eq. (2.114) and Eq. (2.115) the full description of the Krylov
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and the slave DoF vectorzs can be expressed in terms of the master DoF vectorzm
and the vector of Krylov coordinatesyKrylov:












Analogously to the classical CMS case, the coordinate transformation matrix TKCMS for

































and the associated ROM data is computed based on the relationships given in Eq.
(2.109) - (2.112).
The ROMs generated by the KCMS MOR method possess almost the sam dynamical
properties as the CMS-ROMs, at least for the low frequency range of interest. Since
the coordinate transformation matrices of both methods (Eq. (2.108) and Eq. (2.119))
contain the termTs, it is expected the same static error to be produced. The major
advantage of KCMS in comparison to the classical CMS is the partial dependence of
the transformation matrix on the allocation of the master DoF set. As already mentioned
in the previous Subsection, the quality of the CB set dependsboth on the number and
the position of the structure’s master DoF. On the contrary,the definition of theKslaveq
subspace depends only on the initialization parameterq, which denotes the dimension of
the associated Krylov subspace. Thus, for structures wherea non-usual DoF allocation
is necessary the KCMS reduction scheme results in ROMs, which capture the dynamics
better than the classical CMS MOR.
2.5.3 Improved Component Mode Synthesis
In the effort to reduce the error produced by the classical CMS reduction, the Improved
CMS method (ICMS) is proposed by KOUTSOVASILIS and BEITELSCHMIDT [69].
The dynamics of a(m+ l)× (m+ l) CMS-ROM model, under the assumption of the
m set being predefined, can always be improved by increasing the number of the CB
modes l and thus, generating a larger dimension ROM. In view of coupling the ROM
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into a MBS code, though, this dimension increase would aggravate any further MBS
simulation. Therefore, the ICMS MOR is introduced, which succeeds in improving the
algorithmic scheme of the classical CMS method, while keeping unaltered the dimension
of CB modes set.
The major source of information loss in the CMS algorithm is the contribution of
the static partzs(Guyan) in the superposition definition of the slave DoF vector (Eq.
(2.103)). The reason is obviously the neglect of the inertiaterms, which is partially
compensated by the utilization of the CB set. A methodology for reducing the static
error within the superposition ofzs is offered by the IRS MOR method (Subsection
2.4.3), since according to the IRS algorithm the inertia terms ofthe original model
are included into the definition of the IRS subspace. Thus, the term zs(Guyan) in
Eq. (2.103) can be substituted by the static termzs(IRS) and a different superposition
principle is derived, i.e.
zs = zs(IRS) + zs(CB) . (2.120)
The reformulation of Eq. (2.76) indicates the coordinate transformation matrix, which




















with S being ascertained as given in Eq. (2.75). Taking into account the CB definition




































The calculation of the ICMS ROM data is accomplished based onthe previously stated
relationships given throughout the Eq. (2.109) - (2.112).
A further improvement of theTICMS subspace is feasible by the utilization of the
iterative scheme presented in Eq. (2.84). It leads, as in thes atic IRS case, to the








with the iterated IRS termtIRS, i+1 being defined in Eq. (2.87).
As observed in Eq. (2.123), the iteration scheme concerns only the lower left sub-block
of the TICMS coordinate transformation matrix, namely, thetIRS subspace. On this
account, the iterative ICMS MOR retains the convergence properties of the iterative
static IRS method.
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The ICMS algorithm generates ROMs, which succeed in capturing the dynamics of
the original model better than the classical CMS and IRS reduction methods. The
consideration of the inertia terms in the definition of both the static and the dynamic
part of the aforesaid superposition principle (Eq. (2.120)) leads to the definition of
ROMs with improved accuracy also in the higher eigenvalue spctrum. The disadvantages
of the classical CMS case when dealing with fixed FE structures are overcome by the
utilization of the iterated ICMS scheme, which actually competes even with the powerful
Krylov Subspace Method (KSM), to be presented in the next Section.
The same error-correction idea can be used in order to improve the algorithm of the
KCMS MOR. Thence, the Improved KCMS method (IKCMS) is created, which differs
from the ICMS case in the definition of the slave structure’s Krylov subspace. The
IKCMS coordinate transformation matrix and ROM data can be derived according to the
Eq. (2.120) - (2.123), where the termKslaveq (Eq. (2.116)) should be used instead of the
CB modes. The IKCMS MOR scheme utilizes the advantages of theclassical KCMS
reduction, the magnitude of which is increased when its iterative version is applied.
The IKCMS reduction concludes the cycle of MOR approaches belonging to the category
of Semi physical subspace reduction-expansion methods. The following Section copes
with the last MOR family, namely, theNon physical subspace reduction-expansion
methods.
2.6 Non physical subspace reduction-expansion
methods
The kernel of this last category consists of two important MOR procedures, namely,
the Krylov Subspace Method (KSM) [4, 5, 9, 12, 15, 18, 14, 20, 49 52, 53, 84, 117,
45, 44, 17, 113] and the techniques of the general Balanced Truncation (BT) approach
[90, 89, 76, 17, 4, 18, 16, 80, 113]. Both methods originate from the mathematical field
of control theory and were initially developed for LTI first-order ODEs, e.g. systems
that describe the dynamic state of electrical networks. A direct application of either
the KSM or the BT method for reducing the order of mechanical MBS is not advised,
since there is no guarantee for the preservation of the ROM’sstructure. Thence, several
modifications to the basic KSM [107, 4, 17, 42] and BT [87, 28, 119] algorithms are
necessary for the methods to be applicable in structural mechani s.
The theory of adapting the KSM and BT methods for reducing second-order systems is
highly connected to the associated first-order theory. Thus, in this Section the first-order
algorithms of both MOR methods will be presented and on that basis the equivalent
second-order schemes will be derived.
Additionally to the above mentioned MOR reductions, theNon physical subspace
reduction-expansion methodscategory includes the Second Order Modal Truncation
method (SOMT). It is simply a truncated representation of the original model in the
subspace spanned by its eigenvectors and thus, directly appic ble to second-order models.
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2.6.1 First order Krylov Subspace method
The first-order KSM was initially developed for reducing thedimension of Multi Input
Multi Output (MIMO) dynamical systems of the form:
Eż(t) = Az(t)+Bu(t) (2.124)
y(t) = Cz(t), (2.125)
where {E, A} ∈ RN×N, B ∈ RN×k and C ∈ Rp×N are the, so called, system input and
output matrices, respectively. The termsu ∈ Rk×1, y ∈ Rp×1 and z∈ RN×1 represent the
associated input, output and state vectors of the system.
The KSM reduction scheme is based on the definition of two important quantities,
namely, themomentsand the Markov parameters, which are derived after the Laplace
transformation of Eq. (2.124) - (2.125) and the introduction of the transfer matrixH(s),
i.e.
H(s) = C(sE−A)−1B. (2.126)
Under the assumption ofA being non singular, the transfer matrixH(s) can be expanded
about zero with the help of the Taylor method, i.e.














si − ·· · (2.127)
and herein, the resulting non-negative coefficients of the serie are referred to as the
system’s moments:
R




A−1B, i = 1,2, . . . . (2.128)
If in the definition of the transfer matrix (Eq. (2.126)) the eig nvalue terms is replaced
by 1/λ , i.e. s= 1/λ , the Taylor expansion ofH(s= 1/λ ) about λ = 0 delivers a
different version of series:
















s−i − ·· · (2.129)
and in this case the non-negative coefficients are the, so called, Markov parameters,
which are defined under the assumption ofE being non singular:
R




E−1B, i = 1,2, . . . . (2.130)
The general concept of MOR for first-order dynamical systems(Eq. (2.124) - (2.125))
is similar to the approach presented in Eq. (2.38) - (2.39). Therefore, the aim is to
find a certain subspaceTr ∈ RN×q with q << N in order to approximate the state space
vector z of the original system as well as possible, i.e.
z≈ TrzR, (2.131)
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and thereafter to project the dynamical system onto the subspace spanned by another
coordinate transformation matrixT l ∈ RN×q:





y(t) = CTrzR. (2.133)
For symmetric systems it is typical to choose the projectionmatrices T l and Tr to
be identical, i.e. T l ≡ T l and thus, the MOR is referred to as a one-sided MOR.
Nevertheless, for the preceeding relationships the general case of the two-sided MOR
will be considered, whereas a simplified version of the MIMO case will be regarded,
namely, the SISO systems, i.e.B ≡ b, C ≡ cT , u ≡ u and y ≡ y. On this account, the
system information of the ROM is obtained:
[ ]R = T
T
l · [ ] ·Tr , [ ]R := {E, A} and bR = TTl b, cTR = cTTr . (2.134)
Analogously to the relationships in Eq. (2.126) - (2.130), the transfer function, the
moments and the Markov parameters of the associated ROM can be defined. The
KSM algorithm provides certain Krylov subspaces (Eq. (2.114)) for the assignment of
the T l and Tr projection matrices, such that the moments and Markov parameters of
the original and the ROM match. A close observation on the definition of these two
quantities leads to the conclusion for the first to be reflecting the dynamic behavior of
a system at a low frequency range, whereas the latter the dynamic behavior at high
frequencies. In this Thesis, the main interest resides on the low frequency range and
thus, for the following proofs only the moment matching casewill be considered.
On the basis of the aforesaid, the followingTheorem 2.1 is stated as given in
SALIMBAHRAMI [107], which shows that the basis vectors of suitable Krylovsubspaces
can be utilized in the MOR projection scheme of Eq. (2.132) - (2.133):









, respectively, then the
first 2q moments of the original and the ROM match, i.e.mR, i = mi, ∀i ∈ [0,2q−1].
Herein, it is assumed thatA and AR are non singular matrices.
The proof of the above mentioned theorem is straightforwardbased on the induction
procedure and will be divided into three parts. Firstly, it will be proved that the first
q moments of both the original and the ROM match in case of the input Krylov




and a random matrixT l , which fulfills the non
singularity conditions ofA and AR. Secondly, the analogous proof will be regarded for





projection matrix Tr under the sameA and AR inversion assumptions. Finally, both
outcomes will be used for the total moment matching properties.





A−1R bR = c
T (A−1E
)i
A−1b, ∀i ∈ [0,q−1] and Tr ∈ K inputq . (2.135)
For i = 0, the first part of Eq. (2.135) is reformulated taking into account that the
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vector A−1b ∈ K input0 , i.e.






















TTl AT r r0 = c
TTr r0 = cTA−1b (2.138)
According to the induction algorithm, if the relationship in Eq. (2.135) holds for
i = 0,1, . . . ,k, then it should be proved that it holds fori = k+1:













































TTl AT r rk+1 (2.144)
= cTTr rk+1 = c
T (A−1E
)k+1
A−1b = mi , (2.145)
where in Eq. (2.143) the under braced vector belongs to theK inputk+1 subspace and thus,
it can be written as a linear combination of the columns ofTr , i.e.




A−1b = Tr rk+1. (2.146)
The proof of the second part is conducted in an analogous way and an equivalent







l b = c
T (A−1E
)i
A−1b, ∀i ∈ [0,q−1] and T l ∈ Koutputq (2.147)
The final part, which completes the statement ofTheorem 2.1 is accomplished by
utilizing the relationships obtained in Eq. (2.145) and Eq.(2 147). Herewith, it will be
shown that∀i ∈ [0,2q−1] the first 2q moments of the original and the ROM match:










































b = mi . (2.151)
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Eq. (2.135)-(2.151) give the full proof ofTheorem 2.1 concerning the general two-sided
KSM MOR and thus, the projection matrices in Eq. (2.132) - (2.133) are defined based
on the aforementioned input and output Krylov subspaces. Atthis point, the KSM
reduction scheme requires a numerically stable algorithm,which allows the accurate
computation of the basis vectors ofK inputq and K
output
q . It is accomplished by utilizing
either the ARNOLDI [8] or the LANCZOS [75] algorithms, with the first being more
suitable for one-sided MOR approaches, whereas the latter for the two-sided version.
The MOR concept presented in Eq. (2.38) - (2.39) requires theapplication of an
equivalent one-sided MOR approach. On this account, only the ARNOLDI method will
be considered, the algorithm of which is given below. Here, th basis vector computation
Vq =
[
v1 v2 . . . vq
]
∈ Kq(Ã, b̃) (Eq. (2.114)) is demonstrated:








2. FOR i = 2,3, . . . ,q DO
(a) Calculate the next basis vector, i.e.
v̂i = Av i−1 (2.153)
(b) Gram-Schmidt orthogonalization:FOR j = 1 to i −1
h j ,i−1 = v̂Ti v j (2.154)
v̂i = v̂i −h j ,i−1v j (2.155)





(d) END IF i = q ELSE go to step(a) and increasei.
The Gram-Schmidt orthogonalization (Eq. (2.154) - (2.155)) and the normalization step
in Eq. (2.156) assure that the column vectors ofVq are normalized and orthogonal to
each other, i.e.
VTq Vq = I
q×q. (2.157)
In case of the termq, which indicates the dimension of the ROM, being large enough,
the ARNOLDI algorithm might generate vectors, which are not linearly independent.
Therefore, several deflation techniques [24] exist, based on which the linear dependent
vectors are stepwise deleted during the iteration scheme.
The shortly outlined first-order moment-matching KSM MOR theory constitutes the basis,
according to which the second-order KSM MOR is developed.
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2.6.2 Second order Krylov Subspace method
In this Subsection an equivalent formulation of the classical second-order ODEs in Eq.
(2.37) is considered, i.e.
Mz̈+Dż+Kz = Qu (2.158)
y = Lz, (2.159)
where the termsy and L are defined analogously to the terms in Eq. (2.125). The right
hand side of Eq. (2.158) can be regarded as the applied force ve tor F = Qu ∈ Rn×1. It
consists of the scatter matrixQ ∈ Rn×p, which allocates the designated input in the
domain of the FE structure, and the input vectoru ∈ Rp×1.
Several realizations of Eq. (2.158) - (2.159) exist, which allow the description of the
second-order system as a set of first-order ODEs [107]. For the purpose of the preceding
proofs, the following realization will be used (Eq. (2.160)- (2.161)) and according to




















































Here (Eq. (2.160) - (2.161)), the dimension of the system matrices is twice as large as
the dimension of the associated system matrices in the second-order form (Eq. (2.158)
- (2.159)):
{E, A} ∈ RN×N and B ∈ RN×k, C ∈ Rp×N with N = 2n. (2.162)
As already mentioned in the introductory part of this Section, the direct application of
the first-order KSM techniques for reducing second-order systems, i.e. the associated
first-order realizations, is not advised. In order to assureth preservation of the
ROM’s structure properties the structure of the associatedmoments should be exploited.
According to the definition in Eq. (2.128), the moments of thesystem described in Eq.
(2.160) - (2.161) are ascertained:
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In Eq. (2.128) the necessary condition for the definition of the system’s moments is
the non-singularity of the system matrixA. In view of the A−1 definition in Eq.
(2.165), the analogous necessary condition for the system in Eq. (2.160) - (2.161) is
the non-singularity of theK stiffness matrix.
The system information of the ROM is obtained in the same way as presented in Eq.
(2.38) - (2.39) and Eq. (2.131) - (2.132). Once more, the general two-sided MOR
approach is regarded, i.e. the definition of two coordinate transformation matrices is





















































with the second-order system matrices and vectors being defined as given in the following
relationships:
[ ]R = T
T
l · [ ] ·Tr , [ ] := {M , D, K} and QR = TTl Q, LR = LT r . (2.168)
The expansion of the system matrices in Eq. (2.166) - (2.167)with the help of the
ROM data in Eq. (2.168) results in the calculation of the projection matrices, which














 ∈ RN×2q (2.169)
The aim of the second-order KSM algorithm is to match a certain number of moments
for the original and the reduced realization. This moment-ma ching procedure is feasible
due to the introduction of the, so called, second-order Krylov subspaces [107, 4], the
definition of which is given below:
Kq, 2 := Kq(A1, A2, B1) = span
{
P0, P1, . . . ,Pq−1
}
. (2.170)
Here, {A1, A2} ∈ Rn×n and B1 ∈ Rn×k are constant matrices with the columns of the
latter being referred to as the starting vectors, andPi are the basic blocks, for which it
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holds:
P0 = B1, P1 = A1P0, Pi = A1Pi−1+A2Pi−2, i = 2,3, . . . ,q. (2.171)
Thus, the second order inputK inputq, 2 := Kq
(
−K−1D, −K−1M , −K−1Q
)
and output
Koutputq, 2 := Kq
(
−K−TDT , −K−TMT , −K−TLT
)
Krylov subspaces are introduced, the basic


























, ∀i ∈ [1,q]. (2.172)
According to the procedure of the first-order KSM MOR, a statement analogous to the
Theorem 2.1 follows as given in SALIMBAHRAMI [107], which shows that the basis
vectors of theK inputq, 2 and K
output
q, 2 subspaces can be utilized in the MOR scheme of Eq.
(2.160) - (2.161).
Theorem 2.2 If the columns of the matricesT l and Tr constitute the basis vec-
tors of the Krylov subspacesK inputq, 2 := Kq
(
−K−1D, −K−1M , −K−1Q
)
and Koutputq, 2 :=
Kq
(
−K−TDT , −K−TMT , −K−TLT
)
, respectively, then the first2q moments of the orig-
inal and the ROM match, i.e.mR, i = mi , ∀i ∈ [0,2q−1]. Herein, it is assumed thatK
and KR are non singular matrices.
The proof of Theorem 2.2 is conducted accordingly to the proof ofTheorem 2.1.
Firstly, it is proved that the firstq moments of both the original and the ROM match in
case of the second-order input Krylov subspaceK inputq, 2 and a random projection matrix
T l , which fulfills the non singularity conditions ofK and KR. Secondly, the analogous
proof is regarded for the associated second-order output Krylov subspaceKoutputq, 2 and
an equivalent projection matrixTr under the sameK and KR inversion assumptions.
Finally, both outcomes are combined for the total moment matching properties.
Regarding the first part, the validity of the following relationship should be proved:
mi = mR, i
(2.172)⇔ LP i = LRPR, i
(2.168)⇔ Pi = TrPR, i , ∀i ∈ [0,q−1], (2.173)
which should hold for the three basic block types defined in Eq. (2.171). Therefore,
the definition of the basic blocksPi for the ROM are taken into consideration, i.e
PR, 0 = −K−1R QR (2.174)
PR, 1 = −K−1R DRPR, 0 = K−1R DRK−1R QR (2.175)
PR, i = −K−1R DRPR, i−1−K−1R MRPR, i−2, i = 2,3, . . . ,q−1. (2.176)
On this account, Eq. (2.173) is reformulated in terms of the first basic blockPR, 0 of
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TTl KT rR0 = TrR0
(2.181)
= P0, (2.180)
where in Eq. (2.179) the under braced vectorP0 belongs to theK
input
0, 2 subspace and
thus, it can be written as a linear combination of the columnsof Tr , i.e.
∃R0 ∈ Rq×k : P0 = TrR0. (2.181)










































where in Eq. (2.185) the under braced vectorP1 belongs to theK
input
1, 2 subspace and is
defined analogously to the term in Eq. (2.181):
∃R1 ∈ Rq×k : P1 = TrR1. (2.187)
At this point, the induction algorithm is invoked and it is assumed that Eq. (2.173)
holds for i = k, i.e.
Pk = TrPR, k, ∀i ∈ [0,k]. (2.188)
Furthermore, the equivalent definition of the basic blocksPi for the original model gives
P0 = −K−1Q (2.189)
P1 = −K−1DP0 = K−1DK−1Q (2.190)
Pk+1 = −K−1DPk−K−1MPk−1, i = 2,3, . . . ,q−1. (2.191)
If it is proved that Eq. (2.173) holds fori = k+1, then the first part ofTheorem 2.2
48 Chapter 2: Model Order Reduction

























































TTl KT rRk = TrRk+1 = Pk+1 (2.197)
The second part of the proof is conducted in the same way, since it an be regarded
as the dual formulation of the first part. The proof ofTheorem 2.2 is completed by
combining the moment matching relationships for both the input and output second-order
Krylov subspaces. It is accomplished by following exactly the same scheme presented
in Eq. (2.148) - (2.151). The ROM data therefor, i.e. the reduc system matrices
ER, AR and CR are defined in Eq. (2.166) - (2.169).
The characteristic of symmetry for the system matrices in Eq. (2.158) - (2.159), i.e.
[ ]T = [ ] , [ ] = {M , K , D} (2.198)
allows the application of the one-sided MOR version, i.e.T l ≡ Tr ∈ K inputq, 2 . On this
account, an extension of the classical ARNOLDI algorithm is utilized, namely, the second-
order ARNOLDI method, with which the basis vectorsVq =
[
v1 v2 . . . vq
]
∈ K inputq, 2 of
the second-order input Krylov subspace are computed. For simplicity, the following
notation for the basic blocks ofK inputq, 2 is adopted:
[ ] := −K−1 · [ ] , [ ] = {M , D, Q} (2.199)
and under this consideration the second-order ARNOLDI algorithm [107] is given below:








2. FOR i = 2,3, . . . ,q DO
(a) Calculate the next basis vector, i.e.
v̂i = Dvi−1+Mg i−1, ĝi = vi−1 (2.201)
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(b) Gram-Schmidt orthogonalization:FOR j = 1 to i −1
h j ,i−1 = v̂Ti v j (2.202)
v̂i = v̂i −h j ,i−1v j , ĝi = ĝi −h j ,i−1g j (2.203)








(d) END IF i = q ELSE go to step(a) and increasei.
As in the first-order ARNOLDI method the generated basis vectors are normalized and
orthogonal to each other (Eq. (2.157)). Furthermore, the same deflation techniques can
be implemented in order to stepwise delete the linear dependent vectors.
In case of proportionally damped FE structures, i.e.D = αM + βK , {α,β} = const.,
two important relationships regarding the computation of the projection matricesT l ≡ Tr
are derived (Eq. (2.205) - (2.206)). In [103, 42] it is provedthat for such systems
the damping matrix does not contribute to the derivation of the basis vectors for the
projection matrices. Instead of calculating the second-order Krylov subspaces and thus,
utilizing the second-order ARNOLDI algorithm, it suffices to compute the associated
first-order subspaces via the application of the classical ARNOLDI scheme (Eq. (2.152)
- (2.156)), since it holds:
Kq
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The above results (Eq. (2.205) - (2.206)) contribute to a simpler and computationally
less expensive application of the KSM MOR method for second-rder systems.




















The first-order Krylov subspace in Eq (2.207) constitutes the classical choice for the
definition of the TKSM coordinate transformation matrix when dealing with undamped
systems (Eq. (2.50)), i.e.
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The expansion of the Krylov subspace in Eq. (2.210) allows the interpretation of
the basis vectors w.r.t the FE theory. It consists of the vector part, which gives
the displacement vectors during a static analysis (static modes), and the matrix part,
which contributes in capturing the inertia terms of the original model (dynamic modes).
Thereafter, the system matrices and the vector of applied forces for the KMS-ROM are
computed according to the relationship in Eq. (2.109).
The KSM MOR constitutes a powerful method for reducing the dimension of second-
order systems of the form Eq. (2.158) - (2.159). The associated ROMs preserve the
structure and the stability properties of the original model. Moreover, they capture the
dynamics of the original model better than the so far analyzed MOR approaches. The
KSM algorithmic scheme is independent of the position of themaster and slave DoF
(master DoF free) and thus, this method is highly appropriate for reducing the order of
FE structures, where an inappropriate DoF allocation is compulsory.
Nevertheless, the dependence of the ARNOLDI method on the definition of a certain
starting vector (Eq. (2.152) and Eq. (2.200)) leads to the derivation of different
projection matrices when different starting vectors are applied. Although the impact on
the ROM’s quality is minor, a specific algorithm for obtaining a suitable starting vector
is essential.
Herewith, the Subsection referring to the KSM MOR method is completed and the
second reduction algorithm belonging to the category ofN n physical subspace reduction-
expansion methodsis presented.
2.6.3 First order Balanced Truncation
The Balanced Truncation (BT) method constitutes an interesing energetic approach,
which has been widely used for reducing the dimension of first-o der LTI systems. For
the purpose of this Subsection the following reformulationof the classical mathematical
description given in Eq. (2.124) - (2.125) is considered:
ż(t) = Az(t)+Bu(t) (2.211)
y(t) = Cz(t)+DLTIu(t). (2.212)
Here, the system matrixDLTI ∈ Rp×k is used instead of the commonD ∈ Rp×k in order
to differentiate it from the classical damping matrix.
As the previously introduced MOR methods, BT aims in reducing the dimension of
the original system and generating a ROM according to the scheme presented in Eq.
(2.131) - (2.133).
The BT algorithm is based on the definition of two important contr l-theory quantities,
which relate the controllability and observability nature[62] of the system’s statesx(t)
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The Wc and Wo Gramians are closely related to the two Lyapunov equations [17],
which can be regarded as an alternative formulation of the system in Eq. (2.211) -
(2.212):
AW c+WcAT +BBT = 0 and ATWo+WoA +CTC = 0. (2.214)
Under the assumption of both the system matrixA being asymptotically stable, i.e.
A is stable ⇔ λ (A) ∈ C−, (2.215)
and the matrix pairs(A, B) and (C, A) being controllable and observable [62], respec-
tively, the Wc and Wo Gramians are the unique Hermitian and positive definite solutions
of the above stated Lyapunov equations (Eq. (2.214)).
The importance of the Gramians in the algorithmic scheme of BT is ascertained with
the help of the system’s energy definition, which can be described in terms of the
following functionals [17]:
Ec = minz(−∞)=0, z(0)=z‖u(t)‖2, t ≤ 0 (2.216)
Eo = ‖y(t)‖2, z(0) = z0, u(t) = 0, t ≥ 0. (2.217)
Herein, Ec annotates the minimal energy required in order to drive the system from the
state z0 = 0 at t = −∞ to the statez at t = 0, whereas the functionalEo represents the
energy obtained by the observation of the output due to the initial state z0 and without
input.
The energy functionalsEc and Eo can be described in terms of the Gramians (Eq.
(2.213)) and thus, the latter directly contribute to the characterization of the system’s
energetic state:
Ec = zTW−1c z and Eo = z
TWoz. (2.218)
The states, which are difficult to control, require a large amount of control energy
Ec and equivalently, the states that are difficult to observe yild a small amount of
observation energyEo. According to Eq. (2.218), the first type of states are spanned
by the eigenvectors ofWc corresponding to small eigenvalues and the second type are
spanned by the eigenvectors ofWo corresponding to small eigenvalues, respectively.
The kernel of the BT MOR resides on the energetic relationships in Eq. (2.218),
namely, the BT-ROM can be generated by eliminating the system’ states, which are
both difficult to control and observe. The decision of which state variables to eliminate
is not a trivial task. There might exist states, which are easy to control and at the
same time difficult to observe. Therefore, a certain basis hato be ascertained, which
should allow the computation of the states with the desired properties.
A change of the state-space realization in the LTI system (Eq. (2.211) - (2.212)) leads
to the derivation of sufficient conclusions regarding the common basis. The introduction
of the state-space matrixT ∈ RN×N allows the realization
(
Â, B̂, Ĉ, D̂LTI
)
of the system(








TAT−1, TB, CT−1, DLTI
)
. (2.219)
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By simple vector-matrix multiplications it can be proved that the transfer matrix (Eq.
(2.126)) H(s) is invariant under such state-space transformations, whereas the associated
Gramians are not, i.e.
Ĥ(s) = H(s), (2.220)
Ŵc = TW cTT and Ŵo = T−TWoT−1. (2.221)
In other words, while the eigenvalues of
(
A, B, C, DLTI
)
are invariant under any state-
space transformation, the eigenvalues of the associated Gramians are not. Nevertheless,









= TW cWoT−1, (2.222)
the square-rooted eigenvalues of which are the, so called, Hankel Singular Values (HSVs)
Σ of the LTI system
(
















Eq. (2.223) allows the derivation of the common basis such that t e GramiansŴc
and Ŵo are equal constituting thus, the, so called, balanced realization. Precisely,
a realization of a reachable, observable, and stable systemΣ :=
(
A, B, C, DLTI
)
is
balanced, if the associated Gramians are equal and diagonalwith decreasingly sorted
HSV, i.e.
Wc = W0 = diag{σ1, σ2, . . . , σN}= σ (WcWo) = Σ with σ1 > σ2 > .. . > σN. (2.224)
Based on Eq. (2.224), the definition of the energetic functioals in Eq. (2.218) can be












The interpretation of Eq. (2.225) ascertains the retrievalof the common basis, which
simultaneously permits the isolation of the states difficult to control and observe. Small
HSVs correspond to the system states, which are difficult to control, whereas large
HSVs correspond to states, which contain a large amount of energy. On this account,
a methodology is required, which contributes to computing the balanced realization
transformation matrixTBR. It is accomplished by the, so called, state-space balancing
algorithm (SSB).
As given in Eq. (2.224), the calculation of the HSV is necessary for defining the
balanced basisTBR. It can be done either by directly computing the Gramians or their
Cholesky factors (Eq. (2.226)):
Wc = LcLcT and Wo = LoLoT , (2.226)
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In fact, specific algorithms exist, e.g. the HAMMARLING algorithm [56], which allow
the direct computation of the Gramian’s Cholesky factors during the solution of the
Lyapunov equations without having to explicitly compute the Gramians themselves.
At this point, the SSB algorithm is invoked, the process of which is presented in the
following:
(1) Compute the SVD of the matrix productLTo Lc, i.e.
LTo Lc = UΣV
T . (2.229)
(2) Formulate theTBR transformation matrix, i.e.
TBR = LcVΣ−1/2 and T−1BR = Σ
−1/2UTLoT . (2.230)
(3) Formulate the balanced realization system matrices, i..
Â = T−1BRATBR
(2.227)







The second step of the SSB algorithm in combination with Eq. (2 221) validates the
requirement of the Gramians to be equal and diagonal, since the following relationship
holds:
(2.221), (2.230) ⇒ TBR−1WcTBR−T = TBRTWoTBR = Σ = Λ1/2. (2.234)
The ROM is obtained by truncating the smallest HSVs, which are of less importance
to the balanced-realization system (Eq. (2.231) - (2.233)). The following block partition































and thereof, the asymptotically stable and minimal BT-ROMΣBT :=
(
A11, B11, C11, DLTI
)
is obtained. The decision to truncate the states can be driven according to the
fundamental error-bound condition [17, 5], which computesthe H∞-normed error between
the original Σ and the ROMΣBT, i.e.
‖Σ−ΣBT‖H∞ ≤ 2
(
σq+1, . . . , σN
)
. (2.237)
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The presented BT algorithmic scheme (Eq. (2.229) - (2.233))can be robustly imple-
mented by requiring the utilization of the largest HSVsΣ11, already from the second
step. Thus, the transformation matrices are written as follows:
TBR = LcV1Σ1−1/2 and T−1BR = Σ1
−1/2U1TLoT (2.238)
and thereafter the SSB algorithm proceeds with the direct computation of the ROM data.
The classical first-order BT method is a very efficient MOR approach when dealing
with small to medium size models. The existence of the error bund in Eq. (2.237)
constitutes BT a powerful method. Herewith, according to a user defined error tolerance,
the quality of the ROM is obtained prior to the reduction process.
Nevertheless, BT suffers from computational problems in case of large dimension models,
since the whole algorithmic scheme is based on the computation of the Gramian’s
Cholesky factors. In order to cope with such problems various iterative methods have
been proposed, e.g. the Smith method or the Alternating Direction Implicit (ADI)
approach [17, 5], which utilize the sparsity pattern of the system matrices during
the solution of the Lyapunov equations. Furthermore, the low numerical rank of the
Gramians, which is due to their rapidly decaying eigenvalues could be regarded both
as a positive and negative aspect. On one hand, the computation of the, so called,
approximate low rank Cholesky factors is feasible [17, 5], which contributes in reducing
the computational problems. On the other hand, it is suggested to avoid utilizing
formulations, which include the inversion of either the Grami ns or their Cholesky
factors, since these matrices are typically ill-conditioned.
On the basis of the first-order BT reduction scheme the necessary adaptation steps are
presented in the next Subsection, according to which the BT MOR can be applied for
reducing the dimension of second-order LTI systems.
2.6.4 Second order Balanced Truncation
The BT MOR for second-order systems is developed similarly to the second-order KSM
scheme. Therefore, a realization of the second-order system in Eq. (2.158) - (2.159)













































The dimension of the system matrices in Eq. (2.239) - (2.240)is, as in the case of
Eq. (2.160) - (2.161), twice as large (Eq. (2.162)) comparedto the dimension of the
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associated system matrices in the second-order form.
The nature of the state vectorx, which depends both onz and ż, i.e. x = [z ż]T leads
to the definition of the energy functionals associated to thesecond-order form in Eq.
(2.158) - (2.159). Considering, for example, the control energy Ec (Eq. (2.217)), the
following relationships are obtained:
Ec, 1 = minz(−∞)=0, z(0)=z‖u(t)‖2, t ≤ 0 and ż(0) is free, (2.241)
Ec, 2 = minz(−∞)=0, z(0)=z‖u(t)‖2, t ≤ 0 and ż(0) = 0. (2.242)














the optimum solution of the above stated optimization problems is derived:
(2.241) ⇒ Ec, 1 = zTR−1z, (2.244)
(2.242)





On this account, the definition of the second-order free-velocity (FV) and zero-velocity
(ZV) Gramians is derived [87], which holds for the standard first-order realization
{A, B, C} of the second-order dynamical system given in Eq. (2.158) - (2.159). Their
definition is based on the block partition of the standard Gramians (Eq. (2.43)), i.e.
Wc, FV = R and Wo, FV = U (2.246)
Wc, ZV = R−ST−1ST and Wo, ZV = U−VN−1VT (2.247)
Both the FV- and ZV-Gramians are symmetric and positive definit , since they constitute
the block parts of the standard symmetric and positive definit Gramians.
In accordance with the HSV definition in the previous Subsection he second-order FV-
and ZV-HSV are ascertained, as given below:
ΣFV = Λ
1/2(Wc, FV Wo, FV) (2.248)
ΣZV = Λ
1/2(Wc, ZV Wo, ZV) (2.249)
and thus, a second-order realization form (Eq. (2.158) - (2.159)) is referred to as
free-velocity or zero-velocity balanced, if and only if thefollowing relationships hold,
respectively, i.e.
Wc, FV = Wo, FV = diag
{
σFV, 1, σFV, 1, . . . , σFV, N
}
= ΣFV (2.250)
Wc, ZV = Wo, ZV = diag
{
σZV, 1, σZV, 1, . . . , σZV, N
}
= ΣZV. (2.251)
The calculation of the second-order BT-ROM is accomplishedwith the help of the
second-order state-space balancing algorithm (SOSSB) [87], which is accompanied by a
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new state-space realization (Step 2) for the original second-order ODEs [87]:
(1) Start with Eq. (2.158) - (2.159) and perform a SVD on the mass matrix M , i.e.
M = Z1ΛM Z2 (2.252)
and define the following transformation matrices:
T1 = Λ
−1/2
M Z1 and T2 = Z2Λ
−1/2
M . (2.253)
(2) Generate the system’s realization by utilizingT1 and T2, i.e.
Σ̂ :=
{
M̂ , D̂, K̂ , B̂, L̂
}
= {I , T1DT2, T1KT 2, T1B, LT 2} . (2.254)
(3) Compute either the FV- or the ZV-balancing transformation matrix TBR of Σ̂, as
given in Eq. (2.229) - (2.233).
(4) Project theTBR-coordinate-transformed dynamic system on the space spanned by
TBR, i.e. left multiply by TTBR and the final balanced realization is obtained.
Herewith, the ROM data is ascertained by utilizing the relationships in Eq. (2.235)
- (2.236).
As observed, the above algorithmic scheme is independent ofthe master DoF choice.
Thus, the second-order BT comprises the advantages of this type of MOR methods,
such as SEREP and KSM. Despite this fact, the second-order BTis accompanied by a
series of non-positive aspects, which concern on one hand the disability to utilize the
advantages of its first-order variant, and on the other hand the applicability range in
structural mechanics.
Generally, the second-order BT method, as well as several ofits variants [29, 118, 98],
constitutes an area of current research. In contrast to the classi al first-order BT
MOR, no error-bound exists (Eq. (2.237)), which could be utilized prior the reduction
procedure and thus, the powerful aspect of the classical first-order BT is no longer valid.
Furthermore, for several of its variants, e.g. the Second Orer Balanced Truncation
(SOBT) [29], there is no guarantee that the ROM preserves thes ability. Thence, the
consideration of this MOR for the FEM-MBS coupling procedure is not appropriate.
The second-order BT can be directly applied to reducing the dimension of small to
medium sized mechanical models. The direct application, thoug , can be forestalled in
case of dealing with ill-conditioned system matrices. The Gramians of the associated
first-order realization system are rank deficient and thus, the Cholesky factors cannot be
computed. This problem is overcome either by transforming the state-space realization
of the original system (Step 2 of the SOSSB algorithm) or by utilizing the two-step
MOR methodology (Section 2.7).
The controllability and observability Gramians are definedas the unique, symmetric,
positive definite solutions of the Lyapunov equations (Eq. (2.214)) provided that the
pencil λ I −A of {A, B, C} (Eq.(2.239)) is stable, i.e. all eigenvalues ofλ I −A have
negative real parts. In case of free-vibrated mechanical MBS this stability condition is
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damaged, since the matrix polynomialP(λ ) = λ 2M +λD+K is unstable. Thus, the BT
scheme is no longer applicable unless the undesirable eigenvalues are deflated.
On the basis of the aforesaid, the second-order BT will be used for examining several
interesting academic aspects, which occur during the MOR instructural mechanics.
Nevertheless, in view of the numerous mentioned disadvantages regarding its practical
applicability during the FEM-MBS procedure, it will not constitute the kernel of this
Thesis.
The cycle of Non physical subspace reduction-expansion methodsis completed with the
introduction of the Second Order Modal Truncation method inthe next Subsection.
2.6.5 Second Order Modal Truncation
The SOMT method follows the exact algorithmic scheme present d, so far, in the
previous two Sections. Thus, a coordinate transformation matrix is required, with which
the ROM is generated (Eq. (2.56)). It is acquired based on thethe state-space realization
of the basic dynamic equation for FE discretized structures(Eq. (2.37)), which describes
the state of the system in the space spanned by its own eigenvectors Φ, i.e.
TSOMT = Φ ∈ Rn×p. (2.255)
According to the general projection scheme (Eq. (2.38)) theROM dynamic equation is
obtained, i.e.
Mz̈+Dż+Kz = F (2.256)










Here, the dimension of the ROM system matrices depends on thenumber of the
computed eigenvaluesp, i.e.
[ ] p×pSOMT, [ ] := {M , D, K} and F
p×1
SOMT. (2.259)
Based on the scaling properties of the eigenvalues, e.g. mass normalized or maximum
value the reduced system matrices possess a specific structure (Chapter 3), which can
be effectively utilized for further simulation processes.
The SOMT MOR can be regarded as the first part of the SEREP reduction method, since
in both approaches the modal matrix is utilized for defining the associated coordinate
transformation matrix. SEREP proceeds one step further by projecting the ROM’s
dynamic information back onto the physical configuration space. As shown, this occurs
within the computation procedure of theTSEREP subspace (Eq. (2.97)). The importance
of such back-transformation approaches w.r.t the FEM-MBS coupling process will be
analyzed in Chapter 5.
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2.7 Two-step reduction-expansion methods
This Section copes with FE discretized mechanical structures, which result in large
dimension systems of ODEs. Such systems occur either due to the requirement of high
accuracy during the discretization procedure or because ofthe geometry’s complexity,
which imposes the generation of a smoother mesh. In this case, the application of a
MOR approach is a rather difficult task, since the efficiency of the MOR scheme is
affected by the system’s large dimension.
The efficiency of a reduction method is a relative issue and isactually application
dependent. Nevertheless, in almost all cases the efficiencyfactor is measured based on
two aspects. Firstly, the ROM should be able to capture the dynamics of the original
model as well as possible, and secondly, the computation time required therefor should
not be vast. Thence, MOR methods, which succeed in generating dy amically accurate
ROMs, but exceeding a certain user defined computation time li it are practically
useless.
In order to cope with this problem the two-step MOR scheme is introduced. Herewith,
the dimension reduction of the original model is stepwise completed in two stages (Fig.
2.8). During the first stage a MOR method is applied generating a fairly large ROM,
which is computed relatively fast and captures well the dynamics of the original model
up to a predefined frequency range. Thereafter, the second stage is invoked and the
dimension of the ROM is further reduced by applying the second MOR scheme and
thus, generating the final ROM. The efficiency of the two-stepMOR depends on the
MOR MOR
Model ROM ROM
Fig. 2.8: Two-step MOR algorithmic scheme
choice of the algorithm for the generation of the first ROM. The applied MOR algorithm
should be in the position of generating a stable and dynamically accurate ROM under
the assumption of a fairly low computation time.
The master and slave DoF allocation constitutes an essential aspect during the first
MOR stage. The reduction method to be applied should belong tthe m-free MOR
algorithms, but simultaneously both the number and position of the master DoF set must
be included in the totalq set of the first ROM (Fig. 2.8), i.e.
m< q << n with M ⊂ Q⊂ N, (2.260)
where M, Q and N annotate the sets of master, first-reduced and total DoF, respectively.
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The reason therefor resides on the aim of eventually coupling the final ROM into a
MBS code. According to the master DoF selection criteria (Section 2.2) certain DoF
must be de facto appointed to them set in order for the coupling procedure to be
feasible. If no FEM-MBS coupling is required, then the condition of Eq. (2.260) is
redundant.
The global applicability of the two-step MOR scheme requires the first stage MOR
to belong to them-free MOR category. Herewith, it is assured that an inadequate
choice of them set would have no effect on the quality of the first ROM. Under this
consideration the following Table 2.1 is created, which appoints the applicability of each
MOR method presented in the previous Sections based on threeasp cts, namely, the
accuracy of the ROM, the computation time required and the algorithm’s dependence on
the master DoF set. All three aspects are evaluated for each MOR approach under the
assumption of an awkward choice for them set fulfilling thus, the global condition of
the two-step MOR scheme.
Table 2.1: MOR quality comparison under inadequatem selection
MOR Accurate ROM Fast computation m-free
Guyan ✕ ✕ ✕
g-Guyan ✕ ✕ ✕
Dynamic ✕ ✕ ✕
IRS ✕ ✕ ✕
DIRS ✕ ✕ ✕
iter-IRS ✕ ✕ ✕
iter-DIRS ✕ ✕ ✕
SEREP ✓ ✓ ✓
CMS ✕ ✕ ✕
KCMS ✕ ✕ ✕
ICMS ✕ ✕ ✕
iter-ICMS ✓ ✕ ✕
IKCMS ✕ ✕ ✕
iter-IKCMS ✓ ✕ ✕
KSM ✓ ✓ ✓
BT ✓ ✕ ✓
SOMT ✓ ✓ ✓
As observed, the reduction algorithms, which correspond tothe above stated requirements
are three, namely, the SEREP, the KSM, and the SOMT MOR methods. Thence, one
of these three methods could be appointed as the first stage MOR of the two-step
scheme. Thereafter, the selection of which MOR approach to apply is both user and
model dependent. Nevertheless, the consideration of the accuracy aspect for the listed
methods (Table 2.1) indicates the suitable methods to apply. According to the MOR
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categories of the previous Sections, some of the two-step MOR methods are gathered
in Table 2.2:
Table 2.2: Sample of two-step MOR methods






The accuracy of the MOR methods is the topic of Chapter 3 and isascertained
by utilizing the, so called, Model Correlation Criteria (MCC). Various FE discretized
mechanical structures undergo dimension reduction with the help of the above listed
MOR algorithms and the quality of the associated ROMs is compared. It can be
regarded as the controlling step during the FEM-MBS coupling process.
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3 Validation of reduced order models
In Chapter 2 several MOR schemes were introduced, based on which t e generation of
ROMs for usage in the field of structural mechanics is feasible. Although in certain
cases the theory of the applied MOR approach indicates the quality of the dynamic
properties for the associated ROM, the methodical application of certain correlation
criteria is compulsory. Herewith, it can be assured that theROM’s dynamics sufficiently
capture the properties of the original model. Regarding thecoupling procedure of elastic
and rigid MBS dynamics, it is essential for the consistency of the ROM to be verified
prior to the elastic data transfer into the MBS code.
As mentioned in the Introduction, the FEM-MBS coupling is supported by commercial
software packages, which are developed either as FEM tools,e.g. ANSYS, Msc Nastran,
etc., or as MBS codes, e.g. SIMPACK, ADAMS, etc., or as the necessary interfaces for
coping with the elastic data transfer into MBS codes, e.g. FEMBS. All three disciplines
are affiliated to two aspects, the existence of which restrict both the application of
alternative MOR procedures and the efficient verification ofthe ROM’s elastic properties.
On one hand, the sole choice between the classical Guyan or CMS MOR methods
does not allow the application of the MOR schemes presented in the previous Chapter,
which could offer qualitatively better ROMs at a reduced cost. On the other hand,
the application of a rather simple eigenfrequency comparison between the original and
the ROM cannot give sufficient information regarding the ROM’s dynamic properties.
Especially in case of complex structures, using only the eigenfrequency consideration
could point to misleading conclusions unless either perfect correlation or advanced
engineering experience is at hand.
On this account, the structure of this Chapter is comprised of three Sections. Firstly, in
Section 3.1 the modal analysis theory of FE discretized mechanical structu es is shortly
outlined. The introduction of various Model Correlation Crite ia (MCC) is the kernel of
Section 3.2, with which the dynamic properties of FE models can be well ascertained.
Finally, in Section 3.3 the MCC are utilized in comparing the MOR methods of Chapter
2 applied to four different mechanical models, namely, the 3D solid bar structure, the
UIC60 elastic rail, the elastic rod, and the elastic crankshaft.
3.1 Eigenvalue analysis in structural mechanics
3.1.1 Undamped free vibrated systems
Let us consider the undamped free vibrated version of Eq. (2.37), i.e.
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(2.37) with D = 0, F = 0 ⇒ Mz̈+Kz = 0. (3.1)
In general, the solution of such homogeneous sets of ODEs hasthe form
z = Φejωt , (3.2)
where Φ is a n×1 vector of time-independent amplitudes andω is the angular frequency
of harmonic response. The solution type in Eq. (3.2) imposesth system to be capable
of vibrating in simple harmonic motion at a single frequencyω.
The double differentiation of Eq. (3.2) w.r.t time and the sub titution of the resulting
equation in Eq. (3.1) leads to






Φ = 0. (3.4)
The n homogeneous algebraic equations of Eq. (3.4) constitute the, so called, generalized
eigenvalue or modal analysis problem. Non trivial solutions exist only if the determinant












can be found, which are the distinct
roots of then-th order polynomial. The solutions are called frequenciesand their square
root are the, so called, natural frequencies or eigen angular frequencies. Substituting any
of these back into Eq. (3.4) yields a corresponding set of relativ valuesΦ, which is
the associated eigenvector, or eigenmode, or mode shape.
The complete solution of Eq. (3.4) can be expressed in the form f two n×n matrices,
namely, the modal matrixΦ and the spectral matrixΛ, i.e.
Φ = [Φ1 Φ2 . . . Φn] =


Φ11 Φ21 · · · Φn1





















As observed, the eigenvectors are column-wise sorted in themodal matrix and the
non-diagonal elements of the spectral matrix are zero entries.
An important characteristic regarding both quantities copes with the property of unique-
ness. While the spectral matrixΛ is a fixed quantity, the modal matrixΦ is subject to
indeterminate scaling factors, which do not affect the shape of the vibration modes, but
their amplitude.
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3.1.2 Orthogonality properties
The modal model, i.e. the model, which is described in the space spanned by its
own eigenvectors features certain properties known as orthogonality or normalization
properties. The analytical derivation of these propertiesconstitutes the necessary basis,
with which several MCC are generated.
Considering two distinct rootsωr and ωs and therefore, the associated eigenvectorsΦr




Φr = 0 (3.8)(
K −ω2sM
)
Φs = 0. (3.9)
The left multiplication of Eq. (3.8) byΦTs , the right multiplication of the transposed
Eq. (3.9) by Φr and the subtraction of the resulting equations ascertains the following






















ΦTs MΦr = 0. (3.12)
Under the assumption of non-repeated roots, i.e.ω r 6= ωs, ∀r 6= s, Eq. (3.12) is valid
if and only if
ΦTs MΦr = Φ
T
r MΦs = 0, r 6= s. (3.13)
By introducing Eq. (3.13) in Eq. (3.10) - (3.11) an equivalent xpression is obtained in
terms of the stiffness matrixK , i.e.
ΦTs KΦr = Φ
T
r KΦs = 0, r 6= s. (3.14)
For the special case, where= s, i.e. ω r = ωs, Eq. (3.13) and Eq. (3.14) do not apply,
but an interesting relationship is ascertained if Eq. (3.10) or Eq. (3.12) is used, i.e.




r MΦr︸ ︷︷ ︸
m̃r
. (3.15)
Here, the termsm̃r and k̃r refer to the modal mass and stiffness matrices, respectively.
The orthogonality conditions given throughout the Eq. (3.13) - (3.15) indicate the
linear independence of the system’s mode shapes. Since the eigenv ctors are subject to
arbitrary scaling factors, the definition of both̃mr and k̃r is not unique. Hence, the
reference to as the modal system matrices w.r.t a particularmode. Nevertheless, Eq.
(3.15) allows the introduction of a unique quantity, namely, the ratio k̃r/m̃r , which equals
the eigenvalueω2r . Based on this observation several scaling methodologies exist, the
most popular of which are the largest magnitude and the mass normalization procedures.
While the first scales the eigenvectors such that its largestelement has unit magnitude,
the latter reduces the corresponding modal mass matrix to the unity matrix. In this
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Thesis the mass normalization scaling methodology is adopte , because of its practical
relevance to modal testing and therefore, it is shortly outlined.








and is usually referred to as the normal mode. The column wisesorting of the normal
modes leads to the definition of the normal modal matrixΦm, which is ascertained
analogously to Eq. (3.6). On this basis the orthogonality conditions (Eq. (3.13) - (3.15))
w.r.t the mass and stiffness matrices are obtained:
ΦTmMΦm = I (3.17)
ΦTmKΦm = Λ, (3.18)
where I annotates then×n unity matrix and the spectral matrixΛ is defined as given
in Eq. (3.7).
The properties of the relationships in Eq. (3.17) - (3.18) will be later utilized for
appointing certain MCC. The analogous condition should also be derived in case of
damped mechanical systems, which is handled in the following Subsection.
3.1.3 Proportionally damped free vibrated systems
The modelling of the damping parameter in mechanical systems contributes to a more
generalized observation of systems in structural mechanics. Thus, the free vibrated
version of Eq. (2.38) is considered, i.e.
Mz̈+Dż+Kz = 0. (3.19)
There exist several methodologies on how to include the damping effect in a mechanical
system, i.e. on how define the damping matrixD in Eq. (3.19). The most popular
approach, which will be considered in this Thesis refers to as the proportional damping
assumption.
The particular advantage of using proportionally damped models resides on the modal
analysis properties of such structures. While the natural frequencies of the proportionally
damped model are similar to the frequencies of the undamped system, the associated
eigenvectors are linearly identical. Consequently, it is feasible to derive the modal
properties of a proportionally damped system by invoking the modal analysis procedure
of the associated undamped system and thereafter to apply the required correction terms
due to the consideration of the damping effect. On this account, the most commonly
used definitionD for proportionally damped models is given below:
D = αM +βK with α,β = const. (3.20)
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The left and right multiplication of the damping matrix in Eq. (3.20) by the mass
normalized modal matrixΦm and the combination of the relationships in Eq. (3.17) -
(3.18) ascertains the definition of the normal modal dampingmatrix c̃r , i.e.
(3.20) ⇒ c̃r = ΦTm(αM +βK)Φm (3.21)
(3.17), (3.18)
(3.21)⇒ c̃r = αI +βΛ. (3.22)
The substitution of Eq. (3.17) - (3.18) and Eq. (3.22) in the dynamic system of Eq.
(2.258), delivers a system ofn uncoupled ODEs, which describe the motion of FE
discretized mechanical structures in the, so called, principle space:
(3.17), (3.18), (3.22)
(2.258)⇒ q̈+ c̃r q̇+Λq = ΦTmF, (3.23)
with the modal damping̃cr i for the i-th normal mode being defined as follows:
c̃r i = 2ωiξi = α +βω
2
i . (3.24)
Apart from the derivation of the MCC in the subsequent Section, the interesting
orthogonality relationships regarding the modal damping matrix have an important
influence on the algorithmic scheme for several of the previously analyzed MOR
methods. A particular emphasis is given to the derivation ofthe first-order Krylov
subspace within the second-order KSM reduction approach (Eq. 2.205) - (2.206)).
3.1.4 Practical implementation for mechanical structures
Numerous methods exist [51], which allow the fast computation of the generalized
eigenvalue problem (Eq. (3.4)). In case of mechanical structu es, though, it is essential
to apply an algorithmic scheme, which additionally validates the preservation of the
model’s structural properties. Herewith, it can be ascertained if the structural properties
of a ROM are damaged during the MOR. Therefore, the mass matrix Cholesky based
(Eq. (3.26)) eigenvalue approach is suggested and is conducted as given below:
(3.4) ⇒ 0 = KΦ−ω2MΦ (3.25)
M = LTL (3.26)
(3.25)












The generalized eigenvalue problem is reduced to the, so called, special eigenvalue
problem AY −ω2Y = 0, the solution of which is conducted by choosing an adequate
numerical scheme. Thereafter, the ROM’s eigenvectors haveto be computed based on
the relationship in Eq. (3.28), i.e.Φ = L−1Y.
The direct utilization of the special eigenvalue problem with A = M−1K should be
avoided in general unless engineering experience is at hand.
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3.2 Model Correlation Criteria
As mentioned in the introductory part of the Chapter the onlyavailable comparison
method within commercial FEM software packages relies on the eigenfrequency in-
formation. Additional to this restriction, the application of other criteria regarding,
e.g. the eigenvector correlation, is forestalled due to thenon-direct availability of the
associated coordinate transformation matrix (Eq. (2.38))Herewith, eigenvectors of the
same dimension can be compared, namely, either by expandingthe m×q ROM’s modal
matrix ΦROM to the n×q dimension of the original model’s modal matrixΦ or the
opposite (q annotates the number of the computed eigenvectors). The first case would









On the basis of the aforesaid, two general categories of correlation criteria are introduced,
namely, the eigenfrequency and eigenvector related MCC [50, 13, 64, 65, 70, 67, 72, 2].
The first category consists of the:
• Normalized Relative Frequency Difference (NRFD),
• Natural Frequency Difference (NFD),
• Stiffness Normalized Vector Difference (SNVD),
whereas the second category includes the:
• Modal Assurance Criterion (MAC),
• Modified Modal Assurance Criterion (modMAC),
• Modal Comparison Criteria Matrix (MCCM),
• Coordinate Modal Assurance Criterion (COMAC),
• Normalized Modal Difference (NMD),
• Mass Normalized Vector Difference (MNVD).
The theoretical part of certain MCC will be accompanied by the analogous visualization
in order to demonstrate the plausibility of the results. Therefore, the figures that follow
are created according to a randomly generated FE discretized structure.
3.2.1 Eigenfrequency related criteria
1. Normalized Relative Frequency Difference (NRFD). Generally, the MOR scheme
implies the eigenfrequencies of the ROMfROM to be higher than the eigenfrequen-
cies of the original (full) modelfFull. The reason therefor resides on the higher
stiffness properties of the ROM model. On this account, the NRFD criterion is
formulated, i.e.





∣∣∣∣ ·100%, i = 1,2, . . . ,q. (3.30)
Herein, q annotates the number of the computed eigenfrequencies. Thelower the
value of fNRFD is, the better the ROM captures the dynamic properties of the
original model at the predefined frequency range.
2. Natural Frequency Difference (NFD). The NRFD criterion constitutes the first step
in indicating the potential Correlated Modal Pairs (CMPs) for both the original
and the ROM. Nevertheless, there is always the possibility of existing CMPs,
which do not belong to related frequency ranges. Thence, theNFD is utilized, the
mathematical formulation of which is given below:
fNFD(i, j) =
| fFull(i)− fROM( j)|
min( fFull(i), fROM( j))
·100%, i, j = 1,2, . . . ,q. (3.31)
Herewith, a two dimensional matrix is obtained, which givesa general assessment
of the differences between all possible combinations of theeigenfrequencies, i.e.
all potential CMPs (Fig. 3.1).
Fig. 3.1: Natural Frequency Difference - 3D view
The NFD criterion combined with the associated modMAC correlation coefficient
delivers important information, which can be utilized for updating the ROM’s
modal matrices by the, so called, switching process methodology (Section 3.2.3).
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Fig. 3.2: Natural Frequency Difference - top view
3. Stiffness Normalized Vector Difference (SNVD). SNVD gives the information about
the relative vector difference of the stiffness modal matrices (Eq. (3.18)) for both





















The SNVD coefficient resembles the NRFD criterion, if the relationship in Eq.
(3.18) is taken into consideration. As in the previous case,th smallest SNVD
value depicts the best result. Based on the typical SNVD plot(Fig. 3.3) no
sufficient conclusion can be derived about the CMP, unless a bad correlation is at
hand. Therefore, the main diagonal isolation of the SNVD matrix is suggested,
which ultimately delivers the dynamic information obtained by the NRFD criterion.
3.2.2 Eigenvector related criteria
1. Modal Assurance Criterion (MAC). The MAC approach copes with the information
regarding the angle of compared eigenvectors in space as well as their orthogonal
coherence. It is based on the dimension expansion of the ROM’s modal matrix
according to the relationship given in Eq. (3.29), i.e.
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The value ‘MAC = 100%’ corresponds to absolute correlation and therefore, th
less this value becomes, the worse the eigenvector correlation is. A thumb-rule
assures that a MAC coeficient of a magnitute larger or equal thn 80%, i.e.
MAC≥ 80% implies a satisfactory correlation.
Fig. 3.4 and Fig. 3.5 constitute the representative plots for the MAC coefficient
matrix. As observed, the well CMPs occupy the main diagonal of the MAC matrix
with decreasing MAC values. Herein, the correlation of the first 6 pairs is rather
bad. This set of eigenvectors, though, has no influence on thedynamic behavior
of the FE structure, since they are the, so called, rigid eigenvectors and therefore
will not be considered in the succeeding comparisons.
The utilization of the information obtained both from the MAC and the frequency
related criteria contributes to a more efficient understanding concerning the dynamic
properties of a ROM. Nevertheless, MAC lacks in delivering sufficient information
in case of damped FE structures. As mentioned in Subsection 3.1.3, the eigenvec-
tors of proportionally damped structures are linearly identical to the eigenvectors of
the associated undamped systems. The only difference resides on the magnitude,
which is affected by the presence of the damping terms. This information is not
included in the MAC definition (Eq. (3.33)).
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Fig. 3.4: Modal Assurance Criterion - 3D view


























Fig. 3.5: Modal Assurance Criterion - top view
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2. Modified Modal Assurance Criterion (modMAC). modMAC utilizes the orthogonality
properties regarding the mass normalized eigenvectors of aFE structure (Eq. (3.17)











Analogously to the MAC case, the value ‘modMAC= 100%’ corresponds to
absolute correlation and therefore, the less this value becom s, the worse the
eigenvector correlation is (Fig. 3.6 and Fig. 3.7).
Fig. 3.6: Modified Modal Assurance Criterion - 3D view
The consideration of the mode shapes being orthogonal w.r.tthe mass matrix
contributes in the computation of zero elements for the non diagonal entries.
Based on the relationship in Eq. (3.17) a perfect modMAC correlation would
result in generating the unity matrix. As in the MAC case, whenever the
dimension of non-fixed structures is reduced, a 6×6 block matrix with badly
CMPs is generated, which corresponds to the rigid modes.
3. Modal Comparison Criteria Matrix (MCCM). MCCM can be regarded as the
criterion complementary to modMAC, since it measures the deviation of the
modMAC coefficient matrix from the unity matrix or, equivalently, it generates the
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Fig. 3.7: Modifed Modal Assurance Criterion - top view










 ·100%, δkl =
{
1, k = l
0, k 6= l (3.35)
In Fig. 3.8 the MCCM coefficient corresponds to the complementary modMAC
case of Fig. 3.6.
4. Coordinate Modal Assurance Criterion (COMAC). While the MAC and modMAC
coefficient matrices give the information regarding the CMPs, the COMAC approach
















[ ] : eigenvector’s r-th coordinate, [ ] = {Φ,Ψ} .
The COMAC application is more suitable for small to medium size systems,
which undergo dimension reduction. Herewith, the DoF, which are responsible for
dynamic inconsistencies in the ROM can be identified and isolated. Thereafter,
the MOR procedure can be restarted excluding the problematic DoF and defining
others instead of them.
5. Normalized Modal Difference (NMD). The NMD criterion is similar to COMAC
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Fig. 3.8: Modal Comparison Criteria Matrix - 3D view
and it is based on the Modal Scale Factor (MSF), which is a scale factor according








, i, j = 1,2, . . . ,q. (3.38)
As in the COMAC case the objective of NMD is clearer for smaller dimension
models, where the DoF are easier to isolate and better to visualize.
6. Mass Normalized Vector Difference (MNVD). The MNVD comparison corresponds
to the relative vector difference of the modal mass matrices(Eq. (3.17)) for both





















Fig. 3.9 is a typical representation of the MNVD correlationcoefficient. This
representation does not help in deriving sufficient conclusions regarding the com-
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Fig. 3.9: Mass Normalized Vector Difference - top view
parison of the original and the ROM. Based on the relationship of Eq. (3.17)
the correlation is reduced in comparing only the diagonal entri s of the MNVD
matrix. Herewith, the smaller the values of the diagonal entri s are, the better
ROM is.
3.2.3 Switching process updating methodology
As mentioned in Subsection 3.2.1, the combination of both the eigenfrequency and
eigenvector MCC contributes to the derivation of sufficientconclusions regarding the
dynamic properties of the ROM. Up to this point, only the caseof CMPs was examined,
which occupy the main diagonal of the associated eigenvector criteria (Fig. 3.4 - 3.7). It
is quite often, though, that CMPs exist, which do not belong to the associated frequency
ranges of the compared models.
In terms of the NFD criterion, the well correlated eigenfrequ ncy pairs deviate from the
band diagonal structure (Fig. 3.10). Regarding the correlation example of Fig. 3.10,
the associated modMAC coefficient matrix is given in Fig. 3.11. As observed, at the
positions indicated by the NFD criterion the eigenvectors correlation is high. The non
diagonal CMPs with high modMAC values, i.e.modMAC≥ 80% are gathered in Table
3.1.
The FEMBS interface [114] utilizes the ROM data generated within a FEM software
program and activates certain modules (Chapter 5), with which the FE-data representation
is ascertained in the MBS formalism. During this procedure th ROM data cannot be
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Fig. 3.10: Switching process - Natural Frequency Difference
Table 3.1: Switching process - modMAC matrix - non diagonal CMPs





altered, unless the MOR is restarted. In this regard, the correlation order in Fig. 3.11
can only be improved by indicating a larger set of master DoF or Craig-Bampton modes
for the case of either the Guyan or the CMS MOR, respectively.
Still, such a procedure is not obligatory during the application of the FEMBS interface
aiming at a rigid-elastic coupling. The dynamics of the imported structure, which might
be given for example based on Fig. 3.10 - 3.11 are retained andtherefore are not false.
Thus, a bending or a torsional excitation within the MBS environment would invoke the
correct system response based on the adequate bending or torsional mode, respectively.
Consequently, the analogous modMAC correlation magnitudeis of great importance.
The MORPACK toolbox includes, among other features, the switching process updating
methodology. Herewith, the modMAC correlation matrix and therefore the modal
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Fig. 3.11: Switching process - Modified Modal Assurance Criterion
matrix of the ROM can be updated. It is accomplished by switching the interchanged
eigenvectors, which are identified by their associated modMAC values, since they
symmetrically occupy the modMAC secondary diagonal. Such CMPs occur, when the
sequential eigenvectors of a model correspond to closely vicinal eigenfrequencies.
On this account, the number of the well CMPs in the main modMAC-diagonal is
increased. Regarding the case in Fig. 3.11 and Table 3.1, theupdated ROM’s modal
matrix is given in Eq. (3.40) and the associated modMAC matrix in Fig. 3.12, i.e.
Φupdated=

Φ1 Φ2 . . . Φ14 Φ13︸ ︷︷ ︸
switched vectors
. . . Φ20

 . (3.40)
The switching process can be conducted for more than one CMPs, which occupy the
secondary diagonal of the modMAC matrix (Fig. 3.13 - 3.14). Such dynamic behavior is
quite often, especially in case of coping with fixed FE structures (Section 3. ), and the
standardized MOR methods are utilized. Therefore, unless better reduction schemes are
available, which avoid such kind of minor order inconsistenci s but not directly affect
the model’s dynamics during the FEM-MBS coupling, the application of the switching
process updating methodology is rather favored.
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Fig. 3.12: Switching process - Updated modMAC coefficient matrix


























Fig. 3.13: Switching process - Secondary diagonal CMP - original modMAC
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Fig. 3.14: Switching process - Secondary diagonal CMP - updated modMAC
3.3 Application examples
In this Section certain FE discretized structures are used in order to compare the
effectiveness of the MOR schemes presented in Chapter 2. Several master DoF
constellations are chosen such that both the advantages anddisa vantages of each MOR
approach can be illustrated. For the first two mechanical structu es, i.e. the 3D solid
bar and the UIC60 rail, numerous reduction methods are applied, whereas for the last
two examples, i.e. the elastic rod and crankshaft, only the dominant MOR methods are
used.
The ROM’s dynamic properties are validated with the help of the MCC. A particular
emphasis is placed on the modMAC coefficient matrix. The eigenvector information is a
prerequisite aspect during the FEM-MBS coupling procedureand therefore, the modMAC
assessment is compulsory.
3.3.1 3D solid bar structure - Case 1
The first case concerns an undamped 3D solid bar structure, which is discretized with
FE in ANSYS (Fig. 3.15). The number of elements (tetrahedronSOLID95) and nodes
generated isnelem= 60 and nnode= 471, respectively. Each node is appointed with 3
translational DoF (UX, UY, UZ). On this account the dimension f the model’s system
matrices is computed as given in Eq. (2.32) - (2.33), i.e.
dim(M) = dim(K) = (1413, 1413). (3.41)
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The master DoF set is selected according to the criteria present d in Section 2. and is
depicted in Fig. 3.15. Thus, the dimension of the ROM system matrices is:
dim(MROM) = dim(KROM) = (72, 72). (3.42)
The purpose of this first application example is to test the validity range of each of
the applied MOR methods. In this regard, the consideration of a rather large eigenvalue
(eigenfrequency and eigenvector) range is required. Thus,in the MCC figures that follow,
the first 36 eigenvalues for both the original and the associated ROM are compared.
The rigid body eigenvalues are disregarded for the case of coping with the unconstrained
version of the structure.
Fig. 3.15: 3D solid bar structure - Case 1 - master DoF
Firstly, the non constrained case is examined and the associted MCC coefficient matrices
are depicted throughout the Fig. 3.16 - 3.19. As expected, both the Guyan and the
dynamic ROM fail to sufficiently capture the dynamics of the original model. The
important inertia effect is neglected and thence, the correlation of medium to high
eigenvalues is rather unsuccessful. Isolating the MNVD coeffici nt matrix (Fig. 3.19a),
it is observed that the above mentioned reduction schemes end up with the best possible
correlation results. They-axis is logarithmically scaled indicating thus, all applied MOR
schemes to be delivering sufficiently accurate results regarding this criterion.
The SEREP as well as the KSM ROM capture best the dynamics of the original model,
namely, for the whole eigenvalue comparison range. The algorithm of the SEREP
method indicates the procedure to be exact. Therefore, for the rest of the master DoF
constellations to be formulated in this first application example, the SEREP ROM will
not be further considered.
The ROM generated by the standardized CMS method with 10 CB modes appears to
be capturing the original model’s dynamics up to the mid-endof the chosen frequency
range and its dynamic quality is overwhelmed by both the generaliz d Guyan and the
IRS ROM. As expected, the ICMS reduction scheme succeeds in generating a better
correlated ROM. A plausible outcome, since the algorithm takes into consideration the
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information loss due to the part-static nature of both the IRS and the CMS MOR. The
IKCMS ROM is slightly worse than the equivalent ICMS ROM, i.e. the effect of the
slave structure’s Krylov modes is less effective than the equivalent CB modes. Finally,
the KCMS method marginally improves the Guyan ROM due to the consideration of
the Krylov modes in the algorithm’s superposition principle.
In Fig. 3.20 the NRFD and the modMAC coefficient matrices depict the results of
the restarted CMS, ICMS, IKCMS, and IRS methods. It is conducted by indicating a
larger CB modes set for the first three methods, i.e.CB= 20, and by applying the
iterated version of the IRS algorithm for the latter method,i.e. niterIRS = 2. The quality
of the resulted ROM’s dynamics is substantially improved, but is accompanied by a
27% matrix dimension increase (CMS, ICMS, IKCMS), which cano ly be negativelly
regarded in case of importing the ROM into a MBS code. The CMS MOR is the
less efficient method, since inconcistencies occur with a consequence of zero modMAC
correlation (eigenvectors 23, 24 and 33, 34 in Fig. 3.20b). The NRFD values of the
associated eigenfrequencies (Fig. 3.20b) fail in delivering sufficient conclusions for the
poorly correlated eigenvectors. Hence, the sole utilization of eigenfrequency MCC should
be avoided. The answer for this occurence is depicted in Fig.3.21 and concerns the
case of perfectly CMP, which symmetrically occupy the modMAC secondary diagonal.
The application of the switching process updating methodolgy (Subsection 3.2.3) could
improve the order properties of the associated modal matrix.



































Fig. 3.16: Free 3D solid bar - NRFD criterion
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Fig. 3.17: Free 3D solid bar - MAC criterion
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Fig. 3.18: Free 3D solid bar - modMAC criterion
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Fig. 3.19: Free 3D solid bar - MNVD & SNVD criterion
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Fig. 3.20: Free 3D solid bar - NRFD & modMAC - 2 IRS iter. & 20 CB
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Fig. 3.21: Free 3D solid bar - CMS - modMAC top view
The consideration of the 3D solid bar with certain DoF being fixed is the content
of Fig. 3.22 - 3.27. Here, two different constrained models are utilized, namely, the
one-end and the two-end fixed 3D solid bar structure. In general, constrained structures
are of particular interest if, ultimately, the FEM-MBS coupling is intented. Firstly, the
task of every MOR scheme is aggravated, since the required correlated eigenvalue range
is higher and secondly, the dimension of the ROM’s system matrices is always smaller
than the dimension of the associated non-constrained ROM, i.e. the information gathered
into the reduced system is minimized (Eq. (2.35)):
One-end fixed: nfixedDoF = 18 ⇒ dim(MROM) = dim(KROM) = (54, 54) (3.43)
Two-end fixed: nfixedDoF = 36 ⇒ dim(MROM) = dim(KROM) = (36, 36). (3.44)
The larger the constrained DoF set is, the less effective theMOR scheme under the
consideration of a certain ROM dimension is, an outcome depict d throughout the Fig.
3.22 - 3.27. The KSM MOR scheme offers qualitatively the bestROM with a number
of perfectly CMPs, which reduces along with the increase of the constrained DoF. The
rest of the reduction schemes provide ROM, which satisfy thedynamic requirements up
to the medium frequency range with the best in this category being the ICMS ROM.
An improvement of the ROM’s quality takes place by increasing the CB modes set or
applying the iteration scheme for the CMS, ICMS, IKCMS, or the IRS methods (Fig.
3.25 and 3.27). Here, the same dimension disadvantage occurs as in the non-constrained
case and as observed, only the ICMS MOR succeeds in well capturing the required
eigenvalue range. For the two-end fixed case further improvement is possible by applying
the switching process updating methodology (Fig. 3.27).
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Fig. 3.22: One-end (top) & two-end (bottom) fixed 3D solid bar- NRFD
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Fig. 3.23: One-end fixed 3D solid bar - modMAC criterion
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Fig. 3.24: Two-end fixed 3D solid bar - modMAC criterion
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Fig. 3.25: One-end fixed 3D solid bar - NRFD & modMAC- 2 IRS iter. & 20 CB
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Fig. 3.26: Two-end fixed 3D solid bar - NRFD & modMAC- 2 IRS iter. & 20 CB
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Fig. 3.27: Two-end fixed 3D solid bar - ICMS - modMAC top view
3.3.2 3D solid bar structure - Case 2
This case copes with the aspect of the symmetric master DoF all cation and its effect on
the dynamic properties of the ROM. According to them-set selection guidelines (Section
2.2), it is advised for the master DoF to be symmetrically select d along the structure
and thus, generating a slave-model with plausible structural p operties. Therefore, the
same 3D solid bar model is utilized, but a different master DoF c nstellation is chosen
as depicted in Fig. 3.28. The structure is fixed at both ends and thus, the dimension
of the ROM’s system matrices are given as follows:
nfixedDoF = 18⇒ dim(MROM) = dim(KROM) = (36, 36) (3.45)
The dimension of the ROM’s system matrices equals the dimension of the equivalent
system matrices in the previous two-end fixed case (Eq. (3.44)). Due to its algorithmic
scheme, the KSM MOR approach should be to a larger extend invaria t to such
master DoF variations, which result in ROMs of the same dimension. The only
drawback would refer to a degradation of the condition propeties of the constrained
sorted stiffness matrix, which could affect the ARNOLDI algorithm during the necessary
stiffness inversion step.
Here, only the dominant MOR methods are considered, namely,the CMS, IRS, ICMS,
and KSM. While the KSM ROM is almost identical to its equivalent of the previous
two-end fixed case (the last three eigenvalues are affected), the IRS ROM shows
no substantial improvement. On the contrary, the CMS ROM is satisfyingly improved,
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whereas the ICMS ROM stands as the best choice. Thence, apartfrom the KSM scheme
and according to all the previous MCC results, the ICMS MOR method constitutes an
interesting candidate competing the standardized CMS.
Fig. 3.28: 3D solid bar structure - Case 2 - master DoF























Fig. 3.29: Two-end fixed 3D solid bar - Case 2 - NRFD
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Fig. 3.30: Two-end fixed 3D solid bar - Case 2 - modMAC
3.3.3 UIC60 elastic rail - Case 1
The structure depicted in Fig. 3.31 concerns a 1.2 meter long and 144 kilogram
heavy UIC60 rail. It is modeled and discretized in ANSYS and consists ofnelem= 576
elements (hexahedronSOLID45) and nnode= 1054 nodes. Each node is appointed with 3
translational DoF (UX, UY, UZ). Thence, the dimension of themodel’s system matrices
is computed as given in Eq. (2.32) - (2.33), i.e.
dim(M) = dim(K) = (3162, 3162). (3.46)
In order to initialize the MOR schemes, a total ofm= 105 master DoF are selected
(Fig. 3.31). The nature of the structure requires the selectd m DoF, which are situated
at the bottom of the model, to be grounded. Therefore, the dimension of the ROM’s
system matrices is:
nfixedDoF = 45⇒ dim(MROM) = dim(KROM) = (60, 60) (3.47)
The m selection is conducted according to the criteria presentedin Section 2.2 and
therefore, it is expected from the MOR schemes, which dependupon this aspect, to
generate ROM of high accuracy. Still, as depicted in Fig. 3.32 - 3.34, this is not the
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case, since the existence of constraints implies a higher eigenvalue spectrum requirement
for both the original and the ROM models. On this account, thestandardized CMS
MOR (10 CB modes) succeeds well in capturing the dynamics of the original model up
to the beginning of the mid-ranged eigenvalues. SEREP, KSM,and ICMS (niterIRS = 0 and
10 CB modes) constitute the best choices. The considerationof Fig. 3.35 suggests a
further correlation improvement for the ICMS-ROM via the application of the switching
process updating methodology.
Fig. 3.31: UIC60 rail - bottom grounded - master DoF





























Fig. 3.32: UIC60 rail - bottom grounded - NRFD criterion
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Fig. 3.33: UIC60 rail - bottom grounded - modMAC criterion
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Fig. 3.34: UIC60 rail - bottom grounded - MNVD & SNVD
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Fig. 3.35: UIC60 rail - bottom grounded - modMAC ICMS top view
3.3.4 UIC60 elastic rail - Case 2
In this example the dependency of the MOR algorithms on the master DoF choice is
demonstrated. Therefore, two different master (m= 48) sets are chosen, namely, the
normal and the clumsy master DoF sets (Fig. 3.36). While the normal set consists
of master DoF equally and symmetrically distributed along the unconstrained UIC60
structure, the clumsy set constitutes the case of inappropriately concentrating the master
DoF at one end of the model. The correlation results throughot the Fig. 3.37 - 3.39
plausibly depict the SEREP and KSM superiority (m-free MOR) under such conditions.
Fig. 3.36: UIC60 rail - Normal (left) & Clumsy (right)m-set
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Fig. 3.37: UIC60 rail - NRFD - Normal & Clumsym-set
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Fig. 3.38: UIC60 rail - modMAC - Normal & Clumsym-set
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Fig. 3.39: UIC60 rail - modMAC - Normal & Clumsym-set
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3.3.5 Elastic rod
The comparison of various reduction schemes is a procedure,the nature of which is
twofold. So far, two application examples were utilized in order to validate the dynamics
of the associated ROM under several master DoF constellations. It was accomplished
with the help of the previously presented MCC.
The second important aspect regarding the twofold nature ofthe MOR comparison is
the computation time. On one hand, the ROM is by all means desired to be able to
capture the dynamics of the original structure up to the user’s p edefined eigenvalue
spectrum. On the other hand, the generation of perfectly correlated ROMs, which is
accompanied by vast computation times, can only be negatively regarded. Thence, the
conclusion of a MOR being successful or not resides on both the dynamic properties
of the ROM and the computation time required for the procedurto be completed.
In case of coping with very large structures, the application of direct methods [51, 36]
for computing the coordinate transformation matrix (Eq. (2.38)) fails due to increased
storage requirements. Hence, iterative approaches are advised [102]. The efficiency of
the iterative algorithm is measured by the convergence rateat ach iteration step, an
aspect which can be vastly affected by the common ill-conditioned properties of a FE
structure’s stiffness matrix (Chapter 4). On this account,the elastic rod (Fig. 3.40) is
chosen to constitute the third application example for the iterative application of various
MOR schemes. It belongs to the category of medium sized models, since it consists
Fig. 3.40: Elastic rod - master DoF (black points) - Unconstrained
of nelem= 13868 elements (tetrahedronSOLID95) and nnode= 23835 nodes. Each node
is appointed with 3 translational DoF (UX, UY, UZ). The dimension of the model’s
system matrices is computed as given in Eq. (2.32) - (2.33), i.e.
dim(M) = dim(K) = (71505, 71505). (3.48)
Here, only the dominant MOR methods are utilized, i.e. CMS, ICMS, KSM and
SEREP, and the dynamic properties of the associated ROM are compared by means of
the NRFD and the modMAC criterion. Additionally, two types of the two-step MOR
approaches are applied, namely, the SEREP-KSM, and SEREP-ICMS methods. Based on
the two-step MOR algorithmic procedure (Fig. 2.8), the original model is firstly reduced
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generating thus, a fairly large dimensioned ROM and thereafter, the second reduction
scheme is applied in order to compute the final ROM.
On the basis of the aforesaid, the master DoF set is selected,as epicted in Fig. 3.40
and the dimension of the sequentially generated ROM is givenb low:
First MOR: qnode= 90 ⇒ dim(MROM) = dim(KROM) = (270, 270) (3.49)
Second MOR: mnode= 10 ⇒ dim(MROM) = dim(KROM) = (30, 30). (3.50)
The SEREP MOR method constitutes the best possible choice regarding both the quality
of the ROM and the computation time required therefor (Fig. 3.41 - 3.44 and Table
3.2). Although the standardized CMS MOR is the second fastest algorithm, it generates
the worst quality ROM. The utilization of the switching process updating methodology
could improve the ICMS-ROM’s correlation properties and consequently designate it as a
marginally better ROM than the KSM-ROM. Concerning the computational time aspect
though, the KSM MOR seems to be a better candidate than the ICMS approach.
The application of the two-step MOR methods could be regarded as a compulsory
methodology in cases where either the computation time of one-step MOR schemes
is vast or specifically, when the direct utilization of SEREPfails (Section 2.4.4).
As depicted in Fig. 3.44 such reduction schemes can be very efficient with minor
computation time requirements (Table 3.2).

























Fig. 3.41: Elastic rod - NRFD criterion
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Fig. 3.42: Elastic rod - CMS & ICMS MOR - modMAC
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Fig. 3.43: Elastic rod - KSM & SEREP MOR - modMAC
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Fig. 3.44: Elastic rod - SEREP-KSM & SEREP-ICMS MOR - modMAC
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Table 3.2: Elastic rod - MOR Comparison - Quality Computation Time







Finally, the matter of the obligatory utilization of both the eigenfrequency and eigen-
vector criteria when validating the dynamic properties of aROM is demonstrated in
this Subsection. Therefore, Table 3.3 is comprised of some additional information
regarding the quality of the ICMS and CMS ROM. As observed, a simple comparison
of the eigenfrequency spectrum for the original and the ROM results in very well
eigenfrequency-CMPs, e.g. 11 and 12, or 17 and 18 for the CMS or the ICMS
ROM, respectively. In both cases the relative eigenfrequency comparison is small, i.e.
NRFD< 3% and consequently, the analogous correlation is expectedfor the associated
eigenvectors. Nevertheless, the modMAC criterion (Fig. 3.42) gives a zero percent
correlation, i.e.modMAC= 0% (Table 3.3).
Table 3.3: Elastic rod - CMS & ICMS - NRFD & modMAC
MOR Eigenvect. Nr. NRFD[%] modMAC [%]
CMS 11 2.45 0
12 1.16 0
ICMS 17 2.84 0
18 0.48 0
The initialization of the switching process updating methodol gy could improve the order
of the eigenvector correlating discrepancies.
3.3.6 Elastic crankshaft
The elastic crankshaft (Fig. 3.45) completes the series of application examples for
this Chapter. It is selected under the same assumptions and co itions as the elastic
rod model (Subsection 3. .5) and is discretized in ANSYS with tetrahedronSOLID95
elements, each one being appointed with three translational DoF (UX, UY, UZ). It
belongs to the category of large FE models, since it consistsof nelem= 73141 elements
(tetrahedronSOLID95) and nnode= 114608 nodes. In this regard, the dimension of the
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model’s system matrices (Eq. (2.32) - (2.33)) is ascertained as shown below:
dim(M) = dim(K) = (343824, 343824). (3.51)
In order to initialize the reduction procedure the master DoF are selected in the middle
of each bearing as depicted in Fig. 3.45. Thence, the designated dimension of the ROM
is:
dim(MROM) = dim(KROM) = (33, 33). (3.52)
The large dimension of the system matrices (Eq. (3.51)) indicates the application of
an iterative approach for the MOR scheme to be rather compulsory. Nevertheless, the
direct solution appears to be feasible in case of invoking special software packages
and libraries for sparse linear systems, e.g. CSparse [36],TAUCS [121] or the, so
called, Multifrontal Massively Parallel Solver [91]. On this account, the computation
time is comparable to the time required for a static-analysis solution by commercial
FEM software packages. Here, the iterative approach is adopte and four different ROM
are computed, namely, by utilizing both the one- and two-step MOR algorithms. The
CMS and KSM schemes are chosen for the purpose of the first category, whereas the
SEREP-CMS and SEREP-ICMS constitute the methods of the lattr category.
Fig. 3.45: Elastic crankshaft - Unconstrained
In Fig. 3.46 - 3.48 and Tables 3.5 - 3.6 the lack of efficiency rega ding the one-step
algorithmic schemes is demonstrated. Although the well CMPs cover a fairly large
eigenvalue range, the required computation time is vast andthus, such MOR methods
are inappropriate for large dimensioned models. In contrast to the one-step methods the
applied two-step algorithms overcome this problem and moreover, the generated ROM
are more accurate. Therefore, the fast SEREP algorithmic scheme is utilized and a fairly
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large dimensioned first-ROM is computed, i.e.
First MOR: ⇒ dim(MROM) = dim(KROM) = (450, 450). (3.53)
The large dimension number in Eq. (3.53) assures the computation of a first-ROM,
which captures perfectly the dynamics of the original modelup to the predefined limit.
The SEREP MOR is completed within 2 hours (Table 3.5) with approximately 77%
thereof being utilized for the formulation of the associated ROM matrices (Table 3.4).
Table 3.4: Elastic crankshaft - SEREP - CPU Time
SEREP MOR CPU Time [min] CPU Time [%] Algorithm
Modal analysis 22.93 19.6 Lumped mass
PCG Lanczos
TSEREP 4.15 3.6 Sparse SVD
{M , D, K}SEREP 89.73 76.8 Matrix algebra
Total 116.8 100



























Fig. 3.46: Elastic crankshaft - NRFD criterion
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Fig. 3.47: Elastic crankshaft - CMS & KSM MOR - modMAC
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Fig. 3.48: Elastic crankshaft - SEREP-CMS & SEREP-ICMS MOR -modMAC
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Table 3.5: Elastic crankshaft - MOR Comparison - Quality Computation Time
MOR Computation time[hrs] modMAC≥ 90%
CMS ≈ 18 8
KSM ≈ 40 11
SEREP-CMS ≈ 2 17
SEREP-ICMS ≈ 2 19
Finally, the importance of utilizing both the eigenfrequency and eigenvector MCC is given
in Table 3.6. Here, as in the case of the elastic rod (Table 3.3), a simple eigenfrequency
comparison ascertains insufficient conclusions regardingthe dynamic properties of the
ROM - in this case the CMS-ROM, since the associated eigenvectors correlate either
poorly (modMAC(15) = 65%) or not at all.
Table 3.6: Elastic crankshaft - CMS - NRFD & modMAC
MOR Eigenvect. Nr. NRFD[%] modMAC [%]





The calculations for both the elastic piston rod and crankshaft models were conducted
within the Matlab environment [59] under Microsoft WindowsXP installed on a personal
computer with the following configuration: Dual Core AMD Opteron(tm) Processor 246,
1.99 GHz, 3.25 GB RAM.
With the elastic crankshaft model being the last application example of this Chapter,
the cycle of comparing several MOR schemes by use of eigenvalue correlation criteria
is completed. The utilization of either direct or iterativemethods for reducing the
dimension of several FE model types under various master DoFconstellations has shown
that alternative MOR algorithms exist, which could offer qualitatively better results at a
reduced computation time cost than the standardized Guyan or CMS schemes.
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4 Numerical issues in model order reduction
In Chapters 2 and 3 the algorithmic scheme of numerous MOR methods was presented
and their practical application along with a comparison based on four types of FE
models was exemplified, respectively. As indicated, the successful application of a MOR
procedure relies both on the quality of the computed ROM, i.e. the range of the
well CMPs between the original and the associated ROM, and onthe computation time
required therefor. While the first aspect depends on the applied MOR approach and
the appropriate master DoF selection and allocation, the latt r is vastly affected on one
hand by the dimension size of the FE model to be reduced, and onthe other hand by
the condition properties of the model’s system matrices.
The general scheme for the practical implementation of all the previously presented
MOR methods, apart from SEREP and BT, leads to the formulation of a linear system
of equations, which must be solved in order to compute the associated coordinate
transformation matrix (Eq. (2.38)). Considering, for instance, the Guyan MOR method
and the derivation of the Guyan transformation matrix in Eq.(2.55), the following
system of equations is acquired:













⇒ T = −K−1ss K sm (4.2)
⇔ AX = B, A := K ss, X := T, B := −K sm (4.3)
Thus, in order to compute the Guyan coordinate transformation matrix, the linear system
in Eq. (4.3) must be solved. Based on the hardware profile as well as the CPU power
two different approaches could be adopted:
• Direct calculation. This methodology copes with the factorization of the matrix
A. It is conducted by invoking certain decomposition methods[51, 36], e.g.
Cholesky, QR, LU, ILU, Dulmage-Mendelsohn, etc., and thereafter by solving the
decomposed sub-systems, e.g. with the help of the back-substitution method. As
already mentioned in Subsection 3.3.6, the utilization of specialized libraries for the
solution of large sparse linear systems, e.g. CSparse [36],TAUCS [121], MUMPS
[91], etc., allows the non-problematic application of a factorization procedure,
which could actually be completed within an acceptable range of computation
time. Nevertheless, the direct calculation is highly dependent on the CPU power
and thus, for constantly increasing FE models several memory capacity problems
occur.
• Iterative calculation. The application of iterative algorithms [102], e.g. the
Conjugate Gradient method (CG) and its variants, the Generaliz d Minimal Residual
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method (GMRES), etc., is always feasible and moreover compulsory in cases
where any direct approach fails. Several preconditioning techniques exist [102], the
utilization of which accelerates the convergence rate of the i erative approach under
the assumption of a predefined residuum limit. Nevertheless, the acceleration rate
of any iterative procedure is highly related to a specific matrix property referred
to as the condition number [51, 5]k(A), which is defined as the ratio of the
largest to the smallest singular values ofA, i.e.
k(A) = ‖A‖‖A−1‖ = σ1(A)
σn(A)
. (4.4)
Regarding, for example, the CG method, the number of iteration stepsNCG depends




According to the MOR algorithms presented in Chapter 2, the calculation of each
coordinate transformation matrix requires the inversion of either the entire stiffness
matrix K , e.g. as in the KSM case (Eq. (2.210)), or a part of it, namely,the sub-block
matrix K ss defined by the slave structure, e.g. as in Guyan, IRS, CMS, ICMS, etc.
The finer the original structure is discretized, the larger the dimension of the resulting
system of ODEs is and consequently the more difficult it is to apply a factorization
method for the inversion ofK or K ss. On this account, a general thumb rule regarding
large structures implies for systems with dimensionndim≥ 5·105 the application of direct
methods to be rather inadequate.
The initiation of iterative procedures is accompanied by a common negative aspect of
FE discretized structures, namely, the ill-condition properties of the stiffness matrix. It
is regarded as a natural property of the stiffness matrix in the FE theory, which is
amplified in case of tolerance failures during the discretization process. Based on the
definition in Eq. (4.4) an ill-conditioned matrixA corresponds to a largek(A) value,
which automatically reduces the effectiveness of the applied iterative algorithm, since
the number of required convergence steps are increased, e.g. as given in Eq. (4.5)
for the CG case. Thence, the application of the MOR algorithmfor large dimensioned
models is restrained in both levels of direct and iterative calculation, with the latter
being qualitatively inappropriate to conduct due to vast computation times.
The side-effect of the ill-condition properties is not onlyrestricted to large dimensioned
models during the iterative MOR solution. The direct MOR methodology for small or
medium sized models might also suffer from inaccurate calcul tions during the solution
of the linear systems of equations (Eq. (4.3)). According to[5], if in Eq. (4.3) the
terms A and B are perturbed to the equivalent terms̃A and B̃ with the associated
norms ‖A − Ã‖ and ‖B− B̃‖ being small, then it holds:
‖x− x̃‖







4.1 Diagonal perturbation methodology 115
Hence, the relative error in the solution can be amplified up to k(A)-times w.r.t the
relative error in the data.
The practical interpretation of the conclusion in Eq. (4.6)can be easily understood, if
for example, the KSM MOR is considered. As described in Eq. (2210) the TKSM
subspace depends on the definition of the starting vectorF, which might not necessarily
coincide with the vector of applied forces acting on the structure, since it can be
arbitrarily chosen. In case of the stiffness matrix being ill-conditioned and based on
the above equation (Eq. (4.6)) withA ≡ Ã = K , the utilization of different starting
vectors would lead to the computation of different coordinate transformation matrices
and therefore, different - in terms of the dynamic properties - ROMs. A fact, which
can only be regarded as unacceptable, since the KSM algorithmic approach should not
be vastly affected by the choice of the starting vector during the application of the
ARNOLDI algorithm.
On the basis of the aforesaid, the diagonal perturbation methodology is proposed
[67, 64] in the following Section 4.1. It is developed in view of improving the
condition properties of the matrixA for linear equation systems, as given in Eq. (4.3),
which are explicitly formulated during the application of aMOR algorithm.
4.1 Diagonal perturbation methodology
Instead of solving the original linear system (Eq. (4.3)), the matrix A is perturbed into
the matrix termÃ and thereafter, the perturbed system is solved:
Ãx = B ⇐⇒ (A +αAd)x = B. (4.7)
In Eq. (4.7) the termAd annotates the diagonal entries of the original matrixA, i.e.
Ad = [aii ] , i = 1,2, . . . ,n, with A ∈ Rn×n, (4.8)
whereas the perturbation parameterα is defined as given below:
α = 10−(c+k) (4.9)
c = maxj∈N
{
f ( j, i) := 10± j · âii , i = 1,2, . . . ,n
}
(4.10)
k ≥ min( j)−max( j) . (4.11)
The perturbation parameterα depends on the definition of the parametersc and k, as
given in Eq. (4.9). The first parameterc equals the maximum upper script absolute
value j of the matrix’s diagonal entries with the latter being annotated as a floating
point number, as described in Eq. (4.10). Thus, the termf ( j, i) can be regarded as a
different annotation for the diagonal entries defined in Eq.(4 8). Let us consider the
following example:
a[1. . .5, 1. . .5] =
{
4.9 ·105, 5.4 ·105, 1.2 ·106, 1.8 ·106, 1.7 ·107
}
(4.12)
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Here, the diagonal entries of a 5×5 matrix are depicted. According to Eq. (4.10) in
order to define the parameterc, the maximum of the five diagonal entries should be
located and the absolute upper script value of its floating point number representation
should be isolated: the fifth entrya[5,5] = 1.7 ·107 constitutes the maximum value and
thus, c = 7.
The definition of the α perturbation parameter is completed by allocating the value
for the parameterk (Eq. (4.9)), which is derived based on Eq. (4.11). On this
account, thek value for the example in Eq. (4.12) should be always larger orequal
than −2, i.e. k≥ −2, since min( j) = 5 and max( j) = 7. The choice of thek-value is
user dependent and as shown in the following Section 4.2, the more the value reaches
the lower permitted limit (Eq. (4.11)), the faster the iteraive solution converges, but
simultaneously the larger the produced numeric error is. Thence, the limit expressed in
Eq. (4.11) assures the determination of a global perturbation parameterα, such that the
solution of the perturbed system (Eq. (4.7)) is not erroneous.
In this regard, the diagonal perturbation methodology is applied on one hand to the
iterative solution of the elastic rod and crankshaft models(Subsections 3. .5 and 3.3.6,
respectively) and on the other hand to the direct solution ofa small dimension 3D solid
bar structure. The purpose in the first case is to demonstratehe effect of the method
in accelerating the iterative solution within acceptable error bounds. The second case
copes with the improvement of the dynamic properties of the resulting ROM through
the application of the diagonal perturbation, which is due to the improvement of the
condition properties for the stiffness matrix. In both cases, the numeric error is measured
based on the NRFD and modMAC MCC for the original and the associated ROM.
4.2 Diagonal perturbation - application examples
4.2.1 Iterative model order reduction
The results depicted in the following Fig. 4.1 - 4.4 concern the iterative application of
the KSM MOR approach for the dimension reduction of the elastic rod (Fig. 4.1 - 4.2)
and the elastic crankshaft (Fig. 4.3 - 4.4), respectively.
In both cases the computation of the associated Krylov subspaces (Eq. (2.210)) fails,
since the iterative algorithm - Preconditioned Conjugate Gradient method (PCG) with
an incomplete Cholesky factor being defined as a preconditioer - cannot converge.
Therefore, the application of the diagonal perturbation methodology is compulsory.
According to its algorithmic scheme (Eq. (4.7) - (4.11)), the user can choose to vary
the values of thek-parameter as long as the condition in Eq. (4.11) is satisfied. On
this account, the following choices for thek-parameter have been made for both of the
aforementioned elastic structures, respectively, i.e.:
KSM-Rod: ⇒ k = {−2, −1, 0, 1, 2} (4.13)
KSM-Crankshaft: ⇒ k = {0, 1, 2} (4.14)
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The valuek = 2 represents a small perturbation for the diagonal entries of the stiffness
matrices of both models. The associated condition number remains almost unaffected
and thus, the simulation time required for the completion ofthe iterative procedure is
vast. Nevertheless, the PCG algorithm does not fail to converge as in the previous
case (Fig. 4.1 - 4.3). However, for the crankshaft example, as observed in Fig.
4.3, the iteration-steps upper limit (nlimiter = 5000) is reached and the solution does not
converge according to the applied tolerance (10−3). By reducing the values ofk a
faster convergence rate is achieved. A thumb rule of 0≤ k ≤ 2 assures a satisfactory
convergence rate keeping intact the dynamic properties of the models.
Table 4.1 gathers the information for two major aspects regarding the effectiveness of
the diagonal perturbation methodology, namely, the computation time reduction and the
amount of the dynamics’ damage caused by its application. Considering the elastic
rod, it is observed that the system’sk = −1 perturbation reduces the computation time
by 48.3% without negatively affecting the quality of results (0% modMAC damage),
whereas the choicek = −2 accelerates the solution, which in comparison to thek = 2
case is reduced by 82.6%, but the dynamics of the model are damaged (42.8% modMAC
damage, depicted also in Fig. 4.2).
An analogous outcome is derived for the KSM-ROM in case of theelastic crankshaft
and under the influence of the diagonal perturbation method.Here, the parameter
choicesk = 0 and k = 1 drastically reduce the computation time by 13.2% and 61.5%,
respectively, while keeping intact the dynamics of the original model up to a certain
limit. The percentage of the damaged dynamics depicted in Table 4.1 are due to the
KSM algorithm and not because of the diagonal perturbation.Therefore, the percentage
rate is the same for all of the applied perturbation parameters. This outcome could
only be improved by applying either a different MOR approachor denoting a larger
dimension for the ROM.
Table 4.1: Diagonal perturbation - Computation time - Quality of results
Elastic structure k parameter Time reduction[%] Damaged Eigenvect.[%]





Crankshaft 2 0 42.1
1 13.2 42.1
0 61.5 42.1
The diagonal perturbation method is both independent of theMOR algorithm applied
and the preconditioning technique utilized for the iterative procedure. Additionally, it is
highly advised for MOR approaches, which require the inversion of the entire stiffness
matrix K . In such cases the associated condition number (Eq. (4.4)) is high due
118 Chapter 4: Numerical issues in model order reduction
to almost zero (numerically) eigenfrequencies, which are acommon characteristic of
non-fixed matrices in structural mechanics.










































Fig. 4.1: Diagonal perturbation - elastic rod - comp. time & conv. rate
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Fig. 4.2: Diagonal perturbation - elastic rod - NRFD & modMAC
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Fig. 4.3: Diagonal perturbation - elastic crankshaft - comp. time & conv. rate
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Fig. 4.4: Diagonal perturbation - elastic crankshaft - NRFD& MAC
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4.2.2 Direct model order reduction
In this Subsection, the example of a 3D solid bar structure isconsidered (Fig. 4.5),
the dimension of which is directly reduced with the help of the KSM method. The
immediate consequence of present ill-conditioned matrices s depicted throughout the Fig.
4.6 - 4.8, the nature of which is twofold.
The first aspect concerns the application of non-adequate direct methods for the solution
of the MOR problem. As observed in Fig. 4.6 the utilization ofsuch inappropriate
methodologies might lead to the generation of ROM with severly damaged dynamics in
comparison to the original model. Thence, the computed results are erroneous. On the
other hand, the application of the same direct numeric approaches combined with the
diagonal perturbation methodology contributes in minimizng the numeric error due to
the high condition number of the stiffness matrix and thus, generating a ROM (annotated
as DP ROM in Fig. 4.6), which perfectly captures the dynamicsof the original model.
Of course, the generation of erroneous results is avoided ifappropriate numeric methods
are selected. Nevertheless, the diagonal perturbation methodology is independent of the
chosen direct numeric scheme and in case of ill-conditionedsystems the quality of the
generated ROM is good (as long as the condition in Eq. (4.11) is fulfilled).
Fig. 4.5: 3D solid bar structure - 60 DoF
The second aspect regarding the presence of ill-conditioned matrices during the direct
MOR is restricted to the special KSM MOR case. Here, the influece of different
starting vectors for the initialization of the ARNOLDI algorithm is investigated. On this
account, two different KSM ROM are generated and for both cases the eigenvector
correlation w.r.t the dynamics of the original model is depicted in Fig. 4.7 - 4.8. As
observed, the dynamics of the ROM I & II suffer from correlation discrepancies, which
is an immediate consequence of the relationship given in Eq.4.6 In view of coupling
the FEM ROM into a MBS code, such results cannot be accepted and therefore, either
a different MOR scheme or a special type of deflation technique [86, 24] should
be applied. On the other hand, the ROM generated with the helpof the diagonal
perturbation methodology, i.e. DP ROM I & II, undergo no correlation-discrepancies,
which proves that in case of the KSM MOR for ill-conditioned systems the diagonal
perturbation methodology is independent of the chosen starting vector for the initialization
of the ARNOLDI scheme.
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Fig. 4.6: ROM comparison - direct & diagonal perturbation soluti n




















Fig. 4.7: KSM ROM - Starting vector effect I
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Fig. 4.8: KSM ROM - Starting vector effect II
4.3 Stabilization of the matrix polynomial in structural
mechanics
The application of balancing related truncation techniques in the area of structural
mechanics (Section 2.6.4) depends on the stability properties of the, so called, matrix
polynomial, i.e.
P(λ ) = λ 2M +λD+K , (4.15)
the definition of which was given in Section 2.6.4, p. 57. On this account, the
controllability and observability Gramians are defined as the unique, symmetric and
positive definite solutions of the Lyapunov equations (Eq. (2.214)), provided that the
pencil P(λ ) in Eq (4.15) possesses eigenvalues with only negative real parts. In case
of free vibrated MBS, though, this condition is damaged and therefore, the BT MOR is
no longer applicable. When coping with first-order systems the decomposition of then
P(λ )-poles into a stable and unstable part [93] is feasible and the BT MOR proceeds
without problems. Unfortunately, this approach is no longer valid for the 2n-poles of
the matrix polynomial in Eq (4.15).
The problem regarding the non-stability ofP(λ ) in structural mechanics resides on
the rigid body eigenvalues. In terms of the modal analysis process theP(λ ) unstable
part can be located to the rigid body eigenfrequencies (numerically absolute zero
valued eigenfrequencies) of the equivalent undamped structure. Since the isolation or
decomposition of this part is not feasible for the second-order P(λ ), a modification
of the original matrix pencil according to the properties ofthe diagonal perturbation
methodology is proposed, based on which the undesired eigenvalues are shifted, enabling
thus, the application of BT MOR methods.
According to the Diagonal Perturbation (DP) algorithm (Eq.(4.7) - (4.11)) and based
on the application examples of the previous Section, the convergence acceleration for
iterative MOR methods is due to the better conditioned properties of the perturbed
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system in comparison to the associated original system. Thedefinition of a matrix’sA
condition number in Eq. (4.4) indicates thatk(A) can be drastically reduced, if the
smallest eigenvalues ofA are marginally increased. The utilization of the DP method
before the initialization of a BT MOR process contributes todecreasing the system’s
stiffness matrix condition number by increasing the zero - w.r.t machine precision -
rigid body eigenfrequencies and thus, the stability condition Re(P(λ ) < 0) is fulfilled.
By dividing the structure’s eigenfrequency spectrum into two parts, namely, the rigid





∣∣≤ ε2 with ε2 << ε1. (4.16)
The statementε2 << ε1 (Eq. (4.16)) annotates that when the DP scheme is applied
according to the condition in Eq. (4.11), the rigid eigenfrequ ncy difference between the
original and the DP model might be large, e.g. 10−2 < ε1 < 104, whereas the analogous
flexible eigenfrequency difference is small, e.g. 10−15 < ε2 < 10−3. The consistency
of the latter flexible region is of importance, since it constitutes the basis during the
FEM-MBS coupling procedure.
On the basis of the aforesaid, the 3D solid bar (Section 3.3.1) and the UIC60 rail
(Section 3.3.3) non-grounded elastic structures are considered and the SOMT-BT two-step
MOR scheme is applied. At first, a medium sized ROM is generated (240 DoF) for
both structures and thereafter, the zero velocity BT schemeis applied. The dimension of
the final ROM is computed based on the requirements presentedi the above mentioned
Sections for each of the models.
Tables 4.2 and 4.3 gather the rigid body eigenfrequencies for both elastic structures
prior to the initialization of the BT scheme. As observed, the non utilization of the DP
algorithm leads to the derivation of zero eigenfrequenciesand thence, the polynomial
matrix is non stable, i.e. real positive eigenvalues exist (Fig. 4.9 and Fig. 4.11).
The application of the DP algorithm succeeds in increasing the undesired zero eigenfre-
quencies and thus, stabilizing the polynomial matrix. Nevertheless, the selection of the
DP k-parameter should be conducted according to the condition in Eq. (4.11), otherwise
the resulting ROM might not accurately represent the original model. Therefore, the
permitted k-values are ascertained as given below, i.e.
3D solid bar: k ≥ −1 (4.17)
UIC60 rail: k ≥ −1. (4.18)
The immediate consequence of violated conditions in Eq. (4.17) - (4.18) is, on one
hand, the generation of extremely high rigid body eigenfrequencies for the associated
perturbed systems (k = −2 and k = −4 as depicted in Tables 4.2 and 4.3, respectively),
and on the other hand the computation of ROMs, which are charaterized by correlation
discrepancies (Fig. 4.10 - 4.12) w.r.t the dynamics of the original model. The correlation
damage can only be effectively ascertained with the help of eigenvector criteria and not
by a simple eigenfrequency comparison. For example, in Fig.4.10 the eigenfrequency
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spectrum of the casek = −4 ROM is almost identical to the spectrum of the original
model, whereas the associated eigenvector correlation shows severe discrepancies.
Table 4.2: 3D solid bar- diagonal perturbation -ω shifting
ωrigid no DP k = 5 k = 3 k = −4
1 0 0 4.294·10−3 15.221
2 0 0 5.071·10−3 16.190
3 0 0 5.280·10−3 16.251
4 2.257·10−3 2.329·10−3 8.679·10−3 27.635
5 2.587·10−3 2.688·10−3 8.768·10−3 27.728
6 3.260·10−3 3.350·10−2 1.010·10−2 29.806
Table 4.3: UIC60 rail - diagonal perturbation -ω-shifting
ωrigid no DP k = 5 k = 2 k = −2
1 0 4.564·10−2 1.443 1.443·102
2 0 6.259·10−2 1.979 1.979·102
3 0 6.271·10−2 1.983 1.983·102
4 0 7.732·10−2 2.445 2.444·102
5 1.310·10−3 8.013·10−2 2.533 2.529·102
6 2.209·10−3 8.065·10−2 2.549 2.549·102




















Fig. 4.9: 3D solid bar - unstableP(λ )
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Fig. 4.10: 3D solid bar - BT ROM correlation - DP




















Fig. 4.11: UIC60 rail - unstableP(λ )
128 Chapter 4: Numerical issues in model order reduction











































Fig. 4.12: UIC60 rail - BT ROM correlation - DP
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5 Flexible body dynamics in multi body
systems
The contents of the previously presented Chapters cover important aspects regarding the
adaptation of various MOR methods to the requirements of thediscipline referred to as
elastic body dynamics. The theoretical background (Chapter 2), the level of application
(Chapter 3), and the effective implementation with the helpof numeric enhancements
(Chapter 4) have shown the application of certain MOR schemes to be more accurate
and therefore more adequate to use than the already standardized (Fig. 1.1) Guyan or
CMS algorithms. In view of generating mechanical MBS based on such alternative MOR
methods, the utilization of the existing rigid-flexible body ynamics theory (FEM-MBS
coupling) is rather compulsory. Herewith, the system’s rigid and elastic information is
formulated according to the MBS formalism into the, so called, descriptor form.
The descriptor form’s evaluation is conducted based on the cat gory to which the applied
MOR scheme belongs (Section 2.3). In case of Non physical subspace reduction-
expansion methods(Section 2.3) several adaptation steps (back-projection approach
[71, 72]) are necessary in order for the physical propertiesof the final MBS to be
adequately defined during the FEM-MBS coupling. For the restof the MOR methods
presented in this Thesis such intervention is not necessary. Nevertheless, for all the
MOR approaches, excluding the previously mentioned standardized Guyan and CMS
methods, the appropriate interface must be provided in order for the coupling process
to be realizable between commercial FEM and MBS software packages. In terms of the
requirements in this Thesis the software availability is retricted to two tools (Fig. 1.1),
namely, ANSYS [3] and SIMPACK [115].
On this account, the generalized equations of motion for mechani al MBS are shortly
derived in Section 5.1. Based on the floating frame of reference formulation and
the Ritz approximation for deformations [110, 112], the symmetric system matrices
are partitioned into specific sub-parts according to the rigid and elastic contribution
for both the translational and rotational coordinates. Thesystem’s integrals are given,
namely, the generalized mass and forces. Their evaluation is derived in Section 5.2
under consideration of several approximating assumptions[123] and the final equation
of motion for the coupled FEM-MBS formulation is presented as set of generalized
Differential and Algebraic Equations (DAEs).
In Section 5.3 the back-projection approach is introduced, the application of which
enables the import of ROM belonging to theNon physical subspace reduction-expansion
methodscategory into SIMPACK . Finally, Section 5.4 copes with the structure of the
SID file.
130 Chapter 5: Flexible body dynamics in multi body systems
5.1 Floating frame of reference formulation
A mechanical MBS is defined as an assembly of arbitrary rigid an flexible bodies,
which interact with each other due to the presence of joints and force elements. The
latter are defined either among bodies only or between certain bodies and a predefined
inertial frame [125, 110, 112].
In the following Subsections the equations of motion for an arbitrary elastic bodyi will
be derived under the modelling assumption of the, so called,floating frame of reference
formulation. The description of such an elastic body is conducted based on Fig. 5.1,
which is introduced in SCHWERTASSEK and WALLRAPP [110].
According to the floating frame of reference formulation, itis assumed the deformation




as depicted in Fig. 5.1. Thence, the total displacement of the material pointsP of
an arbitrary elastic bodyi (linear material properties are assumed) is a superposition




and the associated displacement due to
deformation. Finally, it is assumed the deformation to be small, but without excluding
Nodal frame
in actual configuration
Node      on body
Inertial system
Body     in actual
configuration




Fig. 5.1: Floating frame of reference formulation
the consideration of pre-stresses. Herewith, the equations of motion can be linearized
w.r.t the deformation coordinates even in case of large overall - reference - motion.
5.1.1 Kinematics of flexible multi body systems









is ascertained with the help of the rotation matrixA i , i.e.




, {α, β} = 1, 2, 3. (5.1)
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Eq. (5.1) constitutes the necessary information for describing the motion of an arbitrary














are given in compact form as follows [110]:
ρ (R, t) = ρ i(t)+R+ui(R, t) (5.2)














Here, ρ (R, t), v(R, t) and a(R, t) annotate the position, linear velocity, and linear
acceleration, respectively. Furthermore,ω̃ i is the skew-symmetric angular velocity matrix
and ui(R, t) the vector representing the inner displacement of the pointP due to
deformation.
The kinematic description of the pointP is completed by including the rotational
information of the body reference frame w.r.t to a specific coordinate system of the
flexible body. In case of FE structures such a coordinate system is given by the, so




≡ {O, e} as depicted in Fig. 5.1. Thus, for small




the analogous vectors of position, angular
velocity, and angular acceleration are obtained [110]:
A(R, t) =
(
I − ϑ̃ i(R, t)
)
Γi(R)A i(t), A(R, t) = Θi(R, t)A i(t) (5.5)
ω (R, t) = ω i(t)+ ϑ̇ i(R, t) (5.6)
b(R, t) = ω̇ i(t)+ ϑ̈ i(R, t)+ ω̃ i(t)ϑ̇ i(R, t), (5.7)





the analog of the matrixΓe defined in Eq. (2.2) - (2.3), andϑ i(R, t)
the deformation vector due to rotation.
According to Eq. (5.2) - (5.7) the motion of an arbitrary point P of an elastic body





time dependent termsρ i(t), ai(t), vi(t), and ω i(t), and the motion of the{O, e} w.r.t{
Oi, ei
}
. The latter motion is ascertained by the time and space depennt functions
ui(R, t) and ϑ i(R, t), respectively, the approximation of which is conducted with the
help of the Ritz method.
5.1.2 Ritz approximation for deformations
The mathematical theory of variable separation leads to thedescription of the displace-
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Here, the time dependent termsqi(t) are the, so called, generalized coordinates and the
space dependent functionsΦ i (R) and Ψi (R) constitute the, so called, basis functions.
The deformation shape is then exactly captured, if and only if, the infinite series
converge to the limit functionsui(R, t) and ϑ i(R, t), respectively.
The Ritz method approximates the deformation field by truncati g the infinite series of

















with the prerequisite ofũi(R, t) and ϑ̃ i(R, t) being Cauchy sequences [128, 112], i.e.
converging to the limit functions of Eq. (5.8). Hence, the basis functions have to
satisfy the geometric boundary conditions induced by the floating frame of reference
formulation.
On the basis of Eq. (5.9) - (5.10), the equations of motion given in Eq. (5.2) -
(5.7) can be expressed in terms of the generalized coordinates nd the associated basis



















a(R, t) = T it ż
i(t)+ ω̃ i
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= T it ż
i(t)+ζ it (5.14)






zi(t) = T ir(R)z
i(t) (5.15)
b(R, t) = T ir(R)z
i(t)+ ω̃Ψ(R)q̇i︸ ︷︷ ︸
ζ ir
= T ir(R)z
i(t)+ζ ir . (5.16)
According to the relationships in Eq. (5.11) - (5.16) the complete kinetic description of
the elastic bodyi is outlined in the next Subsection 5.1.3.
5.1.3 Kinetics of flexible multi body systems
The derivation of the elastic body’s kinetic information isstraightforward based on the
principle of virtual power - JOURDAIN’s principle [61] -, the analogon of which is
already introduced in Eq. (2.13) - (2.14) with the associated rms being defined in
5.1 Floating frame of reference formulation 133
Section 2.1.2. In this regard, the inertia as well as the internal and external forces of
the elastic bodyi are shortly derived in the following.
• Inertia of the deformed body. According to the virtual work for infinitesimal

















M i żi −hiω
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(5.17)































which is symmetric and can be partitioned into the followingparts:
– Rigid body
(i) pure translational (indextt) and rotational motion (indexrr )
(ii) contribution (indexesrt , tr)
– Elastic body
(i) pure elastic influence (indexee)
































ρ i0(R)dV being the body mass,c
i the center of mass,




, Met ≡ Cit the matrix
coupling the translational motion and deformation,Mer ≡ Cir the matrix coupling
the angular motion and deformation, andMee the generalized mass due to the
deformation coordinates.
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calculated according to the following relationships withnq referring to the number






















ΦiT ω̃ iω̃ ir iρ0dV. (5.23)
• Internal forces. The tensor of generalized internal forces is a nonlinear function
of the coordinatesqi , as shown in Eq. (5.24), which is introduced based on the




δ ε̇ iT σ idV = δ q̇iT
∫
V i0








with the termsε and B being defined in Eq. (2.15) and Eq. (2.20), respectively
(linear case). The final calculation of the stiffness matrixK iee in Eq. (5.24) is
conducted based on three modeling approaches depending on the application area
[112, 128, 110, 111, 126, 125]:
(i) Assumption of linear displacement functions and deformations (Ritz approx-
imation (Eq. (5.9)), which consequently lead to the definitio of a linear
stiffness matrix.
(ii) Assumption of (i), but considering pre-stresses leading thus, to geometric
stiffening matrices.
(iii) Assumption of (ii), but considering quadratic displacement functions, which
ultimately contribute to generating quadratic mode shape terms.
• External forces. As external forces are considered to be all surface forces applied
on the body i. They are divided into two categories according to the nature of
their existence:
(a) Imposed (user defined) forces and
(b) forces Fk,i and Lk,i resulting from force elements (e.g. springs) and joints at
the nodesk of the i-th body.















Herein, Aip0 annotates the infinitesimal surface where the loads are applied and p
i
0
is the density vector of all imposed forces. Finally, the vectors hip, h
i
d denote the
continuous imposed and the discrete joint forces, respectively.
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The introduction of the state vector̃zi =
[
ρ i α i qi
]
with the coordinatesρ i and α i
annotating the state variables of position (Eq. (5.2)) and velocity (Eq. (5.5)), respectively,
enables the formulation of the general motion equations forthe elastic bodyi. The
assembly ofnb bodies of this type, the motion of which can be imposed to certain
constraints due to their interconnection (joints) or ground conditions w.r.t the inertial
frame, leads to the derivation of the generalized index-3 DAE for mechanical MBS, i.e.













zi , i = 1,2, . . . ,nb (5.29)
g(z, z̃, t) = 0 (5.30)
Herein, the termGTz̃i refers to as the constraint Jacobian matrix,λ denotes the associated




is defined as given in [110, p. 382].
5.2 Evaluation of the elastic body information
This Section constitutes the kernel of the FEM-MBS couplingprocedure, which is
conducted by means of commercial software tools. The integral representation of the
elastic body information given throughout the Eq. (5.17) - (5.27) should be approximated
in order to be importable into MBS codes. As already mentioned, in this Thesis the
coupling of rigid and flexible body dynamics is realized witht e help of two specific
commercial software tools, namely, the ANSYS FE and the SIMPACK MBS program.
Therefore, according to Fig. 1.1, the coupling process is conducted in two steps.
Firstly, the flexible structure is modelled with the help of the FEM and the associated
ROM is generated using a certain MOR approach. The direct utilization of a non-reduced
FE structure is not advised, since any kind of DAE numeric approach [21, 6, 66, 101]
for the solution of the large time-continuous system in Eq. (5.28) - (5.30) results
in definite failure. The efficiency of the mentioned solvers is highly dependent on
the dimensionnDAEdim of the DAE system. A thumb rule ofn
DAE
dim ≤ 500 ascertains
136 Chapter 5: Flexible body dynamics in multi body systems
the derivation of a solution with no computation burden. Themore this boundary is
exceeded, the more likely it is for a failure or vast computation times to occur.
Secondly, the ROM’s information, the dynamic properties ofwhich are expressed via
the kinetic integrals of Eq. (5.17) - (5.27) is evaluated such that it is applicable for
the MBS code import. In case of ANSYS and SIMPACK, the first step is restricted to
the application of only two specific condensation methods, namely, either the Guyan or
the CMS MOR and the second step is realizable, only if the ROM’s evaluated data is
transfered into the SIMPACK code by means of the SID file format (Section 5.4).
The allocation of theΦ i (R) and Ψi (R) basis functions defined in Eq. (5.9) - (5.10)
constitutes the initial step during the activation of the elastic body’s evaluation procedure.
In case of FE models these functions are defined as the structure’s mode displacement
matrices, i.e. the eigenmodes and static modes. Nevertheless, higher order polynomials
or frequency response modes may be utilized instead [37].
In this regard, the evaluation is conducted based on simple vector-matrix calculations
of the ROM’s system matrices
{
MF , DF , KF , KF,geo
}
∈ RnF×nF annotating the mass,
damping, stiffness, and geometric stiffness matrix, respectiv ly, the deformation mode
matrix Sie ∈ RnF×nmode with nmode representing the number of computed modes, and the









































, k= 1,2, . . . ,nmaster. (5.31)
The term Rk gives the position of thek-th node of the reduced FE discretized elastic
body i and consequentlỹRk annotates the associated skew symmetric matrix. Finally,
nmaster denotes the total number of nodes in the ROM.
The integral sub-matrices of the generalized mass matrix inEq. (5.19) are evaluated
by the use of Taylor expansion up to first-order Taylor terms [110]. Therefore, in the
following, the subscript indexes 0 and 1 represent the zero-and the first-order Taylor
terms, respectively.
• Mass sub-matrices


















































where for the computation of the first order matrices in Eq. (5.34) the calculation
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= −SiTr∗α K irβ Sie∗l , α, β = {1,2,3} , l = 1, . . . ,nmaster. (5.36)
• Matrices of gyroscopic and acceleration forces















































The information gathered in Eq. (5.31) - (5.39) ascertains the evaluated form of the
generalized DAE of Eq. (5.28) - (5.30), which should always be valid independent of the
MOR scheme applied. In view of utilizing a MOR method, which belongs to theNon
physical subspace reduction-expansion methodscategory, the properties of the aforemen-
tioned DAE system are defined in a non-physical spaceℵn := {z : {z∈ ℵn}∩{z /∈ Rn}},
e.g. ℵ = K the Krylov subspace in case of the KSM method.
The FE data required in order for the FEM-MBS coupling process to be realizable in
terms of the ANSYS and SIMPACK software packages are shortlylisted below:
1. System matrices (damping and geometric stiffness matrices f required).
2. Mode displacement matrices (static and modal analysis).
3. Geometry information of the nodes.
4. DoF information (free or fixed).
5. Stress matrices of the body at nodes.
6. Load vectors due to reference unit loads.
In case, for example, of a KSM ROM and based on the relationships provided
throughout the Eq. (5.31) - (5.39) the mechanical properties of the generated MBS,
e.g. the mass, center of mass, mass moments of inertia, etc.,possess no direct physical
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interpretation (Table 5.1), since they are not defined on thep ysical configuration space
(Euclidean space){Rn, n = 1,2,3}. Herewith, the practical data transfer into SIMPACK
is forestalled, since the basic model properties [115] are inadequately defined.
On this account, an extra subspace is required, with which the ROM’s dynamic
information is projected back onto the Euclidean space. This methodology is referred
to as the back-projection approach (Fig. 5.2) and is introduce in KOUTSOVASILIS,
QUARZ and BEITELSCHMIDT [71, 72].
Fig. 5.2: Back-projection approach: reduction-expansionsubspace
Without loss of generality, let us consider the undamped version of the master and slave






















According to the space reduction-expansion work flow in Fig.5.2, let Tℵn→Rn denote
the transformation matrix required for projecting the non-physical ROM onto the physical
configuration space andTRn→ℵn the equivalent reverse projection matrix.
The original model’s state vectorz is approximated byzR with help of the lower
dimension subspaceTℵn, as already defined in Eq. (2.38). The annotationTℵn
corresponds to the coordinate transformation matrix for MOR schemes, which belong
to the Non physical subspace reduction-expansion methodscategory and therefore, the
ROM resides on the non-physical spaceℵn. The vector of master DoFzm can be
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z = Â ·z (5.42)
(5.41), (5.42)⇒ zm = Â ·Tℵn ·zR, (5.43)
Here, I (m,m) annotates the identity matrix of dimensionm×m and 0(m,(s−m)) the zero
matrix of dimensionm× (s−m).
Eq. (5.43) gives the relationship between the ROM’s DoF defined on the non-physical
subspaceℵn and the physical spaceRn. Thus, the computation of the matrix product










= I (m,m) ·Tℵn(m,m) (5.44)





with Tℵn(m,m) and Tℵn((s−m),m) being the block parts of the transformation matrix for
the associated non-physical space MOR scheme with dimensions Rm×m and R(s−m)×m,
respectively. On that basis the following relationships are obtained regarding the state
space vectorszm and zR, i.e.
R
n ∋ zm = Tℵn→Rn ·zR and ℵn ∋ zR = TRn→ℵn ·zm. (5.46)
Herewith, the ROM, which is defined onℵn, is projected onto the subspaceTℵn→Rn
and with help of (5.46) the system’s information is defined onthe physical configuration
spaceRn (Fig. 5.2), as given in the following for the general damped version of Eq.
(2.43):
M̂mz̈m+ D̂mżm+ K̂mzm = F̂m, (5.47)
[̂ ]m = (Tℵn→Rn)
T [ ]RTℵn→Rn, [ ] := {M , D, K} .
In case of directly coping with Eq. (2.37), the back-projection approach proof is similar
with the sole difference of having to take into account the automatic DoF reordering of
FEM programs - due to the integrated wavefront solver [3]. Thereafter, an extra vector
should be defined, which would allocate the master DoFzm out of the z set.
Finally, an eigenvalue analysis of (5.47) ascertains the requi d input data (Table 5.1)
for the evaluation of the elastic body’s kinetic information (Eq. (5.31) - (5.39)) and
therefore enabling it for further processing in a MBS code. As mentioned in Chapter
3, during the modal analysis of second-order mechanical systems the eigenfrequencies
(and not the eigenvectors) are invariant to any kind of coordinate transformation, which
does not affect their dimension, as in the back-projection case. Thence, as verification
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criterion the eigenfrequencies of the non-physical space and the back-projected space
ROM ought to be compared (NRFD). Herewith, it is assured thate structural properties
of the model are preserved, e.g. the property of the mass matrix being positive definite.
This observation is important, since according to Eq. (5.45) the definition of Tℵn→Rn
depends on the inversion ofTℵn(m,m). In almost all casesm<< 10
3 and the inversion
is computationally inexpensive. Nevertheless, the properties of the subspaceTℵn(m,m)
might be ill-conditioned. Therefore, adequate direct or itera ive inversion algorithms
[51, 102, 36] should be applied in order to avoid numeric discrepancies caused by
ill-conditioned matrices, several consequences of which were exemplified in Subsection
4.2.2.
Table 5.1: Back-projection - UIC60 rail - physical propertis validation
ROM Back-projection Mass[Kg] Center of mass[x, y, z]T
CMS (FEMBS) - 144.3 0
11.65
173.1
KSM I no 3.035 −0.01459
0.2223
3.371
KSM II yes 144.3 0
11.65
173.1
At this point, it should be mentioned that during the FEM-MBScoupling procedure,
the mechanical properties of ROMs belonging to theNon physical subspace reduction-
expansion methodscategory without applying the back-projection approach are retained.
This is for example the case of the KSM I ROM in Table 5.1. The different values
for the mass and the center of mass for this model do not indicate any damaged
properties during the MOR application, but simply express these properties in a different
configuration space.
5.4 Standard Input Data file
The introduction of the back-projection approach in Subsection 5.3 enables the import
of MOR schemes of all three categories, as defined in Subsection 2.3, into MBS codes.
Hence, qualitatively better ROM - in terms of the required computation time as well
as the dimension size - can be ascertained. Both aspects werethoroughly analyzed in
Chapter 3.
The importance of the latter aspect is now easier to comprehend, since it is directly
connected to the dimension of the generalized mechanical DAE system in Eq. (5.28)
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- (5.30). With the CMS method being the standardized MOR scheme any eigenvalue
discrepancy regarding the quality of the ROM could be resolved only by the increase
of its dimension, which immediately affects any further MBSsimulation (Section 5.2).
Of course, a selection of master DoFs according to the criteria in Subsection 2.
is assumed. On the other hand, the utilization of alternative reduction schemes, e.g.
ICMS, KSM, SEREP, SEREP-ICMS, SEREP-KSM, etc., overcomes the aforementioned
problem, as presented in Subsection 3.3 and a better correlated ROM is generated for
the FEM-MBS coupling process without having to increase thedimension requirements.
The last step, with which the FEM-MBS coupling process is completed, concerns the
data transfer between the FEM and MBS software packages - in this case ANSYS and
SIMPACK. As depicted in Fig. 5.3, four data types are required in order for the process
to be successful when using the commercial tools. Two ANSYS FE output data are
generated (*.rst, *.sub), which contain the ROM’s information, as listed in Subsection
5.3. Thereafter, a SIMPACK integrated toolbox, namely, FEMBS[114] is activated, the
purpose of which is twofold. Firstly, the Flexible Body Input file (FBI) is computed,
which contains the ROM’s information given throughout the Eq. (5.31) - (5.39), and
secondly, the Standard Input Data file (SID) is generated, which constitutes a specially






Fig. 5.3: FEM-MBS coupling - ANSYS & SIMPACK - file-type work flow
The SID file was proposed by WALLRAPP [123] and it is actually compatible for any
kind of MBS code, which is based on linear or non linear equations of motion. It
is an ASCII file, the structure of which is developed according to the object oriented
techniques firstly introduced in OTTER, HOCKE, DABERKOW, and LEISTER [94]. The
aforementioned references provide an extensive description of the file and therefore, it
is not further analyzed in this Subsection.
With the SID file being introduced, the theoretical part of the FEM-MBS coupling process
along with the necessary adaptation steps (back-projection approach) is completed. As
already mentioned, the realization based on the commercialANSYS and SIMPACK tools
is feasible only for the Guyan and CMS MOR methods. On this account, the Model
Order Reduction PACKage (MORPACK) [71, 68] has been created(Chapter 6), which
enables the ANSYS-SIMPACK coupling via alternative MOR methods.
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6 Model Order Reduction Package
The Matlab based [59] MORPACK toolbox [71, 68] is the topic ofthis Chapter. Its
functionality is outlined and concluded by the Graphical User Interface (GUI) (Appendix
A).
MORPACK consists of two inner interfaces (Fig. 6.1), namely, the MOR and the SID
interface and combines all necessary procedures presentedthroughout the Chapters 2-5
for the automatic import of ANSYS FE structures into the SIMPACK MBS code. Firstly,
the FE discretized model’s information is converted into the, so called, Matrix Market
file format. Thereafter, the MOR inner-interface is activated and the ROM is generated
based on a user selected variety of physical, semi-physicalor non-physical space MOR
methods, which belong either to the one-step or the two-stepgeneral MOR algorithmic
scheme. The ROM’s dynamic properties and the preservation of its mechanical properties
are validated with the help of certain Model Correlation Criteria (MCC). Finally, the
SID inner-interface is activated, which copes with the necessary SID file generation for












Fig. 6.1: MORPACK toolbox - work flow
In all the above mentioned levels the numeric and modelling schemes introduced in
Chapters 4 and 5, are integrated within MORPACK, e.g. the diagon l perturbation
methodology and the back-projection approach. While the first numeric method copes
with the solution (either direct or iterative) of ill-conditioned systems (Section 4.2) and
the stabilization of the, so called, matrix polynomial (Section 4.3) regarding the BT
MOR techniques, the latter modelling approach (Section 5.3) enables the import into
SIMPACK, or a general MBS code based on linear or non linear systems of equations,
of MOR algorithms belonging to theNon physical subspace reduction-expansion methods
category (Section 2.3). The switching process updating methodology will be included
(Subsection 3.2.3) for maximizing the correlation order of the ROM’s modal matrix.
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The structure of Chapter 6 is divided into four Sections. Firstly, in Section 6.1 the
functionality of both the MORPACK’s inner interfaces is outlined and the application
levels are analyzed in terms of the data required or generated during or after their
operation, respectively. The two implemented algorithmicprocedures are the topic
of Section 6.2. Depending on the procedure’s selection, the MORPACK workflow
is automatically generated with the required options beinghi hlighted thus, avoiding
possible user mistakes or misunderstandings. All categoris are valid for both free
and grounded FE structures. In Section 6.3 the MORPACK toolbox is tested on two
application examples of Chapters 3 and 4, namely, the 3D solid bar structure (Subsection
4.2.2) and the UIC60 rail (Subsections 3.3.3 - 3.3.4). Finally, the case of non successful
SID generation is discussed in Section 6.4.
6.1 Functionality of the MORPACK toolbox
As depicted in Fig. 6.1, MORPACK consists of two interfaces,namely, the MOR
and the SID interface and four application levels. The application levels operate either
as data transfer or as functions, which validate the model’sdynamics or transform
their state-space definition in order to import and export compatible models for the
aforementioned interfaces.
6.1.1 Inner interfaces
The MOR inner interface of MORPACK integrates the majority of the MOR schemes
gathered in Table 2.1, the categorization of which is given in Section 2.3 and depicted
in Fig. 6.1.
Particularly, the MOR interface integrates and utilizes spar e solvers for the direct or
iterative solution of the selected MOR method. The diagonalperturbation methodology
(Section 4.1) constitutes a valid alternative for accelerating the included numeric algo-
rithm, which is the Preconditioned Conjugate Gradient method [51, 59]. The possibility
of a model dependent pre-conditioner is given, namely, an incomplete Cholesky factor
[51, 59] of the FE structure’s stiffness matrix typesK or K ss depending on the applied
MOR scheme (Chapter 2). The level of the pre-conditioner’s fill-in is user-dependent to
be chosen out of a given list. The valid spectrum for the initial perturbation parameter
α (Eq. (4.9)) is partially predefined. The user need only to designate the value of the
k parameter, the selection of which is accomplished based on MORPACK’s predefined
k-spectrum.
Furthermore, the two-step algorithmic schemes are integrat d (Table 2.2) utilizing the
above mentioned numeric schemes for the associated one-step methods. Special emphasis
is given to the following MOR approaches, i.e. SEREP-KSM, SEREP-ICMS, KSM-
ICMS, SOMT-ICMS and SOMT-KSM, which are powerful tools for accurately reducing
the dimension of very large dimensioned FE structures within acceptable computation
time limits (Section 3.3.5 and 3.3.6). Nevertheless, the conditions for safely applying the
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SEREP MOR scheme (Section 2.4.4, p. 32) should always be taken into consideration.
Finally, a matrix polynomial validation algorithm (Section 4.3) is activated whenever a
BT MOR is selected.
The SID inner interface retrieves the ROM data and activatesth elastic body evaluation
procedure (Section 5.2). The ASCII object oriented structured SID file is generated
under certain user-defined modelling parameters, e.g. the fre or fixed nature of the
structure, the FE units, the extra mass-scaling of the ROM’seigenvectors in case of
changing the FE untis, etc. The SID interface is considered to be the exact analogon
to the commercial FEMBS interface. The sole difference resides on the calculation of
the data, which is completed in two steps within FEMBS - first the FBI and then the
SID file is generated -, whereas MORPACK’s SID interface completes both tasks in one
step.
6.1.2 Application levels
The two inner MOR and SID interfaces of MORPACK operate with data provided by
four application functions (Fig. 6.1), which operate as follows.
Firstly, the application referred to as theImport/Convert FE datais activated aiming
at converting the FE information provided within the ANSYS environment (Appendix
A) as ASCII files. The FE system matrices are treated separately, since they constitute
ASCII files, the contents of which are written in the, so called, Harwell-Boeing file
format [39]. The aforementioned data is utilized for the applied MOR scheme and
thereafter, theExport FE data second application level is activated, which gathers all
ROM’s information required for the initialization of the SID interface. The general
specifications for both levels are gathered in Table 6.1, i.e.
Table 6.1: Application level I-II: Import-convert FE data &Export FE data
Model Application level I Application level II
Free 1.−6., p. 137 1.−6., p. 137
Fixed 1.−6., p. 137 1.−6., p. 137
and 1.−6., p. 137 and 1.−6., p. 137
for the associated free case for the associated free case
As given in Table 6.1, the data computation for fixed FE ROM also requires the data
of the associated free ROM. Herewith, the correct computation of the system’s physical
properties is ascertained, e.g. the mass, center of mass andm ss moments of inertia.
Prior to the SID interface activation, the third application is invoked. It consists of
various Model Correlation Criteria (Section 3.2), with which the dynamic properties of
the ROM are validated (Table 6.2). Thus, the SID file is generated upon successful
fulfillment of the MCC’s requirements. Otherwise, the MOR scheme should be repeated.
In case, though, of MCC discrepancies due to interchange of eigenvalues, which
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constitutes a rather common phenomenon in the discipline ofstructural mechanics, the
switching process updating methodology (Subsection 3.2.3) could be applied (not yet
fully integrated in Version 1.0 MORPACK).
Table 6.2: Application level III: MCC
Level III Model Correlation Criteria Validated dynamic properties
NRFD
MAC 1. Matrix definiteness
modMAC
MNVD 2. Structure preservation
SNVD
The fourth application level concerns the ROMs, which are computed with the help of
the back-projection approach (Section 5.3). Thence, it copes with the MOR schemes
of the Non physical subspace reduction-expansion methodscategory (Section 2.3). The
Back-projection controlapplication level verifies whether or not the ROM’s structure
properties are preserved (Table 6.3). If not, the ROM under this specific configuration
is not importable into any MBS code, i.e. in this case SIMPACK.
Table 6.3: Application level IV: Back-projection control
Level IV Criterion Validated dynamic properties
NRFD Structure preservation
6.2 Algorithmic procedures for free and fixed
structures
The general work flow of MORPACK (Fig. 6.1) can be accessed based on two different
types of algorithmic procedures, namely, the procedures I and II (Appendix A). The
procedure’s selection is conducted during the initiation of the MORPACK package and
herewith, the aforementioned application levels are automa ically adapted to the associated
input data requirements. On this account, the MORPACK toolbx operates efficiently
according to the user’s requirements as well as the model’s specifications.
The first procedure copes with structures, which are fully modelled within the ANSYS
environment. Therefore, the FE information required for the initiation of the first
application level (Import-convert FE data) concerns the following data: system matrices,
eigenvectors, eigenfrequencies, DoF ordering due to the ANSYS implemented wavefront
solver (Appendix A), full DoF set, and master DoF set. In caseof FE structures
with fixed DoF, the associated fixed information of the previously listed data should be
acquired as well as the information for the fixed DoF.
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The second procedure is slightly more independent from ANSYS, since the information
required as input data for the first MORPACK application leveare only the system
matrices of the FE discretized structure and the DoF ordering. The rest is conducted
within the MORPACK environment. In case of structures with fixed DoF, the additional
information for the fixed DoF set should be ascertained, i.e.for fixed FE structures the
system matrices and the DoF ordering of the associated free st ucture are used plus the
fixed DoF information.
6.3 Application examples
The application examples presented in this Section, namely, the 3D solid bar structure
(Section 4.2.2) and the elastic UIC60 rail (Sections 3.3.3 - 3.3.4), serve in demonstrating
that the MORPACK toolbox is operational in the practical sense of coupling FE
models generated in ANSYS into the SIMPACK MBS code. In this regard, both the
aforementioned models are randomly chosen out of the FE models utilized so far in
this Thesis (Chapters 3 and 4) and the KSM MOR scheme is selected for comparing
the analogous CMS ROM imported into the SIMPACK code.
6.3.1 3D solid bar structure
The one-end fixed version of the 3D solid bar structure present d in Subsection 4.2.2
(Fig. 4.5) is reduced on one hand within the ANSYS environment with the help of
the integrated CMS method and on the other hand within the MORPACK toolbox by
use of the KSM reduction scheme. For the first case the FEMBS interface has been
activated in order to transfer the elastic body data into SIMPACK, whereas for the
second reduction scheme the SID inner-interface of the MORPACK toolbox is used.















Modified Modal Assurance Criterion
CMS
KSM
Fig. 6.2: 3D solid bar - modMAC - CMS & KSM
As expected, the KSM ROM captures the dynamic properties of the original model
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better than the equivalent CMS ROM. This is to be visualized both in Fig. 6.2, where
the eigenvector correlation for both of the aforementionedmodels is depicted, and in
Fig. 6.6 within the SIMPACK Graphical User Interface (GUI) environment.
In Fig. 6.6 the 10th eigenvector of the original and the associated CMS and KSM models
is depicted in SIMPACK. An eigenvector correlation of the order modMAC10≈ 20% (Fig.
6.2) has an immediate effect on the associated SIMPACK model. The CMS ROM has
the qualitativ tendecy of capturing the dynamics of the original model, still it fails to do
so compared to both the original and the KSM ROM. Hence, the SIMPACK KSM ROM
imported with the help of the MORPACK toolbox ascertains better dynamic properties
than the equivalent ANSYS CMS ROM. An increase in the dimension requirements
would improve the ANSYS CMS ROM, but would also aggravate anyfurther simulation
task in SIMPACK.
6.3.2 UIC60 rail
The free-version of the UIC60 rail model given in Subsection3.3.3 (Fig. 3.31) is
utilized for the purpose of demonstrating the functionality of the MORPACK toolbox
over the classical coupling methodology, which is conducted by generating the ANSYS
CMS model and transferring the elastic body data into SIMPACK by use of FEMBS.
According to the master DoF constellation in Fig 3.31 (here no DoF is grounded), it
concerns a fairly large ROM and thus, a good correlation of dynamics is expected.
Within the ANSYS environment, the analogon of the NRFD criterion for the CMS ROM
depicted in Fig. 6.3 is producible. On that basis, the user would be satisfied up to the
23rd eigenfrequency, where the associated correlation is always smaller than 10%, i.e.
NRFD(i) ≤ 10%, i = 1,2, . . . ,23 and therefore, the next step would be to transfer the
CMS ROM’s information into the SIMPACK code.

















Fig. 6.3: UIC60 free - NRFD - CMS & KSM ROM
The visualization of the eigenvectors in SIMPACK would result with serious discrepancies
from the 18th eigenvector and above, i.e. the first assumption based on the eigenfrequency
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correlation is false. The visualization of the 20th eigenvector in SIMPACK (Fig. 6.7)
shows zero correlation, although the associated eigenfrequency correlation is less than
5%, i.e. NRFD(5) ≤ 5%.
The application of the MORPACK toolbox overcomes the aforementioned problems. In
case of the CMS ROM being an obligatory choice, the MCC application level of
MORPACK allows the visualization of the eigenvector correlation for the original and
the associated CMS ROM (Fig. 6.5). Therefore, the user is in the position to identify
the level of perfect correlation and actually to improve theassociated modal matrix
in case of the eigenvector-interchange phenomenon (19th and 20th eigenvectors in Fig.
6.5 and eventually Fig. 6.7) by using the switching process updating methodology
(Subsection 3.2.3). Of course, the possibility of applying a different MOR scheme is
also given and in this case the KSM MOR method results with a perfectly correlated
ROM in SIMPACK (Fig. 6.5 and Fig. 6.7) under the same master DoF requirements as
for the CMS case.
Again, the same master DoF constellation is considered as for the UIC60 rail model
given in Subsection 3. .3 (Fig. 3.31), but in this case with one-end of the structure
being grounded. This last example is similar to the 3D solid bar case (Subsection
6.3.1) and serves in demonstrating certain eigenvector discrepancies within the SIMPACK
environment when comparing the ANSYS full with the ANSYS CMSand MORPACK
KSM ROM, respectively. It is accomplished by visualizing the 22nd eigenvector of the
aforementioned models in SIMPACK, as depicted in Fig. 6.8. Utilizing the modMAC
information generated in MORPACK (Fig. 6.4) a perfect correlation is ascertained for
the KSM ROM, whereas a correlation of the ordermodMAC≈ 40% is acquired for
the ANSYS CMS ROM. The discrepancy is visualized in Fig. 6.8 and undergoes
the same dynamic behavior as the 3D solid bar structure (Subsection 6.3.1), i.e. the
SIMPACK CMS model tends qualitatively to similar eigenvector behavior compared to
the associated eigenvector of the original model, but the MOR’s information loss does
not allow to perfectly capture its dynamics.












Modified Modal Assurance Criterion
CMS
KSM
Fig. 6.4: UIC60 one-end fixed - modMAC - CMS & KSM ROM
Herewith, the MORPACK functionality realized with the helpof both the ANSYS
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and SIMPACK software tools has been demonstrated and the cycle of this Chapter is
completed with the last Section 6.4, which copes with the case of non-successful SID
generation within the MORPACK environment












































Fig. 6.5: UIC60 free - modMAC - CMS & KSM ROM
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Fig. 6.6: 3D solid bar - Top to bottom: FullANSYS, CMSFEMBS and KSMMORPACK
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Fig. 6.7: UIC60 rail free - Top to bottom: ANSYS, CMSFEMBS and KSMMORPACK
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Fig. 6.8: UIC60 rail fixed - Top to bottom: ANSYS, CMSFEMBS and KSMMORPACK
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6.4 Non successful SID generation
The SID generation procedure can be regarded as unsuccessful, if and only if the elastic
body data evaluation results either in erroneously computed data or in no data at all.
Both aspects are an immediate consequence of the fourth MORPACK application level,
namely, theBack-projection control. As already mentioned in Section 6.1 this application
validates the preservation of the structure properties forthe back-projected ROM. Such a
validation control is compulsory, since an inversion algorithm is required (Eq. 5.45) for
the computation of the associated back-projection matrixTℵn→Rn. The usage of non-
adequate machine-precision numeric algorithms therefor might generate back-projected
ROMS, the physical properties of which are damaged. The morethe (m×m) block
matrix of the associated non-physical-space coordinate transformation matrixTℵn (Eq.
5.44 - 5.45) is ill-conditioned, the less efficient the inversion algorithms are. Thence,
the possibility of generating a back-projected ROM with sever ly damaged mechanical
properties exists, e.g. non-positive definite mass matrix.In such cases, the SID
generation cannot be completed and either a different MOR scheme should be utilized
instead or a different master DoF constellation should be alloc ted.
The stability properties of the back-projected ROM constitute an important issue regarding
the realization of the FEM-MBS coupling procedure in terms of c mmercial software




7.1 Summary in English
The research discipline referred to as the Model Order Reduction in structural mechanics
was the topic of this Thesis. Special emphasis was given to the coupling process of
rigid and elastic Multi Body Dynamics in terms of both the theor tical aspects and the
practical realization within the environment of the commercial Finite Element and the
Multi Body Systems software packages, ANSYS and SIMPACK respectively.
In this regard, a variety of structure preserving Model Order Reduction methods was
presented in Chapter 2 and a categorization methodology wasprovided in view of
the later FEM-MBS coupling process. The algorithmic schemeof several of the
MOR methods, e.g. SEREP, KSM, ICMS, etc., indicated the capability of generating
qualitatively better Reduced Order Models than the standardized Guyan and Component
Mode Synthesis approaches. Nevertheless, the efficiency ofa MOR method is measured
in terms of both the quality of the ROM and the associated timerequired for the
computation. Therefore, the general two-step MOR scheme, e.g. SEREP-KSM, SEREP-
ICMS, KSM-ICMS, etc., was presented aiming at maximizing the efficiency factor, i.e.
maximal quality and minimal computation time, when computing a ROM.
The validation of the ROM’s dynamic properties was the topicof Chapter 3. Based on
the application of the, so called, Model Correlation Criteria the efficiency of the MOR
schemes, presented in Chapter 2, was tested on four application examples originating
from the area of structural mechanics, i.e. the 3D elastic solid bar structure, the
UIC60 elastic rail, the elastic piston rod, and the elastic crankshaft model. Herewith,
the superiority of alternative MOR schemes in comparison toGuyan or CMS methods
was demonstrated in terms of the ROM’s quality and the computation time by the use
of either the one-step or the two-step MOR algorithms. Thence, reduction methods
such as the KSM, ICMS, SEREP-KSM, SEREP-ICMS, KSM-ICMS, etc., provide the
opportunity of creating a better correlated ROM. The phenomenon regarding the dynamic
discrepancies due to eigenvalue interchanges, which constitute a rather common matter
during the application of a MOR approach for mechanical system was treated with
the help of the switching process updating methodology. Herewith, the modal matrix
correlation of the compared models is maximized without having to re-apply a MOR
algorithm, i.e. indicating neither a different scheme nor alarger dimension number for
the ROM.
The diagonal perturbation methodology was the topic of Chapter 4. Numerous of the
FE discretized structures suffer from the, so called, ill-conditioned properties regarding
the associated stiffness matrix. On one hand, the direct solution of a MOR method
might produce erroneous ROMs due to the associated truncatio phenomenon and on
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the other hand, any kind of iterative approach suffers from vast computation times. The
application of the diagonal perturbation methodology improves the condition properties
of the model’s stiffness matrix and thus, both kinds of the aforementioned solution
procedures are affected. This was demonstrated on three mechanical structures, i.e. the
3D solid bar model for the direct MOR solution, and the elastic p ston and crankshaft
for the convergence acceleration during the iterative computation of the associated
ROMs. Finally, with the help of the diagonal perturbation methodology the stabilization
of the, so called, matrix polynomial was succeeded enablingthus, the non-problematic
application of balancing related techniques in the area of structural mechanics.
In Chapter 5 the necessary theory for realizing the FEM-MBS coupling procedure was
shortly outlined. Herewith, the dynamic motion for mechanic l MBS was formulated as
an index-3 system of generalized Differential and Algebraic Equations, the integrals of
which were evaluated based on several approximation procedures. Thereafter, the elastic
body information was transfered into the MBS codes in form ofthe, so called, Standard
Input Data format. Nevertheless, the standard procedure isnot applicable for MOR
methods belonging to theNon physical subspace reduction-expansion methodscategory,
since the associated physical properties of the model are inadequately defined. Therefore,
the back-projection approach was introduced, which projects the ROM back onto the
physical configuration space and thus, enabling its furtherusage in a MBS code, e.g.
SIMPACK.
Chapter 6 summarizes and combines the theoretical, modelling, and numerical advance-
ments of the previous Chapters 2-5 in terms of the Model OrderR duction Package.
The Matlab-based MORPACK toolbox enables the FEM-MBS coupling process for the
ANSYS-SIMPACK utilization and herewith, several of the aforementioned enhancements
are included. With the help of the two integrated inner interfaces, i.e. MOR and SID,
as well as the four application levels, the import into SIMPACK of alternatively free
or fixed ROMs is enabled. The functionality of MORPACK was demonstrated based on
two application examples, namely, the 3D elastic solid bar and the UIC60 elastic rail,
the dynamic properties of which were validated prior to their import into SIMPACK.
Finally, the case of non-successful SID generation is discus ed.
The further development of several modelling and numeric aspect within the MORPACK
environment can be regarded as suggestions for future work.On that basis, the thorough
examination of the stability properties of the alternatively generated ROMs in SIMPACK
is desired. Additionally, the restrictions regarding the non-successful SID generation for
certain types of the back-projected ROM should be further examined in an effort to
sufficiently categorize the model types, which undergo suchdamage with respect to
their dynamic properties after the application of the back-projection approach. Finally,
the expansion of the supported ANSYS FE model types as well asthe FE system data
obtained from other FEM software tools should constitute a min aspect regarding the
later MORPACK versions.
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7.2 Summary in German
Gegenstand dieser Arbeit ist die Forschungsdisziplin, welche in der Strukturmechanik
als Modellordnungsreduktion bekannt ist. Im Mittelpunkt stehen Kopplungsprozesse von
starren und elastischen Mehrkörpersystemen - sowohl in theoretischer Hinsicht als auch
bezüglich der praktischen Realisation im Rahmen des Finite-Elemente-Programms ANSYS
und des Mehrkörpersimulationsprogramms SIMPACK.
Eine Vielfalt von strukturerhaltenden MOR-Methoden wurdeim zweiten Kapitel zum
Zwecke des Überblicks dargestellt. Darüber hinaus findet sich hier eine Kate-
gorisierungsmethodik in Hinsicht auf den später beschrieben n FEM-MKS-Kopplungs-
prozess. Das algorithmische Schema mehrerer MOR-Methoden, b ispielsweise SEREP,
KSM, ICMS etc., deutet auf die Möglichkeit hin, qualitativ hochwertigere ROM zu
generieren als dies mit dem standardisierten Guyan- und Component Mode Synthesis-
Ansatz der Fall ist. Trotz alledem wird die Effizienz einer MOR-Methode sowohl
hinsichtlich an der Qualität der ROM als auch an der hierfür benötigten Rechenzeit be-
messen. Aus diesem Grunde wurde ein allgemeines zweistufiges MOR-Schema dargelegt,
z.B SEREP-KSM, SEREP-ICMS, KSM-ICMS, usw., mit dem Ziel, den Effizienzfaktor
während der Berechnung eines ROMs zu maximieren, das heißt maximale Qualität und
minimale Rechenzeit zu erzielen.
Die Validierung der dynamischen ROM-Eigenschaften war Gegenstand des dritten Kapi-
tels. Basierend auf der Anwendung der sogenannten Modellkorre ationskriterien wurde
die Effizienz der MOR-Methoden aus Kapitel 2 an vier Anwendungsbeispielen aus dem
Feld der Strukturmechanik getestet: der 3D-Balkenstruktu, der UIC60-Schiene, dem
Pleuel und der Kurbelwelle. Hierdurch wurde mit Anwendung des ein- oder zweistu-
figen MOR-Algorithmus die Überlegenheit der alternativen MOR-Methoden gegenüber
der Guyan- oder CMS-Methode hinsichtlich der Qualität und Rechenzeit demonstriert.
Folglich bieten Methoden wie KSM, ICMS, SEREP-KSM, SEREP-ICMS, KSM-ICMS,
usw., die Möglichkeit, höher korrelierte ROM zu erzeugen. Das bei der Anwendung des
MOR-Ansatzes häufig auftauchende Phänomen der dynamischenDiskrepanzen, welches
auf dem Vertauschen von Eigenwerten beruht, wurde mit Hilfeder switching process
updating methodologybehandelt. Hierdurch wird die Korrelation der modalen Matrizen
der verglichenen Modelle ohne eine wiederholte Anwendung des MOR-Algorithmus
maximiert, also ohne eine andere Methode oder eine größere Dimension für die ROM
anzuwenden.
Im vierten Kapitel wird die diagonal perturbation-Methodik behandelt. Zahlreiche der
FE-diskretisierten Strukturen haben schlecht konditionierte Eigenschaften bezüglich der
assoziierten Steifigkeitsmatrix. Einerseits könnte die direkte Lösung einer MOR aufgrund
von Abrundung ein fehlerhaftes ROM zur Folge haben, anderers its bedeutet jegliche
iterative Herangehensweise eine enorme Rechenzeit. Die Anwendung der diagonal
perturbation-Methodik verbessert die Kondition der Steifigkeitsmatrixeines Modells,
wodurch beide der zuvor genannten Lösungsprozeduren betroffen sind. Dies wurde
anhand dreier verschiedener mechanischer Modelle demonstriert, des 3D-Balkenmodells
und des elastischen Pleuel- bzw. Kurbelwellenmodells. Durch die diagonal perturbation-
Methodik wurde es so möglich, dass der Stabilisierung des sogenannten matrix
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polynomial die nicht problematische Anwendung der Balanced Truncation-Methode im
Umfeld der Strukturmechanik folgte.
Im fünften Kapitel wurde der für das Verständnis der FEM-MKS- opplungsprozedur
notwendige theoretische Hintergrund erläutert. Es galt die dynamische Bewegung mecha-
nischer MKS als ein Index-3-DAE-System zu formulieren, um die resultierenden Integrale
auf Basis verschiedener Näherungsprozeduren zu evaluieren. Daraufhin wurde die Infor-
mation über die elastischen Körper in Form der sogenannten Sta dard Input Datei in einen
MKS-Code transferriert. Dennoch ist es nicht möglich, die Standardprozedur auch für
diejenigen MOR-Methoden zu verwenden, welche zurNon physical subspace reduction-
expansion methods-Kategorie gehören, da die assoziierten physikalischen Eigenschaften
unangemessen definiert werden. Aus diesem Grunde wurde derBack-projection-Ansatz
eingeführt, welcher die ROM auf den Euklidischen Raum zurückprojiziert und folglich
die weitere Verwendung in einem MKS-Code ermöglicht.
Kapitel 6 resümiert und kombiniert gleichermaßen die theoretischen, modellierenden und
numerischen Fortschritte der vorhergehenden Kapitel 2-5 im Sinne der Model Order
Reduction Package Toolbox. Die Matlab-basierte MORPACK-Toolbox ermöglicht den
FEM-MKS-Kopplungsprozess für die Verwendung von ANSYS undSIMPACK. Hierin
sind ein Großteil der zuvor erläuterten Erweiterungen eingschlossen. Mit Hilfe der zwei
integrierten inneren MOR- und SID-Schnittstellen als auchder vier Anwendungsebenen
wird der Import von freien oder eingespannten ROM in SIMPACKermöglicht. Die
Funktionalität von MORPACK wurde anhand zweier Anwendungsbei piele, eines 3D-
Balkenmodells und einer UIC60-Schiene, demonstriert. Hierbei wurden deren dynamische
Eigenschaften vor dem Import in SIMPACK validiert. Am Ende erfolgte ein Abriss der
erfolglosen SID-Erzeugungen mit alternativen MOR-Technike .
Die Entwicklung weiterer Modellierungsaspekte und numerischer Verfahren innerhalb der
MORPACK-Umgebung kann als Anregung für künftige Arbeiten verstanden werden. Auf
dieser Basis ist die gründliche Untersuchung der Stabilitätseigenschaften für das alternativ
entwickelte ROM in SIMPACK erwünscht. Hinzu kommt, dass dieEinschränkungen,
welche die nicht erfolgreichen SID-Erzeugungen betreffen, genauer beleuchtet werden
sollten. Dies ist notwendig, um eine suffiziente Kategorisie ung derjenigen Modelle
zu erreichen, welche dieser Beschädigung unterliegen. Besond res Augenmerk gilt
hier den dynamischen Eigenschaften nach der Anwendung desBack-projection-Ansatzes.
Die Ausweitung der unterstützten ANSYS-FE-Typen als auch die Unterstützung der
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A MORPACK User’s Guide
A.1 MORPACK version 1.0
MORPACK is a Matlab-based environment, which consists of a total of 120 modules
located in 7 different folders. The package is delivered in aroot-folder named
MORPACK_v1.0 containing the aforementioned modules and folders. The current
MORPACK versionv1.0 requires the ANSYS FE data to be gathered in a folder created
and named by the user and then placed inside the MORPACK_v1.0 root-folder. This
procedure can be repeated for arbitrarily many user-created folders containing ANSYS
FE data.
The future MORPACK version will have a sub-folder namedModels within its root-
folder, where the user should place the ANSYS FE data.
The MORPACK GUI is started by typingmorpack in the Matlab command window.
A.2 ANSYS FE data
The MOR and SID inner interfaces as well as the four application levels (Chapter 6)
operate only with specifically user-predefined ANSYS FE data. The latter is summarized
in Table A.1 along with the description on how to acquire the data within the ANSYS
GUI software package. The data has to be saved in the user-created folder as ASCII
files (*.txt). The reason therefor resides on the didactic and instructional usage of the FE
information during the FEM-MBS coupling process. Later MORPACK versions should
not be bounded by such file type restrictions.
The utilization of the ANSYS GUI command for listing an eigenv ctor (5. in Table A.1)
is repeated such that the required number of eigenvectors forming the FE structure’s
modal matrix is ascertained. The ASCII eigenvector files aresaved in a increasing order,
e.g. eig_1.txt, eig_2.txt, etc.
The system matrices are acquired by damping the ANSYS assembled global matrix file
*.FULL and are written in the, so called, Harwell-Boeing file format[39]. In view of
minimizing storage requirements only the diagonal entriesand either the upper or the
lower triangular part of the system matrices are saved. Thus, the conversion of the
Harwell-Boeing format into the Matrix Market format requires an extra formulation of
the form:
A = ALT +ATLT −Ad, (A.1)
where ALT and Ad annotate the lower-triangular part of the symmetric matrixA and
the diagonal matrixA, respectively.
174 A MORPACK User’s Guide
Table A.1: ANSYS FE data required for import into MORPACK
FE data ANSYS GUI
1. Mass matrix Utility Menu>Files>List>Binary Files>Matrix
2. Stiffness matrix Utility Menu>Files>List>Binary Files>Matrix
3. Damping matrix (if required) Utility Menu>Files>List>Binary Files>Matrix
4. Number of total nodes Utility Menu>List>Status>Global Status
5. Eigenvector Main Menu>General Postproc>List Results
>Nodal Solution
6. Eigenfrequency vector Main Menu>General Postproc>Results Summary
7. DoF list Utility Menu>List>Nodes
8. Master DoF list Main Menu>Solution>Master DOFs
>User Selected>List All
9. DoF ordering Utility Menu>Files>List>Binary Files>Other
10. Fixed DoF list (if required) Utility Menu>List>Loads>DOF Constraints
>On All Nodes
The DoF ordering file (9. in Table A.1 - located at the fourth record of the ANSYS
results file *.RST) contains the information regarding the DoF allocation in the damped
system matrices, i.e. which DoF represents the first entry ofthe matrix, etc. The
ANSYS eigenvector listing commands result in listing the eigenvector DoF in increasing
order starting from node name 1 until node namen, with n being the maximum defined
node in the structure. Therefore, theDoF ordering information is also utilized for
sorting the eigenvectors according to the sorting of the associated system matrices. In
case of directly importing the ANSYS system matrices and eigenvectors (procedure I),
the orthogonality properties of the mass matrix is a sufficient criterion to verify the
correct data conversion.
The data gathered in Table A.1 constitute the general set of importable FE information
in view of operating MORPACK. Depending on the designated procedure (I or II) only
a certain subset thereof is required.
A.3 Procedures I & II
The selection of the algorithmic procedure is conducted by starting the MORPACK GUI,
as depicted in Fig. A.1. A short description for each procedur is given within the
Procedure GUI environment (Fig. A.1) and the available input data optionsare stated.
According the FE information of Table A.1 and depending on the procedure selection,
the user should provide the files listed in Table A.2.
It is noted that in case of a fixed FE structure the fixed input data should be used
for initiating the first procedure, whereas the input data ofthe associated free structure
should be provided for the second procedure along with the vector of fixed DoF (Table
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Table A.2: MORPACK: Procedure I & II - Input data from Table A.1
ANSYS Structure Procedure I Procedure II
Free 1.−4., 7.−9. 1.−9.
Fixed 1.−4., 7.−9. 1.−10.
of the associated free structure of the actual fixed structure
plus 10.
A.2). The system is grounded later on during the applicationof the MOR interface.
In general, the second procedure, being less ANSYS-dependent results, in a faster
computation of the imported data and it is considered as the default procedure in the
MORPACK toolbox.
Nevertheless, the utilization of the first procedure is highly advised in case of very large
FE models (ndim > 5·105), the eigenvalue analysis of which might fail within the Matlab
code. Herewith, the required modal analysis data is acquired in the ANSYS code (with
the help of the integrated sparse iterative solvers and/or the lumped mass approximation
method) and provided in the MORPACK environment for furtherusage. Additionally,
the first procedure is suitable for importing FE data - written in the Matrix Market file
format - obtained from other FEM software packages, e.g. MscNastran (Appendix A.5).
A.4 MORPACK GUI
The initiation of MORPACK begins with the first GUI as depicted in Fig. A.1, the
description of which is ascertained in the following panel manner, i.e.
• MORPACK: Model Order Reduction PACKageGUI
– ANSYS-MORPACK Procedures: either Procedure I or II.
– Data Source: the user is enabled to browse within the MORPACK root-folder
to locate the created FE data folder.
Thereafter, theApply button is automatically activated and the second, namely, the
ANSYS-MATLAB Conversion GUI begins (Fig. A.2):
• ANSYS-MATLAB Conversion GUI
– System matrices: the user is enabled to automatically browse in the user-
created FE folder in order to input the designated system matrices.
– Structure Nodes: input a number representing the total nodes of the structure.
– Fixed DoF: No or Yes. If Yes, then the user is enabled to automatically
browse in the user-created FE folder in order to input the designated fixed
DoF file.
– Eigenvectors: the user is enabled to automatically browse in the user-created
FE folder in order to input the designated eigenvalue analysis data of the full
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model. In case of numerous eigevector files, only one should be selected and
the rest is conducted by the MORPACK code.
– Nr. to convert: input a number of either the saved eigenvector files (procedure
I) or the desired eigenvectors to be computed (procedure II).
– Node Notation: the user is enabled to automatically browse in the user-created
FE folder in order to input the designated total and (or) master DoF.
– DoF Ordering: the user is enabled to automatically browse in the user-created
FE folder in order to input the designated DoF ordering file.
Fig. A.1: MORPACK - Procedure GUI
The completion of the above (depending on the procedure selection) allows the data
conversion (Convert Filesbutton) and a validation thereof (Check Converted Filesbutton),
which leads to the secondFE-MATLAB Check GUI (Fig. A.3):
• FE-MATLAB Check GUI
– Matrix Non Zero Structure: the sparse structure of the selected system matrix
is visualized.
– Orthogonality Check/Eigenfrequency: the selected modal matrices and the
eigenfrequencies are visualized.
Thereafter (Reduction/MCC button), the Second Order Model Order ReductionGUI
follows (Fig. A.4) is activated, the functionality of whichis shortly outlined in the
following:
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• Second Order Model Order ReductionGUI
– Model Reduction Method: selection of the MOR scheme.
– Enter Solver Approach: either direct or iterative solution. In case of the
latter, the user can choose either to define or not the preconditioner’s fill in,
and to apply or not the diagonal perturbation methodology byindicating the
value of thek-parameter (Section 4.1). A MORPACK predefinedk-spectrum
is available.
The diagonal perturbation methodology might be applied in case of choosing
to directly solve the MOR problem during the explicit application of a BT
technique or the two-step approaches involving a BT technique.
– DoF Ordering: No or Yes. If Yes, the user is enabled to browse in the
MORPACK folder, where the converted data is saved. On the upper-left corner
of the browser’s window the name of the file to be utilized is annotated by
the MORPACK code. Data required are the: DoF list, DoF ordering, and the
master DoF list.
– MOR Data: input the number of the start eigenfrequency for the Dynamic
MOR method (Subsection 2.4.2) or the number of the required IRS iteration
steps in case of the IRS MOR (Subsection 2.4. 3). This holds also for the
associated two-step version of the aforementioned MOR methods.
– Enter Dimension: the dimension of the ROM has to be appointed. The first
box copes with the first ROM’s dimension during the two-step MOR scheme
and the second box for denoting the dimension of either the final ROM
during the two-step MOR scheme or the dimension of the ROM during a
one-step MOR approach.
– Eigenvect. to compute: indicate the number of the ROM’s eigenvectors to
compute. It should not be greater than the number of eigenvectors of the
associated full model.
– Craig-Bampton Modes: indicate the number of modes of the CB set in case
of the explicit CMS or a CMS related one-step or two-step MOR method
(Section 2.5)
– FE System Matrices: the user is enabled to automatically browse into the
MORPACK folder, where the converted data is saved, to selectthe system
matrices. Depending on the procedure (I or II) different*.mat files are
required, the names of which is automatically denoted on theupper-left
corner of the browser’s window.
The MOR scheme starts (Reduce button) and after the ROM is computed, theModel
Correlation CriteriaGUI can be activated (Model Correlationbutton) (Fig. A.5):
• Model Correlation CriteriaGUI
– Free or Fixed: the free or fixed nature of the ROM is indicated.
– Criterion: both the selected MCC and the sparse structure of the system
matrices can be visualized (Apply and Check buttons, respectively). The
visualization of the results differs according to the chosen procedure (I or II).
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If the ROM’s dynamic properties do not comply with the user’srequirements, the MCC
GUI window can be closed and the MOR is restarted by indicating either a different
MOR or appointing a different master DoF file. The latter is feasible only in case of
the second procedure and under the assumption of a differentmaster DoF FE file to
have been provided by the user. Otherwise, theStandard Input Data PropertiesGUI
(Fig. A.6) is started (SID Definition button):
• Standard Input Data PropertiesGUI
– MOR Used: the applied MOR scheme is once more indicated.
– Fixed Model: the free or fixed nature of the ROM is denoted. Herewith, the
appropriate SID algorithms are appointed for the correct computation of the
elastic body’s properties (Eq. (5.31) - (5.39)).
– ROM Correlation: in case a MOR scheme belonging to theNon physi-
cal subspace reduction-expansion methodscategory was used (Section 2.3),
the Back-projection controlapplication level (Subsection 6.1.2) is activated
(Apply button). A visualized NRFD criterion follows, which validates the
dynamic properties of the back-projected ROM. Two message typ s are avail-
able, namely,OK and WRONG, both indicating if the ROM is SIMPACK
importable or not, respectively.
– SID File Name: the name of the SID file should be indicated
– SID Initial Data: certain initial parameter data required for the SID generation
should be given, e.g. the damping coefficient (default is thenatural damping
coefficient), the utilized FE units, and the lists of the total and master DoF,
respectively (automatic MORPACK browser)
The generated SID file is saved in theSID Files folder under the name construction
Date_Name_MOR.SID_FEM, e.g. 15.08.1979_piston_ICMS.SID_FEM.
Herewith, the GUI description of the MORPACK toolbox is completed. It should be
mentioned that depending on the chosen procedure as well as the applied MOR scheme
only certain of the previously outlined fields should be considered. In this regard,
MORPACK automatically deactivates the non-required fieldsor buttons (colored gray
and no action is allowed) and thus, the user need only to follow the designated (white
colored) active fields.
A.5 Compatibility with commercial FEM software
packages
The current MORPACK version also supports sorted FE system matrices (Eq. (2.43)) -
written in the Market Matrix file format - generated from other FEM software packages,
e.g. Msc Nastran. In this case, the first procedure should be activated and the first two
GUIs should be skipped. Only the free or fixed nature of the FE structure should be
indicated in the firstANSYS-MATLAB Conversion GUI. The MOR GUI is accessed
as previously described and thereafter, the generated ROM can be validated (MCC).
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Nevertheless, further adjustments are required for the adapt tion of the SID GUI when
coping with non-ANSYS FE data.
Fig. A.2: MORPACK: ANSYS-MATLAB Data ConversionGUI
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Fig. A.3: MORPACK: FE-MATLAB Check GUI
Fig. A.4: MORPACK: Second Order Model Order ReductionGUI
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Fig. A.5: MORPACK: Model Correlation CriteriaGUI
Fig. A.6: MORPACK: Standard Input Data PropertiesGUI
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