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Abstract
Let W = (W i )i∈N be an infinite dimensional Brownian motion and (X t )t≥0 a continuous adapted
n-dimensional process. Set τR = inf{t : |X t − xt | ≥ Rt }, where xt , t ≥ 0 is a Rn-valued deterministic
differentiable curve and Rt > 0, t ≥ 0 a time-dependent radius. We assume that, up to τR , the process
X solves the following (not necessarily Markov) SDE : X t∧τR = x +
∑∞
j=1
 t∧τR
0 σ j (s, ω, Xs)dW
j
s + t∧τR
0 b(s, ω, Xs)ds. Under local conditions on the coefficients, we obtain lower bounds for P(τR ≥ T ) as
well as estimates for distribution functions and expectations. These results are discussed in the elliptic and
log-normal frameworks. An example of a diffusion process that satisfies the weak Ho¨rmander condition is
also given.
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1. Introduction
Consider an infinite dimensional Brownian motion W = (W i )i∈N , a continuous adapted
n-dimensional process (X t )t≥0, y ∈ Rn, and T > 0. We define τR = inf{t : |X t − xt | ≥ Rt },
where xt , t ≥ 0 is a Rn-valued deterministic differentiable curve such that x(0) = X0, xT = y;
and let Rt > 0, t ≥ 0 be a time-dependent radius. We assume that up to τR (i.e. locally), the
process X solves the following (not necessarily Markov) SDE :
X t∧τR = x +
∞−
j=1
∫ t∧τR
0
σ j (s, ω, Xs)dW
j
s +
∫ t∧τR
0
b(s, ω, Xs)ds.
The coefficients σ j and b are adapted and locally bounded random fields. In addition, (t, x) →
σ j (t, ω, x) verifies a local Lipschitz continuity assumption, and a local ellipticity condition on
σσ ∗(t, ω, X t ) is satisfied.
Our aim is to find lower bounds for P(τR ≥ T ). Indeed, we obtain estimates of the form
P(τR ≥ T ) ≥ exp

−Qn

ΘT +
∫ T
0
|∂xt |2
λt
dt

(1)
where Qn is a suitable constant, ΘT depends on the bounds of the coefficients and λt is the
smallest eigenvalue of σσ ∗(t ∧ τR, ω, X t∧τR ).
The basic examples that we have in mind are the following: To begin with, X = (X1, . . . , Xn)
may represent the first n components of a diffusion process of dimension m > n. For example,
if X solves the non-Markov SDE X t = x +
 t
0 σ(s, Xs,
 s
0 Xudu)dWs then we may define
X
1
t = X t and X2t =
 t
0 Xudu and the couple (X
1
t , X
2
t ) is a Markov process. But even if
σ 2 ≥ λ > 0, when we are in dimension two, we lose the ellipticity property. If we want to
preserve the ellipticity condition, we have to deal with X as the solution of a non-Markov SDE .
Another class of examples is given by the stochastic volatility models d St = σ(t, ω)St dWt which
are very popular nowadays in mathematical finance. This model also includes Stochastic partial
differential equations (see [12] for evaluations of the density for the stochastic heat equation
and [10] for the Landau equation). Other examples concern delay equations (see [16]).
Notice that
P(τR ≥ T ) = P(|X t − xt | ≤ Rt , for all 0 ≤ t ≤ T ) ≤ P(|XT − xT | ≤ RT ),
hence estimate (1) provides lower bounds for the probability to be in a ball at time T . We will
show how lower bounds for balls (with respect to a general distance) give similar results for the
distribution function and the expectation of a certain class of functions. More precisely, we give
estimations of the form:
P(X iT ≥ zi , i = 1, . . . , n) ≥
∫
{yi≥zi ,i=1,...,n}
exp(−CT (1+ d2(x, y)))dy (2)
E( f (XT )1A(XT )) ≥
∫
A
f (y) exp(−CT (1+ d2(x, y)))dy, (3)
where x is the initial point, d is a distance that depends on the structure of the process, and
A ⊂ Rn satisfies some technical conditions (see Section 4.1).
It is not our goal to obtain lower bounds for the density of the law of XT — as in
Aronson’s inequalities [1], for example (see also Kohatsu-Higa [12], Gue´rin et al. [10], Caballero
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et al. in [6], and Bally [2], who obtained estimations for the density in various probabilistic
frameworks).
We shall prove our main results in general and then in two different frameworks, the elliptic
and the log-normal. For each case we take suitable curves xt , radius Rt and distances d , to obtain
good estimates in which Qn , ΘT in (1) are given explicitly. In the elliptic case d(x, y) = |x − y|
and for the log-normal one, d(x, y) = maxi=1,...,n | ln xi − ln yi | in (2) and (3). The main
examples in the log-normal frame are the log-normal diffusion given by
X it = x i +
∫ t
0
X is

n−
j=1
σ ij (s, ω)dW
j
s + bi (s, ω)ds

, i = 1, . . . , n, (4)
and the sum of its coordinates (the basket):
Yt =
n−
i=1
X it .
If we take X t to be as in (4) with n = 1, b = 12 , and σ = 1 then XT = x exp(WT ), and its density
is pT (x, y) = (y
√
2πT )−1 exp(− 12T (ln yx )2). Using our estimate we obtain (see Remark 3 in
Section 4.3)
P(XT ≥ z) ≥ CT
∫
{y≥z}
y−1 exp

− 1
2T

ln
y
x
2
dy
where CT is a constant. This shows we are in the right range, as did Denis et al. in [8].
For elliptic diffusion processes with twice differentiable coefficients, and if the deterministic
curve xt is twice differentiable, it is known that
lim
R→0 R
2 ln P( sup
0≤t≤T
|X t − xt | ≤ R) = c
and c is computed explicitly. This result is used in order to compute the Onsager–Machlup
function for X (see [11]). This evaluation is an asymptotic result, whereas our lower bound
(1) is satisfied for every R, and this is crucial in applications.
As we mentioned above, lower bounds for balls are sufficient in order to obtain lower bounds
for the distribution function and for expectations. In fact, the estimates we have in this paper
allow to treat more challenging problems like functionals of the whole path, as for example
Yt =
 t
0 Xsds. We shall do so, but for the sake of simplicity we treat just the example of the
couple (X t , Yt ) where X t is a one-dimensional uniformly elliptic Itoˆ process – for example
a uniformly elliptic one-dimensional diffusion process – and we obtain lower bounds for the
distribution function of the couple (X t , Yt ). Notice that in this case the ellipticity condition for the
couple fails at every point of R2 but the weak Ho¨rmander condition holds true. As a consequence,
the law of (X t , Yt ) is absolutely continuous with respect to the Lebesgue measure and the
problem of lower bounds for the density may be addressed. In [17,9,13] such lower bounds are
obtained under the strong Ho¨rmander condition — but (X t , Yt ) satisfies only a weak Ho¨rmander
condition, so these results do not apply. In the last years several papers (see [15,5,14,4,7])
deal with the problem of lower bounds for the density under the weak Ho¨rmander condition.
The estimates obtained in our paper are of the same type as in the above mentioned papers—
the difference is that we do not deal with densities but with distribution functions. Another
application of tubes estimates are given by Bally et al. [3] concerning a generalized Heston
model.
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The paper is organized as follows: In Section 2 we state the model, establish the main
hypotheses and notation. Section 3 is devoted to the main results (estimation (1) and the
application to the elliptic and log-normal frameworks). The Main Theorem, Theorem 1, requires
two basic ingredients: the careful study of short time behavior, Lemma 1, and the existence of a
time grid, Proposition 1, that splits the global time into small pieces good enough to apply the
Lemmas. In Section 4 we find lower bounds for the distribution function and more generally
for expectations of certain class of functions in Theorem 2, and apply them to the elliptic and
log-normal frameworks in Propositions 2 and 3, Corollaries 4 and 5. In Section 5 we study
the degenerated Itoˆ process mentioned above and obtain estimates for the distribution function.
Finally, the Appendix contains the proof of Proposition 1.
2. The model, hypotheses and notation
A time horizon T > 0 will be fixed. As a convention, all the functions defined on [0, T ], say
f : [0, T ] → R (or Rn), shall be extended to R+ by letting f (t) = f (T ) for t ≥ T .
We will work with the following class of functions: given h > 0 and µ ≥ 1 we define L(µ, h)
to be the functions f : [0, T ] → R+ such that for every t, s ∈ [0, T ] with |t − s| ≤ h, one has
f (t) ≤ µ f (s).
If the above relation holds for every t, s ∈ [0, T ], we say that f ∈ L(µ,∞), and in this case
h = ∞.
We consider a differentiable deterministic curve xt : [0, T ] → Rn and some real nonnegative
functions Rt , c(t), λt , γt and L(t), 0 ≤ t ≤ T , that will appear throughout this paper, and satisfy.
Hypothesis (H0): The functions |∂x |, R, λ, c, γ, and L belong to the class L(µ, h) for some
h > 0 and µ ≥ 1; c(t), γt , L(t) ∈ [1,∞) and λt ∈ (0, 1).
On a filtered probability space (Ω , F, P, (Ft )t≥0) we consider an infinite dimensional
Brownian motion W = (W i )i∈N and a continuous adapted n-dimensional process (X t )t≥0. We
define
τR = inf{t : |X t − xt | ≥ Rt },
and we assume that up to τR the process X solves the following (not necessarily Markov) SDE :
X t∧τR = x +
∞−
j=1
∫ t∧τR
0
σ j (s, ω, Xs)dW
j
s +
∫ t∧τR
0
b(s, ω, Xs)ds, (5)
where x = x0, that is, the process X t and the deterministic curve xt have the same starting point.
We denote by Pt (A) and Et , respectively, the probability and conditional expectation with
respect to Ft , that is, Pt (A) = P(A|Ft ), Et (Φ) = E(Φ | Ft ). As usual, |◦| denotes the Euclidean
norm on Rn that is |x | =
∑n
i=1 x2i .
Hypotheses (H1)
1. (Adapted) For every t ≤ T the functions (ω, x) → b(ω, t, x), (ω, x) → σ j (ω, t, x), j ∈
N are Ft × B(Rn) measurable. Moreover, the functions (t, x) → b(ω, t, x), (t, x) →
σ j (ω, t, x), j ∈ N are almost surely continuous.
2. (Locally bounded) For every 0 ≤ t ≤ Tb(ω, t ∧ τR, X t∧τR )2 + ∞−
j=1
σ j (ω, t ∧ τR, X t∧τR )2 ≤ c2(t).
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3. (Local ellipticity) For every 0 ≤ t ≤ T
(i)
λt × I ≤ σσ ∗(ω, t ∧ τR, X t∧τR ) ≤ γt × I with (σσ ∗)i j =
∞−
l=1
σ ilσ jl .
(ii) There exists a constant ρ such that
ρ = inf
0≤t≤T
λt
γt
> 0. (6)
4. (Lipschitz continuity) For all 0 ≤ t ≤ s ≤ T and every ω ∈ Ω ,
Et
 ∞−
j=1
σ j (ω, s, Xs)− σ j (ω, t, X t )2 1{τR≥s}
1/2
≤ L(t)√s − t .
We notice that under hypothesis (H1.2)
Et
∫ T
0
∞−
j=1
σ j (ω, s, Xs)2 1{τR≥s}ds

≤
∫ T
0
c2(s)ds <∞,
so the stochastic integrals in (5) make sense.
We assume nothing about existence and uniqueness of the solution of the SDE with
coefficients σ, b on Rn . We just take a process X which, for some external reasons, verifies
the above equation before it exits the tube of radius Rt around the curve xt . In our evaluations we
will not use global Lipschitz constants nor global upper bounds, but only the constants involved
in the local conditions concerning the coefficients.
If Hypotheses (H0) and (H1) are verified, we say that (H) holds.
Finally, we shall introduce some additional notation:
Let mLeb be the Lebesgue measure on Rn and cn = mLeb({|z| ≤ 1}). For η > 0 we take
φη(z) = 1cnηn 1{|z|≤η}, (7)
so

φηdmLeb = 1. For t < s ≤ T let us define
pt,s,η(z) = Et (φη(Xs − z)1{τR≥s}) =
1
cnηn
Pt (|Xs − z| ≤ η, τR ≥ s), (8)
and
πt = cn
16e2(8πγt )n/2µ(c(t)+ L(t)) . (9)
3. Main results
This section is devoted to the main results. These are Theorem 1, Corollaries 1 and 2. The
Main Theorem requires two basic ingredients: the careful analysis of short time behavior, studied
in Section 3.1 (Lemma 1), and the existence of a time grid, Proposition 1, in Section 3.2 that
splits the global time into small pieces good enough to apply the Lemma. The analytical proof
of Proposition 1 is left to the Appendix.
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3.1. Short time behavior
Given t, δ > 0 we write
X t+δ1{τR≥t+δ} = (X t + Jt,δ +Ut,δ)1{τR≥t+δ}
with
Jt,δ =
∞−
j=1
σ j (t, X t )(W
j (t + δ)− W j (t)) (10)
Ut,δ =
∞−
j=1
∫ (t+δ)∧τR
t∧τR
(σ j (s, Xs)− σ j (t, X t ))dW js +
∫ (t+δ)∧τR
t∧τR
b(s, Xs)ds.
The idea of this decomposition was first used by Kohatsu-Higa [12], and it also appears in [2].
Remark 1. The reason to use this decomposition is the following: Conditionally with respect
to Ft , the random variable Jt,δ is Gaussian, so we have explicit control of it. In particular Jt,δ
is (roughly speaking) of size
√
δ. On the other hand, Ut,δ is of size δ and so, for δ sufficiently
small Jt,δ is the principal term and Ut,δ is a reminder which may be ignored. The problem which
we address in this section is to determine how small δ has to be (depending on the bounds of
the coefficients of our equation) in order to be able to ignore Ut,δ . It is clear that this is true
if δ tends to 0, but we are not allowed to pass to the limit because our lower bound is of the
form P(τR ≥ T ) ≥ c−T/δ . If we do so we obtain P(τR ≥ T ) ≥ 0—just nothing. The above
decomposition, together with the estimates from Lemma 1, represent the core of the probabilistic
analysis developed in the paper.
We recall the notation (Eq. (9))
πt = cn
16e2(8πγt )n/2µ(c(t)+ L(t)) .
Lemma 1. Assume Hypothesis(H). Let t ∈ (0, T ), Rt = Rt/µ, and α ∈ (0, 2√λt ) be fixed.
Take δ ∈ (0, h) such that
(i)
√
δ ≤ min

Rt
8
√
λt
, (πtα
n × (α ∧ Rt ))

, (11)
(ii)
∫ t+δ
t
|∂xs |2 ds ≤ λt64 .
Let η = α√δ, and z ∈ Rn such that |z − xt | ≤ Rt/8, then
pt,t+δ,η(z)1A = Et (φη(X t+δ − z)1{τR≥t+δ})1A ≥
1
2e2(8πγ (t)δ)n/2
1A (12)
with A = {|X t − z| ≤ √λtδ} ∩ {τR ≥ t}.
Remark 2. As mentioned in the previous remark we will use a small but fixed δ > 0. Since
η = α√δ, and δ does not tend to zero, neither does η.
Proof of Lemma 1. We assume without supplementary mention that ω ∈ A and we write
X t+δ1{t+δ≤τR} = (X t + Jt,δ + Ut,δ)1{t+δ≤τR} with Jt,δ and Ut,δ defined in expression (10).
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Since |X t+δ − z| ≤
X t − z + Jt,δ+ Ut,δ we have
Pt (|X t+δ − z| ≤ η, τR > t + δ) ≥ Pt
X t − z + Jt,δ ≤ η2 , Ut,δ ≤ η2 , τR > t + δ
≥ I1 − I2 − I3
with
I1 = Pt
X t − z + Jt,δ ≤ η2 , I2 = Pt Ut,δ ≥ η2 , I3 = Pt (τR ≤ t + δ).
We evaluate I1. Since X t − z + Jt,δ is Gaussian conditional to Ft , we have
I1 = 1
(2π)n/2
√
det C
∫
{|y|≤ η2 }
exp

−1
2
⟨C−1(y − (X t − z)), y − (X t − z)⟩

dy
where C = σσ ∗(t, X t )δ. Using (H1.3) to obtain γt × I ≥ σσ ∗(t, X t ) ≥ λt × I . It follows that
(det C)−1/2 ≥ (δγt )−n/2. Recall that α ≤ 2√λt and |X t − z| ≤ √λtδ (because ω ∈ A). So we
have
⟨C−1(y − (X t − z)), y − (X t − z)⟩1/2
≤ (λtδ)−1/2 |y − (X t − z)| ≤ (λtδ)−1/2(|y| + |X t − z|)
≤ (λtδ)−1/2
η
2
+λtδ = α
2
√
λt
+ 1 ≤ 2.
We obtain
I1 ≥ 1
e2(2πγtδ)n/2
mLeb

|y| ≤ η
2

= cnη
n
e2(8πγtδ)n/2
= cnα
n
e2(8πγt )n/2
.
In the following we will verify that Ii ≤ 14 I1, i = 2, 3 and then the proof will be complete.
First we evaluate I3. We write |Xs − xs | ≤ |Xs − X t | + |X t − xt | + |xt − xs |. Using the
conditions (i) and (ii) we obtain
|xs − xt | ≤
∫ s
t
|∂xu | du ≤
√
δ
∫ s
t
|∂xu |2 du
1/2
≤
√
λtδ
8
≤ Rt
64
for t < s < t + δ. Again by (i), √δ ≤ Rt/8√λt so that |X t − xt | ≤ |X t − z| + |z − xt | ≤√
λtδ+ Rt8 ≤ Rt4 . It follows that |Xs − xs | ≤ |Xs − X t |+ Rt2 . If t ≤ τR ≤ t + δ then there exists
s ∈ [t, t + δ] such that Rs ≤ |Xs − xs | and consequently
Rt = Rt
µ
≤ Rs ≤ |Xs − xs | ≤ |Xs − X t | + Rt2 .
It follows that |Xs − X t | ≥ Rt2 . Using hypothesis (i) in Lemma 1 we obtain
Pt (τR ≤ t + δ)1A ≤ Pt

sup
t∧τR≤s≤(t+δ)∧τR
|Xs − X t | ≥ Rt2

1A
≤ 2
Rt
Et

sup
t∧τR≤s≤(t+δ)∧τR
|Xs − X t |

1A
≤ 2
Rt
c(t)
√
δ ≤ cnα
n
4e2(8πγt )n/2
≤ 1
4
I1.
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Before evaluating I2, observe first that:
Et
Ut,δ21/2 ≤ 2δµ(c(t)+ L(t)). (13)
This expression follows since from (H1.2)Et

∫ (t+δ)∧τR
t∧τR
b(s, Xs)ds

2
1/2 ≤ µc(t)δ, (14)
and using (H1.4) and (H1.2) we have,Et
 ∞−
j=1
∫ (t+δ)∧τR
t∧τR
(σ j (s, Xs)− σ j (t, X t ))dW js

2
1/2
=

Et
 ∞−
j=1
∫ (t+δ)∧τR
t∧τR
σ j (s, Xs)− σ j (t, X t )2 ds1/2 ≤ L(t)δ.
Finally we evaluate I2. Using Chebyshev’s inequality and expression (13) we obtain
I2 = Pt
Ut,δ ≥ η2 ≤ 2η Et Ut,δ ≤ 4αµ(c(t)+ L(t))√δ ≤ cnαn4e2(8πγt )n/2 ≤ 14 I1
and the proof is complete. 
3.2. The evolution sequence
In what follows we will work in a framework which is analogue to the evolution sequences
defined in [12], and in [2]. The first ingredient is a time grid 0 = t0 < t1 < · · · < tk < · · ·. We
shall denote
δk = tk − tk−1, λk = λ(tk−1), H2k = 1 ∨
λk−1δk−1
λkδk
,
αk−1 = 18Hk

λk−1,
(15)
We will use a time grid with the properties given in the following proposition.
Proposition 1. There exists a time grid (tk)k∈N such that for each k the conditions in Lemma 1
hold, with t = tk−1, δ = δk ≤ h ∧ 1 and α = αk . That is,
(i)

δk ≤ min

π(tk−1)αnk (αk ∧ Rtk−1),
Rtk−1
8
√
λk

(16)
(ii)
∫ tk
tk−1
|∂xs |2 ds ≤ λk64 .
Moreover, Hk ≤ µn+5/2, and if
N = min{k : tk ≥ T + 1},
V. Bally et al. / Stochastic Processes and their Applications 121 (2011) 2087–2113 2095
then
N ≤ Mn

ΘT +
∫ T
0
|∂xt |2
λt
dt

, (17)
where
Mn = 8
3n+6πn
c2n
× 2µ
2n2+9n+11
ρn
, (18)
and
ΘT = 1+ T + 1h + (c(T )+ L(T ))
2

1
λT
+ 1
R2T

+
∫ T
0

(c(t)+ L(t))2

1
λt
+ 1
R2t

dt. (19)
This proposition is an analytical result which concerns exclusively the deterministic functions
that appear in the Hypothesis (H). The proof is rather long and technical, hence it is given in the
Appendix.
In what follows we will use, without special reference, the time grid given by Proposition 1.
The second ingredient for the evolution sequence is a space grid (xk)k∈N defined by xk =
x(tk). It satisfies the following time–space relation:
|x(tk)− x(tk−1)| ≤
∫ tk
tk−1
|∂x(s)| ds ≤ δk ∫ tk
tk−1
|∂x(s)|2 ds
1/2
≤
√
λkδk
8
. (20)
For k = 1, . . . , N we define
∆k =

|X (tk−1)− xk | ≤ 12

λkδk, τR ≥ Tk−1

∈ Ftk−1 ,
and
Ak = ∩ki=1∆i ∈ Ftk−1 .
Lemma 2. Assume Hypothesis(H). Then for every k = 1, . . . , N
P(Ak) ≥ ρn/2an P(Ak−1), (21)
with
ρ = inf
0≤t≤T
λ(t)
γ (t)
, an = cn
82ne2πn/2µn(n+6)
.
Moreover
P(AN ) ≥ (ρn/2an)N . (22)
Proof. We shall give the proof in two steps. First we show
P(Ak) ≥ E

1Ak−1
∫
{|xk−1−y|≤η}
ptk−2,tk−1,η(y)dy

,
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where η = 18Hk
√
λk−1δk−1 ≤ 18
√
λkδk , and in Step 2 we use Lemma 1 in order to obtain the
result.
Step 1. Using the fact that

φη(X tk−1 − y)dy =

φη(y)dy = 1 and Fubini theorem we obtain
P(Ak) = E

1Ak−1 Etk−2

1∆tk

= E
[
1Ak−1 Etk−2

1∆tk
∫
φη(X tk−1 − y)dy
]
= E
[
1Ak−1
∫
dyEtk−2

1∆tk φη(X tk−1 − y)
]
≥ E
[
1Ak−1
∫
{|xk−1−y|≤η}
dyEtk−2

1∆tk φη(X tk−1 − y)
]
.
If φη(X (tk−1) − y) ≠ 0 and |xk−1 − y| ≤ η, then |X (tk−1)− xk−1| ≤ |X (tk−1)− y| +
|y − xk−1| ≤ 2η ≤ 14
√
λkδk . We also have |xk−1 − xk | ≤ 14
√
λkδk so we obtain
|X (tk−1)− xk | ≤ 12
√
λkδk . It follows that
P(Ak) ≥ E

1Ak−1
∫
{|xk−1−y|≤η}
dyEtk−2(1{τR≥Tk−1}φη(X tk−1 − y))

= E

1Ak−1
∫
{|xk−1−y|≤η}
ptk−2,tk−1,η(y)dy

.
Step 2. We recall we are working with the time grid given by Proposition 1 that satisfies the
hypotheses of Lemma 1. We are on the set Ak−1 so in order to estimate ptk−2,tk−1,η(y) by (12)
we need to show that
Ak−1 ⊂ {|X (tk−2)− y| ≤

λk−1δk−1} ∩ {τR ≥ tk−2}.
We take η = αk−1√δk−1, αk−1 = (8Hk)−1√λk−1. In Ak−1, τR ≥ tk−2 and
|X (tk−2)− x(tk−1)| ≤ 12
√
λk−1δk−1. Since Hk ≥ 1, we also have |y − xk−1| ≤ η ≤
1
8
√
λk−1δk−1 so that
|X (tk−2)− y| ≤ |X (tk−2)− xk−1| + |y − xk−1| ≤

λk−1δk−1.
Therefore Ak−1 ⊂ {|X (tk−2)− y| ≤ √λk−1δk−1} ∩ {τR ≥ tk−2}. We also have
|xk−2 − y| ≤ |xk−1 − y| + |xk−1 − xk−2|
≤ η + 1
4

λk−1δk−1 ≤ 12

λk−1δk−1 ≤ 18 R(tk−2).
So we may use (12) to get
1Ak−1 ptk−2,tk−1,η(y) ≥ 1Ak−1
1
2e2(8πγ (tk−2)δk−1)n/2
,
which finally gives
P(Ak) ≥ P(Ak−1)mLeb(|xk−1 − y| ≤ η) 1
2e2(8πγ (tk−2)δk−1)n/2
= P(Ak−1)ηn cn
2e2(8πγ (tk−2)δk−1)n/2
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= P(Ak−1) (λ(tk−1)δk−1)
n/2
(8Hk)n
cn
2e2(8πγ (tk−2)δk−1)n/2
≥ cnρ
n/2
82n Hnk e
2πn/2
P(Ak−1).
Since 1 ≤ Hk ≤ µn+5/2, the proof of (21) is complete.
In order to prove inequality (22), we notice that
|X (0)− x(t1)| = |x(t0)− x(t1)| ≤ 12

λ1δ1
so P(A0) = 1. Then we use (21) recursively to obtain
P(AN ) ≥ (ρn/2an)N P(A0) = (ρn/2an)N . 
We are now able to prove our main result.
Theorem 1. Assume Hypothesis(H). Then
P(τR ≥ T ) ≥ exp
[
−Qn

ΘT +
∫ T
0
|∂xt |2
λt
dt
]
, (23)
where
Qn = Mn

n
2
ln
1
ρ
+ n(n + 6) lnµ+ ln 8
2ne2πn/2
cn

,
and Mn , ΘT are given by Eqs. (18) and (19), respectively.
Proof. Since tN − tN−1 ≤ h ∧ 1 and tN ≥ T + 1, we have T ≤ tN−1. Then
P(τR ≥ T ) ≥ P(τR ≥ tN−1)
≥ P(AN ) ≥ (ρn/2an)N = exp

−N ln 1
ρn/2an

. (24)
Now (23) follows from (17). 
Note that if N = ∞ then ΘT +
 T
0
|∂xt |2
λt
dt = +∞, therefore inequality (23) remains true,
but useless.
Now we specialize this general result to our main examples, the elliptic and log-normal
cases.
3.3. The elliptic framework
We will say that we are in the elliptic framework if Hypothesis (H) is satisfied with constant
parameters: c(t) = c, L t = L , λt = λ, γt = γ and the deterministic curve is given by the
straight line between x = x0 and y = xT , that is xt = x + tT (y − x).
Corollary 1. Assume we are in the elliptic framework. Then
P(|XT − y| ≤ R) ≥ P(sup
t≤T
|X t − xt | ≤ R) ≥ pel(x, y), (25)
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where
pel(x, y) = exp

−Qn

1+ (T + 1)(c + L)2
[
1
λ
+ 1
R2
]
+ |x − y|
2
Tλ

. (26)
Proof. Note that ∂xt = y−xT so µ = 1, h = ∞ and
 T
0 |∂xt |2 dt = |x−y|
2
T . The result is an
immediate consequence of Theorem 1. 
3.4. The log-normal framework
Let us introduce some notation. For x ∈ Rn+ = {x = (x1, . . . , xn) : xi > 0, i = 1, . . . , n} we
denote
m(x) = min
i=1,...,n xi , θ(x) =
max
i=1,...,n
xi
min
i=1,...,n xi
,
d(x, y) = max
i=1,...,n
|ln xi − ln yi | .
We will say that we are in the log-normal framework if the process X takes values in Rn+ and
Hypothesis (H) is satisfied with the following set of deterministic functions:
We first give the deterministic path xt . The time horizon T , the starting point x(0) = x ∈ Rn+
and the arrival point x(T ) = y ∈ Rn+ are given. We denote
αi = 1T ln
yi
xi
, i = 1, . . . , n,
and we define x(t) = xT,y(t) coordinate-wise by
xi (t) = xi eαi t = x1−t/Ti yt/Ti , t ∈ [0, T ], i = 1, . . . , n;
so that xi (0) = xi and xi (T ) = yi . The radius Rt is given by
Rt = Rm(xt ), with R ∈ (0, 1) fixed,
and the bounds (H1) are satisfied with
ct = c∗ |xt | , λt = λ∗m2(xt ), γt = γ∗ |xt |2 , L t = L∗ |xt |
where c∗, λ∗, γ∗, L∗ are nonnegative constants.
Notice that the functions |∂xt |, Rt , c(t), λt , γt and L(t) belong to the class L(µ, h) with
h = 1/maxi=1,n |αi | and µ = e2.
We now give two examples of Itoˆ processes which fit in this framework.
Example 1. We consider the log-normal diffusion process
X it = x i +
∫ t
0
X is

n−
j=1
σ ij (s, ω)dW
j
s + bi (s, ω)ds

, i = 1, . . . , n, (27)
where
1. σ ij (t, ω), b
i
(t, ω) are adapted and a.s. continuous.
2. There exists c ≥ 1 such that∑ni=1 |σ i (t, ω)|2 + |b(t, ω)|2 ≤ c2, for all t ∈ [0, T ].
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3. There exist 0 < λ ≤ 1 ≤ γ such that λ ≤ σσ ∗ ≤ γ .
4. Et
∑n
j=1
σ j (t, ω)− σ j (s, ω)2 1{τR>s} ≤ L2(s − t), for 0 ≤ t ≤ s, with L ≥ 1.
We take Rt = Rm(xt ). Note that for t ≤ τR, |X t − xt | ≤ Rm(xt ) so that |X t | ≤
|xt | + Rm(xt ) ≤ |xt | (1+ R) and X it ≥ x it − Rm(xt ) ≥ m(xt )(1− R). Then it is straightforward
to obtain that
λt = m2(xt )(1− R)2λ, γt = |xt |2 (1+ R)2γ,
c(t) = c(1+ R) |xt | , and L(t) = L(1+ R) |xt | ,
so the process is in the log-normal framework with
c∗ = c(1+ R), λ∗ = (1− R)2λ, γ∗ = (1+ R)2γ, and L∗ = L(1+ R).
Example 2 (Baskets). Let X be the log-normal diffusion given in Example 1, and let Y be the
one-dimensional process defined by
Yt =
n−
i=1
X it , for t ∈ [0, T ].
Then Y satisfies
dYt =
n−
j=1
σ j (t, ω)dW
j
t + b(t, ω)dt, Y0 =
n−
i=1
x i with
σ j (t, ω) =
n−
i=1
X itσ
i
j (t, ω), and b(t, ω) =
n−
i=1
X it b
i
(t, ω). (28)
Observe that Y is not a Markov process. We will see that although Y is not a log-normal pro-
cess, it fits in the log-normal framework since the bounds for the coefficients are of the same type
as in Example 1. More precisely, let y ∈ R be fixed, y0 = ∑ni=1 x i , and let yt be the determin-
istic path yt = y1−t/T0 yt/T . Then the bounds given by the log-normal framework are satisfied,
with this deterministic curve, and all the parameters given at the beginning of this subsection.
In order to obtain these bounds it suffices to use the representation (28) and to note that
(1− R)m(yt ) ≤ |Yt |1[τR>t] ≤ (1+ R)|yt |. (29)
We will only briefly give the proof of the ellipticity condition:
σσ ∗ =
n−
j=1

σ j (t, ω), X t
2 = σσ ∗(t, ω)X t , X t  .
Then on the set [τR > t]
λ
n
m2(yt )(1− R)2 ≤ λn |Yt |
2 ≤ λ |X t |2 ≤ σσ ∗ ≤ γ |X t |2 ≤ γ |Yt |2 ≤ γ (1+ R)2 |yt |2 .
Now we state the bound for processes that satisfy the log-normal framework:
Corollary 2. Assume that we are in the log-normal framework. We fix x0 = x and x(T ) = y ∈
Rn+. Then
P(τR ≥ T ) ≥ plnT (x, y) (30)
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where
plnT (x, y) = exp

−Cn

γ∗
λ∗
n+1
Γ (x, y)

AT + T + 1T d(x, y)+
d2(x, y)
Tλ∗

, (31)
with Cn a universal constant and
AT = 1+ (T + 1)(c∗ + eL∗)2
[
1
λ∗
+ 1
R2
]
, Γ (x, y) = [θ(x) ∨ θ(y)]2(n+2). (32)
Proof. We use Theorem 1. Let us first compute Qn . We recall that µ = e2 and
1
ρ
= n(θ(x) ∨ θ(y))2 γ∗
λ∗
so
Qn = 8
3n+6πn
c2n
2e2(2n
2+9n+11)
ρn

n
2
ln
1
ρ
+ ln 8
2ne2n(n+6)+2πn/2
cn

≤ Cn[θ(x) ∨ θ(y)]2(n+1)

γ∗
λ∗
n+1
.
Here Cn is a universal constant, and we have used the inequality ln a ≤ a.
We estimate now ΘT (see (19)). We recall that h−1 = maxi=1,n |αi | = d(x, y)/T and we
notice that |xt | /m(xt ) ≤ √n(θ(x) ∨ θ(y)). It follows from (19)
ΘT ≤ 1+ T + 1T d(x, y)+ (c∗ + L∗)
2

1
λ∗
+ 1
R2∗

(T + 1)n(θ(x) ∨ θ(y))2.
Finally, since |∂xt | ≤ maxi=1,...,n |αi | × |xt | we have∫ T
0
|∂xt |2
λt
dt ≤ n(θ(x) ∨ θ(y))2 d
2(x, y)
Tλ∗
and the proof is complete. 
As we can see, the estimations are in terms of the logarithmic distance, suggesting that the
Euclidean one may not be optimal in this case. Therefore we shall express the bounds in terms
of the distance d(x, y).
Corollary 3. We are in the log-normal framework. For every x, x(T ) = y ∈ Rn+
P(d(X t , xt ) ≤ R for all 0 ≤ t ≤ T ) ≥ plnT (x, y).
Proof. Let a > 0, b > 0, and 0 < r < 1. We check that
|a − b| ≤ r
2
a → |ln a − ln b| ≤ r.
We write b ≥ a − |a − b| ≥ a − r2 a ≥ 12 a. So a ∧ b ≥ 12 a. Then
|ln a − ln b| ≤ 1
a ∧ b × |a − b| ≤
2
a
× r
2
a = r.
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Suppose now that |X t − xt | ≤ Rt = R2 m(xt ). Then for every i = 1, . . . , n one has
X it − x it  ≤
R
2 x
i
t and consequently
ln X it − ln x it  ≤ R. We conclude that d(X t , xt ) ≤ R. This gives
P(d(X t , xt ) ≤ R, for all 0 ≤ t ≤ T ) ≥ P(|X t − xt | ≤ R2 m(xt ), for all 0 ≤ t ≤ T )
and the conclusion follows from the previous corollary for R taken as R/2. 
4. Lower bounds for distribution functions and expectations
So far we have obtained results for tubes, which in particular give estimates for balls. In this
section we find lower bounds for the distribution function and more generally for expectations of
a certain class of functions.
In the first subsection we will show how lower bounds for balls (with respect to a general
distance) give similar results for expectations. In the two following subsections we use this result
in the elliptic and log-normal frameworks.
4.1. From balls to expectations
We consider an open set D ⊂ Rn , a distance d on D and a random variable U : Ω → D.
We suppose that we are able to give lower bounds for P(d(U, y) ≤ R), y ∈ D and we want to
derive lower bounds for expectations of functions of U . In order to give a precise statement we
introduce a function ρU : D → R+ which verifies the property
ρU (y) ≤ ρU (z)+ βd(y, z), for every y, z ∈ D (33)
for some β > 0. The most natural example of such a function is ρx (y) = d(x, y) where x ∈ D.
For a set A ⊂ D we denote ρU (A) = infy∈A ρU (y). When ρx (y) = d(x, y), ρ is just the distance
from x to A, however in Section 5 we will need this more general form. We also consider some
constants c1, c2, c3 ≥ 0, a function KU : D → R+, and we assume that for every y ∈ D and
R > 0 we have the estimate
P(d(U, y) ≤ R) ≥ exp

−KU (y)

c1 + c2ρ2U (y)+
c3
R2

. (34)
Let us introduce some more notation. We denote B(d)R (x) = {y : d(x, y) < R} and given
κ ≥ 1, ε > 0 we define the following two classes of sets:
· We say that A ∈ B(d)κ,ε if mLeb(A) ≤ 1 and there exists z ∈ A such that B(d)ε (z) ⊂ A ⊂ B(d)κε (z).
· Given a set A and µ ≥ 1, h > 0 we define L(d)A (µ, h) to be the class of the nonnegative
functions f : D → R+ which satisfy: f (y) ≤ µ f (z) for every y, z ∈ A with d(y, z) < h.
Theorem 2. Suppose that (34) holds. Consider some constants µ, κ ≥ 1, ε > 0, and a set
A ∈ B(d)κ,ε such that δ = ρU (A) = infy∈A ρU (y) > 0, and assume that the function KU belongs
to L(d)A (νA, κε) for some νA ≥ 1. Then for every f ∈ L(d)A (µ, κε)
E( f (U )1A(U )) ≥ 1
µ2
∫
A
f (y)pU,A(y)dy with
pU,A(y) = exp

−νA KU (y)

c1 +

c2 + c3
ε2δ2

1+ βκε
δ
2
ρ2U (y)

. (35)
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Proof. We take z ∈ A such that B(d)ε (z) ⊂ A ⊂ B(d)κε (z). Using (34) we obtain
P(U ∈ A) ≥ P(U ∈ B(d)ε (z)) ≥ exp

−KU (z)

c1 + c2ρ2U (z)+
c3
ε2

.
Since ρU (z) ≥ ρU (A) = δ > 0 we have ε−2 ≤ (εδ)−2ρ2U (z). So
P(U ∈ A) ≥ exp

−KU (z)

c1 +

c2 + c3
ε2δ2

ρ2U (z)

.
We now take y ∈ A ⊂ B(d)κε (z). Since ρU (y)/δ ≥ 1 we have
ρU (z) ≤ ρU (y)+ βd(y, z) ≤ ρU (y)+ βκε ≤ ρU (y)

1+ βκε
δ

.
We also have KU (z) ≤ νA KU (y) so that
P(U ∈ A) ≥ exp

−νA KU (y)

c1 +

c2 + c3
ε2δ2

1+ βκε
δ
2
ρ2U (y)

= pU,A(y).
Integrating over y ∈ A we obtain (recall that mLeb(A) ≤ 1)
P(U ∈ A) ≥ 1
mLeb(A)
∫
A
pU,A(y)dy ≥
∫
A
pU,A(y)dy.
Then for a function f ∈ L(d)A (µ, κε) we have
E( f (U )1A(U )) ≥ 1
µ
f (z)P(U ∈ A)
≥ 1
µ
f (z)
∫
A
pU,A(y)dy ≥ 1
µ2
∫
A
f (y)pU,A(y)dy. 
4.2. The elliptic framework
In this section we will work in the elliptic framework so from Corollary 1 we have
P(|XT − y| ≤ R) ≥ exp

−Qn

1+ (T + 1)(c + L)2

1
λ
+ 1
R2

+ |x − y|
2
Tλ

, (36)
and we can apply Theorem 2 with D = Rn and ρXT (y) = |x − y|, where x = X0. We denote
by Bκ,ε and L A(µ, h) the family of sets respectively functions corresponding to this distance.
Proposition 2. Assume we are in the elliptic framework. Let ν, κ ≥ 1 and ε > 0. Consider a set
A ∈ Bκ,ε a point x ∈ Rn such that δ = d(x, A) > 0 and a nonnegative function f ∈ L A(ν, κε).
Then
E( f (XT )1A(XT )) ≥ 1
ν2
∫
A
f (y)pT,A(x, y)dy (37)
where
pT,A(x, y) = exp

−Qn

1+ (T + 1)(c + L)
2
λ
+ |x − y|2

1
Tλ
+ (T + 1)(c + L)
2
ε2δ2

1+ κε
δ
2
. (38)
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Proof. Notice that (34) holds with K XT (y) = Qn, c1 = 1+(T+1)(c+L)2/λ, c2 = 1/Tλ, c3 =
(T + 1)(c + L)2 and ρA(y) = |x − y|. So (37) follows from Theorem 2. 
We will now use the result above to give lower bounds for the distribution function. We
consider x, z ∈ Rn such that xi < zi , i = 1, . . . , n and denote Az = {y : zi < yi , i = 1, . . . , n}.
For a multi-index β = (β1, . . . , βn) ∈ N n we define |x |β = |x1|β1 × · · · × |xn|βn .
Corollary 4. Assume we are in the elliptic framework. Let x = X0 and z ∈ Rn such that zi > xi
and |x − z| > 1. Then for every β ∈ N n
E(|XT − x |β 1Az (XT )) ≥ 22(β1+···+βn)
∫
Az
|y − x |β pelT (x, y)dy, (39)
in particular,
P(X iT ≥ zi , i = 1, . . . , n) ≥
∫
{yi≥zi ,i=1,...,n}
pelT (x, y)dy, (40)
with
pelT (x, y) = exp

−Qn

1+ (T + 1)(c + L)
2
λ
+ |x − y|2

1
Tλ
+ (T + 1)(c + L)2

(1+ 2n/2)2

,
Proof. We consider the grid zα, α ∈ N n defined by zαi = zi + αi and the disjoint cubes Aα =∏n
i=1(zαi , zαi + 1]. Then Az = ∪α∈N n Aα and Aα ∈ Bκ,ε with κ = 2n/2 and ε = 1. It is easy
to check that the function |y − x |β belongs to L Aα (2β1+···+βn , κε). For each Aα we use (37)
and we obtain the inequality (39) with Aα instead of Az . Finally, we sum over α ∈ N n and we
obtain (39). 
4.3. The log-normal framework
In this section we are in the log-normal framework and we use the notation form Section 3.4.
From Corollary 3 we have
Proposition 3. Assume we are in the log-normal framework. Let µ, κ ≥ 1 and ε ∈ (0, 12 ).
Consider a set A ∈ B(d)κ,ε a point x ∈ Rn+ such that δ = d(x, A) > 0 and a nonnegative function
f ∈ L(d)A (µ, κε). Then
E( f (XT )1A(XT )) ≥ 1
µ2
∫
A
f (y)pL NA (x, y)dy (41)
where
pL NA (x, y) = exp

−e4κεCn

γ∗
λ∗
n+1
Γ (x, y)

1+ (T + 1)(c∗ + eL∗)
2
λ∗
+

T + 1
T δ
+ 1
Tλ∗
+ (T + 1)(c∗ + eL∗)
2
ε2δ2

1+ κε
δ
2
d2(x, y)

. (42)
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Proof. We use Theorem 2 with D = Rn and ρXT (y) = d(x, y). From (31) and since d(x, y) ≤
d2(x, y)/δ, if d(x, y) > δ, we obtain (34) with K XT (y) = Cn

γ∗
λ∗
n+1
Γ (x, y) and
c1 = 1+ (T + 1)(c∗ + eL∗)
2
λ
, c2 = T + 1T δ +
1
Tλ∗
, c3 = T (c∗ + eL∗)2.
Notice that if d(y, y′) ≤ κε and y < y′ then y′i ≤ yi eκε so that θ(y′) ≤ θ(y)e2κε. Moreover
ln(θ(x)∨ θ(y′)) ≤ ln(θ(x)∨ θ(y))+ ε ≤ ln(θ(x)∨ θ(y))+ 1. So Γ (x, y′) ≤ 2e4κεΓ (x, y). We
conclude that νA = 2e4κε. So pXT ,A(x, y) in (35) is given by (42), so (41) follows. 
We now deal with the distribution function. As in the previous section, we denote Az = {y :
zi < yi , ı = 1, . . . , n}.
Corollary 5. Assume we are in the log-normal framework and d(x, Az) > 1. Let β =
(β1, . . . , βn) ∈ N n be a multi-index. Then
E(|XT |β 1Az (XT )) ≥ (e−2(β1+···+βn))
∫
Az
|y|β pL NT (x, y)dy, (43)
in particular, with β = 0,
P(X iT ≥ zi , i = 1, . . . , n) ≥
∫
{yi≥zi i=1,...,n}
pL NT (x, y)dy
where
pL NT (x, y) = exp

−C ′n
γ∗
λ∗
n+1
Γ (x, y)

1+ (T + 1)(c∗ + eL∗)
2
λ∗
+

T + 1
T
+ 1
Tλ∗
+ 4(T + 1)(c∗ + eL∗)2

4d2(x, y)

and C ′N is a universal constant.
Proof. The proof is similar as in the elliptic case, the only difference is the distance d , since in
this case it is a logarithmic one. Then we will only give the constants in the family LdAz (µ, κϵ),
and the grid. It is easy to check that the function |x |β belongs to LdAz (e2(β1+···+βn)κϵ, κϵ) for
every κϵ > 0, in particular for κϵ = 1. In this case the grid will be given by zα, α ∈ N n defined
by zαi = e2αi zi , and the sets Aα =
∏n
i=1(zαi , e2αi zαi ]. 
Example 3. Let Y be the basket process defined in Example 2 of Section 3.4. Then, as an
immediate consequence of the previous corollary, the price of a Call Option on this basket
satisfies
E((YT − K )+) = E((YT − K )1{YT>K })
≥ E((YT − K )1{YT>K+1})
≥ e−2
∫
{y≥K+1}
(y − K )pL NT (x, y)dy.
Remark 3. Suppose that in Example 1 we have b = 0, and σ = σ is constant. So XT is a
log-normal random variable with density
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pT (x, y) = 1
σ y
exp

− 1
2Tσ 2

ln
y
x
+ 1
2
σ 2T
2
= 1
σ y
exp

− 1
2Tσ 2

d(x, y)+ 1
2
σ 2T
2
.
This is compatible with pL NT (x, y), but our estimate becomes bad around the hyperplanes{yi = 0} (because θ(y) blows up). In the one-dimensional case θ(y) = 1, so this difficulty
does not appear.
5. Estimates for functionals of the path of uniformly elliptic itoˆ processes
In this section we assume that X t is a one-dimensional uniformly elliptic process, which means
that X solves the Eq. (5) with constant parameters c(t) = c, λt = λ, γt = γ and L(t) = L . In
other words, Hypothesis (H1) holds for every t and not only for t ≤ τR , and we want to estimate
the distribution function of the couple (X t , Yt ) where
Yt = y +
∫ t
0
Xsds.
It is clear that the couple (X t , Yt ) is degenerated on the whole space R2 so we cannot use
the estimates for the balls directly, however, as we can see in the next Lemma we can use the
estimates for the tubes.
Lemma 3. Given x, y ∈ R let xt be a deterministic curve such that xT = x, and y = y + T
0 xsds. Then
P

|XT − x | ≤ R, 1T |YT − y| ≤ R

≥ P(sup
t≤T
|X t − xt | ≤ R). (44)
Proof. The result follows immediately from
1
T
|YT − y| = 1T
∫ T
0
X t dt −
∫ T
0
xt dt
 . 
Remark 4. Observe that even though Lemma 3 reduces the problem to obtain estimates in the
elliptic framework (in terms of X t ), we cannot use those results here, since the straight line
between x and x may not satisfy the condition y +  T0 xsds = y of the Lemma. One possible
way to avoid this problem is to consider the curve defined by
xt =

x + t
s
(a − x), 0 ≤ t ≤ s,
a + t − s
T − s (x − a), s ≤ t ≤ T,
(45)
where a and s are chosen in such a way that the condition of Lemma 3 is satisfied.
However, ∂xt does not belong to L(1,∞), (as in the elliptic framework) but to another class
L(µ(x, x, y, y), h(x, x, y, y)), and the estimations we obtain do not allow us, in general, to pass
directly to the estimations of the distribution function. This difficulty is rather easily solved when
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the Markov property is satisfied, as we can see in the following proposition:
Proposition 4. Assume that X t is uniformly elliptic and that the coefficients σ(t, x) and b(t, x)
are deterministic. Then for every z = (x, y), z = (x, y) and each T, R > 0,
P

|XT − x | ≤ R, 1T |YT − y| ≤ R

≥ qT,R,C (z, z), (46)
where
qT,R,C (z, z) = exp

−C

AT + (y − y − xT )
2
λT 3
+ (x − x)
2
λT

, (47)
AT = 1+

T
2
+ 1

(c + L)2

1
λ
+ 1
R2

, (48)
and C is a universal constant.
Proof. Since the coefficients are deterministic, X t is a non-homogeneous Markov process that
satisfies the flow property, that is: For 0 ≤ t ≤ s and x ∈ R let X ts(x) be the solution of
X ts(x) = x +
∫ s
t
σ(t + r, X tr (x))dWr +
∫ s
t
b(t + r, X tr (x))dr
and X t+s = X0t+s(x) = X ts(X0t (x)). Then we have:
P(sup
t≤T
|X t − xt | ≤ R)
= E

1[ sup
t≤T/2
|X t−xt |≤R]ET/2

1[ sup
T/2≤t≤T
|X T/2t (XT/2)−xt |≤R]|XT/2

. (49)
To apply Lemma 3 we take the deterministic curve xt given by (45) with a = 2(y−y)T − x+x2 ,
s = T/2, so that y +  T0 xt dt = y. Notice that
∂xt =

2
T

2(y − y − T x)
T
+ x − x
2

0 ≤ t ≤ T
2
− 2
T

2(y − y − T x)
T
+ 3(x − x)
2

T
2
≤ t ≤ T .
We will first deal with the conditional expectation in (49). For each v ∈ R we define
xT/2t (v) = v − a + xt , t ∈ [T/2, T ]. Then ∂xT/2t = ∂xt , |xT/2t − xt | = |v − a|, and
ET/2

1[ sup
T/2≤t≤T
|X T/2t (XT/2)−xt |≤R]|XT/2 = v

≥ ET/2

1[ sup
T/2≤t≤T
|X T/2t (v)−xT/2t (v)|+|xT/2t (v)−xt |≤R]|XT/2 = v

≥ ET/2

1[ sup
T/2≤t≤T
|X T/2t (v)−xT/2t (v)|+|xT/2t (v)−xt |≤R]

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≥ ET/2

1[ sup
T/2≤t≤T
|X T/2t (v)−xT/2t (v)|≤R/2]1[|v−a|≤R/2]

= 1[BR/2(a)](v)ET/2

1[ sup
T/2≤t≤T
|X T/2t (v)−xT/2t (v)|≤R/2]

≥ 1[BR/2(a)](v)qT,R,C1(z, z), (50)
where the last inequality follows from expression (26), and from the fact that
|v − xT/2T (v)| = |a − x | ≤ C1
 |y − y − xT |
T
+ |x − x |

,
where C1 is a universal constant. Finally, from (49) and (50) we have
P(sup
t≤T
|X t − xt | ≤ R) ≥ E

1[ sup
t≤T/2
|X t−xt |≤R]1[BR/2(a)](XT/2)

qT,R,C1(z, z)
≥ E

1[ sup
t≤T/2
|X t−xt |≤R/2]

qT,R,C1(z, z)
and the result follows by applying again (26). 
We now give the lower bound for the distribution function.
Proposition 5. Assume that X is a uniformly elliptic process with deterministic coefficients. Let
z = (x, y) be the starting point. Then for every z = (x, y) such that x ≥ x + 1 we have
P(XT ≥ x, YT ≥ y) ≥ 1T
∫
{x ′≥x}
∫
{y′≥y}
pT ((x, y), (x
′, y′))dx ′dy′,
where
pT ((x, y), (x
′, y′))
= exp

−C

1+ BT
λ
+

1
λT
+ BT
[
(y′ − y − xT )2
T 2
+ (x ′ − x)2
]
, (51)
BT = (T + 1)(c + L)2. (52)
Proof. Let U = (U1,U2) = (XT , 1T
 T
0 X t dt) andy = y−yT . Then by (46)
P (U ∈ BR (x,y)) ≥ P |XT − x | ≤ R/2, 1T |YT − y| ≤ R/2

≥ qT,R/2,C ((x, y), (x, y))
= exp

−C

AT + 1
λT

(y − x)2 + (x − x)2 .
Then (34) holds with
KU (z) = 1, c1 = 1+ (T + 1)(c + L)
2
λ
, c2 = 1
λT
, c3 = (T + 1)(c + L)2,
and
d(z, z′) = z − z′ , ρ2U (z′) = (z′1 − x)2 + (z′2 − x)2.
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Following the same procedure as in Corollary 4, we consider the sets Aα = [x + α1, x + α1 +
1)× [y + α2,y + α2 + 1), α ∈ N 2 and we note that Aα ∈ B(d)κ,ε with ε = 12 and κ = 1. We also
have β = νAα = 1 and δα = infy∈Aα ρU (y) ≥ |x − x | ≥ 1 so by Theorem 2
P(U ∈ Aα) ≥
∫
Aα
f (z)dz with
f (x ′, y′) = exp

−C

1+ BT
λ
+

1
λT
+ BT

(y′ − x)2 + (x ′ − x)2

where C is a universal constant and BT is given by (52). Finally, recalling the notation U =
(U1,U2) = (XT , 1T
 T
0 X t dt), we have
P(XT ≥ x, YT ≥ y) = P

U1 ≥ x,U2 ≥ y − yT

=
−
α∈N 2
P(U ∈ Aα)
≥
∫
{x ′≥x}
∫
{y′≥ y−yT }
f (x ′, y′)dx ′dy′.
Using the change of variable y′′ = y′T + y we obtain the result. 
Remark 5. Using the Markov property, the log-normal framework can also be studied. However,
since the distance is logarithmic, the arguments are much more technically involved and it is
rather difficult to obtain optimal lower bounds. On the other hand, the elliptic case is a good
example since it is the simplest non-trivial example of a diffusion which satisfies the weak
Ho¨rmander condition.
Remark 6. Finally we compare the results in this section with the ones in [2,4]. The main
difference is that we obtain lower bounds for the distribution function, whereas they gave
lower bounds for the density. The main ingredient used there is the Malliavin calculus which,
roughly speaking, allows to regularize the Dirac function using integration by parts. Some
geometrical considerations related to the structure of the covariance matrix under the weak
Ho¨rmander condition are also needed for their results, and, in particular, the log-normal case
is also discussed.
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Appendix. Construction of a time grid
The aim of this Appendix is to construct a time grid which verifies the properties given in
Proposition 1. We need to control the number of points in the grid and the size of the time
intervals.
Let us recall that as a convention, all the functions defined on [0, T ], say f : [0, T ] → R
(or Rn), shall be extended to R+ by letting f (t) = f (T ) for t ≥ T . Consequently, ∂ ft = 0 for
t > T .
We will use an auxiliary function q : R+ → R+ which belongs to L(µq , hq) for some
µq ≥ 1, hq > 0. First we construct a time grid associated to this function, and later we will
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choose a specific function q that regulates the size of the time intervals in order to satisfy
Proposition 1. We recall that by Hypothesis (H0) all the functions |∂x |, R, λ, c, γ, and L belong
to the class L(µ, h) for some h > 0 and µ ≥ 1.
We denotehq = h ∧ hq .
We put t0 = 0. If tk is already given, let
νk = inf

u > 0 :
∫ tk+u
tk
|∂xs |2 ds > λ(tk)
64µ3

, (53)
and we define
tk+1 = tk +hq ∧ q(tk) ∧ νk . (54)
We denote δk+1 = tk+1 − tk .
Remark 7. Notice that by definition δk+1 ≤ q(tk). This will be used in order to obtain (i) of
Proposition 1. The inequality δk+1 ≤ νk will be used to obtain (ii) in Proposition 1, which
implies |x(tk+1)− x(tk)| ≤ 18

λ(tk)δk+1. (See expression (20)). In some sense it represents a
change of time.
Lemma 4. Let N = min{k : tk ≥ T + 1}, then
N ≤ 1+
∫ T+1
0
max

64µ4
|∂xs |2
λs
,
µqhq ∧ q(s)

ds. (55)
If the integral on the right side is finite then N is also finite.
Proof. We fix k ≤ N . Let us assume that tk+1 = tk +hq ∧ q(tk) ≤ tk + hq (see (54)). Since the
functionhq ∧ q ∈ L(µq , hq), one has∫ tk+1
tk
µqhq ∧ q(s)ds ≥ (tk+1 − tk) 1hq ∧ q(tk) = 1.
Suppose now that tk+1 = tk + νk . Since tk+1 ≤ tk + h, we have
64µ4
∫ tk+1
tk
|∂xs |2
λs
ds ≥ 64µ
3
λ(tk)
∫ tk+νk
tk
|∂xs |2 ds = 1.
This yields that for every k,∫ tk+1
tk
max

64µ4
|∂xs |2
λs
,
µqhq ∧ q(s)

ds ≥ 1. (56)
If N is finite tN−1 ≤ T + 1, and∫ T+1
0
max

64µ4
|∂xs |2
λs
,
µqhq ∧ q(s)

ds
≥
N−2−
k=0
∫ tk+1
tk
max

64µ4
|∂xs |2
λs
,
µqhq ∧ q(s)

ds ≥ N − 1.
If the integral in the inequality (55) is finite, clearly by (56) N < ∞, and the proof is
complete. 
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Lemma 5. For every i = 1, . . . , N
δi ≥ 1
µq ∨ µ5 δi−1. (57)
Proof. Assume that ti = ti−1 +hq ∧ q(ti−1) (see expression (54)). Since ti−1 − ti−2 ≤hq ≤ hq
andhq ∧ q ∈ L(µq , hq), we have
δi =hq ∧ q(ti−1) ≥ 1
µq
(hq ∧ q(ti−2)) ≥ 1
µq
δi−1.
Assume now that ti = ti−1 + νi . We will prove that δi = νi ≥ µ−5δi−1. Notice that if
s ∈ (ti−1, ti−1 + µ−5δi−1) then |s − ti−1| ≤ δi−1 ≤ h and if s ∈ (ti−2, ti−1) then |s − ti−1| ≤
δi−1 ≤ h. So in both cases we may use the property L(µ, h). We write∫ ti−1+µ−5δi−1
ti−1
|∂xs |2 ds ≤ µ−3
∂xti−1 2 δi−1
≤ µ−1
∫ ti−1
ti−2
|∂xs |2 ds = µ−1 λ(ti−2)
64µ3
≤ λ(ti−1)
64µ3
.
This proves that µ−5δi−1 ≤ νi and the proof is complete. 
We recall that
λk = λ(tk−1) H2k = 1 ∨
λk−1δk−1
λkδk
, αk−1 = 18Hk

λk−1. (58)
Corollary 6. For k = 1, . . . , N
λk−1 ≥ αk−1 ≥
√
λk−1
8µ1/2 × (µq ∨ µ5)1/2 . (59)
Proof. We use Lemma 5 to get
8αk−1 =
√
λk−1
Hk
= λk−1 [1 ∧ √λkδk√
λk−1δk−1
]
= λk−1 ∧ [λk √δk√
δk−1
]
≥ λk−1 ∧ 1
(µq ∨ µ5)1/2

λk ≥ 1
(µq ∨ µ5)1/2µ1/2

λk−1. 
We will now construct a specific function q . In a first stage we fix some θ > 0 and we define
αθ (t) =
√
λt
8µ1/2 × (θ ∨ µ5)1/2 ,
and
qθ (t) = min

R
2
t
64λt
, π2t α
2n
θ (t)× (α2θ (t) ∧ R2t )

,
with πt defined in (9). Notice that if f ∈ L(µ f , h f ), g ∈ L(µg, hg) then f ∧ g ∈ L(µ f ∨
µg, h f ∧hg), 1/ f ∈ L(µ f , h f ), f +g ∈ L(µ f ∨µg, h f ∧hg) and f ×g ∈ L(µ f ×µg, h f ∧hg).
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Moreover, if a ∈ R is a constant then a× f ∈ L(µ f , h f ) so the parameters do not change. Using
these rules we obtain π ∈ L(µπ , hπ ) with µπ = µ1+ n2 and hπ = h. Moreover qθ ∈ L(µ, h)
with h = h and µ = µn+2µ2π = µ2n+4. The important point is that µ and h do not depend on θ .
So we take θ = µ = µ2n+4 and we define the corresponding functions
α(t) =
√
λ(t)
8(µ ∨ µ5)1/2µ1/2 (60)
and
q(t) = min

R
2
t
64λt
, π2t α
2n(t)× (α2(t) ∧ R2t )

. (61)
Then q ∈ L(µq , hq) with µq = µ = µ2n+4, hq = h. The following lemma proves
Proposition 1.
Lemma 6. We consider the time grid associated to the function q defined in (61), Hk, λk−1, αk−1
defined in (58) with respect to this time grid, and N as in Lemma 4. Then Hk ≤ µn+5/2, and
(i)

δk−1 ≤ min

Rtk−2
8
√
λk−1
, π(tk−2)αnk−1(αk−1 ∧ Rtk−2)

, (62)
(ii)
∫ tk−2+δk−1
tk−2
|∂xs |2 ds ≤ λk−164 ,
(iii) N ≤ Mn

1+ 1
h
+ (c(T )+ L(T ))2

1
λT
+ 1
R2T

+
∫ T
0

1
h
+ |∂xt |
2
λt
+ (c(t)+ L(t))2

1
λt
+ 1
R2t

dt

,
where Mn is given by expression (18), that is
Mn = 8
3n+6πn
c2n
× 2µ
2n2+9n+11
ρn
.
Proof. Let us prove (i). Notice first that
√
δk−1 ≤

q(tk−2) ≤ R(tk−2)/8√λk−1. Moreover, in
view of the second inequality in (59), we have
αk−1 ≥
√
λk−1
8(µq ∨ µ5)1/2µ1/2 = α(tk−2);
δk−1 ≤

q(tk−2) ≤ π(tk−2)αnk−1(αk−1 ∧ R(tk−2)),
and (i) is proved.
(ii) follows from the definition of νk−2 (see (53)).
To prove (iii) we estimate 1/q(t) first. One has
1
q(t)
≤ 64λt
R
2
t
+ 1
π2t α
2n(t)× (α2(t) ∧ R2t )
≤ 2
π2t α
2n(t)

1
α2(t)
+ 1
R
2
t

.
In order to obtain the second inequality we use λt ≤ 1, 1/α2n > 64, and πt < 1.
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Recall that
1
π2t
= 1
c2n
(16e2(8πγt )n/2µ)2(c(t)+ L(t))2 ≤

8n+4πnγ nt µ2
c2n

(c(t)+ L(t))2
(see (9)). Then,
1
q(t)
≤ 2

8n+4πnγ nt µ2
c2n

(c(t)+ L(t))2

82nµ˜2n
λnt

82µ˜2
λt
+ µ
2
R2t

≤ 2ρ−n

83n+6πnµ2µ˜2n+2
c2n

(c(t)+ L(t))2

1
λt
+ 1
R2t

.
Using Lemma 4
N ≤ 1+
∫ T+1
0
max

64µ4
|∂xs |2
λs
,
µq
h ∧ q(s)

ds
≤ 1+ 64µ4
∫ T+1
0
|∂xs |2
λs
ds + µ
2n+4
h
(T + 1)+ µ2n+4
∫ T+1
0
1
q(s)
ds
≤ 1+ 64µ4
∫ T+1
0
|∂xs |2
λs
ds + µ
2n+4
h
(T + 1)
+ Mn
∫ T+1
0
(c(t)+ L(t))2

1
λt
+ 1
R2t

dt
≤ Mn

1+
∫ T+1
0

1
h
+ |∂xt |
2
λt
+ (c(t)+ L(t))2

1
λt
+ 1
R2t

dt

.
We recall that the functions which appear under the integral are constant for t ∈ [T, T + 1]. In
particular, ∂xt = 0 for t ∈ [T, T + 1]. So∫ T+1
0

1
h
+ |∂xt |
2
λt
+ (c(t)+ L(t))2

1
λt
+ 1
R2t

dt
= 1
h
+ (c(T )+ L(T ))2

1
λT
+ 1
R2T

+
∫ T
0

1
h
+ |∂xt |
2
λt
+ (c(t)+ L(t))2

1
λt
+ 1
R2t

dt
and the proof is complete. 
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