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Abstract
In lattice computations all dimensionful observables have to be expressed in units of a
reference scale and its determination is often the first step before proceeding to other
quantities.
In this thesis we describe the scale setting strategy for a new set of large-volume ensem-
bles generated within the CLS effort. The simulations have been carried out including up,
down and strange quark fields, discretized a là Wilson and following theO(a)-improvement
program. The gauge field dynamics is implemented with the improved Lüscher-Weisz ac-
tion.
To overcome the freezing of topology in simulations at small lattice spacings, open
boundary conditions in the time direction have been adopted, together with twisted-mass
reweighting, a technique to regularize and stabilize the fermionic contributions in the
infrared region.
In this thesis we discuss their implications on mesonic spectral quantities. We compute
the lattice spacings, for our four values of β, using the pseudo-scalar decay constants,
extracted in the presence of open boundary conditions. In addition to that, we determine
the observable t0 and extrapolate it to the continuum.
i
Zusammenfassung
Alle dimensionsbehafteten Gitter-QCD-Observablen müssen in Einheiten einer Referen-
zskala ausgedrückt werden und die Bestimmung dieser ist häufig der erste Schritt in der
Berechnung anderer Observablen.
In dieser Arbeit beschreiben wir eine scale setting-Strategie für eine neue Satz an En-
sembles mit großem Volumen, die von CLS generiert worden sind. Die Simulationen
enthalten up, down und strange O(a)-verbesserte Wilson-Fermionenfelder. Die Eichfeld-
dynamik ist mit Lüscher-Weisz-Wirkung implementiert.
Um das freezing der Topologie bei kleinen Gitterabständen zu überwinden, wurden of-
fene Randbedingungen in Zeitrichtung verwendet. Außerdem wurde twisted mass reweight-
ing eingesetzt, eine Technik, um die Fermionbeiträge in der Infrarotregion zu stabilisieren
und zu regularisieren.
In dieser Arbeit diskutieren wir deren Auswirkungen auf mesonische Spektralgrößen.
Wir berechnen die Gitterabstände für unsere vier β Werte unter Verwendung der pseu-
doskalaren Zerfallskonstanten, die wir aus den Simulationen mit offenen Randbedingungen
extrahieren.
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Introduction
The laws of physics are described by four fundamental pieces: electromagnetic and weak
interactions, the strong force and gravity. In particular Quantum Field Theories have
been experimentally confirmed (within the ranges of energies so far explored) to be the
best descriptive and predictive theories for particle physics. In some sense, QFTs blend
together the laws of Quantum Mechanics and Special Relativity and open a new window
in the understanding of natural phenomena in terms of symmetries. Intrinsic properties
of particles are now understood as the behavior under transformations of some symmetry
group. For instance, a relativistic theory must possess Lorentz invariance and depending
on the way the various fields transform under such symmetry, they have different proper-
ties, such as the spin number. Electroweak and strong interactions are described in terms
of local symmetries, the gauge symmetries, realized by adjoint representations of specific
Lie Groups. Global symmetries, such as chiral or flavor transformations, constrain the
spectrum of hadrons.
Since the physics of accelerators and colliders began, a whole zoo of particles has been
discovered. Their interactions and properties are described by the so-called Standard
Model, a renormalizable and local QFT, with U(1) × SU(2) × SU(3) gauge symmetry,
which provides an excellent description of the fundamental forces, gravity excluded. It
depends on 3 gauge couplings (one for each group) which determine the strength of the
corresponding forces, 3 lepton and 6 quark masses. In the SM, neutrinos are assumed to
be massless. Instead, recent discoveries on neutrino oscillations demonstrated that they
do have masses, pointing to physics beyond the Standard Model. Nevertheless they also
set bounds on these masses, that confirmed that the massless approximation for neutrinos
is adequate in high-energy processes.
The last fundamental component of the SM is the Brout-Englert-Higgs boson [1, 2, 3],
which has been finally discovered by the LHC experiment (ATLAS and CMS [4, 5]).
The Higgs mechanism gives masses to the W± and Z bosons without violating gauge
invariance, and its corresponding scalar field introduces two additional parameters in the
SM: the Higgs mass and the quartic coupling (whereas the fermion masses can be replaced
by Yukawa couplings between quarks/leptons and the Higgs field).
Hence a fundamental question, which still remains, despite all the open problems be-
yond the SM (e.g. explanation of dark matter), concerns the nature of these free pa-
rameters. In particular the gauge coupling constants show a hierarchy in the strength,
efficiently described by their names, which puts Quantum Chromodynamics, the theory
of strong interactions (given by the SU(3) gauge symmetry), under a particular light.
1
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The present work is focused on the study of this peculiar coupling constant, within the
framework of QCD alone.
In Euclidean space-time, QFTs can be defined by correlations functions. Given an
action S depending on a set of different fields φ, an observable O (we omit possible




[Dφ]Oe−S[φ] , Z =
∫
[Dφ]e−S[φ] .
Once all the n-point correlators are known, the theory may be considered to be solved.
In some peculiar cases (e.g. Conformal field theories in 2-D) additional symmetries or
lower dimensions help to constrain the Green’s functions and analytically compute some
of them.
In perturbation theory, the interaction term of the action in the path integral is ex-
panded in the coupling constant and observables become “asymptotic series” of the form
(assuming a certain dependence on the coupling)
〈O〉 = ḡ2O1 + ḡ4O2 +O(ḡ6) .
Such expansions are valid if the (renormalized) coupling ḡ is small enough.
A very important feature of non-abelian Yang-Mills theories is asymptotic freedom:
the coupling constant becomes small at very high energies, where the theory becomes
weakly-interacting. Therefore, perturbation theory is valid only in some range of energies
[μ0,∞), with μ0 ≈ 10GeV, where it matches experiments for scattering processes. At
this point some natural questions arise: how large are the neglected contributions O(ḡk)
for energies much below the electroweak scale? And, how can we obtain the “complete”
result of 〈O〉?
On top of these questions, many problems of QCD (and QFTs) clearly demand non-
perturbative methods. Many interesting phenomena, such as chiral symmetry breaking or
confinement, require a non-perturbative formulation of the theory in order to be studied.
In this respect, QCD is extremely beautiful, because it is formulated in a very simple and
elegant way, but the question whether one and the same theory provides a full description
of strong interactions from hadron physics and bound states to jets processes, in collider
experiments, is fascinating and needs to be investigated precisely.
The only-known non-perturbative formulation of a QFT is through the discretization
of space-time. The regularized QFT can consequently be “solved” by the numerical
evaluation of the path integral, which is achieved by Monte Carlo (MC) simulations,
compatibly with cpu resources.
When K.G.Wilson introduced the lattice regularization of QCD he was trying to ex-
plain one of the problems mentioned before, the confinement of quarks. In nature quarks
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(and in general states carrying a color charge) are always bound in a color singlet. Given
the transformation properties of the fundamental representation of SU(3), this translates
into either a meson qq̄, a pair of quarks in the fundamental and anti-fundamental repre-
sentation, or a baryon, a triplet of quarks. Perturbative computations are relevant only
at high energies, where this long distance behavior is factorized in parton distribution
functions and hard scattering processes involve quarks and gluons. On the other hand,
the physics at low energies can be efficiently described in terms of hadronic degrees of
freedom by an effective approach (see Chapter 5). This motivated Wilson in developing
an innovative strategy to attack these problems: lattice QCD.
The elegance of this formalism is the possibility to formulate non-perturbatively QCD
as a first-principle theory, without relying on approximations, e.g. in the effective theory
approach. For example, the computation of the hadron spectrum is one of the greatest
successes of the Lattice Community and provides a solid test of the theory by comparison
with experimental values. Beyond that Lattice QCD proved to be also a fundamental
predictive tool. The spectral properties of QCD at low energies are entirely described
by a small set of mesons dictated by an approximately realized chiral symmetry for 3
flavors of quarks. From this simple observation chiral perturbation theory (ChPT), the
low-energy effective description of QCD, has been developed. The masses of the up, down
and strange quarks are small enough to be implemented as perturbations of a theory of
Goldstone bosons: the pseudo-scalar octect mesons. For energies up to the ρ meson mass,
ChPT provides a prediction for many quantities as a function of the pion and kaon mass.
Lattice QCD, where artificially large quark masses can be simulated, is the perfect ground
to test ChPT and determine its couplings.
Within the ranges of effective theories, the results from Lattice QCD computations are
particularly relevant for the effective weak Hamiltonian. Indeed, in many electro-weak
processes the QCD contribution can be factorized out in some matrix elements: for ex-
ample, the pion to vacuum transition, usually called pion decay-constant, is required in
leptonic decays π → lν̄. Similar non-perturbative results provided by the Lattice Com-
munity are used to extract CKM matrix elements, such as Vub where at the moment there
is some tension among different determinations.
Chiral symmetry is of central importance in the formulation of QCD on a lattice. Most
of the discretizations of the fermion Lagrangian break this symmetry explicitly and the
way it is recovered, when the lattice spacing is removed, is a crucial test of the validity
of this approach. However, the same reasoning can be reversed such that the restoration
of chiral symmetry can be used to improve the theory at finite lattice spacing and obtain
results which require very mild extrapolations. In Chapter 2 we will introduce the dis-
cretized theory and explain the aforementioned problems related to the breaking of chiral
symmetry. We will also present the basic ideas behind the technique used to “accelerate”
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the convergence to the continuum limit, usually known as Symanzik’s improvement pro-
gram.
Once the theory is discretized, it is particularly suitable for numerical simulations. Path
integral expectation values can be computed through Monte Carlo processes: firstly one
needs to formulate an algorithm capable of generating a set of (gauge) field configurations;
secondly one needs to define observables in the lattice formulation which can be measured
on this set of configurations. Expectation values become then simple averages of these
measurements, and errors can be treated by statistical means.
An important aspect of lattice calculations is the use of computer resources. In the last
decades the performances of cpus and memories increased almost at an exponential rate,
and the Lattice Community heavily profited from this. However, even if the increase of
physical power of machines was necessary, what really made new corners in parameter
space accessible to simulations are many theoretical and algorithmic developments.
As we will see in the next Chapters, the contribution of the fermions is the most
demanding task in practical simulations. Indeed, in the early 90’s, when such technological
and conceptual advances were not yet at hand, the simulations being performed were
quenched. The hadron spectrum, as a property of QCD, was known with already good
precision, but it was measured from simulations where the action in the exponent of the
path integral was the pure Yang-Mills one. This means, from a diagrammatic point of
view, that fermion loops were not included in the computations.
Quenched simulations are less expensive, because only local updates are needed.
Fermions on the other hand require the inversion of the Dirac operator, which is a “global”
operation. On top of this, the more singular is this operator, the more demanding will
be the inversion. Indeed the first simulations with dynamical fermions were at very high
masses, where this problem does not occur. Nowadays, the first simulations with pions
as light as in nature are finally possible thanks to algorithmic (and some theoretical)
progresses. Some of them have been employed in this study and they are described in
Chapter 3 and Chapter 4.
Assuming that fermions are not a problem anymore, there is a second practical issue
in lattice computations. QFT and QCD require renormalization and the lattice spacing
a plays the role of a natural cutoff for ultraviolet physics. However results from lattice
computations must be extrapolated to the continuum limit, defined at a = 0, and therefore
a prescription on how to send a→ 0 is required also in this case. We leave this discussion
to Chapter 1, where we will review the basic renormalization properties of the lattice
formulation. Clearly, when a is reduced and the volume in physical units is kept constant
(or above a certain threshold where finite size effects are under control) the number of
points to be added to the simulations grows. On top of this naive scaling, a second
obstacle is present in simulations at small lattice spacing: the growth of autocorrelations,
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known as critical slowing down.
In other words, there exists a correlation among successive configurations within a
Markov chain. When a is reduced this correlation increases, which means that simula-
tions have to be longer to target the same statistical precision.This statement, however,
depends on the measured observable. Indeed it has been demonstrated that some pecu-
liar quantities, related to the topology of the gauge fields, are particularly sensitive to
this dramatic scaling of the autocorrelations, which has been measured in a quenched
study [6].
The topological charge is an object strongly related to the classical dynamics of the
gauge fields. Configurations generated from a Markov process are instead very rough and
a smoothing procedure is needed to remove the high frequencies and be able to measure
the charge at finite lattice spacing. Only recently [7, 8], a theoretically sound smooth-
ing/smearing technique has been devised. It is known as Wilson flow and allows the
computation of topological properties in the continuum in a controlled manner. Thanks
to the Wilson flow, in Refs. [8, 9] it has been demonstrated that one of the sources of the
critical slowing down of simulations is the presence of barriers between different topologi-
cal sectors. These barriers grow with a high power of 1/a and prevent the Markov process
from correctly sampling the whole field space at small lattice spacings.
Therefore if the simulation is “stuck” in one topological sector the topological charge is
frozen and the simulation is no more ergodic. In Ref. [10] it has been shown that imposing
Dirichlet boundary conditions in the time direction, on the field strength tensor, cures
the freezing of the charge (also the fermions are required to satisfy certain boundary
conditions). These boundary conditions (BC) are called open boundary conditions and
their pictorial description is that instantons can flow in and out of the lattice through the
temporal “open” boundaries.
After their proposal [11], open BC have been used for the first time in large volume
simulations in Ref. [12] and this thesis is based on the analysis of those gauge-field con-
figurations. Therefore in Chapter 3 we will describe the problems related to topology
freezing in simulations with periodic BC and how they are cured by the open boundaries,
by support of numerical results.
Since many years, the ALPHA collaboration1 is involved in a large-scale project, whose
principal goal is the computation of the strong coupling constant αs, from low to high
energies, where the matching with perturbation theory can be reliably done. The strategy
is divided in two main branches. On the one hand finite-size and recursive techniques are
used to compute the running of the coupling non-perturbatively in terms of an “interme-
diate” scale. On the other hand, large-volume simulations are used to renormalize the
theory by computing a quantity, known in physical units from experiments, which is later




in MeV or fm. This thesis is focused on the second part, namely the computation of a
reference scale for lattice simulations.
As first-principle results, lattice computations, at present, are still based on some re-
strictions and assumptions. Firstly, isospin breaking is usually neglected and the light
quarks, up and down, are assumed degenerate. Isospin effects are in any case expected
to be small and they will become relevant in the future decades, when lattice computa-
tions will be able to provide sub-percent results in the continuum limit with controlled
systematic errors. At that point, QED effects will be included as well.
Secondly, heavy quarks are excluded from the simulations. For example, bottom-related
observables, e.g. B-meson decay constants, can be obtained in an Effective-Theory ap-
proach (see for instance Ref. [13]), but sea strange and charm effects have been included
only in the last years in lattice computations. Recently we have studied the effects of a
dynamical charm quark on low-energy hadronic scales [14] and we estimated such con-
tributions to be on the level of a few permille. In this thesis we will analyze ensembles
including only a dynamical strange field in the generation of gauge-field configurations.
However, since we will reach a few percent accuracy on our reference scales, we will be
able to safely neglect the effects of a heavy sea quark.
The manuscript is organized as follows: in Chapter 1 we will review the basic renor-
malization properties of the discretized theory together with the strategy to compute αs,
in order to explain which is the role of the present work. In the Second Chapter we
will introduce the lattice formulation and describe its properties. In Chapter 3 we will
address the Monte Carlo techniques used to simulate the theory, their problems and the
solutions adopted (aforementioned topology freezing and open BC). In the Chapters 4
and 5 a description of the set of ensembles produced and of the measurements of mesonic
spectral quantities will be given. Finally in Chapter 6 we will describe the strategy to set
the scale with those.
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1 Renormalization
In quantum field theories the objects of primary interest are correlation functions from
which physical observables, e.g. cross sections, can be computed. They are completely
determined by the structure of the Lagrangian, whose kinetic term is usually quadratic
in the fields, thus making the free theory analytically solvable. Once interactions are
switched on, correlation functions can be evaluated by expanding the expectation values
around the free theory in powers of the coupling constant. This is the perturbative
approach often visualized through Feynmann diagrams.
At tree-level, the lowest order in the perturbative expansion, the propagation of a
particle is unchanged w.r.t. the free theory. Beyond that, the first correction is given by a
second particle traveling in a virtual loop placed between the end points of the correlator.
Such virtual particle possesses an “unphysical” momentum, which must be integrated
out. Depending on the structure of the interactions and on the particles involved, the
integrated functions may not fall to zero fast enough at infinity, thus making the loop-
integrals divergent. Therefore beyond tree-level a regulator is needed to make the loop
contributions finite. For example the following 4-dimensional integral can be regularized
either by imposing a hard cutoff Λ on the (integrated) momentum, or by analytically
continuing the integral from 4 to 4− 2ε dimensions∫
d4q
1





dq q−1 +O(q−2) = Ω3 ln Λ +finite
Ω4−2ε
∫
dq q−1−2ε +O(q−2) = Aε−1 +finite
In both cases the singularities re-appear once the limits Λ → ∞ or ε → 0 are taken.
However the usefulness of these approaches, in particular of the second one known as
dimensional regularization1, is that now a classification of the divergences is possible and
the Lagrangian can become predictive again with the addition of suitable counter-terms
to cancel the infinities.
Note that these counter-terms must be of the same structure of the already existing
operators in the Lagrangian, e.g. the mass counter-term for a scalar field must be of
the form δm2φ2. Theories requiring a new set of operators and couplings at every higher
loop-level are called non-renormalizable. On the contrary, if only a redefinition of the bare
couplings and masses (denoted by the subscript 0) into renormalized ones, is sufficient to
absorb the divergences, the theory is renormalizable and predictive at all energies.
1Note that the Λ-regularization of the integral breaks Lorenz invariance, instead of dimensional regu-
larization which preserves also gauge symmetry.
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1 Renormalization
A more convenient way to deal with renormalization is to introduce renormalization
factors Z and renormalized parameters and fields









such that the Lagrangian depending on those produces finite results. In dimensional
regularization they can be expanded as Z = 1 +
∑
n ε
−nbng2n0 + c, and this method
of “subtracting” the ε-poles defines the well-known minimal subtraction scheme (MS).
The series of coefficients bn depend on the renormalized quantity associated to the Z
factor, while c, which is a finite contribution, can be used to conveniently cancel some
finite terms in Feynmann diagrams. A particular choice of c is given by the relation
2/ε̄ = 2/ε+ log(4π)− γE which defines the popular MS scheme.
The Lagrangian is dimensionful [L] = [m]4, so what happens when it is dimensionally
continued to [L] = [m]4−2ε? Scale transformations do not change the kinetic term in the
Lagrangian, which fixes the (engineering) dimensions of the fields. Interaction terms2,
however, require an appropriate rescaling of the couplings under these transformations,
thus giving an explicit dependence on an arbitrary mass μ of the renormalized Lagrangian
Lbare(g0,m0) = LR(μ2εgR,mR) , gR = μ−2εZgg0 . (1.2)
The presence of μ through the coupling constant keeps trace in Feynmann diagrams of
the fact that we are in 4− 2ε dimensions and therefore an explicit dependence must also
be present in the Z factors. To understand the role of μ we consider first a physical
observable P (depending on generic momenta pi) computed from the two Lagrangians
P (pi, gR,mR, μ) = P (pi, g0,m0) , (1.3)
and then we evaluate the derivative w.r.t. log μ, which gives the famous renormalization











P = 0 , (1.4)










From the definitions of the renormalized coupling discussed above it is clear that both
functions can be evaluated perturbatively, in particular the β-function at ε = 0 is given
by
β(gR) = −b0g3R − b1g5R +O(g7R) , (1.6)
2Here the formulae hold for the scalar interacting theory φ4 and QCD.
3For later convenience we have already considered a mass-independent renormalization scheme where
there is no dependence on mR in β and γ. This is the case in the MS scheme.
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where the one- and two-loop coefficients for QCD with Nf flavors are
(4π)2b0 = 11− 2
3
Nf , (4π)
4b1 = 102− 38
3
Nf . (1.7)
Eq. (1.4) describes how a change in μ is compensated by a change in the renormalized
coupling and masses such that P is kept fixed. The first one can be completely absorbed
in a scale transformation which, in other words, is equivalent to a redefinition of the
momenta pi. Therefore the renormalization scale μ corresponds to the physical energy at
which the process is considered. In particular fixing the renormalized coupling at some





t→∞→ 0 . (1.8)
Eq. (1.8), together with the positive sign of b0 in eq. (1.7) (Nf = 6 in QCD), tells us that
at high-energies non-abelian gauge theories become asymptotically free [17, 18]. This
behavior suggests that the condition on gR(0) can be replaced by the integration constant
























To summarize, in the case of mass-less QCD we start from a theory depending only on
one dimensionless coupling and after renormalizing it, a new infrared scale appears, ΛQCD,
which is completely fixed by the UV regime of the theory.
Since it is scheme-dependent and in the following Chapters we will mention more
schemes, it is important to understand how different couplings and Λ-parameters can
be related. Similarly to the steps in eq. (1.3) and eq. (1.4), from the invariance of physi-
cal observables under the choice of the renormalization conditions, two different schemes
gR and g
′









In principle all the coefficients of the perturbative expansion of β′ are scheme-dependent





= −b0(g3R + 3c1g5R)− b1g5R +O(g7R) ← g3R = g′3R − 3c1g′5R + . . .
β′(g′R) = −b0g′3R − b1g′5R +O(g′7R) .
(1.11)
4Note that the integral of 1/β(x) in the square brackets converges at x = 0 only thanks to the subtraction
of the one and two-loop terms.
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1.1 The continuum limit
In the previous Section we have mentioned two different ways to regularize divergences
in QFTs. The hard momentum cutoff is less popular because in general it breaks the
Lorenz and gauge invariance of the theory. A solution to the latter problem can be found
by discretizing space-time on a lattice, where non-abelian gauge theories can be formu-
lated preserving gauge symmetry. This is the topic of the Chapter 2, whereas in the
following we investigate how the theory in the continuum is recovered. The key point
to introduce the lattice discretization, is the possibility to compute correlation functions
non-perturbatively, by a direct evaluation of the path integral through numerical simula-
tions.
As a regulator, the lattice spacing a needs to be removed (a → 0) keeping physical
observables finite, pretty much as for ε in dimensional regularization. Let us assume to
have at disposal a set of non-perturbatively-computed (dimensionless) physical observ-
ables Pi: in general they will depend on the combination aq, q being the norm of the
Euclidean momentum of the process, g0 and the set {ami}. The renormalization path is
somewhat different w.r.t. what we have seen in the previous section, since now we want
to understand in which direction the bare parameters have to be changed to reach a = 0,
while keeping the physics fixed. These renormalization conditions can be implemented
by demanding that
Pi(aq, g0, {ami}) = Pi , i = 1, · · ·Nf + 1 , (1.13)
with Pi a fixed value in the continuum limit of Pi. Note that Nf +1 conditions are needed
to fix all the free parameters in the theory, namely the coupling g0 and Nf masses. Generic
observables (different from those chosen in eqs. (1.13) and computed with the values of
g0 and ami obtained by solving eqs. (1.13)) will differ from their continuum counter-part
by terms of O(ap), with p > 1, called scaling violations. Their coefficients are completely
fixed by the choice of the functions Pi, which hence define a renormalization scheme.
To remove these lattice artifacts, the measured observables must be extrapolated to
the limit a → 0. To understand how this limit is reached we consider the derivative of
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Eq. (1.14) describes how a change in the bare parameters g0 and mi can compensate the
removal of the cutoff a → 0, while keeping the physics fixed. Note that we assume the
observable Pi to be physical quantities, meaning that they do not have divergences.
Physical observables starting at order g20 in perturbation theory can be used to define
a renormalized coupling. The force F , between a pair of static quarks, is a suitable
candidate, as it can be extracted in lattice simulations from the large time behavior of




r2F (r/a, g0) , μ = 1/r , CF = 4/3 . (1.16)
Therefore Pi = ḡqq̄ in eq. (1.14) gives a relation between βlat and the β-function evaluated






= βcontqq̄ (ḡqq̄) +O(a
pμp) . (1.17)
Eq. (1.17) resembles a lot eq. (1.10) which, in the previous section, has been used to
demonstrate the universality of b0 and b1. Therefore the results obtained in eq. (1.11)
can be extended also to the case of ḡqq̄, which is a well-defined renormalized coupling.
According to the expansion in eq. (1.10) it can be related to5 gR at one-loop, through
the coefficient c1,MSqq̄. Hence it follows that also for βlat, up to two loops, the following
expression holds
βlat(g0) = −b0g30 − b1g50 +O(g70) +O(apμp) , (1.18)
with b0 and b1 taken from eq. (1.7). Using the perturbative result in eq. (1.18) we can
finally find the location of a = 0 in parameter space
βlat = −a∂g0
∂a
≈ −b0g30 g0→0→ a ∝ e−1/(2b0g
2
0) . (1.19)
The critical point in βlat, dictated by asymptotic freedom, is fundamental to guarantee
the existence of the continuum limit. Similarly as in eq. (1.9) the integration constant Λqq̄
can be defined at small ḡqq̄ and only the aforementioned coefficient c1,MSqq̄ is necessary to
relate it to ΛMS.
5Note that we use the notation from the previous Section when referring to dimensional regularization
or MS, MS schemes.
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1.2 The hadronic scheme
The renormalization conditions in eqs. (1.13) define a scheme through the choice of the set
of Pi. A popular choice within the lattice community is to use ratios of hadronic masses,
which define the so-called hadronic scheme. Imagine for a fixed value of g0 to perform
several simulations with different values of the bare quark masses. Hadron masses can
be computed from the exponential decay of suitable correlation functions and they are
known usually with a good precision from experiments (e.g. proton, pions, kaons, etc.).
For example fixing Nf of the following ratios
amh
amproton
= phys.value , h = K, π, . . . (1.20)
to the value they have in nature, removes the dependence on the bare parameters, apart
from g0. Suppose to have extracted also an excited state amΔ from one of the previous
correlators: its value in physical units can be obtained by using the experimental number
of the proton mass







The size of the scaling violations on the r.h.s. determines how far mΔ, for this choice of
g0, is from its continuum counter-part. To correctly renormalize the theory, the procedure
above must be repeated for smaller and smaller values of g0 and eventually extrapolate
the results to a = 0.
In this process a reference scale has been used: the proton mass fixed the lattice spacing





As an alternative to hadron masses, fixing a renormalized coupling automatically fixes a
(length) scale. If we consider the definition given in eq. (1.16), we obtain
ḡ2qq̄ = const → r2cF (r)|r=rc = c , (1.23)
where two popular choices are c = 1.65 and 1, defining r0 [19] and r1 [20] respectively.
Hence the choice of the reference scale is crucial in taking the continuum limit because
it changes the relative discretization errors in the extrapolations of the observables. Even
if at a = 0 the choice of the scale does not matter anymore, since results converge to
common values, on the practical level it can play an important role as we will discuss in
the next Section.
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In eq. (1.22) the errors from the lattice computation count as much as those of the exper-
imental determination of the proton mass. Therefore a first requirement for a reference
scale is an experimental accuracy sufficiently better than the corresponding lattice com-
putation6. In addition to that a “good scale” must satisfy certain requirements, such
as
• precision: observables with high statistical precision are preferable;
• discretization errors: the lattice artifacts introduced by the scale should be as small
as possible, as they add up to those of the observable under study (note that this
is a statement relative to the specific observable, since, sometimes, compensations
take place);
• computational cost: from the practical point of view, the computer resources,
needed to compute the observables for scale setting, should be relatively small com-
pared to other interesting quantities.
We have already presented in eq. (1.21) the possibility to use baryon masses, such as
the proton or the Omega baryon. They can be computed from the large time behavior
of the corresponding correlation functions, whose signal, however, deteriorates fast, due
to a problem known as signal-to-noise decay. Indeed the identification of a plateau, with
a good control over systematic errors (coming from excited states at short distances)
and statistical accuracy (the longer the plateau the more precise is the average), can be
difficult as depicted in Figure 1.1, taken from Ref. [21].
For baryonic observables the criterion on precision is often not satisfied, even if they
show small lattice artifacts. On the contrary mesonic correlation functions have an ap-
proximately constant signal-to-noise ratio which allows to extract masses with excellent
precision. However, meson masses are usually employed to renormalize the Nf bare quark
masses. Therefore interesting candidates for scale setting are the corresponding decay
constants, to be defined below, which can be obtained with per-cent accuracy and satisfy
all the requirements listed above. They have longer plateaus and an excellent control over
systematic errors is usually achieved.
Our analysis will be concentrated on those. In Chapters 5 and 6 we will describe the
measurements and the extraction of spectral quantities from two-point correlators within
our specific setup, together with the main strategy to compute the lattice spacing.
6Clearly the observable must be known from experiments. This is not the case for ḡqq̄ since confinement
prevents the interquark potential from being measurable. Hence r0 can be used only at some inter-
mediate stage, e.g. when tuning some parameters to target a particular point in the renormalized




































Figure 1.1: Plateaus for various observables often used to set the scale in lattice simu-
lations, taken from Ref. [21]. The normalization of the vertical axis is such that a direct
quantitative comparison can be made immediately in the plot.
1.4 The running of the coupling
Despite the fact that a reference scale is the central object to take the continuum limit,
it is often not interesting from a physical point of view. The main goal beyond this thesis
is the computation of the Λ parameter for QCD with 3 flavors. Therefore we present
here the main strategy adopted by the ALPHA Collaboration, in which this thesis enters
through the scale determination.
By means of numerical simulations, the running of a non-perturbatively defined cou-
pling can be computed at low energies, evolved up to the regime where perturbation
theory holds, and eventually run to infinite energy by using PT. Even though it sounds
very promising, several technical obstacles obscure its feasibility. Firstly, if we want to
evolve ḡqq̄ to energies around 10 GeV we need to compute the interquark force at very
small distances, r ≈ 0.02 fm. Hence, a much smaller lattice spacing would be required
to keep discretization effects under control, but, at present, simulations are performed at
a ≥ 0.05 fm7. Secondly, to control finite-size effects the physical volume should be large
enough (usually mπL ≥ 4 for full QCD) and, when the lattice spacing is decreased, L/a
grows up to the point where the computational cost is exceedingly large. All in all, we
7This argument holds also for other definitions of renormalized couplings, since the renormalization
scale is μ = 1/r.
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have many scales involved
1
L
 130MeV μ ≈ 10GeV 1
a
, (1.24)
which define the limits of this approach, since we can only use limited resources and lat-
tices with L 100a would be needed.
In Ref. [22] Lüscher, Weisz and Wolff proposed to identify the renormalization scale
with the size of the volume L. In practice, instead of trying to avoid finite size effects,
their idea is to make use of them to obtain a definition for a coupling, running with L.
This approach simplified tremendously eq. (1.24), because simulations at small volumes
and couplings are technically easier to run and the step scaling method allows to go to
high energies.
Let us assume to start with a simulation in a volume L/a = 8, whose renormalized
coupling is ḡ2 = u. If we run a second simulation at the same value of the bare coupling,
but with L/a = 16, the new renormalized coupling defines the scaling function with step
2, u′ = ḡ2(2L) ≡ Σ(2, u, a). If we now perform a set of simulations in different volumes,
e.g. L/a = 6, 10, 12, where each time we tune g0 such that the renormalized coupling is
always u, from the corresponding runs in the “double-volumes” L/a = 12, 20, 24, σ(2, u) =
lima/L→0 Σ(2, u, a) can be extrapolated to the continuum limit.
This procedure can be recursively iterated, by starting now from a simulation with
L/a = 8 but a different ḡ2. In the end we will have a determination of σ(2, u) for a
certain range of u, where the largest renormalized coupling corresponds to the longest
length Lmax. Since σ is a discrete version of the β-function, the running of the coupling
at energy 2k/Lmax can be obtained as
ḡ2(2−kLmax) = σ(2, uk+1) . (1.25)
Once the non-perturbative β-function is known, the Λ parameter can be extracted in
the SF scheme and related to the MS scheme according to eq. (1.12). All in all the general
strategy is divided in two steps:
• run finite-volume simulations (FV) to compute the coupling in a range of energies
from 1/Lmax to 2
n/Lmax, as described above, and at 2
n/Lmax connect to perturbation
theory and extract ΛSF;
• perform large volume simulations to renormalize the theory in the hadronic scheme
(HS), by computing a reference scale fhad.
Part I Part II
















and once Λ is obtained in units of some hadronic scale, all references to the intermediate
steps disappear.
1.4.1 The Schrödinger Functional
This thesis is focused on Part I of the previous diagram, therefore we summarize here
only-briefly the main features of the FV simulations.
Since the connection with perturbation theory is done at high energies, the coupling
obtained from the FV scheme must be expanded as well in powers of g0, to do the
matching. In a finite box, Feynman rules and perturbation theory are the same as in
infinite volume only if suitable boundary conditions in the time direction are chosen,
such as twisted or Dirichelet BC8. The setup used by the ALPHA collaboration relies on
Dirichelet BC, whose path integral defines a Schrödinger Functional (SF), name coming
from its quantum-mechanical interpretation.
Such boundary conditions automatically provide an infrared cutoff ∼ 1/T [24], T being
the temporal extent of the lattice. Therefore simulations at zero quark masses, which are
practically impossible in large volumes as we will see in Chapter 4, are here feasible. This
feature has been extensively exploited to define and compute massless renormalization
schemes [25].
A second important property of the SF is its renormalization. Dirichelet BC clearly
break translation invariance in time. Hence, when considering the renormalized theory,
mixing with additional operators, which before were protected by the symmetry, are now
to be expected and new divergences appear. In the case of the SF it has been proven [26]
that no additional boundary counter-terms are required, and the usual renormalization
of the bare coupling and masses, is sufficient to cancel all the divergences.
Finally, the boundaries induce a particular background gauge field B in the action.
The path integral can consequently be expanded, at weak coupling, around the back-
ground solution and a definition of a renormalized coupling, as a function of B, can be
obtained [27].
The SF has been used also to compute renormalization factors of local currents, since
at the boundaries it is possible to construct gauge-invariant operators, which can be used
to evaluate correlation functions and define renormalization or improvement conditions
for the usual operators in the bulk. In fact in this work we heavily profit from many
such results obtained with the SF setup, and its new development, the chirally rotated
8Problems arise from the presence of physical zero modes in periodic boundary conditions [23]. The
basic idea to avoid this problem is to choose boundary conditions “incompatible” with them.
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SF [28, 29]. Covering also those would go beyond the scope of the thesis and therefore
we leave these topics to the reader (see for instance Refs. [30, 31, 32, 33]), and we turn




In this Chapter we describe the lattice formulation of QCD, which dates back to Wilson’s
famous paper in 1974 [34]. The first step consists in introducing the lattice spacing a
thus discretizing the Euclidean space-time. If we consider the Fourier transform of any
field living in a discretized space-time, it is easy to show that π/a defines a cutoff for
the momenta. Moreover, if space has maximum extent L, momenta become discrete as
well (pμ = 2πn/L). Hence, the underlying QFT, with infinite degrees of freedom, can
be recovered by sending a → 0 only after the thermodynamic limit L → ∞. Since we
are interested in local QFTs, we replace derivatives with the usual forward and backward
finite differences. From here and through rest of the thesis the notation for covariant
derivatives is
a∇μψ(x) = Uμ(x)ψ(x+ aμ̂)− ψ(x) , (2.1)
and for lattice partial derivatives
a∂μf(x) = f(x+ aμ̂)− f(x) . (2.2)
The backward derivatives are expressed with the symbols ∇μ and ∂μ and the symmetric
ones are always explicit in the formulae. To keep a light notation we do not introduce the
distinction between lattice and continuum definitions as we will clarify in the text when
the latter will be used1.
2.1 The pure gauge theory
The Yang-Mills action in Euclidean space-time







, Fμν = ∂μAν − ∂νAμ + [Aμ, Aν ] , (2.3)
describes the behavior of gluons (photons if the gauge group is abelian) without quarks
and is invariant under gauge transformations.
In order to construct a theory, which preserves the same symmetry at finite lattice
spacing, we need to consider the parallel transporter2 between two adjacent sites x and
1Note that for free fermions there is no difference between ∇ and ∂ but obviously the two definitions
will be used to keep the same formulae for the free and the interacting theory.
2The parallel transporter connects two points in space-time and under a gauge transformation Λ(x) ∈




x + aμ̂, called Uμ(x). In the lattice language Uμ(x) is represented by a link and it is a
member of the Lie Group SU(N), with N = 3 for QCD. From the transformation laws
of the links U under the gauge symmetry, it emerges that only products of links along
closed paths can generate gauge-invariant quantities, once the trace over the color space
has been taken. Therefore, from the smallest of such paths, namely the plaquette p, the






tr {1− U(p)} , (2.4)
where the sum runs over all the oriented plaquettes and U(p) denotes the product of
links U around p. Sg is real and in the formal limit a → 0, with classical fields Aμ(x),
reproduces eq. (2.3). An advantage of the lattice formulation is that gauge fixing is not
required, since the theory is formulated in terms of elements of the group and not of the
algebra as eq. (2.3).
From the plaquette action it is possible to construct a Hilbert space and to prove that





−Sg [U ] (2.5)
is unitary [34]. Despite the non-perturbative treatment of Z via Monte Carlo simula-
tions, weak- and strong-coupling expansions also exist. The latter, which is essentially an
expansion in the characters of the group, shows, qualitatively, the two most interesting
low-energy phenomena of Yang-Mills theories: confinement of static color charges and
the presence of a massive state. However, it is far from being a proof in the continuum
renormalized theory.
2.2 Fermions on the lattice
If we want to investigate full QCD, the fermionic fields must be included in eq. (2.5).
We start, as before, from the free theory, which is described by the Dirac langragian
L = (γμ∂μ+m0)ψ (in Euclidean space time), and we follow the recipe in the substitutions
of derivatives with finite differences3. The free fermionic propagator in momentum space



















3Replacing ∂μ with symmetric finite differences.
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which, in the continuum limit, describes 23 “spatial” copies of the same state with energy
m2 + P 2






a→0→ m2 + P 2 , ap = (n1, n2, n3)π + aP . (2.7)
In addition to this, the time-slice propagator S(x0, p) exhibits other 2 poles. In fact,
once the integral
∫
dp0 is transformed into a contour integral in the complex plane, one
encounters two poles which contribute to the final result. All in all, we have found that
the physics described by a naively discretized Dirac Lagrangian corresponds to 2D free
relativistic fermions in the continuum limit, instead of 1, called doublers. In an interacting
theory this effect manifests itself in the degeneracy of diagrams with fermion loops in the
vacuum polarization, for example.
The reason of the doubling problem can be traced back to the order of the differential
operator in the kinetic term in the Lagrangian. Apart from spinor indices, this is the
real difference between a scalar and a fermionic field on the lattice. The fact that they
obey a second and first order differential equations respectively, translates in a different
relation between continuum and discrete momenta. In fact, the inverse propagator of a
















corresponds only to one physical state with energy4









a→0→ m2 + P 2 , ap = aP . (2.9)
2.2.1 Chiral symmetry and Wilson fermions
Hence, following this reasoning, we could argue that a possible solution to the doubling
problem relies in “increasing” the order of the Dirac operator by adding a Laplacian. In















We note immediately that the Laplacian disappears in the continuum limit, as it should
be for an irrelevant operator. Moreover, if we look closer we note the following properties:





















4Note that the Brillouin zone is a torus manifold, thus periodic in all directions.
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adds a term of O(a−1) to the dispersion relation, such that states which before had the
same energy at apμ = π now receive an infinite contribution in the continuum limit and
only the corner apμ = (0, 0, 0, 0) in the Brillouin zone survives
5; secondly, the action in
eq. (2.10) is invariant under parity (P), charge (C) and time reversal (T) transformations;
thirdly, the discretized Wilson operator possesses an additional symmetry, γ5DWγ5 = D
†
W,
called γ5-hermiticity ; finally, similarly to the mass term, it breaks the invariance of the
Lagrangian under chiral symmetry
{ap̂2, γ5} = 0 , (2.12)
which is restored only in the continuum limit.
The last property enlightens the connection between the doubling problem and chiral
symmetry, a connection which has been established and demonstrated by Nielsen and
Ninomiya in 1981 [35]. Their theorem states that it is not possible to formulate a (free)
fermion action whose Dirac operator D (we indicate with D̃ its Fourier transform) fulfills
simultaneously all the following conditions:
1. D(x) is local;
2. D̃(p) = iγμpμ +O(a), hence it reproduces the correct physics as a→ 0;
3. {γ5, D} = 0;
4. D̃(p) has one single zero corresponding to a particle.
When we derived the naive formulation of lattice fermions we kept condititions 1,2,3 and
it turned out that S(p) produced 16 copies of identical relativistic fermions. Wilson’s
proposal, on the other hand, gives up on chiral symmetry and maintains the action local
and doubler-free.
At this point, we are ready to switch on the gauge interaction and discuss Wilson’s
formulation of QCD. As in the continuum, the Yang-Mills action is added to the fermionic
one, whose normal partial derivatives have been replaced by the covariant ones. Full QCD
can therefore be regularized on the lattice, with Wilson’s gauge action eq. (2.4) together
with Nf Wilson’s fermions eq. (2.10)







ψf (x)DW(m0,f )ψf (x)
]
. (2.13)
5This is valid for a generic value of r. However, Wilson’s choice r = 1 removes the doubling also at
finite lattice spacing.
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In the rest of the thesis we will frequently refer to the bare masses via the hopping
parameter κf = (2am0,f + 8)
−1. In fact, through a rescaling of the spinor fields the












ψf (x) . (2.14)
In the presence of a mass term ψψ in the continuum QCD Lagrangian, chiral symmetry
is broken. However, the limit where all bare quark masses vanish corresponds to the
point where chiral symmetry is fully restored, as both vector and axial currents have zero
divergences (as we will see in the next Section). Therefore, the renormalization of the
mass can be only multiplicative since, for zero bare quark masses, the renormalized quark
masses computed through the divergence of the axial current is also zero, schematically
at m0 = 0 ,mR = 0 → at m0 = 0 ,mR = Zmm0 . (2.15)
However, for the action in eq. (2.14), in the limit where all bare masses are sent to zero
chiral symmetry is still broken by the irrelevant operator −ar∇μ∇μ. In particular, to
achieve vanishing renormalized masses (up to cutoff effects), the bare masses have to be
tuned to a critical value mcr, which is a function of g0 only. Hence, the bare subtracted
quark masses, defined by mq,f = m0,f −mcr, are those multiplicatively renormalized (not
m0,f ), since the breaking of chiral symmetry shifts the chiral point by a value mcr. Note
that when moving from degenerate to non-degenerate quark masses
M = M0 −mcr1 = diag(mq,1,mq,2, . . . ,mq,Nf ) , (2.16)
the renormalization pattern becomes even more complicated since singlet and non-singlet
(scalar) renormalization factors differ. In the next Section we will delineate the full
renormalization pattern up to O(a2).
Eventually a regularized theory for QCD has been developed. As we have seen once a
symmetry is explicitly broken at the level of the Lagrangian, the renormalization pattern
becomes in general more complicated. For composite operators the mixing with additional
operators which, in the presence of the symmetry are otherwise protected, is expected.
We now discuss the Ward Identities (WI) involving some of those.
2.2.2 Ward Identities
At the classical level Nöther’s theorem relates the presence of a continuous symmetry of
the Lagrangian to conserved currents and charges. Once the theory is quantized (path
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integral formulation) current conservation is “promoted” to expectation values of corre-
lation functions of local operators6




known as Ward-Takahashi identities [36, 37]. Note that in anomalous WIs an additional
term, the anomaly, appears in eq. (2.17). According to Fujikawa derivation [38], it comes
from the non-invariance of the integration measure in the path integral. Non-unitary
transformations generate a non-trivial Jacobian J = 1, whose variation δJ is indeed the
anomaly.
The formal continuum theory with Nf mass-less fermions is invariant under UL(Nf) ×
UR(Nf) chiral transformations and the introduction of a positive mass matrix M0 =
diag(m0,1, . . . ,m0,Nf ) breaks it to a smaller subgroup. From the variation of the action
δS deriving from a generic SU(Nf)L ⊗ SU(Nf)R transformation (which we rewrite in the



















, λa ∈ su(Nf) , (2.18)
according to eq. (2.17), the following Ward Identities can be obtained7






















They are best known as Partially Conserved Vector and Axial Current relations (PCVC
and PCAC respectively). The former defines a conservation condition for the local vector
current Vμ = ψ(x)γμψ(x) for degenerate masses, while the latter is recovered only in the
limit M0 → 0, called chiral limit. The local currents appearing in the PCAC relation are









Let us turn to the lattice theory, in particular to Wilson fermions. Applying the vector
rotation, αA = 0 in eq. (2.18), to the action in eq. (2.14), we note that the variation of the
6We indicate the action with S, composite operators with O and their variations under a given symmetry
transformation as δO and δS.
7Note that we keep x = y to avoid contact terms. Eq. (2.19) and eq. (2.20) are still in the continuum
theory.
8The matrix M0 can always be expanded as m01 +m0,aλa, ergo the r.h.s. of eq. (2.19) and eq. (2.20)
corresponds to the pseudo-scalar operator P .
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action is simply δS ∝ ∑x ∂μṼμ(x), with ∂μ the lattice backward derivative. The lattice


















is conserved in the limit of degenerate masses, as in the continuum, thus leading to ZṼ = 1.
On the other hand the WI associated with the local current Vμ(x) is conserved only up
to lattice artifacts and for this reason it requires a finite renormalization factor ZV (g0).
Similarly we can repeat the calculation by applying an axial transformation, αV =
0 in eq. (2.18). In this case the Wilson term −ar∇μ∇μ does not simplify and leaves
an additional contribution in the axial WI. Indeed, it is not possible to find an axial
current which is conserved in the chiral limit, like Aμ in eq. (2.20). Therefore the PCAC
relation, both for the point-split axial current Ãμ (which can be defined by replacing
(γμ ± 1) → γμγ5) and the local axial current Aμ(x), defined in eq. (2.21), is violated by
O(a) terms [39]. Finite renormalization factors ZÃ(g0) and ZA(g0) are required in the
limit a→ 0.
2.2.3 Symanzik’s Effective Theory
In addition to the additive renormalization of the bare masses, also operators require ad-
ditive counter-terms to compensate the breaking of chiral symmetry by Wilson fermions.
Their effect is to cancel the leading lattice artifacts of O(a) and gives an effective “accel-
eration” towards the continuum limit, which is reached at a faster rate.
In a series of papers [40, 41], Symanzik developed a framework where such acceleration,
called O(a)-improvement, can be achieved by interpreting a lattice theory as an effective
theory in the continuum. The decoupling theorem [42] states that at energies below a
certain threshold, the fields corresponding to heavy particles can be removed from the
Lagrangian and their effects absorbed in the coupling constants. At energies far from
the cutoff the effects of these particles can be mimicked by adding higher dimensional
operators to the effective Lagrangian and fields.
Therefore, assuming that the physics of the lattice action, the “fundamental” theory
in this context, can be reproduced up to energies of O(a−2) by the continuum actions S0
and S1, its low-energy counterparts Seff = S0 + aS1 + O(a
2), the expectation value of an
observable Oeff = O0 + aO1 +O(a
2) becomes
〈Oeff〉 = 〈O0〉0 − a〈O0S1〉0 + a〈O1〉0 , 〈O〉0 = Z−1
∫
[Dφ]Oe−S0 . (2.23)
So far, we have been very generic without defining the observables. In fact, the descrip-
tion above holds, for instance, for correlation functions at positive non-zero distances,
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in which case 〈· · · 〉 has to be intended as the connected part. At very short distance
some observables have contact terms which are not accounted in the effective theory. The
operators in O1 and S1 can be found by matching the symmetries and quantum numbers
of the corresponding O0 and S0.
2.3 Full QCD
Starting from the Wilson formulation of QCD, given in eq. (2.14), let us now discuss the
complete renormalization pattern to compute renormalized quantities up to a2 violations.
Two additional counter-terms for the gluonic and fermionic action, in accordance with
Symanzik’s approach, can be added to eq. (2.14)








ψf (x)DW(m0,f )ψf (x)
]
+ aδSF , (2.24)
The explicit form of the counter-terms can be obtained by listing the independent gauge-
invariant operators (with engineering dimension larger than four) sharing the same sym-
metries of the corresponding action. Within the gauge sector, only three dimension-6
operators are accessible and no dimension-5. For this reason the improvement of the
pure gauge action starts at order a2. Making use of the equations of motion (on-shell
improvement), forcing the normalization of the trF 2 as in eq. (2.3) and imposing the











tr{1− U(r)}) , c0 = 5
3
, c1 = − 1
12
, (2.25)
where r denotes the flat rectangles. Note that the numbers in eq. (2.25) are the tree-level
values of c0 and c1 and in principle they could be computed either to higher orders in PT
(e.g. to one-loop [44]), or non-perturbatively by forcing the cancellation of cutoff effects in
some spectral quantities. The main interest remains in any case QCD, where a full O(a2)
improvement is extremely difficult, as it involves a large basis of operators of dimension
6.
Wilson fermions can be improved in a similar manner. In this case five dimension-5
operators can be found. On-shell improvement removes two of them, whereas two can be
re-absorbed in the counter-terms of the bare masses and bare coupling constant, leaving
only the Pauli term, best known from the authors Sheikholeslami and Wohlert [45]. Hence











σμνF̂μν +m0,f , (2.26)
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with F̂μν discretized using the clover definition [46]. Given the a
2δSG term in eq. (2.24),
the reader might wonder why we drop a term of the form a2δSF,2. As mentioned earlier,
such a term consists in a large number of operators of dimension 6, whose treatment is
particularly difficult. Therefore, with the choice in eq. (2.24) we do not treat a2 corrections
systematically. Nevertheless we believe that some observables (in particular gluonic ones)
might still benefit from the a2δSG term.
The last step towards the computation of physical observables is renormalization, in-
cluding Symanzik’s improvement. The continuum limit is at g0 = 0 and there exists a
unique function relating the lattice spacing and the bare coupling. However, from the
previous discussion on O(a)-improvement we mentioned that two operators amount to an
additional renormalization of the coupling and the masses. Indeed, in a mass-independent









0(1 + abgtrM/Nf) . (2.27)




(1 + ad̄mtrM)trM + admtrM
2
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tr (λMR) = Zm
[
(1 + ab̄mtrM)tr (λM) + abmtr (λM
2)) . (2.29)
According to Ref. [47] we have introduced the parameter rm, which accounts for the
difference between the Z factors of singlet and non-singlet scalar quark bilinears.
According to Symanzik’s effective theory also composite operators undergo a similar
treatment. Consider the case of the axial current. Four dimension-5 operators share its
same quantum numbers, but only three survive in on-shell correlation functions
Oa1 = ∂μP








We have considered here the most generic case with valence quarksMval in the propagators
different from the sea quarks M . Since O2 and O3 amount to a redefinition of the bare
local current, renormalization is usually split in two steps. Firstly an improved bare










Secondly it is renormalized according to
Aaμ,R(x) = ZA(g̃
2




For the pseudo-scalar current P no operators like Oa1 exist. Hence it is already improved
and only multiplicative renormalization is required to cancel O(a) effects
P aμ,R(x) = ZP (g̃
2
0, aμ)(1 + ab̄P trM + abP tr (λ
aMval))P
a
μ (x) . (2.33)
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The various improvement coefficients are functions of the bare coupling alone. The val-
ues we quote for c0 and c1 come from a tree-level computation in perturbation theory, while
csw is often computed non-perturbatively by forcing the PCAC relation. The Schrödinger
functional, that we mentioned in Chapter 1, turns out to be a particularly convenient
setup for this calculations [46]. In fact, the coefficient bg has been obtained to 1-loop in
Ref. [48] and starts at O(g20). A tree-level calculation shows that bm = dm = −12 +O(g20)
and bA,bP = 1+O(g
2
0). They account for valence quark effects in the observables, such as,
in correlation functions involving axial or pseudo-scalar currents, while the coefficients b̄X
account for sea effects. Hence, they start at O(g40) since they contribute through quark
loops to the gluon self-energy.
Before continuing, it is worth mentioning that the approach that we have outlined to
cancel O(a) lattice artifacts is not unique. For Wilson fermions there exists a second ap-
proach where O(a)-improvement is achieved automatically. The twisted-mass discretiza-




ψ(x)(DW +m0 + iμτ
3γ5)ψ(x) , (2.34)
was originally introduced to overcome the problem of configurations with fermionic zero
modes [49, 50]. The action written above (once translated in the formal continuum theory)
can be related to the standard QCD action with a global rotation in the chiral-flavor group




ψ. Hence, correlation functions in standard QCD
are mapped into correlation functions of tmQCD and for chiral multiplets the relation
between the two is simply linear.
Let us now (briefly) describe the effective approach à la Symanzik to investigate the
structure of the O(a) counter-terms. Similarly to what we have seen before, the lattice
action and observables are expanded in the effective field theory in terms of a leading
contribution S0, and counter-terms S1 and O1 sharing their same quantum numbers and
symmetries. Note that S0 is understood to be the formal continuum action corresponding
to eq. (2.34), therefore the mass parameter is given by the bare subctracted quark mass.
S1 contains as before the Pauli-term, together with a mass-like term proportional to
μ2ψψ (and additional dimension-5 operators which can be eliminated with the equation
of motion). If the bare subctrated quark mass vanishes, meaning that m0 = mcr, the
action S0 is invariant under the γ5τ1-transformation ψ → iγ5τ1ψ. This situation is often
referred to as maximal twist, since the twist angle α = π/2 (tanα ∝ μ/(m0 − mcr)).
Unlike S0, S1 is odd under this transformation, while for O1 the following condition
holds: Oeven → Oodd1 and viceversa. Therefore, for all even correlation functions (under
the γ5τ1-transformation) the leading contributions in the Symanzik approach start at
order a2, while the odd ones vanish up to O(a) discretization errors. Hence, automatic
O(a) improvement is obtained in tmQCD at maximal twist and in practice the tuning of
csw is replaced by κcr.
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Within the CLS effort, the decision to use standard Wilson fermions (with the csw term
in the action) was taken mostly to preserve the usual flavor and parity symmetries, which
are broken in the twisted-mass regularization and recovered only in the continuum limit.
2.4 Transfer matrix and correlation functions
To extract physical information from the lattice version of QCD, unitarity must be satis-
fied and demonstrating the existence of a hermitian Hamiltonian operator is sufficient.
For simplicity, let us start with the interacting scalar theory φ4 discretized in a periodic
box L3. Only in this Section we set the lattice spacing to 1. For later convenience let us
also impose the boundary conditions in time φ(0, x) = φi(x) and φ(T, x) = φf(x). The
Hilbert space is given by the direct product of the eigenstates of the field operator φ̂(x)





The Fock space of the theory is given by the direct sum of the various Hilbert spaces
|φn〉 living on the time slices n of the lattice (by restoring the lattice spacing, n would be
x0/a). The original action S =
∑
x L(x), depending on the discretized Lagrangian L(x),
can be rewritten as a sum over time slices S =
∑
n L(n+ 1, n), with L(n+ 1, n) given by







φ(n+ 1, x)− φ(n, x)]2 + V (φ(n)) , (2.36)
where we have introduced the potential V , which contains the mass term and the quartic
interaction and does not couple adjacent time slices. Following the Schrödinger picture
(eq. (2.35)), we can define the action on a state |φn〉 of the operator corresponding to
L(n+ 1, n) as














with π̂(x) the operator satisfying the canonical commutation relations with φ̂(x). The
Boltzman weight e−S can be expressed as a product over times slices of the factor e−L(n+1,n)
to which we associate the operator T̂ . The latter evolves the state |φn〉 into |φn+1〉 and is
called Transfer Matrix,
e−L(n+1,n) = 〈φn+1|T̂ |φn〉 , Ĥ ≡ − ln T̂ . (2.38)
Since it is hermitian and positive definite, there exists a Hamiltonian operator fulfilling
eq. (2.38). The partition function of the scalar theory can consequently be re-written in




dφ(x)e−S[φ] = 〈φf |T̂ T |φi〉 = 〈φf |e−TĤ |φi〉 , (2.39)
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satisfying the boundary conditions that we imposed before. Note that for periodic bound-
ary conditions in time, |φf〉 = |φi〉, eq. (2.39) becomes the usual Tr (e−TĤ).
Poincaré invariance of the continuum theory implies the existence of a unitary operator
responsible for translations. A lattice version of this operator exists as well, correspond-
ing to finite jumps between neighboring sites. Its simultaneous diagonalization with the
Hamiltonian Ĥ|p, n〉 = En(p)|p, n〉 provides a complete basis of the Fock space (n indi-
cates any quantum number and p the momentum of the state). Assuming the following
normalization 〈p, n|q,m〉 = δmnδ(p − q)2En(p)L3 the partition function, for sufficiently









p)〈p, n|φi〉 T→∞→ 〈φf |0〉e−TE0〈0|φi〉 , (2.40)
where we have used the completeness of the Hilbert space (with some abuse of notation







|p, n〉〈p, n| , with |
0, 0〉〈0, 0|
2E0(0)L3
≡ |0〉〈0| . (2.41)
The ground state of the Hamiltonian |0〉 defines the vacuum with energy E0 = E0(0) and
it is normalized to one. Note that in eq. (2.40) we have used an important assumption on
the boundary states: they share the same quantum numbers of the vacuum and therefore
in the limit T →∞ only E0 survives. This statement does not mean that |φf,i〉 = |0〉, but
rather that it is a linear combination of all the states with vacuum quantum numbers.
Let us now discuss a two-point function of a generic operator Ô. Using the Transfer
Matrix we can derive its quantum mechanical representation
〈O(x)O(y)〉 = Z−1〈φf |e−(T−x0)ĤÔ(x)e−(x0−y0)ĤÔ(y)e−y0Ĥ |φi〉 . (2.42)


















The two exponential terms with temporal arguments T −x0 and y0 produce contributions
coming from the boundary states, if they are not taken sufficiently large. On the other
hand if (T − x0) , y0 → ∞ the surviving contributions are those with Em(q) and El(s)
equivalent to E0 and they cancel with e
−E0T coming from the inverse partition function.
This means that all the energies of the states propagating between the two operators Ô
are correctly normalized with the ground state energy Ẽn(p) ≡ En(p)−E0. Note that also
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that the matrix elements 〈φf |0〉 and 〈0|φi〉 drop out in the ratio thus leaving the familiar









p)〈p, n|Ô(y)|0〉 . (2.44)
Now using the translation operator (which commutes with Ĥ) on the two Ô and assuming
that the vacuum state is invariant under spatial translations, the two-point function
























In the thermodynamic limit, the sum becomes an integral and the spectral density ρ a
function of a continuous spectrum. From eq. (2.45) it is straightforward to demonstrate
that an additional sum either over x or y corresponds to the zero-momentum projection,
which leads to the extraction of particle masses.
A Transfer Matrix can be calculated as well for free Wilson fermions. The representation
of states clearly changes in favor of Grassman variables, but a positive hermitian Transfer
Matrix can be found in a similar manner. More precisely, is the choice r = 1 which
guarantees its positivity.
Wilson’s formulation of the interacting theory is gauge-invariant. In that case care
must be taken in the construction of a Hilbert space, since all the wave functions related
by a gauge transformation are physically equivalent. However, during the derivation,
one finds that an operator projecting onto physical states automatically comes out from
the plaquette action introduced before. This operator can be added to the Transfer
Matrix without spoiling its positivity. Eventually, proving the positivity of the gauge and
the fermionic Transfer Matrix separately is enough to guarantee the unitarity of lattice
QCD [51].
The spectrum of the QCD Hamiltonian can not be solved due to its non-linearity.
Nevertheless, through the experimental knowledge of the hadronic spectrum, it is possible
to predict the “tower of eigenstates” and test the validity of the theory. Let us consider
the lightest mesons: the pions. The quantum numbers of the charged ones are JP = 0−
and suitable interpolating operators are P ud = ψ
u
γ5ψ




a pion state from the vacuum, as they share the same quantum numbers). Therefore by
computing the following correlation functions, we can extract their mass mπ and decay
constants Gπ and Fπ from the large time behavior (we indicate with |π〉 a state with a
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〈Aud0 (x)P du(0)〉 ≈ GπFπe−mπx0 , Fπ = 〈0|Â0|π〉 . (2.47)
The calculations that we showed in this Section, on the Transfer Matrix in a theory
with boundaries, will be very useful in the next Chapters, where lattice QCD with open
boundary conditions will be discussed. Let us anticipate already here that the notation
for the boundary states will change from |φf,i〉 to |Ω〉.
2.5 Universality
The universality of the continuum limit leaves room to many possibilities in the discretiza-
tion of the Dirac Lagrangian. Even though, this work is based on the Wilson formulation,
other options exist.
We have already introduced tmQCD and listed some of its properties. Let us mention
here that the twisted-mass discretization of QCD admits a positive and hermitian Transfer
Matrix [52] and it has the correct continuum limit, where parity and flavor symmetries,
broken by the twisted-mass parameter, are restored.
A different approach to the doubling problem, was considered by Kogut and Susskind
in 1975 [53]. It reduces the doublers from 2D to 2D/2 by using some of the unphysical
fermions to build the 4 components of a Dirac field in the continuum. In this formulation,
also known as staggered, the spinor/flavor structure becomes more complicated and the
Transfer Matrix is positive, only if defined between the time slices at x0 and x0 + 2a.
A proof, despite numerical findings, of the renormalizibility (to all orders in PT) and
universality has not been yet derived.
Finally, even if Neuberger’s operator (see next Section) is the only known solution to
the GW problem, fermions in a 5D theory coupled to a domain-wall produce chiral states
in the 4D bulk [54, 55, 56]. The overlap operator has been shown to be equivalent to a
formulation with an infinite domain wall [57, 58].
2.6 Ginsparg-Wilson fermions
In Ref. [59] Ginsparg and Wilson, starting from a continuous chirally-invariant fermion
operatorD, studied how chiral symmetry is minimally broken by the lattice discretization,
treated in the paper as a block spin transformation. They argued that (the usual form of)
chiral symmetry in the lattice formulation is broken by an irrelevant operator and that
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D obeys the relation
{γ5, D} = aDγ5D . (2.48)
Clearly Wilson’s operator in eq. (2.10) does not obey eq. (2.48) and it took almost ten
years to discover a discretization of the Dirac operator, which fulfills the Ginspag-Wilson
relation
D = 1 + γ5
QW√
Q2W
, QW = γ5DW , (2.49)
known as the Overlap operator [60, 61, 62]. So far, it remains, apart from modification
of DW, the only known explicit realization of eq. (2.48).
Afterwards, in ’98, Lüscher demonstrated that eq. (2.48) automatically defines a “lattice
chiral symmetry” which is preserved by D at finite a [63],

















and becomes the usual chiral transformation in the naive continuum limit. Let us stress
once more the validity of the Nielsen-Ninomiya theorem. As a no-go theorem it prevents
us from constructing the local theory for fermions we would like. However, if property
3 is violated by a lattice artifact according to eq. (2.48) the theorem does not hold any
more and the overlap operator proves that a local, invertible and chiral discretization of
the fermionic action is possible. In fact, even if the denominator in eq. (2.49) couples all
points together, such coupling falls off exponentially with the distance [64].
The exact version of chiral symmetry, realizable at finite a with the overlap oper-
ator, protects the renormalization of the mass from additive terms. By using τ ∈
su(Nf)L ⊗ su(Nf)R in the transformation laws in eq. (2.50) (assuming Nf GW fermions),
the correct PCVC and PCAC relations are reproduced also here, now without O(a) terms.
2.6.1 Anomalies and topology
Only the U(1) transformations remain to be tested. If τ ∈ u(1)V , from Lüscher’s chiral
rotations, a conserved WI, associated to the quark number, is obtained. In formal con-
tinuum QCD this is also the case, whereas since the ’60s it is well-known that the U(1)A






εμνρδ tr {F μνF ρδ} . (2.51)
This feature, known as the U(1)A problem, has important physical consequences and it
is a requirement for a discretized theory of QCD. For GW fermions, τ ∈ u(1)A induces
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a transformation in the measure9 δ[dψdψ] → [dψdψ]aTr (γ5D). Using the fact that the
eigenvalues of D satisfying eq. (2.48) lie exactly on a circle and that the zero modes are
chiral, it is possible to demonstrate that
aTr (γ5D) = 2(n− − n+) , (2.52)
with n± the number of Right(Left)-Handed zero modes. Therefore, the U(1)A symmetry
is anomalous for GW fermions as well.
For a massless Dirac operator in the formal continuum theory, the winding number of
the gauge manifold, called the topological charge Q
Q = − 1
32π2
∫
d4x εμνρδ tr {F μνF ρδ} (2.53)
is related to the number of zero modes Q = (n− − n+) through the famous Atiyah-
Singer index theorem [67]. Turning back to GW fermions, if we define a local topolog-
ical charge density through the anomalous term induced by the U(1)A transformation
q(x) = a
2
tr (γ5D(x, x)), thanks to eq. (2.52) the associated topological charge is integer
and homotopically invariant. Therefore, the index theorem is also valid for GW fermions,
even if the density q(x) correctly reproduces the integrand in eq. (2.53) only for sufficiently
smooth configurations10.
We have briefly sketched how the U(1)A problem is satisfied by GW fermions: at this
point the reader can convince himself that the same happens also for Wilson fermions in
the continuum limit, where chiral symmetry is restored.
At first sight it is not immediately clear that topology is realized at finite lattice spac-
ing, for gauge field configurations where continuity in space is replaced by finite steps.
However, in Ref. [69] Lüscher noted that under the smoothness condition
Re tr [1− U(p)] < ε , ε = 0.067 , (2.54)
the space of fields splits into topological sectors, homotopically inequivalent (see Ap-
pendix A), as in the continuum theory. Note that the bound in eq. (2.54) must be sat-
isfied by all the plaquettes in the lattice and configurations violating this bound provide
regions in fields space, which continuously connect the different sectors with each others.
For those fulfilling eq. (2.54), the realization of the Fμν tensor given in Ref. [69] cor-
rectly reproduces their corresponding integer topological charge (often called geometrical
definition).
9We denote the trace over color and spinor indices with tr , while we use Tr to indicate also the sum
over space-time.
10In Ref. [68] it has been proven that the index theorem, where one side of the equation is given by Q




The gauge-field configurations which are used in lattice computations are always too
“rough” to satisfy eq. (2.54) and therefore the notion of topology is lost. Moreover, pro-
vided a certain discretization of the field strength tensor, the topological susceptibility
corresponding to the charge density in eq. (2.53) is known to suffer from short-distance
singularities. Therefore a good definition of the topological charge is such that the cor-
responding susceptibility is finite in the continuum limit. This is the case for the density
q(x) defined through the anomalous flavor-singlet Ward Identities for a Dirac operator
satisying the GW relation [70, 71, 72].
Recently, in Refs. [7, 8], a theoretical framework has been devised, where the UV modes
of the gauge fields can be removed with controlled systematic errors: the so-called Wilson
(or Gradient) flow defined by the equation
∂tVt(x, μ) = −g20{∂x,μSW(Vt)}Vt(x, μ) , Vt(x, μ)
∣∣
t=0
= Uμ(x) , (2.55)
with t a positive square length called flow-time. Let us only-briefly mention its relevant
properties:
• the action monotonically decreases with t thus leading to smoothed gauge fields Vt;
• correlation functions of purely gluonic observables, such as the energy density E(t),
are automatically finite at t > 0 [73, 74];
• the dimensionless quantity t2E(t) can be used to define a renormalized coupling
and therefore a scale for lattice simulations; concerning the latter the following
definitions have been proposed [8, 21, 75]
〈t2E(t)〉∣∣
t=t0











Now, given the properties of the Wilson flow, let us turn once more to topology. Firstly,
we note that the topological charge defined from smoothed links at positive flow time
generates a finite susceptibility in the limit a→ 0. Numerical evidences in Ref. [8] support
the conjecture that it has the correct continuum limit in the pure gauge theory. Secondly,
the Wilson flow induces a bijective map between the original U fields and Vt. Therefore
sectors in the U -field space are mapped into sectors of the space of the smoothed fields,
which might be used to study the topology of the corresponding gauge configurations.
However the smoothness condition in eq. (2.54), which we re-write here for the fields at
positive flow time,
sp(t) < 0.067 , sp(t) = Retr [1− Vt(p)] , (2.57)
is never satisfied by all plaquettes. The object studied in Ref. [8] is the probability for




θ(sp(t)− scut)〉 , scut = 0.067 , (2.58)
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and what is found there, through numerical studies, is that it decreases with a10 towards
the continuum limit, or a6 in a fixed volume. Hence, one concludes that topological
sectors appear dynamically in the limit a → 0. Additional explanations can be found in
Refs. [8, 9].
We prefer to interrupt here the discussion and describe the Monte Carlo techniques
presently used to sample the field space. In the second part of Chapter 3 we will com-
ment on the relevance of topology for algorithms. The study of topology on the lattice
has a long history and in this thesis we have discussed only some aspects. In this intro-
ductive Chapter we have only mentioned a few techniques presently used to compute the
topological charge on the lattice. For a recent review on the various methods available
and other topology-related problems, such as the study of instantons and calorons, we
point the reader to Ref. [76] and references therein.
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The basics of the lattice discretization of QCD and its renormalization has been explained.
In this Chapter we will describe how, in practice, expectation values are computed by
means of Numerical Simulations.
In the path integral formalism, expectation values of observables of a certain QFT are
obtained essentially by computing integrals
〈O〉 = Z−1
∫
[DU ] e−S[U ] O[U ] . (3.1)









f(xi) ≡ 〈f〉 , (3.2)
with randomly-chosen xi ∈ [a, b]. The error on the estimator 〈f〉 scales with 1/
√
N , but
if the function is peaked somewhere the convergence is terribly slow. Indeed it would be
much better if we could sample the points xi according to their relevance (better to stay












and ideally P = f (f ≥ 0 is assumed) would bring the variance to zero. Making a proposal
of an x distributed according to P requires the knowledge of its normalization. In terms
of eq. (3.1) it translates in the knowledge of the partition function and eventually, the
only way out is to consider relative probabilities where the normalization cancels. Given
an initial field configuration x0, distributed according to P0, the subsequent application
of a Transition probability T (xi+1 ← xi) generates a so-called Markov Chain x0 → x1 →
x2 · · · → xN . Stability, ergodicity and normalization to one are the properties which T
must satisfy to guarantee that in the long run the sampling of fields will be done according
to P , regardless of the initial P0.
The Metropolis-Hastings algorithm [77, 78] has been the first proposal for a practical
implementation of T and it works in two steps:
1. a new configuration x1 is drawn with probability W (x1 ← x0), satisfying the sym-
metry W (x1 ← x0) = W (x0 ← x1);
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2. the acceptance probability Pacc(x1, x0) is computed and x1 is accepted if Pacc(x1, x0) >
r (r is a random number 0 ≤ r < 1).
This procedure defines a transition matrix T (x1 ← x0) = W (x1 ← x0)Pacc(x1, x0) +
δy,x1
∑
yW (y ← x0)(1− Pacc(y, x0)) which fulfills all the requirements above.
Hence we can conclude that autocorrelation among successive configurations is the
price to pay for the removal of any reference to the normalization of P in Markov chain
processes.
3.1 Algorithms for Lattice QCD
In the Metropolis algorithm making a good proposal for the acceptance-rejection step is
very important and the classical Hamiltonian formalism is exactly what we need. The
reason lies in the fact that the Hamilton-Jacobi equations of motion divide the space
of canonical coordinates and momenta in surfaces of constant Hamiltonian (Liouville’s
theorem). Hence W (U ′ ← U) can be formulated by (i) extending the field space by
adding conjugate momenta to the link variables
Z =
∫






μ(x) + S[U ] , (3.4)












a , U̇μ(x) = πμ(x)Uμ(x) . (3.5)
Here, we denote the generators of the group with T a, a being a color index. Thanks
to the conservation of the Hamiltonian, the Boltzmann factor e−H is constant. However
in lattice simulations the equations above are solved by numerical integration, which is
correct up to O(εk) (ε being the step-size of the integrator and k ≥ 1) and W is never
exact; still, U ′ can always be considered as a proposal for the acceptance-rejection step.
Since we are interested in ratios of probability density functions, it can be formulated in
terms of the following acceptance probability
Pacc = min
[
1, exp(H[π, U ]−H[π′, U ′])] . (3.6)
Note that if the integration were exact, flipping the sign of the conjugate momenta and
solving the Molecular Dynamics (MD) again would bring us from U ′, back to the original
field configuration U . Hence it is important for the integrators to satisfy reversibility ex-
actly, because together with the symmetric distribution e−π
2/2 this ensures the symmetry
of W (U ′ ← U). With numerical integrators rounding errors and approximate inversions
of the Dirac operator may become an issue (even if they are small, they accumulate along
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the trajectories). In our simulations we performed reversibility checks on some trajecto-
ries by solving the MD equations “backwards” in the Monte Carlo time, U
π→ U ′ −π→ U ′′,
and computing the difference between U and U ′′ (given a certain definition of a distance in
the group manifold). The step-sizes have been adjusted to keep this difference sufficiently
small to guarantee the ergodicity of the algorithm.
The algorithm that we introduced above is called Hybrid Monte Carlo (HMC) [79] and
can be implemented as follows:
1. generation of π with gaussian distribution1;
2. computation of the forces F aμ ;
3. evolution (π, U)→ (π′, U ′) through the solution of the discretized Hamilton-Jacobi
equations of motion for a length τ , which is expressed in Molecular Dynamics Units
(MDU); these equations have to be symplectic, since eqs. (3.5) preserve the volume
in phase space;
4. computation of Pacc and acceptance if Pacc ≥ r, 0 ≤ r < 1.
3.1.1 Molecular Dynamics
As we mentioned numerical integrators solve the MD equations up to errors of O(εk).
But is still true that they are symplectic? Yes, if U̇ and π̇ are separately exact. Any
combination of two micro-canonical updates defines an area-preserving integrator.
The simplest integrator is called leap-frog and has k = 1. Omelyan, Mrygold and Folk
in Ref. [80] reviewed many possibilities for higher order integrators, such as second and
fourth order ones. They are based on successive applications of U̇ and π̇ with appropriate
weights to cancel the various contributions of Taylor expansions in ε, such that at the end
of a trajectory only terms proportional to εk are present. From this it is clear that higher
order integrators cost more, but the real problem is their stability: up to which step-size
the expansion works and what happens afterwards are still open questions. In particular
it is known that large forces cause instabilities with too large step-sizes.
A second interesting observation is that the various forces can be integrated also on
different time scales [81], as their magnitude can be very different. Several integrators can
be nested together and small forces, which correspond typically to the more expensive part
of the computation, are integrated on the outer level, thus achieving a global acceleration.
3.1.2 Fermions at work
Computers can perform all the basic operations, such as sums, multiplications and divi-
sions. In a physics language, we would say that a computer can treat bosonic variables.
1Note that here the normalization is known.
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The same statement does not hold for Grassman variables. Assuming a Hilbert space of n
identical fermionic variables, the creation and annihilation operators could be represented
by 2n× 2n matrices acting on states like |0, 1, . . . , 0, 1, 0〉. The limitations in memory and
cpu resources clearly do not allow to treat such a system on a computer.
Fortunately, the fermions can first be integrated out and the resulting determinant
can be rewritten with bosonic fields again, called pseudo-fermions [82]. In the following
we will often make use of γ5-hermiticity of Wilson fermions by replacing D
†D with Q2
(Q = γ5D) and we will drop the subscript W in QW and DW since no other choices will




[DU ][Dψ][Dψ] e−Sg [U ]−2
∑
x ψD[U ]ψ =
∫
[DU ] det2(D) e−Sg [U ]
=
∫





[DU ][Dφ][Dφ†] e−Seff [U ] .
(3.7)
The ideal treatment of the determinant would be Seff ∝ − log det(D†D) = −tr logQ2,
but its evaluation is too expensive since D is a large matrix, whereas the pseudo-fermions
allow a feasible stochastic computation.
If the determinant is practically impossible to evaluate, also the solution of the Dirac
equation is not cheap. In the computation of the force it is required twice,
F  −φ†Q−2(δQ)Q−1φ , (3.8)
and various (iterative) methods exist to solve this problem. In this case, as in the following,
a better understanding of the physics led to great advances2.
Clearly there is a certain freedom in writing the fermionic contributions. This can
be exploited in practice to reduce the cost of simulations. One such example is the







· · · det(Q2 + μ2N) (3.9)
which is very similar to the Domain Decomposition [86], as both try to separate the
infrared modes from the rest of the spectrum via an infrared regulator: a mass μ or a
physical (domain) length L. The latter consists in fixing the links at the border of the
domains and in performing the updates only inside, which results in larger autocorrela-
tions.
Why and how the Hasenbusch preconditioning works in practice has been studied in
Ref. [87]. We report here the conclusion of the calculations performed in that work, which
2We leave the topic about the so-called solvers to the reader (for an extensive introduction see the
lectures in Ref. [83] and references therein).
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are based on the recently-developed Shadow Hamiltonian approach [88, 89]. In the end
what really matters in the acceptance step is the difference δH = H[π′, U ′] − H[π, U ].
More precisely, the relevant quantity which controls Pacc is the variance of δH, whose
minimization is a good criterion to improve the integrators. The numerical evidences
reported in Ref. [87] show that the splitting of the determinant, as in eq. (3.9), gives a
tremendous reduction of this variance and consequently, to target the same acceptance
rate, higher step-sizes can be used, thus reducing the cost of the simulation.
3.2 Autocorrelations
Markov chains are generated through a transition matrix T . Hence, we expect to see
a correlation length in the Monte Carlo time τ , called autocorrelation time, which re-
duces the amount of statistical independence in the chain, thus affecting the error of the
observables.
Assume to have run the algorithm for N iterations. The set of field configurations
φ1 → φ2 → . . . φN is a representative ensemble of field space. Given a set of primary
observables aα, the average of their measurements, evaluated configuration by configura-











i − Aα . (3.10)
Repeating the simulation many times with the sameN and computing the average over the
various repetitions, called replica, eventually will bring us to the true mean 〈〈aα〉〉 = Aα.
However in real world only a finite number of (finite) replica is available and the following
variance statistically defines the error of our estimators











〈〈δaαi δaαi+t〉〉 . (3.11)
Expanding the sum over i and counting the number of 〈〈δaαi δaαi+t〉〉 for a fixed t, which are
all equivalent thanks to translation invariance in Monte Carlo time, we obtain




(N − |t|)Γα(t) , Γα(t) = 〈〈δaα0 δaαt 〉〉 , (3.12)
where Γα is the autocorrelation function [90]. In the limit of large N the error of our
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Note that Γα(0) corresponds to the standard variance.
At the practical level only a biased estimator of Γ is computable, since Aα are replaced
with the measured āα, and its definition in eq. (3.12) can be further generalized to the






(aαi − āα)(aβi+t − āβ) +O(1/N) . (3.15)
Consequently also ρ and τint are biased. Moreover, for the latter a finite summation
window W is needed to truncate the sum in eq. (3.14) as otherwise its variance would be
infinite3.
With an analogous calculation it is possible to show that for a derived observable F (Aα)













calculated through the Taylor expansion of the estimator F̄ = F (Aα).
To better understand the behavior of autocorrelations in simulations it turns out to be
very useful to interpret τ as an additional dimension to the 4D theory. In this framework
it has been shown, in the free theory, that the autocorrelations for the HMC remain
constant once the Monte Carlo time and the trajectory length are rescaled with the lattice
spacing [92]. This statement does not hold anymore in the presence of interactions, due
to the non-renormalizability of this algorithm [93]. In Ref. [93] it is argued that the HMC
may fall in the same universality class of the Langevin algorithm4, pointing to a scaling
of autocorrelation times with a−2.
In the 5D theory, functions like Γ can be interpreted as two-point correlators and the
transition matrix T (φ′ ← φ) as a kind of Transfer Matrix in the lattice theory. Very
3A large amount of noise would be added to small portions of signal, indeed, according to Ref. [90]
(δτint)
2 ≈ (4W + 2)τ2int/N would be larger than 100% for W = N .
4In the 5D picture the Langevin equation is renormalizable [94], if the underlying theory is, and therefore
an asymptotic scaling with a is predictable. In particular the algorithms based on the Langevin
equation, such as stochastic molecular dynamics (SMD), should exhibit the same scaling. The latter
automatically extends to the HMC algorithm, which belongs to a subgroup of the SMD ones [95].
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similarly to eq. (2.44) the Γ function can be expanded in a sum of exponential terms, by









, T (φ′ ← φ)|λn〉 = λn|λn〉 .
(3.17)
While the modes τn are uniquely determined by the algorithm, the coupling to the modes
depends on the observables. In general all the errors will be affected by the slowest mode,
called exponential autocorrelation time τexp, and a reliable ensemble must have a statistics
of O(50)×τexp. The knowledge of τexp however comes a posteriori, by running a simulation
and computing the autocorrelations of some observables. Assuming that we have such a










+ τexpρ(W ) (3.18)
and in the following Chapters, where results are presented, eq. (3.18) will be always used.
3.2.1 Critical slowing down and topological modes
On top of the (unavoidable) scaling with the number of points in a fixed volume, namely
a−4, the cost of the simulation is further increased by the loss of performance of the
algorithm in the limit a → 0. This phenomenon is called critical slowing down and it
goes along with the scaling of autocorrelations with the lattice spacing. It is typical in
systems approaching a critical point and the question is only how severe it is.
The high-statistics study of Ref. [6] in the pure gauge theory demonstrates that topo-
logical modes strongly couple to τexp and their scaling with the lattice spacing a
−z is more
dramatic than expected, with z ≈ 5 in the range a ∈ [0.14 , 0.05] fm. Beyond this range
of probed lattice spacings, it is not excluded that the scaling may be even worse than
a power law. Indeed, in Ref. [96] it is found to be exponential for CPN models, which
share many properties with QCD. It is plausible that the cause of the freezing of topology
resides in the physics of the underlying classical gauge theory.
3.2.2 Topological sectors
In the classical Yang-Mills theory the space of gauge fields (in infinite space-time or on
a 4D Torus) is divided in topological sectors. They are disconnected and separated by
barriers of infinite action.
5The Frobenius-Perron theorem ensures that λ0 = 1 and |λn| < 1 with n ≥ 1. Detailed balance has
been used to symmetrize T (φ′ ← φ) and produce its spectral decomposition.
43
3 Modern QCD Simulations
At the end of Chapter 2 we have discussed how topology is realized at finite lattice
spacing once an appropriate definition of smoothness, such as the Wilson flow, is provided.
In Ref. [8] it has been demonstrated (numerically) that the probability of occurrence
of fields that are between the sectors, defined in eq. (2.58), scales with a6 in a fixed
volume. This scaling is represented in Figure 3.1: the left panel is the result from the
pure gauge simulations in Ref. [8], whereas the right one represents the same scaling in the
presence of two dynamical fermions [9]. What we learn from these plots is that (repeating
Section 2.6.1) sectors appear dynamically towards the continuum limit, where they are
disconnected, and the regions “between the sectors” disappear with a high power of a.




































Figure 3.1: Both plots show the probability Pt, defined in eq. (2.58), that a smooth
plaquette is bigger than a certain value s (left panel) or scut (right panel). This probability
is measured on configurations of smooth fields Vt, with flow time t = t0, and it is found
to scale as a10 both with and without fermion fields in the sea. Left: numerical results
in the pure gauge theory. The three curves represent from top to bottom lattices with
a ≈ 0.099 , 0.071 , 0.05 fm and the figure is taken from Ref. [8]. Right: a2 scaling of the
probability that a smooth plaquette sp is larger than scut. The data points [9] correspond
to ensembles with two dynamical fermions, at different lattice spacings and pion masses,
as can be noticed from the displacement of the points along the x-axis.
If we now combine the notion of topology of gauge fields and the HMC algorithm,
which we use to evaluate the path integral of QCD, we immediately notice that there
is a problem: for the HMC algorithm, which is essentially a continuous transformation
of the fields on the surfaces with constant Hamiltonian, towards a → 0 changing sector
becomes harder and harder and if a is too small, practically impossible. The consequence
of this phenomenon is the freezing of topology and a scaling of autocorrelations much
worse than the expected a−2 behavior. The fact that at coarse lattice spacings the charge
decorrelates faster seems to be dominantly a cutoff effect.
Fermions, at fixed lattice spacing, are expected to help due to the suppression of topol-
ogy given by the fermion determinant, since with a narrower distribution of the charge
less tunneling events are needed. In Ref. [9] the suppression of topology has been demon-
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strated for O(a)-improved Wilson fermions with per-cent accuracy w.r.t. the topological
susceptibility in the Yang-Mills theory. However in terms of scaling behavior, the fermions
at most reduce the coefficient in front of a−z, not z. In the right panel of Figure 3.2 we
compare the autocorrelation times6 of Q2 in the presence of two sea degenerate quarks [9]
(for two values of the quark masses) against the pure gauge study in Ref. [6]. The gauge
action is the Wilson plaquette action in both cases and the τint shown have been corrected
for the differences among the algorithms used7. The two lines have the same slope but
different intercepts, which may be explained by the presence of the fermion determinant
in the simulations.
In addition to that, Ref. [9] demonstrates that a ≈ 0.05 fm is the crossing point where
the topological charge is as slow as the smoothed energy density, whose scaling index
z ≈ 2 matches expectations. Eventually, for a better control over systematic effects in
the continuum limit, simulations below 0.05 fm must be carried out and a solution to the
problem of topology freezing must be found.
3.3 Open boundary conditions
In Appendix A we only briefly review the explanation of the emergence of non-trivial
gauge transformations belonging to different homotopy classes. Their origin is in the
topology of space-time, which is usually a 4D Torus. The solution proposed in Ref. [10]
is to change it to a cylinder of length T by imposing boundary conditions at x0 = 0 and
T . The remaining three directions are compactified as usual on a 3D Torus.
To preserve gauge symmetry at the boundaries it suffices to fix the tangential compo-
nents of the field strength tensor
F0ν(0, x) = F0ν(T, x) = 0 . (3.19)
The disappearance of homotopy classes guarantees that the space of fields is now con-
nected and it breaks the quantization of the topological charge into integers.
Fermions can be added with suitable boundary conditions: similarly to the Schrödinger
functional only half degrees of freedom must be fixed at x0 = 0, T and in practice the
only allowed choice8 [24, 97] is




ψP−|x0=0 = ψP+|x0=T = 0 .
(3.20)
6The topological charge is measured from smoothed links using the Wilson flow introduced in Chapter 2.
The autocorrelation times reported in the next Figures correspond to Q2 measured at flow time t = t0,
where τint does not depend anymore on t[10, 9].
7To account for inactive links in the DD-HMC algorithm, the autocorrelations are corrected with the
ratio of active links and multiplied with the acceptance rates. We do not expect the remaining details
of the algorithms to contribute to this level of accuracy.
8To preserve parity and time reflection.
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The renormalizability of the theory is still intact since no gauge-invariant dimension-3
operators can mix with the operators on the boundary surfaces [26]. The lattice dis-
cretization is practically the same9 as with the periodic boundary conditions with two
exceptions: the spatial plaquettes on the time slices 0 and T have weight 1
2
and the
spinors on those time slices are simply set to zero.
Hence, a Hilbert space of physical states can be constructed with the usual positive
definite Transfer Matrix (see Chapter 2). The real difference with the periodic lattice is
the presence of a boundary state Ω in the spectral representation of the partition function,
which shares the same quantum numbers of the vacuum. We will extensively discuss its
effects in the next Chapters where the extraction of spectral quantities from two-point
correlation functions is described.
Similarly to the Schrödinger functional setup, also in the case of open boundaries irrele-
vant operators can be added to the action to accelerate the convergence to the continuum
limit. The bulk action is improved as usual with the clover-term described in Chapter 2
and the boundaries through counter-terms of dimension four integrated over the points
in the time slices at x0 = 0, T . The only possible choices are ∂0ψψ and the gluon energy
density tr {1−U}, which are multiplied by coefficients of the form (cG,F − 1). At present
they are known only to tree level cG,F = 1 + O(g
2
0) leaving room for O(ag
2
0) effects (in
particular where boundary effects are noticeable).
3.3.1 Scaling of autocorrelations
The absence of topological barriers should wash out the exceptional critical slowing down
of the HMC, thus leaving space to the expected scaling of autocorrelations with a−2.
In the left panel of Figure 3.2 we show the autocorrelation times measured with the
HMC algorithm with open [10] and periodic [6] boundary conditions. The effect of the
open boundaries on the scaling behavior is evident from the differences in the slopes. In
the range of lattice spacing probed, which is approximately from 0.14 to 0.05 fm, the open
boundaries cure the exceptional scaling of autocorrelations and restore it to a−2.
9The γ5-hermiticity of the Wilson operator is preserved.
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mπ ≈ 340 MeV
mπ ≈ 260 MeV
Figure 3.2: Left : scaling of the autocorrelations of Q2 with Periodic [6] and Open
BC [10]. In both cases the topological charge is summed over the entire volume. To
better visualize the two different scalings of τint we have considered the ratio w.r.t. τint
interpolated at r0/a = 5. Right : comparison of τint(Q
2) with [9] and without [6] dynam-
ical fermions (Nf = 2), with Periodic BC. The z factors are identical and close to 5, as
depicted by the two lines which have the same slope. The effect of the suppression of




In the first three Chapters we have introduced the lattice regularization of QCD, together
with its renormalization properties, and the algorithms that are currently used to simulate
it. Hence in this Chapter we proceed to the description of the ensembles, whose analysis
is the final goal of the thesis and will be presented in Chapter 6.
Nowadays large-volume simulations with dynamical quarks can be carried out almost
exclusively by the joint effort of various groups, often organized in a collaboration. In our
case we took part to the Coordinated Lattice Simulations1 (CLS) effort in the production
of the ensembles, generated on High Performance Computers (HPC). In the following we
will describe only the crucial algorithmic and physics parameters, which will be relevant
for the discussion of the analysis, whereas the interested reader can find all the details on
the simulations in Ref. [12].
In Chapter 3 the importance of topology freezing in modern simulations at small lattice
spacings has been stressed. To overcome it, the pioneering simulations carried out by the
CLS effort adopt open boundary conditions in time together with Twisted-Mass (TM)
reweighting, for the first time on a large-scale project. The boundary effects will be
discussed in the next Chapter, while now we introduce the TM reweighting.
4.1 Twisted-mass reweighting
The transformation m0 → m0 + iμγ5 is applied to the Dirac operator corresponding to
the pair of degenerate light quarks. The twisted mass μ acts as an infrared regulator
to stabilize simulations at small quark masses. If μ > 0 those gauge-field configurations
with almost-singular Dirac operator, being “infrared safe” due to the TM term, are also
accessible to the algorithm, as their Boltzman weight factor is no more zero. Therefore,
the twisted mass adopted in our simulations, the so-called type II introduced in Ref. [98],
Sf (μ) = − log det (Q̂
2 + μ2)2
Q̂2 + 2μ2
− log detQ2oo , (4.1)
is a lever arm also to assure the ergodicity of the HMC. The factorization of the fermion





detQ2 = detQ2oo det Q̂
2 , Q̂ = Qee −QeoQ−1oo Qoe , (4.2)
with the TM term applied only to Q̂. Clearly to recover results in the underlying theory,
at μ = 0, the configurations must be-reweighted [99]
〈O〉 = 〈WO〉W〈W 〉W , 〈O〉W =
∫
[DU ]e−S(μ)O∫
[DU ]e−S(μ) . (4.3)
We indicate with S(μ) the full action (including the gluonic part and Symanzik counter-
terms) which depends on Sf (μ) (from which S inherits the μ depedence). Hence from










lies in the behavior of their fluctuations in the ultra-violet region. Assuming that the
spectrum of Q̂ is dominated by a single eigenvalue Q̂|λ〉 = λ|λ〉, in the limit μ/λ  1
eq. (4.4) and eq. (4.5) scale differently
W̄ = 1− μ
2
λ2




Since the number of high modes scales with the volume, their effective contribution to
the fluctuations of the reweighting factor is more suppressed for eq. (4.4) than eq. (4.5).
For this reason W has been chosen in our large-volume simulations.
4.1.1 Fluctuations of the low modes
Exploring more phase space, thanks to a positive μ, is certainly desirable, but can have
disadvantages too. In fact a large value of the twisted mass increases, in the Monte
Carlo histories, the presence of the so-called exceptional configurations, with almost-
zero eigenvalues of the Dirac operator. The reweighting factor in eq. (4.4) is computed



















and for these exceptional configurations problems might occur. Through the stochastic
estimators, the path integral is enlarged, pretty much as with the pseudo-fermions and
only after the average over the noise fields the determinant is reproduced (we consider
below the case Nsrc = 1)




Since the integrals over the noise fields and the integral over the gauge field can always
be exchanged, the same estimator of the reweighting factor must be used for all configu-
rations, which means fixing Nsrc for each ensemble.
For a generic positive definite operator A, the variance of the stochastic estimator of
detA, define by
detA = 〈Ã〉η , Ã = e−η†(A−1−1)η , (4.9)
can easily be obtained with a few lines of algebra
var(Ã) = 〈Ã2〉η − 〈Ã〉2η = det
A
2− A − (detA)
2 . (4.10)
In our application A is replaced by the argument of the determinant in eq. (4.4).
As originally suggested in Ref. [100], a factorization à la Hasenbush of eq. (4.4) improves
the estimate of the reweighting factor. Inserting intermediate twisted masses μi reduces
the fluctuations of the various contributions which can be estimated with less sources,
thus keeping the effort almost constant. Hence, improvement can be achieved by a proper





(Q̂2 + μ2i )
2(Q̂2 + 2μ2i+1)






f(Q̂, μi, μi+1) , μi < μi+1 , (4.11)
according to eq. (4.10), the variance of its stochastic estimator is
var(WH) =
WH∏
i(2− f(Q̂, μi, μi+1))
−W 2H . (4.12)
If μ0 = 0 and μN = μ the definition of W in eq. (4.4) is recovered. The minimization
of this variance w.r.t. μi leads to the condition f(Q̂, μi, μi+1) = f(Q̂, μi−1, μi), which
provides a recipe to obtain optimal values of the twisted intermediate masses.
We tested this idea on some exceptional configurations of the ensemble H105. In partic-







, μ0 = 0 , μN = μ , (4.13)
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where, for convenience, we introduce the factor c. In the right panel of Figure 4.1 we plot
the results of the various determinants f in eq. (4.11), where the intermediate masses
μi have been chosen with c = 2 and N = 10. Each determinant has been computed
stochastically with 15 realizations of the noise fields, leading to a final precision of WH
around 20/30%. Without the factorization and 24 stochastic sources, the reweighting
factor W was completely unknown, as can be seen from the left panel of Figure 4.1,
where we plot the error of W̃ as a function of its mean value.




























Figure 4.1: Left : measurements of the TM reweighting factor on the ensemble H105.
The curves represent the prediction for the variance in eq. (4.10), which describes rea-
sonably well both sets of data. For this ensemble the chosen value of μ is such that 1%
of the configurations have W̃ < 0.9. Right : results of the stochastic estimates of the
determinants in eq. (4.11) whose set of μi has been obtained according to μi+1 =
√
2μi.
The line connects the predicted points f(Q̂, μi, μi+1), where Q̂ has been replaced with a
single eigenvalue λ, approximately estimated from a separate computation.
When W̃ approaches 1 the variance goes to zero and a good estimate can be obtained
with fewer sources. However, we see that when W̃  0.5 the relative error of the reweight-
ing factor is above 10% and for some configurations with W̃ ∼ 0 it is 100%. From the plot
it is clear that Nsrc should be increased by at least a factor 2 or 3 to keep the error below
the 10% threshold. With Nsrc also the cost grows and the right balance must be found,
taking into account that these (problematic) configurations are only a small part of the
total statistics, about 1% for the test case showed in Figure 4.1. For those configurations,
we have estimated the reweighting factor through the factorization of the determinant,
which proved to be better in this situation. Thanks to this knowledge, we could safely
conclude that they are not relevant in the final estimates of the reweighted observables,
given the accuracy that we are able to reach at present. For this reason, in the reweighting




To simulate the strange quark field we use the Rational Hybrid Monte Carlo (RHMC)
algorithm [101, 102]. We adopt Zolotarev’s approximation to compute the square root,
which, similarly to the TM term, is applied only to Q̂







Note that the square root requires Q̂2 to be positive definite. P1 and P2 are two polynomi-
als of degree n, whose coefficients are computed to optimally approximate the square root
in the range [ra , rb]. W1 is a reweighting factor which is later computed to account for
the inaccuracies introduced by the approximation through the ratio of the polynomials.
In our simulations such inaccuracies are negligible [12], since we have chosen large values
of n and spectral ranges [ra , rb] wide enough to contain the full spectrum of Q̂ (note that
here the lower bound of the spectral gap is controlled by the strange quark mass). This
is reflected in the fluctuations of the RHMC reweighting factor (compared to the TM
reweighting factor, the variance is O(100) times smaller) which in practice amount to a
tiny increase in the error of the reweighted observables.
4.3 Ensembles
Let us now discuss the choice of the physical parameters: β and the two values of κ.
Simulations at small up/down quark masses became feasible, in the last decade, thanks to
the algorithmic and computer developments. However, physical (but always degenerate)
light quark masses can be simulated at relatively coarse lattice spacings and they are
still very expensive, in terms of cpu resources. Therefore, the generation of ensembles is
usually spread over a wide range of masses in order to extrapolate physical quantities to
the desired point. In Table 4.2 we report the list of the ensembles used in this thesis, with
the relevant physical parameters and the statistics in MDU.
For a fixed value of the lattice spacing and in the three-flavor theory, finding a trajectory
in the up/down vs. strange quark mass plane leading to the physical point is not trivial,
since many possibilities are in principle available. In the left panel of Figure 4.2, a few
of the most reasonable ones are plotted. As already said, these trajectories must be
taken at fixed lattice spacing, which is in one-to-one correspondence with g̃0 (recall the
discussion on O(a)-improvement with Wilson fermions in Chapter 2). Therefore the chiral
trajectory defined by keeping the sum of the bare quark masses constant [103], has the
obvious advantage
trM = const → g̃0 = const× g0 . (4.15)
The symmetric point, where all quarks are degenerate, defines the first point of the
trajectory. However, using the renormalized trM to fix the trajectory is not ideal, since
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β 3.4 3.46 3.55 3.7
τexp 40(12) 58(18) 80(24) 108(44)
Table 4.1: Values of the exponential autocorrelation times extracted from the ensembles
with mπ = mK ≈ 420MeV. No significant dependence on the quark masses has been
found, given the accuracy of our estimates of τexp.
scale-dependent renormalization factors and O(a)-improvement coefficients are needed.
Moreover the physical value that trMR should target is not known a priori, but it would
be rather the goal of a computation, as it means directly evaluating the quark masses.
To circumvent these issues, we turn to the following two observables
φ2 = 8t0m
2






whose leading order expansion in Chiral Perturbation Theory (see next Chapter) are
linear in 1/κu and trM . With 2+1 flavors, their values at physical quark masses in the
continuum limit
φphys2 = 0.0801(27) , φ
phys
4 = 1.117(38) , (4.17)
are a combination of t0 taken from Ref. [75] and the pion and kaon masses, where QED
and isospin breaking effects have been removed [104]
mphysπ = 134.8(3)MeV , m
phys
K = 494.2(4)MeV ,
√
8t0 = 0.4144(70) fm . (4.18)
For each value of β, at the symmetric point κu has been tuned to match φ4 = 1.15 with
per-cent accuracy, as shown in Figure 4.3. The effects of possible mistunings of φ4 on
other observables (e.g. mesonic decay constants) will be discussed in the next Chapter.
t0 is used as an intermediate scale, since its computational effort is negligible compared
to the production of configurations. The disadvantage introduced by this choice is the
size of cutoff effects between different discretizations of the energy density. Here and in
the following, we will always use the clover discretization of Gμν , which exhibits a smaller
dependence on a2, due to the particular combination with the Lüscher-Weisz action of
the bulk and the Wilson action in eq. (2.55) [105]. These effects could be reduced by
replacing t0 with t1, which is expected to have smaller discretization errors.
To see whether we have achieved a proper sampling of the field space, the statistics
has to be compared with the exponential autocorrelation time. Our ensembles have been
generated with a number of Molecular Dynamics Units (MDU) of O(50)×τexp and larger,
thus giving a reliable estimate of the autocorrelations plotted in Figure 4.2 (right panel).
From the energy density at positive flow time we have extracted τexp for the four lattice
spacings, whose values are listed in Table 4.3.
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Figure 4.2: Left : different chiral trajectories in the bi-dimensional parameter space
spanned by the two quark masses. The green diamond is the physical point where
ms ≈ 93.8MeV and mud ≈ 3.4MeV [104]. Right : scaling of the autocorrelations for
the energy density (clover-definition) and the topological charge squared, measured at
flow time t = t0 from the ensembles H101, H400, H200, N301.
In accordance with the findings of Ref. [9] the smoothed energy density E(t) shows the
largest autocorrelation times, with the expected scaling a−2. The τint of the topological
charge squared is smaller throughout but seems to increase quickly for t0/a
2 > 6. A pos-
sible explanation for the topological charge not being yet the slowest observable, might be
given by the suppression of topology by the fermion determinant, discussed in Chapter 3.
The volumes of our ensembles have been chosen to fulfill the condition mπL ≥ 4 (except
two cases with mπL  3.8). Finite-volume effects have been analytically studied in the
interacting scalar theory in Ref. [106], whose conclusion is that for a theory with a mass
gap, they are expected to fall off exponentially. In QCD the exponent is given by the
familiar combination mπL and our conservative choice leads to finite-volume corrections
proportional to e−4 = 0.018. The coefficient in front of the exponential factor depends
on the observable and in some cases is very small. Nevertheless the level of accuracy
reached by modern lattice computations requires to take these effects into account, for a
reliable estimate of a quantity in the continuum limit. In this thesis we will address this
problem in the next Chapter where we will study, for some ensembles, the finite-volume
dependence of pseudo-scalar spectral quantities.
Finally, let us mention that a third advantage of the choice in eq. (4.15) is that the
tuning can be done in relatively small volumes, since at the symmetric point pions are
heavy enough to guarantee that lattices with L/a = 32 (and L/a = 48) satisfy mπL  4
in our range of β. Once φ4 is computed at the symmetric point the values of κu and κs
can be changed according to eq. (4.15), along the red line in Figure 4.2.
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As a first attempt to verify how much the renormalized trM is constant, we compute
the observables in eq. (4.16) for each ensembles and plot them in the right panel of
Figure 4.3. Lattice artifacts are not observed, except for the point corresponding to the
ensemble J303, where also mistunings can play a role (see next Chapter).


























Figure 4.3: Left : tuning variable φ4 at the symmetric point for our four lattice spacings.
Given the statistical precision the tuning to φ4 = 1.15 has been achieved to 1% accuracy,
represented by the blue band. Right : ensembles at fixed trM in the plane φ4(φ2). The
open symbol corresponds to the physical point, eq. (4.17). A dependence on the lattice
spacing is not visible between the points at β = 3.4 and β = 3.55, while for the leftmost
point at β = 3.7, namely J303, the situation is different. Note that, in these plots we
want to show essentially how the observables used in the tuning of the ensembles look
like. In the next Section, we will correct the points for finite-volume and mistuning effects
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5 Computation of spectral quantities
In this Chapter we describe the methods used to compute pseudo-scalar meson masses
and decay constants for the set of ensembles described in Chapter 4. Together with these
fermionic quantities we also compute the “flow” observable t0. Let us make here a remark
on the notation used in the following: we denote with flavor indices 1,2 and 3, the up,
down and strange quarks. In our setup the light quarks are degenerate, nevertheless we
use the indices 1 and 2 to underline that we are interested only in non-singlet two-point
functions. Note also that we often interchange the “flavor” with the “mesonic” notation:
12 ↔ π and 13 ↔ K. Throughout this and the next Chapter we will often indicate
quantities measured at the symmetric point with the superscript ’sym’.
5.1 Measurements of the observables
As we have mentioned in Chapter 1, the analysis is focused on two-point correlation
functions between the pseudo-scalar and the zero-component of the axial fermion currents
(introduced in Chapter 2, eq. (2.21)), which we average over the spatial volume, to project
to zero-momentum







〈Ars0 (x0, x)P sr(y0, y)〉 ,







〈P rs(x0, x)P sr(y0, y)〉 .
(5.1)
Once Wick’s contractions are performed, eqs. (5.1) amount to the evaluation of two prop-
agators S, carrying flavors r and s (the trace is over color and spinor indices)














, X = A0, P ; ΓX = γ0γ5, γ5 . (5.2)
Hence, the computation of fA and fP would require, in principle, O(L
3) solutions of the
Dirac equation, which would be too expensive. However, thanks to stochastic techniques,
the cost of the measurements of eqs. (5.1) can be drastically reduced (for an introduction
see for example Ref. [83] and references therein).
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We start by adding a set of Nsrc fields ηi to the path integral, which do not affect the
physics of the theory and fulfill the conditions (we drop color and spinor indices)
〈η†i (x)ηj(y)〉η = δ(x− y)δij , 〈ηi(x)〉η = 0 , (5.3)
where the definition of 〈· · · 〉η has been given in eq. (4.8), but in this case we use U(1)-
distributed random sources. Let us start by solving the Dirac equations (again we do not
write color and spinor indices)
DW(m0,f )ξ
f
i (y) = ηi(y) → ξfi (x) =
∑
y
Sf (x, y)ηi(y) , (5.4)
DW(m0,f )γ5ζ
f
i (y) = γ5Γ
†
Xηi(y) → ζfi (x) =
∑
z
Sf †(x, z)Γ†Xηi(z) . (5.5)













when the sources are integrated out we obtain the trace we are interested in (which can











In our case, we use stochastic sources distributed on one specific time-slice, a technique
sometimes called time-dilution. At the same cost of Nsrc point-like sources, the variance
of our observables is significantly reduced [107]. For these noise fields, eq. (5.7) returns
〈F(x, y0)〉η, since the sum on the r.h.s. is performed only on the spatial y. Also for this
type of stochastic estimates, Nsrc must be kept constant for all gauge-field configurations,
as
∫
[DU ] and 〈· · · 〉η can be freely interchanged.
The stochastic estimates reported above have an error proportional to 1/
√
Nsrc and the
observables, as we have seen in Chapter 3, fluctuate with the gauge-field configurations.
Therefore, Nsrc must be chosen reasonably large (balancing with the computational cost)
to be able to neglect the first source of error in the analysis. In Figure 5.1 we show
the dependence of the errors of two pseudo-scalar spectral quantities on the number
of sources. From the plots we infer that for Nsrc  10 the precision on the derived
observables is dominated by the gauge noise. Anyhow, since the computation of fA and
fP is particularly cheap (thanks to the solver used in the inversion of DW), we decided to
use 16 stochastic sources for our ensembles at β = 3.4 and 3.55, and between 20 and 24
sources for the measurements at β = 3.7.
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Figure 5.1: Error of the bare pion decay constant and mass as a function of the number
of stochastic sources Nsrc. The test ensemble is D200 and the maximum value of Nsrc is
16. The lines represent linear fits to the points, excluding those with Nsrc < 4. In both
cases the limit Nsrc → ∞ gives an estimate of the (pure) gauge noise, coming from the
fluctuations of the pseudo-scalar correlation functions with the gauge-field configurations.
5.1.1 Spectral quantities with open BC
To understand and extract the spectral quantities from the correlation functions in
eq. (5.1), we expand them using the Transfer Matrix T̂ = e−Ĥ , introduced in Chap-
ter 2. Since the discussion below does not depend on the specific choice of flavor indices,
we concentrate only on the pion sector, but everything is valid also for kaons.
Let us start from eq. (2.43) and from some considerations: the boundary states are the
same on both sides for open BC (see eq. (3.19)) and we denote them with |Ω〉. They are
invariant under spatial translations, meaning that1 〈Ω|p, n〉 = 0 for p = 0. Recall also
that we are interested in correlators projected to zero momentum, eq. (5.1). For these
reasons we will omit the momenta p from the notation.
On top of this we modify two other properties, to keep the notation as simple as
possible: we define |α, n〉 the eigenstates of the Hamiltonian, with n labeling the energy
levels and α the other quantum numbers of the states, and we use the normalization
〈β,m|α, n〉 = δnmδαβ. Since we are interested in pseudo-scalar two-point functions, the
relevant combination of quantum numbers for their spectral representations is, apart
from2 JP = 0−, C = + and isospin (I, I3) = (1, 1) (we consider always non-singlet flavor
rotations, thus leading to the charged pions and kaons) and we use α = π as a shorthand.
1The notation is taken from Section 2.4.
2On the lattice the continuum rotation group is broken to a discrete subgroup. The irreducible rep-
resentations of the latter classify lattice states, which can overlap with states with different J of
the continuum theory. Usually lattice states are labelled with the smallest of such J , which is then
recovered in the continuum limit, e.g. the irreducible representation A1 with J = 0.
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The following derivation (and notation) is taken from Ref. [108], where practically the
same calculations have been carried out. We decided to repeat them here since many of
these formulae will be used in the next Sections.
According to the new notation introduced above eq. (2.43), for fA and fP, and in the








−Ẽβm(T−x0)〈β,m|X̂|α, n〉e−Ẽαn (x0−y0)〈α, n|φπ(y0)〉 , (5.8)




P̂ |γ, l〉e−y0Ẽγl 〈γ, l|Ω〉〈0, 0|Ω〉 , 〈α, n|φπ(y0)〉 = δαπ〈π, n|φπ(y0)〉 . (5.9)
In order to investigate the effects of the boundaries, let us take the limit |x0 − y0| → ∞
such that the states propagating between X̂ and φπ(y0) are washed out and only |π, 0〉








e−mπ(x0−y0)〈π, 0|φπ(y0)〉 , (5.10)
since the boundary state has an overlap only with the states with α = 0. If the separation
between x0 and the boundary at x0 = T is large enough, (T−x0)Ẽ02  1, the first relevant




−Ẽ01(T−x0) + . . .
]
〈0, 0|X̂|π, 0〉e−mπ(x0−y0)〈π, 0|φπ(y0)〉 , (5.11)
with the ellipsis corresponding to terms of order e−Ẽ
0
2(T−x0) and the matrix element ηTX







〈0, 0|X̂|π, 0〉 . (5.12)
In the pure Yang-Mills theory we would certainly identify the state |0, 1〉 with the scalar
glueball 0++. In QCD, however, also a two-pion state with zero momentum and zero
isospin can be a possible candidate. At present, there are however still some gaps on
the knowledge of the mass of the scalar glueball, both from the theoretical and the ex-
perimental side, and it is believed to be heavier than 2mphysπ . Certainly, this statement
might not hold for ensembles with pion masses larger than 500 MeV or so, which is never
the case in our setup. Nevertheless, in the following analysis we make sure to keep this
systematic uncertainty under control, as explained in the next Subsections.
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Let us now look at the consequences of assuming that the excited state Ẽ01 , appearing
in eq. (5.11), is a two-pion state. The quantization of momenta, given by the finiteness
of the spatial directions, pushes the energies of states with momenta up in the spectrum,
thus leaving, for instance, a separation of order 2π/L between two pions (both) with zero
momentum and with opposite momenta. Hence, if we identify the state |0, 1〉 with two




m2π + |p|2, with3 |p| = 2π/L.
Expecting Ẽ01 to be 2mπ, we have to consider also finite-volume effects, which mod-
ify the relation between the two energies to Ẽ01 = 2mπ + δ(L). These effects are well
known and studied by the lattice community, since they are used to extract scattering
amplitudes [109, 110]. Chiral Perturbation Theory (ChPT), which we will discuss later,
provides a framework where these amplitudes can be predicted, in terms of some low-
energy constants. However, to leading order in ChPT, the zero-isospin ππ scattering
amplitude [111, 112] entering in the definition of δ(L) is independent from those4 and























At physical pion masses mπa
I=0
0 ≈ 0.22 and δ(L) is consequently expected to be small.
For our ensembles, eq. (5.13) predicts shifts in the two-pion state ranging, approximately,
from 60 to 10 MeV. If we further neglect these finite-volume effects, using fP in eq. (5.11)
we obtain the last simplification [11]
fP(x0, y0) ∝ sinh
[
(x0 − T̃ /2)mπ
]
, (5.14)
where T̃ is now a free parameter, which absorbs part of the contribution of ηTX .
The spectral quantities we are after, are not only the pseudo-scalar masses appearing in
the exponential decay, but also the pion-to-vacuum matrix elements. In order to remove
the dependence on |φπ(y0)〉 in eq. (5.10) let us consider the quantity
L3fP(T − y0, y0) = e−mπ(T−2y0)〈φπ(y0)|π, 0〉〈π, 0|φπ(y0)〉 , (5.15)












〈0, 0|X̂|π, 0〉e−mπ(x0−T/2) .
(5.16)
3The label n is understood to take into account also possible degeneracies of states. For example, a
two-particle state with back-to-back propagation has a degeneracy associated to the three possible
spatial directions.





5 Computation of spectral quantities
At this point, the extraction of the matrix element 〈0, 0|X̂|π, 0〉 can be performed in three
ways: through fits to the ratio in eq. (5.16) (possibly in a range where the excited states
can be neglected) or by averaging plateaus of the following two observables
〈0, 0|X̂|π, 0〉 = fX(x0, y0)
L3/2
√






〈0, 0|X̂|π, 0〉 =
[
|fX(x0, y0)fX(x0, T − y0)|







the first introduced in Ref. [108], in the context of the Schrödinger functional, and the
second proposed in Ref. [113]. Clearly, all methods have to deal both with boundary
effects and excited states at short source-sink separations. Indeed, in all cases, a range in
x0 where these additional contributions can be neglected needs to be defined, taking into






x0 = Tx0 = 0
1 4 7 10
su
m 1 4 7 10
su
m 1 4 7 10
su




















Figure 5.2: Left : sketch of the pseudo-scalar two-point functions involved in eq. (5.18),
with X = A0. The boundary-to-boundary correlator, namely fP(T − y0, y0), is used to
normalize the product of the other two correlation functions. Right : computation of
the bare pion decay constant on the ensemble H101. The x-axis labels the position of
the sources y0 of the measured correlation functions (filled symbols), while ‘sum’ (open
symbols) refers to the average of the vacuum expectation value of fπ computed from the
displaced correlators. We tested eq. (5.17) with several definitions of the pseudo-scalar
mass in the exponent: the effective mass as a function of x0 (circles) and its plateau
average (squares), see eq. (5.24), and the mass obtained from the fit (triangles) to the
two-point functions. We computed the pion-to-vacuum matrix element also according
to eq. (5.18), where the exponential term automatically drops out, and we performed a
global fit to fP and fA using eq. (5.16). We do not observe a significant difference in the
final errors obtained from the various methods.
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In Ref. [113] we have tested all the three methods on the ensemble H101. They gave
compatible results with the same errors, thus concluding that there is no preferable strat-
egy (this statement is anyhow relative to the actual precision of the data, which fluctuates
between half and one percent). The results shown in Figure 5.2 come from plateau aver-
ages and fits performed in a region sufficiently far from the boundaries.
The presence of the open boundaries breaks translation invariance, preventing us from
freely displacing the sources along the time direction. In Ref. [113], the possibility to
profit from the average over several source positions has been studied on H101 as well.
We concluded that it does not improve the final accuracy. This is due to the observation of
strong correlations, in the center of the lattice, among the “displaced” two-point functions.
The error bars corresponding to the label ‘sum’ in the right panel of Figure 5.2 confirm
this.
The only left invariance is under time reversal transformations. Hence, to improve
the signal, we always measure the mirrored correlation functions of eq. (5.1) ((x0, y0) →





fX(x0, y0) + fX(T − y0, T − x0)
]
. (5.19)
To obtain plateaus as large as possible for the quantities under study, we always measure
the two-point functions with sources placed on the first time slice.
5.1.2 Fit quality
The whole analysis, as we will see in the following, is practically based on fits to the
data points. Hence, let us introduce now a few statistical tools and their corresponding
notation (for more details see Ref. [114]). Assuming that a set of measurements yi, with
errors σi, is described by a function f , depending on the corresponding set of xi and some
parameters aα, from the minimization of the “naive” chi-square
χ2 = ETWE , Ei = f(xi, {aα})− yi , W = diag(σ21, σ22, . . . , σ2N)−1 , (5.20)
we obtain the values of the parameters {aα}. The quantity defined in eq. (5.20) is called
naive since the covariances among the points yi are neglected. In fact, the real χ
2, for
this type of problems, is defined by W = C−1, the inverse of the covariance matrix C,
whose entries are particularly difficult to compute with a sufficient precision, due to the
limited statistics available.
Instead it is possible to compute the expectation value of the χ2, assuming that the data
points yi are normally distributed. If they fluctuate around f(xi, {Aα}), with probability
density function depending on the covariance matrix and with {Aα} being the “true”
values of the parameters, the expectation value of the χ2 defined in eq. (5.20), which we
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call “expected” χ2 or χ2exp [115], can be analytically computed (by Taylor expanding f
inside the vector E around the solutions {Aα})
χ2exp = tr (1− Pφ)W 1/2CW 1/2 . (5.21)
Note that W can be any weight matrix but must coincide to eq. (5.20) if we want to
compare the two definitions of the χ2. The projector Pφ spans the space defined by
{W 1/2∂αf(xi, {aα})} and the dimension of the identity matrix is given by the total number
of points.
For correlated fits, where W = C−1, χ2exp reduces to the (usual) number of degrees of
freedom (dof). Roughly speaking, in the case of naive χ2 minimization, the χ2exp returns
an “effective number of degrees of freedom” and the corresponding reduced χ2, given
by χ2/χ2exp, is used to judge the quality of the fits. Together with this ratio, also the
Q-value is used to monitor the quality of a fit. It corresponds to the probability that a
certain value of the χ2 is larger than the “measured” one (obtained from the minimization
process) by chance.
5.1.3 Excited states contaminations
As we have seen in eq. (5.11), close to the boundary we expect to see excited states.
Moreover, when the distance between source and sink is not large enough, excited states
corresponding to the energy levels Ẽπ1 , Ẽ
π
2 , . . . are expected as well. Therefore our general
strategy to define a plateau, proposed in Ref. [12] for open boundary conditions, is to
find the set of points where neglecting an additional state produces a systematic error Nσ
times smaller than the statistical one, with Nσ = 3 or 4.
Let us assume to have an observable A, which shows a plateau far from the boundaries,
and to perform a fit of the form
A(x0) = c0 + c1e
−E1x0 , (5.22)
in a suitable interval5 in x0.
The condition
σA(x0,min) ≥ Nσc1e−E1x0,min , (5.23)
automatically defines a plateau in x0 where the contributions coming from the excited
state with energy E1 is negligible. This procedure applies to quantities such as the smooth
energy density, the matrix elements defined in eq. (5.17) and eq. (5.18) or the effective
mass
meff(x0 + a/2, y0) = log
fP(x0, y0)
fP(x0 + a, y0)
, (5.24)
5This interval is chosen by fixing one extreme in the bulk of the lattice, whereas the other is varied
in a region close to the boundary. The first time slice, towards the middle of the lattice, where the
reduced-χ2, χ2/χ2exp, is approximately 1, defines the other extreme of the fit range.
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as they approach the boundaries. Note that for meff or eq. (5.17), two independent fits of
eq. (5.22) are required for the case when the sink is close to the source or to the boundary,
thus leading to asymmetric plateaus. For observables, which are symmetric under time
reversal, such as t2E(t) or the product of two-point functions in eq. (5.18), the following
functional form can be applied, instead of eq. (5.22),
A(x0) = c0 + c1e
−E1(T/2)cosh [(x0 − T/2)E1] , (5.25)
and the criterion in eq. (5.23) is modified accordingly.
In the extraction of the pion and kaon masses, we have chosen a slightly different
approach [12], as we computed them directly by fitting fP. As a first step, we determine
the value of x0/a, close to the boundary at x0 = 0 and also to the source y0 = a, where
excited states can be neglected. We fit the pseudo-scalar correlation functions at fixed y0
with
fP(x0, y0) = c0e
−mx0 + c1e−E1x0 , (5.26)
in a range where one extreme is at x0  T/3 (to be able to neglect the contributions from
the boundary at x0 = T ), and the other determined again by χ
2/χ2exp ≈ 1. In this case
the criterion in eq. (5.23), defining x0,min, becomes
1
Nσ
σmeff (x0,min) ≥ log




Since the sources y0 are placed close the boundary at x0 = 0, we expect to observe two
different behaviors when the two boundaries are approached. Using the strategy described
above also when the sink is approaching x0 = T would give particularly small plateaus.
As we have explained in the previous Sections, in this situation a two-pion state is the
expected candidate for the first excited state. Hence, we fit the pseudo-scalar correlators
with a sinh-form as in eq. (5.14) on a wider plateau
fP(x0, y0) = c0e
−mx0 + c1e−m(2T−x0) , (5.28)
instead of using eq. (5.26) in the range where the second state can be neglected. From a
larger plateau we obtain a (slightly) more precise estimator6 of the pseudo-scalar masses
and we are able to use from 60% to 80% of our lattices, thus discarding a relatively small
portion close to the boundaries. Nevertheless, to cross-check our estimates, we compute
the effective mass defined in eq. (5.24) in a range where the condition in eq. (5.23) is
satisfied both for x0,min and x0,max.
We account for systematic effects given by an additional excited state close to the
boundary at x0 = T , by verifying that the contribution of the third exponential in
fP(x0, y0) = c0e
−mx0 + c1e−m(2T−x0) + c2e−E1(T−x0) , (5.29)
6Due to the presence of correlations along the time direction, the errors do not decrease much when
larger plateaus are considered.
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is smaller compared to the uncertainty of the effective mass and exactly as before, we
obtain a criterion which defines x0,max, while x0,min is held fixed.
Moreover, to avoid uncertainties due to the finite-volume effects in the energy of the
two-pion state (see previous Sections), we parametrize this shift according to
fP(x0, y0) = c̃0e
−m̃x0 + c̃1e−(m̃+δ)(2T−x0) . (5.30)
In the end, we always define our definitive fit ranges by checking that on the one hand the
systematic effects of the third exponential fit above are small, with the usual criterion,
and on the other hand that the masses extracted from eq. (5.30) or from eq. (5.28) are
compatible. Once x0,min and x0,max are known we use eq. (5.28) to compute the meson
masses from the pseudo-scalar correlators fP.
5.1.4 Renormalization and O(a)-improvement
The hadronic masses extracted from the correlation functions given in eq. (5.1), do not
require renormalization as they are eigenvalues of the Hamiltonian. They suffer, like
all other observables, from cutoff effects, which start at order a in theories breaking
chiral symmetry such as the Wilson formulation of QCD (as we have seen in Chapter 2).
According to Symanzik’s improvement program they can be canceled by suitable counter-
terms added to the action and to the operators. The O(a)-improved action used to
generate our ensembles has already been described in Chapters 2 and 4, and we now
present the improvement of the correlation functions defined in eq. (5.1). Out of the
composite operators Aμ and P only the axial one is affected by O(a) additive corrections,
which modifies fA according to eq. (2.31)
f rt,IA (x0, y0) = f
rt
A (x0, y0) + acA∂̃0f
rt






From f IA and the usual fP, O(a) improved matrix elements can be extracted with one
of the methods discussed before. To obtain physical quantities, such as decay constants,
they must undergo multiplicative renormalization, as already explained in eq. (2.32) and
eq. (2.33). For the flavor combination 12, which is associated with the pion, we obtain
ZA(g̃0)
[
1 + ab̄AtrM + abAmq,12
]〈0, 0|Â0|π, 0〉 = fπmπ(2mπL3)−1/2 , (5.32)
and similarly for the kaon, by replacing 12↔ 13 and π ↔ K. The term in parenthesis on
r.h.s. of eq. (5.32) is the usual normalization of one-particle states, due to the fact that
we have chosen 〈α, n|β,m〉 = δαβδnm (cross-check against Section 2.4 where we adopt the
common normalization). The finite renormalization factor ZA, defined in Chapter 2, has
been computed non-perturbatively in a separate work, yet unpublished. For more details
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see Appendix B. Note also that, given our definitions of fA and fP, bare quark masses




(mq,r +mq,t) , mq,u = mq,d = mq,12 , mq,s = 2mq,13 −mq,12 . (5.33)
Beyond the mesonic quantities listed so far, quark masses are the other objects we investi-
gate in this thesis. Before turning to those let use briefly list here the known results of the
improvement coefficients, which will be used in the rest of the analysis. For the Lüscher-
Weisz improved gauge action and Wilson fermions, the knowledge of these numbers is
purely perturbative, and limited to 1-loop results [116]









0) , CF = 4/3 .
(5.34)












cA, bA = 0













cA, bA = 0
Figure 5.3: Ratio of the un-improved (cA = bA = 0) over the improved (cA, but bA = 0)
pion decay constant. The pion and kaon masses are fixed in units of t0, through φ4 ≈ 1.15,
and mistunings in this variable do not have a significant impact on the ratio. The dashed
line is a linear fit in a2 to the four points, whose continuum value differs from 1 by
0.27(3)%. Correlations between numerator and denominator make the ratios turn out to
be extremely precise. Renormalization factors cancel as well. In the right panel we zoom
in a region closer to the continuum limit and we show the results of the fits constrained
to 1 but with a and a2 terms.
In Figure 5.3 we show the effects of the improvement coefficient cA on the pion decay
constant at the symmetric point. As we see from the left panel, cA produces an effect on
the 10% level at our coarsest lattice spacing. For bA much smaller effects are expected,
around 1%, since it is small at 1-loop and multiplied with am-terms. The data shows
a rather good a2 scaling and we interpret the fact that it does not extrapolate to 1,
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as residual O(a) effects (below the percent, see Figure 5.3). We try to model them by
fitting the function 1 + b0a/
√
t0 + b1a
2/t0, whose results are plotted in the right panel of
Figure 5.3. We observe one order of magnitude between the two coefficients, −10b0 ≈ b1,
and we conclude that cA contributes mostly to O(a
2) discretization effects of the decay
constants and has only a small a piece.
A similar a2-dominance is observed in the combination
√
8t0fπ, Figure 5.4, where linear
fits in a2 to the improved and un-improved data agree within less than one standard
deviation in the continuum limit. In these quantities errors are much larger compared
to the ratios shown in Figure 5.3, and there is a contamination, concerning a2 effects,
coming from the determination of ZA. In particular, what we learn from this plot, is that
the size of the a2 contributions given by cA and ZA are equivalent.
Note also that along our chiral trajectory the strange quark mass becomes larger and
the bA-corrections to fK are expected to be relevant at the physical point. Using the
1-loop values in eq. (5.34) they are expected to be around 1%, the size of the statistical
accuracy of our results.











cA, bA cA = bA = 0
Figure 5.4: Continuum extrapolation in a2 of
√
8t0fπ at the symmetric point. The two
linear fits exclude the rightmost point and the point with dashed error bars, since it is
affected by finite-volume effects, which we discuss later.
5.1.5 Quark masses
In Chapter 2 we have discussed in what terms quark masses undergo additive renor-
malization, for discretizations of the fermion Lagrangian breaking chiral symmetry. Our
ensembles have been generated with 2+1 O(a)-improved Wilson fermions, therefore the
knowledge of the critical mass is in principle needed. This would require a dedicated
study. However the problem can be bypassed by computing the so-called PCAC masses.
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usually called PCAC masses, with cA being the coefficient of the O(a) counter-term of
the axial current in eq. (2.31). In this thesis we use the non-perturbative determination
of cA of Ref. [117]. Renormalized PCAC masses can be obtained (recall the discussion on




1 + ab̄AtrM + abAmq,rs
1 + ab̄P trM + abPmq,rs
mrs . (5.36)
Eq. (5.36) and eq. (2.29) are equivalent, up to cutoff effects. From this equivalence, a
relation between the bare subtracted quark masses and the bare improved PCAC masses
can be inferred (note that we drop the dependence of the Z factors and b coefficients on
the renormalization scale and on g̃0)
mrs,R = m
R
q,rs → mq,rs =
ZA
ZmZP
mrs − (rm − 1)trM
Nf
+O(am2) . (5.37)
Bare subtracted quark masses enter in the improvement of many quantities, e.g. eq. (5.32).
However, since we do not know the value of κcr for our four values of β, we always make
use of eq. (5.37) to express renormalized quantities in terms of bare PCAC masses. To
this change of variables we associate the following change of notation7 (X = A,P )
abXmq,rs → ab̃Xmrs , b̃X ≡ Z̃bX , Z̃(g̃0) = ZA(g̃0)
Zm(aμ, g̃0)ZP (aμ, g̃0)
. (5.38)
In the following analysis the available perturbative knowledge of the improvement co-
efficients b̃X is used. The one-loop result of Z̃ is taken from Ref. [118] and does not
contribute, at this order, to the difference b̃A − b̃P
Z̃(g̃0) = 1− 0.0703g̃20 , b̃A − b̃P = −0.0012(2)g20 +O(g40) . (5.39)
Note that replacing g̃0 with g0 in the perturbative definitions of the b̃X coefficients amounts
to an a2 effect. Let us remind the reader that an alternative method to extract the
pseudo-scalar decay constants can be defined using the PCAC relation (see for instance
Ref. [119]). If we consider eq. (5.18) with X = P , a suitable plateau average returns the
matrix element 〈0, 0|P̂ |π, 0〉. Using the expansion of the correlation functions appearing
in the PCAC relation eq. (2.20), it is possible to relate pseudo-scalar and axial matrix
elements (up to cutoff effects)
〈0, 0|Â0|π, 0〉 = 〈0, 0|P̂ |π, 0〉2m12
mπ
. (5.40)
7In the literature the combination of Z factors appearing in eq. (5.37) is usually denoted by Z =
(ZmZP )/ZA.
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5.1.6 Boundary effects
The presence of the boundaries is clearly visible in the profile of the observables. In
particular in all cases under study, strong lattice artifacts are observed close to x0 = 0
and T . One of the reasons for this behavior comes from the O(a) counter-terms at
the boundaries: for their coefficients, namely cG and cF , we have used the tree level
values, thus leaving room for O(ag20) effects. In Figure 5.5 we show the profile of a
purely gluonic observable, t20E(t0), and of the ratio of the bare light quark mass m12(x0)
over its plateau average maver12 , which is independent from renormalization factors and
improvement coefficients. In the former, changing the values of κ does not produce a
visible effect in the various curves, while for the latter sea quark effects are observed.




























Figure 5.5: The plots show the profile of two observables along the time direction, ex-
pressed in units of
√
t0, for the four ensembles at the symmetric point, where mπ ≈
420MeV. Left : t20E(t0); the lines represent independent fits of eq. (5.22), from which
x0,min/
√
8t0 is found to be approximately constant, around 4. This is a sign of dominant
O(a) artifacts introduced by the boundaries. Right : ratio of the bare light quark mass
over its plateau average; to demonstrate the presence of boundary effects we show how
the PCAC masses approach the boundary at x0 = T . We show the limit x0 → T instead
of small x0 because in the latter excited states coming from short source-sink separa-
tions overlap with the boundary contributions. Recall that we place the sources of the
two-point functions on the first time slice of the lattice.
The PCAC masses are derived from an identity among operators. This means that all
deviations from a flat behavior immediately reveal the presence of lattice artifacts. This
is not the case for the energy density, where a (yet unknown) physical profile close to the
boundary does exist and cutoff effects can be judged only through the relative comparison
of different β. In the end, what is relevant for our analysis, is how fast they approach the
plateau according to the criterion defined in eq. (5.23). For the energy density we find
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that excited states become negligible at x0/
√
8t0 ≈ 4.2 for all values of β, while for the
PCAC masses this bound varies from x0/
√
8t0 ≈ 2.5 to 4.2, depending on the sea quark
masses and on the lattice spacing.
For the decay constants, the situation is similar concerning relative discretization effects,
but more interesting in terms of sea quark effects. In particular, if the matrix elements of
fπ and fK are computed according to eq. (5.18), with X = P and with sources placed at
y0 = a (see eq. (5.40) for the multiplicative factor relating 〈0, 0|P̂ |π, 0〉 to fπ and fK). The
cancellation of the exponential factor in fP(x0, y0)·fP(x0, T−y0) is the practical advantage
in eq. (5.18) w.r.t. to eq. (5.17). Moreover, the resulting product is symmetric under time
reversal, which allows to treat excited states in one step, according to eq. (5.25).
When x0 approaches one of the boundaries, say x0 = 0, two different contributions
interfere: exp(−Ẽ01x0) coming from the fP(x0, T − y0) approaching the boundary (recall
eq. (5.11), where we take Ẽ01 = 2mπ)
fP(x0, T − y0)
L3/2
√
fP(y0, T − y0)
x0→0≈ 〈π, 0|P̂ |0, 0〉emπ(x0−T/2)[1 + η0P e−2mπx0 ] , (5.41)
and exp(−Ẽπ1 (x0 − y0)) from the short source-sink separation of fP(x0, y0), (which we




fP(y0, T − y0)
x0→0≈ 〈0, 0|P̂ |π, 0〉e−mπ(x0−T/2)
[
1+
〈0, 0|P̂ |π, 1〉




Note that the dependence on y0 appears only through the source-sink separation of the
three-pion state, since the boundary contributions contained in φπ(y0) are canceled by
the denominator.
When we multiply the l.h.s. of eq. (5.41) with the one in eq. (5.42) we obtain the square
of the quantity defined in eq. (5.18). From the expansions above we can read off the term
corresponding to the first excited state[〈π, 0|P̂ |0, 1〉
〈π, 0|P̂ |0, 0〉
〈0, 1|Ω〉
〈0, 0|Ω〉 +
〈0, 0|P̂ |π, 1〉




In Figure 5.6 we plot the behavior of matrix elements extracted from the combination
in eq. (5.18), with X = P on the top panel and X = A0 in the bottom one. The
two observables show two different profiles as they approach the boundaries. For the
axial correlation function no particular difficulties are encountered in the estimates of
the excited states, which can be done according to eq. (5.25), while for the pseudo-scalar
correlator a strong dependence on the pion mass is visible. For the latter the estimate
of systematic uncertainties is more difficult, as fits with two excited states, rather than
one, are more stable as the bump becomes more pronounced. For these reasons, in our
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Figure 5.6: Behavior of the pion decay constants as they approach the boundaries. A di-
rect comparison between the different curves is possible due to the normalization with the
plateau average, which avoids also renormalization factors and improvement coefficients.
Curves at pion masses between 420 and 200 MeV lie between the two shown and we do
not plot them for a better legibility of the figures. Top: profile along the time direction
of the pion-to-vacuum matrix element computed from eq. (5.18) using fP. The factor in
eq. (5.40), involving mπ and m12, is used to convert 〈0, 0|P̂ |π, 0〉 into the axial matrix
element. A significant dependence on the quark mass is observed close to the boundary.
Data from β = 3.4 and β = 3.55 is used. Bottom: fπ is directly evaluated from eq. (5.18)
with fA. In this case fits with one excited state are reliable at all pion masses.
analysis we do not use these estimates of fπ and fK, but only those showed in the bottom
panel of Figure 5.6.
As we have seen for other quantities, cutoff effects close to the boundaries are relatively
pronounced and they are present also in this case. However, by comparing two curves at
β = 3.4 and 3.55 and at the same value of the pion mass, namely the ensembles H105
and N200, we conclude that they can not be the dominant contributions to the bumps.
Instead, they are probably a consequence of the physical dependence of the prefactor
multiplying the two-pion state in eq. (5.43) on mπ. In Ref. [120] some of the matrix
elements appearing in eq. (5.43) have been computed in ChPT. Unfortunately, since we
do not know the contribution of the boundary state |Ω〉, it is difficult to explain the
observed behavior, even qualitatively.
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5.1.7 Twisted-mass reweighting
In Chapter 4 we have discussed the presence of a twisted-mass term in our simulated
action. Beyond the difficulties which might occur in the computation of the associated
reweighting factor, a second issue is the impact of their fluctuations on the reweighted
observables. The choice of the TM mass μ is always at the origin of the problem, as it
controls the occurrence of gauge-field configurations with close-to-zero eigenvalues of the
Dirac operator.
Let us consider a generic observable O and a generic reweighting factor w. In Ref. [113]
we have computed the variance of the reweighted observable (notation taken from eq. (4.3))
〈O2〉 − 〈O〉2 = 〈w−1〉〈(O − 〈O〉)2w〉 . (5.44)
In the same work, we presented a numerical study of the variance in eq. (5.44), where
we examined its dependence upon the reweighting factor w = W ·W1, with W the TM
reweighting factor defined in eq. (4.4) and W1 the RHMC reweighting factor. Varying the
twisted mass μ, from 1 to 5 MeV, has not produced a significant effect on the variance of
O = t2E(t), for the ensemble H105 (mπ ≈ 280MeV, β = 3.4). In fact, we do not expect,
at the present level of accuracy, to observe a strong dependence of gluonic observables,
such as t0, on the eigenmodes of the fermion determinant and consequently on the TM
reweighting factor. For this type of observables, reweighting basically amounts to a tiny
increase in the final error.
Unlike t0, the two-point functions that we use in the analysis are extremely corre-
lated with the reweighting factors. More precisely, they are anti-correlated since, for an
exceptional configuration, (assuming single-eigenvalue dominance of the Dirac operator)
fP ∝ tr {Q−2} λ→0≈ 1
λ2
, W
λ→0∝ λ2 , (5.45)
and therefore, for particularly small eigenvalues λ, cancellations take place in their prod-
uct.
In Figure 5.7 the time series of W , fP and WfP, for two ensembles differing only by
the choice of μ, are presented. The size of the fluctuations of the reweighting factor and
the observable are clearly controlled by the twisted mass. The difference between the two
cases disappears after reweighting, thus demonstrating the correctness of the method.
Let us remark that the occurrence of these “singular” events, in the Monte Carlo
histories of these observables, might depend also on the lattice spacing and the physical
volume. In fact, towards the continuum limit, the fluctuations of the reweighting factors
are much smaller, also for relatively large values of μ. For instance, in the four ensembles
at the symmetric point the product aμ is fixed to 10−3, which means that μ is growing
with β. Nevertheless, smaller fluctuations are observed on the finer lattices.
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5.1.8 Results
Starting from these findings, we decided to measure fA and fP with y0 = a for all ensembles
and to use the method described in eq. (5.18) (with X = A0), to extract the matrix
elements 〈0, 0|Â0|π, 0〉 and 〈0, 0|Â0|K, 0〉 (K and π are equivalent in terms of quantum
numbers and differ only by the energy levels EK0 = mK, E
π
0 = mπ). The latter are related
to the pion and kaon decay constants according to eq. (5.32). In Table 5.1 we report the
results of the computation of the meson masses and decay constants, together with the
PCAC masses.
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Figure 5.7: Monte Carlo histories of W/〈W 〉, fP(T/2 − a) and their product. Left and
right panel correspond to two simulations at β = 3.4 and mπ  220MeV, where μ differs
by a factor 2. After reweighting the fluctuations of the pseudo-scalar correlators are
equivalent in the two cases. Note that in our analysis we always treat the two cases
separately, since they are not replica, but we always present averaged results, under the
common name C101. More details can be found in Ref. [12].
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5.2 Chiral Perturbation Theory
5.2 Chiral Perturbation Theory
Chiral symmetry is a fundamental global symmetry in QCD. From the discussions in
Chapter 3 on the technical difficulties in carrying out simulations at physical quark masses,
we have learned that most of the lattice computations are performed at unphysically
heavier up/down quark masses8. Hence, a theory to guide the extrapolations to physical
masses is needed and must be sought in the framework of the Effective Field Theories.
Let us consider QCD with Nf massless quarks in the continuum. The Lagrangian is
symmetric under chiral-flavor rotations of the form U(Nf)L × U(Nf)R. As we have seen
in Section 2.6.1 the axial U(1) current is anomalous, even at zero quark masses, while
the vector U(1) current is preserved and associated to quark-number conservation. If we
now restrict our theory to up, down and strange quarks, the lightest in nature, we are
left with SU(3)L × SU(3)R transformations.
If the full chiral-flavor symmetry were not broken, we would expect to observe hadron
multiplets of parity partners, for example three scalar mesons with the same masses of
the pions. Evidently, from the lack of those in the hadron spectrum, we conclude that
SU(3)L×SU(3)R must be broken also in the chiral limit, to the smaller subgroup SU(3)V
(note that in the two-flavor theory it corresponds to the isospin symmetry). Indeed, in
Ref. [121] it has been proven that the QCD vacuum is invariant under vector rotations,
the “diagonal” subgroup of the full symmetry group, in the degenerate-mass limit.
The so-called chiral condensate is the natural order parameter of the chiral symmetry
breaking and at zero quark mass, where only SU(3)V is preserved, it is degenerate in
flavor space 〈ūu〉 = 〈d̄d〉 = 〈s̄s〉 = 0. The existence of a non-zero chiral condensate would
prove the breaking of chiral symmetry, as well.
According to Goldstone’s theorem we expect to see N2f − 1 massless bosonic degrees
of freedom associated with the broken generators of SU(Nf)L × SU(Nf)R. In nature the
massless limit is not realized as quarks have positive masses. However, if we restrict
ourselves to up, down and strange quarks, their masses are still small compared to the
typical QCD scales and for this reason, in the literature, these bosonic fields are often
called pseudo-Goldstone bosons, for chiral symmetry would be approximately realized at
the level of the Lagrangian. Their corresponding particles must be sought in the pseudo-
scalar sector of the mesonic spectrum JP = 0−: experimentally we “observe” such an
octet of particles, since π, K and η are relatively light mesons, compared to the next one
in the spectrum, the ρ, which is a vector particle.
The Lagrangian describing the behavior of these (pseudo-)Goldstone particles can be
built using the exponential representation of their fields φ, Σ = exp(2iφ/f), to enforce
linear representations of the transformation laws, e.g. Σ → ULΣU †R, with UL,R ∈ SU(3).
8Moreover, lattice calculations are performed in Euclidean space-time and the analytic continuation to
Minkowski space-time for many quantities is not possible. In fact, scattering amplitudes can not be
obtained directly from lattice computations. Instead, extracting the parameters of ChPT by lattice
calculations, ChPT can be used to predict scattering amplitudes.
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Note the presence of the dimensionful quantity9 f to account for dimensions in the expo-
nent of Σ. The transition from quarks and gluons to pion-like fields is completely dictated
by the symmetries of the fundamental theory (Lorentz, parity and chiral invariance, in-
cluding its spontaneous breaking). Its effects are absorbed in the couplings of the effective







†)+ L1tr (∂μΣ∂μΣ†)2 + . . . . (5.46)
Once quark masses are switched on, chiral symmetry is broken explicitly by the mass
term in the QCD Lagrangian and Goldstone bosons become massive as well, even though
they remain relatively light. This formally explains the gap, in masses, between the light
pseudo-scalar octect and the ρ meson. If the masses are sufficiently small (sufficiently
means compared to the typical QCD scales, which are O(ΛQCD)), they can be treated
as perturbations of the effective Lagrangian in eq. (5.46). Since the SU(3)L × SU(3)R














, M → ULMU †R . (5.47)
We can keep track of the chiral symmetry breaking in the effective Lagrangian through
M and actually break it by setting M = diag(mu,md,ms). From the leading order chiral
Lagrangian eq. (5.47) the pion mass is easily found m2π = 2B(mu +md) and the effective
parameter B is related to the chiral condensate through f , 〈q̄iqj〉 = −f 2Bδij.
We have briefly seen how Chiral Perturbation Theory (ChPT) can be developed (for an
extensive introduction see for example Refs. [123, 124]). In their famous papers, Gasser
and Leutwyler extended eq. (5.47) to one-loop for the SU(2) [125] and SU(3) [126] flavor
rotations. To obtain results at one-loop level, computing loop diagrams involving the φ
fields is not sufficient. The theory needs to be renormalized and counter-terms (such as
the term proportional to L1 in eq. (5.46)) are added to the Lagrangian: the difference
here, w.r.t. a renormalizable theory, is that new operators are necessary, carrying also
new coupling constants, called Low Energy Constants (LEC). They are fixed by matching
ChPT and QCD observables at energy scales much smaller than typical QCD scales, or
alternatively, through lattice computations. Still, there is a certain amount of predictivity,
since only a finite number of counter-terms is needed at each order of the expansion.
5.2.1 SU(3) ChPt
In this thesis we want to investigate the behavior of the pseudo-scalar decay constants as
the pion mass decreases along our chiral trajectory, defined by (bare) trM = const. In
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order to extrapolate these observables to the physical point and to the chiral limit for the
up-down masses, the predictions of Chiral Perturbation theory may be used.
Let us start by considering the SU(3) expressions for the quantities we are interested
in. We do not give here the details on the derivations of the one-loop formulae below
and simply report them. To next-to-leading order expansions of the pseudo-scalar meson
masses, in the isospin limit mup = mdown = mud, are






(2L8 − L5) + 32BtrM
f 2
(2L6 − L4)) , (5.48)










(2L6 − L4) ,
(5.49)







B(2trM − 3mud) . (5.50)








, x = π,K, η, (5.51)
Λ being the energy scale at which the loop integrals are renormalized. The sum of the





K = 2BtrM(1 +O(mud)) (5.52)
is proportional to trM , at tree level, thus justifying our choice of using φ4 as a tuning
variable.
5.2.2 Decay constants
The expansions of the pion and kaon decay constants to one-loop in SU(3) chiral pertur-
bation theory are



















The symmetry of the theory is such that the low energy constants appearing in eq. (5.53)
and eq. (5.54) are the same. This leads to a straightforward combination of the two
81
5 Computation of spectral quantities
observables where the leading dependence on the quark masses is proportional to trM , a























Along our trajectory trM = const, the one-loop behavior of fπK is entirely fixed by the
linear combination of the logarithmic terms in eq. (5.55), up to a constant term, depending
on one combination of LECs. Using the experimental values of the pion and kaon decay
constant, after the subtraction of the isospin-breaking effects [104], we calculate the QCD
value of fπK
fπ = 130.2(1.4)MeV , fK = 156.3(0.9)MeV , fπK = 147.60(76)MeV . (5.56)
In our calculations we fix the scale Λ = 4πfπK and we introduce a simple notation, to

















Note that in the denominator of yπ and yK we use the values of fπK measured on
each ensemble. Therefore replacing the pseudo-scalar masses with these two variables,
is equivalent to changing the parameter of the chiral expansion from (mπ/(4πf))
2 →
(mπ/(4πfπK))
2. In the literature the two methods are usually called x and ξ expan-
sions, referring to f and fπK respectively. We note however, that this change of variable
produces effects at higher orders than we consider here, namely (mπ/f)
4.
For later convenience let us still introduce two additional quantities
ysym ≡ yπ|κu=κd=κs , yπK ≡
1
2
yπ + yK . (5.59)
Using eq. (5.56) we compute the value of yπ and yK in nature
yphysπ = 0.005282(59) , y
phys
K = 0.07105(74) , y
phys
πK = 0.07369(74) . (5.60)
5.2.3 ChPT in Finite Volume
Chiral Perturbation theory can be also set in a finite spatial volume L, while the temporal
direction is taken to be infinite here. If periodic boundary conditions are assumed in the
spatial directions, Goldstone particles running in the loops of a pion two-point function,
for instance, can also wrap around the spatial direction by crossing the boundary. This
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effect translates into a shift of the pion mass in the propagator and, by turning the
arguments around, it can be used to compute quantities in infinite volume A(∞), from




, A = mπ,mK, fπ, fK . (5.61)
For a degenerate number of flavors the calculation has been carried out in Ref. [127] to
one-loop, while in full SU(3) ChPT, the shifts for the pion and kaon masses have been












Similarly the decay constants in finite volume are “distorted” as well













Once the loop-level is fixed, it is sufficient to count the number of times the particles cross
the boundaries to estimate their effects. In principle, an infinite summation is implied
but these contributions fall off exponentially with exp(−|n|mXL), X being the particle
traveling in the loop and n the vector counting the times this particle has crossed the
three spatial boundaries. Hence, restricting to only one wrapping of the particle “around










with X = π,K, η.
An alternative method has been devised by Lüscher in Refs. [109, 110], where the finite-
volume shifts in masses are related to scattering amplitudes with the lightest particles
in infinite volume. For example, a shift in the pion mass is related to the ππ scattering
amplitude. If on the other hand, one wants to use this prediction to correct the mea-
surements from finite L to infinite volume, an assumption on the scattering amplitudes,
coming again from ChPT, must be used. Using the leading order ChPT expression of
the scattering amplitudes (and one wrapping) the Lüscher formula gives eqs. (5.64) and
eqs. (5.62).
5.2.4 SU(2) ChPT, WChPT
ChPT, the effective theory of QCD can be constructed by integrating out some of the
original fields, corresponding to heavy particles. Looking at the spread of the experimental
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values of the quark masses, one wonders whether the strange quark can still be considered
light and added to the effective description of QCD. The relevant scale in hadron physics
is given by ΛQCD  300MeV and up/down quarks certainly satisfy the condition mu,d 
4MeV  ΛQCD10, while for ms  100MeV some doubts remain. The same picture is
mirrored in ChPT, where the meson masses have to be compared to a typical chiral scale
Λχ such as Λχ = 4πfπ  1GeV. Nevertheless a considerable debate can be found in the
literature on one side on the applicability of SU(3) ChPT, and on the other on the range
of validity of SU(2) ChPT (see for example Refs. [129, 130, 131]).
The problem in computations involving more than the 2 light flavors, is how to treat
the strange quark. Starting from the SU(3) formulae given before, we might consider the
strange mass heavy enough, such that mud/ms  1 and mud is the only small parameter
used in the expansions. Along this line, all the terms proportional to ms can be expanded
in mud and be completely absorbed in both existing and new low-energy constants. The
result is that the expansions of fπ and fK depend on a different set of low-energy constants
and consequently fπK, at one-loop, is a function of three combinations of these LECs,
instead of two. For these reasons and given our chiral trajectories, as a first step we
decided to use SU(3) ChPT as a guideline in our extrapolations.
Note that an independent derivation of the same SU(2) formulae, can be obtained by
appropriately adding a kaon field to the SU(2) chiral Lagrangian: this method is called
Heavy Kaon ChPT and one loop results can be found in Ref. [132]. Another possible
extension of ChPT consists in adding suitable terms to the Lagrangian, whose effects
mimic the chiral symmetry breaking given by the Wilson discretization [133]. In this
derivation known as Wilson ChPT, lattice artifacts appear in the chiral expansions and
can be modeled accordingly. However, from the chiral Lagrangian at order p4 with the a
terms [134], one can see that these effects should appear at next-to-next-to-leading-order
in the decay constants and for an O(a)-improved theory. Since in this thesis we consider
only NLO expansions, we neglect these effects.
5.3 Systematic effects
All numerical computations are affected by systematic errors. Nowadays the precision
of the calculations achieved by the lattice community has become rather good, for some
observables reaching the percent accuracy in the continuum. Most of the systematic
uncertainties come from the extrapolation to the physical point in the quark masses
and to the continuum limit. Another source of possible errors is related to algorithms,
as discussed in Chapter 3: are simulations long enough for a correct estimate of the
autocorrelations? Is the field space properly sampled?
Apart from these questions, precision physics requires also to take into account effects,
10We are here naively assigning a value to masses and Λ parameter, neglecting the complications of scale
and scheme dependencies of these quantities.
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which so far have been neglected due to the dominance of the statistical errors. The most
relevant is given by the finiteness of the lattices, which have a finite spatial extent L. A
second, by possible mistunings in the quark masses, as now all computations are carried
out with at least up, down and strange quark fields.
5.3.1 Finite Volume corrections
Among the quantities studied in this thesis, only the PCAC masses are not expected to
be affected by finite volume effects. They are defined through an operator identity, which
must be valid independently from L, apart from cutoff effects.
In general, all other observables, t0, meson masses and decay constants, do depend
on the spatial extent. The common method to quantify possible finite volume effects is
through the ChPT formulae introduced before.
As we have seen chiral perturbation theory is dominated by two scales, the quark mass
(or the pion mass) and the strength of the interactions, given by the momentum in units
of the pseudo-scalar decay constants. Therefore, the ChPT predictions in finite volume,
are valid in the limits
mπL 1 and fπL 1 . (5.65)
In the left panel of Figure 5.8 we present a scatter plot of our ensembles, in the plane
described by the two variables in eq. (5.65).























Figure 5.8: Left : scatter plot of the ensembles with constant trM in the plane fπL vs
mπL. The blue square point at the bottom of the figure corresponds to H200, which
has L ∼ 2 fm. Right : Relative finite volume shifts, measured at β = 3.4 between L ∼
2.7 fm and 2 fm. The boxes show the ChPT predictions, eq. (5.62) and eq. (5.63), which
underestimate the finite-volume corrections for the pseudo-scalar decay constant by two
sigma.
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Among all the points there is one evident outlier, H200, where the combination mπL
satisfies the common lower bound of 4, but fπL is only 1.5 (L ≈ 2 fm). For this point the
corrections of finite-size effects from ChPT are, for example, Rfπ ≈ 1% (eqs. (5.63)). To
investigate this problem better, we decided to simulate a L/a = 24 ensemble at β = 3.4,
thus corresponding to L = 2 fm. In the right panel of Figure 5.8 the relative corrections
to the pion mass and decay constants are plotted, together with the ChPT predictions
of eqs. (5.62) and eqs. (5.63). The latter underestimate the effect for fπ by a factor 2 or
more. Direct simulations are important to reveal the effects.
Consequently the observables X = t0/a
2, amπ, amK, afπ and afK have been corrected,
under the assumption that the lattice artifacts of the corresponding shifts RX are negli-
gible,
RX =
X(L = 2.7 fm, β = 3.4)
X(L = 2 fm, β = 3.4)
− 1 ,
X(L = 2.7 fm, β = 3.55) = X(L = 2 fm, β = 3.55)[1 +RX ] .
(5.66)
Finally, using chiral perturbation theory, we apply the finite-volume corrections in
eq. (5.62) and eq. (5.63), to the pion and kaon spectral quantities, for the ensembles with
mπL  4 and fπL  1.7. In this case, the shifts turn out to be below the statistical
accuracy for all points and we do not have to worry about inaccuracies of the ChPT
prediction.
5.3.2 Mistunings
In Chapter 4 we have described the ensembles and the strategy used to choose the physical
parameters. In the left panel of Figure 4.3 we have seen that, at the symmetric point
where κu = κd = κs, the tuning of φ4 to the target value 1.15, has been reached within
1%.
From previous studies [135] it emerges that the pion decay constant, from the chiral
point to mπ ≈ 400MeV, varies (roughly) around 15-20%. Therefore, the effects of a mis-
tuning at the symmetric point (mπ = mK ≈ 420MeV) on the percent level are expected
to be about 0.1-0.2% in the chiral limit, hence well below our statistical uncertainties. To
verify this expectation, we estimate the size of the corrections given by a mistuning in
φ4 at the symmetric point, by computing the derivatives of the observables under study
w.r.t. φ4. To this purpose we use the H40x series of ensembles, simulated at β = 3.4 and
pion masses of 420, 450 and 550 MeV.
These ensembles, which have different values of trM , are not at constant lattice spacing
because of chiral symmetry breaking effects (recall the discussion in Chapter 2). The
difference between g̃0 and g0 amounts to bgatrM/Nf . To estimate the impact of the
difference in the sum of the quark masses among the three H40x ensembles, we have used




0). The largest value of atrM = 0.04165(8) +
O(g40) corresponds to the ensemble H401 and it is computed from the PCAC masses in
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Table 5.1, using the one-loop result of Z̃ (see eq. (5.39)), rm = 1 + O(g
4
0) and eq. (5.73).







= 1 + 9 · 10−4 +O(g40) →
a(β)
a(β̃)
≈ 0.994 . (5.67)
In our estimates of the derivatives we will ignore these corrections, since their size, once
translated in a relative change of the lattice spacing11, is still relatively small compared
to the statistical errors.
In Figure 5.9 (right panel) we plot the dependence of t0 and fπ on φ4. To estimate
their derivatives we simply consider the difference between the two closest points on the














and we use the third point, which has twice as large quark masses, to check for possible






= −0.09(3) . (5.69)
The shifts in φ4 defined at the symmetric point, are common to all points belonging to a
chiral trajectory (fixed g0). In Table 5.2 we report our numerical results for the relative




(φsym4 (β)− 1.15) , (5.70)
for our four lattice spacings. The shifts, for all observables, are below the statistical
accuracy of our data points by at least a factor 2. The only point suffering from a
significant correction is H400, where δφ4(fπK, 3.46) ≈ 0.6σfπK . From the data at φ4 ≈ 2
we estimate the impact of a quadratic term on the derivative computed at the symmetric
point by a fit. Given the size and the precision of the shifts in Table 5.2, this is a negligible
effect.
In Figure 5.9 we show how the quantity
√
8t0fπK, at the symmetric point (mπ = mK ≈
420MeV), changes after the finite-volume and mistuning corrections. The most relevant
shift is given by the finite volume effect at β = 3.55, as described before. Without the
leftmost point in the right panel of Figure 5.9 and before the several corrections, one
might be lead to believe that there are no visible a2 effects, as demonstrated by the fact
11To translate the shift in β into a shift of the lattice spacing we have fitted the ratio R(β) =√
t0(3.4)/t0(β) = a(β)/a(3.4) using the the three-loop β-function, with b0 and b1 fixed to their
universal values.
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δφ4(A, β) [%]
A β = 3.4 β = 3.46 β = 3.55 β = 3.7
fπ 0.2(2) -0.4(2) -0.0(3) -0.1(2)
t0 -0.08(6) 0.15(8) 0.0(1) 0.05(7)√
8t0fπK 0.2(1) -0.3(2) -0.0(3) -0.1(2)
yπ 0.4(3) -0.8(4) -0.1(7) -0.2(3)
Table 5.2: Results of the relative shifts δφ4 , eq. (5.70), for various observables A. Note
that all the numbers in the table are percent relative shifts. The derivatives of
√
8t0fπK
and yπ are linear combinations of those in eq. (5.69).
that a constant fit (which is only illustrative) describes the three coarsest points very well.
However the presence of the ensemble at β = 3.7 is fundamental, as it reveals the size of
the a2 violations and raises the suspect on possible systematic effects at β = 3.55, which
we correct.
5.4 Discretization effects
To avoid renormalization factors and reduce the number of free parameters, our renor-
malization condition has been defined through the quantity φ4 at the symmetric point.
Towards the chiral limit the sum of the bare subtracted quark masses has been kept fixed.
From eq. (2.28) we know that up to O(a) effects and the multiplicative Zm factor, it cor-
responds to the renormalized trM . Hence, having trMR not constant is a consequence of
lattice artifacts and we investigate now this effect.
Let us start by considering the expansion of trM2 appearing in eq. (2.28), where we
replace bare subtracted quark masses with the corresponding bare PCAC masses mrs











Note that we have kept, when possible, the dependence on trM explicit. The reason is
clearly related to possible simplifications in the formulae due to the choice of the chiral






















































Figure 5.9: Left :
√
8t0fπK at mud = ms before and after finite-volume and mistuning
corrections. The shaded area represents a constant fit excluding the finest lattice. We
show it, for illustrative purpose, to underline the importance of simulations at fine lattice
spacings. Finite-volume corrections are essential in changing the point at β = 3.55. A
linear a2 behavior is now visible. Right : dependence of t0 and fπK on φ4. The data points
correspond to the ensembles H40x. Shaded areas represent the derivatives computed at
φ4 = 1.15. The points at twice as large quark masses, φ4 ≈ 2, can not be used in the
estimate of the derivatives as they seem to show some curvature.








msym ≡ m12|κu=κd=κs = m13|κu=κd=κs ,
(5.73)
where the last substitution (m12 + 2m13 → 3msym) holds again up to O(a) effects. In
fact, also the sum of the renormalized PCAC masses is, in principle, not constant due
to b̄A − b̄P and bA − bP terms in eq. (5.36). In this case, we obtain (always by replacing
mq,rs → mrs but keeping trM explicit)






















where we have used eq. (5.73) in the denominator of the term proportional to b̃A− b̃P . At
this point, we have all the ingredients to investigate the deviations from the trMR = const
trajectory. To profit from cancellations from the fact that the trace of the bare mass
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The l.h.s. can be evaluated using the expansion in eq. (5.74) where only the term pro-
portional to b̃A − b̃P contributes. The r.h.s., on the other hand, is obtained by replacing




































From the measured values of the ratio on the l.h.s., plotted in Figure 5.10, it is possible
to determine non-perturbatively bR appearing in eq. (5.77).
However, let us stress that Figure 5.10 must be interpreted in the correct way: the
limit where the up/down quark mass vanishes is at (m12/msym − 1)2 = 1, while the
origin corresponds to m12 = msym where the quark masses are all large. Moreover, by
construction, the functional form in eq. (5.77) is forced to cross 1 at the origin and
consequently fitting the data points with it, automatically implies its validity close to
the symmetric point. As shown in the figure, this is not a good assumption at β = 3.4,
where a fit of the function given in eq. (5.77) does not describe the data very well and
returns large values of the product Z̃rmdm, beyond expectations. In fact, with only two
degrees of freedom, we obtain bR  −10.5(9), with χ2  9.6 and a Q-value approximately
0.01. Compared to Ref. [119], where the combination Z̃rm has been computed for the
two-flavor theory in a similar range of lattice spacings, this estimate of Z̃rmdm is clearly
too large and unreliable.
Consequently, we interpret this fact as the presence of discretization errors beyond the
O(am) corrections, which spoil the validity of eq. (5.77) at least for this value of β. For
example there may be a term a2(m12−msym) which will curve up steeply near m12 = msym
in the plot. For our finer lattice spacings the situation looks already different, since the
ratios of PCAC masses depend linearly on (m12/msym − 1)2, symmetric point included.
Hence, eq. (5.77) can be fitted through all points at β = 3.55 thus giving bR  −3.2(1.1).
Beyond these considerations on O(a)-improvement, what is relevant for the chiral ex-
trapolations of the decay constants, is the 5% relative difference of trMR between the
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β = 3.40 β = 3.55 β = 3.70
Figure 5.10: Ratio of the sum of bare PCAC masses over 3msym. The solid line rep-
resents a fit to the points at β = 3.55 of the form f(x) = 1 − 0.022(8) · x, with
x = (m12/msym−1)2. The dashed line is the result of the same fit, performed on the data
points at β = 3.4, whose slope turns out to be −0.096(8). The vertical line corresponds
to physical quark masses, where the ratio ms/mud is 27.46(43) [104].
symmetric and the physical point at β = 3.4, which goes down to less than 2% for
β ≥ 3.55. In Figure 5.11 we plot the the pseudo-scalar decay constants normalized at the
symmetric point. Given the accuracy of the measurements, discretization effects in the
slope of fπK w.r.t. the pion mass squared are not observed. Note that the values of the
ratio at β = 3.55 exhibit large errors (almost 2%) simply because they are divided by fπK
at the symmetric point, which has been corrected for finite volume effects at the price of
a loss in precision. Therefore the non-observation of cutoff effects in the slope of the ratio
plotted in Figure 5.11 is not enough to exclude their presence. Indeed, this is not the case
for t0, which, being so precise, shows lattice artifacts in the ratio t0/t
sym
0 . From the left
panel of Figure 5.12 differences are visible on the 2-3% level. We remind the reader that
t0 is a dimension 2 quantity, so this translates into 1-1.5% effect in a scale.
A second source of systematic effects is t0, since different discretizations of the smooth
energy density lead to different cutoff effects in t0. In Ref. [8] the plaquette action eq. (2.4)
and the clover definition of the Fμν tensor [46] have been studied numerically, and, rel-
atively to r0, the clover definition exhibits a milder dependence on a
2. In Figure 5.12
we plot the ratio of the two definitions, measured at mπ = mK ≈ 420MeV. The ratio,
profiting from the correlation between numerator and denominator, is extremely precise
and clearly shows scaling violations beyond the leading a2. Also for this quantity the
importance of the finest lattice is evident: without the point at β = 3.7, the systematic
91
5 Computation of spectral quantities














Figure 5.11: Ratio of the pseudo-scalar decay constants fπK normalized at the symmet-
ric point.
error in the continuum limit would be about 2%.
The CLS tuning strategy, described in Chapter 4, is based on t0. In the φ4 vs. φ2
plane12, see Figure 5.13, we do not observe significant discretization effects, mostly because
the lattices at different cutoffs have been matched through these variables. Therefore, to
estimate the relation between φ4 and φ2 we have fitted the data with the linear function
f(φ2) = 1.15 + B(φ2 − 0.7667) , B = 0.07(1) . (5.78)
The result is plotted in the right panel of Figure 5.13 and, as we can see from the plot, the
data extrapolate to the physical point, calculated using our determination of t0, described
in the next Chapter. Note that thanks to the corrections for mistunings in φ4, Figure 5.13
shows a better scaling than Figure 4.3.
It is more convenient to re-express the mass combinations in φ2 and φ4 in terms of fπK
for two reasons: on the one hand its value in physical units is known (from experiments)
and on the other it is the natural parameter in ChPT (using t0 would introduce another
constant). The two variables yπ and yK provide an alternative way to check the size of




yπ + yK, which is proportional to trM to leading order in ChPT, as a function
of yπ. Unlike t0, their QCD-value is known, see eq. (5.60), and scaling violations, along
the y-axis, are clearly visible on the level of 8%. The latter are essentially due to the
relative cutoff effects between t0 and fπK. On top of this, however, we know that there
12In Figure 5.13 we have included the corrections discussed in Section 5.3. Figure 4.3 (right panel),
presented in Chapter 4, refers to the un-corrected, raw data, listed in Table 5.1.
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β = 3.40 β = 3.55 β = 3.70









Figure 5.12: Left : ratio of the measured values of t0 over t
sym
0 . The dependence of the
three slopes on the lattice spacings is the sign of lattice artifacts of order a, which are
visible within 2-3 standard deviations. Right : ratio of two values of t0 computed with the
clover and plaquette definitions (updated w.r.t. Ref. [12]). Profiting from correlations,
the ratios turn out be extremely precise and reveal scaling violations beyond a2. The
dashed line is a fit involving the finest lattice and constrained to 1 in the continuum limit.
The red solid line is fit through the points at β ≤ 3.55, which does not extrapolate to 1
in the limit a→ 0. The importance of the ensembles at β = 3.7 is now evident.
are O(a) ambiguities along our chiral trajectories. The ChPT expressions of the decay
constants, and consequently our chiral extrapolations, depend on these two variables and
we need to have their cutoff effects under control for a correct estimate of the systematic
uncertainties. As a first attempt, we try now to parametrize them through a global fit.
From ChPT, the predicted continuum behavior of yπK is (see eq. (5.52))
yπK ∝ trMR(1 +B0yπ) +O(y2) , (5.79)
with B0 a coefficient related to the ChPT low-energy constants. Along our chiral trajec-
tories we know that the equation trMR = const is violated by O(a) terms. Therefore,
to model these effects we start by replacing in eq. (5.77) all the quark masses with their
corresponding y variables and we plug this result in eq. (5.79). Since we know that the
coefficient bR depends on g0, through its one-loop expansion we make this dependence


















We perform several fits to our measured values of yπK by imposing Bi = 0 in eq. (5.80)
in different ways. The results of these fits are reported in Table 5.3.
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Figure 5.13: Left : 1
2
yπ + yK as a function of the pion mass in units of fπK. The lines,
together with their corresponding error bands, come from a global fit to eq. (5.80), with
B1 = 0, see Table 5.3. The extrapolations at β = 3.4 reveal approximately 8-9% discrep-
ancy with the continuum value, represented by the magenta square. Right : scatter plot
of the φ4 and φ2 variables after being corrected as described in Section 5.3. Cutoff effects
are not visible given the precision of the data. The shaded area represent the result of
the fit in eq. (5.78). The physical point value is based on our determination of
√
8t0 in
fm, see next Chapter.
In all cases, the extrapolations hit the physical point in the continuum limit within one
standard deviation, thus confirming that the choice φ4 = 1.15 was a reasonable choice.
Unfortunately, the statistical accuracy of our measurements does not allow to fit the
function in eq. (5.80) with both B0 and B1 as free parameters, as they turn out to be
undetermined. Indeed, as we evince from Table 5.3 it is not possible to distinguish a
physical dependence on yπ from a cutoff effect, which we know is present. Therefore
we opt for a different strategy consisting in changing the renormalization conditions and
afterwards we proceed with the computation of the lattice spacing.
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A0 A1 B0 B1 χ
2/χ2exp Q-value
0.0717(28) 0.027(10) 0.4(1.5) -1.75(2.7) 6.1/5.6 0.36
0.0724(11) 0.0245(45) — -1.0(0.5) 6.5/6.6 0.41
0.0732(13) 0.0213(42) -0.5(0.3) — 6.8/6.6 0.38
Table 5.3: Results of various fit to yπK using eq. (5.80). We used different combinations
of the coefficients parametrizing the dependence on the pion mass, by setting some of them
to zero. As we see from the errors on the Bi parameters, if we leave both unconstrained
they are completely undetermined. The χ2 and Q-value do not allow us to discriminate
among the three fitting options. We remind the reader that the location of the physical




In this Chapter we present the main strategy used to compute the lattice spacing from the
pseudo-scalar decay constants and t0. Throughout this Chapter we will denote functions
with capital letters and variables, or measured values, with lowercase letters, e.g. YK(yπ)
is a function of the variable yπ while yK denotes the measurement
1.
6.1 Renormalization conditions
Let us start with the description of the renormalization condition on the strange quark
mass that we impose to cancel the order a lattice artifacts present along our chiral tra-
jectories. As usual we translate the dependence on quark masses into y variables. The




= yphysπK , with yπK =
1
2
yπ + yK , (6.1)
since it is proportional to trM in leading order ChPT. Eq. (6.1) defines a line of constant








Our measured values of fπK and t0, which are on a somewhat different trajectory, need to
be shifted to the one in eq. (6.1). Assuming that both observables are smooth functions
of the quark masses, we can compute their new values by Taylor expanding to first order,
meaning that the first derivatives of fπK and t0 w.r.t. to yπ and yK are needed.
Eq. (6.2) is certainly not the optimal choice from the point of view of the absolute
shifts. In fact one might find curves in the yπ-yK plane which minimize more the distance
from the points. The real advantage of eq. (6.1) is that g̃0 remains fixed in the limit
mπ → 0. This condition would not be possible for a line with a slope different from the
one in eq. (6.2), for example.
1Similarly we adopt the notation FπK to indicate a function, not to be confused with the two normal-
izations of the decay constant in the chiral limit, used in the literature. In the thesis we always use














+O(x1 − x0) . (6.3)
Since we will determine the derivative for one lattice spacing and use it on all ensembles,
we adopt the 1/f(x0) normalization to get rid of possible conversion factors between
different values of β, which in the limit of small step-sizes (x0 − x1) corresponds to the
derivative of log f .
For the mass derivatives we can exploit two options with the set of ensembles that
we have generated. The first one consists in using the measurements at ms = const and
β = 3.4, where the derivatives can be estimated at fixed yπ. More precisely, the ensembles
C102 and C101 have been simulated at the same pion mass in units of fπK (within one
sigma the two ensembles have the same yπ and an additional interpolation is not needed)
and their difference gives the smallest step-size in yK for the derivative.
Unfortunately, from C102 and C101 the derivative turns out to be poorly estimated,
since the measurements are relatively close to each other and the statistical accuracy is




log fπK(yπ, yK) = 5.6(4.7) ,
∂
∂yK
log t0(yπ, yK) = −3.2(1.3) . (6.4)
The second possibility is given by the H40x series of ensembles, which have a good
statistics and are exactly on the symmetric line yπ = yK (also in this case additional
interpolations are not needed). Note that we have already performed a similar calculation
to estimate the derivatives of t0 and fπK w.r.t. φ4 in Chapter 5.
The three ensembles that we use here are spread on a relatively wide range of pion
masses starting at mπ ≈ 420MeV up to 550 MeV. To give a safer estimate of the deriva-
tives we use only the two closest points, see Figure 6.1. In this way the systematic
uncertainties associated with the higher order terms in the Taylor expansion of eq. (6.3)




log fπK(yπ, yπ) = 10.4(4.7) ,
d
dyπ
log t0(yπ, yπ) = −3.8(1.3) . (6.5)
In Chapter 5 we have already discussed the influence of chiral symmetry breaking
effects due to the change in trM among the three H40x ensembles. Applying the same
reasoning also here, we conclude that these effects are negligible, given the precision of
the derivatives that we compute.
Since no additional ensembles are available at the moment within the CLS effort, we
have to make an assumption on the dependence of the derivatives on the pion mass, to
be able to apply them to all other points. We will comment on this later.
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Figure 6.1: Plot of afπK and t0/a
2 as a function of the pion mass. The lines are forced
to cross the left-most point and their slope is given by the derivatives in eq. (6.5). The
shaded areas show the corresponding error bands. Had we used all three available points,
we would have obtained the derivatives with an accuracy about 10%. To really improve
our estimate an additional point at smaller yπ, say yπ ≈ 0.049 would be needed.
6.1.2 New chiral trajectory
Between the two options described above, we decide to take eq. (6.5). The reasons for
this choice are the better precision on the one hand, and the smaller size of the shifts on
the other. From the left panel of Figure 6.2 we see that, between the measured points
and the target line YK(yπ), the lines parallel to yπ = yK describe paths in the yπ-yK plane
shorter than the vertical shifts at yπ = const.
Having decided to use the derivatives computed in eq. (6.5) for all our ensembles, we
have to shift our data points along a line parallel to yK = yπ until we hit the line of
constant physics defined in eq. (6.2). Starting from the measured values of yπ and yK,
which we denote with superscript 0, we define the line parallel to the symmetric one and
passing through this point with Y ′K(yπ) = y
0
K + (yπ − y0π). Its intersection with YK(yπ){
Y ′K(yπ) = y
0









π − y0K) (6.6)
defines the new point in the yπ-yK plane (superscript 1) where the measured values of
fπK have to be moved to. To first order in y, the new values of the pseudo-scalar decay
























y0π − y0K) . (6.8)
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Figure 6.2: Left : scatter plot of the ensembles in the yπ-yK plane. Starting from the
measured points we move fπK along the symmetric lines passing through these points
(Y ′K(yπ)), ending up on YK(yπ). The diamond represents the physical point. Right : plot
of the values of afπK shifted to the trajectory defined by eq. (6.1). The filled symbols
correspond to the trM = const case, while the open one to the point shifted from ms =
const. The shaded curve is the result from the linear fit, performed in the next Section.
All the points seem to fall on a universal curve.
The results of this calculation are reported in Table 6.1, with the values of the same
quantities before applying the shifts.
Before continuing with the analysis, let us comment on the assumption that d
dyK
log fπK
does not depend on yπ. The ensembles at ms = const can be used to show such a
depedence: by shifting their values of fπK to the line YK(yπ) according to eq. (6.6), we
can check if they describe a universal curve with the other data points at β = 3.4. As we
can see from the right panel of Figure 6.2 it seems to be the case at the level of precision
that we can reach.
In principle, ChPT provides us with a second check on this assumption. Starting from
the chiral expansion of the pseudo-scalar decay constants in eq. (5.55) and replacing the
quark masses with yπ and yK, we obtain the following expression (we use the superscript
χ to denote that it is a prediction from ChPT)
F χπK(yπ, yK) = f(1 + L̄(yπ, yK) + byπK) , b =
8(4π)2
3
(L5 + 3L4) , (6.9)
with L̄ summarizing the logarithmic contributions






yη(yπ, yK) log(yη(yπ, yK)) . (6.10)
To compute the dependence of the derivative in eq. (6.5) on mπ, we have to evaluate the





K), namely along Y
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1 + L̄(yπ, Y ′K(yπ)) + b(
1
2
yπ + Y ′K(yπ))
(6.12)
if evaluated with the values of yπ and yK measured on our ensembles (recall that Y
′
K
still depends on y0π and y
0
K), can be used to monitor the dependence of the derivative
on the pion mass. The latter still depends on the parameter b which is expected to be
b ≈ 0.4, from previous lattice determinations of the low-energy constants taken from the
FLAG report [104]. Hence, we can use this value of b to check if ChPT matches our
non-perturbative calculation of the derivative or alternatively we can compute b directly
by using the value in eq. (6.5) on the l.h.s. of eq. (6.12).
In Figure 6.3 we plot the derivative predicted from ChPT in eq. (6.12) for two values of
the kaon mass corresponding to the smallest and largest ones in our simulations. We also
vary the parameter b, which is still present in the derivative, from 0.4, the aforementioned
“expected value”, to b = 12 which is the solution we obtained by solving eq. (6.12).
From Figure 6.3 we learn that the dependence of the derivative on the pion mass is
relatively mild compared to the statistical accuracy of our determination. In particular,
the parameter b has a very small influence on the dependence on yπ, but it basically
controls the absolute normalization of the derivative. The value that we exctract by
solving eq. (6.12) is practically undetermined since the error of the derivative in eq. (6.5)
is large (50%). Nevertheless we observe some tension between the ChPT expectations,
combined with FLAG estimates of LECs, and our measurements.
A second possibility to use ChPT on our data is to fit directly the measurements afπK
with eq. (6.9). From a first attempt we obtain a relatively good χ2 but a negative value of
b in disagreement with the previous findings. Since the set of points at trM = const shows
little sensitivity to the linear term in yπK, we add to the fit also the points at ms = const
and H402, the ensemble along the symmetric line with mπ ≈ 450MeV. Eventhough the
parameter b is now in rough agreement with the expectations from the derivatives, the
statistical description of the data is not satisfactory as χ2/dof  5. Taking into account
that the χ2 is based on the error of the observables, we interpret this result as the fact
that the NLO SU(3) ChPT is not able to describe our measurements on their level of
accuracy, which is about 1%, but only on the 2-3% level.
Certainly, the results shown in Figure 6.3 and Figure 6.2 confirm that, to this level of
accuracy, the derivatives in eq. (6.5) can be safely applied to all our points.
Once the shifts are implemented, the question on the size of cutoff effects naturally
arises. Therefore in Figure 6.4 we show the ratio of pseudo-scalar decay constants and t0
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mK ≈ 420 MeV
mK ≈ 480 MeV
Figure 6.3: Taking the values of the low-energy constants appearing in eq. (6.9) from the
FLAG report [104], L5  10−3 and L4  0, we obtain b  0.4. From our non-perturbative
estimate of the derivative we are not able to extract this coefficient. However, we notice
that using the value taken from the literature, the derivative from ChPT is underestimated
only by 1.5 sigma.
over their respective values at ysymπ . In both cases the corrections decrease the precision
of the measurements because of the error of the derivatives. However, thanks to the
condition in eq. (6.1), it is possible to estimate the behavior of both quantities in ChPT.
At next-to-leading order the low-energy constants drop out in the ratios and the curves
are completely determined in terms of logarithms for fπK and a simple horizontal line for
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sym
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= 1 + L̄(yπ, Y
′





= 1 +O(y2) .
(6.13)
For the pseudo-scalar decay constants we do not observe a particular change w.r.t. the
un-shifted situation in Figure 5.11, mostly because the errors of the ratio at β = 3.55 are
dominated by the finite-volume corrections described in Chapter 5. Instead, for t0 the
effect of the new renormalization condition is more evident, in particular for the point at
β = 3.7. Before the shifts, cutoff effects were visible on the 2-3% level, whereas now the
points fall on the same line within one standard deviation.
Apart from cutoff effects, from the plots in Figure 6.4 we learn that NLO SU(3) ChPT
does not seem to provide a satisfactory description of our measurements (in agreement
with what we said before). In more quantitative terms, the χ2 of the ChPT prediction of
the ratio of fπK in eq. (6.13) is χ
2/χ2exp  2. Note that we account for the correlations
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Figure 6.4: Plots of fπK and t0 normalized at the symmetric point. Thanks to the
renormalization condition yπK = const, the NLO ChPT curves are now determined up to
a2 violations without the need of low-energy constants. For both observables the points
do not seem to follow the (SU(3)) ChPT predictions, but to prefer a linear behavior in
yπ. The latter is represented by the dotted lines, which are fits with only the slope as a
free parameter. From the error band we can already guess that the lattice spacing can be
exctrated from the linear fit with a 1.5-2% accuracy.
among the data points, introduced by the derivatives, by computing the effective number
of degrees of freedom χ2exp, introduced in Chapter 5. Most of the contributions to the χ
2
come from the points at β = 3.4 which show a 2% discrepancy from the ChPT curve.
For these points we are able to keep a good precision also after shifting to our LCP, but
additional improvements to reduce the errors at β = 3.55 are possible and we describe
them later.
For t0 the discrepancy between the NLO SU(3) ChPT and our measurements is more
evident. The (shifted) points are more precise and a significant deviation (in particular at
β = 3.4) from a flat behavior is observed. In both cases, our measurements taken along
the line of constant yπK exhibit a clean linear behavior in the light quark mass. From
linear fits to the ratios plotted in Figure 6.4 we obtain
fπK
f symπK
(yπ) = 1 + Ayπ , A = 1.4(4) ,
t0
tsym0
(yπ) = 1 +Byπ , B = −0.70(11) ,
(6.14)
with good reduced χ2 (χ2/χ2exp ≤ 0.9). Hence, in the rest of the analysis we will perform
linear chiral extrapolations both for fπK and t0, with the coefficients parametrizing the












































































































































































































































































































































































































































































































































































































































































































































































































































































6.2 Lattice spacing determination
6.2 Lattice spacing determination
Finally, before presenting the strategy adopted to compute the lattice spacing, we sum-
marize the most relevant choices that we have taken so far:
• to account for finite-volume effects on the ensemble H200 we have performed a
simulation at a coarser lattice spacing but with the same physical extent and we
used it to correct the observables of H200. The price we pay is a loss of precision
for this point;
• to keep the chiral behavior sufficiently constant, we use the combination of pion and
kaon decay constants fπK;
• to remove the O(a) lattice artifacts along our chiral trajectories, we imposed a new
renormalization condition, given in eq. (6.1). Also in this case the error of our
measurements increases.
Now the procedure is pretty standard. Firstly, we fit our measured values of afπK with
a few functional forms FπK(β, yπ), which model the chiral behavior. Secondly we evaluate








Following the discussion in the previous Section, we formulate the following ansatz on the
chiral dependence of fπK
FitA : FπK(β, yπ) = fA(β)(1 + lAyπ) , (6.16)
which consits in a simple Taylor expansion in the quark masses, where the depedence on
yK is now completely fixed. The results of this fit are plotted in Figure 6.5. To quantify
the systematic uncertainties from the truncation of the expansion, we fit our data also
with a quadratic function in yπ
Fit B : FπK(β, yπ) = fB(β)(1 + lByπ + qBy
2
π) . (6.17)
Note that in each extrapolation, the coefficients lX (and qX) are the same for all values
of β, thus leading to global fits to all our points. This assumption is correct up to terms
of order a2yπ, which we do not see according to the left panel of Figure 6.4, and are
parametrically small.
The original measurements of fπK (corrected only for finite-volume effects and mistun-
ings in φ4, labeled with the superscript 0 in Table 6.1) can be used as well to extract
the lattice spacing. The problem in this case is the presence of O(a) lattice artifacts in
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Figure 6.5: Linear fit (Fit A) performed on the set of data shifted to the LCP, yπK =
yphysπK , where order a effects have been corrected non-perturbatively.
the trace of the renormalized quark mass matrix, which is not constant. Choice A can
consequently be generalized to the full yπ-yK plane to
Fit C : FπK(β, yπ, yK) = fC(β)(1 + lCyπ + qCyK) . (6.18)
We report the lattice spacings computed from the different fits in Table 6.2 and we plot
them also in Figure 6.6. We note immediately a discrepancy between the results obtained
from the shifted and un-shifted values of fπK. The former are free from O(a) lattice
artifacts and the differences of the pseudo-scalar decay constants at the physical point
between the two sets of data is a cutoff effect, which disappears in the limit a → 0. For
this reason we do not use the values of the lattice spacing obtained with O(a) ambiguities
in our estimates of the systematic uncertainties.
Hence, restricting ourselves only to the points fulfilling eq. (6.1), we quote as our final
estimates of the lattice spacings the results obtained from the quadratic fit eq. (6.16),
which have a larger statistical error and cover the tiny differences with the results from
the linear fit.
6.3 Future improvements
Before continuing with the determination of t0 let us propose some possible (future)
improvements to this thesis, which could improve the error of the lattice spacings down
to 1%.
• An additional simulation at β = 3.46 and yπ ≈ 0.048−0.049 would certainly improve
the determination of the derivatives in eq. (6.5). It would not be expensive as a




Fit β = 3.4 β = 3.46 β = 3.55 β = 3.7 χ2/χ2exp Q-value
A 0.0780(19) 0.0693(27) 0.06099(94) 0.0478(11) 1.1/2.7 0.88
B 0.0779(21) 0.0693(27) 0.0610(12) 0.0478(11) 1.0/2.2 0.83
C 0.0841(21) 0.0746(19) 0.06313(85) 0.04910(71) 0.40 0.90
Table 6.2: Values of the lattice spacings for our four values of β obtained from the chiral
extrapolations of afπK. The first two rows correspond to fits performed to the shifted
data, fulfilling the renormalization condition yπK = y
phys
πK , while the last one to the un-
shifted measurements. The naive number of degrees of freedom is 5 and 4, for the two
choices respectively. The effects of correlations among the points are evident from the
comparison with the value of χ2exp. We remind the reader that choice A and B correspond
to linear and quadratic fits in yπ, while choice C to a linear fit in yπ and yK. The χ
2
are particularly small. We quote the results of Fit B as our final estimates of the lattice
spacing.
large (around 30 MeV each). With a higher statistical accuracy of the derivative,
say 10%, the errors of the shifted fπK would remain about 1%.
• Having the possibility to measure these derivatives directly on the ensembles would
free us from the assumption that they do not depend on the pion mass: this is
certainly the most relevant one in our computation and with the available ensembles
(and ChPT) we have demonstrated that it holds. Nevertheless if in the future a
higher accuracy of the derivative will be achieved, this assumption will become more
problematic and the only solution will be a direct measurement on every ensemble.
Mass reweighting or a direct evaluation of the derivative w.r.t. trM are viable
solutions.
• A second chiral trajectory with trM fixed to another constant for one β could help
in resolving (and correcting) the O(a) lattice artifacts present in trMR. The optimal
value of the coupling would be at β = 3.55, where simulations are not yet extremely
expensive.
• Having a direct simulation of a lattice with L = 2.7 fm (L/a = 48) at β = 3.55
would decrease the error of the measurements at the symmetric point by at least
a factor 1/
√
3 (recall the discussion in Chapter 5 on finite-volume corrections).
Consequently the chiral extrapolations would be more precise and stable.
• In general adding ensembles at small pion masses would reduce the systematic



























Figure 6.6: The results of the lattice spacings computed from the chiral extrapolations
of the pseudo-scalar decay constants. The choices concerning the fit functions are: A
linear, B quadratic, C linear to un-shifted data. The horizontal dotted line separates the
fit performed on the original measurements (above) and those shifted to the LCP (below).
The differences between the two sets of data are cutoff effects which vanish towards the
continuum limit (left to right) as the figures indicate.
to test ChPT. In our case, the statistical accuracy of the extrapolations is large
enough to incorporate also the differences among the various fits. However, if the
target precision for the lattice spacing is 1%, these differences suddenly become
important and need to be systematically studied. Moreover, further clarifications
on the validity of SU(3) ChPT would be possible: with a couple of ensembles at
small pion masses, below 200 MeV or so, we would be able to allow cuts on the fit
ranges and check if in the limit mπ → 0 SU(2) ChPT gives a better description
of the data (remember that our simulations are a bit peculiar, from this point
of view, since in the limit mπ → 0 kaons become heavier and SU(3) ChPT is
consequently disfavored). β = 3.46 would be an ideal value of the coupling for such
simulations, because physical pion masses could be reached with L/a = 48 and
L/a = 64 lattices2.
• Increasing the statistics and the number of points along the the trajectory ms =
const could be a second method to probe SU(2) against SU(3) ChPT. Indeed,
one has to be careful in using the appropriate expansion, since the aforementioned
Heavy Kaon ChPT is not optimal for our simulations at trM = const, but suitable
for the trajectories at ms = const. With only three points, all at the same (coarse)
lattice spacing, we have not been able to perform additional tests in this direction.




In this last Section we describe the computation of t0 in the continuum limit, where we
use fπK as a reference scale. As underlined many times, this “artificial” quantity can be
computed only through numerical simulations, as it is not accessible to experiments, and
we use two approaches. The first one, based on the analysis that we developed in the
two-flavor theory in Ref. [137], consists in extrapolating t0/a
2 to the physical point and
use the previous determination of the lattice spacing. In the second one we compute the
quantity
√
8t0fπK and we perform a combined (global) fit.
The same procedure that we used to shift the pseudo-scalar decay constants to yπK =
yphysπK is applied also to t0, using the derivative in eq. (6.5). From Figure 6.4 it is evident
that t0 has a (leading) linear dependence on the pion mass squared, on the level of a few
percent accuracy. Assuming the slope independent from β, we fit the data using









where we fix k2 to zero in one case.













Figure 6.7: Plot of the chiral extrapolations of the measurements of t0/a
2, fulfilling the
renormalization condition in eq. (6.1).
We have already mentioned that a ChPT prediction for this quantity exists as well.
More precisely, in Ref. [136] ChPT has been developed also for “flow observables”. Below
we report the SU(3) chiral expansion up to next-to-leading order (in the formula below
we use k̃1 to distinguish it from the coefficient k1 in eq. (6.19))




β = 3.4 β = 3.46 β = 3.55 β = 3.7 k1 k2 χ
2/χ2exp Q-value
2.970(20) 3.783(39) 5.244(22) 8.810(54) -0.56(10) — 2.1/2.2 0.50
2.957(24) 3.771(41) 5.224(31) 8.778(62) -0.21(41) -5.8(7.0) 1.9/1.9 0.44
Table 6.3: Results of the fits to t0/a
2 using eq. (6.19). The quality of both fits is good.
The number of degrees of freedom is 5 and 4 for the linear and quadratic fits respectively.
The presence of correlations among the points, introduced by the derivative, effectively
reduces the d.o.f. to about 2. The data points do not seem to be sensitive to a quadratic
term.
Along the line of constant physics, YK(yπ), eq. (6.20) is constant (up to and including
linear terms in yπ) as stated in eq. (6.13). Therefore, the functional form that we provided
in eq. (6.19) already incorporates part of the chiral behavior at NNLO, which we do not
write explicitly, since more low-energy constants would appear (together with the usual
logarithmic terms). From results of the fits to eq. (6.19), reported in Table 6.3, we see
that the quadratic coefficient k2 is undetermined. Hence it is hopeless to fit the full NNLO
SU(3) ChPT prediction to our points.
The values of tchir0 (β) are spread within one sigma and no significant deviations are
observed among the various choices that we considered. Therefore, we quote again the
results of the quadratic fit, which incorporates the little systematic uncertainties given by
the truncation in the linear fit
T0(3.4, y
phys
π ) = 2.953(20) , T0(3.46, y
phys
π ) = 3.766(38) ,
T0(3.55, y
phys
π ) = 5.217(23) , T0(3.7, y
phys
π ) = 8.767(52) .
(6.21)
Now, we continue with the description of the second approach and we discuss the
extrapolations to the continuum limit of the two methods together. Thanks to the absence
of logarithms in the NLO chiral expansion of t0, we can re-use the same functional forms
that we introduced to compute the lattice spacing from fπK (previous Section). The only
difference is a redefinition of the parameter proportional to yπK. Along the lines of what






To perform a combined extrapolation to the chiral and continuum limit, we modify Fit










In a similar way, also choice B can be extended from fπK to
√
8t0fπK. We do not write the





8t0 [ fm] t0 [ fm
2] χ2/χ2exp Q-value
A 0.4135(60) 0.02137(62) 1.2/3.9 0.98
B 0.4124(67) 0.02126(69) 1.3/3.3 0.96
0.4122(78) 0.02124(80) 0.17/0.48 0.65
Table 6.4: The first two rows list the results of the combined chiral and continuum fits
to
√
8t0fπK. The data is extremely correlated, as we can see by comparing the values of
χ2exp with the number of degrees of freedom 10 and 9, for Fit A and B respectively. The
data points are not sensitive to the quadratic term which is undetermined from the fit.
The last row corresponds to the continuum extrapolation of T0(β, y
phys
π ) using the values
of the lattice spacings calculated in the previous Section. We quote these numbers as our
final estimates. χ2 and Q-value refer only to the extrapolation in a2, which has 2 degrees
of freedom. We quote as our final results the values with largest statistical error.
in Table 6.4 we list the results of
√
8t0 and t0 in physical units, while in Figure 6.8 we
plot the result of the quadratic fit (corresponding to Fit B).

















Figure 6.8: Plot of the chiral extrapolation of
√
8t0fπK with a quadratic function in yπ.
Finally, in Figure 6.9 we show the convergence, in the continuum limit, of the different
extrapolations, including the first approach, where we extrapolated t0/a
2 to physical quark
masses and we multiplied it with the lattice spacing. The latter method produces larger
statistical uncertainties in the continuum limit, which safely cover the discrepancies with
the other two fits. Therefore we quote this result for our definitive estimate of the flow
observable t0 and we do not add additional systematic errors
√




















Figure 6.9: Continuum extrapolation of
√
8t0fπK. The open triangles are the result of
the combined (chiral+continuum) quadratic fit, while the filled circles correspond to the
case where chiral and continuum extrapolations are separate. In the latter case, the
continuum extrapolation with a linear fit in a2 is shown together with its error band,
represented by the shaded area. In the continuum limit
√
8t0 is obtained with 1.9%
precision.
To obtain t0 in fm
2 we have used the physical value of fπK reported in eq. (5.56), where
isospin breaking effects have been removed. Our determination of t0 for QCD with 2 + 1
flavors is compatible with the value present in the literature,
√
8t0 = 0.4144(70) fm,
obtained by the BMW collaboration [75]. The precision, around 1.9%, is similar.
The improvements that we listed at the end of the previous Section, if pursued will affect
also the determination of t0, since its error is dominated by the precision of the reference
scale fπK. Nevertheless, our computation of t0 demonstrates that the set of ensembles
analyzed in this thesis allows the determination of observables in the continuum limit with
(at least) a few percent accuracy, in terms of the reference scale that we have studied.
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In this thesis we have computed a reference scale for a new set of ensembles generated
within the CLS effort over the last two years. Open boundary conditions in the time di-
rection and twisted-mass reweighting have been adopted for the first time in a large-scale
project and in our analysis we demonstrated that pseudo-scalar spectral quantities and
flow observables can be safely exctracted with percent and sub-percent precision respec-
tively.
The sampling of the HMC algorithm in the region where the Dirac operator becomes
singular is enhanced with a positive twisted-mass. In this situation the configurations
have to be reweighted and we have discussed the difficulties which one might encounter
in the computation of the reweighting factors. Nevertheless, for our choices of the twisted
masses, the fluctuations of observables (particularly) sensitive to the fermionic modes are
brought under control, without reducing their final precision.
Simulations with open BC cure the problem of topology freezing and are now feasible
also below 0.05 fm, as autocorrelations are under control and show the expected scaling
behavior with a−2. With the set of ensembles analyzed in this thesis we have not been
able to see the point where the topological charge becomes the slowest observable, but
we expect future simulations at a ≈ 0.03 fm to be able to finally prove (numerically) that
the freezing problem is solved, also in presence of the fermion determinant.
We have analyzed the effects of the boundaries on the observables, which are partic-
ularly pronounced on coarse lattices, but we could identify plateaus for all observables
without particular problems. As expected from the Transfer Matrix, we verified that
boundary effects vanish towards the middle of the lattices, where vacuum expectation
values can be computed, thus discarding 40-50% of the lattices only in a few worst cases
and for observables particularly sensitive to the sea quark effects.
Finally we computed the lattice spacing from the pseudo-scalar decay constants. Given
the choice of the original chiral trajectory (trM = const), we have considered the combi-
nation of pion and kaon decay constants showing a mild dependence on the quark masses
in NLO SU(3) ChPT. Unfortunately, chiral symmetry breaking effects turned out to be
more relevant than expected. Along our trajectories we found cutoff effects in the trace
of the renormalized PCAC mass matrix beyond linear order in a, at β = 3.4. In general
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we observed violations from 5 to 2%, which we decided to correct non-perturbatively by
defining a new renormalization condition.






const, passing through the physical point, we fixed the sum of the renormalized quark
masses, up to terms of order m4π in ChPT, and removed the O(a) effects, since yπ and yK
are not influenced by the O(a) terms in the quark masses. To compute the shifts we had
to rely on the estimate of the derivatives computed at β = 3.46 and at the symmetric
point, where mud = ms. At the level of accuracy that we reached, we showed that our as-
sumptions on these derivatives are correct and therefore we computed the decay constants
and t0 along this line of constant physics. Unfortunately, the original (good) precision of
our measurements deteriorated to 2-3% and, given the ensembles at our disposal at the
moment, we have not been able to improve the situation.
From the pseudo-scalar decay constants shifted on the line of constant physics, we have
computed the lattice spacing for our four values of the coupling, by performing chiral
extrapolations. Using a simple Taylor expansion in the quark masses we have estimated
the systematic uncertainties of our determination, which turned out to be below their
statistical accuracy. We have verified that on the level of 1% statistical accuracy, the
NLO SU(3) ChPT predictions fail to describe the behavior of the pseudo-scalar decay
constants that we considered. This is not extremely surprising since as soon as kaons are
present (with masses around 450 MeV), the SU(3) flavor symmetry is broken more badly
compared to the case of up and down quarks alone and consequently the applicability
of SU(3) ChPT is even more questioned. We outlined many improvements, consistings
both in new simulations and different quantities to measure, which could increase the
accuracy of the pseudo-scalar decay constants corrected from O(a) discretization effects.
With these improvements, many applicable in the near future, further clarifications on
the issues concerning the ChPT expansions will be also possible.
In the end, we have provided a scale with an accuracy of about 2% and in terms of this
scale we have also determined t0 at physical quark masses and in the continuum limit.
Using two approaches and various fit functions, we have obtained for QCD with 2 degen-
erate light flavors and the strange quark field
√
8t0 = 0.4122(78) fm. Our determination
is in good agreement with the other calculation present in the literature (for Nf = 2+1),
performed by the BMW collaboration. At this point, new observables, more interesting
from the physics point of view, can be computed from the CLS ensembles and extrapo-
lated to the continuum limit using the reference scale that we provided in this thesis.
In addition to that, the pseudo-scalar decay constants, defining a hadronic renormal-
ization scheme, can be used to compute the Λ parameter of QCD with three flavors. In
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particular, at the symmetric point, where no additional extrapolations are needed, they
can be used to convert the Λ parameter from a Schrödinger Functional renormalization
scheme to the MS scheme, as explained in the first Chapter. For this particular purpose,
let us stress the importance (among the several improvements that we mentioned) of a
direct simulation at β = 3.55 of a L = 2.7 fm lattice. Due to the finite-volume corrections,
this is the only point reducing the precision of f symπK Lmax in the continuum limit and direct
simulations (with even less statistics than H200) would reduce the error by a factor
√
3.
From the study pursued in this thesis, we estimate the contribution of f symπK to the error of
the Λ parameter to be about 1%, by looking at the continuum extrapolation of
√
8t0fπK
at degenerate quark masses. Together with the (presently) 2% uncertainty in
fphysπK /f
sym
πK = 0.939(18) , (7.1)
there will be an about 2-3% uncertainty due to scale setting in the Λ-parameter. This is
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A Topology of Yang-Mills theories
In this Appendix we briefly sketch the basic concepts on the vacuum structure of Yang-
Mills theories appearing in a few points of the thesis. We refer for a more rigorous
treatment to ’t Hooft’s and Coleman’s lectures [138, 139].
We start by listing a few relevant properties of the homotopy group and then we explain
the presence of disconnected sectors in the field space of non-abelian gauge theories.
Finally, we conclude with a comment on the fact that these sectors are labeled by the
topological charge, which is integer-valued.
A.1 Homotopy group
Let us consider two manifoldsM and G. Given two mappings φ1 and φ2, with φi :M→ G,
they are defined homotopic if they are continuously deformable one into another. This
is an equivalence relation and accordingly the set of all mappings φ : M → G can be
divided into classes.
Through the action between two equivalence classes we can construct the homotopy
group πn(G), defined to be the set of homotopy classes of the mappings
φ : Sn → G . (A.1)
Note that we have restricted the choices of manifolds M to the n-spheres. The first
homotopy group π1 is called fundamental group and it basically counts the loops and
holes of G, e.g. π1(S2) = 0 since any closed loop on a 2-sphere can always be deformed
to a point, while for a torus1 π1(T
2) = Z2. For our discussion we are interested in the
theorem
πn(Sn) = Z , ∀n . (A.2)
A.2 n vacua
Consider the theory defined on a 4D torus L0 × L1 × L2 × L3. Imposing the boundary
conditions Aμ(x + μ̂Lμ) = Aμ(x) in all directions evidently constrains the gauge degrees
1The 2D Torus can be always mapped to R2 by identifying the points (x0, x1) = (x0 + 2πm, x1 + 2πn),
m,n ∈ Z.
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of freedom too much. In fact at least in one direction periodicity must be satisfied up to
a gauge transformation Λ(x)





which can only depend on the three remaining coordinates. Let us consider the gauge
group SU(2). It can be parametrized as 3-sphere embeded in R4
U = a01 + iaiσ
i , a20 +
∑
i
a2i = 1 → U ∈ SU(2) ∼ S3 . (A.4)
Therefore the gauge transformations Λ(x) are continuous mappings
Λ : S3 → S3 , π3(S3) = Z , (A.5)
which can be classified in classes labeled by integers, according to eq. (A.2). Hence pe-
riodic boundary conditions in all directions imply the presence of disconnected sectors.
Using the embeddings of SU(2) in SU(N) groups (N > 2), the same conclusion can be
drawn for them too.
The gauge transformations in eq. (A.5) correspond to solutions of minimal (finite)
action. The latter are obtained if the field strength tensor vanishes at infinity, assuming
now to have taken the infinite volume limit. Such configurations are not realized by
Aμ = 0 but a gauge transform of it, often called pure-gauges
Aμ(x) = Λ(x)∂μΛ(x) . (A.6)
Imposing the gauge condition A0 = 0 eliminates
2 the dependence on x0 of Λ, reproducing
again the situation in eq. (A.5). Hence these configurations of minimal action, corre-
sponding to the classical vacua of the theory, can not be continuously deformed one in
another while maintaining the action finite.
With these few lines we have seen how the field space of non-abelian gauge theories is
divided in disconnected sectors, labeled by integer numbers and separated by barriers of
infinite action. In general, the solutions of the (classical) equations of motion are classified
by an integer number, called the topological charge, and those with non-trivial topology
(non-zero charge) are called Instantons. We leave this topic to the reader and we conclude
this Appendix with a few comments on the charge.









Inside the group SU(2) ∼ S3 the following integral





†U∂jU †U∂kU † (A.7)
is invariant under continuous transformations of the group elements U . From its homo-
topic invariance we deduce that it is an integer number, corresponding to the sector of
the given gauge-field configuration.
The topological charge Q in eq. (2.53) is equivalent to ν and consequently it is integer-
valued as well. Firstly we note that it can be re-expressed as a total divergence
trFμνF̃μν = ∂μKμ (A.8)
of a local Chern-Simons current Kμ. Thanks to Stoke’s theorem, the integral over the




Replacing the “pure-gauges” given in eq. (A.6) into Kμ concludes the proof that Q = ν.
Hence, given a gauge-field configuration, the topological charge computed from the space-
time integral of trFF̃ labels the corresponding the sector and it is integer (with the
appropriate normalization). Finally, we note from eq. (A.9) that the topological charge is
completely fixed by the boundary conditions on the vector potential. This consideration
is particularly interesting in light of the open boundary conditions defined in Chapter 3
and used throughout the thesis.
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B Renormalization Factor ZA
The finite renormalization factor ZA, appearing in the definition of the pseudo-scalar decay
constants, is generally computed through Ward Identities [39]. The method adapted in
Refs. [140, 141] to the Schrödinger Functional, has been recently applied to compute ZA for
the action (and number of flavors) that we used [142]. These computations involve four-
point functions which are usually more noisy than the corresponding two-point correlators,
often leading to few percent accuracy (given the level of statistics which is reached by
nowadays calculations).
In the last years, the Schrödinger Functional has been extended by the introduction of
new boundary conditions, which define the so-called Chirally-Rotated Schrödinger Func-
tional [28, 29]. Within this setup, the renormalization factor ZA is obtained only from
two-point functions. This is one of the reasons why the results of ZA turn out to be
much more precise than the standard SF, well below the percent level. We would like
to thank Mattia Dalla Brida and Tomasz Korzec for sharing un-published results on the






Table B.1: The values of ZA at β = 3.46 have been obtained from the fit in eq. (B.1),
while the other three numbers have been computed from indepedent simulations per-
formed exactly at those values of β and (approximately) zero quark masses. The method,
developed and presented in Ref. [143], has been tested in the two-flavor theory and the
values that we show above are un-published results for the 2+1 case.
In Refs. [144, 143] the full computation is described in the Nf = 2 case and two defi-




A, to check for the size of lattice artifacts. In
this thesis we use the values corresponding to Z lA, which exhibits smaller scaling viola-
tions according to Ref. [144]. Note that only the two light quarks are “chirally-rotated”,
while the third (strange) quark field is treated with the RHMC algorithm and satisfies
the standard SF boundary conditions.
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B Renormalization Factor ZA
We fit the results of the Chirally-Rotated SF with the following functional form
ZA(g0) = 1− 0.090491g20 + p0g40 + p1g60 (B.1)
and we obtain p0 = −0.0170(14) and p1 = −0.00596(83). To describe the SF data
points we use a Padé fit, as in Ref. [142], with the one-loop coefficient fixed to the known
perturbative value
ZA(g0) =
1 + (p2 − 0.090491)g20 + p3g40
1 + p2g20
. (B.2)
From the fit we obtain p2 = −0.0424(19) and p3 = 0.0108(12). With respect to Ref. [116],
the one-loop coefficent that we quote is much more precise. Indeed, it comes from a new
computation performed by P. Vilaseca and M.Dalla Brida, who we thank for sharing (yet)
un-published numbers. In Figure B.1 we plot the results obtained from the standard and
the Chirally-Rotated Schrödinger Functional. The values of ZA that we use throughout
the thesis are also given in Table B.1.










Figure B.1: Plot of the finite renormalization factor ZA as a function of g
2
0 obtained from
the standard SF [142] and un-published results by M.Dalla Brida and T.Korzec with the
Chirally-Rotated SF. For an explanation of the method based on chirally-rotated SF see
Ref. [143]. The points corresponding to the SF method have been obtained from the fit
function described in the text and are plotted for (visual) comparison between the two
methods. In the original publication, Ref. [142], ZA has been measured for values of g0
different from those corresponding to the SF points.
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[31] M. Lüscher, Advanced lattice QCD, pp. 229–280, Probing the standard model of
particle interactions. Proceedings, Summer School in Theoretical Physics, NATO
Advanced Study Institute, 68th session, Les Houches, France, July 28-September
5, 1997. Pt. 1, 2, 1998. hep-lat/9802029.
[32] R. Sommer, Non-perturbative QCD: Renormalization, O(a)-improvement and
matching to Heavy Quark Effective Theory, Workshop on Perspectives in Lattice
QCD, 2006. hep-lat/0611020.
[33] S. Sint, Lattice QCD with a chiral twist, Workshop on Perspectives in Lattice
QCD, 2007. hep-lat/0702008.
[34] K. G. Wilson, Confinement of Quarks, Phys.Rev. D10 (1974) 2445–2459.
[35] H. B. Nielsen and M. Ninomiya, No Go Theorem for Regularizing Chiral
Fermions, Phys.Lett. B105 (1981) 219.
[36] J. C. Ward, An Identity in Quantum Electrodynamics, Phys.Rev. 78 (1950) 182.
[37] Y. Takahashi, On the generalized Ward identity, Nuovo Cim. 6 (1957) 371.
127
Bibliography
[38] K. Fujikawa, Path Integral Measure for Gauge Invariant Fermion Theories,
Phys.Rev.Lett. 42 (1979) 1195–1198.
[39] M. Bochicchio, L. Maiani, G. Martinelli, G. C. Rossi, and M. Testa, Chiral
Symmetry on the Lattice with Wilson Fermions, Nucl.Phys. B262 (1985) 331.
[40] K. Symanzik, CUTOFF DEPENDENCE IN LATTICE phi**4 in four-dimensions
THEORY, p. 0313, Cargèse Lectures, 1979.
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