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 [13]Igi ,et a1.(2014) は、レビューの信頼性を表す指標として、類似性、協調性、集中性及び、情報性とい
う4つの信頼性指標を定義し、各指標ごとのスコアを求め、そのスコアを可視化して提示した。[14] 中里,et
al. (2014) は、レビュー投稿の時系列情報と総合評価の点数を元に、レビューワーとレビューの信頼性を評価
した。[17] 三舩,et al (2016) は、  [9]Ott,etal.(2011),[13]Igi,et al (2014) をベースにフェイクレビューをルー
ルベースで特定し、名詞/形容詞についてランダムフォレストでフェイクレビュー分類時に重要な特徴語を抽
出した。これらの研究では、レビュー文章が持つ潜在的な意味については未活用である。
[19] 高島,et al (2017) は、レビュー投稿が参考になった場合に投票される 「  Like 」 数を有用度と定義し、レ
ビュー文書の構造/統語/意味の3カテゴリの特徴量を用いてサポートベクター回帰による有用性を判定した。
有用性の高いレビューについては示唆が得られる一方、フェイクレビュー判定は未着手である。[23] 岡山,et
al. (2018) は、フェイクニュースで学習した SVM による分類器でフェイクレビューの分類を行った。フェイ
























いとされる辞書 (NEologd) を利用した [21] 。単語リストに含まれる単語は形容詞、名詞のみとし、ストップ
ワード(一般的すぎるため分析から除外すべき単語) については SlothLib のリスト  *1を取得し削除した。得ら
れた単語リストを文書単語行列に変換し、LDA モデルを適用することでトピックを抽出する。
2.2 Latent Dirichlet Allocation(LDA)
[22]Katsumata,et a1(2017) に即し、LDA による文書生成過程を説明する。  M 個のレビュー文章は、  V
個のボキャブラリー (単語の種類) から作られ、文書全体の背後に  K個のトピック
 \phi_{k}=(\phi_{k,1}, \ldots, \phi_{k,V}) (k=1, \ldots, K)
が、個々の文書  d の背後には各トピックの出現確率分布
 \theta_{d}=(\theta_{d,1}, \ldots, \theta_{d,K}) (d=1, \ldots, M)
がそれぞれ存在しているものとする。ここで、  \phi_{k,v} はボキャブラリー中  v 番目の単語の出現確率、  \theta_{d,k} は  k番
目のトピックの出現確率であり、以下を満たす。
  \sum_{v=1}^{V}\phi_{k,v}=\sum_{k=1}^{K}\theta_{d,k}=1
文書  d を構成する単語  w_{d,i}\in\{1, V\}(i=1, \ldots, n_{d}) は、これに対応したトピック  k_{d,i}\in\{1, K\} が背
後に存在し、
 w_{d,i}\sim Cat_{V}(\phi_{k_{d,i}}) (i=1, \ldots, n_{d})
によって出現するものとする。ここで、  n_{d} は文書  d の単語数、  C砿はCategorical 分布 (1回試行の多項分布)
である。そして、  k_{d,i} は、
 k_{d,i}\sim Cat_{K}(\theta_{d}) (i=1, \ldots, n_{d})
により与えられているものとする。更に、Categorical 分布のパラメータは、それぞれ以下の Dirichlet 分布か
ら生成されているものと仮定する。
 \phi_{k}\sim Dir_{V}(\alpha) (k=1, \ldots, K) ,
 \theta_{d}\sim Dir_{K}(\beta) (d=1, \ldots, M)
 *1 http:  //svn sourceforge jp/svnroot/slothıib/CSharp/Versionl/SıothLib/NLP/Fiıter/StopWord/word/Japanese txt
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ここで、  \alpha=(\alpha_{1}, \ldots, \alpha v) 、  \beta=(\beta_{1}, \ldots, \beta_{K}) は、Dirichelet 分布のパラメータである。レビュー文書は、上記
のモデルから生成されるものと仮定する。このとき観測データから Collasped Gibbs Sampling を経て、  \phi_{k} 、
 \theta_{d} の推定が可能となる。(詳細は [22]Katsumata,et a1.(2017) 参照)。
2.3 ランダムフォレスト
Random Forests は、複数の木 (tree) を用いて (forest) を構成して識別などを行う機械学習アルゴリズムで
ある。個々の決定木は高い識別性をもつわけではないが、それらを複数用いることによって高い予測性能を得





 App Store(2008年7月10日~2018年11月7日) から日本国内対象のアプリについて、レビューのタイト
ル、本文、Rating(総合評価) の約360万件を取得した。
3.2 フエイクレビューの特定方法
本研究においては、明確な教師データとしてフェイクラベルを付与することが不可能なため  [5] Jindal,  et
 a1.(2007)、[10]Mukherjee,et a1.(2012) を参考とし、下記条件を満たした場合にフェイクレビューとした。
. レビューの文字数が20文字以上






non‐ フェイク 42,312 18,083
フェイク 3,199 1,455






書  D_{test} の総数を  M とした場合、パープレキシティは以下の式 (1) で計算され、値が小さいほど予測精度が
高いと考えられる。
Perplexity  (D_{test})= \exp\{-\frac{\sum_{d=1}^{M}\log p(d_{d})}{\sum_{d=l}^{M}N_{d}}\}
(1)
(  N_{d} は文書  d の長さ、  p(d_{d}) はモデルによって文書  d が生成される確率。)
トピック数の決定に関しては複数の指標が提案されている。本研究においては複数の観点からトピック数を
評価するため Perplexity の他に潜在トピック問のコサイン類似度に注目した Griffiths2004、対数尤度に注目
した CaoJuan2009の指標についても検討対象とした。Perplexity はトピック数  =100 が最も小さい値となっ
たが、50との差は非常に小さかった。Griffiths2004と CaoJuan2009でもトピック数  =50 と100で性能に大
きな差はなかった。経験的にトピック数  =100 は多すぎること、3指標で見てトピック数  =50 と100で大きな
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図4 トピック抽出結果の一例









 label_{fake} :  length_{title}+length_{review} (2)
mode1‐2:文字数  + トピック確率
 label_{fake} :   length_{title}+length_{review}+topic_{1}\sim  \sim+topic_{50} (3)
本研究ではレビュータイトル、レビュ一本文の文字数のみを特徴量とした modell の (2) 式と、model -1 に
加えて、LDA の結果得られるレビュー毎のトピック確率 (topicl...topic50) を考慮した mode1‐2の(3) 式を
検討する。
4.3.2 予測精度
 mode1-1_{\ovalbox{\tt\small REJECT}} mode1‐2の予測精度を再現率 (実際にフェイクであるもののうち、フェイクであると予測され
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たものの割合) で比較する。表1のとおり本研究のような不均衡データの場合、全て non‐ フェイクと予測した
としても訓練データでは93.97% 、テストデータでは93.55% の正解率となってしまうためである。
表2 model‐l の予測精度 (再現率  =8.52\% ) 表3 mode1‐2の予測精度 (再現率  =27.01\% )
真値 真値
予測値 予測値
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  \frac{Notopic21topic44}{10.0140.319}予  j\backslash \ovalbox{\tt\small REJECT}_{100\%}BJ1確_{}\grave{∽}^{X\ovalbox{\tt
\small REJECT}\prime}
 2 0.014 0.289 100%
3 0.091 0.018 92%
4 0.190 0.015 98%
5 0.174 0.016 100%
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5 パズルと庭が一緒になってて飽きない  (???) ?可愛い??
表7 特徴量
  \frac{Notopic21topic37}{10.0170.05}予  j_{\ovalbox{\tt\small REJECT}}\ovalbox{\tt\small REJECT}_{93.6^{\backslash }\%}
BJ1確率 \prime\ovalbox{\tt\small REJECT}
 2 0.017 0.05 70.0%
3 0.091 0.018 64.0%
4 0.071 0.018 634%
5 0.071 0.018 61.2%
表6において、Nol は日本語としてやや不自然な文章であり、No2は一見すると平易なレビューに見える。
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