This study addressed warehouse storage location assignment problems (SLAP) to minimize total travelling distances in an order-picking process. The problem was formulated and presented as a mixed integer programming model. The LINGO optimization solver was then used to find solutions for a set of generated problems. The results showed that the LINGO optimization solver easily attained optimal solutions for small-sized problems; however, as the problem size increased, computational time increased rapidly. Eventually, when the problem size became very large, LINGO was unable to find solutions. Due to the competence limitations of the exact solution method, this research presented two effective metaheuristic approaches -Differential Evolution (DE) and Global Local and Near-Neighbor Particle Swarm Optimization (GLNPSO) -to solve SLAP. To illustrate the performance of the algorithms, the numerical results were evaluated and compared with a set of generated problems. The experimental results showed that, for small-sized problems, DE and GLNPSO found optimal solutions equal to those obtained from LINGO, with fast computing times. For medium-sized problems, DE and GLNPSO were not significantly different in terms of solution quality, but DE found solutions approximately twice as fast as GLNPSO. For large-sized problems, DE was significantly superior to GL-NPSO in terms of both solution quality and computational times. The average DE solutions, obtained from five independent runs, were equal to or better than those obtained from GLNPSO in all large-sized instances. In addition, DE showed faster convergence behavior than GLNPSO, since it yielded better solutions while using a fewer number of function evaluations. 
INTRODUCTION
In today's competitive environment, companies are challenge to enhance both customer satisfaction and profitability, by strengthening supply chain management. According to the principles of supply chain management, companies must aim to distribute products to customers within short response times, while holding inventory at a minimum throughout the chain. To cope with these challenges, well-organized warehouse management is important to overall supply chain efficiency.
A warehouse is a key module in logistics, and plays a vital role in controlling and reducing logistics costs. More importantly, warehouse management is the art of storing and moving inventory throughout the warehouse, so that the flow of products is optimized. Typically, operations in warehouse management consist of five basic functions: receiving, sorting, storing, order picking and delivering. Among these operations, product storing and order picking are among the most resource-consuming activities (Van Den Berg and Zijm, 1999) . Storing is expensive due to inventory holding costs, and order picking is labor intensive (Van Belle et al., 2012) . However, effective warehouse management can reduce storage costs by reducing inventory levels, while maintaining defined service levels. In addition, efficient allocation of storage locations can reduce storage times and order picking activities, lessen total travelling distances, and decrease congestion in product flow. In addition, it helps harmonize the different activities in a warehouse.
This study addressed storage location assignment problems (SLAP) in warehouse management in order to minimize the total travelling distances in an order-picking process. A storage location assignment problem (SLAP) is a problem of assigning goods to storage locations that aims to satisfy one or more objectives -i.e., space utilization, total transfer times, and total transportation distances. The storage management system can be categorized into three main policies: dedicated storage policy, random storage policy, and class-based storage policy. In dedicated storage policy, each stock-keeping unit (SKU) is assigned to a certain designed location. In random storage policy, any SKU can be stored at any storage location. In class-based storage policy, a group of storage locations is allocated to a class of SKUs and random storage is allowed within the group of storage locations.
Some storage location assignment problems can be easily solved to optimality by traditional exact methods. However, in real-world practice, when the size of a warehouse is very large and numerous product types are stored, the problem tends to get complicated. To deal with high-computational complexity problems, most recent research has shifted toward developing an alternative approximation approach, called metaheuristic algorithms. Although metaheuristic algorithms do not guarantee finding the optimal solution, they do provide high-quality or near-optimal solutions within acceptable computing times. Van Den Berg and Zijm (1999) proposed a hierarchical decision problem for storage systems in the stage of designing, planning, and controlling. Roodbergen and De Koster (2001) presented heuristic methods for solving order picking and  routing problems in warehouses where two or more aisles exist and random storage was used. Peterson and Aase (2004) applied simulation techniques to compare the principles for picking, storage, and routing in a manual order picking system. Hsu et al. (2005) presented a batching approach based on metaheuristics, called a genetic algorithm (GA), to directly minimize total travel distance. Ho and Tseng (2006) solved the optimal batch-picking problem by a genetic algorithm in order to minimize total distance travelled. Chen and He (2008) presented a mathematical model for SLAP, with strategies for automatic storage systems, and implemented Particle Swarm Optimization (PSO) based on the Pareto concept to overcome bigsized warehouse assignment problems. Önüt et al. (2008) proposed a novel PSO to design a multiple-level warehouse shelf configuration with minimum annual carrying cost. Muppani and Adil (2008a) studied the integer programing of a storage system with class-based storage policy and developed a simulated annealing (SA) algorithm to form the classes and solve storage assignment problems. Then, Muppani and Adil (2008b) proposed a non-linear integer programming method for class-based storage systems that considered area decrease, handling costs, and storage area cost; they used a brand and bound (B&B) algorithm for solving the developed non-linear model. Sooksaksun et al. (2012) proposed a PSO algorithm for class-based storage policy to determine the aisle layout and dimension, while simultaneously assigning shelf spaces for storing the items based on item classes in order to minimize total distance in the warehouse. Ene and Öztürk (2012) developed a faster genetic algorithm to form optimal batches and optimal routes for an order-picking system in the automotive industry. The experimental result showed that the proposed algorithm provided a quick response in production orders in real-time application. Xie et al. (2014) proposed a method based on a genetic programming (GP) algorithm to solve real-world SLAP. The result showed that the proposed GP could obtain near-optimal solutions on the training data within a short computing time.
This research extended the work of Kasemset and Meesuk (2014) , who proposed a mathematical model for assigning storage locations for a particular warehouse layout that considered three-axis travel distance. The storage management used in this study was based on a dedicated storage policy in which each stock-keeping unit (SKU) is assigned to a certain designed location. Since SLAP is one kind of assignment problem, and considered NP-hard, the computational effort, in general, required to find an optimal solution grows exponentially with the problem size. Therefore, metaheuristics are preferred to find a near optimal solution for larger, more practical problems. Particle Swarm Optimization (PSO) had been employed in some warehouse management research, especially in warehouse design problems, but limited research has applied PSO to SLAP compared to other heuristic approaches. Another recent metaheuristics approach, the Differential Evolution (DE) algorithm, has been successfully applied in several areas due to its effectiveness and simplicity. However, to the best of our knowledge, no DE algorithm has been developed to solve the storage location assignment problem. Thus, this research focused on implementing two effective metaheuristic approaches -Particle Swarm Optimization (PSO) and Differential Evolution (DE) -to solve SLAP in order to minimize total travelling distance in an order-picking process.
MATERIALS AND METHODS

Mathematical model
The problem of storage location assignment is to allocate each product unit to an appropriate storage location in order to satisfy certain objectives subject to the problem constraints. In this research, the objective was to determine the storage location for each product unit in order to minimize total traveling distance along three-axis traveling distance: two horizontal axes and one vertical axis.
As mentioned earlier, the warehouse layout used in this study was based on the work of Kasemset and Meesuk (2014) . The assumptions of the problem are as follows: (1) warehouse layout is assumed to be symmetric, (2) the input/output (I/O) point is located at one corner of the warehouse, (3) the number of storage blocks is limited, and (4) one storage block can be assigned to one product unit only. An example of warehouse layout with four columns, two racks, three levels, and two rows, viewed from the top and the side of the storage rack, is illustrated in Figure 1 . 
Order of row r (r = 1,2,3,…, r)
The mathematical model of the problem is formulated as follows: Objective function: Minimization of total traveling distance:
(1)
Subjected to constraints:
Equation (1) expresses the objective function of the model -minimization of the total traveling distance in three-axis traveling distance. It is important to note that traveling distances are measured along the aisle centerline and the { X pijkr = centerline of storage blocks. The horizontal traveling distance is measured along the picker movement on the aisle floor, and the vertical distance is calculated by considering the height of the rack shelf. Equations (2), (3), (4), and (5) explain the calculation of three-axis total traveling distance. Constraint (6) guarantees that no more than one product is assigned to one storage unit and constraint (7) assures that all units of a particular product type are equal to the required storage blocks for that product.
Metaheuristics
As mentioned earlier, this research was motivated by the limitations of applying DE and PSO to solve storage location assignment problems (SLAP). Therefore, this study focused on applying two effective metaheuristics -Differential Evolution (DE) and a modified version of PSO, referred to as Global Local and Near-Neighbor Particle Swarm Optimization (GLNPSO) -to allocate products to the best storage locations in order to minimize the total travelling distance in an order-picking process. The search procedures of each algorithm are explained in the following sections.
Differential evolution (DE)
In 1995, Storn and Price proposed Differential Evolution (DE) as an evolutionary algorithm (EA) for global optimization over a continuous search space. DE has been applied recently to solve many combinatorial NP-hard problems, due to its advantage of relatively few control variables, but performing well in search ability and convergence.
As a population-based search method, DE begins with a randomly generated initial population of size N. Each population is represented as a D-dimensional vector, and each variable's value in the D-dimensional space is represented as a real number. The main idea that differentiates DE from other EAs is its mechanism for generating a new solution by particular mutation and crossover operations. At the initialization stage (g = 0), the j th value of the i th vector is generated as equation (8).
The lower bound, b L , and upper bound, b U , for the value in each dimension j th (j=1,2,…,D) must be specified. A uniform random number, u j , is in the range [0, 1] . DE performs the mutation operation by combining randomly selected vectors to produce a mutant vector. For each target vector, X i,g at generation g, the mutant vector, V i,g , is generated as equation (9).
X r1 ,X r2 , and X r3 are vectors randomly selected from the current population. They are mutually exclusive and different from the target vector, X i,g . F is a scale factor that controls the scale of the difference vector between X r2 and X r3 , added  to the base vector, X r1 . DE uses a crossover operator on X ig and V i,g to produce the trial vector Z i,g . In this study, the binomial crossover is employed and the trial vector is generated by equation (10). (10) Where C r is the crossover probability in the range [0, 1], and j u is a random chosen index (j u ∈{1, 2,…D}). C r value controls the probability of selecting the value in each dimension from a mutant vector over its corresponding target vector. Then, the selection or replacement of an individual occurs only if the trial vector outperforms its corresponding vector. As a result, all individuals in the next generation are as good as or better than their counterparts in the current generation. The evolution of DE population continues through repeated cycles of three main operations -mutation, crossover, and selection -until stopping criteria are met.
The pseudo codes of the DE algorithm used in this study are shown in Algorithm DE. Kennedy and Eberhart in 1995 , is a population-based random search approach that simulates the behavior of bird flocking or fish schooling. In the original model, each particle in a swarm learn and adapt its search behavior based on its own experience (cognitive term) and global experience (social term) during the search. The new solution of particle i is generated by the updated velocity (ω id ) and position (q id ). The standard PSO is formulated as equation (11) and (12).
Algorithm
Where q id : current position of dth dimension of ith particle ω id : velocity of dth dimension of ith particle ψ p id : personal best position of dth dimension of ith particle ψ g id : global best position of dth dimension of ith particle One major drawback of the standard PSO is that the swarm tends to be frequently trapped in local optima and can no longer move. Thus, several variants of PSO have been proposed to remedy this common problem of premature convergence. This research implemented a modified version of PSO, referred to as GLNPSO (Global Local and Near-Neighbor Particle Swarm Optimization), to solve this problem. In 2005, Pongchairerks and Kachitvichyanukul introduced GLNPSO with multiple social learning terms. Instead of using only the global best solution as a social reference, GLNPSO incorporates the local best and near-neighbor best as additional social learning references. As a consequence, the diversification of particles is increased, and the chance of a solution getting trapped in local optima is reduced. In GLNPSO, position and velocity in the d th dimension of particle i are updated by the following equations.
In this formula, w, introduced by Shi and Eberhart (1998) to improve the search ability, represents inertia weight. The value of w linearly decreases so that the swarm can search the whole space aggressively at the early stage and gradually reduces the search space at the later stage.
id , represent the d th dimension of the personal best, the global best, the local best, and the near neighbor best, respectively, and q id (t) is the current position of particle i at t th generation. The local best position of particle i,
iD } can be determined as the best particle among K neighboring particles. It is equivalent to dividing the whole swarm into multiple sub-swarms with population of size K, the local best particle is the best particle among the K neighbors, i.e., the particle gives the best fitness value in the sub-swarms.
The near neighbor best position of particle i,
n iD } represents the interaction between particles to achieve a better value of the objective function. The neighborhood is determined by the direct linear distance from the best particle. Each element of ψ n i is determined by equation (15). (15) The equations for updating position and inertia weight, w, in GLNPSO are the same as standard PSO formulas. Other parameters and working procedures are also similar to those in standard PSO.
The pseudo codes of the GLNPSO algorithm used in this study are shown in Algorithm GLNPSO. 
Fitness(Θ i ) -
Solution representation
Since PSO and DE were originally developed for continuous optimization domain, in order to apply PSO and DE for combinatorial optimization problems, each individual particle or vector must be transformed into a practical solution. Typically, solutions in the population-based random search method are represented as a string of several dimensions. In this research, the number of dimensions is set to be equal to the total number of storage locations or storage blocks. Each dimension index stands for the index of the storage location. Consider an example of a warehouse with two columns (i = 1, 2, 3), two racks (j = 1, 2), two levels (k = 1, 2), and two rows (r = 1, 2). The warehouse stores four product types: A, B, C, and D. The information for each product type is shown in Table 1 . T p is the number of picking operations for a product, S p is the number of storage blocks required for a particular product type, and, thus, T p /S p determines the movement ratio of a product. In this example, the number of dimensions is set to be equal to the number of storage units, which is 24. Figure 2 illustrates an encoding scheme of a random key representation, where each value in a dimension is initially generated with a uniform random number between 0 and 1. Next, this research applied the permutation of n-repetition of n jobs (Bierwirth, 1995) with a sorting list rule to assign each product unit to a storage location. In Table 1 , product type C has the maximum value of movement ratio (Tp/Sp), followed by product type B, product type A, and product type D, respectively. To decode these dimension values to a solution, all product units of type C are first allocated to the dimension with sorted values, then product units of type B, A, and D are allocated correspondingly. Since the number of storage blocks is 24, and the number of total product units is 18, six storage blocks are not assigned to store any product. These procedures result in a completed storage location assignment as shown in Figure 3 . 
Parameter setting
The performance of metaheuristics is sensitive to not only their algorithms and solution representation, but also parameter setting. For a fair comparison between the performances of DE and GLNPSO, the numbers of function evaluations are set as a constant 50,000 to provide sufficient exploration in the search spaces. Corresponding to a fixed number of function evaluations, the population size and number of iterations are set as 50 and 100, respectively, for both GLN-PSO and DE. The search procedures are terminated when the maximum number of iterations is met. Based on some preliminary experiments, other parameters in DE and GLNPSO are set as in Table 2 and 3, respectively. Table 2 . Parameter setting in DE algorithm.
DE parameters Value Scale factor, F
Uniformly randomize between 1 and 1.5 Crossover rate, C r 0.5 Crossover type Binomial crossover Table 3 . Parameter setting in GLNPSO.
GLNPSO parameters Value Inertia weight, w
Linearly decrease from 0.9 to 0.4 Constant acceleration c p , c g , c l , c n = 1  For parameter setting in DE, some preliminary experiments determined that the value of the scale factor (F) as a uniformly randomized value between 1.5 and 2 provided generally good solution quality. In addition, the use of a binomial crossover yielded better results than an exponential crossover, and the crossover rate (C r ) was set as a constant value of 0.5. Thus, each dimension value in trial vectors was derived from a target vector and a mutant vector at equal probability. This crossover setting boosted the exploration of the search and decreased the chance of a solution getting trapped in a local optima.
In GLNPSO, an inertial weight (w) was set linearly decrease from 0.9 to 0.4, so that the swarm can search the whole space aggressively at the early stage and gradually reduce the search space at the later stage. The values of c p , c g , c l , and c n were all set to 1, to let the PSO population utilize knowledge from different learning terms equally.
Tested problems
Each tested problem was generated randomly based on a real-case warehouse. The problem was characterized by its problem size: (number of product types) x (total number of products) x (total number of storage locations). In this study, ten tested problems were generated and used in the numerical experiments.
Performance evaluations
The PSO and DE algorithms were implemented in C# programming language under the Microsoft Visual Studio version 12.0 development environment. The numerical experiments ran on the platform of Intel ® Core™ i7 CPU 1.9GHz with 4 GB RAM.
As mentioned earlier, the performances of DE and PSO were evaluated on a set of generated problems. This study focuses on the comparison of two metaheuristics for SLAP with respect to one single objective -minimization of total travelling distances. The comparison is based on the use of the same number of function evaluations in both proposed DE and PSO. For each instance, the best, average, and standard deviations are determined from five independent runs. The effectiveness and performances of algorithms are evaluated in terms of solution quality, computational time, and convergence behavior.
RESULTS
Tables 4 shows the best solutions of total traveling distances derived from DE, GLNPSO, and optimal solutions obtained from the LINGO optimization program. The computational times were also reported. According to the results in Table 4 , all solution methods -LINGO optimization program, DE, and GLNPSO -achieved the optimal solutions in small-sized problems with fast computing times. However, when the problem size increased, the computational times of LINGO increased rapidly, and when the problem size became very large, LINGO could not find optimal solutions within acceptable times. On the other hand, both GLNPSO and DE algorithms were able to provide solutions with relatively faster computing times.
The statistical comparison between DE and GLNPSO are provided in Table  5 , with the best, average, and standard deviations of total traveling distances from five independent runs for each instance. A two-sample t-test was performed to statistically compare the results of two algorithms at the 95% confidence level. The average convergence graphs were also observed using the average fitness value versus number of iterations, as shown in Figure 4 . According to the results from Table 5 and Figure 4 , although the best solutions obtained from DE were inferior to those obtained from GLNPSO in two instances (WH6 and WH7), all of the average solutions obtained from the DE algorithm were equal to or better than those obtained from PSO, with relatively faster computing times. The statistical t-test indicated that the performances of DE and GLNPSO were not significantly different in small-sized to medium-sized problems. However, for large-sized problems, the DE algorithm significantly outperformed GLNPSO, since it generated relatively small values of best and average traveling distances compared to those obtained from GLNPSO, and the value of p was less than 0.05. In addition, the average convergence graphs clearly demonstrated the faster convergence behavior of DE compared to PSO.
DISCUSSION
This study found that DE and GLNPSO are effective solution techniques and can be used as alternative approaches for solving storage location assignment problems (SLAP). Both algorithms were able to find optimal solutions equal to those obtained by a LINGO optimization solver in small-sized problems. Although solutions from LINGO were guaranteed to be optimal, when the problem size increased, computing time increased rapidly; eventually, as the problem size became very large, a solution could not be found. However, for large-sized problems, DE and GLNPSO were capable of finding solutions with relatively faster computing times.
For a particular comparison between DE and GLNPSO, the numerical results demonstrated that, in general, DE outperformed GLNPSO in terms of solution quality, computational time, and convergence behavior. For small to medium-size problems, the performances of DE and GLNPSO were not significantly different in terms of solution quality, but DE found solutions approximately twice as fast as GLNPSO. The differentiation between DE and GLNPSO performances was clearly seen in large-sized problems. Under the same experimental conditionsencoding and decoding scheme, population size, and number of iterations -the DE algorithm was superior to GLNPSO in terms of solution quality and computing times. The average solutions, obtained from five independent runs, derived from the DE algorithm were equal to or better than those obtained from GLNPSO in all instances with relatively faster computing time. This demonstrated that the DE algorithm is more robust than PSO. In addition, DE showed faster convergence behavior than GLNPSO, since it yielded better solutions, while using a fewer number of function evaluations. The superiority of DE to PSO was also demonstrated in other research fields, such as numerical benchmark problems (see Wisittipanich and Kachitvichyanukul (2014) ), production scheduling problems (see Wisittipanich and Kachitvichyanukul (2011 , 2015 , Chakaravarthy et al. (2013) ), and vehicle routing problems (see Kunnapapdeelert and Kachitvichyanukul (2013) , Liao et al. (2012) ).
CONCLUSION
In conclusion, this research proposed DE and GLNPSO algorithms with a particular solution representation that were experimentally shown to be efficient for solving SLAP. In general, DE outperformed GLNPSO in terms of solution quality, computational time, and convergence behavior for all problem sizes. However, this study still has some limitations. The warehouse layout used in this study was based on a particular warehouse with a single I/O point, which may not represent other warehouse layout designs. Thus, the mathematical model needs to be modified for different warehouse configurations. Moreover, the total traveling distances used in this study were calculated from rectilinear distances along three-axes, and the velocity of the vehicle was assumed to be constant. Nevertheless, in some real-world situations, the velocities of the vehicle moving in horizontal and vertical axes might be unequal, and as a consequence, affect the total operating times in an order-picking process. Further studies in SLAP should consider these aforementioned issues to effectively deal with more real-world conditions in an order-picking process. Furthermore, it is recommended to further investigate other mixes of various strategies or other solution representations to increase the performance and robustness of the algorithms.
