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ABSTRACT
The problem of deflagration-to-detonation transition in an unconfined environment is revisited.
With a freely expanding self-accelerating hydrogen-oxygen flame as an example, it is shown that
deflagration-to-detonation transition is indeed possible provided the flame is large enough. The
transition occurs prior to merging of the flame with the flame-supported precursor shock. The pre-
transition flame does not reach the threshold of CJ-deflagration. Numerical simulations employed
are based on the recently developed pseudo-spectral method with time and space adaptation.
Keywords Deflagration-to-detonation transition · Accelerating flames · Thermal runaway of fast flames · Computa-
tional reactive fluid dynamics
1 Introduction
In part 1 of this article [1] it is shown that a freely expanding self-accelerating spherical flame governed by a one-step
Arrhenius kinetics coupled with Darrieus-Landau wrinkling undergoes an abrupt transition to detonation (DDT) when
the flame radiusRf reaches a critical value,Rddt. In the present paper to assessRddt for a realistic multistep chemistry
and multicomponent transport we explore the case of a stoichiometric hydrogen-oxygen system, 2H2 + O2, initially
at T0 = 300K and P0 = 1 bar.
The results obtained substantiate qualitative predictions of [1], yielding Rddt = 10m noticeably behind the precursor
shock (s) for which Rs,ddt = 11.5m.
2 Mathematical model
In spherical symmetry, the set of governing equations for state variables velocity in radial direction u, temperature T
and concentrations of reactants ci reads as
Momentum conservation
∂
∂t
(
r2 ρu
)
+
∂
∂r
(
r2
(
ρu2 + τrr
))
= −r2 ∂P
∂r
+ r (τθθ + τϕϕ) , (1)
Energy conservation
∂
∂t
(
r2 ρe
)
+
∂
∂r
(
r2
(
u (ρe+ P + τrr) +
ns∑
i=1
hij
d
i − λ
∂T
∂r
))
= 0, (2)
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Species conservation
∂
∂t
(
r2 ci
)
+
∂
∂r
(
r2
(
uci + j
d
i
))
= r2 Σ2ω˙i, i = 1, ..., ns, (3)
Here ns – number of species, ω˙i – chemical source of species, j
d
i – molar diffusion flux, hi – molar enthalpy, and Σ is
the degree of folding [2] – the ratio of the total area of the wrinkled front to the area associated with its average radius
Rf . The reason for Σ
2 in Eq. 3 is explained as follows. According to the classical Zel’dovich–Frank-Kamenetskii
theory [3], for a lowMach number planar flame its propagation velocity relative to the gas is proportional to the square
root of the reaction rate. On the other hand, the effective velocity of the wrinkled flame is proportional to its degree of
folding Σ. Hence, the effective reaction rate of the wrinkled flame should be proportional to Σ2. Indeed, simulations
of the Σ2 – based model corroborate this assessment for moderately high Σ-s (see [4], [1] and Fig. 5 below). For
general Mach numbersΣ2-model is clearly an extrapolation, hopefully providing a reasonably good description of the
physics involved.
The following identities are used to close the above equation system.
• Components of shear stress tensors: 
τrr = −4
3
µ
(
∂u
∂r
− u
r
)
,
τθθ =
2
3
µ
(
∂u
∂r
− u
r
)
,
τϕϕ =
2
3
µ
(
∂u
∂r
− u
r
)
.
(4)
• Density
ρ =
ns∑
i=1
Wici (5)
• Total specific energy:
ρe =
ns∑
i=1
ci
(
hi +
1
2
u2Wi
)
− P, (6)
where hi is the molar enthalpy andWi is the molar mass of species i.
• Equation of state for ideal gas:
P = R0T
ns∑
i=1
ci, (7)
where R0 is the universal gas constant.
HereWi denotes the molar mass of species i.
Coefficients of dynamic viscosity µ, heat conductivity λ and molar diffusion flux jdi are computed according to the
mixture averaged formulation [5]:
• Dynamic viscosity of gas mixture
µ =
∑
i
Xiµi∑
j
XjΦij
, (8)
• Heat conductivity
λ =
∑
i
Xiλi∑
j
XjΦij
. (9)
• Molar diffusion flux
jdi = −
∑
j
Dcij
∂cj
∂r
(10)
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• Diffusion coefficient for concentrations, with correction for mass conservation∑iWijdi = 0 (see e.g. [6])
Dcij = Xi
[
(δij −Xi − Yi)D∗i +
∑
k
YkD
∗
kXk
]
, (11)
Here the dimensionless factor, used for calculation of viscosity and heat conductivity coefficient is
Φij =
1√
8
(
1 +
Wi
Wj
)−1/2 [
1 +
(
µi
µj
)1/2(
Wj
Wi
)1/4]
(12)
and diffusion coefficient for molar fractions
D∗i =
1
Xi
1− Yi∑
j 6=iXj/Dij
=
Wi
YiW
1− Yi∑
j 6=iXj/Dij
, (13)
with Xi = ci/
∑
j cj and Yi = Wici/ρ denoting molar and mass fractions respectively. Dij denotes binary diffusion
coefficient between species i and j.
Molar enthalpies hi are computed using the thermodynamic data, coded in NASA polynomial format [7].
Please note that Eqs. (3),(5) imply the conventional continuity equation,
∂
∂t
(
r2 ρ
)
+
∂
∂r
(
r2uρ
)
= 0. (14)
Our previous studies were concerned with the existence of a critical folding factor, when the deflagration flame propa-
gation cannot be sustained [1, 4], and the role of detailed chemical reaction under such conditions [8], which assumes
an application of a constant flame folding ratio. However, according to seminal Gostintsev’s experimental observation
[9] the flame folding in spherical geometry depends strongly on the flame radius:
Σ =
3A2/3R
1/3
f
2up
, (15)
where up is planar flame speed in relation to burned gas for Σ = 1. The factor A depends on mixture composition and
pressure. For reaction 2H2 + O2 under pressure of 1 bar: A = 2500m
1/3/s1/2 [9] and up = 90.5m/s [1].
The Maas-Warnatz mechanism [10] containing 8 species and 38 elementary reactions is used.
3 Initial and boundary conditions
In this setup, a sufficiently large computational domain is chosen, so that the acoustic waves do not disturb the solution
by the reflection from the opposite boundary. For the current case, the domain 35.1mm ≤ r ≤ 100m (see Eq. (16))
was chosen. This domain allows a simulation time of about 190ms until acoustic disturbances reach the opposite side,
taking into account the speed of sound in the fresh mixture of 540m/s. The position of the left boundaryR0 = 35.1mm
is chosen so that the folding factor starts with Σ = 1, according to Eq. (15).
u(t, R0) = u(t, R∞) = 0,
∂
∂r
T (t, R0) =
∂
∂r
T (t, R∞) = 0,
∂
∂r
ci(t, R0) =
∂
∂r
ci(t, R∞) = 0, ∀ i = 1, .., ns,
(16)
where R0 = 35.1mm and R∞ = 100m.
The ignition is initiated with a hot spot, keeping the initial pressure constant in space.
u0 = 0,
T0(r) = 300 K + (1700 K)e
−((r−R0)/l))
2
,
c0,i(r) = Xi,0
1 bar
R0T0(r)
, i = 1, ... , ns,
(17)
where hot spot width is l = 0.12mm, which provides a minimal energy deposition.
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4 Numerical method
The solution is integratedwith the Adaptive Pseudo Spectral ElementMethod (APSEM) suggested in [1, 11]. Themain
idea of the method is to apply the pseudo-spectral method within a particular computational cell with a dynamically
adaptive mesh generation via a priori user specified error control and by employing matching procedure [12]. The
computational domain is split up into a number of sub-domains while matching the solution u and its first derivative,
e.g. ∂(u)/∂x, at the boundaries, i.e. u = (u, T, c1, ..., cns).
The numerical method can be summarised as follows. The solution domain r ∈ [R0, R∞] on the time interval
t ∈ [ta, tb], where t0 ≤ ta < tb ≤ t∞, is split up into a number of sub-domains
R0 < . . . < rl < . . . < R∞, l = 1, 2, .. , (Nr − 1), (18)
and within each domain l, r ∈ [rl, rl+1], the solution is approximated with a weighted sum ofMl basis functions
ul(t, r) =
Ml−1∑
i=0
uˆli ϕi(t, r). (19)
where uˆi are corresponding time dependent spectral coefficients. The number of subdomains Nr and the approxima-
tion orderMl are determined simultaneously with the solution u within iterations for a one time step. The size of the
time step and spacial adaptation depend on user specified tolerances (ATOL, RTOL), so that the maximal error does
not exceed the specified values.
4.1 Solution within single numerical domain
Firstly, a solution with a global numerical domain is presented. Although the main component of the proposed method
is the pseudo spectral method [12], the developed framework allows to easily adapt other spectral methods like the
Galerkin weighted residual method. In order to derive the numerical method, the conservation equations can be written
in the following form, with corresponding boundary and initial conditions:
∂
∂t [ft(t, r,u)] +
∂
∂r [fr(t, r,u,u
′)] = q(t, r,u,u′), t ∈ [t0, t∞] , r ∈ [R0, R∞]
∂
∂t [f0(t,u)] = q0(t, r,u,u
′), t ∈ [t0, t∞] r = R0
∂
∂t [f∞(t,u)] = q∞(t, r,u,u
′), t ∈ [t0, t∞] , r = R∞
u(t0, r) = u0(r), r ∈ [R0, R∞]
, (20)
where ft, fx, q, f0, q0, f∞, q∞ are given vector functions and u is the solution vector, u
′ = ∂∂ru, i.e.
ft = r
2
(
ρu
ρe
ci
)
, (21)
fr = r
2
 ρu
2 + τrr
u (ρe+ P + τrr) +
∑ns
i=1 hij
d
i − λ
∂T
∂r
uci + j
d
i
 , (22)
q = r2
−∂P∂r + 1r (τθθ + τϕϕ)0
Σ2ω˙i
 , (23)
f0 = f∞ = 0, (24)
q0 = q∞ =

u
∂
∂r
T
∂
∂r
ci
 . (25)
The approximation of the solution u on an interval t ∈ [ta, tb] and r ∈ [ra, rb] is being sought as a weighted sum
of Ml basis functions, see Eq. (19). It is also required that u is Lipschitz continuous on the interval t ∈ [ta, tb] and
r ∈ [ra, rb]. It is also required that vector functions ft, fr, q˙ are approximated with the same set of basis functions:
f(t, r) =
Ml−1∑
i=0
fˆi ϕi(t, r). (26)
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Note, for an arbitrary largeMl the approximation leads to the function itself [12].
Using a set of given collocation points (ti, ri), the relation of Ml = M
t
lM
r
l spectral coefficients and the solution
approximation onMpl = (M
t
l − 1)M rl collocation points reads as follows:
Ml−1∑
j=0
fˆt,j ϕ˙j(t0, ri) = q
(
t0, ri,u0(ri),u
′
0(ri)
)− ∂
∂r
fx
(
t0, ri,u0(ri),u
′
0(ri)
)
,
i = 0, ...,M rl − 1,
Ml−1∑
j=0
fˆt,j ϕj(ti, ri) = ft
(
ti, ri,u(ti, ri),u
′(ti, ri)
)
,
i = ktM
r
l + kr, ∀ kt = 0, ...,M tl − 2 ∧ kr = 0, ...,M rl − 1,
(27)
and 
Ml−1∑
j=0
fˆx,j ϕ
′
j(t0, ri) =
∂
∂r
fx
(
t0, ri,u0(ri),u
′
0(ri)
)
, i = 0, ...,M rl − 1.
Ml−1∑
j=0
fˆx,j ϕj(ti, ri) = fx
(
ti, ri,u(ti, ri),u
′(ti, ri)
)
,
i = ktM
r
l + kr, ∀ kt = 0, ...,M tl − 2 ∧ kr = 0, ...,M rl − 1,
(28)
Eqs. (26), (27) and (28) can be more conveniently written in matrix-vector form:
f˜t = fˆtΦ, (29)
fˆtPt =
(
q˜0 − ∂∂r f˜0x , f˜t
)
, (30)
and
fˆxPx =
(
∂
∂r f˜
0
x , f˜x
)
, (31)
where f˜t, f˜x, q˜ are the solution approximations on the specifiedM
p
l collocation points and f˜
0
t , f˜
0
x , q˜
0 are initial values
at collocation points for t = ta, such that
f˜t,i = ft
(
ti, ri,u(ti, ri),u
′(ti, ri)
)
, (32)
f˜x,i = fx
(
ti, ri,u(ti, ri),u
′(ti, ri)
)
, (33)
q˜i = q
(
ti, ri,u(ti, ri),u
′(ti, ri)
)
, (34)
f˜0t,i = ft
(
ti, ri,u0(ri),u
′
0(ri)
)
, (35)
f˜0x,i = fx
(
ti, ri,u0(ri),u
′
0(ri)
)
, (36)
q˜0i = q0
(
ti, ri,u0(ri),u
′
0(ri)
)
, (37)
Then time and space derivatives can be computed from the collocation points as
˙˜
f t =
(
q˜0 − ∂∂r f˜0x , f˜t
)
P−1t Φ˙ =
(
q˜0 − ∂∂r f˜0x , f˜t
)
H˙, (38)
and
f˜ ′x =
(
∂
∂r f˜
0
x , f˜x
)
P−1x Φ
′ =
(
∂
∂r f˜
0
x , f˜x
)
H′. (39)
Similarly, the first derivative of a one dimensional time function ft =
∑
i fˆtϕi(t) is
˙˜
f t =
(
d
dt f˜
0
t , f˜t
)
G′t.
Using a set of test functions ψi a weak formulation can be written∫ tb
ta
∫ rb
ra
[
∂
∂t
(ft) +
∂
∂r
(fr)
]
ψi dt dr =
∫ tb
ta
∫ rb
ra
qψi dt dr, ∀ i = 0, .. ,Mpl − 1. (40)
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Introducing eq. (26) in eq. (40) and choosing test functions from the space of Dirac-delta functions ψi(t, r) = δ(t −
ti)δ(r − ri) one obtains a discrete form of conservation equations:
Mp
l
−1∑
j=Mr
l
(
q˜j − f˜t,j h˙j+Mr
l
,i − f˜x,j h′j+Mr
l
,i
)
=
Mrl −1∑
j=0
((
q˜0j − ∂∂r f˜0x,j
)
h˙j,i + f˜
0
t,j h˙j+Mrl ,i +
∂
∂r f˜
0
x,jh
′
j,i + f˜
0
x,jh
′
j+Mr
l
,i
)
,
i = ktM
r
l + kr, ∀ kt = 1, ... ,M tl − 2 ∧ kr = 1, ... ,M rl − 1,
Mtl−2∑
j=1
(
q˜0,j − f˜0,j gtj+1,i
)
= q˜00,0g
t
0,0 + f˜
0
0,0g
t
1,0, ∀ i = 1, ... ,M tl − 2,
Mtl−2∑
j=1
(
q˜∞,j − f˜∞,j gtj+1,i
)
= q˜0∞,0g
t
0,0 + f˜
0
∞,0g
t
1,0, ∀ i = 1, ... ,M tl − 2.
(41)
If the number of basis function in time direction isM tl = 3, the time marching scheme is equivalent to the well known
trapezoidal (Crank-Nicolson) method (see e.g. [13]), which is O(2) accurate. In the current study we use: for space –
Chebyshev polynomials of the first kind of variable order (M rl ≤ 16) with Gauss-Lobatto collocation points [12], and
for time – power series of the second order (M tl = 3) with equidistant points, i.e. for time interval t ∈ [ta, tb] and
space – r ∈ [rl, rl+1] it reads as
ϕi(t, r) = ϕ
t
j(t)ϕ
r
k(r) =
(
t− ta
tb − ta
)j
Tk
(
2
r − rl
rl+1 − rl − 1
)
, (42)
where i = jM rl + k, Tk is k-th Chebyshev polynomial of the first kind and Ml = M
t
lM
r
l with M
t
l is the number
of basis functions in time direction and M rl is the number of basis functions in space direction. Note, however, the
presented algorithm can be used with other types of basis functions. For an elaborated description of the method the
reader is referred to [11].
The system (41) is a non-linear algebraic equation, which is solved implicitly with Newton’s method (see e.g. [13]).
4.2 Domain matching and boundary conditions
The solution in time is being sought one time-interval after the other: the initial condition u(tk) on the interval
t ∈ [tk, tk+1] is provided from the solution of the previous interval t ∈ [tk−1, tk].
The subdomains in space are matched with the following boundary conditions:
ul(t, rl−1) = ul−1(t, rl−1)
ul(t, rl) = ul+1(t, rl)
∂
∂xul(t, rl−1) =
∂
∂rul−1(t, rl−1)
∂
∂xul(t, rl) =
∂
∂rul+1(t, rl),
, (43)
where ul is solution approximation within domain l. Note, first and last collocation points (Gauss-Lobatto) are placed
exactly at the boundary. The evolution of these points (knots) is governed by eqs. (43), whilst points within a space
interval (cell) are governed by PDE eqs. (20).
4.3 Grid adaptation
In order to introduce the grid adaptation strategy, the error control strategy is first presented. The absolute interpolation
error of the state variableui for the number of basis functionsM is limited by the factor of 2 of the series last coefficient
[12], but even in converging series, under particular conditions, some coefficients can be naturally zeros, whilst others
are non-zero. For these reasons the following approximation of the absolute error of variable ui has been suggested
and used:
eabsi =
√
uˆ2i,M + uˆ
2
i,M−1, ∀ i = 0, ..., nv − 1, (44)
where uˆi,k is the amplitude of the k-th coefficient of the series expansion. The last equation is used in order to deal
with spurious zeros of spectral coefficients. Then the normalized relative error is defined as:
E = max
i=1,...,nv
eabsi
RTOLi
(
ATOLi + |uˆi,0|
) . (45)
6
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When eq. (45) is applied for each time slice, corresponding to time collocation points, the measure of space error Er
is derived. When the equation is applied for each space slice, corresponding to space collocation points, the measure
of time error Et is computed.
The time adaptation is reflected in the size of time interval, while keeping the order of polynomial along time direction
constant, e.g. M tl = 3. The procedure of the time step adaptation is covered by standard numerical recipes (see e.g.
[13]).
The adaptation strategy in space direction r consists of two parts: one is to adjust the polynomial order within one
computational cell; the other is to split/join cells. The first strategy becomes rapidly computationally expensive for
large polynomial orders, e.g. forM rl > 16, due to the computationally expensive inversion of large dense matrices.
However, the error of approximation is sinking exponentially with the polynomial order. The cell splitting creates
more collocation points and is hampered by memory reallocation, compared to the polynomial order increase, but it is
outweighed by a faster global solution of the linear system and allows to avoid spectral blocking when the relatively
stiff behaviour of the solution takes place.
If the accuracy within a cell l is insufficient, i.e. Erl > 1, the adaptation consists of two stages:
1. Increase polynomial order within cell till it reachesM rl = 16, if the error is still above unity;
2. Split computational cell.
If the accuracy within the cell l exceeds requirements (specified tolerances), i.e. Erl < 0.01, the adaptation consist
again of two stages:
1. Decrease polynomial order within the cell until it reachesM rl = 4, if the the error is still below unity;
2. If the adjacent cell has also reached the minimal polynomial order, merge both cells to one cell, while keeping
the orderM rl = 4.
The specified maximal orderM rl = 16, minimal orderM
r
l = 4, minimal normalised errorE
r
l = 0.01 are customisable
parameters, which to a large extent depend on a type of polynomial approximation. By the reduction of polynomial
order and by joining of computational cells it is important to enforce not only boundary values (imposed automatically)
but also gradients at the boundary (see Eq. 43).
5 Results and discussions
Fig. 1 shows pressure (left) and temperature (right) profiles, plotted every 0.5µs, as well as the state at the DDT point.
Fig. 2 shows the corresponding density and velocity profiles. The observed transition radius and critical flame folding
ratio are Rddt = 9.965m and Σddt = 6.57. In our previous work [1] we estimated in planar symmetry the transition
radiusR∗ddt = 8.377 and the corresponding critical flame folding ratio Σ
∗
ddt = 6.25. The latter values as expected are
slightly less than in the current spherical case.
2 4 6 8 10 12
r / m
105
106
107
P 
/ P
a
2 4 6 8 10 12
r / m
0
500
1000
1500
2000
2500
3000
3500
T 
/ K
Figure 1: Pressure (left) and temperature (right) profiles every 0.5µs. Blue line corresponds to DDT.
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2 4 6 8 10 12
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-500
0
500
1000
1500
2000
2500
u
 / 
m
/s
Figure 2: Density (left) and flow velocity (right) profiles every 0.5µs. Blue line corresponds to DDT.
Although a smooth ignition was applied (providing ignition energy less by 1% leads to ignition failure), a generated
during the ignition shock wave is traveling ahead of the flame. This is shown on the pressure zoomed pressure profile
Fig. 3.
2 4 6 8 10 12
r / m
1
1.005
1.01
1.015
1.02
1.025
P 
/ P
a
105
Figure 3: Zoomed pressure profiles for every 0.5µs. Blue line corresponds to DDT.
Positions of flame front Rf and of the precursor shock Rs at different time instances are shown in Fig. 4 (left).
Correspondingly the flame front velocity Df and the velocity of the precursor shock Ds are shown in Fig. 4 (right).
As one may expect, the speed of the precursor shock is close to the speed of sound a0 in the unburned mixture, which
is plotted by the green line. Note that these green and blue lines practically coincide. In order to compute the speed of
sound the following expression is used [14]:
a =
√
γ
P
ρ
, (46)
where
γ =
∑
i
ciCpi∑
i
ci
(
Cpi −R0
) (47)
is the adiabatic index for an ideal gas and Cpi is the molar heat capacity at constant pressure.
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Figure 4: Flame and shock position vs. time (left); flame flame and shock velocity vs. time (right).
As is readily seen the flame speed Df increases and may even exceed a0. Yet, approaching the DDT point the
accelerating flame stays behind the precursor shock: Rddt = 10 m while Rs,ddt = 11.5 m. In Fig. 5 u0 = u(Rf +
5 mm), ub = u(Rf − 5 mm) corresponding respectively to the approximate entry/exit into/from the reaction zone.
Since Df − ub < ab, the pre-DDT flame does not reach the threshold of CJ-deflagration. Approaching the transition
pointΣ-dependency ofDf −ub becomes nonlinear. This can be attributed to the elevated pressure and temperature in
the compressed region between Rf and Rs, conducive to a higher burning velocity.
1 2 3 4 5 6 7
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1000
1500
2000
2500
3000
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0 2 4 6 8 10
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1000
1500
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2500
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m
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Figure 5: Flame front velocity relative to the entry (green) and to the exit (blue) from the reaction zone, as a function
of folding ratio (left) and as a function of flame position (right).
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