A weaker form of the theorem "every normal orientation of a parity graph is kernel-perfect" is proved. This answers a particular case of a conjecture of C. Berge and the author characterizing the class of perfect graphs. T'
INTRODUCTION
While the famous Berge's Strong Perfect Graph Conjecture (see [l] for details on perfect graphs) remains a major unsolved problem in Graph Theory, an alternative characterization of Perfect Graphs was conjectured in 1982 by Berge and the author [3] . This second conjecture asserts the existence of kernels for a certain type of orientations of perfect graphs. Here we prove a weaker form of the conjecture for a well-known special class of perfect graphs, that generalizes bipartite graphs, namely parity graphs.
Let us recall that a kernel of a digraph D = (X, U) is a subset of vertices KC X which is both independant (no vertex of K is adjacent to another vertex of K), and absorbing (every vertex of X/K has a successor in K). When every induced subdigraph of D has a kernel, the digraph D is said to be kernel-perfect [7] . Throughout this article, any digraph D is to be viewed as an orientation of its underlying undirected graph that we denote by D,. In particular, an orientation of a graph may contain reversible arcs, i.e., arcs whose reversal arc is also present. A subdigraph is said to be complete whenever its vertices are pairwise adjacent. The orientations D of perfect graphs we are interested in are normal orientations, i.e., they have the property (N) Every complete induced subgraph of D has a kernel.
Note that a kernel of a nonempty complete digraph is constituted by a single absorbing vertex. In this article we prove conjecture B for parity graphs, We will use the original definition of parity graphs by Olarh and Sachs [9] : every odd cycle of length 3 5 has two crossing chords. Burlet and Uhry [6] showed that parity graphs are characterized by the simple property: for every pair of vertices x, y, all chordless paths joining x and y have the same parity. They gave a recognition algorithm and a constructive characterization that could probably be used for a proof of Theorem 1.1, but at present, no such proof exists. We will prove here a stronger version of Theorem 1.1, using a nice result of Galeana-Sanchez and V. Neumann-Lara: THEOREM 1.2 [S] . A sufficient condition for a digraph to be kernelperfect is the %following: (P) Every odd directed cycle C has two chords whose terminal endpoints are consecutive on C.
Our main result will be obtained in proving: THEOREM 1.3. Every M-orientation of a parity graph satisfies condition (P).
Remark. 1.4. Theorem 1.1 has independently been obtained by Blidia [4] . We point out that Theorem 1.3 is strictly stronger by giving an example of kernel-perfect graphs that do not satisfy property (P). A directed path v1 '.. up of a digraph D is said to be minimal when (vi, vj) is not an arc of D for i + 1 <j. Digraph D is called a parity digraph when for every pair of vertices X, y we have: all minimal directed paths from x to y and all minimal directed paths from y to x have the same parity.
The kernel-perfectness of parity digraph has recently been proved by Blidia [S] . The digraph on nine vertices l,..., 9 with arcs (1, 5), (4, 8) , (7, 2) , and (i, i + 1) (mod. 9) is a parity digraph in which the only odd directed cycle has three chords whose terminal endpoints are 5, 8, 2: hence property (P) does not hold. This example can obviously be generalized. Beside, note that M-orientations of parity graphs need not be parity digraphs.
TERMINOLOGY AND NOTATION
Generally, terminology is standard [Z] . Nevertheless, to avoid misunderstandings in the proof of Theorem 1.3, we have to introduce a precise terminology relative to directed or undirected cycles in graphs. Our graphs are finite and loopless. Without loss of generality, we exclude multiple arcs or edges.
Given a digraph D = (X, U), we will denote by D, the underlying undirected graph: A chord e = [C(i), C(j)] of C determines two shorter cycles having e as edge. One is C(i), C(j), C(j + 1) ,..., C(i -l), C(i), the other is C(j), C(i), C( i + 1 ),..., C(j-l), C(j). When C is odd, exactly one of these two cycles is odd and is denoted by C,. When 1 C, 1 = 3, e is called a triangular chord.
A pole of a cycle C is the terminal vertex y of an arc (x, y) E U such that [x, y] is a chord of C.
A path L of D will be considered as an undirected path of D,, i.e., as a sequence of p distinct vertices. We now prove Theorem 3.1. We consider a digraph D = (X, U) satisfying the hypotheses of the theorem. By the definition of parity graphs every odd cycle of D, with length > 5 has two crossing chords [9] . We shall use as well the Burlet-Uhry characterization of parity graphs [6] : all minimal paths joining two given vertices of D, have the same parity. Assume C is an odd cycle of D that contradicts Theorem 3.1, with minimal length. Obviously we have ICI 3 7. We will consider three cases. Subcase I(a). The poles of C, are poles of C. Since C has no consecutive poles, the consecutive poles of C, must be x and y.
If [x, y'] is not an edge of D,, x, y, y' is a minimal path of length 2 joining x and y'. Since D, is a parity graph, the odd path L, induced by C, and joining y' to x is not minimal: some odd chord e' of L must exist; the cycle L,, equals C,. and is shorter than C,, in contradiction with our choice of e. Hence [x, y'] is an edge of D,.
Put f= [x, y']. Since IC,I 3 5, f is a chord of C and we have 5 < / C',i < 1 Cl. By minimality of 1 Cl, either C, has two consecutive poles or possesses two crossing triangular chords. In the first case, the poles are forced to be the endpoints off (otherwise C would have consecutive poles). Therefore x, y and y' are poles of C with y and y' consecutive: contradiction. Hence we are in the second case: C, has two crossing triangular chords. Since C has no triangular chord, these chords are necessarily [x, y] = e and [x", y'] where x" denotes the vertex of C, adjacent to x and different from y'. Hence x" or y' is a pole of C. But x and y are poles of C, thus C contains two consecutive poles contrary to our assumption concerning C: Subcase I(a) is impossible. The poles of C, are poles of C. Since C has no consecutive poles, the consecutive poles of C, are v and w. This is impossible since v is not a pole of C. In the first case, x and y' are poles of C. Thus x' is not a pole of C and we have (x', y) E U. Hence y and y' are consecutive poles of C: contradiction. In the other case, C, has a pair of crossing triangular chords, but no triangular chord of C is crossed. Thus [x', y'] is necessarily a chord of Cr By symmetry, we may suppose (x', y') E U; y' is a pole of C. Hence y is not a pole and we have (y, x) E U and (y, x') E U: x and x' constitute consecutive poles of C. This contradiction proves the impossibility of Case III and achieves the proof of Theorem 3.1. 1
