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New approaches to the prob.Lem of diffract.ion by ,J. penuU:,l.ble wed9e 
:L 
are intro~uced in this thesis. The 111ot.Lvation l1a:1 lH~<:'ll l:o add to L:he powc,r 
of the Geometrical Theory of Di f [raction by obUun i.nq d i.f fracLion coefLLc iPnts 
for torners of penetrable bodies. 
It is shown that a solution clue to Bates (1973, 1900a)enables one to 
determine the field behaviour close to the apex of~ (p0netrable) wedgA. 
Computational examples arc, p1:cs,_>ntcd d,:rnon:,;t1·,1t:.i1lq (.llci~ knowledqc of thif-, 
field behaviour leads to m,n·kfc,d improvr,ulc'Jll~; in Lill, r;L,7\J.i.l.ity .:ind pff:i.ciency 
of numerical solutions. N11mc1·i_c,.1l n'::ul I'.: at<' _pn::;L,111.,,d rur.- clilfc,Jc:t·i.011 IJy 
penetrable wedge-cylinders (i.~,. wcclqr':_: termlnat.c,d .i.n ,·yli11df.'[f3 w.LU1 no clwn<_i<,' 
in slope where they join). Cut--off frequencies aro calculated for cJ.rc\1lar 
waveguides loaded with dielccUc wecl,rcs (these ag.t:eo c1oirn1y with measured 
values). 
':['he null-fh,ld mr!U10d .t.H invok,,c1 to Dtl:.ack UH' i nf.ini l:t, wcr1t.JP pn.>bJ.om. 
The approach adopted here L!J ver.i.Ued !Jy dpplyin<J i.l: 1nil·.i;1Ll y Lo tot:aJ ly 
reflecting wedges. Numerical c~valuations of f.ic,.Ldn d L r·rr;:iclr·d by pE•ncdxable 
wedges, the values of whose 1.eir,:icl:.ivt· ind.ice•:,: ar(: u.t .int,~reHi in practice, 
are presented. Close a9reernent; i.:3 ubl:,aincd with H;iwli11:0; (.l<)77;i) ,Jnd Kami1v,tz:ky 
and Keller (1972, 1975) under the :-;pccial.i.sed cond.i.tJcrns wh.Lch curwl.ra.i11 
these authors' analysis. The very nxxmi: reiml t:•:.; u I' , /no C> l: a.I. ( ·l 9fl0, 19fl4) nnd 
Ki.m et a1 ('I 893) are shown Lo be (unf<_;1·l:u11ctl.F'ly) incuJ."J:(0 c:L. '.l'lw app1:oach 
introduced here for the .i.nfiniLe pc,nr0 U:abJ(-: v1(:cls1e is cl1r,ckcd (only ap}:>J:oxirnalely 
but l1('!Vertheless oncouragin9ly) ,vy; i n,;I ,;aJcnL:il..i.onr, [01: W(:dcw-cylindet·::: of 
small apex an9le and refract.i.v<., j1Klc.,x L,1irly close Lo unity. 
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PJ-ZOLOGUE 
Who is interested in sc2.l::Lerj nq by i1 1x•11c~t t:alJJ.c wedLJe'? 
Physicists: 
Radlow wrote in 1964, " ...... diffruction by a dielectric wedge. 
This problem - or its optical equivalent, the diffn1ctio11 of liyht throuqh 
a prism - has been of interest sin cl~ the era of Newton 1 •••• ". 'l'his is 
indeed an understatement. The basic principle of geometrical optics, that 
light travels in straiyht Li.ne,-; a11cl tlie brvald ny of t hr, ray ,II. re f'lt~cU.nq 
and refracting surfaces was c1evelopccl d.',; c•ar·ly a~; Ll1<• titnc of Euclid (2f30 BC). 
Ptolemy (100-170) taught the equality of the c1ngl e of .l11ciclrn1ce and reflection 
and experimentally found a fair approximation Lo t:he law of refraction. 
Aristotle (384-322 BC) was captivaled by the beauty of Lhe riJlnhow and Newton 
(1642-1727) performed the well known cxperime11t of pasHing light through a 
prism. At about the same time, Snell ( 1Sf30-1G2G) vn!S('Tltod li:Ls well known 
law of refraction in 1621 and De~scartes (1596-1650) appl Led the law to Lhfc 
theory of the rainbow. The research in this topic, thouyl1 lnteresting and 
important in its own right, however, was overshadowed by l:ho rcsearch1:.\s into 
the wave/particle properties of light [ Newton (1642-177.7), I!uoke (1635-1702), 
Huygens (1629-1695), Young (1773-1829), Brewster (17Bl-18G8), Franklin (1706-
1790), Euler (1707-1783), Fresnel (1831-1879), Cauchy (1789-1857) J. 
Maxwell's (1831-1879) Treatise on Electricity and Magnetism (1872) completely 
dominated the stage at that time. 'l'he revival of the research .interest into 
scattering by wedges came only near the end of the nlneLoenth century, wlrnn 
the research into perfectly conductiny wedges (as a special case) once again 
brought the problem into the lirneJ.ight. 
Mathematicians: 
Jones and Pidduck (1950) wrote, on diffraction by wedges, "'J.'he general 
theoretical problem of diffrilch.un h; tJ1<1I ,,r an electric wuvc fa.llin':J on ·a 
mass of dielectric . is i.n l:i:cictab.l r.'." Jlowc,!ver, nwthcrn;:1 ticians must 
be credited with the revival of re1:1ea.rch i11t:c•1:ect. in 1:Jc:atteri.11,:1 liy wed<Jcs when 
they attempted and successfully solved the special case o.f sc.:i.tted.ng by a 
' 
conducting wedge, Poincar~ (1892, 1897), MacJanald (1895), Sommerf•ld (189G), 
Bromwich (1915) and Carslaw (1920) are 1.,ul· i-1 J'e:w <)f t:.hr,, 
early pioneers, to whom t.hn crc~cl:i t n F l c1y i.nq n stxonq foundut.i.or1 
\, 
iv 
for this subject must be given. The momentum of the research effort was 
kept alive throughout the years by such as Kontorowich and Lebedev (1939) 
who established the solution by means of an integral transform, Bouwkamp 
(1946) who discussed the singularities which occur at sharp edges, Jones 
and Pidduck (1950) who consider~d diffraction by metal wedges, Keller and 
Blank (1951) who developed the solution for an incidlinL plane wave and 
Oberhettinger (1954) who solved the problem for a11 lnidont cylindrical wave. 
At about the same time, other variations 011 Lha general wedge diffraction 
problem started to appear in the literature; as the interest in the subject 
heightened, Wedges with one perfectly conductiny face and one impedance 
face were considered by Karal and Karp (1958), Karal, Karp, Chu and 
Kouyoumjian (1961) and Chu, Kouyoumjian, Karal and Karp (1962). Absol:binq 
or impedance wedges were considered by Felsen (1959), Karp and Karal (1959), 
Latz (1973) and James (1977). The dielectric half-plane was examined by 
Collin (1960), Rawlins (1977b) and Anderson (1979). The special case of a 
right-angled dielectric wedge was studied oxtensivoly throughout this period 
by Radlow (1964), Kuo and Plonus (1967), Kraut and J,ol11na11 (1969) and Rawlins 
(1977a).. Attempts have also been macl0 to solve tho problem of diffraction 
by dielectric wedges of arbitrary angles. Meixner (l'J'J2), IJalling (1973a ,b) 
Bates (1973), Hurd (1976,1977), Anderson and Solodoukhov (197H) and l1orntc~on · 
(1978,1983) contributed to the~ subject. TJ11fo:rl:unal:nly, t:hon1 .i.s as yet no 
general agreement that any of those solutiom, an~ trcnera L.ly valid. 
Engineers: 
"The edge condition allowL, us to . . gai.n a significant improve-
ment of the calculation .... , " wrote Vassallo (197G) in his paper m1titled 
1'On a direct use of edge condition in modal analysis." 
The study of electromagnetic diffraction by d.i.E~lectric wedges is of 
particular interest to engineers, as can be seen from l:110 numerous papers 
produced in the last three decades. Representative publications are 1 in 
the theory of dielectric vmveguirJe matchinq, 1 James mfrl Gal 1<~ tt ( 1972-73) 1 Mittra 
(1971), Kapilevich and S:Lmin (1976) and Taketisnka nncl T•'t1ln11ni brn (19B3); in 
the theory of resonators, Kuriko (1968); in radio wave propagation over 
earth, Clemmow (1966); in dielectric antenna design, ;-Jamwa1 and Dahr (1981) 
and pamwal, Vakil and Dahr (1982); .i.n the milUroeL.re·--wave power comb.i.ner, 
Wandinger and Nalbandian (1983); in coup1ing mechanism in integrated optical 
devices, Wang and La ybourn ( 198 3) . Furthermore, Maurer and Felsen (1967) 
used a. ray-optical approach to study (c'clqr• cl if fraction wld.le KimJ z.1nd Ilusting 
V 
(1971), Landstorff\r (19"/5), Balli119 (l'Y/J,1,b) .:tnd Kumat (l9f31) rneaHi.red tlw• 
field diffracted by the edge e:<pr~cirnentally. 
Analogous problems to Lhat of the clieJ L,cti:ic we<lge also appear in 
the fields of acoustics and elasticity. See, for exan~le, the papers by 
Kraut (1968), Kapustianskii (1976), Poruchikov (l97(i), Larsen (1980), Gautesen 
(1983) and Papadopoulous (1983). It should finally be noted that Yu and 
Ludduck ( 1967), Vassallo (l'J7C,0 1 , Mur (l')iUa) and Okttno and Yasuura (19B2) 
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The problem of penetrable weclcJe diffract.ion hn.9 a lon<J I oulstanclin9 
and controversial history. The optical eguiva.lent of Lh,,, problem, that of 
light refracted at the faces of a glass prism, has aroused interest since 
the era of Newton. To the mind of the uninitiated, th(! problctn is nothing 
but trivial. Since Snell established a solution for the refraction problem 
as early as the eighteenth century, one might assume that there should be no 
problem at all in formulating a solution to the cornisponding diffraction 
problem. After all, what one has to do is to move the light from the prism 
faces to the apex. Un.Eortunately, the problem is not as simple as it may 
seem. Throughout the years, it has not ceased tu puzzle many of the more 
notable field theorists. 
The interest in the penetrabh, wedge cli ffraction problem of this 
author is largely due to the influence of Prof. Bales. The major portion 
of this thesis is devoted to attempts at n11merical solutions to this long 
standing problem. Many differ~:nt apJ.>roo,__:h,0,:-; 11.:.tVCc bcfm .:iU:.empted. Sc>1nc 
have failed miserably and some have had limited success. The most cncouraq-
ing method presented here is the combination of a ray-·optical and a modified 
(radial) null-field approach. i~e advant.:.tge of using the ray-optical field 
as a basis to build up a complete solution has been argued conv.Lncingly by 
Keller, Ufimtsev, Wu and Tsai and Vasil'ev and Solodoukhov. The viability 
of the modified radial null-fiec~Ld method, ,1:" a}.1plied Lo infinite body ~,ca ti.er-
ing, is established in this thesis. The method is shown to be analytically 
correct for the infinite conducting wedge diffraction problem. Results rlre 
reported in this thesis and are compared to those obtained by other authors. 
In order to fully appreciate the penetrable wedge diffraction problem, 
understanding of analytical and numerical constraints in electromagnetic 
field computations is essential. i'his is the rEJason why the .lon9est ch,1pter 
in this thesis is devoted to discussing these basic concerns. 
A chapter on the inverse scattering problem l1as r11so been included. 
The various known solutions to inverse problems slem from tho knowledge 
acquired from studies of basic electrom,1,JrieLi_c fj Pld dif fnicti on concepts. 
The numerical work done in at.temptin<_r these inverse problems also helps to 
lay a foundation for the more sophisticated work required in the penetrable 
wedge problem. 
The thesis itself has b('en d.i_viclecl into thn'," p.:11:tc~. The Ilrst part 
deals with general concepl~s of direct. and inverse scatb:1r.ing problems. It 
consists of two chapters. Section l. .l defines tlin (dl1:P.cl and inverse) 
scattering problems. The concepts of rays and reflection and refraction 
are introduced in Section 1.2. Section 1.3, however, deals with the wave 
nature of the electromagnetic field. For two-dimenH i.u11al problems, which 
are of primary concern in this thesis, the vector wnvo equations of the 
electromagnetic field can be reduced to scalar wave> oqnations. So, a basic 
scalar wave equation is derived in l:oc2ction l. 3 and th,, assocJat:ed boundary, 
radiation and edge conditions are introduc~d. Exact· solul:.ions l:o canonical 
problems are discussed iri Section 1.4. The general soJ.utlon to the wave 
equation is introduced. Analytical continuation and the Rayleigh hypothesRS 
are also discussed. Section 1.5 is devoted to tho mal:.rix solution of scatter-
ing problems. Various different methods, like point matching, finite 
difference/finite element, integral e4uatio11s and the null-field method, are 
outlined. The construction, stabilil:y and solution of matrix ec1uations are 
also discum;ed. The last section of Chapter l, Section l.G, on the other 
hand, presents various approximations to the scattrn ing problems. Geomet-
rical optics, physical optics, the Rayleiqh-Gans approximat:.Jon, the Rytov 
approximation, the geometrical theory of diffraction and the physical theory 
of diffraction are discussed. 
Chapter 2 introduces aspects of inverse scatto.d.ng. 'rhe degree of 
coherency of an electromagnetic field, the dimensionality dlf[icl1lty, and 
the questions of stability and w1iqueness when att~nvtlnq solutions to 
inverse scattering problems are also discussed. State of the art techniques 
in the solution of inverse problems are introduced in Snction 2.4. Section 
2. 4 also contains a list of equations, from which theoretical n~solution 
limits for inverse scattering problems can be estimated. 'l'his work was done 
as part of the author's doctoral research programme and has since been 
published (cf. Seagar et al. 19•4). Sec l: . .i.u11s ;>, • .5 and 2. 7 aluo introducP. new 
techniques devised during the course of th.i.H r.·cscarch. A simple algorithm 
for the solution of inverse source problems is presonteJ in Section 2.5. In 
Section 2.6, the possibility c)f extending this simple algor.ithm as the basis 
for an initial estimate for a sophisticated inverse scattering algorithm is 
discussed. The null-field method, which 11,.w been shown to be useful in muny 
dire'ct and inverse scattering ,p.roblems (cf. /'.al.er:: <'111d W.:iU. 1<)77), is formulated 
for the general inverse scattering problom in Section 2.7. The viability of 
the formulation is tested by considering a simple example; the .reconstruction 
of (conducting and penetrable) circular c:ylindl~rs ftom computer-generated 
far-field scattering data. 
Part 2 of this thesis is devoted to various aspects of infinite wedge 
problems. Section 3.2.1 describes how the Kontorowich-Lebedev transform is 
used to solve the perfectly conducting wedge diffraction problem. S0ct.i.on 
3.2.2, however, points out the reasons why the samt, met-.hod cannot be used to 
solve the penetrable wedge diffraction Jffo!Jlc,111, a] tho11qh Wall ( 1984) has 
indicated possible ways of overcoming these difficuJtir•s. In s0ction 3.3, the 
viability of a modified form of null-field method called the radial null-
field methods, is tested by comparirnJ iL with c1 standard formulation of diff-
raction by a conducting wedge. This new approach to scattering by infinite 
bodies is the basis of the major contribution reported by the author in this 
thesis. 
Chapter 4 contains an introduction to the infinite penetrable wedge 
diffraction problem. General difficulties one encountorR in Rolving pene-
trable wedge problems are discussec1 in Sec Lion 4. l. Notationn c1nd term.in-
ology which are used throughout this thP!,is cu:c also inlroducr!d. 'rhe main 
part of this chapter is a review and general discus1;lon of the literature 
relating to the penetrable wedge diffraction problem. Section 1.2 discusses 
field singularities which exist close to the upex of Urn wedcJe. 
4.3 and 4.4 briefly outline the various approaches presented in the literature 
for riqht-angled and arbitrarily-ancJled penetrable wcdqe11 respectively. 
Chapter 5 delineates an approach devised by Bates for solvinq the 
penetrable wedge diffraction problE~m. Al though one cannot obta:Ln a complete 
solution based on this approach, nevertheless, it _pnisenLs a clear picture of 
the field behaviour close to the apex of a wedge. 'rhe numerical benefit of 
this knowledge is expounded in Chapter 6, where an example is used to illus-
trate the enhanced computational efficiency realised by employing this know-
ledge. 
In Chapter 6, diffraction by a wedge-cylinder ifJ evaluated. 'l'hree 
methods are employed. The first method incorporaLes t.hc aclch t-Lonal know-
ledge mentioned in the previous paragraph. The second method uses an 
arbitrary field expansion. The third m,.:!thod, which .Ls due to Mori ta ( 1.979) , 
makes use of two coupled integral equaliuns, thus avoiding the need for prior 
knowledge of the analytic behaviour of the edge field. It J.s shown in 
Chapter 6 that the first method, llc-ilJJq tJv, ,•c,J n~ct fi.t~ld expaw3ion, is most 
stable and efficient numerically. 
Chapter 7 introduces two specialised solutions to the penetrable 
wedge diffraction problem. Special constraints (i.e. the incoming field 
is incident symmetrically on the wedge, and the wedge angle must be greater 
than TI/2 and less than TI), are needed. Furthermore, the difficulty of 
relative convergence (cf. Section l.5.1.2) · implies that these approaches are 
useful only when a sufficiently large computing facility is available. 
In Chapter 8, the radial null-field rnethucl, which is inhoduced in 
Chapter 3 and is used there foJ: evcJ lua ting conduct inq W(!clcff' d.i ffraction, is 
applied to the penetrable wedge. Numerical rosull:.u fot tho diffracted fields 
are generated and are shown (cc,mputat.ionally) to be out •Joiny. D.i [fraction 
patterns are also evaluated and compared with those obtained by Rawlins (1977) 
and Kaminetzky and Keller (1975). 'l'he agreement is encourag:l.ng. 'I'he 
diffracted fields in the back-scattering region, of U1e infinite penetrabl~ 
wedge and of the wedge-cylinder, are also shown to correspond usefully. 
Chapter 9 reports the experimental results obtained in this research. 
The theoretically calculated and measured cutoff wave numbers of a circular-
cylindrical cavity loaded with dielectric sectors (cf. Llectlon 9,1) are 
shown to agree to about 1% in mor;t ca:0;es and a Lwnyu l>c,\U.r_\l" Uwn :J.'r,. A 
preliminary parallel-plate scattering experiment is described and possible 
ways of improving it are discussed in Section 9.2. 
Part 3 consists only of Chapter 10. G<'neri:tl. conclusions are drawn 
there. Also, suggestions are made for further researcl1 into the direct/ 
inverse scattering problem in qeneral, and the penetrable wedqe diffraction 
problem in particular. 
Based on the results reported in this thesis, an article has already 
been published and another has been submitted for publication: 
(i) Seagar, A, Yeo, T. S. and Bates, R. IL T. 'Pull wave computed 
tomography Part 2: Resolution limits' IEE Part A, vol 13'1, pp 616-622, 
1984. 
(ii) Yeo, T. S., Wall, D. J. N. and Bates, R.H.T. 'Dif[ractJon by a 
penetrable prism' submitted to the Journal of Opt:ical SocieLy of 
America, special issue on direct scattering problems. 
Other papers which are presently being prepared for publication are: 
(i) Yeo, T. S., Wall, D. cT. N. and Bate[.;, R. II. 'l'. 'Diffraction by a 
penetrable prism'. To be submitted Lo Proc. IEE Part A. 
(ii) Bates, R.H. T., Yeo, T. S. and \,IJall, D. J. N. 'Inverse Optics II'. 
To be submitted to Proc. SPIE. 
(iii) Yeo, T. S., Wall, D. J. N. and Bates, R.H. T. 1 7\spect of penetrable 
wedge scattering'. 
Propagation. 
To be submitted to IEEE Transaction on Antenna 
(iv) Wall, D. J. N., Yeo, T. s. and Bates, R.H. •r. 1 1\pplication of Null-
field method to inverse scattering problems'. 
Wave Motion. 
'J'o be submitted to 
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1.1 THE PROBLEM 
Studies of interaction between waves or wave-like motions and 11atural 
or man-made objects have long been oE interest to engineers and physicists. 
Although the interests of individ11al researchnrs vary and their researches 
can be widely divc1~sified, they arc, neverthelc!SS chiefly concerned with the 
same underlying mathematical physics. It is therefore appropriate to begin 
this thesis by introducing some general ideas supported by suitable termin-
ology and notation. 
Wave It can either be wave motion, particle beam or radiation, the 
mathematical physics of all of which can be reduced to a conven-
ient canonical form: 
0 (1.1) 
Where 1/1 == 4' (p; q,, k) , .Ls a scalar function wh.ich describes the 
wave motion and A = A (p; 11, k) is called the generalised constit-
utive parameter by Bates (J.984), who shows how the rnathrc!tnatical 
physics of the various processes can be reduced to canonical form 
with the aid of formulas presented in Chapter 2 of the treatise 
by Morse and Feshbach (1953). 
Object - It can be anything that is capable of interacting with a wave. 
It can either be natural (e.g. a human body as in X-ray computed 
tomography) or man-made (e.g. an antenna in radio communication). 
The main concern of this thesis is with the interaction of wave 
and isolated objoct. An isolal:ed object is defined as an objs}ct 
with bounda.ry/boundac.i.nH wl1ete d jump in the goner.al constitutive 
parameter occurs i.e. JA/J~ 
normal on the boundary. 
whet·e 1~ dl~11oten tlie oul:ward 
There are two general situations a researcher may encounter in the 
study of wave-object interaction; 
(i) Direct problem: 
The researcher is to det0rmine the wavP scattered by an object with 
known general constitutive parameter. The incident wave used to probe the 
object is fully under the researcher's control. 
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(ii) Inverse problem: 
It has, by itself, two subdivisions: 
(a) Inverse scattering problem: 
The researcher probes an unknown object with a known incident wave, 
and is to determine the general constitutive parameter of the object from 
measured values of the scattered wave. 
(b) Inverse source problem: 
The researcher measures the radiated wave from a certain unknown 
distribution of sources and is to re-construct the distribution from 
measured data. 
Direct problems are of interest in engineerin9 applications like 
waveguide matching (cf. Mittra and Lee 1971, ~~ection 2.2), resonators 
(cf. Kuriko 1968), radio wave propagation (cf. Clommow 1966, Section 5 .1), 
radar scattering (cf. Bates 1969c), antenna design (cf. Silver 1949) and 
many others. Solutions to direct problc!m,,; can alno be valuable in l.(~acling 
to a better understanding of inverSE\ !cJroblems. Alt.ho1.19h 1·.he direct problem 
is usually the easier of the two to solve, there rcmaJn restrictions on tl1e 
type of direct problem which can be solved arbitrarily accurately. Full 
analytic solutions are restricted to a few bodies having shapes so simple 
that they can be fully analysed straightforwardly by the method of separation 
of variables. Solutions for objects wH.h cornplicat<,cJ f,hapeG an-! limited by 
the computer memory space available and the stability of the·numerical 
techniques which are used. However, most surprisingly, not all problems 
involving objects of simple shapes have been solved either analytically or 
numerically. The problem of wave scattering by a wodge into which the wave 
motion can penetrate (this is the main concern of this thesis) has still not 
been solved explicitly. 
Inverse problems abound in science and engineering. Typical ones 
are: antenna synthesis (Deschamps and Cabayan 1972), computed tomography in 
medical physics (Bates, Garden and Peters 1983), and profile inversion in 
geophysics (Backus and Gilbert 1967) . Inverse source problems are encounterE,d 
in, for example, astronomy (Bates 1982) and photon emis,;ion computed tomo-
graphy (Garden 1984). 
In real world situations, all objects are three-dimensional. 
However, in most cases, a technique dccJvised for sol vin9 a l:wo-dimensional 
problem can be generalised for three-dimensional usc8. Furthermore, in 
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cases like computed tomography, two-dimensional images can be stacked· 
together to form a three-dimensional reconstruction. It is, therefore, 
appropriate to start by considering the two-dimens.i.onal version of a 
problem since, besides offering physical insight, it involves less algebraic 
and computational complexity. 
1.2 RAYS 
1.2.1 Rays and Caustics 
Consider a wave propagating in the direction AA' (Fig. 1.1). Let 
dA1 be an element of area on the wave Cron I: r1 . Since the wave front is 
in general curved, dA1 possesses two principal radii of curvature p1 , 02 . 
The ray along AA' is called the axial ray while the rays emanating from 
each point (along the out.ward normals at the point) on dA1 form a tube of 
rays about the axial ray which intersects, as shown in Fig. 1.1, a second 
wavefront r2 for which the element is of area dA 2 . Note that r1 and r2 
can be said to be parallel in the 'curviJ j_nr·,ti:-' ,;en1-1e that all the rays 
impinge upon them perpendicularly. The ray bundle surrounding the axial 
ray is appropriately called a pencil of rays. Since the direction of 
power flow is entirely along the rays, and since the propagation is assumed 
lossless, energy must be conserved. This implies that 
_.__ _ _:t 
c;tl1U 
respectively. The ratio of the two elemental areas 18 given by 
( p +r) ( p +r) 
1 2 
(1. 3) 
where r is the distance along the axial ray between dA1 and dA2 . 
Furthermore, a phase increment of -v k .d9, results when an electromagnetic wave 
transverses a distance di in a lossless dielectric medium of refractive 
index V. Therefore one can express the field E2 at r 2 in terms of the 
field E1 at r1 as 
(1. 4) 
where k = 2i;~ is the wave nunuwr. If the radii of curvature are finite 
but not equal to each other, the fiel,1 is said to be astigamatic. When 
P1 = P2 , the field is propagated as a spherical wave. If one of: the 
principal radii of curvature is infinite then the field propagates as a 
cylindrical wave, but if both radii of curvature are infinite, the wave is 
plane. 
caustic. 
When r is (-p1 ) or (-p 2), I\: Ls infinite und there is said to be a 
In general these are caustic surfaces over whicl1 (1.4) gives an 
infinite value for the field. In some special cases these surfaces are 
coincident. These can in turn degenerate to a single curve (a caustic 
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locus) or a single point (a point caustic). As a caustic surface is crossed, 
an additional phase shift of TI/2 must be added to the quantity on the RBS 
of (1.4). 
1.2.2 Reflection and Refraction 
If the field given by (1.4) is incidental upon a curved boundary as 
in Fig. 1.2, then, in general, it will split up into reflected and refracted 
fields and generates a surface field and a diffracted field. For a plane 
wave impinging on a planar interface of materials having identical magnetic 
permeabilities, Snell's laws (cf. Jones 1964, Section 6.5) states that (Fig. 
1. 3) 
( i) The angle of incidence j s equal to the '3.ngle of reflection, 
i.e. 8 = 01 . 
(ii) v1 sin8 = v2 sin 02 
where v1 and v2 are the retractive indices of the two media. 
(iii) For E-polarisation (i.e. electric vector perpendicular to the, plane 
of incidence), the reflection coefficient is 
( 2 2 2 0) 
Li 
v cosO v2-v1 sin l 
R = E 2 ') 2 ".l 
v1cos0 + ( \)2 -\);: sin (I) 
(1. 5) 
and the refraction coefficient J_s 
2 v1cusO 
TE 2 2 2 -, 
v1cos0 + (v2-vl sin 0) 
( 1. 6) 
(iv) For H-polarisation (magnetic vector perpendicular to the plane of 
incident), the reflection coefficient is 
2 2 2 
\/ cos0 ·· v (v -\! 
2 1 2 1 
and the refraction coefficient is 
') 










(i) If v2 < v 1 and the incident angle 0 is such that tan0 v 2/v1 , then 
RH= 0. This value of 0 is called the Brewster angle. 
(ii) If v2 < v1 and v 1 sinO > v2 , total reflection occurs and there is 
no average flow of energy into the second medium. However, a surface 
wave is generated such that energy enters the second medium along one 
edge of the primary beam, travels along the interface and then leaves 
at the other edge, the reflected wave being displaced (Fig. 1.4). 
This phenomenon was discovered by ~ss and Hanchen ( 194'/) and it 
needs to be taken into account when rl~signing opt.ical fibres and 
surface waveguides (cf. Falsen and Marcuvitz 1973, Section 1.7). 
In general (Fig. 1.2), the reflected and refracted fiolds are not 
only dependent on the reflection and refraction coefficients of the local 
environment about the point of incidence, but are also dependent on the local 
curvature of the interface, which modifies the curvatures of the reflected 
and refracted wave fronts, i.e. 
(1. 9) 
E = T E 
refr. 1.nc. 
(1.10) 
where p1 , p 2 are the radii of curvature at P, and r 1 and r 2 are measured 
along the reflected and refracted rays respectively. Rand Tare the (matrix) 
reflection and transmission coefficients respectively. 
1. 3 WAVE EQUATION 
The Maxwell's (James Clark Maxv✓e lL .l U ll ···1879, cf . .:ronc:; 1964, 





'v X E + clB/at 0 
'v X H dD/clt J 
'v • J + ;J s/clt 0 
0 
'v•D = s 
E is the electric field vector, 
H is the magnetic field vector, 
D is the electric flux density vector, 
B is the magnetic flux density vector, 
J is the electric current density vector, 
s is the electric charge 
,T = OE 
B pH 
D cE 
µ = µ µ , s 
o r 
C S , C 






µr relative permeability, 
s = permittivity, 
E = relative permittivity r 
V = refractive index 
µo = permeability of free space 4·/1 X 10-"/ II/m 
E = permittivity of free s_pac:0. -· J./J6n X 10- 9 
0 
_11 
c = speed of light in f.t'l!(' ~:.pace = ( \J C ) = 
() 0 
F/rn 











When considering a ti.me-harmonic field :i.t is conveniE:mt to rewrite each 
of ,the field vectors (taking V to rcpi:·esont a11y one of them) as V exp ( j w t), 
where Vis now understood Lo be a function of the spatial coordinates only. 
The time dependence of V is en L:.irely expressed by exp ( j(vt) , where j = /.=-i" 
and ~) = 2nf is the angular frequency of the field. 
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The time-harmonic field equations are: 
V X E + j (1) B 0 (1.13a) 
V X H j /1\ D J (l. 13b) 
V . J + j w ,, 0 (1. 13c) ,., 
V . B 0 (1. 13d) 
V . D co s (1.13e) 
Manipulating (l.\J.3a) gives (cf. Appendix to Chapter l of Morse and Feshbach 
1953), 
V x ( V x E + j ul B) 
= V X V X E + j (U V X B 
1/(V•E) 
2 - V E + j (1\ p(J + j ul D) 
V('v'.D)/E 
2 
- V E + j 
2 
w JJJ-w ]JEE 
2 
Vs/E - V E + j <11 JJ ,J 2 (Jl )JEE = 0 (1.14) 
i.e. 
V2 E + (i.) 
2 





-s = j (ti µ ,J + Vs/E p (1.16) 
represents the overall density of the sour er':~ of the electromagnetic f i.elcl. 
A similar equation can be derived for the m0gnetic field vector H. As a 
consequence, each Cartesian component of E and H must satisfy the scalar 
Helmhotz wave equation: 
,..,2 2 2 
V '!' + V k '!' 
'2n ½ 
where k = -= 2nf/c = (Ji(µ r) 
A . 0 0 
and ~, is a Cartesian component of E or H. 
Furthermore, i can be divided into two parts, namely the incident wave 
i and the scattered wave i , i.e. 
inc sc 
'!' + inc ' SC 
(1.17) 
( 1. 18) 
(1. 19) 
As mentioned in Section 1.1, this thesis is concerned mainly with 
two-dimensional scattering problems. ~ two-dimensional scatterer is a 
cylinder with its axis of generation parallel to the z-axis of a Cartesian 
coordinate (x,y,z). Furthermore, in a two-·dirnensional scattering problem, 
it is assumed that there is no variatinn of field components in the z-
direction. 
plane z = O. 
Let a be such a two-dimensional space coinciding with the 
Son is in the x,y-plane. Partition (Fig. 1.5) Q into 
and Q , where a consists of all points inside a scatterinq boundary c 
+ -
and a consists of all points outside the boundary c. 
+ 
Q is further 
partitioned into a and a I where a 
-+ 
consists of all points inside a 
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circle C inscribing C and a consists of all points inn 
-+ 
not included in 
Q Similarly, Q is partitioned into O and SI , where a consists of 
+ . ++ +- + 
all points outside a circle C circumscribing C and a consists of all 
+ +-
points in Q+ not included in a Let (p;¢) denote the cylindrical polar 
++ 
coordinate of an arbitrary point Pin a, (r;B) denote the cylindrical polar 
~ 
coordinate of an arbitrary point Q on c, and n a~note the outward normal to 
Cat Q. 
Furthermore, any two-dimensional eJectro111c1,JtH~t.i.c: field can be broken 
down into two parts, one without a z-eJ.ectric component and one without a z-
magnetic component. The part of the field which has only the z-magnetic 
component is called the H-polarised field while the part of the field which 
has only the z-electric component is called the E-polarised field. 
Since the E and H polarised fields are each scalar, from now on, 
therefore, the Helmhotz equation (1.17) is used rather than the vector wave 
equation (1. 15). Furthermore, unless otherwise stated, all subsequent 
quantities representing fields and source:~ are functions of two space 
dimensions only. 
In general, there is an infinite number of solutions which satisfy 
the wave equation (1.17). However, in order that 111 can be a physically 
viable solution to an electromagnetic field problem, it must also satisfy 
the Boundary Conditions, the Radiation Condition and the Edge Conditions, 
all of which are discussed below. 
1.3.l Boundary Conditions 
Several commonly encountered boundary conditions in scattering 
problems are; 
(i) Dirichlet boundary condition: 
This condition applies to the acoustic velocit.y potential at a soft 
boundary or the tangential electric field (and the normal magnetic field) at 
a perfectly conducting boundary. Referrinq to Fig. 1.5, the Dirichlet 
boundary condition requires that 'l' (Q) = 0. 
(ii) Neumann boundary condition: 
This condition applies to the normal derivative of the acoustic 
velocity potential at a hard boundary or the tangential magnetic field (or 
normal electric field) at a perfectly conducting boundary. Referring to 
Fig. 1.5, the Neumann boundary condition requires that a'!'(Q)/8~ = O. 
(iii) Impedance boundary condition: 
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The impedance boundary condition requires that 1l'(Q) + f(Q) 8'1'(Q)/8n 
= O, where f(Q) is called the impedance function of the boundary. 
(iv) Penetrable boundary condition: 
·The penetrable boundary condition requires 
\{I +(Q+) = g (Q) 1p (Q_) and cl 1P (Q ) / 811 h (Q) a1v (Q l; at-i - + + 




and g(Q), h{Q) describe the boundary condition at Q. When g = h ~ 1, the 
penetrable boundary condition reduces to what is here called the uniform 
boundary condition. 
1. 3. 2 Radiation Condition 
Jones (1964, Section 1.27) points out that, in order to ensure that 
the solution to the wave equation is unique, ~, , must have the character of 
SC 
an outgoing wave far away from the scatterer. This is known as the Sommer-
feld Radiation Condition. Tt- is 
I P!:i Ill r (P) I << a conr.;tant 
sc· 
(P) I + O } 
as p + 0 ' 
1.3.3 Edge Conditions 
The boundary condition specified in Section 1. 3. l applies only at 
points where the boundary curve is analytic. At any point Q where C ceases 
to be analytic, the field 'I' itself becomes singular in the sense that not all 
of its derivatives exist in the neighbourhood of Q. In order to ensure that 
~, is physically meaningful, it must then be explicitly required that power 
must be conserved in the neighbourhood of Q. 
Real [ lim 
a-+o r 1T r E X H d ; j -> 0 
0 0 
This is formally expressed by 
(1.20) 
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where a is the radius of the circle C enclosing the edge (Fig. 1.6). 
1. 4 EXACT SOLUTIONS 'l'O SCATTERING PROBLEMS 
Exact solutions to scattering problems are possible only for a few 
simple shapes whose boundaries coincide with the coordinates of one of the 
eleven separable coordinate systems (cf. Morse and Feshbach 1953, Section 5,1). 
Many of those results can be found in the collection of articles edited by 
Bowman, Senior and Uslcrnqhj (1969). Unfor!:.un,1tely, not all simple objects 
which satisfy the above criterion can be successfully handled by the method 
of separation of variables. As mentioned earlier, the problem of diffraction 
by a dielectric wedge falls into this category. 
The eleven separable coordinate systems are: 
( i) rectangular, (ii) circulat~-cylind.rical, ( ii:i) elLLpt:Lc-cylinclrical, (iv) 
parabolic-cylindrical, (v) spherical, (vi) prolat.e :JI:>heroidal, (vii) oblate 
·spheroidal, (viii) parabolic, (ix) conical, (x) ellipsoidal, and (xi) 
paraboloidal coordinates. 
Further discussion of these coordinate systems can be found in the handbook 
compiled by Moon and Spencer (1971). 
1.4.1 General Eigenfunction~ 
For the case of cylindrical polar coonlinat:es (p;1i ), the Helmhot7. 
wave equation (or the monochromatic, or time independent, or reduced wave 
equation) 
,/ 'V + \> 2 k 2 'I' 0 
for 'V becomes 
a2 l a l a2 ~' 2 k2 'l' (- + --+ - ) + \) 0 
clp2 () clp 2 a~2 p 
where k is the wave number and \! is _the refractive index of the medium. 
A special solution f for f can be constructed by writing 
a 
where 
' a ~' (p;<~) Ct 
R = R(p) and 0 
R 0 





Since the functional dependenciesupnn p and¢ of, arc separately character-
ct 
ised by the two distinct functions Rand 0 , resJ.Jectively, f is said to be 
Cl 
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a solutioh obta.ined by separatibn of variables (Morse and Feshbach 1953, 
Section 5 .1). When ljl is substituted for ljl in (1.22), the latter becomes 
a 
2 2 
d 2R .e. p dR 2 J 2 2 1 d 0 (1.25) --+ + V _( p = -2 
R 2 R dp 0 d</i dp 
Since the LHS (1. 25) is a fuhction of p only and the RHS (1. 25) is a 
function of <p only, they must both equal a constant ln order for (1.25) to 
be consistent. 
equations 




whose solutions are (cf. Morse and Feshbach l9S3, Section 5.1) 
R = a C (kp) + b C (kp) 
a ~ a -a 
and 
0 = c sin (a<p) + d cos (a¢) 
CJ, (J, 
and a particular solution to the wave equation (1.21) is then 
'¥ = R 0 
ra C (kp) + b"' C (kp)] [c sin(a<I>) + c1 (cos aqi)] ~ a a ~ -a · a a 
where C (kp) is a cylindrical function of (complex) order a (Moon and 
a 
( 1. 26) 
(1.27) 
(1.28) 
Spencer 1971, Section 7.09), a I b, c and d_ are expansion coefficients. 
Cl Cl U u, 
(l.2CJ) is referred to from now on as the general eigenfunctions for the 
two-dimensional Helmhotz equation. 
1.4.1.1 Properties of Cylindrical Functions 
The cylindrical functions C (z) include (i) Bessel functlons of the 
(Y. 
first kind J (~), (ii) Bessel functions of the second kind Y (Z), (iii) 
a a 
Hankel functions of the first kind II (l) (z), (iv) Hankel functions of the 
Ct 
second kind H ( 2 ) (z). Some properties of the cylindrical functions ar~ 
a 
(cf. Chapter 9, 10 of Abramowitz and Stegun 1965): 
:i [exp(-jlrn) ,J (z) - ,J (Z )-] 
Ha (1) (z) 
CJ, -a . 
(i) J (z) + j y (z) sin (ct1T) ct a 
j[~(z) exp(ja1T)J (z)] 
( 1. 29) 
H (2 ) (z) 
-
J (Z) j ( z) 
a 
= y == 
a a a sin (m1) 
I~\ 
( ii) J (z) = (-1) '"' J (z), Y (z) 
-n n -n 
I·-\ 
(-l) Ill/ y (:z,) 
n 
12 
H (l) (Z) 
-a 
( 1) 





( ' ) ll ( 2 ) ( ~.) exp -JC:01 , 
a. 
(iii) when lz!;laJ-+ o, 
Ja(z) = (z/2)0'/r(l+a) , a i, r 
y (Z) = -
a 
y (Z) • 2 
0 
( l) 
H ( z ), 
a 




-a. r ( l'I.) ( z/ 2) / n , f/.(~ a 1 ( n) > 0 
tn ( z) /1f . 
j Y (z) 
a 
- j y ( z) 
a 
(iv) when I z I ! I a I -+ 00 
J (z)-+ (2/nz)½ cos(z-an/2 - n/4), larg (z) I < 1f 
a 
Y (z) • 
a 
(2/n z)½ sin (z-an/2 - n/4), larg (z) I < TT 
H ( l) ( z) • 
a 
(2/TTz) ½ exp (j [z-a·n/2 - n/4]), - TT < arg (z) < 27f 
(v) when la.I-+ 00 , 
a -½ 
J (z) • (ez/2a) (21ra) 
a 
-a ½ 
Y (z) -, - (e z/2a.) (2/no.) 
a 
(vi) generating function: 
(vii) 
00 
exp (z(t-l/t)/2) t 11 J (z) 
n n==-oo 




. ciy = 
sin 
C (u) J (v) 
a+n n 
n = - "' 
cos 
sin n(H Iv• exp (ljf:',) I < lul 
The restriction I v exp (±jB) I < !ulis unnecessary when C J 
and a is an integer or zero. 
(viii) multiplication theorem (Watson 1966, Section 5.21) 
00 
J (vz) = l F (a,v) J 2 (z) , a ¢ I a n a+ n 
n=O 
(1. 30) 
( 1. 31) 
(1.33) 




F (a,v) (a+2n) 
C( I (-1)9, where \) T 9., (a, v ,n) n 
!l=O 
T,Q,(a,v,n) 
2 ,Q, r (a+n+£) /(1', ! (n- 9.,) ! r ( o,+£+1)) (1.36) and \) 
1.4.2 General Solution to Wave Equation 
1.4.2.l General Solution 
A general solution to Lhe wave equation can be obtained by summing, 
or integrating~ over a range of a, j.e. 
a 
1¥ == S u (a,) C ( k p) 





where S, which is the Schiff's (1949) symbol, rc~presents a summation over 
CJ,. 
the part of the range of a wherein the latter assumes discrete values and 
represents an integral over the part of the range where a varies continu-
ously. 
1.4.2.2 Choice of Eigenfunctions 
In each individual problem, sp0cific e.Lc1e11functions must be chosen 
in order to suit particular requirements. Several considerations must be 
taken into account when choosing particular eigenfunctions. 
(i) Radiation condition: 
Since a wave function must be outgoing far aw~y from the scatterer, 
the appropriate choice of eigenfunctions in n+-t (Fig. 1. 5), must be 
H ( 2 ) (kn) cos ru-h - j_n ,,rie'."! nf' f-ho r1Y'nnnY1~7 r.c! 1 i cd--nrl ~n /1 ":t')\ _,,ct ,--,-- ~ sin --- T ' ~ ....... ~ ......... (.----.J.t-·- ...... ·~-.... '---'-' ...__,_~_,._..._.~ ........ ,_.,.,. v ..... ,. 
(ii) Finiteness: 
To ensure that the field remains finite, only Bessel functions of the 
first kind, of order a, (where a i:; {integer}, or Real (a) > 0), can be used in 
a region enclosing the origin~ since (1.31) indicates that the other cylin-
drical functions are singular at the origin. 
(iii) Edge conditions and singularities: 
The eigenvalues a, must be chosen such that the edge conditions ( 1. 20) 
and whatever specific singularity requirements are satisfied. 
(iv) Orthogonality: 
For the eigenfunctions 1 to b~ complete within a region~. it must 
Ct 
satisfy the orthogonality rule (cf. Morse and Fcshbach 1953, Section 6.3): 
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a constant, O'. u 
J f \fl 11' d S1 { a 13 0 r' I!, ( l. 38) o. ~ n 
(1. 38) immediately implies that the eigenvalues o. must be integers if the 
region S1 is (a) closed and ( b ) analytic (Fig. 1. 8). Since 
m = n 
cos n ¢ cos m~ a~ 
sin sin m (- n 
( 1. 39) 
1.4.3 Analytic Continuation 
~ ~ 
Consider the regions fi and~, such that fi E ~, where n is contained 
within the part of space where a particular field exists. If a series 
representation of the field is known to be valid within the region fi, and 
is subsequently found to converge within the wider region n, then the 
uniqueness of analytic continuation (cf. Jones 1964, Section 9.5) ensures 
that the series is a valid representation of the field throughout 11. 
Consider the infinite series representations of lfl, such that 
00 
,y == lfl(p;¢) == 
p a '!' ( P; ,j,) n n (1.40) 
n "° 
(0 
\fl = 'V. (p,;¢,) ), a '!' ( p . i ,r . ) p 1. 1. l n r .i n J. J. 
n ·- - co 
(1.41) 
v:herc (P,;¢,) U..i..C 
l l 
the coordinates of a point P(p;f) when referred to vLL~L•• 
o. (Fig. 1.9) and 
l 
that there exists 
C. must trace out 
l 
a . are the expansion coefficients. n, i . Furthermore, assuming 
r . . such that 11' diverges when p. < r . . , the circles 
m1.n,1. 1. ~ m1.n,1 _ 
a hull C such that 'I' dive1·q,_•s within 0. enclosed by C. In 
other words, sinyularities of the series in (1.40) must reside on C and 
analytic continuation is possible only in 0. outside C. 
1.4.4 Rayleigh Hypotheses 
In the nineteenth century Loard Raylei9h (J:'89 7 ) realised 
that theoretical descriptions of diffraction phenomena would be much simpli-
fied if any reradiated field could be represented by a single expansion 





n = - oo 
b 
n 




This is called the External Rayleigh hypothesE'\s (cf. Bates 1975a) 
Similarly, the Internal Rayleigh hypothes(,:'3 (ct. Elates 197':,a) allowf:; a 






( P) 'i, 
n = - oo a n J n 
(kp) •~xp(jn,p), (1.43) 
Since Hankel functions are sincrular at· the origin (cf. (1.31)), thlere 
must be a minimum radius of converye11cc r . such that the series in (1. 42) 
min 
diverges when p < r . 
min. 
It is therefore obvious that the external Rayleigh 
hypothes~s is valid if and only if r . 
mJ.n 
(where r is the radius of the 
inscribing circle C, (see Fig. 1.5). Similarly, there must be a maximum 
radius of convergence r such that the series in (1.43) diverges when P > 
max 
r And the internal Rayleigh hypothesos holds only when r ~ r 
max · max + 
(where r+ is the radius of the circumscribing circle, see Fig. 1.5). 
It has been shown (cf. Bates 1975a) that the series in (1.42) and 
(1.43) converge in fl and n 
++ 
respectively. Bates (1975a)also suggests 
using the method of conformal transformation to compute-! Lile~ rnaximum 
and minimum radii of convergcc:ncc for (1.42) and (1.43). 
Ikuno and Yasuura (1973) have modified the Rayleigh hypothes<\s such 
that the scattered far field can be computed wil:h useful accuracy in many 
situations where the conventional Rayleigh hypotheses fail. Since a finite 
series must always possess a uni•que value, they (Ikuno and Yasuura 1973) 
invoke finite summations for (1.42) and (1.43), i.e. 
N 
H ( 2) 'I' (P) = I b (kp) exp(jnrp), p C n SC n n + 
n = - N 
( 1. 44) 
N 
IJI ( P) I a LT (k()) exp ( :jn,/·) , p (~ 11 SC n n 
n - N 
(1.45) 
This procedure enables them to rearrange t,c,nns within 1/, and 17. even wheri +- --+ 
the conventional Rayleigh hypotheses fail. However, ~his procedure is 
not allowable in the limit N-+ 00 • Consequently, the larger N becomes, the 
less confidence the procedure inspires, which is unfortunate as N must 
necessarily increase with the ratio l.u the wavelength of the linear dimen--
sion of a scatterer (see Section 1.5.4 below). 
1.5 ANALYTICAL - NUMEHlCO METHODS 
The methods discussed in this section, the so-called analytical -
numerico methods can generate solutions of any desired accuracy at least 
in principle. This is because all these methods are derived analytically 
(i.e. exactly) without making any prior approximation. However, since a 
16 
numerical scheme must be ill\roked to obtain ,111 actlwl soluU.on, the attainable 
accuracy of each of these methods is limited by the power of the availablP 
computing facility and the eff.iciency of thee' algoril:hrn with which the met:hod 
is implemented. 
1.5.1 Matrix Equations 
The aim of any analytical ·- munei:jco method is to transform the wave 
equation, together with necessary constraints (i.e. boundary, radiation and 










Ill= 0,1,2, .. (1.4(,) 
It is necessary to truncate this system of equations in order to attain 
a numerical solution. The integers m and n are restricted to Lhe ranges 
(O,M) and (O,N) respectively, where Mand N are partic11lar positive integers. 
The system can then be re-expressed as the matrix equat.i.on 
K A B (L47) 
where A is a N X l vector containing the unknowns A, Bis a M X 1 vector 
n 
containing the known constants B 
m 
and K is the known M X N matrix whose 
elements are the K 
nm 
1.5.1.1. Constructing Matrix Equations 
Physically, the A are the expansion coefficients of a certain quantity, 
n 









whefe the 'n are the basis functions. This quantity f can either be the 
unknown field t, the surface current, or any other quantity from which f can 
be calculated. The B are usually the mc,dsun,d clic1ta or some known values 
m 
associated with the incident probin9 WiJV(! function. 'I'he K nm 
describe the 
17 
physical processes that relate the A to the B. 
n m 
The truncation of the infinite system (1.46) to the finite system 
(1.47) unavoidably introduces error. The magnitude of this error necess-
arily depends on Mand N. In any real world si.tuation must decrease 
-· 
rapidly with increasing n, for n > N, where N is some (large but) finite 
integer. For instance, the scattering pattern of a finite body cannot 
possess lobes whose effective angular widths are significantly less than 
the wavelength divided by the body's largest linear dimension, implying that 
the pattern is effectively characterised by a finite number of Fourier coeff-
icients. It is reasonable to claim, UHi1efore, that 
I A I < E,, 
n 
for n > N (1.49) 
for any physically meaningful scattering problem, where E is real, positive 
and appropriately small. Consequently, once the first N of the A have 
n 
been calculated, the value off is changed negligibly by adding to it 






A,· 1V I < E 
n n 
Finally, a solution can be said to have been achieved if 
I A I - A" I < C 
n n 







for m = 1,2, I N 
and ~ 
N+l 













1.5.1.2 Relative Convergence 
The term 'relative convergence', first introduced by Mittra (1963), 
describes a special class of problems whose solutions 'converge' in a 
manner different from those defined in Section 1.5.1.1 Cases of relative 
18 
convergence occur in bifurcated waveguides (Mittra 1963), mode matching at 
waveguide discontinuities (Mi ttra and Ll~e 1971) , moment mr~ thods in Ln tc(_Jral 
equations ( .Mittra et al. 1972aJ and many others (cf. Wcxh"r l'JGC:J I a.nd 
Mittra and Lee 1971). 
The occurrence of relative convergence in such a wide variety of problems 
may seem surprising at first. However, careful examination of these 
problems reveals that they inevitably involve the truncation of (more than 
one) infinite series. In the case of the bifurcated waveguide (cf. Mittra 
1963) or the general mode matching problems (cf. Wexler 1969), for instance, 
the matching of two or more (infinite) series expansions at a common boundary 
is invoked (see Section 1.5.2 below). These infinite series must then be 
truncated to facilitate numetical computation. When integral equations 
(see Section 1.5.4 below) are usr~d, onr, series expansion only .is needed to 
represent the unknown field, but it it3 always neces,,ary to expand the kernel 
(see Section 1.5.4 below) of i11tegraU.on in scri.r>s form in order to obtain 
a set of algebraic equations. Therefore, one still has to truncate ~wo 
infinite series when using the method of moments to solve an integral equation. 
For example, if 
(X) 
f ,' A 'ii ( x) 
1 l m m 
m=O 
co 
f2 I ,, B '11 (x) (1. 53) 
n:=cO 11 n 
and if the first summation is truncated tom E(O,M) an<l the second summation 
is truncated ton E(O,N) then the solution is said to converge relatively if 
f 1 (M) • f 1 , f 2 (N) • f 2 only when M/N = C, a constant. Mittra et al (1972a) 
show that this constant C is necessarily determined by physical constraints 
(e.g. edge conditions and physical dimensions etc.). 
,, 
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1.5.1.3 Solving Matrix Equatio11s 
When Min (1.47) is set equal to N, an 'inverse matrix' 




K K I 
can always be constructed, unless k is singular, where 
I 
l O 0 
0 1 0 
0 
0 
0 0 . . . . . 1 
is called the identity matrix, and the solution A is given by 
I A = A - -1 K B 
( 1. 54) 
(1. 55) 
(1.56) 
However, this simple-minded approach is often inadequate for the following 
reasons. 
(i) In many actual problems, 11 ~ 11 = I 
_1 - n ,m 
11 ~ 11 is large and a small circumstances, 
IK 12 is very small. 
nm 
In such 
percentage error in the calculation 
-1 
of K tends to result in a large error in A. (Tt is worth emphasising that 
qm~11 P.YY'Q-Y-C! c 11 ch ;::,c +.he trtn""!cation error in numerical cornJ;)Ulation cannot be 
avoided in practice). 
(ii) In some cases, K is not square (i.e. MIN, see Section 1.5.1.2) and 
therefore K-l is not defined. 
In recent years, the method of Singular Value Decomposition (SVD) 
(cf. Jacobs ed. 1977) has been used extensively in solving general matrix 
equations. Any M X N complex matrix K of rank (i.e. the number of independent 
rows or columns) r may be factorised in the torm (cf. Jacobs ed. 1977) 
K ( 1. .57) 
whete U and V are M X Mand N X N unitary matrices respectively, the super-








The si are the 'singular values' of r, and can be computed accurately 
Solving (1.47) .is then e.quivalent to the problem of finding A 
(X) -
2 
that I 1~11 = l IAnl and E* := I I~~ - ~I I arc, minimised. Usinr:1 
(1. 57) , 
n=O 
latter becomes the 
E * 11 ~ A - ~ 11 ·- 11 ~ I v'1 A - ~ 11 
== 
+ ... +(s C 
J: r 
) 2 2 
··e)"+e + ... +e 
r r+l m 
where C VB A and E = UH B. 
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( 1. 58) 
( 1. 59) 
such 
( 1. 60) 
(1.61) 
It is seen from (1.60) that the smallest value of E* is achieved if 
c. - e, /s. , or 
























Therefore, from the first equation of ( 1. 61) 
V VH A I A == A == V C V I+ E 
== == == 
( 1.. 65) 
I+ UH + u B K B ' == 
+ I+ H where K V u 
== == == 
(1.66) 
is called the (Moore-Penrose) pseudo-inverse of K, 
1.5.1.4 Stability of Matrix Equations 
The condition number n of a matrix K is def:i.ned by 
n I 1~11 (1.67) 
In computational practice, the condition number determines the stability of 
matrix inversion. The relative error in the numerical solution for A with 
respect to small errori in Kand B, is 
I lt~I I 111~11 n ( 11 LI~ 11; 11 ~ I I + 11 t~ 11 ; 11 ~ 11 l 
(1.68) 
1.5.1.5 Filtering 
When ~ is ill-conditioned (i.e. the condition number n is large or 
11~1 I is small or I l~-1 11 is large), several of the singular values (normal-
ised by the largest singular value) may become smaller than or close to the 
relative arithmetic precision (denoted by E) of the digital computers. If 
the criterion used for decision on the rank (r) of K is that all normalised 
singular values smaller than E are zero, then r < N. However, the remaining 
normalised singular values that are much smaller than c to which the elements 
of Kand B have been evaluated, may produce oscillatory components in~-
This numerical instability can be overcome by the use of a filtering matrix 
(Wall. 198 0) . 
The Moore-Penrose inverse is redefined as 
(1.69) 
where~, the filter matrix, is of block diagonal form with tl1e only non-zero 
terrrls f, 
a II a + na, i.e. S, / \ S, µ I, 
1. 1. 1. 
[ 
++ 
















a, Ba s + r 
Appropriate choices of a and Scan produce a stable regularised 
solution of A. Unfortunately, there appears to be no simple rule for 
choosing a and B optimally in any given problem. 
1.5.2 Point Matching (Collocation) 




Point matching is the general term for the numerical technique in 
which a number of points are selected 011 u common boundary between two re(Jions 
and expressions for the fields on each side are equated at these points. 
In Fig. l.lOithe fields r1 and 1 2 exist in n1 and a2 respectively, i.e. 
r 
r 








(P) = .l B t/J (P) p C 0, • 2 n n 2 
n=O 
and tjJ are basis functions and the l\ and B are expansion 
n · n n 
It is assumed that the problem is to del:erm.ine 1:he B from 
n 
the known values of the A. 
n 
It is further assumed that a1 and n2 share a 
common region i.e. a= a1 n a2 (Fig. 1.10). 
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~ 
A set of points P- En, i c (O,N) is then chosen in a. 
i 
On ern1ating 'V and 
';!.' - 1 








!_, B 1/J 
n=O n n 
(P.) 
l 
P, E Si 
l 
i E: (O,N) 
(1. 72b) 
and the resultant matrix equation (cf. Section 1.5.1) is solved by an 
appropriate numerical scheme. Combined with modern computational methods 
this point-matching technique (or collocation as it is sometimes called) 
can yield useful numerical results in such problems as radar scattering 
(James and Gallett 1972), waveguide reflection (Wexler, 1969) etc., partic-
ularly as more complicated (or realisl:ic) shaprcs are encountered (e.g. 
triangular optical waveguide, James and Call,'"LI:, 1973). Of course, the 
results are not exact, but if sufficient points are used, the numerical 
solution can converge appropriately to an adequate engineering solution. 
This can be tested by choosing a larger number of matching points and 
comparing the new solution numerically with the previous one. If thE! 
results are sufficiently close, the solutiu11 is taken as satisfactory. 
1.5.2.2 Extended Point Matching (EPM) 
Very often, a1 and a2 (Fig. l.lOOare chosen (conveniently) to corres-
pond to (existing) physical boundaries. For instance, one would tend to 
partition a sectorial horn into a section of cylindrical waveguide (Q1 ) and 
a conical sector (Q2 ) as in Fig. 1.11. The matching is then done on C*. 
However, this simple-minded approach (hence the name simple point matching) 
is incorrect in general. As pointed out by Lewin (l97Oa,b), it is doubtful 
whether the field expansion in fl can satisfy the radiation condit:Lon and be 
2 
convergent in St at the same time. The result is correct only if the minimum 
radius of conver0ence (see Section 1.4) r of 1 (P) PF a is smaller than 
" - 2 ' - 2 
r (of Fig. 1.11). 
0 
Another example is given by considering the interior region shown in 
Fig. 1.12. Note that this region corresponds to the cross-section of a 
ridge, waveguide (Marcuvitz 1951, Section 9.9). The electric field in this 
region must clearly be symmetrical with respect to the y-axis and satisfy the 




R I A n J no. sin (n Cl, <P ) R (1. 73a) 
n=O 
where a= 2/3, is valid in the neighbourhood of A and satisfies the approp-
riate edge condition (see Section 1.3). However, by Jmaqe theory (Wait 
1985, Section 1.7), a singularity for (1.7Ju) must exist at A*. Therefore, 
the expansion '¥ 
R 
is valid only for PR < 2a. Similarly, the expansion 
00 
'¥ - I B J (kPL) sin (n Ci, c/1 ) L 
n=O 
n na L 
(1. 73b) 
has a singularity at B* and is valid in the neighbourhood of B for PL< 2a. 
In the method of simple point matching, one simply equates qrR and 
1JI on C without any further consideration. However, this simple-minded 
L 
approach is correct only if the circles CR and CL, with radius 2., and centres 
at A and B respectively, enclose C (i.e. d <~a) (Fig. 1.1:P.b). On the 
other hand, if d :': ~ a, or the circles CR and CL do not enclose C (Fig. 1.12c), 
the expansions'¥ and'¥ must diverge on c. Even though there is still a 
R L 
possibility that equating 'l'R and'¥ may yield a satisfactory result, it is 
L 
in general incorrect however, and the method of simple point matching fails. 
Bates (1967b; l969a,b, 1973a,b, E)75a) ·ha.ve developed the method of 
extended point matching (EPM). 
additional expansion,. 






2 2 11 
(n TT y/a) sin ( (k - (n TT/a) ) x) ( l. 71c) 
which is valid for O :, y ::: a and -d ;:: :< :: d .1s used. The matchings are then 
~ 
carried out on CR and C respectively, i.e. 
L 
lJI (P) 111 (P) 
R 




l!'(r) , p r: C 
L 
and the two equations in (1.73) a~e solved simultaneously to obtain the 
desired cutoff wavenumber k. 
(1. 74) 
1.5.2.3 Validity of Point Matching 
Essentially, there are two ways to determine whether a result 
obtained by point matching modal expansion across a boundary is valid. 
One is to resort to the Rayleigh hypothesf~S as Bates (196 7b, 1969b, 
1975a), Bates et al. (1973a) do to take into consideration 
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any singularities (Millar 1970, 1973) characterising the series of two-
dimensional harmonic functions used to expand the interior and exterior 
fields. On the other hand, Lewin (1970a, b) looks at the problem from the 
point of view of convergence of the field representation in the region where 
matching is done (i.e. S7. see Fig. 1.10). He concludes that, if .Lt is con-
vergent there, that is all that needs to be said (however, whether or not 
this is, in fact, the encl of the matter is perhaps not completely clear as 
yet I) • 
Although the method of point matching is not always theoretically 
defensible, nevertheless it provides a computationally and conceptually 
simple tool for solving a wide variety of electromagnetic problem,;. 
Furthermore, the use of an incomplete mode basis and the violation of the 
Rayleigh hypotheses (in many cases), does not necessarily mean that the 
results are seriously in error (Burrows 1969a,b, Bates 1975a, Lewin l970a,b), 
at least from the point of view of an engineer. Finally, if one resorts 
to the more rigorous method of extended point matching, satisfactory results 
can be obtained in more cases (cf. Bates 1967b, 1969a,b, 1973b, 1975a). 
1.5.3 Finite Differences/Finite Elemen~ 
In a finite-difference scheme a space-time mesh is introduced and 
Maxwell's equations are repL1ced by a system of finite-difference equations 
on the mesh (Yee 1966). An appropriate numerical approach is then invokeu 
to solve for the field at each point of the mesh. Due to the availability 
of large computers, the method of finite differences has become increasingly 
popular for solving scattering problems. Davies and Muilwyk (1966) have 
written a computer program to calculate dominant cutoff frequency, field 
distribution and characteristic impedance of uniform hollow waveguides of 
arbitrary shape. Silvester (19G'J) presents a more general program for 
waveguide analysis of higher order modes. Johns et al. (1982) investigate 
the s,olution of inhomogeneous waveguide problems and the application of the 
TLM (transmission line modelling) method in imaging wave scattering phenomena. 
Kunz and Lee (1978) analyse the fl:<ternal response of an aircraft in a trans-
ient environment. 
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A difficulty encountered when trying to solve field problems in this 
way arises from scattering problems being usually 'open', i.e. the domain in 
which the field has to be computed is t1nboundecJ. Since no compul:er can store 
an unlimited amount of data, means must he found for limiting the domain in 
which the field is computed. This is done by using a mesh of limited size, 
but one large enough to fu11y contain the scatterer (Fig. 1.13), and by 
bounding the outer surface of the mesh far enough from the scatterer that 
the outgoing nature of the scatterer .field can be readily and accurately 
incorporated into the model of the scatt:erinq process (Mur 1981.h). 
1.5.4 Integral Equations 
In general, when the differential form of the wave equation is invoked 
to describe the propagation of a field 'JI, boundary conditions have to be 
imposed explicitly, because the differential equation describes only the local 
behaviour of'¥. Except where the scattering surfaces coincide with coordin-
ates surfaces (as when the method of separation of variables is applicable). 
It can be useful, however, to formulate the determining equati~n for 
'JI in such a manner as to include the boundc1ry conditions implicitly. Surh a 
formulation must relate 11' not only to its value at neighbouring points but to 
its values at all points including the boundary points. Inteyral equations 
have this property. Since an integral equation contains the boundary con-
ditions, it represents the entire physics of the problem in a very compact form. 
There are many excellent references on integral equations (cf. Albert and Synge, 
1948; Synge, 1948; Mors.e: and Feshbach .• 1953 Chapter fl and ,Trnws, 1qr,4 Ch,3.pl:e.r 
1 ) . The books by Pogorzelski (1966) and Zabreyko (1975) are especially 
useful for further reading on this subject. More recent references include 
Bates and Ng (1972), Morita (1978), Morrison (1979) and Jones (1979, Chapter 6). 
1.5.4.1 Fredholm, Volterra an<l Sinqular_Integral Equations 
An integral 0rr\lation is one in which an unknown func Lion appears unclET 
single or multiple integral signs. Tho unknown function may be real or 
complex. It may also be a functjon of one or several variRbles. An integral 
equation is called linear if it only perfonns linear operations on the unknown 
function. 
(i} The Fredholm integral equation of the first kind for 'JI can be written 
9enerally as 
'¥0 (~)= J f 'Jl(x') K (x, x') dx' 
Q 
(l.7S) 
where 'I' (x) is a known fu.nct.ion, an,J x c \i., x'f_ Sl (Fi9. 1.5). 'l'he 
0 - + 
quantity K(~ 1 ~') is called the kernel of the integral equation. 
(ii) The general form of the Fredholm integral equation of the second 
kind for 1P is 




Unlike the Fredholm integral equation of the first kind, which is in general 
ill-posed, the Fredholm integral equation of the second kind always possesses 
a solution which can be expres,;ed as a power i;,~cies in the paramet.er n and is 
uniformly convergent for lnl sufficiently small (cf. Pogorzelski 1966). 
(iii) Volterra Integral Equation of the first and second kind. 
Volterra integral equations are defined in the same way as Fredholm 
equations except that their upper limits of integration are variable. 
(iv) Singular Integral Equation. 
When one or both limits of integration are infinite, or when the 
kernel becomes infinite at one or more pointswithin the range of integration, 
an integral equation is said to be singular. 
1. 5. 4. 2 Volume and Surface Integral E~1uations 
Two basic forms of integral equation which are often encountered in 
scattering problems are: 
(i) Volume Integral Equation 
The volume-source method (cf. Stratton 1941, Section 8.2; Morse and 
Feshbach 1953, Chapter 8 and Jones 1964, Ch0ptcr l ) , called the polaris-
ation-source approach by Bates and Ng (1972), is an example of how to formu-
late a scattering problem as an integr,al equation. 
of the form 
ip ( P) (} -1) k 2 f f 'I' ( P) q ( P, l' ' ) cl:,! 
1/.-
where g is the free space Green's function. 
(ii) Surface Integral Equation. 
The integral equation is 
P L fl 
+ 
(1. 77) 
By appealing to Green's theorem, the scattered wave can be expressed 
in terms of radiation from sources existing m1ly o:. the boundary (cf. Stratton 
1941, Section 8 .1; Morse and Feshbach 1953, Chaplc-!J: B and Jones 1964,Chapter 1 
Morita (1978) has listed a collr~ction of the surface integral repres-
entations for electromagnetic scattering from dielectric cylinders. One 
example is 
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'¥ (P) = f ['¥ (Q) Vg (P ,Ql - g (P, Q) 174, (Ql J . 1;dc (1. 78) 
C 
where n is the outward normal to the boundary C. 
1.5.4.3 Solution of Integral Equations 
Analytical solutions for'¥ can be obtained from integral equations 
for only a few special cases (cf. Morse and Feshbach l9S3, Cl1apter 8), where 
analytical tools like, for instance, the Fourier transform (cf. Berntsen 
1983), Kontorowich and Lebedev transform (cf. Jones 1964, Section 9.1:1) or 
the Factorization technique (Wiener-Hopf method) (cf. Noble 1958) can be 
applied. However, integral equations can always be solved numerically 
(arbitrarily accurately, in principle) by thr" met.hod of moments (cf. 
Harrington 1968). Many authors (cf. Hashimoto and Fujis.:iwa, 1970; van den 
Berg, 1981; Cohoon, 1980; Sarkar, Siarkiewicz and Startton, 1981; Harrington, 
1968) have made detailed studic:3 of m21li:ix /;olntions to Uw 
integral equations which arise in scattering problems. 
Subdividing the region Q of Fig. 1.5 into subregions, i.e. 






( l. 79) 
The basis functions '¥i are then chosen such that they are independent and 
n 
complete (cf. Section 1.4.2) within 
function'¥ can then be expanded as 
00 
I Ai 11,i ( ) X, n n -J. X, f. r/., -J. l 
[) 
i .. The unknown wave 
(l.80) 
(1.80) forms the basis of the method of moments and is substituted into the 
i 
integral equations to evaluate the A 
n 
For the sake of simplicity, take M = l (i.e. \l -- S\), and if (l.80) 





( x' ) K ( x, x' ) dx' ( 1. rn) 
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The kernel K(x,x'), which is a (function of the) Green's function can often 
be expanded in the form 
00 
K(x,x') B '!' (x) 'l' (x') 
m m m 
(1.82) 
m = - co 
where the B are of fixed (known) values. Furthermore, 4' (x) can always be 
m o -





D 0 4' (x) 
X, fl, 
co 
where the D9, are known. Assuming that (1.80), (1.82) and (l.83) are 
absolutely convergent, the sequence of summations and integration can be 
interchanged. (1.81) then becomes 
co 00 
I f I '¥ (x) I A [B 'I' (x') 'JI (x') m n m m 11 m = - 00 n - 00 ~-
00 
= I D!l, 4' (x) 9, 
9, = - co 
Since the'¥ form a complete set, the orthorgo11ality rule, 
m 





n = - co 
{
a constant, m = n 
dx= 
- O, m '/ n 




for 9, = - ~, ... 1, O, 1, .. 00 , with 
I I 
r;i_ 








In practice, the summation l.imits in (1.86) must be truncated to (-N,N), i.e. 
in order that the computation can be carried out in a computer. 
can be written as a matrix equation 




where A, Dare (2N+l) x 1 vectors, <lnd ~ is a (2N+l) x (2N+l) matrix. 






K C ( 1. 90) 
can be calculated efficiently (cf. Section 1.5.1). 
In order to describe fully the field behaviour in the vicinity of a 
scatterer, the number of basis functionsused must be such that (cf. Cabayan 
et al. 1973 and Beagar et al. 1984) 
(1. 91) 
where A is the wavelength and r+ is the largest dimension of the scatterer, 
and 1 = 1 for two-dimensional scattering problems and 1 = 2 for three-
dimensional problems. The advantage of surface integral equations over 
volume integral equations is apparent since the amount of computer time and 
storage required for performing the matrix inversion are proportional to N2 
d 3 ' an N respectively. 
1.5.5 The Null Field Method 
1.5.5.1 Underlying Principle 
In most of the literature on formulating scattering problems as 
integral equations, the latter describe the actual physical behaviour of 
fields outside, on the surface, and in the i_nt er ior, of a ,,ca L terer. 'l'he 
integral equations di~cussed in Section 1.5.1 are of this 'I'his 
is concerned with an integral equation which constrains the behaviour of the 
fields in physical space by invoking conditions in regions where they cannot 
actually propagate. Despite the somewhat unphysical motivation, the formu-
lation, which is based on Waterman's (1965) matrix method, is computationally 
useful. The particular manifestation of Waterman's approach which is of 
interest here is the null-field method (cf. Bates 1980b). 
In essence, the null-field method requires that equivalent sources, 
set up on the surface of the scatterer, radiate in such a way as to extinguish 
the incident field within the scatterer. Theoretically (or mathematically), 
the null-field method is based on the Huygens principle, the Ewald-Oseen's 
' extinction theorem and Love's equivalence principle, all of which descriLe 
the same fundamental concept in differ8nt ways. 
(i) Huygens principle (cf. Baker and Copson 1953, Born and Wolf 1970, 
Sections 3. 3, 8. 2 and 8. 3) : 
(a) Huygens construction: 
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This states that each element of a wave-fr6nt may be regarded as the 
centre of a secondary distu~bance which gives rise to spherical wavelets, 
and moreover that the position of the wave-front at any later time is the 
envelope of all such wavelets. 
(b) Huygens~Fresnel theory: 
The basic idea of the lluygens-Fresnel theory is that the disturbance 
existing at any point arises from the superposition of secondary waves that 
proceed from a surface situated between the point and the sources. 
(c) Huygens-Kirchhoff theory: 
This states that the solution of the homogeneous wave equation, at 
an arbitrary point in the field,can be expressed in terms of the values of 
the field and its normal derivative at all points on an arbitrary closed 
surface surrounding the point. 
(ii) Ewald-Oseen's extinction theorem (cf. Born and Wolf 1970, Section 2.4): 
This states that an external electromagnetic disturbance travelling 
at the speed of light in vacuum is exactly cancelled out and replaced in the 
scatterer by the secondary disturbance travelling at some other appropriate 
speed. 
(iii) Love's equivalence principle (cf. LToncs l0G4). 
This states that the sum of the average rates at which energy is 
scattered and absorbed by a scatterer is equal to the average rate at which 
energy is supplied by the sources of the incident fie~d. 
1. 5. 5. 2 Historical Back•Jroun~1 
{i) Waterman's extended boundary condition method: 
Waterman (1965) develop3 a set of matrix equations for his so-called 
extended boundary equation. Using a procedure similar to the method of 
moments (Harrington 1968), Waterman (1965) expands the 'induced' surface 
sources in series of 'regular wave functions', which are complete and orthor-
gona\ and are the basic set of eigenfunctions of the wave functions. He 
further constructs (Waterman 1968, 1971) a T matrix and a Q matrix from this 
eigenfunction expansion to relate the incident and scattered fields and 
incident and surface sources respectively. 
Pattanayak and Wolf (1972) derive (ind,"pendently, though not in as 
much detail as Waterman does), a set of integral equations from the Ewald-
Oseen extinction theorem for solving general scattering problems. 
Bolomey and Wirgin (1974) compare the numerical results of scattering 
solutions based on Waterman's approach with other previously established 
results. Agarwal (1976) formally relates Waterman's extended boundary 
condition to the generalised ext:inction theorem and the Huygen's principle. 
( ii) Bates and Wall's Null field method: 
Bates (1967b,1968, 1969a,b) applies the concept of the extinction 
theorem to derive a method of 'complete point matching'. Bates and Wall 
(1977) take the idea further and construct a noble procedure which enables 
one to solve a scalar diffraction problem (direct or inverse, exact or 
approximate) for a body of arbitrary shape for both Dirichlet and Neumann 
boundary conditions. Since then, many authors, including Varadan and 
Varadan ( 1980), Kristensson and Strom ( 1 981 ) and Bostrom ( 1984), have 
contributed to this topic. 
1.5.5.3 Mathematical Derivation 
Define g(P,P' Iµ) to be the Green's function at the point Pin a 
homogeneous space of refractive indexµ due to a point source of unit 
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amplitude at P '• Let the total wave function be '!'. The space n is partit-
ioned into n and Q+' where a consists of all points inside a scatterer and 
n+ consists of all points outside the scatterer (Fig. 1.14, also Fig. 1.5). 
Let n denote eith~r n, or n and let C be the closed curve(s) bounding a. 
-,-
Consider the expression 
J ['P(Q) 'vg (P,QIµ) - g(P,Qlp) 'v'l'(Q)]. ~ dC(Q) 
c 
~ 
where Q is a point on C and n is the outward unit normal to Cat Q. 
(1. 90) 
Applying the divergence theorem (Stratton 1941, Section 1.3), (1.92) becomes 
f~f 'v ['11 'vg - g 'v'V] d~ 
n 
LJ ['11 'v2 g - g .i72'11] an 
n 
Now since the wave function '11 and Green's [unction g must satisfy their 
appropriate wave equations, i.e. 
(l.93) 
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v2 2 (1..94a) g + k g s p 
v2 'I' 
2 1? '¥ 0 ( 1. 94b) + V ~ SC SC 
v2 ljl 2 ljl ' (1.9/Jc) + k - Sp inc inc 
0 
Where 4', is the incident wave function due to the source S , 4' is the 
inc P0 SC 
scattered wave function, vis the refractive index of a and SP is the source 
which generates g. On substituting (1.94) into (l.93), gives 
I [ 4' ( Q) V g ( P , Q I JJ ) - g ( P , Q I \l ) 17'!' ( Q) ] • ~ d C ( Q) 
C 
= f J [4' v29 - g v2 111] ar2 
a 
= - qt (P) , JJ = 1, P £ St 
inc 
ljl . ( P) , 
SC 
= 0 
JJ 1, P E g + 




Although 4', , the incident wave, is known, the resultant integral equati6n 
inc 
cannot be solved analytically in general. Sn the method of moments (Harrington 
1968) is invoked to transform it into a set of matrix equations, which are 
solved by an appropriate numerical scheme, in the same manner as discussed in 
Section 1. 5. 1. 
1.5.5.4 The Circular Null-Field Method 
The wave function 4' Ea can aJ.ways be expanded in terms of series of 
basis wave functions 4' , i.e. 
n 
co 
L A ljl n n ( 1. 9(,;J) 
n "" o 
where each 4' is the solution to the two-c'limens.ional wave equation obtained 
n 
by the method of separation of variables (see Section 1.4). For cylindrical 
polar coordinates, 
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J ( cos k1,) 
n sin 
( 1. ~)Gb) 
n 
Furthermore, the Green's function g = -j/4 H( 2 ) (kR) can be expanded using 
0 
the Addition Theorem for Bessel Functions (Watson 196G, Section 11.3) to 
give 




- j/4 I E H ( 2) (kp) J ( kp I) cos m ( q1-<)1 I ) , m m m m 1 
p > p I 
= 
00 
- j/4 I E H(2) (kp I) J ( kp) cos m (q1-cp') , m m m m = 1 
p < p I ( l. 97) 
2 I 2 ½ where R = (p + p - 2pp' cos(¢-¢')) . (See Fig. 1.15.). 
For the sake of simplicity, the incident wave 11 • is taken to be a 
J.nc 
plane wave. This involves no loss of generality since any physically realis-
able incident wave can be expressed as a combination of plane waves (cf. 




exp ( j k p cos ( q1- 0 ) ) I 'Il\ ( i, Em J cos m 'v -
m = o 
where 0 is the incident angle of the plane wave. 
0 ) J (kp) 
m 
(1.98) 
Refer to Fig. 1.16. 
(1.95a) can be rewritten as 
With the help of (1.96), (l.9i) and (1.98), 
( 00 




a [- j/4 I ( 2) (kr) J (kr) cos m(cp-0)]/an t H m rn m m=o 
00 
a [ I A J (kr) cos (nO)]/,h; - n n sin n=o 
00 
[- j/4 I E H ( 2) (kr) J (kp) cos m(rj,-0)] }de m m m m=o 
00 
I E m 
.m 
cos rn(¢-J 0 ) J m 
(kp) (1.99) 
m=o 
wher'e the locus of P(p; ¢) describes a circle C inscribing C, so that r is 
always greater than p. 
,, 
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Both the LHS and ffilS of (1.99) are Fourier-Bessel series (Watson 1966, 
Section 18.l). Re-arranging the sequence of swnrnatJ.ons, integrations and 





(m~) (kp) I sin J A rn n 
m=o n=o 
C 
a [-j/4 H (2) (kr) cos E: 
sin .m m 
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Finally, on comparing the coefficients of the Fourier-Bessel series on both 








(n0)] a [-j/4 E 
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In principle, the circular null-field method introduced in the 
previous section can be applied lo scattering problems for bodies of arbitrary 
shape (Fig. 1.18). Furthermore, one can invoke the null-field condition in 
any area n within Q_(Fig. 1.18). The method of analytic continuation would 
then ensure that the field vanishes everywhere within n. It should be noted 
that since the normal derivative of the 
cannot 'continue' (1.95) into n. 
+ 
LHS (1.95) does not exist, one 
However, computational experience (cf. Bates and Wall 1977) shows that 
the rate of convergence to a stable solution depends very much on the factor 
~, which is defined by 
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~ 
area of a/area of U (1.102) 
where n ~ n , which is a circle as in Fig. 1.5, in the case of the circular 
null-field method (Fig. 1.16). 
It is therefore obvious that the circular null-field method becomes 
less efficient for the scatterers typified by Figs l.17b,d and Fig. 1.17a 
when the aspect ratio (i.e. b/a) is large. To overcome the difficulty of 
large aspect ratio (Fig. 1.17a), Bates and Wall (1977) propose that the null-
field condition should be imposed on ellipses inscribing elongated scatterers,· 
and the basis wave function introduced in (1.9G) be replaced by Mathiew 
functions (Moon and Spencer 1971, Section 7.11). Marked improvement (Bates 
and Wall 1977) of up to 10 orders of magnitude in stability (Section 1.5.J) 
has been achieved. 
When a scatterer is of infinite or semi-infinite size (e.g. Fig. 
l.17b,d), the ratio~ defined in (l.102) is always small irrespective of the 
(finite) size of the inscribing circle or ellipse. The modifications 
discussed in the previous paragraph cannot then be applied. In particular 
instances, for example, scattering by periodic structures (gratingr~) and 
rough surfaces (Fig. 1.17b), the null-field condition can be satisfied on 
planes behind the scattering surfaces (Waterman 1975 and Bates 1974 respect-
ively) • In Chapter 3 and Chapter 8 of this thesis, a 'radial null-field 
method' is introduced, and is invoked to solve scattering problems for another 
class of infinte bodies, notably, the infinite wedges. 
Other extensions which have been made to the full-field method include; 
(i) When solving (1.95), in general, one expands '¥ in its basis functions 
A 
(1.96) and obtains 8'1'/8n by performing analytic differentiation, i.e. 
if 
00 
'I' = I 
n=-oo 
A J (kp) exp (jn¢) 
n n 
and if 8'1'/8~ = 1/p 8'1'/8¢, then 
00 




( 1. 103b) 
However, sometimes it may be more convenient (Wong 1972, Morita 1979 






'¥: = I A J (kp) exp ( j n<p) (1.J04a) n n n=-CO 
and 
00 




Two sets of equations are thus requ.Lred for the two sets of variables 
A and B. 
n n 
The equations can be obtained by invoking the null-field 
condition in both the interior and exterior of the scatterer, i.e. 
(1.95c) is used in conjunction with (1.9Ba). 
Iskander et al (1982) set up an iterative procedure to speed up 
the rate of convergence (i.e. to reduce the number of basis functions 
req~ired to achieve a stable solution) when calculating the A 
n 
(cf. (1.101}). 
To speed up numerical computation using asymptotic expansions, 
Bostrom (1983a)modifies Waterman's original approach to give a Taylor-
like series for the Q matrix. Waterman (1983) proposes an (approx-
imate) diffusion model facilitating numerical computation of the T 
matrix. 
1.5.5.6 Uniqueness and Solvability 
In the T-matrix (extended boundary condition) approach, Waterman (1965) 
relates the scattered field to the incident wave via a T-matrix. This 
approach therefore relies primarily nn the assumption of the validity of 
external Rayleigh hypotheses. On the other hand, Bates (1975a)points out 
that in the case of null-field method, only the surface field and its normal 
derivative are calculated. The null-field method is then still correct 
even when the Rayleigh hypotheses fails. When the Rayleigh hypotheses is 









On the other hand, when the Rayleigh hypothci-;•.'s is not 1;a.lid, (1. }04C)does not 
hold and the surface field calculated is not necessarily the 'true' surface 
field, but one can still evaluate the exact scattered field (Bates 197~~• 
Ramm (1982a,b) proposes a formal proof for a scattering body with Dirichlet 
boundary conditions. He (Ramm 1982a ,b) shows that the A of ( 1. 96), evaluated 
n 
from the (truncated) null-field equations converge even though the Rayleigh 
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hypotheses is not valid in general. Kristenson, Ramm and Strom (1982) 
extend the proof of Ramm (1982a,b) to include the Neumann boundary conditions. 
'rhey (Ramm 1982a,b and Kristenson et al 1982) find that when the A are to 
n 
be evaluated from the set of null-field equations (e.g. (1.101)), where m, n 




the resultant matrix equation is solvable for sufficiently large M, 
the A and 1 of (1.96) converge when Mand N are sufficiently large, 
n n 
the rate of convergence of A depends on the choice of the eigen-
n 
functions 1, which must be complete and independent, 
n 
(iv) the null-field equations are stable with respect to small perturb-
ations of data (i.e. matrix coefficients in (1.101)). 
On the other hand, Kristensen et al (1982) point out that although 
the scattered far field calculated is exact and independent of the surface 
field expansion if the former is calculated from an infinite set of equations 
(1.101),the same need not be true if the equations are truncated. Further-
more, the questions of uniqueness and convergence for penetrable bodies and 
infinite scatterers have yet to be answered. 
Other contributions on the subject of uniqueness and solvability of 
the null-field method include: 
{i) Colton and Kress (1983) show that acoustic wave scattering for the 
Dirichlet, Neumann, impedance and transmission boundary-value problems can be 
solved uniquely by the null-field equation (1. 95). 
(ii) Martin (1980, 1982) proves that in solving the scatteriny and rad-
iation problems of acoustics, the infinite system of null-field e~tations 
always has precisely one solution (i.e. the A in (1.101) are unique). 
11 
1.5.5.7 Application 
The main advantage of the null-field method is the freedom one has 
in invoking the null-field conditions (i.e. v~1nishing field) within which-
ever part of the (interior) of the scatterer leads to the best numerical 
stability. The field can then be shown to vanish everywhere in the interior, 
in view of the analytic continuability. 
Many authors have applied, in one form or another, the null-field 
method, or extended boundary condition, or extinction theorem, in the solution 
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of acoustic, electromagnetic or elastic scattering problems. Representative 
of these are Grzesik (1980) in his analytic consideration of field matching 
through 'volume suppression' and Weaver and Pao (1979) in their solution of 
scattering by a ribbon-shaped obstacle with the Neumann boundary condition. 
There are also the comprehensive researches of Strom (1974, 1975)1, Bostrom 
(19836, 1984), Bates (1975a), Varadan and Varadan (1981, 1982) and their 
colleagues. 'I'he book edited by Varadan and Varadan (1980) serves as 
an important source wherein both apj_blications and many th8orc tical ·and 
numerical considerations are disucced in considerable detail, 
1.6 APPROXIMATE SOLUTIONS 
As mentioned in Section 1.4, exact analytical solutions to scattering 
problems are limited to a small class of simple shap0s whose surfaces coin-
cide with those of orthogonal curvilincdr coordinate systems, Furthermore, 
most such solutions are developed as infinite series of functions, which 
often converge slowly. On the other hand, the truncation limit N intro-
duced in (l.88) for matrix solutions of scatterh1g problems must increase 
with increasing frequency (i.~. shorter wavelength). In the latter circum-
stance, one must therefore resort to approximate methods in view of the 
limited capacity of the computer. 
1.6.l Geometrical Optics (GO) 
It is seen from (1.4) that the field E,H at any point can be written 
as 
E (k,R) = E 
0 
(k,R) exp (-jks(k,R)) 
H (k,R) = H (k,R) exp (-jks(k,H.)) 
0 
c1.105a) 
( 1. lOSb) 
Substituting (105) into the time-harmonic field equations (1.13), the latter 
become 
vs (E /p !., 'v x H /(jk) ( 1. 1,0Ga) X H + ) E 
0 0 0 0 0 
vs X E (p /E /2 H 'v x E /(jk) (l.106ti) 
0 0 0 0 0 
E . vs 'v . E I ( jk) ( 1.106c) 
0 0 
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H •Vs= V • H /(jk) (1. 106d) 
0 0 
in a source-free environment (ie S=J=O) 
Elimination of H from this set of equations yields 
0 . 
(1 - v;.v;i E + 1/(jk) 
0 
2- -
(Vs+ 2(17s•17)) E 
0 




'rhe last term in (1.107) is equivalent to -(172E )/(jk) 2 • Hence, unless E 
0 0 
changes rapidly over distances comparable to a wavelength (e.g. a shadow-
light boundary, focal regions, etc.) , as k-+x> the last term in ( 1.107) may be 
neglected. Consequently, (1.107) is satisfied if 
vs . vs 1 ( 1. 108,1) 
[ 2- - J Vs+ 2 (Vs•V) E = 0 
0 
(1. lOBb) 
(l.108aj is called the eikonal equation of geometrical optics and indicates 
that in the limit k-+w the function s i:3 independent of k. (In a medium 
other than free space, the eikonal equa.U.on is 17s. \ls = 11 c ) • 
r r 
Similarly, 
(l,108b),which is called the first transport equation, indicates that E 
0 
is independent of kin the limit k-•=. 
Equation (1.108) represents i1Fiymh1pti,~ solutions of the 
electromagnetic field which are subject to certain geometrical laws. 
Historically, these laws were first recognised in the field of optics, 
inasmuch as typical apparatus are at least many thousands of wavelengths in 
linear dimensions so that the asymtoptic approximations are often valid. 
(i) Basic assumption: 
If a source is near a non-planar interface between two media, each 
point on the interface behaves locally as if it were part 6f an 
infinite planar interface and that the incident field behaves 
locally as a plane wave. 
(ii) Fermat's principle: 
Reflected or refracted rays from a point Stoa point Pare those 
rays for which the optical path length between Sand P with one point 
on the interface between two media is stationary with respect to 
infinitestimal variation in path (cf. Born and Wolf 1970). 
( iii) Limitation: 
Geometrical optic approximation are no longer valid if the curvature 
of either the incident wavefront or the interface is too small for 
V2 E /(jk) 2 to be neglected in (1.107). Weiss (1968) presents a 
0 
useful account of the geometrical optics limit. 
1.6.2 Physical Optics (PO) 
1.6.2.l Planar Physical Optics (PPO) 
Consider a perfectly conducting body illuminated by a source as 
indicated in Fig. 1.19. Provided that the body is large and the surface is 
smoothly varying with large radii of curvature compared to the wavelength, 
it may be assumed that each point on the surfar:e behaves locally as if it 
were part of an infinite ground plane. The tangential component of t.he 
magnetic field Hat the surface of a grounJ plane is given by twice the 
incident field H, Over the illuminated portion of the surface S the 
inc 
surface current density is approximated by 
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J = 2n X H, (1.109) 
s inc 
and the surface current is taken to be zero over the shadow region. The 
scattered fields are then calculated from the surface current density 
(cf. Bouwkamp 1954, Jones 1964). 
Physical optics has many deficiencies. It is unsuitable for 
preaicting the scattered field near or wi~hln ~ho shadow region where the 
neglected currents are important. It fails when the effects of multiple 
scattering cannot be neglected. It does not predict any polarisation 
dependence for fields back-scattered from perfectly conducting bodies. It 
can violate reciprocity. But with all these, physical optics provides a useful 
approximate solution to many interesting and important diffraction problems. 
Especially, it usually predicts the strongest part of the scattering (i.e. 
speculars) accurately, and often does so even when the radii of curvature 
are only a few wavelengths. For examplP, Kildal (1982) finds Ll1at the PPO 
solution for the directivity of a parabolic reflector antenna has an 
accuracy of 0. 22 C\/D2 ) db on a:xi!::. Bates (1974) finds that the 
approximation '(11.109) satisfies the optical extinction theorem (or 
extended boundary condition or null-field condition) with incrca~;ing 
accuracy the further one penetrates into the interior of the scatterer. 
,, 
1.6.2.2 Extended Physical Optics (EPO) 
Bates and Wall (1977) generalise the method of physical optics. 
In the case of planar physical optics discussed in the last section, the 
illuminated region (denoted by C) is defined as the collection of points 
+ 
Q, such that the line QS, where Sis the source point, does not intercept 
C (Fig. 1.20a). Similarly, the shadow region (denoted by C_) is defined 
as the collection of points Q', such that the line Q'S must intercept C 
between Q' and S. In the extended physical optics (EPO), Bates and Wall 
(1977) define 'generalised' illuminated and shadowed regions. 
The dashed line in Fig. 1.20b represents a curved coordinate line. 
In a particular coordinate system (u1 ,u2 ,u3), the coordinate u1 increases 
monotonically with distance from O, along the coordinate line. The coord-
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inates u 2 and u3 have particular, constant,values. For a particular coord-
inate line, e.g. QQ' (Fig. 1.20b), the value of u1 is denoted by u1 (m) at 
the point(s) where QQ' intercepts C for the mth time,; The 'illuminated' 
region is then defined as the collection of points Q, for each of which the 
value of u1 is equal to u1 (1). Similarly, the 'shadowed' region is defined 
as the collection of points Q' for each of which the value of u1 is equal 
to u1 (m), where m > 1. In such a coordinate system (u1 ,u2 ,u 3), the incident 
monochromatic field can be written as (Moon and Spencer 1971) 
00 Q, 
\}'I = 
1.nc mI- Q, c 9-m a 9-m J 9,m ( k , u 1) Y 9.m ( k , u 2 , u 3 ) (1.110) 
'Nhere the c im are normalisation constants appropriate for the particular 
coordinate system for which 5 0 (·) and f 0 (•) are everywhere regular radial 
x,n1 hill 
and angular eigenfunctions. 
of the incident wave. 
The a9,m are constants characterising the form 
Bates and Wall (1977) then go on to define 
J (P) = 0 , 
s 
p s C 
and derive from the null-field equation (cf .. Bates and Wall 1977) 
J (P) = 
s 
w(u2 ,u3 ) 
l'l(u2,u3) 
00 
" m=-9, I Q,m 
(llla) 
(lllb) 
where w(u2 ,u3) is a weighting function depending upon the particular coord-
inate system being used. 
,, 
de= A(u,.,,u.,) du,.,du., 
,G ..) L.. .) 
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(1.Jllc) 
The h( 2 ) (·) are the 'outgoing' radial eigenfunctions, which are singular at 
.Q,m 
A 
u1 = 0, and I are particular normalisation constants. 9.m 
In the case of cylindrical polar coordinates (p;f,Z), the double 
summation of (1.110) and (1.lllb) reduces to a single summation over mE(- 00 , 00 ). 
Furthermore w ( P; ¢) = 1, :i\ = E 1T, where E: is the Neumann constant, 
-1 "(2)m m (2) m ,.. 
A (u 2 ,u 3 ) = (dC/df) , h!m (k,u1 ) = Hm (kP), Y9.m(k,u 2 ,u3 ) = exp(jmf), and 
the cylindrical physical optics (CPO) is characterised by (Bates and Wall 1977): 









a exp ( jm¢) 
m 
£. H ( 2 ) (kfl) 
m m 
1.6.3 Born Approximation 




Let f be the total wave function, 'l' be the scattered wave function 
SC 
and f. be the incident wave function respectively. The wave equation 
1.nc 
n2w 2w 2 2 10 v r + k r = -k (V -1) r (l. 113) 
is valid in the whole of space apart from the region where the sources of 
'l' are situated. 
inc 
The scattered field is given by Jones Q964, Section 1.17); 
'l'sc(~,k) = k2/41r f fcv2(~'l-1] 'l'(x',k) 
0, 
where the refractive index v satisfies. 
V = {l I 
V { x) 1 
X E &I 
+ 





r X x'] 
dx' 
(1. 114) 
( 1. 115) 
The Born approximation, also known as Rayleigh-Gans approximation (Jones 1964 , 
Section 6.13) states that if lv(~)-11 is sufficiently small, 'l'(x' ,k) can be 
approximated by 'l'. (x' ,k) for x' E /J 
inc 
(1.114) then becomes 






dx 1 , 
( 1.116) 
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However, in order for the Born npproximation to hold, differences in 
amplitude and phase between the total wave function and_ the incident wave 
function, due to the variable refractive index, must be small. Since 
differences tend to grow with the distance transversed, the integrated value 
of the deviation of the refractive index from unity must be small (Wade 1979). 
This depends on the size of the domain a as well as on the refractive in6ex. 
1.6.4 Rytov Approximation 
Basically, the difference between the Bornood Rytov approximations is 
the way in which the scattered field is defined. 
defined by 'l' = 'l'. + 'l' whereas Rytov defines 
In Born's approach 'l' is 
SC 
inc sc · 
'l' = 'l'. exp ( 'l'* / 1¥, ) "' 11'. ( l + 'l'* ;q,. + . . . . ) 
inc inc inc inc 
(1.117) 
In the limit as 'l'*/'l'. becomes small, 'l'*-+ 11' , and the two approximate 
inc sc 
procedures become identical. However, Rytov approximation eliminates the 
dependence on the size of the scattering domain by requiring only that (v-1);\ 
be small, where \J is the refractive index and;\ is the wavelength. 
1. 6. 4 .1 Original Rytov Approximation 
The total, incident and scattered waves are defined by 
'l' = exp(y) (l.llf3) 
ljl = exp (y ) 
inc 0 
(1. 119) 
'l'* = Y* ljl inc 
(1.120) 
and 
y = y 
0 
+ y* (1.121) 
Since 'l', and 'l'* must satisfy the respective wave equations, substituting 
inc 







2 + V y 
0 
n2y* + 2ny , n * n * n * v v vY + vY • vy 
0 
2 2 
- k (\J -1) 







'The Rytov approximation rey_uires Vy* << Vy which is equivalent to 
0 
neglecting the term Vy*·Vy* in (1.124). Then 'l'* is given by 
'l'* (x) = 
= 




k2 /4TI J f [v 2 (~') -1] 
~ 
exp ( jk [~-~ 'J) 
dx', 
[~ ~•] 
qi (x) + 'l' (x) 
(x) 9,n [-sc _____ ._i1_1c ___ J 
'l'. (x) 
inc 
'l'. (x' ' k) inc 
X E 0, 
+ 
1.6.4.2 Extended Rytov Approximation 
(1.125) 
Recently, Bates et al. (1976) and DunJop et al. (1976) have developed 
a method which takes partial account: of the Vy* •Vy* term neglected in Rytov' s 
approach. When the medium is such that refraction predominat:es over 
reflection, the wave motion can be approximated closely by tubes of rays 
(Falsen and Marcuvitz 1973, Section 1.7). 
Denoting Pas the starting point of a r<ly, s as the unit tangential 
~ 
vector at a point Q on the (curved) ray path and T as the unit vector at Q 
on the ( straight) ray of '11 
inc 
Tl1en 1!1 cat1 be i1pprox.i.ma ted by 
i.e. 
'Ji -!, (J Q exp(y + y*) ~ v exp v ds) 
0 
p 
YO + Y* = jk JQ V ds - 1/2 9,n (V) 
p 
Since Vy = jkT, (1.127) gives 
0 
Vy* = jk (Vs-T) - 1/2 V Q,n (v) 
On assuming that S tT "' 1 (1.124) becomes 
- [2 k 2 (v -1) - j k (\>-1) ;J 9.n v/~h 
and 'l'* is given by 




( 1. 128) 
(1.129) 
'¥* (xj y * (~) '¥ ' inc 
(x) = 'Y inc 
'I' (x) + ~1 • (x) 
{ X) 9, n sc - inc -
'l' ' ( X) 
inc -




exp (j k [ x-x ,-] ) 
[~ - ~ •] 




The advantage of this modified method is that it takes partial account 
of ray curvature while the main disadvantage is that the term in the bracket 
of{. ... } in (l.130) is now a function of both position and wave number. 
'rherefore, more numerical computation is needed. Furthermore, when solving 
an inverse problem, scattering measurements rnusL be made over several different 
frequencies. 
1.6.5 Geometrical Theory of Dirrfaction (GTD) 
The inadequacies of the classical techniques of physical optics and 
geometrical optics are most apparent at points on tne scattering body where 
the radius of curvature is small (such as at edges, corners or vertices), or 
when the contribution from the geometJ~ ical shadow region becomes important. 
'ro correct for these defects, Keller (l'JG2) extends geometrical optics by 
introducing additional rays called diffracted rays. These are rays produced 
by scattering from sharp edges or points, or discontinuities in curvature of 
~hP qorFR~Pq nF hn~ia~,nr hy incident rays which g~azc reflecting surfaces. 
Keller expresses the complex amplitude of each of his diffrach:id rays in terms 
of a diffraction coefficient, which is here denoted by D. Because the electro-
magnetic field is a vector quanl:ity, D is in general a matrix operator. The 
diffracted ray Ed:i.ff can be written (cf. James 1976; Section 4.1 also Section 
1.2 of this thesis): 
(a) for a vertex (p = p = O) • 1 2 . 
-1 
E =DE r exp(-jVkr) 
diff inc 
where vis the refractive index of the medium and p p are the 
l' 2 
radii of cuivatute at the diffracting point, r is the distance 
(l.131) 
measured from the point of incidence, and is the incident ray. 
(b) for a curved-edge (p 1 0): 
,, 
ray: 
E '-F =DE, di .... f inc 
-½ r 
½ 
J r exp(-jvkr) 
(c) for a straight-edge (p 1 ~ 0, n2 00): 
_J_ 
DE. r · exp(-jvkr) 
inc 







Each diffracted ray has many of the properties of a direct or reflected 
(i) It travels in a straight line (in a homogeneous medium). 
(ii) Its magnitude is inversely proportional to the square root of the 
cross-sectional area ·of a tube of rays. 
(iii) Its phase is proportional to the length of the ray (relative to some 
arbitrary reference). 
(iv) Its polarisation is constant along a ray for a linearly polarised 
incident ray. 
However, a number of pertinent characteristics of a typical diffracted 
ray deserve special mention: 
(v) The rays resembles a cylindrical wave emerging radially from edges or 
points (Fig. 1.21). At its place of origin the intensity and polar-
isation of the ray are linearly related to the incident wave by the 
matrix diffraction coefficient D. 
(vi) At places where the cross-section of a tube of rays converges to a 
point or line (caustic), a correct.ion factor must be introduced to 
prevent the intensity from becoming infinite. 
For simple shapes for which ric:rorous solutions exist (these are the 
so-called canonical problems), the diffraction coefficients and caustic 
correction factors can be obtained by comparinq the geometrical-optics 
solutions with the exact solutions. I~ the case of a real-world scatterer 
of c~mplicated shape, the total scattered field can be approximated (often to 
an impressive accuracy) by vectorially summing the rays emerging from each of 
the individual diffracting points on the scatterer. Other properties of 
diffracted rays can be si.munerL;ccl by the three Fermat principles. 
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(i) Fermat's principle of edge diffraction: 
An edge-diffracted ray from a point P to a point Q is a curve which 
has stationary optical length among all curves from P to Q with one point on 
the edge. i.e. A diffracted ray and the corresponding incident ray make 
equal angles with the edge at the point of diffraction, provided they are 
both in the same medium. They lie on opposite sides of the plane normal 
to the edge at the point of diffraction. When the two rays lie in different 
media, the ratio of the sine of the angles between the incident and diffracted 
rays and the normal plane is the reciprocal of the ratio of the indices of 
refraction of the two media (i.e. they obey Snell's law). 
(ii) Fermat's principle of tip diffraction: 
A vertex-diffracted ray from a point P to a point Q is a curve which 
has stationary optical length among all curves from P to Q passing through 
the vertex. i.e. A diffracted ray and th~ corresponding incident ray may 
meet at a vertex of a boundary surface. 
(iii) Fermat's principle of surface diffraction: 
A surface-diffracted ray from a point P to a point Q is a curve which 
makes stationary the optical length among all curves from P to Q having an arc 
on the boundary surface. i.e. An incident ray and the resulting surface 
diffracted ray in the same medium are parallel to each other at the point of 
diffraction and lie on the opposite sides of the plane normal to the ray at 
this point. 
refraction. 
When the two rays lie in different media, they obey the law of 
The surface ray travels along the surface in a manner determined 
by the usual differential equations for rays on a•surface. 'l'herefore in a 
homogeneous medium it is an arc of a geodesic or shortest path on the surface. 
The geometrical theory of diffraction is one of the many analytical 
developments in the last two decades that have transformed the design of 
radiating structures (in radio engineering). One of the earliest examples 
was given by Kinber (1962) in calculating radiation from a sectoral horn. 
Although GTD was initially devised on the basis that thP diffracting body is 
large compared with the wavelength, inclusion of higher order diffraction 
effects can extend this technique, in some cases, to structures having 
dimensions of less than a wavelength. Examples are given by Yu and Ruddick 
(196,7) on diffraction by a strip and Ruddick and Wu (1969) on parallel plate 
waveguide radiation. A particularly useful application for GTD is in 
reflector antenna analysis. 'l'he applications cl i.scussed by Kinber 
(1962), James and Kermedelidis (1973) , ,J,1mr,:c; (197G) 
many which can be found in the literature. 
are just a few of the 
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Important recent developments of the GTD include an accuracy test 
for high-frequency asymptotic solutions (Mittra 1979), a technique to combine 
GTD and the moment method (Thiele and Newhouse 1975, BURNSIDE et al. 1975 ) . 
The book on GTD by James (1976) deservesspecial mention. The large and 
rapidly growing literature on G'l'D is quoted in the aforementioned references 
and in the references of Tiberio and Kouyoumjian (1979), Pathak et al. 
(1981) and Luebbers (1984). 
Throughout the last quarter century the geometrical theory of 
diffraction (GTD) has proved very useful for approximately (but nevertheless 
remarkably accuratel0 in solving a wide variety of electromagnetic problems 
However, virtually all the successful solutions are for 
perfectly conducting b?dies whose corresponding canonical problems can be 
solved rigorously. Therefore, if the horizons of GTD are to be signifi-
cantly expanded in the future, it is apparent that additional solutions for 
penetrable bodies need to be developed. In later chapters, one of the most 
important cannonical problems, that for the penetrable wedge, is studied in 
detail. 
1.6.6 Physical Theory of Diffraction (PTD) 
Just as the geometrical theory of diffraction is an extension of 
geometrical optics, the physical theory of diffraction is a generalisation 
of physical optics. Originally, it was Fock (1945) who suggested this 
method for diffraction around a smooth convex surface, and Ufimtsev (1971) 
extends the concept to include any shape which deviates from an infinite 
planar metallic surface. 
In the case of planar physical optics, the current existing on the 
illuminated portion of a perfectly conducting surface is calculated from the 
incident ray using (1.109). This means that on each element of the body's 
irradiated surface, the same current is excited as on an ideally conducting 
surface of infinite dimension tangent to this element. It is obvious that 
in reality the current induced on the scatterer's surface must differ (as a 
consequence of the surface curvature) from the value given by (1.109.). 
Bates and Wall (1977) generalise the concept of physical optics (cf. Section 
1.6.2.2). Their method becomes exact when the totally reflecting scatter-
ing body coincides with a particular coordinate surface. 
On +hP n+hPr h~n~, Ufimtsev (1971) 0~!cnds physic~l optics by adding 
on to the current density J (calculated frum (l.109)), a current density 
s 
Jd, which results from the curvature of the scatterer. 
density is thus 







This additional current Jd radiates an edge wave which propagates along the 
scatterer's surface. Secondary diffraction is also taken into account by Jd. 
It is quite clear from (1.135) that Ufimtsev's (1971) approach is 
similar to Keller's (1962) method of additional 'diffracted' rays. 
Unfortunately, it is often necessary to evaluate complicated integrals. 
Furthermore, PTD does not give physical insight into the interaction between 
the incident wave and the scattering surface. On the other hand, the 
physical theory of diffraction, being a more sophisticated approach compared 
to the geometrical theory of diffraction, finds application in the region of 
caustics and ray boundaries where GTD fails. A comprehensive comparison 
between the geometrical theory of diffraction and the physical theory of 
diffraction can be found in Knott and Senior (1974). 
:F'IGURE 1.1 A pencil of rays. r1 and r are successive wav~fronts 2 








FIGURE 1.3 Refraction at a plane surface. v1 and v2 are the 
refractive indexes of the two regions. Snell's law 









Goss-Hanchen shift, Energy is transmitted into the 
less dense (shaded) medium as an evanescent wave. 
There is a shift in the reflected wave from the 





FIGURE 1.5 Partitioning of two-dimensional surface n. The region 
outside the scatterer C is denoted n+. 'rhe region 
inside c is denoted n_. The region inside c_, a circle 
inscribing C, is g , while n is the region within 
-- -+ 
n but not in Q The region outside C, a circle 
+ 
circumscribing c, is n++' while n+- is the region within 
n but not inn 
+ ++ 
FIGURE 1.6 The neighbourhood of an edqe. Power must be conserved 











Definition of (a) open region 0, whose boundary C 
intersects a non-analytic region P, (b) closed region 0, 




. r min,3 
~ 
Coor~inates of a point P when referred to origins o1 , 0 2 , 
and o3 . The r .. are the minimum radii of convergence min,1 
wl"len expanding an electromagnetic field at P with respect 





FIGURE 1.10 The common region Q of ~;\ and Q2 , i.e. Q = Ql n Q2 , 
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FIGURE 1.11 The sectoral horn can be partitioned into two regions, 
Ql being the circular cylindrical part <111d 0. ✓, the conical 





PL I..«: ~ 





d d +-------c~I 
FIGURE 1.12a (a) Geometry of a ridge waveguide. A point in space is 
denoted by PR and P , and given the coordinal~es (p i(I> ) 
L R R 
and (pL;¢r), when referred Lo U1c J'oints Jl and B respect-
ively. (b) Point matchj.ng of fields on C is possible 
when d < 13 a. (c) Fields can only be matched on 









FIGURE 1.12b (a) Geometry of a ridge wavequide. A point in space is 
denoted by PR and PJ/ and gi.v(:>n the coordinates (pR; <j>R) 
and( pL; <j>L), when refern,x1 to the points A and B respect-
ively. (b) Point matching of fields on C is possible 
when d < /J a. (c) Fields can only be matched on CR 






FIGURE 1. l2C (a) Geometry of a ridge waveguide. A point in space is 
denoted by PR and PT,' and given the coordinates (pR; ¢R) 
and(pL; ~L), when referred to the points A and B respect-
ively. (b) Point matching of fields on C is possible 
when d < /J a. (c) Fields can only be rnatchcu on CR 







In the finite difference/finite element technique, the space 
close to the scatterer is divided into space-time mesh. 
The field outside this region is modelled as an outgoing 
field. 
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FIGURE 1.14 Two-dimensional space is denoted by r1.. The region within 
the scatterer is g and the region outside the scatterer 










FIGURE 1.16 Coordinate system for scattering problems. A point Q on the 
boundary C of the scatterer has coordinates (r;O). A point 
Pon a circle C inscribing Chas the coordinates (p;¢). 
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FIGURE 1.17 Four two-dimension canonical scatterers. 
REGION WITHIN WHICH THE 






FIGURE 1.18 In theory, the null-field condition can b•2. applied to ,rny 
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:FIGURE 1- 20 
(a) stral~t ••Yin pl•••• physical opt,c•• 












(b) curved raY 
LINEARLY POLARISED 
INCIDENT RAY 





Edge diffracted rays in the geometrical theory of diffraction 
They must behave as outgoing waves at a distance far away 
from the edge. 
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CHAPTER TWO 
ASPECTS OF INVERSE SCAT'l'ERING 
2.1 INTRODUCTION 
The general direct and inverse problems are defined in Section 1.1. 
While Chapter 1 is devoted to.the direct problem, the inverse problem is 
discussed in this chapter. 
An every-day example of an inverse problem is the inference by a 
human brain of the size, shape, surfclce texture and material composition 
of an object from the light, which lt emits and scatters, detected by a 
pair of eyes. Another more sophisticated example _is provided by medical 
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radiography, in which properties of tissues are deduced from the attenuation 
of X-ray beams passing through human bodies. The concern in this chapter 
is with the theory of techniques which pcrmjt inverse scattering problems 
to be solved either accurately or appro~imately by operating in con~uters 
on measured data. 
Let the field incident upon a scatterer be dsfined by the set 
of space-time functions d. (here called probing functions). When an 
l 
incident field impinges on the scatterer it induces re-radiating sources 
in it. Let the set 
( 2. l) 
( 2. 2) 
of space-time functions g. (here called cli:]tributi.011 functions) represent 
l 
these induced sources. The set 
( 2. 3) 
of space-time functions f. represent the measured fields re-radiated by the 
l 
induced sources. 
The sets D and F constitute the data for the inverse scattering 
problem, the goal of which is to quantitatively infer as much as possible 
concerning the set P of the parameters characterising the physical properties 
of the scatterer, where 
. p.} 
J 
Note that the sets D and P constitute the data for the direct 
(2.4) 
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scattering problem, which leads to a ·unique F through the set 
e } 
n· 
( 2. 5) 
of operators, each generates a scattered field, i.e. e, (D,P!G) + f,, where 
l l 
the vertical line between P and G reminds the reader that the set G must be 
constructed, whether implicitly or explicitly, before F can be generated. 
All this is conveniently summarised by the mapping 
E : D, G-+ F (2 .6) 
2.2 COHERENCE, INCOHERENCE AND PARTIAL COHERENCE 
The concept of coherence, or equivalently incoherence, can be thought 
of as the measure of correlation between two sources (or electromagnetic 
waves). As mentioned in Section 1.2, the variation of intensity in an 
electromagnetic beam can be described in terms of changes in the cross-
sectional area of a tube of rays. However, when two beams are superimposed, 
the distribution of intensity then depends on the degree of coherence of the 
beams. If the two beams originate from the same source, their fluctuations 
are in general correlated, and the intensity in the region of superposition 
varies from point to point between maxima which exceed the sum of the inten-
sities in the individual beams, and minima which may be zero. This phen-
omenon is called interference. When the beams come from different sources, 
the fluctuations are in general only partially correlated when averaged over 
times long compared to the reciprocal of the bandwidths of the beams. For 
time short compared to these, full interference is manifest. However; for 
the longer times, if the two sources are statistically independent (or 
incoherent as is usually said), the interference disappears, so that the 
total intensity at any point is the sum of the intensities of the two beams. 
When many beams (a typical one represented by the wave function 1/J.) are 
l 
present their averaged (over times long compared to .their reciprocal band-
widths) intensities are given by 
when the sources are completely incoherent, and 
(2.8) 
when the'sources are fully coherent (cf. Beran and Parrent 1974). 
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Virtually all natuzally occurring sources of electromagnetic radiation 
are incoherent, in the sense that the effective widths of the autocorrelation 
functions of the densities of the sources are a few wavelengths at most. 
The great majority of optical imaging theory, for instance, relates only to 
incoherent radiation (cf. Born and Wolf 1970, Chapter 10), two important 
characteristics of which are its linearity and statistical stationarity. 
(1) Linearity 
A system is linear if the addition of inputs produces simply an 
addition of corresponding outputs. 
an output f 1 (x) denoted by 
and if 
----> f 2 (x) 
then 
ag1 (x) + bg2 (x) 
(2) Stationarity 
Thus, if g 1 (x) is an input that produces 
(2. 9a) 
(2.9b) 
> af1 (x) + bf2 (x) (2.9c) 
Stationarity implies that if the location of the input is changed, 
i.e. g1 (x) is replaced by g 1 (x-x0 ), the only effect on the output is to 
correspondingly change its location; i.e. 
----~ f (x-x) 
1 0 
(2.10) 
More importantly, the possibility of obtaining unique solutions to 
inverse source problems depends very much on knowledge of the coherence 
properties of the radiated field. When the sources exhibit any degree of 
mutual coherence, it is possible to solve the inverse problem uniquely (see 
Section 2.3 for further discussion on uniqueness) if and only if the sources 
are situated on a closed surface. However, for incoherent sources in free 
space, it is always possible to obtain unique soluti.ons to inverse source 
problems. 
For virtually all inverse scattering problems, the fields ex~ibit 
finite degrees of mutual coherence, and there does not seem to be any 
adva~tage in taking the coherence properties of these fields into account. 




General fields are neither fully coherent nor ~trictly incoherent. 
Two points worth noting are: 
(i) Strictly incoherent and strictly coherent fields are physic0Jly 
unobtainable and are only mathematical idealizations. 
(ii) One cannot ignore the possibility of intermediate states of coherence, 
i.e. what happens conceptually if some strictly coherent light and some 
strictly incoherent light are mixed? 
Consideration of the above two points lJ,ads naturally to the concept 
of the complex degree of coherence (cf. Beran and Pan:ent 1974). 
(a) Spatial Coherence: 
Let ijJ (t) = ijJ(x ,t) and t/Jp (t), 1/Jp (t) be two wavefronts at points P1 and P2 n n 1 2 -
(Fig. 2.1) respectively. Let P be the point where the two wavefronts meet 
and r 1 and r 2 be the distances P1P and P2P respectively. Then, at P 
where t 1 = r 1/c and t 2 = r 2/c and c is the speed of 1:1.ght in the medium. 
The resultant intensity at Pis an observable quantity and is the time 
averaged measure given by 
where the angular brackets denote a time average, i.e . 
Hence 
Writing 






+ <i/Jp (t-t) t/Jp*(t-t )> 
2 2 2 2 
+ <t/Jp (t-t) t/Jp*(t-t )> 
1 1 2 2 







(2.14) then becomes 
(2.16) 
where 
<tPp (t) * Ip = t/Jp(t)> 
1 1 1 
(2.17a) 
Ip = <t/Jp (t) t/J* (t) > 
2 2 P2 
(2 .17b) 
f 12 ( T) = <t/Jp (t+T) t/J* (t) > 
1 p2 
(2.17c) 
The term r12 (T) is a cross correlation function and is called the mutual coher-
ence function.while Ip and I are autocorrelation functions.which are approp-
. 1 P2 
riately rewritten as r 11 (O) and r 22 (0), respectively. They a.re conventionally 
called self-coherence functions. 
The complex degree of coherence Yi2(T) is defined by 
y 12 ( T) = r 12 ( T ) / [r 11 ( o ) r 2 2 c o ) ] ½ 
(b) Temporal coherence: 
(2.18) 
Temporal coherence effects arise from the finite spoctral width of the 
source radiation. Strictly monochromatic radiation is, of course, perpetually 
coherent. 
and if 
However, if the sources have a narrow but finite spectral width, 
-/j,f « f (2.19) 
-
where f is the mean frequency and /j,f the width of the spectrum, then one can 
define the mutual intensity function µ 12 by 
now the source is assumed to be at P while P1 and P2 are the observation 
points. 
If the source is small but of finite size, one may also write 
1?5p2 j
2 )/(r1+r;z)]) ff 11/1(:5 1 ,t) 12 exp(2jk[~pl 
0. 
[rl+r2]) d:5' /ff 1~1(~• ,t) 12 d~' 
~ 
( 2. 20) 
(2. 21) 
for l~Pl - :5p2 1 << r 1 ,r2 , where Xp and Xp are the position vectors of P1 - 1 -- 2 
and P2 respectively and St is the volume enclosing the source. rt is seen 
from (2.21) that one can say that IJJ 12 1 is equal to the absolute value of 
the normalized Fourier t~ansform of the intensity function of the source. 
Detailed treatments of partially coherent fields and their applications can 
be found in the books by Born and Wolf (1970) and Beran and Parrent (1~74). 
2.3 DIMENSIONALITY DIFFICULTY, UNIQUENESS AND STABILITY 
2.3.l Dimensionality Difficulty 
79 
Consider Fig. 2.2 which applies to a situation where a perturbed field 
is measured on the circle C with radius b outside a scattering domain r with 
radius a. Within the scattering domain is embedded a medium characterised 
by a generalised constitutive parameter A(p;¢). Denoting the total field 
and scattered field by ijJ and ijJ respectively, the polarisation source formu-
sc 
lation (cf. Bates and Ng 1972) gives 
where 
ijJSC (b;0,k) = -jk2/4 r rTT[A(p;~,k)-1] 1µ(p;qi,k) H~2 )(kR)pd¢dp 
0 0 
ijJ can be expanded in the following trigonmetric Fourier series 
SC 
(see Section 1.4) 
00 
ijJ (b;8,k) = -jk2/4 I 
SC 
A (b,k) H( 2 ) (kb) exp (jm0) 
m m 
m==-"' 
and the Hankel function in the integral of (2.22) is given by (using the 
Addition Theorem for Bessel functions (Watson 1966, Section 11.3): 
H ( 2 ) (kr) 
0 
00 




Substituting (2.23) and (2.24) into (2.22) and equating the Fourier coefficient 
then gives 
A (b,k) = A (k) m m r rTT[J\:(p;qi)-1] ~J(p;¢,k) Jm(kp) exp(-jmrp) PMdp 
0 0 
(2.25) 
for all integers m. 
Inspection of (2.22) and (2.25) revea.ls t.hat the measured daLa are two-
dimensional in the sense that they are characterised by sets of two variable 
parameters (B,k) or (m,k), and it is clear from (2.25) that no more information 
is gained by making measurements on more than one circle, since (2.25) is 
not a function of b. 
In any particular physical situation, the generalised constitutive 
parameter A(p;cj>,k) can be expressed as a sum of terms each having a simple 
k-dependence, and is therefore regarded as a two-dimensional, rather than a 
three-dimensional, unknown. However, 1/1 ( p; cp, k) is essentially a three-
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dimensional unknown. It is therefore impossible to invert either (2.22) or 
(2.25) straightforwardly to obtain a solution for A(p;cj>), unless means can 
be found to eliminate or approximate ljJ ( p; q,, k) . This is what Bates (1984) 
calls the dimensionality difficulty. What one does is, first measure the 
perturbed fields for a general set of (0,k) or (m,k) and then attempt to 
formulate algorithm for reconstructing A(p;cj>). Note that the perturbed 
field must always be measured for more than one frequency in order to evaluate 
A(p;cj>) to a specific accuracy. 
Bates (1984) decomposes the incident wave (probing function) into its 
th partial wave; i.e. 
'¥ . = 
inc 
00 
L 'I\,, exp ( j ,Q,cj>) 
,Q,=-00 
and defines Z,Q,m as the mth component of the impedance (measured on the 
measurement circle in Fig. 2.2) with respect to the ,Q,th partial wave as 
00 




( 2. 27) 
Bates (1984) then proceeds to derive a system of homogeneous equations. 
After setting its determinant to zero for· non-trivial solutions, he obtains 
an expression of the form 
(2.28) 
which must be solved for all 1 and k. 
explicit dependence upon b. 
Note that LHS (2.28) exhibits no 
2.3.2 Uniqueness and Stability 
In the far field - near field reconstruction problem (cf. Deschamps 
and Cabayan 1972, Cabayan ct al. l'J73) oftr-m encountered in antenna aperture 
patt~rn analysis, the field up to the antenna aperture is to be reconstructed 
from knowledge of the measured far field. 
that uniqueness can be ensured in this case. 
It has been shown (Baltes 1978) 
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Unfortunately, in general at least, knowledge of a field outside a 
scattering region is not necessarily sufficient to enable one to reconstruct 
the object (or source distribution) uniquely. It i.s quite possible to 
construct a physically realizable potential (or equivalently a scalar index 
of refraction) such that any member of a finite set of incoming monochromatic 
plane waves with different wave vector leads to a vanishing scattered field 
outside the object (c.f. Devaney and Sherman 1982). Moreover, mc1ny charge-current 
distributions can be non-radiating, and therefore necessarily lead to at most 
a static field outside the distribution. A classic example of the non-unique 
nature of inverse (source) problems is illustrated in Fig. 2.3, where uniform 
source distributions (of appropriate amplitudes) on c 3 , c 2 , c 1 or O produce 
identical fields at all points P outside c 3 . 
However, a unique solution may be obtained if additional information 
is available. For example, to be aware that the radiation emi.tted by a 
source distribution is spatially incoherent. is to be presented with a highly 
significant piece of prior information. Similarly, the source density can 
be constructed (regardless of the degree of co!1erence), if it only has value 
on a known surface. 
Hadamard (1923) introduced the concept of ill-posedness in the field 
of partial differential equations. The inverse problem is ill-posed in the 
sense that the measured scattered field must be continued back inside the 
scatterer in order to be able to solve the problem. 
Fredholm integral equation of the first kind: 
Consider the following 
b 
f f(x') K(x,x') dx' = g(x) 
a 
where the kernel K(x,x') is continuous in both x and x'. 
(2. 30) 
Assuming that 
there exists a unique solution f corresponding tog, one might add to that 
solution a function f (x) = C sin (nx) where C is an arbitrary constant. 
n n 
But the Riemann-Lebesgue theorem (Pogorzeski 1966) states that 
lim 
n-XX> 
b I K(x,x') sin(nx')dx' = 0 
a 
(2.31) 
Hence, taking the constantc and the integer n sufficiently large, many widely n " 
different functions f = f + f can give approximately the same g. Therefore, 
n 
the equation is ill-posed in the sense that a small variation in g may lead 
to a large difference inf. 
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In order to be able to handle ill-posed problems adequately, one 
must develop stable computational methods relying on prior knowledge of 
properties of the admissible solutions, global bounds, smoothness conditions, 
positivity constraints, statistical properties, etc. The problem is first 
to incorporate the supplementary constraints in the computational algorithm, 
which leads to regularisation theory where one imposes prescribed bounds on 
the class of admissible solutions. One can then apply the method of linear 
mean square estimation (optimum filtering, cf. Section 1. 5. 1.. 5) to restrain 
the solutions according to the given prior knowledge and data accuracy. 
However, one must bear in mind that the solution (if it exists at all) 
is only as good as the accuracy of the data measured and the mathematical 
model proposed. Due to the nature of the problem, it is necessary to 
continue the measured data into a region removed from where the measurements 
are made, so that the question of existence may sti.l l be in doubt. F'urther-
more, the same conditions that lead to the stability problem (for instance, 
the above example involving (2.31)) also pose questions concerning uniqueness 
of the solution. Therefore, the solution obtained at best corresponds to the 
measured data, but not necessarily to the actual scattering process. 
Useful discussions of uniqueness and computational stability for 
inverse problems are given by Devaney and Sherman (1982), Cabayan et al. 
(1973), Deschamps and Cabayan (1972), Bamberger et al. (1979). The books 
edited by Baltes (Inverse Source Problems 1978, Inverse Scattering Problems 
1980) in Topics in Current Physics series are also valuable in this area. 
2. 4 TOWARDS A GLOBAL SOLUTION 
Many specific inverse scattering problems have been solved, to date. 
They fall into the following two categories: 
(i) Perfectly conducting bodies 
The inverse reconstruction of perfectly conducting bodies has been 
attempted (successfully), either exactly or approximately, by many authors. 
Examples are Bates (1969c), Wei~Lon ctml nor_-rner (1969), Batos (1970), 
Boerner et al. (1971), Vandenberghe and Boerner (]q77.a,b), 'I'abbara (1973), 
Das ,and aoerner (1978), Meckelburg (1982). 
(ii) General inverse scattering problems 
Apart from the one~dimensional situation where the method of Gel'fand 
and Levitan can be applied, approximations to the wave equation must be 
,, 
invoked. These approximations include geometrical optics, Kirchoff's 
approach to diffraction theory and the Born approximation, a comprehensive 
review of these can be found in Collin (1972). 
83 
However in order to obtain a solution (hopefully) to the general 
inverse scattering problem, one must inevitably return to the wave equation. 
Generally, one can either attempt to invert the 'direct' operator (2.6) or 
simply fit a model to the measured data. 
There are two possible ways one can approach each of these problems -
via the time domain or the frequency domain. The former is usually easier 
conceptually because one can build up a picture of sequential interactions 
between the wave and the body. This can be readily appreciated in the 
idealised situation for which the interior of the scattering domain is empty, 
apart from isolated regions whose linear dimensions are smaller, and whose 
separations are greater, than the inherent resolution of the imaging system. 
The interaction of the waves and their consequent evolution, can then be 
simply evaluated at a sequence of distinct instants within each region. 
Unfortunately, it is not as simple as this in general. Also, numerical 
instability in the time domain approach has limited its application. 
Nevertheless, pertinent references are scattered throughout the literature, 
e.g. Bates and Millane (1981), Lesselier (1982) and the many papers in the 
March 1981 issue of the IEEE Transaction on Antennas and Propagation. 
2.4.1 State of the Art Techniques 
2.4.1.l Inversion of the ScaL.Leri11y OJ_?L-~rctlor 
The technique of inversion of the scattering operator seeks to relate 
directly the measured data to the scatterer (or source distribution) without 
evaluating any intermediate values,_ or making any first approximation to the 
solution. Bates (1975b) has proposed an appr.o,Jch to overcome the dimension-
ality difficulty and has subsequently developed the method into a global 
technique in his other publication (1984). 
As already discussed in Section 2.3, each Z" , which is the mth 
,:,Jn 
component of the impedance on the measuring circle with respect to the 9,th 
incident partial wave, must be measured. The wave equation is then manipu-
lated to eliminate the unknown, high-dimensional, total wave function within 
the scattering region to obtain 
(2.32) 
for all l,k, where o1 is the determinant of a set of homogeneous equations 
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generated by the Zth partial wave (se~ Bates 1984 for detail). 
It might appear to be a straightforward matter to solve for /\(p; cp) 
through (2.32). Unfortunately, it is not sn. As (2.32) is a multiple 
eigenvalue problem characterising a set of nonlinear equations, factors such 
as solvability, uniqueness, computer storage and execution time can pose 
tremendous problems for a realistic situation." Therefore, the technique 
has to remain beyond t.he state-of-the--art until numerical met.hods are formu-
lated for rapid solution of (2.32). Nevertheless, this global approach 
provides an insight into the resolution limits to the inverse problem, as is 
shown in Section 2.4.2. 
2.4.1.2 Model Fitting 
The technique of model fitting is to assume a certain model for the 
scatterer, solve the direct scattering problem, either by the method of 
Frechet derivative (cf. Roger 1981) or calculation of the total internal 
field (Johnson and Tracy 1983a,b, 1984) or otherwise (e.g. the null-field 
method, see Section 2.7), and modify the model accordingly after comparing 
the calculated and measured scattering data. The advantage of this.approach 
is that, in principle, at least, it is applicable to all classes of scatterers, 
with any amount of available information. More information simply leads to 
better numerical stability, faster convergence, larger tolerance on the 
initial guess and probably, uniqueness. Although the last property may be 
difficult to achieve in a complicated situation with insufficient data, this 
technique nevertheless presents a concept11r1lly sjrnple 
solution. 
2.4.2 Resolution Limits 
In any real life situation, noise and other uncertainties associated 
with a measuring process are always inevitable. However, there are few 
authors who have concerned themselves with the resolution limit imposed by 
these uncertainties. One explanation may be that approximat.ion of one sort 
or another must be made in a.ll the inverse methods used. Hence the resolution 
limits are actually governed by the degree of approximation rather than the 
measurement uncertainties. Cabayan et al. ( 1973) and Bates et al. ( 1980) 
hav~ discussed briefly the question of resolution limits. Seagar et al. 
(1984) have produced simple comprehensjve formulas using an idea from Bates 
(1984). The following discussion summarises the contribution by the author 
of this thesis to the paper by Seagar et al. (1984). 
To determine the constitutive parameters, a researcher starts by 
measuring the reflection coefficients R_Q, and calculates the impedance Z.Q, 
on the measurement circle (Fig. 2.2) for the £th partial incident wave. 
However, it must be noted that experimental measurement error is always 
inevitable, therefore the calculated impedance Z.Q, must contain an error 
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az.Q, (due to the measurement error 3R.Q,), and is ch~racterised by the quantity 
E.Q,' defined by (Saagar et al. 1984) 
which can be approximated by (Seagar et al. 1984) 
E1 ~ 2 -/Jcos(2kb) + 2 R.Q,exp(-2jkb) I 
The expected value of E.Q,' which indicates 
the percentage error in Z.Q, for a small perturbation in R1 , spans a wide 
range because Jcos(2kb) I can assume any value between zero and unity. 
Consequently, when R,e, is small, the maximum and minimum values of cQ, are 
given by 
E "" 1/ I R 0 I 
Q, (maximum) ,, 
E · "" 2 
X-(minimum) 




Fig. 2.4 is a plot of JR1E1 j verses kb for a range of R1 calculated from the 
exact expression for E.Q, (equation (18) of Seagar et al. 1984) and is found 
that (2.34) provides a reasonably good estimate for R1 << 0.1. 'I'he caJ.cul-
ated value is also within a factor of two of its correct value for R, as 
.L 
large as 0.6. Fig. 2.5 illustrates the fact that the behaviour of Et is 
similar for all values of£, provided kb/121 is large enough. 
Since the size of the measuring circle kb is under the control of the 
experimenter, and since there is no additional information to be gained by 
measuring the impedances on more than one circle, it is only reasonable to 
choose a value of kb such that 
(i) it is convenient to the experimenter, and 




Fig. 2.6 shows that z!l has a local maximum at kb= ltl and decreases 
with increasing kb. This ensures that for small R !l' z !l is reasonably small 
for most values of !ti < kb. 
And finally, the percentage error in evaluating the constitutive 
parameter (defined in Section 2.3) is given by 
00 
!aA(p)/l\l I= laR!l cos(2!l) L a2 B J' (a!l,n p/bl/Lcos(2kb) + 2R!l 
n=l !l,n n !l 
exp (-2jkb)] 
where the B9, = B!l,n and are the expansion coefficients of the total wave 
function (with respect to the !lth incident wave): 
i.e. 
00 00 
W9,(P;q>,k) = l l B!l (k) J (aQ, P/b) exp(jmqi) 
m=-oo n=l ,n rn ,n 
The a 0 in (2.37) and (2.38) are defined by "',n 
a 
.'l,n 
It is found that (Seagar et al. 1984) the percentage change in a 0 with 
"', n 
respect to percentage error in Z!l decreases as an increases: 
n. = laa. /a 0 /clz 0 /z 0 I = lcos(2a )/2a I 
"' "',n "',n "' "' n n 
Furthermore, when n is large, a 0 can be approximated (from 2.39) by 
"', n 





Fig. 2.7 shows the behaviour of n!l with respect to an for various values of !l. 
(2.37) indicates that the resolution of a measurement scheme depends 
upon the number of independent parameters B that are abstracted from the data. 
n 
However, to resolve detail of finite size (~ say) in A(p;qi) one need only 
account for a finite number of Fourier coefficients in (2.38). The first 
summation thus runs from - M to M, where the integer Mis large enough for 
the summation to be capable of reproducing detail of the required size at the 
circumference of the cross-section, i.e. (cf. Cabayan et al. 1973) 
M = 1rb/~ (2.42) 
Similarly, only a finite number of terms (N say) need be considered i.n the 
m 
second summation in (2.38). Each basis function can usually be thought of 
,, 
as a two-dimensional spatial frequency component. The spatial wavelength 
in the p direction is 2nb/a 0 • 
"', n 
Using (2.41), N is thus given by 
m 
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( 2. tl 3) 
Finally, it is clear from (2.38), (2.42) and (2.43) that an order of magnitude 
estimate of the total number of spatial frequency components, to whose complex 










nb / 2ti 
2.4.3 Experimental Measurement of Scattering Data 
Section 2.4.2 above summarises the theoretical limital~ion in the 
resolution of general imaging procedure with respect to the experimental 
(2.44) 
measurement error. However, one other aspect of experimental measurement 
of scattering data is so important that it warrants a special mention. 
In most practical situations, such as radar (cf. Bates l969C, 1910) or 
optics (cf. Bates 1982), one can often only measure accurately the scattering 
pattern, or radar cross-section or the magnitude of the Fourier transform of 
the image. Meaningful phase measurement tends to be difficult (and sometimes 
impossible) to contrive (Bates 1982). Therefore, when devising inverse 
scattering procedures, it is worth keeping constantly in mind that such limit-
ations exist. 
2. 5 A SIMPLE ALGORITHM FOR THE SOLU'I'ION OF THE INVERSE SOURCE PROBLEM 
As already discussed in Section 2.2, it is possible to reconstruct a 
source distribution exactly only if the sources are mutually incoherent, or, 
if the sources are coherent, they lie on a closed surface. In this section, 
an .algorithm is proposed to reconstruct an arbitrary distribution of discrete, 
isolated coherent sources. Although the method cannot claim uniqueness 
(and there is no attempt to do so), it nev<~rtheless provides a simple and 
efficient way of estimating the number and position of radiating sources 
within an enclosed region. It is also worth noting that this method is 
similar to the back-propagation method recently introduced for ultrasonic 
computed tomography (cf. Garden 1984). 
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The field radiated by the sourcec-;, which are rrnclosed in thE: uornain 
r of radius a, is measured on the measuring circle C (rig. 2.8) and is given 
by 
N 








where the a are the complex amplitude of the N radii:iting !30lffCPS and the T 
n n,Q 
are the distances from the nth source position P (p;<P) to the measuring point 
n 
Q(b; 0). According to Huygen's principle, the field on the measuring circle 
can be regarded as secondary wavefronts which re-radiate everywhere into 
space. Therefore, if we construct the back propagation at any point P within 
the measuring circle such that it is completely characterised by the quantity 




P,Q is the distance from a point Q on the measuring circle to the point 
P within the radiating domain and Sis the Sebiffi symbol introduced in Section 
1.4. 
Consider an example where one source is situated at (r ;<t,). 
n o 
iJJ(b;0,k) is then equal to -1n~ 2 ) (k-r)/4 and the quantity Ip(r:r/>l defined in 
(2.46) is then 
2,r 
= I 1/4 t H(l) (kT) H( 2 ) (Jn) d0 I 0 0 (2.47) 
Using the Addition theorem for Bessel Functions (W.:i_tson ]9G6_, S0rtion 7 I - 3), 




I H (1) (kb) J o~r l m m m=-oo 
0) 
exp(jm(G-rp)) I H (2) (kb) ,J (kp ) 11 n 0 
n=-·fYi 
exp(j (O-cp ) ) d0 I 
n o 
(2.48) 
which reduces, on evaluating the integral, to 
00 
,r/2 I I (kb) 1-/ 2 ) -n (kb) J (kp) --n m=-oo 
J (kp) exp(jn(cp-cp ))! 
n o o 
( 2 .49) 
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Since Jn(x) = (-l)n Jn(x) and H~~)(x) = (-l)n H~ 2 ) (x) (Abramowitz and Stegun 
1965, equations 9.1.5 and 9.1.6) then 
00 
1T 12 I I H(l) (kb) H( 2) (kb) J (kp) 
n n n 
n=-oo 
J (kp ) exp(jn(<p-<p ) ) I 
n o o 
(2.50) 





H ( l ) ( kb ) H ( 2 ) ( kb ) 
n n 
J (kp) J (kp ) exp(jn(1i-1> ) ) I 
n n o o 
(2.51) 
However, when kb->-> N, H(l)(kb) H( 2 )(kb) "' 2/1rkb, (Abramowitz and Stegun 
n n 




J (kp) J (kp ) exp(jn(¢-f )) I 
n n o o 
(2.52) 
which can be approximated by the infinite series, 
00 
Ip(p;¢) "'1/kb I l J (kp) J (kp ) exp(j (¢-,p ) ) I n n o n o (2.53) 
n=-oo 
· :t~inally, again using the Addition Theorem for Bessel functions (Watson 1966, 
Section 11. 3) 
IP(p;¢) "'1/kb J (kj~-p j) (2.54) 
0 - -o 
It is clear that I (p;¢) has a maximum at e(p;¢) = p (p ;¢), the source 
P -o O 0 
position. 
In practice, the field can only be observed at a discrete set of points, 
defined by the set {0 ; m = 1,2, ... M} of angles, on the measurement circle. 
m 
Set{, ; m = 1,2, ... M} of measured fields is defined by 
m 
' = '(b; 8 ) m m 
The quantity IP is then given by 
M 
Ip (p;.) = I l 
m=l 
' H(l)(k; )I 
m o P,m 
(2.55) 
(2.56) 
where M is the number of measurement points and , P ,m '"" I ~m - 12pl with 
:m = :m(b;8m) and e_P = e_P,(pp,q,P). Hisclearfrom(2.5G) that although IP 
is susceptible to measurement errors in IJI (in both phase and magnitude), 
m 









I I ~m H(l) (k; ) 
m=l o P,m 
iexp(jO) 






( l) V 
II ( kT ) 
o P ,m 
(2.58) 
Since a, the radius within which the sources are situated, is fixed, and one 
can arrange b such that k,P >> l, one can use the uniform asymptotic form ,m 
of Hankel ,function (Watson 1966, Section 7.2) to reduce (2.56) to 
M 
½ 
Ip(p;cp) = I I 4' (2/nk; ) exp(jk-~ - jn/4) 
m=l 
m P ,m P,m 
co 
[ 1 + I (0,,Q,) (j/2kTP,m ) ,Q, J I 
,Q,=l 
(2.59) 
where (QI ,Q,) (-1) ,Q, (12) ( 3 2) 
2 29 
(29,-1) /2 ',Q,! (2.60) 
Figs. 2.9 to 2.14 depict some of the results of computer experiments. 
Two isolated sources, situated at (p;O) and (p;1r/2) are imnged with different 
p and using various number of measurement points. 
The sources u..Lc o.u.:::,uwc;d 
Fig. 2.9 indicates that when 20 measurement points are used with the separation 
between the sources k~ = 1.42 (kp = 1.0) the resolution of the system is 
inadeq'.1ate to isolate the two sources. However, the algorithm does provide 
a, strong indication of from where the radiation originates. 
the sources are at kp = 5.0, with the separation k~ ~ 7.07. 
In Fig. 2.10, 
It can be seen 
that the reconstruction is much more [aithful, with the highest side-lobe 
having only one-third of the actual source intensity. In Fiq. 2.11, the 
sources are at kp = 10.0 with the separation k~ = 14.14. In this case, the 
main-lobe is sharpened considerably, which gives a clear indication of the 
sources' positions. Unfortunately, the peaks of the side-lobes have been 
increased to slightly more than half of that of the main-lobe. As a 
consequence, the image appears cloudy, The number of measurement points is 
increased to 30 in Fig. 2.12 while the source separation remains unchanged. 
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The image is seen to be 'cleaned' considerably in this case and a,sRtisfactory 
image results, as shown in Fig. 2.13 where the number of measurement points 
is increased to 50. In Fig. 2.1~, the value of a 1 is (l,O) and the value 
of a 2 is (0,1), i.e. there is a phase quadrRture between the two sources. 
With the rest of the parameters identical to those of Fig. 2.13, the clarity 
of the image in Fig. 2.14 suggests that the reconstruction procedure is 
insensitive with respect to the relative phase of the sources. 
From the evidence of Figs. 2.9 to 2.14, it can be concluded that this 
simple procedure shows considerable promise. It is also worthwhile emphas-
ising that the reconstructions produced by this algorithm may neither be 
unique, nor as good as indicated in Figs. 2.13 and 2.14, when a more compli-
cated situation is encountered. On the other hand, (2.59) can be computed 
rapidly, but with computing time of course increasing with larger ka and finer 
resolution. This method might be very useful for producing the first estim-
ate to be used in a more sophisticated procedure. 
2. 6 INVERSE SOURCE AND INVERSE SCATTERING - THE SEQUEL 
Remote sensing, (i.e. the inverse source or the inverse radiation 
problem) has always been treated as a special branch of the general inverse 
problem. El-Behery and MacPhie (1978) write about maximum likelihood 
estimation of the positions of point radio sources. Bressan and Conciaro 
(1982) have produced an optimum inversion method for the remote probing of 
defective phase shifters in phased arrays. Porter and Devaney 
a unique solution to the inverse source problem by minimizinq the source 
energy. However, the possibility of using a solution of the inverse source 
problem as the first step to the estimation of the shape of scatterer in the 
more general inverse scatterihg problem, seems to have been overlooked so far. 
There are two ways in which a solution to the inverse source problem 
can be used as a first estimate in a solution to the inverse scattering problem. 
(i) Speckle points 
Points within the scatterer where VA (A is the general constitutive 
parameter defined in Section 2.3) is large, or there is an abrupt change in 
boundary, or corners, which scattered more readily than points where VA is 
small. Therefore, by assuming that the scatterer consists of a finite number 
of simple (coherent) sources at these singular points, one can determine the 
position of the scattering points, and by joining them, make a rough drawing 
of the shape of the scatterer. 
(ii) Polarisation source 
By resorting to the method of polarisation sources, and assuming a 
finite number of discrete polarisation sources (cf. ,Johnson and Trac· y 1983, 
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Trac y and Johnson 1983 1 Johnson et. al. 1984), one can form a first order estimate 
of the strength of each source ( at pre-determined positions) and this estimate 
can be used for subsequent iterations. 
2. 7 APPLICATION OF NULL-FIELD METHOD TO INVERSE SCA'l"I'ERING 
Although the null-field method (cf. Section 1.5.5) 'has mainly been 
invoked in the context of direct problems, it has been shown to have at least 
limited application to inverse problems (Bates 1970, Bates and Wall 1977). 
In this section, a new approach in the sense of model fjtti.ng (or direct. -
inverse iteration, see Section 2.4.1) :is introcl11c(•rl to r->xl:end 
the horizon of the application of null-field method to the solution of the 
general inverse scattering problem. Let 
r(8) 
L 
I g/l exp(j/l8) 
Q,=-L 
( 2. 61) 




d f (r(0) ,0,1>) 
n n 
(2.G2) 
represent the field on the surface of the scatterer, where the CJ and d are . /l n 
expansion copffic-ients a.nd the f are h~Qic• -F,n"'r ... +--)oY\c_-i. ··n 
d 11 are functions of gQ,, then 
N 




3f(r(8) ,8,v)/3gQ, I C Q, f (r(O) ,8,v) 
n=o n' n 
Note that since the 
(2.63) 
(2.64) 




ijJinc = I a exp(-jwj>) .n ,J (kp) n J n (2.G':i) 
n=--oo 







bn jn exp(-jncp) H~ 2 ) (kp) (2.66) 
and the normalised radar cross-section (Bowman et al. 1969, Section 1.2.5) is 
N 
a ( cp) I I (2.67) 
n=-N 
As mentioned in Section 2.4.3, one is unable to measure phase inform-
ation accurately, and the radar cross-section is usually the only data avail-
able. The advantage of this extended null-field inversion procedure is 
therefore apparent since it requires no phase information from the measuring 
data. 
The procedure to reconstruct r(0) is as follows:-
Step ( i) 
Estimate the g1 , the shape factor of the scatterer defined in (2.61), 
either by prior knowledge or any crude estimation procedure such as the 
algorithm introduced in Section 2.5. 
the Null-Field Equation as: 





a = -j/4 
m I d (
2 
n [ v' fn ( r ( 0) , 0 , \)) H ( 2 ) ( kr ( 8) ) 
n l m 
n = 
n=o 0 
exp(jm8) - f (r(O) ,0,v) 
n 
17H( 2 ) (kr(8)) exp(jm8)] -~dO 
m 
" " I I 2 ~ (ar - (1/r dr(8)/d0) a 8 )/(l+ 1/r dr(8)/d0 ) 
L 
dr(0)/d8 = l g1 (jQ,) exp(jQ,8) 
Q,=-L 
by means of matrix inversion (see Section 1.5.1). 
Step ( ii) 
(2.68) 
( 2. 69) 
(2.70) 
(2) 
Calculate estimates of b , which is equal to RHS (2.68) when H (•) n · m 
is replaced by J (•). 
m 
Then caJculate o(cp) from (2.67). Compare O(</i) with 








Results of five computer runs ka of a circular 
is 2.0. The initial estimate of ka is 4.0. 
The data given is a(o) with a 10% random error. 
# of iteration steP_:3 Final Result 
6 2.006 















The original estimate is updated (i.e. gt,k+l = gl,k + ~9£,k, 
gl,k is the value of gt at the kth iteration) and the iterative 
procedure is continued until the 6g£,k are less than an arbitrary small 
constant, E say. 
In order to test the validity and efficiency of this procedure, 
computer experiments have been carried out to estimate (i) the size of a 
perfectly conducting circular cylinder, and (ii) the size and refractive 
index of a dielectric circular cylinder (Fig. 2.15~. 
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Fig. 2.16 shows the numerical convergence of ka(=2.0) with respect to 
N, and the number of iterations used, starting from different estimates of 
ka. Fig. 2.16a,b, and care situations where either o(O) (=1.708), o(TI/2) 
(=O. 161) or c ( TI) (=8. 049) is given. It is quite clear that even when the 
first estimate of ka is grossly in error, satisfactory results can still be 
achieved after as few as 5 iterations. It is also quite clear that the 
convergence is more oscillatory and the range of (possible) estimates (which 
leads to correct results) is smaller when 0(¢) is small. When o(O) is 
given with a 10% (maximum) random error and the crude estima.te of ka is 4. 0, 
Table 2 .1 shows the results of five successive runs. Note that the iterative 
steps used are equal to or fewer than 6 in each case and the results indicate 
an error of less than 0.5% in the final value calculated for ka. Further-
more, if o(O), o(O.l) and o(0.2) are given (each with a 10% maximum random 
error), it is found that the (averaged) result is within 0.05% of the actual 
value. 
When o ( 0) and a (TI) , eacri with a 10% · maximum random error, are given for 
a dielectric circular cylinder (of ka = 2.0 and v = 1.5), and one starts with 
estimation errors of 5% (i.e. first estimate ka = 1.9, v = 1.425), the final 
(averaged) results are obtained within 10 iterations to an accuracy of better 
than O. 5%. 
for the sake of. clarity and ease in numerical computation, examples 
are presented only for circular cylinders. However, the results clearly 
indicate that one can evaluate the scattering profile from limited inform-
ation such as the radar cross-section (without phase information). When 
sufficient measurements are made, it may even be possible to obtain a unique 
solution provided the initial estimate is close enough to.the actual solution. 
Unfortunately, it seems to be imposs:i.ble to theoretically characterise the 
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class of scatterers for which this procedure can be effective, nor to obtain 
a general expression for the 'closeness' required for the initial estimate. 
2.8 FROM DIRECT TO INVERSE PROBLEMS 
Ever since the day Adam ate the forbidden fruit, we have be2n criven 
by our urge for knowledge to try and discover the secrets of our mysterious 
Mother Nature. v,ayE and means have thus been devised by people 1,'ho attempt 
to venture into the worlds lying beyond the vision of our naked eyes. 
Some of the earliest inverse problems encountered were astronomical. 
Since the tiD~ of Aristotle (384-322 BC) men have been interested in the 
heavenly b~dies and a giant step was made in 1609 when Hariot (1560-1621) 
and Galileo (1564-1642) discovered the satellites of Juriter with their 
refracting telescopes. Three centuries later, Rontgen (1845-1923) discov-
ered >·-rays which enableo him to see inside living tissue, so that the 'vision' 
beyon~ ou1 naked eyes thus entered a new era. In the following years, the 
theor~· of 'imaging' has developed so rapidly that astronomy, medicine, crys~al-
lograp~, oceanology and geology are just a few of the areas where inverse 
theory haE been found to be useful. Backus and Gilbe1t (1967, geophysical), 
l\ewtc:1 ( 1,1~·0,. genE.raJ. ph~:-0 2-:·2), \\Teston (1972, rnatr,ematical consideration), 
Weston (1074, genE.ral sics), Parker (1972, geophysical), Parke:!:: (1977, 
geopl1ysical), Sabatier (.1:!18, antenna analysis), Jordan and Ahn (1979, 
anter,n;c, analysis), Ja'1rif.O'J ard Janicki (1980', optical), Sleeman (1982, 
acom;L,c), Bates (1982, astronomicaJ.), Voqelzang et al. (19E3, opt.ir.al), 
Sabatier (1983, mathematical considerations), mark progress in various 
fields throughour the years. 
As has been mentioned in Section 2.4.1, one way of solving an inverse 
problem is to propose a model, calculate the perturbed field, compare the 
calculated field with measurea data and subsequently modify the model. 
Naturally, when a scattering body has corners, one must be able to model 
diffraction by these corners. Unfortunately, it is possible only with 
perfectly conducting bodies. This procedure would be useless in the case 
of penetrable bodies with corners, since one does not yet know how to calculate 
the field diffracted by a penetrable edge. Therefore, it is apparent that 
we should try to understand thoroughly every possible direct situation 
(including the penetrable wedge problem) before we are able to take another 
step forward in the direction of s, "ing inverse problems. 
FIGURE 2.1 
p 
Source points P1 , P2 and field point P. The fields 
at P1 and P 2 are ~p , and ~P respectively. 
1 2 
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FIGURE 2. 2 
datum 
Geometry for inverse scattering measurement. The 
scattering region is within the circler of radius a. 
The fields are measured on the circle C of radius b. 
A point in r has the coordinateP(p;¢) while a point 
Q on Chas the coordinate (b;0). 
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FIGURE 2.3 eccentric ring sources at 0, c1 , c2 and c3 . 
{IJ;NiVHl'.i\\ < 1 ' 
CHIU'.i ,·c,; 
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Plot of IR1 s 1 1 versus kb. This plot displays the effect 
of measurement error on calculated impedance (see(2.33)). 




20,0 '2 l.O 
kb 
FIGURE 2.5 Plot of jR£E£j versus kb. This plot displays the 
variation of measurement error with respect to the size 







Plot of z 2 versus kb. This plot displays the varia~ion 
of error in calculated impedance with respect to the size 












This plot displays the percentage 
error in calculated eigenvalues with respect to percentage 




FIGURE 2.8 Geometry of inverse source problem. The (isolated) sources 
are situated within the circler of racli.us a. The nth 
source, at point P has the coordinate (p : <fi ). A. 
n n n 
measurement point Q has the coordinate (b; e ). 
m rn 
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Reconstruction of two point sources of ui1it amplitude and 
situated at p 
respectively. 
LO; ~ == 0,0) 
The number (M) 
and p = 1,0; f = TI/2) 
of rneam.1r0nient po.i.nts .i.s 
20 and they ~re distributed evenly on a circle with radius 
kb == 1 0 n , where k == 1 . O. 
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FIGURE 2.10 Reconstruction of the same point sources described in 
Fig. 2. 9. Only that now k = 5.0. 
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FIGURE 2.11 Reconstruction of the same point sources described in 
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Reconstruction of two point sources of unit amplitude and 
p 1.0; ~ = 0.0) and p 1.0; ¢ = 'ff/2) situated at 
respectively. The number (M) of measun-0 n1ent points is 
30 and they are distributed evenly on a circle with radius 
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Reconstruction of the same point sources as described in 
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( p = 1. 0; ~ = 1r/2) respectively. The nnmbAr (M) of 
measurement points is 50 and they are diBtrJl,uted ovenly 





Circular cylinder (conducting or dielectric) of radius a 






iteration curve for 
initial estimate ka - 8.0 
--7---
/, iteration curve for. 
/ lnHial nsti.amte •• 
2 4 N 
0.01 
FIGURE 2.16a Reconstruction of the circular cylinder shown in J.i'.ig. 2.15. 
The value of ka is 2.0. The figures show convergence of 
ka versus N, the number of iterations requ:lred to arrive 
at the final results, starting from various initial guess 
of ka. 
0(<p). 
The data given is the scattering cross section 
(a) cr(<j>) =cr(O) = 1.708, (b) o(rp) = o(',r/2) -= 0.161 




i terati:::i~ curve for 






iteration curve for 
initial estirriate \!_,o.= 1.25 
2 4 6 
N 
FIGURE 2.16b Reconstruction of the circular cylinder shown in Fig. 2.15. 
The value of ka is 2.0. The figures show convergence of 
ka versus N, the number of iterations required to arrive 
at the final results, starting from various initial guess 
of ka. 
o ( ¢) . 
The data given is the scattering cross·section 
(a) 0(¢) =O'(O) = 1.708, (b) 0(¢) = O(TT/2) = 0.161 






iteration curve for 
initial estimate ko -
---·--
B,O 
iteration curve for 
initial estimate KQ - 0.1 
2 4 N 
FIGURE 2.16C Reconstruction of the circular cylind0r shown .ln Fig. 2.lS. 
The value of ka is 2.0. ~rhe figures Hhow convergence of 
ka versus N, the number of iterations rt1qui.n• d to arrive 
at the final results, starting from vnrlous initial guess 
of ka. 
o (<!>). 
The data given is the scattering cross section 
(a) o(cp) =O'(O) = 1.708, (b) o(,~) ""a(1r/2) = 0.161 
and (c) o(<j>) = o(TT) = 8.049. 
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PART II 
THE INFINITE WEDGES 
0-IAPTER THREE 
THE PERFECTLY CONDUCTING WEDGE 
3.1 INTRODUCTION 
Many authors have written on the subject of rll.ffractJon by 
perfectly conducting wedges. Some early discussions are by Poincare 
(1892, 1897), Macdonald (1895), Sommerfeld (189<i), Bromwich (1915), 
Carslaw (1920), Jones and Pidduck (1950) and Keller rind Blnnk (1951). 
Bouwkamp (1946) describes in detail the singularities occurring at 
sharp edges while Kontorowich and Lebedev (1939) introduce the 
transform method now known by their names. Oberhettinger (195/J) 
reviews the pertinent literature comprehensively. 
Many other aspects of conducting wedge diffraction have also 
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been studied by Bates (1967a, computational), King (1971, exper:l.mental), 
Lang (1973, wedges in the presence of resistive shr~et), Hurd (1976, 
wedges covered with dielectric) and Thiel (1982, compuL:itinn,11). Chu 
and Kouyoumjian (1965) consider thP sur[c1cc wc1v0 dirfract.ion by a 
wedge. Bates and Hunter (1969), Mohsen and Hamid (1971) and Lewin (1971) 
have discussed diffracted by conducting wedqes in th('' near j_ncident field. 
Chan and Felsen (1977) and Tiberio and Kouyoumjian (l'J82) study the 
scattering of pulses by conducting wedges. 
Other useful papers include those by: for thrr>0-dirncmsional 
scattering, Filippov (1964); on wedges with round co:rners, Hoss and 
Hahmj_.d (1971) and Eguiluz (1976); on elastic wav<' r3caLter.inq, Kostrov 
(1966), Kraut (1968), Zemell (1975), KapusU.anskJ.J. (1976), Poruchikov 
(1976), Larsen (1980), Gautesen (1983) and Papadoprn1lnus (]0R3)~ on 
absorbing wedge, Karal and Karp (1958), Felsen (lf)ritJ), K;.irp i'1nd 
Kar al (1959) , Karal, Karp, Chu and Kouyoumj ian ( l <Hil) and Chu, 
Kouyoumjian, Karal and Karp (1962); on calculat.ion of (.isymptotic) 
diffraction coefficients, Lewis and Boersamn ( Fl(/)) , Kouyoumj.ian 
(1965), Latz (1973) and James (1977) 
Cautesen (1982, integral representation), Ciarkowshi, Boersma 
and Mittra (1984, spectral domain method) and Kim and Thiele (1982, 
hybrid technique). Finally, on engineering applications, Lewin (1969), 
James and Kerdemelidis (1973), Chadha and Gupta (1981), Petit and 
Cadhilac (1983), Wirgin and Petit (1982) and Sugimoto and Kozaki (1983) 
use the perfectly conducting wedge solution in the formulation of 
engineering problems. 
3. 2 THE KONTOROWICH-LEBEDEV 'rRANSFOR1'lATION 
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The transform invented by Kontorowich and Lebedev (1939) is useful 
for constructing radial solutions to boundary value problems involvinq two-
dimensional wave equations. 
The usual form of the transform and its inverse are (Jones 1964, 
Section 9 .13) : 
lco ( 2) I F(CJ.) = fix) H::i (x) dx, \Real (cl) I< 
0 
xf (x) - 1/2 
-joo 
J (x) F(Cl) d:x 
Cl 
1 ( 3 .1) 
( 3. 2) 
However, Jones (1980) points out that while most of the solutions which have 
so far been derived with the aid of the transform pair stated above are 
co~rect, the formulation is in~orre~t in general. 
converges if and only if F(a) decays sufficiently rapidly at infinity, a 
requisite not satisfied in many practical situations. Jones (1980) shows 
further that the transform pair does not exist for the particularly elementary 
function f(x) = exp(-ax), R(a) > 0. Jones (1980) suggests the alternate 
for:n: 
lim 
xf(x) = + - 1/2 
i:::-+O 
' exp(2a~)a J (x) F(a) da 
a 
( 3. 3) 
-joo 
which yields the same ,?esult as (3.2) and can be rigorr"';Ly justified. 
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3. 2 .1 Kontorov-1ich-Lebedev Tran sf orrn and Perfectly Conducting Wedu.es 
As an illustration of the use of the transform, the problem of a 
perfectly conducting we,~,;e irradiated by harmonic electromagnetic waves from 
a lin<' c;o·.lrce parallel ;_.c, the wedge, as considered by Jones (1964 Sectio 
9.14 --~D) is now presE:nted. 
=,et the faces o= a perfectly .;o:,a·c1cting wedge coincide with thE: "'"'~:.i-
infinite planes¢ =x ar,c. 2-;:--y, where the wedge angle equals 2X (Fig. 3.1). 
A line source is situatec a~ (P ;¢). 
0 0 
The problem thus reduces to finding the solution to the inhomogeneous 
wave equation 
- 1/P 6 (p-p ) 6 (¢'-¢ ) 
0 0 0 
(3.4) 
with the required boundary conditions that '¥(p;¢) vanishes on the faces of 
the wedge. 
Multiply (3.4) by p, H~ 2 ) (kp), where R(o:) = O, and integrate, witr, 
respect to P, from Oto 00 • RHS{3.4) straightforwardly reduces to 
- H( 2 ) (kp) 6(¢-¢ ), while the LHS becomes 
Ci. 0 ' 0 
r0 (V2 '¥ + k 2 '¥) pH2) (kp) dp = f"' [1/~ i,(pcl~'/clp)/3p 
0 0 
pH( 2 ) (kp) dp 
CJ. 
(00 
j [3(p8'¥/3p)/3r, H~ 2 ) (kp) + 1/P ::i2~1/3¢2 H~ 2 ) (kp) 
0 
00 
+ k 2 p \J' H2) (kp)] dp = (_p31i\3p H~2 ) (kp)] 0 
+ [' ~kp 3'¥/3p H1 2 ) 1(kp) + k 2 p'I' H2) (kp)J dp 
+ 3 2 (100 '1' H~2 ) (kp) dp/p)/3qi 2 = [_p3'¥/3p H~ 2 ) (kp)]: 
0 
- [r kp H( 2 ) 1 (kP)] 00 + J00'1'[k 2 p2 H( 2 ) 1· 1(kp) + kp H( 2 ) 1 (kp)] dp/p 
a o a · a 
0 
+ i00k 2 p'I' H~ 2 ) (kp) dp + 32 100 '1' H~ 2 ) (kp) dp/P)/3qi 2 (3.5) 
0 0 
llB~ 
Invoking Bessel's equation (Watson 1966, ·chapter 1·), (3.5) can be reduced 
further to 
"" 
[pa'¥/3p H( 2 ) (kP) - 1l' ki:i H ( 2 ) '(kP>] 
a a o 
~ j '¥(a2-k2 p 2 ) H~2 ) (kP) dp/p + r, k 2 /ir H~2 ) (kp) dp/p 
0 
0 
+ a2(1 00 o/Ha(2 \~p)_dp/p)/d¢• 2 =[p 3'!-'/clp H( 2 ) (kp) - '¥ kp H( 2 ) 1 (kp)] 00 









lim 1pcl'l-'/clp H( 2 ) (kP) - '¥ kp H( 2 ) (kp)] 
p-+ro LI a a 
lim [p cl'i'/clp H ( 2 ) (kp) - 41 p cl H ( 2 ) (kp) /3p ] 
p- a a 
lim (p 31J'/3p H ( 2 ) (kP) 
p-t-oo a 
+ j kp'¥ 
½ 
H( 2 ) (kp) - j kp41 
0. 




H( 2 ) (kP) 
u. 







p½ H( 2 ) (kp) -> a constant 
a 
½ 
p [a H~2 ) (kp)/clp + j k H~2 ) (kp)] -> 0 
lim ~ 
p '¥-->a constant p-+co 
0 
are the Sommerfeld radiation conditions (Jones 1964, Section 1.27): 
(3.6) 




The lower limit in the first term of (3.6) goes to zero since the 
edge conditions (Jones 1964, Section 9.2) for E-polarised fields on perfectly 
, , lirn 'l'pt conducting wedge require p• o O ~ t ~ 1. 
Finally, one gets 
[a2;3¢2 + a2] f' '¥ H~2) (kP) dP/P = 
0 
- H ( 2 ) ( k p ) o ( </>- <p ) 
a o o 
Denoting 0 = f' '¥ H~2 ) (kp) dp/p, the problem thus retlucos to nolving the 
partial differ0ential equation 
320/3¢2 + a20 = - H ( 2) (kp ) o ( <p-rp ) 
a o o 
subject to the boundary conditions previously imposed on'¥. 
A general solution for 0 is 
0 = a sin(acj>) + b cos(acp), a a 
cj> < ¢ 
0 
e sin(acj>) + f cos (a.¢) , a a 





where a, b, e , f are expansion coefficients. 
a a a a 
The Dirichlet boundary 
conditions require that 
(i) '¥(p;x) = 0 
(3.13) 
i.e. a sin(ax) + b cos(ax) O 
a a 
(ii) '¥(p;2n-x) = 0 
Le; e sina(2n-x) + f cosa (2n-x) = o a a (3.14) 
Also, at¢=¢ , field continuation requires '¥(p ;cj> ) m '¥(n ;cp ) i.e. 
o o o+ o o-
aa sin(acj>) + b cos(acj>) 
o a o 
e sin(acj>) + f cos(ncp) 
a o a o 
( 3 .15) 
Integrating ( 3 .11) with respect to <p from 4, 
o-
to 1p gives o+ . 




+ Cl = H (kp ) 







J 0 _ 0 J~ u O from (3.15). 
4> • 
0 <JlVOS 
'l'herefore, substituting ( 3 .12). into 
-(<l0/<l<j>)q>_ 
0 
a a cos(ctq>) + b a sin(ctq>) + e a cos(a¢) - f a sin(a¢) 
a o a o a o a o 
(2) 
"" - H (kP ) 
C( 0 
(3.17) 
Solviny (J.13), (:J.14), (3.15) and (3.17) simultaneously for aa' ba' ea and 
f leads lo a 
u( 2 ) (kll ) cos(ax) sina(¢ -21f+X)/asin 2a('IT-X) 
(t U 0 
- H( 2 ) (kP ) sin(ctX) sina(¢ -2TI+X)/a sin2a(1r-x) 
<X o o 
e - - H( 2) (kP) sina(q> -X) cosa(21r-x)/a sin2a(1r-x) 







H( 2) (kP ) sina(qi -X) sinct(21r-x)/ct sin2a('IT-X) 
ct O 0 
lJI l-1(2)(kP) dfJ/P 
a 





11,-, (kP ) sinci,(qi -X) sinct(qi-21r+x)/ct sin2a(1r-X), 






Note that (3.19) and (3.20) are the Kontorowich - Levedev transform of lJl/p 
for qi< qi and 1 > qi respectively. 
0 0 






2 exp (cu )aJ 
a 
(kp) H( 2 ) (kp) sina(</>-X) sina(qi -2n+xl 
ct O 0 
da/(Xsh12u (1r-x), qi < qi 
0 
joo 
l irn . f 2 ( 2) c-•o+ 1/2 exp(ca )aJa(kp) Ha (kp 0 ) sina(qi0 -x) sina(¢-2n+x) 
-•joo 




For P > P, the integrands in ( 3. 21) vanioh at infinl l:.y in Lhf1 right half 
0 
plane (Fig. 3.2). Therefore, on closing the contour of inteqration at 
infinity in the right half plane, Cauchy's residue Lhoor.8111 (cf. Kreyszig 
1972, Section 16;3) gives 
co 
IJI = - 1/2 ( 2 7Tj) I (-l)n J (kp) H( 2) (kp ) sin na(¢-X) na net o 
n=l 
sin net(¢ -2TI+X)/2 (TI-X), 
0 
co 
= - 112 (27Tj) I (-l)n J (kp) H( 2)(kp) net net o 
n=l 
sin net(¢-27T+X)/2(7T-X), f><ji 
where a= TI/2(TI-X), 00 
i.e. IJI = - Tij/2(7T-X) l J (kp) H( 2)(k(l) 
net nrt o 
n=l 
sin net(</J-X) sin net(<ji -x), 
0 
co 
= - 1rj/2(TI-X) I 
n=l 
J (kp) H( 2 ) (kp ) 
na net o 
0 




p > p 
0 
3.2.2 Kontorowich - Lebedev Transform and Penetrable Wedges 
Although it seems at first sight plausible that the Kontorowich-
(3.22) 
(3.23) 
Lebedev transform should be applicable to the penetrable wedge, it unfortunately 
turns out not to be so, for the following reasons. 
The penetrable wedge problem involves solving 
v'2'!' + k2'!' = - 1/p cS (p-p ) 0(¢-<ji ) + + 0 0 0 
and 
v'2'!' + \) 
2 k2 '!' = 0 (3.24) 
simultaneously, where'!' and'!' respectively are the wave functions outside 
+ -
and inside the penetrable wedge and vis the refractive index of the wedge. 
Furthermore, appropriate boundary conditionsmustbe satisfied on the faces of 
the wedge. 
MulUp.ly.i.rnJ lliu dbove two equations bypH( 2)(kp), and manipulating 
a 
these in Lhe rwme way as described in Section 3. 2 .1, gives 
w 
('2/aq2 2) t \fl+ H( 2 ) (k) dp/p - H( 2 )(k ) 0 (cp-cp ) d i + a a. p a po 0 
and 
'" 
2 2 ') 





(\J -1) L k2 p2 \fl ' H(2) (kp) dp/p = 0 (3. 25) -, Cl 
Coml)c.1r.in\j (3.25) with (3.10), it is clear that, one cannot reduce 
(3. 25) into a s.Llll11lu partial differential equation involving only angular. 
vax:iables by def.ining 
(,() 
() - t 'I' 11(::.!} (k ) dp/p + + (1, p 
u f" '1'_ ( 2) dp/p (3.26a) .::: JI (kp) 
Cl 
0 
The point is that a single transform for fields both inside and outside the 
wedge is inadequate. 
and 
On the other hcrnd, if two transforms are used, i.e. 
0 
(2) 
'I' IJ (kp) dp/p + (t 
t~ 'l' !1( 2 ) (vkp) dp/p 
(.( 




H (2) (kp ) + .. 0 0 (cp-cp ) a = + + Cl o 0 
and 
') ;a,p2 'I ro + .. , 0 = 0 Ct -
(3. 26b) 
(3.26c) 
Unfor.tunatuly, Lhtini is no simple way of matching 0 + and 0.., across the faces 
of the wedge. 
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3.3 APPLYING THE NULL-FIELD METHOD TO PERPEC'J't,Y CONDUC'J'ING WEDGE PROBLEMS 
3.3.l The Integral I , a V, I 
m,CI, 
The integral I which is needed subsequently, is defined by 
m,a 
I H( 2 ) (k ) J p J (kr) J (kr) -1 dr = r 
m,a m P m a 
0 
r + J (kp) (2) -1 dr H (kr) J (kr) r m m a p (3.27) 
Using equation (13) of Watson (1966), Section 5.11, (3.27) can be re-wri.tten 
as 
I = Hm( 2 ) ( kp ) [-
m, a 
kr/(m2-a2 ) + J (kr) J (kr)/(m+a)]P 
m a o 
[ (2) 2 2 + J (kp) -kr H 1 (kr) J (kr)/(m -a) m m+ a 
+ kr H( 2 ) (kr) J 1 (kr)/(m2 -a, 2 ) + ll(;n (kr) J (kr)/(m+a)]
00
, 
m ct+ m rt p 
N, r m (3. 28) 




l/2m H( 2 ) (kp) [LT 2 (kr) + 2 l ,J 2 (kr) + J 2 (kr)]r~ 
m o . nc:l n m 0 
m-1 
[ (2 ) \.'. I",~. 2 ) (kr)· J.··, (kr) - 1/2m Jm (kp) H0 • (kr) J O (kr) + 2 I '.. ..
n"'l 
+ H ( 2 ) ( kr ) J ( kr ) ] 00 
m m p 
(3.29) 
However, there is no simple formula for I Fortunately, I is not 
o,o o,o 
required for the work described in this thesis, and there is therefore no 
need to consider the case when a= m = 0. 
(i) whena=m,a,iI 
Im,ct= H~2 ) (kp) [=kP Jm+l (kp) J 0 (k0)/(m
2-a-2) + kp Jm(kp) '\i.+l (kp) 
/(m2-a 2 ) + J (kp) J (kp)/(m+a)] 
m a 
,. 
i· J (kr) Ja(kr)/(m+al] 
m 
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+ J (kp) lim [:-kr H( 2 ) (kr) J (kr)/(1/-c/) + kr H( 2 ) (kr) J , (kr)/(r/-L, 
m r-•w m+l a m a+.1. 
(2) J + H (kr) J (kr)/(m+a) 
m n 
(3.30) 
On substituting the asymptotic expansions for the Bessel and Hankel functions, 
as defined by (1.31) and (1.32), into (3.30), the latter becomes 
I = - kp J (kp) [tt{ 2 ) (kp) J 1 (kp) - H( 21) (kp) J (kp)]/(m2-c/) rn,a a rn m+ m+ m 










(kr) a J + J (k ) lim [- kr 




(kr) a+l } 
r(a+2) 
{ ½ (2/1rkp) 
UXL) ( ·-j ~r-m11/2-·lf/2-1r/4]) ( 2/1rkr) ½ cos (kr:...a1r/2-1r/4) 
- ( 2/·nkr) ½ exp (-j Q<r-m1r/2-1r/4]) (2/1rkr) ~ cos (kr-a1r/2-1r/2-1r/4) } 
1 ½ 12 + -----·· (2/Tikr) exp(-j 1kr-rmr/2-1r/41) (2/Trkr) cos(kr-mr/2-1r/4) J m+~ L' '.J 
(3.31) 
Note tl1~t t.lio bnwln1tecl quantity in the first term of (3. 31) is a Wronskian 
(cf. ALri.lmuwit:.:? c1nd Utegun, equation 9.1.16, 1965)andis·.equal to 
(2) ( 2) 
II . (kp) .I I (kp) - H (kp) J (kp) = -2j/1rkp 
m m+ m+l m 
(3.32) 
( 3. 31) then Lucornu::i 
I 
m,1x 
H( 2 ) (k ) 
- - kp J (k()) (-2j/1rkp)/(m2-a2 ) + m2 2P [---
1----
a I'(a+l) r(m+2) 
m -a 
---] lim (kr)m+a+2 
I' (ct+:.!) I' (m+l) r-+0 
ll ( 2 ) ( kp) 
Ill 1 lim (kr)m+a 






r • oo kr 
cos(kr-a1r/2-1r/4) -




1r (m -a ) 
lim [ o· J r • oo _exp (-j _kr-m1r/2-TI/2-1T/4_ ). 
exp(j~r-a1r/2-1r/4]) + exp(-j[kr-m1r/2-1r/2-1r/4]) 
exp (-j [kr-crn/2-n/4]) - exp (-j Lkr-m1r/2-1r/4]) 
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exp(j[kr-crn/2-1r/2-1r/4]) - exp(-j[kr-m-11/2-·rr'/4]) 
exp (-j [kr-a1r/2-1r/2-1r/4]) J (3.33) 
Since afI and aim, the second and third terms of (3.33) must tend to zero 
when r+O. Furthermore, the fourth term of (3.33) must tend to zero when 
r-+ii,. Therefore, (3. 33) becomes 
- J (kp)/TT(rn2 -a2 ) lim [exp(j 1r/2) m r--}-0:, 
oxp{j [m1r/2-crn/2]) + exp(j,r) exp(-j2kr) oxp(j [nrn/2 ·FaTT/2]) 
- exp(-j1r/2) exp(j [m1r/2--crn/2]) 
- exp(j1r) exp(-2jkr): exp(j [m1r/2+ crn/2]) ] 
.- ·- ..., ,.., 
== 2j exp(-ja1r/2) Lexp(ja,r/2) J. {kp) - oxp(jmn/2) ,J (kp)j/n(m""-a"") a m ,,. 
(ii) when a= m f o, 
( ) 2 m-1 2 ✓. . 
I = - H 2 (kp) [LT (kP) + 2 I J (kp) + J (kp)]/2m· · 
m,m m o n=l n m 
m-1 
+ J ( kp ) [H ( 2 ) ( kp ) ,J ( kp ) + 2 l 





J {kp) + H( 2 ) (kp) J (kr)]/2m 
n m m 
+ H( 2 ) (kp)/2m lim [J2 (kr) 
m-·1 2 r + 2 .. J (kr) m r • O o 
n=l 
n 
- J (kp)/2m lim [H( 2 ) (kr) 
m-1 
J (kr) + 2 }' 
m r--+= · o 0 
11"'1 
+ H( 2 ) (kr) J (kr) .] 
m m -
+ i (kr)] 
m 






Aq,;1iu using the ,wy111ptotic expansions for Bessel and Hankel functions, as 
def:i.ned by (1.31) and (1.32), (3.35) becomes 
I = l/2m m,m 
111-l 
)~ c J (kp) [H( 2 ) (kp) J (kp) - H( 2 ) (kp) J (kp)] 
n n n m m n 
n=o 
o m-1 ( ) n (kr).m 2 
+ l/2m H(2)(kp) lim [(_(kr)J2 + 2 l ( kr )2 + (r(m+l)) J 
m r+o I' (1) n=l r (n+l) 
1 irn 1 ½ . r, ·] ~ 
- l/2rn Jm (kp) r-w, L ( 2/1rkr) exp (-J t_kr-n/4 ) (2/nkr) cos (kr-n/4) 
rn-1 
' !2 [ ~ + 2 l (2/rrkr) exp(-j kr-nn/2-·rr/4]) (2/nkr) cos(kr-nn/2-n/4) 
IF0 l 
+ (2/nkr) ½ exp(-j [kr-rn'lf/2-n/4]) (2/1rkr) ½ cos(kr-mn/2-n/4)] 
rn-1 
'°' 1/2111 ): 
11""0 
E J ( kp ) ~ ( 2 ) ( kp ) J ( kp ) 
n n n m 
- H(Z) (kp) J (kp)] + H( 2 ) (kp)/2m 




When the JiwJckint field is a plane wave electrically-polarised parallel 
to thu nxiu of ~,n iutinite perfectly conducting wedge (Fig. 3,3), the total 
f.iulcl .lu yivon by (lid t.es 1965) 
nn , .... 
j" · ~J (kp) Leos na (0-cj>) - cos n a(0+cji -2x)J 
II n<..t 
(3.37) 
.where x<0<2n-x is the angle of incidence of the plane wave, a= n/(2'1T~~) 
and the £c;1ces o[ thu wedge coincide with the planes cji=x and 2n-x (Fig. 3.3). 




tl1 /:lqi "" lt~ s n jna J (kp) [sin no.(0-cj>) + sin na(0+qi-2x)] 
n net 
'l'he nul 1-field e,Juc;1t.:i.on ( 1. 95a) is 





( 1. 959-) 
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Since RHS(l.95a) has the form - i.e. (1.34) - of the generating function 
for Bessel functions, it can be written as 
-'!' 
inc 




cos n(O-~) J (kP) 
n 





° [-g(l/r) cl'Y/30] dr 
B=x 
+ J00 [-g (-1/r) cl'Y/ a0] dr 
0=211-x 




+ f00g (1/r) cl'l'/80 dr = f0 J (-) (-j /4) H~ 2 ) (kR) (1/r) cl'P/30 dr 
o e=21r-x o 0"'x 
+ f' (-j/4) H~ 2 ) (kR) (1/r) cl'l'/30 clr_ 
o . 0=211-x (3. 40) 
Expanding the Hankel function by the addition theorom (cf. Soction .l. 4. 1. 1) 
gives 
RHS (3. 40) 
p 00 
= -j/4 c-f l 
0 m=o 
E: H( 2 )(kp) J (kr) C08 m(x-,~) 
m m m r 
00 










I (2) J (kp) cos m(x-c~) E H (kr) m m m 
p m==o 
00 
2 I .na J (kr) [ sin na (O-x) sin J -1 a E n J + na(O+x-2x) r dr n na 
n=o 
r co I (2) J (kr) cos m ( 21r-x-cp) E H (kp) m m m 0 m=o 
00 
2 I . na (k ) [ . na(0-2rr+x) Cl E n J J r sin n na 
n=o 
sin na (0+2·1r-x- 2x) J -1 dr r 
E H( 2 ) (~r) J (kr) cos rn(211-x-q1 ) 




E n la J (kr) [sin na(0-:,'!7r+x) + sin na (0+211-x-2x)] 




00 ) 2 \' .no: 




2 ): ~na. sin na. ( O-x)(-1tI m(x+¢) I - E n J E cos m,no: (3.41) n m 
ll"-0 m=o 
Substitutiny from (J.34) into (3.41), the latter gives 
2 




.na 0 E n J sin no:(--x) 
n 




E [cos m(x-¢) 
m 
(-2j) exp(-jnmr/2) rexp(jm'fr/2)J (kp)-exp(jncrn/2) J (kp)] 
[_( m na · 
2 2 
/·11 (Ill - (na) ) (3.42) 
on comv,n.ing (3.30) with (3.42), it is clear that if RHS(3.39) is to equal 
RHS(3.42), Urn cooiTlcient of J (kp) in (3.42) must equal zero for all n. 
na 
From (3.42), the coufficients of J (kp) are 
na 
., 





I n 'n m=o 
t cos m(x+¢)]/(m2- (no:) 2 ) 
E [~os m(x-¢) 
m 
0.43) 
where t.he upper ::;lgn is taken when n is even and the lower sign is taken when 
n is odd. 




2 na c· 2 , "' -a l. nj /1r sin no: (0-x) -1/ (no:) + 2 l n . 
m=l 
00 




m(x-¢)/(m -(no:) ) 
(3.44) 
Using equation (l.44!).G) of Gradshteyn and Ryzhik (1965), the coefficients 






na (0-x) .[:-1/ (no:) + 1/ (no:) 
- TI cos na(n-x+¢)/2no:sin(no:TT) 
2 2 
± 1/(no:) + 1/(no:) 
± TT COS na(TT-X-t)/2nasin(no:TT)] 
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2 ,net 






(nwp) / sin (nmr) = + E J n cos cos 
+. ,net sin na(0-x) sin (rrnc/i) sin (n,i/7.)/ EJ.i.n ( n u:n) =0 (3.45) = E J n cos cos 
since sin(nTI/2) 0 when n = even, and cos(nTI/2) -· 0 when n ~ odd. 
Because of (3.45), (3.42) becomes 
00 00 
RHS(3.40) = 2 IE J ( kp) [cv, / 'TT 
mm 
m=o 
I ,na En n J sin ncx ( o-x) exp ( j [m-naJ TI/2) 
n=o 
{ A, 11 }/(/.( 2 cos m( x-'I') - (-1) cos m ( x+(p) m -· 1m) ) 
00 '" 




cos m(x+c/>) I n(-l)n s:l.n na {0-x) /(m -(net) ) -
11""0 
2 2 ] / (m -(net) )_ 
00 
I J (kp) (-2/·rr) E jm [cos m(x-c/i) m m 
m=o 
00 
I n 2 2 n(-1) sin(net(0-x)+nn)/(n -(m/a) ) 
00 
1 n 2 2 J - cos m(x+¢) l n(-1) sin na(0-x)/(n -(m/a) ) (3.46) 
n=o 
Using equation (1.445.5) of Gradshteyn and Rzyhik (196::i), (3.46) becomes 
00 
RHS(3.40) = l Jm (kp) (2/TI) Em jm [(TI/2) 
m=o 
cos m(x-¢) sin(m[2TI-a(O-x)--·1i]/c1.) 




-i (lq,) E jm !<_cos m(x-<ti) sin l2m(n-x) - m(0-x) l_, 
m m -
/ 1:3 fo ( 2 II\ [rr -X] ) 
- cos m(x+</i) sinGm(0-x)]/sin(2m[n-x ])J 
I ,J (kp) E jm [cos m(x-<Ji) sin m(0+x) 
Ill m 
- cos m(x+</i) sin m(0-x)}/sin(2mx) 
OJ 










- sin m(0+¢)]/2sin(2mx) 
J (kp) Em jm [2cos m(0-<p) sin(2mx)]/2sin(2mx) 
Ill 
c / 1 c.:os m(O-cji) J (kp) 
m m 
(3.47) 
Comparing (3.47) wJ.th (3.39) shows that the null-field condition is satisfied, 
3,3,3 H - Polarisation 
Whe11 tho incident plane wave is magnetically-polarised parallel to the 
axis of an infinitu perfectly conducting wedge (Fig. 3.3), the total field is 
gi.ven by (IJ,d:tw l~J6!J) 
"'' 
~, '"' ex ): 1 11 .l'l<t Jna (kp) [cos na(0-<p) + cos. na.(0+</J-2X)] (3.48) 
n--o 
where (:l iu Lliu i11ci dt:nt angle, x<0<2n-x and a. = n/2 (n-x). In the H-polaris-
ation J'l' ( p; X ) ;:Jn ,,. 1:1/p 8~1 (p; X ) /3</>=0 and hence the LHS of the null-field 
2n-x 2n X 
equation (1.95u) iB 




-1 J·°" IJI ag/80 r dr - -1 IJI clg/38 r dr 
u B=x o 8=2n-x 










Expanding the Hankel function by the addition theorem (1.35) gives 
RHS (3. 49) 
p 









£ H( 2 ) (kP) J (kr) cos m(G-f)}/30 r-l d~ 






+ cos na ( 0+0-2 X)] d [ I s H ( 2 ) (kr) ,J (kp) cos m( O-c/>l ];ao 
m m 111 
= 
m=o 
+ j/4 r a 00 I £ ,na J {kr) [cos na{0-O) + oos nr~(o+0-2xl] n J na 
0 n=o 
00 
a[ l sm H~2 ) (kP) Jm(kr) cos m(O-<P)];.10 r-l dr 
m=o [).,-, ✓,n-x 
+ j/4 ,1 00a I £ jna J (kr) [cos na{0-O) 
JP n=o n na 
-j/4 
00 
+ cos na ( 0+8-2 X)] a [ I s H ( 2 ) (kr) J (kp) cos m( 0-c/>)] 
m m 111 -
m=o 
-1 





nr; I (.2\-v \ 'i' c- J cos m en\ L I., ~n ~" ...,.., ",.__, A' L, 
n=o m=o 
00 (YI 
-2a I , na n )'. s J cos na{0-xl (-1) 
n 
n=o 









( 3. 50) 
where I is defined by (3.34). 
m,na 
Substituting tho value of I into (3.50), 
m,na 
the latter becomes 
00 
RHS(3.49) = ja/2 I 
n=o 
,na 






£ m {sin m(x-r~) + (-1) 
m 
sin m(x+<P)} {-2j/n) exp(-jnan/2)' {exp(j111·n/2) J (kp) 
m 




Again, it is clear that the coefficients of J (kp) in (3.51) must equal 
net 
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zero for all n if the null-field condition is to be satisfied, From (3.51), 
the coefficients of J (kp) are 
na 




m E: sin m (x-¢) m 
TI 2 2 
m -(na) 
00 m E: sin m ( x+¢) ] ± I m 2 2 
m=o m -(na) ( 3. 52) 
where the upper sign is taken when n is even and tho lower sign is taken 
when n is odd. Using equation (1.445.5) of Gradsht:f;)yn and Ryzhik (196!:i), 
± 
TI sin na(n-x-¢) 
2 sin (nmr)f 
= - Cl E: n 
,na 
na(0-x) J cos 






sin na ('n'-X,iJ1J_ 
sin (ncrn) 






since sin na(TI-X) 
= 0 when n = odd. 
sin(nn/2) = 0 when n = even, and cos na(n-x) 










J (kp) (a/TI) I .na E: m E: J cos m m n m=o 
exp ( j [m-na}rr/2) [sin m(x-c/i) + (-1) n 
('\ 




RJll m, x+(111_l 1 (m2 - (na) 2, 
,. cos rm (O-x);fm2-(nct) 2 ) 
n 
+ sin m(x+¢) I En (-1) 11 cos na(O-x)/(m2-(nn) 2 ) J 
n=o 
00 
J (kp) m E jm/mr [sin m(x-¢) 
m m 
n 





sin m(x+4') I ( n r r ✓, I 2 ·1 s ,-1) cos na,fl-x)/,n -(m n) ) n .J (3. 54)· 
n=o 
Using equations (1.445.6) of Gradshteyn and Rzyhik ( J'lfJ'i) 1 (:I, ''it\) bocomos 
00 
RHS (3.49) = - l , J (kp) m s jm/crn [sin m(x-¢) {-(c1/m) ;i + (<x/m) 2 
m m 
m=o 
- aTI cos(m(2TI-a(0-x)-n)/a)/m sin(mTI/a)} 











J (kp) E jm [sin m(X-<P) cos m(0+X) + sin m(X+ 1p) m m 
cos m(0-x)]/sin(2m(n-x)) 
J (kp) s jm Gsin m(0+¢) + sin m(0+2x-¢) + sin(2x+¢-O) 
m m 
+ sin m(0+4')]/2 sin(:2mx) 
J (kp) E jm 
m m 
2 sin(2mX) cos m(0-¢) 
2 sin(2mx) 




Comparing ( 3. 55) with (3. 39) shows that the null-field condition is satisfied. 
3.4 DISCUSSION 
Perfectly conducting wedges (or metal wedgeA) uan ba oonsiderod special 
cases of penetrable wedges when the (complex) refr,':IC'L.1.vn i.nd:l.cM1 of tho latter 
approach infinity or zero. However, this does not mnn11 LhAt one can generalise 
the established methods for solving conducting wedg0 prolilomH lo thA gnneral 
penetrable wedge situation. For example, it is shown i.n ~leet:.l.on 3.1..2 that 
one ,cannot use the Kontorowich-Levedev transform to r·:olvo thl" pr!nc~trable wedge 
problem in a simple way. 
,, 
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H,wii:<1LLy, Ll1u difficulties arise from the more general boundary 
coud it i.orw rtHJU i rud I ut· the penetrable wedge. For the conducting wedge, 
thl! r<J<J,u.i.tud 1.,u11111ld1 y cundition (that the tangential electric field vanishes 
on thu fctcuu oJ' l.llu wudge) can be satisfied easily by expanding the wave 
fuuction i11 ba!J.i u Ju1wl.ions whose angular dependence is characterised by 
siu(rrn/2(11-x)</1), wll1n·u the integer n runs from 1 to 00 
t,'or.· Lhu pu11u l rc1ble wedge, however, one has to match the fields (and 
tlwir nurrn<.1 l dl!I.; v,d i vus) inside and outside (the wedge) across the faces of 
U11u 111;iy uxpand the field outside the penetrable wedge as 
"' 





und thu fiu.Ld iuu.ide the penetrable wedge as 







'l' ,:rnd ;J'I' /clip = cl 1l1 /:l,p at cp = ±x. 
I- -
In (3.56) and (3.57), the 
ilr\)Ulll<.Jllt::; u l ttw L!uuuu.L functions differ by the factor v, which is the 
rel'rucLJ.ve indux uJ l.lw wedge. Unfortunately, there is no easy way of 
co111parin9 Hcn;se.l l.Ull<.-'l.ions of different arguments. Although it is possible 
to resort to the 1uultiplication theorem of Watson (1966, Section 5:21), the 
procedure tunds to become hopelessly unstable numerically as soon as the value 
II 
of v differs sign.ificantly from unity. 
Section 4,1 presents a detailed discussion of several of the diffi-
culties encountered i.n attempting to solve the penetrable wedge diffraction 
problem, while Cha,LJturs 5 through 8 describe various possible approaches to 
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The infinite perfectly conducting wedge illuminated by a line 
source at (p ; ¢ ). 
0 0 
plane¢= ±x. 
The wedge surfaces coincide with the 
lJ r, 
CONTOUR OF d-.. I/ 
INTl:G~ATION 
IIHtGRANT OF l3,2ll -- - EOUALS ZERO ON ....... ......... 













FIGURE 3,2 The complex plane. 
,, 
Ll7 
FIGURE 3.3 Plane wave scattering by a perfectly con<luctinq wmlqn. 
The incoming wave 1[', is incident aL ,111 nt1qln (), 'rho 
ltlC 
wedge surfaces coincide with qi = tx. /\ poinL 11 L11 r;pacn 
has the coordinates (p ; r/,) • A point <,? on Lhe wridqe nurfi1ce 
has the coordinates (r; 0 = x). 
I• 
CHAPTER FOUR 
'1'111': I NJ•' IN l'l'E PENETRABLE WEDGE DIFFRACTION PROBLEM -
TN'l'l{ODUCTION AND REVIEW OF LITERATURE 
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Unl l Im L11u vu1 !tic tly conducting wedge diffraction problem, which was 
solvt:Jd succe::rnflllly butore the end of the last century (cf. Macdonald 1895 
ancl S~)lll!Ht:Jrfold 1.U96) , the penetrable wedge diffraction problem still excites 
controversy today. 
Whereas new approaches are introduced and their merits are assessed in 
the n£c!Xt chapters, this chapter is essentially an introduction to the pene-
trable wed0e diffr~ctlon problem. In Section 4.1, several difficulties 
which one may encounter when attempting the problem of penetrable wedge 
diffraction are cliscui;sed. Commonly used notations and terms are also 
defined in this StJction. Finally, Sections 4.j and 4.4 give brief reviews 
of the liturature 011 right-angled and arbitrarily-angled dielectric wedges 
nJ~1puct.Lvld y. 
4 . .I. Gl::NlmAr, llH'I!' IC IULTIES IN SOLVING THE PENETRABLE WEDGE PROBLEM 
'l'ho penel:i:,.\IJ.lti wedge is the major topic of this thesis. 
is shown in Fig, 4,l 
Its geometry 
The wedge ie infinitely long in the z-direction. The semi-infinite 
wedge surfaces coincide with the planes t=x and 2n-x. Arbitrary points in 
spctctJ c1nd on tlw wudlJu surfaces are denoted. by P, with coordinates (p; rp), a,nd 
Q with coordinates (r;±X), respectiveiy. The refractive index of the wedge 
is v while the refractive index of the remaining space is 1, i.e. v = l for 
X < rp < 21f-X while V has some other constant value for -x < rp < X· 
'!'he penetrable wedge problem is difficult because the wave function. 
has to satisfy the edge, boundary and radiation conditions simultaneously. 
Furthermore, tho lack of any scaling factor, since the wedge is of infinite 
extent and the radius of curvature of the apex is zero, creates additional 
difficulties when one attempts to obtain a numerical solution. 
(i) Edge conditions: 
Just what are the correct edge conditions for a penetrable wedge is 
still a much researched topic, as indicated by Meixner (1972), Hurd (1977, 
1976), Bobrovnikov and Zamaraeva (1973), Davies (1976), Dobrzyuski and 
Mara dud in (1972), Andersen and Solodoukhov (1978) and Bates (1973, 1980a) 
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The conditions suggested by these authors are examined in detail in Sections 
4.2 and 5.7. 
(ii) Boundary conditions: 
As pointed out in Section 3.4, the arguments for the cylindrical 
eigenfunctions used in field expansions are kp and vkp, outside and inside 
the wedge respectively. 
of different arguments. 
There is no easy way to match cylindrical functions 
In the case where the cylindrical functions are 
Bessel functions of the first kind, one may resort to the multiplication 






F (a,v) J 2 (x) n o.+ n 
The asymptotic form of J (x) is 
a+:zn 
lim o+2n 
J (x) • (ex/ (a+2n)) 
n-,-o;, a+2n 
while the asymptotic form of~ (o,v) is 
n 
lim n 




It is clear from (4.2) and (4.3) that (4.1) is an absolutely converging series. 
However, consider the following simple situation, in which the problem is to 





B . J 
\ii m 








(kp) cos mx (4.4) 
where the A are known. 
m 
Although this is a simplified situation and does 
not correspond to any particular physical problem, it helps to highlight the 
difficulties associated with the use of the multiplication theorem. 
can be expanded as 
CX) 
m=o 








(kp) F (m,v) = I A. cos mx J (kp)· 
n ~ m 
m=o 
( 4. 4 ) 
(4. 5) 
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Since the J,Q,(Kp) are independent functions, equating their coefficients in 
(4.5) gives 
m 
I: B,Q, cos ,Q,X 
9,=Q 
F (,Q, ,v) 
(m-9,) /2 = A cos mx, form= o,1,2, .. m 
and (m-9,) /2 EI 
o,+ 
It has already been indicated in (4.3) that the F (,Q,,v) are rather 
(m-,Q,)/2 
(4. 6) 
large quantities, especially when mis large. On the other hand, the A 
m 
and B are comparatively small. 
m 
A small percentage error in calculation 
( ,Q, '\J) ' 
of F(m-,Q,)/2 can therefore cause large percentage errors in the 
calculated from (4.6). 
(iii) Radiation condition: 
B 
m 
In order to ensure that power flow be finite, it is necessary to use 
Bessel functionsof the first kind as eigenfunctions when writing down expan-
sions for the wave function close to the apex (cf. Section 1.4.2.2). 
However, the expansion coefficients must then be such that ths wave function 
is an outgoing wave as p--+<:o, 
On the other hand, one may utilise Hankel functions of the second kind 
as the ei3enfunctions for p greater t~an a certain value, p 0 say (where p 0 
is the minimun raciius of convergence, (cf. Section 1.4.3), and keep the 
Bessel functions expansion for p smaller than p • Unfortunately, this method 
0 
of solution leads to 'relative convergence' difficulties (see Sectionl.5.1.2 
and 7.5). 
(iv) Dielectric wedge mode: 
Consider a rectangular waveguide with a cross section as shown in Fig. 
4~2. It i.s \ve.11. kno\t.711 (cf .. t,!arcuvitz 1951) that the z-cofftpo.nc::nt of the 
electric field in such a waveguide (for any electromagnetic field polarised 
in the z-direction) is of the form 
\¥ = A sin (m11x/2a) sin exp (j 1k2 2 (nrry/2b) - (mrr/2a) 
½ 
- (nrr/2b) 2] z) (4.7) 
where m and n are integers and A is an arbitrary constant. The spatial 
variations of~ are depicted in Fig. 4.2 for some values of m and n. These 
variations are called standing wave patterns because they are stationary with 
respect to time. A field like (4.7) which can exist in a structure all by 
itself (or in other wo:i:;ds produce a standing wave pattern) is called a mode. 
Each field pattern (or standing wave pattern) is completely characterised by 
its corresponding values of m and n. 
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In the case of a perfectly conducting wedge (Fig. 4.3), a field of the form 
'1' =BJ (kp) sin na(cp-x), a= 1r/2(1r-x) 
na 
( 4. 8) 
represents standing waves in the angular direction (between the walls of the 
wedge~ see Fig., 4.3). 
Bates (1973, 1980a)argues, however, that no such 'free-modes' exists 
for penetrable wedges of arbitrary angles and (complex) refractive indexes. 
On the other hand, Maurer and Felsen (1967) indicate that a form of 'travel-
ling mode' can still exist in the case of a penetrable wedge. These 
different viewpoints of the concept of 'physical mode' are discussed further 
in Section 5. 3. 
4.1.1 Some Notation and Terminology 
It is appropriate here to introduce certain notation and terminology 
which is referred to frequently in what follows. The field diffracted by 
a (penetrable) wedge is taken to be either E-polarised (electric field 
parallel to, and magnetic field perpendicular to, the z-direction - see Fig. 
4.1) or H-polarised (magnetic field parallel to, and electric field perpen-
dicular to, Lhe z-direction). The total field, which is denoted '1' = '1' (p;<p), 
does not vary in the z-direction, i.e. 3'1'/3z = O. 
(i) Apex (edge): 
The apex (or edge) of a wedge is where the surface ceases to be 
analytic, e.g. the point O in Fig. 4.1. 
(ii) Wedge angle: 
The wedge angle is the angle between the two faces of the wedge, i.e. 
2X in Fig. 4.1.. 
(iii) Edge field: 
An edge field is defined, with reference to Fig. 4.1, by 
lim 
'!'edge= p• O 'l'(p;<p) 
(iv) Reflection and refraction boundaries: 
(4.9) 
The reflection and refraction boundaries defined herewith are only 
physical idealisations because '1' is necessarily an analytic function. of p and 
<p everywhere except on the faces of the wedge and (in some cases) at the apex. 
The incident wave and the specular parts of the reflected and refracted waves 
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can be usefully regarded as being composed of rays (see Section 1.2). 
Each incident ray, when striking the wedge surface, is assumed to generate 
a reflected ray and a refracted ray (cf. Section 1. 2) as if the incoming ray 
is incident upon an infinite interface. In Fig. 4.4, an incoming ray is 
shown incident on a penetrable wedge at an angle 0. At a point P1 , say, on 
the upper face L, of the wedge, the incident ray is reflected and refracted. 
The angles of reflection y1 and refraction y2 are determined by Snell's law 
(cf. Section 1.2). Similarly, at a point P2 , say, on the lower face L2 of 
the wedge, the incident ray is reflected and refracted. It is seen from 
Fig. 4.4 that the reflected ray from the upper wedge surface exists only for 
X t ¢ ~ y1 . The radial line¢= y1 , 0 < p < 00 is then called the reflection 
boundary (for the ray reflected from the upper wedge surface). Similarly, 
the ray refracted from the upper wedge surface exists only for -y2 ~ ¢ ~ X• 
The radial line f = -y2 , 0 < p < 00 is called the refraction boundary (for the 
ray refracted from the upper wedge surface). Reflection and refraction 
boundaries from the lower surface are also defined in the same way. In a 
more complicated situation, where the (upper/lower) refraction boundaries 
intersect the opposite (i.e. lower/upper) wedge surfaces, secondary refraction/ 
reflection takes place. 
similarly defined. 
The secondary reflection/refraction boundaries are 
4.2 SINGULARITY AT THE APEX 
Bom,kamp ( 1946) points out that the field diffracted by a sharp 
perfectly conducting edge must be singular, in that certain spatial derivatives 
of the field must become infinite at the edge. This fact is, of course, well 
known (Jones 1964, Section 9.14). 
penetrable wed·ges. 
Some questions remain, however, for 
Meixner (1972) suggests that the edge field of a penetrable wedge 
(Fig. 4.1) should be expandable in the form 
a-1 
IJI = a_l p 
a 
+ a P 
0 
(4.10) 
which is clearly singular as p+O, unless a is a positive integer. 
of a is determined by 
The value 
(l-~)/(1+~) =±sin an /2sin a(2X-TI) (4.11) 
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where the upper sign is taken when the field o/ is an even function of~ and 
the lower sign is taken when the field o/ is an odd function of~- Also 
s = 1 for an E-polarised (H-polarised) electromagnetic wave and a dielectric 
(magnetically permeable) wedge, ands=£ for an H-polarised electromagnetic r 
wave and a dielectric wedge, ands=µ for an E-polarised electromagnetic 
r 
wave and a permeable wedge. Hurd (1977) observes that Meixner holds that 
the behaviour of 1, for a dielectric wedge having a wedge angle of 2X (Fig. 
4.1) or 2TT-X, is governed by (4.11). However, it is well known (Jones 1964, 
Section 9.14) that the edge field (or its spatial derivative) of a perfectly 
conducting wedge (\J-+m) can be infinite only when 2X<TT. Hurd (1977) examines 
Meixner's (1972) proposition that the field near the apex can be expressed 
by (4.10) and, by means of an example, infers (but does not prove) that the 
postulate is correct. Hurd (1977) then goes on to suggest that a discontinu-
i ty of edge behaviour must exist when \1--+oo. Hurd (1977) indicates that this 
singular field behaviour for a n1etallic corner reflector (of angle 3n/2) 
exists only wit~in a minute fraction of a w~velength from the corners and is 
therefore unobserved in the normal experimental situation. Hurd (1977) 
further indicates that although the eigenvalue a is less than unity (but 
greater than zero), the expansion coefficient a_ 1 may well tend to zero when 
v-+m, thus resulting in o finite field strength. 
Andersen and Solodoukhov (1978) also comment on the field behaviour 
for a dielectric wedge, for which )'. > 1r/2; when \J-+oo. They show (from their 
equations 6 and 8) that field can be infinite for a dielectric (or finite 
conducting) wedge, for which X > ~/2. However, they fail to point out that 
the 'magnitude' of the field in the dielectric wedge must decrease with 
increasing \J. 
Andersen and Solodoukhov further argue that Meixner's (1972) field 
expansion (4.10) is inconsistent for wedge angles which are rational multip-
les of TT and is therefore invalid in general. Andersen and Solodoukhov 
(1978) argue 1 that, while the edge conditions are determined by (4.11), i.e. 
D(a) = (1-s)/(l+s) + sin an /2sin a(2x-n) (4.12) 
the boundary conditions require, for higher power of p, solution of inhomo-
geneous equations of the form 
k A = B (4 .13) 
The determinant of k is of the form D(a+2n), where n indicates the order of 
coefficients as defined in (4.10). It is clear from (4.12) that for a 
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certain value of wedge an9le 2 X such that 2 X = M n/N, where M and N are 
arbitrary integers, D(a+2n) must necessarily be zero. Andersen and 
Solodoukhov conclude that there is no solution for (4.13) and the boundary 
condition cannot be satisfied. They find therefore, that Meixner's (1972) 
expansion (cf. (4.10)) cannot be valid. 
It is, of course, well known in elementary linear algebra (cf. 
Kreyszig 1979, Section 3.5) that (4.13) is inconsistent if the determinant 
of k is zero. However, consider a set of n homogeneous equations, 
k·;· x 0 
J. 
which has a non-trivial solution when the determinant of k 1 equals zero. 




















where ~l is am _x, m matrix and ~ 2 is a (n-m) X (n-m) matrix, and if one 
assumes that ~he determinant of ~l equals zero while the determinant of ~2 





~ly + ~2 Z = 0 





It is clear from (4.14) that a solution for Y, Zand x exists and therefore 
there must be a solution to (4.19). 
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Referring to the derivation of Andersen and Solodoukhov (1978), it is 
found that their set of so-called 'inhomogeneous' equations (4.13) is in fact 
equivalent to (4.19). Then-component vector Bon RHS (4.13) is actually 
part of the solution space. The argument (Andersen and Solodoukhov 1978) 
that Meixner's (1972) expansion (cf. (4.10)) is invalid therefore cannot be 
rigorously justified. Bates (198CB) employs a Bessel function expansion for 
the edge field and arrives at results similar to (4.11). However, Bates 
(1980) 's derivation is more comprehensive and is reviewed in detail in 
Chapter 5, 
Meixner's (1972) expansion has been used by Lang (1973) to determine 
the edge condition for a perfectly conducting wedge with its exterior region 
partitioned by a resistive sheet (Fig. 4.5). Lang (1973) shows that the 
behaviour of an electromagnetic field at the edge is altered as a result of 
the presence of the resistive sheet but its edge behaviour is independent of 
the resistance value. In particular, the edge field is now regular. This 
assures the finiteness of the energy dissipated on the resistive sheet in 
the vicinity of the edge. Brook and K:'l.aradly (1977) apply Meixner's (1972) 
expansion to & multi-dielectric wedge (Fig. 4.6) and find that, in the case 
of a three-dielectric wedge configuration (i.e. n = 3, cf. Fig. 4.6), the 
edge field and its derivatives are al~ays finite if the angle of the wedge 
having the highest dielectric constant is greater than n/2. Hurd (1976), 
using a similar technique, though limited to the static case, analyses the 
edge condition for a configuration similar to that depicted in Fig. 4.6, but 
with \) •· 00 l . 
Bobrovnikov and Zamaraeva (1973), using a static charge method for 
the multidielectric wedge (Fig. 4.6), arrive at equations similar to those 
obtained by ~eixner (1972) and Brook and Kharadly (1977). 
A completely different approach is adopted by Dobrzynski and Maradudin 
(1972) to derive comprehensive electrostatic resonance (or 'mode') curves for 
wedges. They expand the edge field in hyperbolic functions and modified 
Bessel functions.of imaginary orders, i.e. 
00 









The edge field so constructed is decaying away from the surface of the wedge. 
However, Davies(1976) points out that this method of constructing the edge 
field leads to infinite field energy in the neighbourhood of the edge. It 
is therefore not clear how this method can be extended .from semiconductor, 
superconductor and/or plasma physics, to which negative resistances apply, 
to the conventional dielectric wedge situation. Davies (1976) rounds the 
wedge to a hyperbola and Eguiluz and Maradudin (1976) study the parabolic wedge. 
However, there must be some doubt about their results since they {Daviesl976 
and Eguiluz and Maradudin 1976) employ the technique of Dobrzynski and 
Maradudin (1972). 
4.3 THE RIGHT-ANGLED DIELECTRIC WEDGE 
The problem of diffraction by a right-angled dielectric wedge has 
been attacked by several people (cf. Radlow 1964, Kuo and Flo.nus 1967, Kraut 
and Lehman 1969, Rawlins 1977a,Wu and Tsai 1977, Sinha, Guha and Gupta 1980, 
Hudson 1982, Hoenders 1982 and Joo, Ra and Shin 1980, 198/4). Unfortunately, 
it has not been possible to extend the methods described in these papers to 
the general case of a dielectric wedge pf arbitrary angle. Therefore, it 
seems that there is no need to give a lengthy review of these papers. A 
statement of the techniques used would suffice. Specific features which 
may be of interest to the reader are listed. Results and equations which 
can be used for comparison with those obtained in this thesis have also been 
included. Some conclusions are offered in Section 4.3.1. 
(i) Radlow (1964): 
Using a two-dimensional Laplace transformation, Radlow (1964) shows 
that the right-angled dielectric wedge problem is equivalent to a generalised 
Wiener-Hopf fa~torisation problem involving two complex variables. 
' 
(ii) Kuo and Plonus (1967): 
Kuo arid Plonus (1967) present a systematic way of obtaining the 
diffracted field of a right-angled dielectric wedge, in an integral form, by 
approximating the inverse Laplace transform of Radlow (1964). 
(iii) Kraut and Lehman (1969): 
Kraut and Lehman (1969) obtain a singular integral equation by 
Fourier-transforming the polarisation source formulation (cf. Bates and Ng 
1972) of the right-angled dielectric wedge diffraction problem. A solution 
of the singular integral equation is then constructed as a power series in 
the index of refraction. This series converges when the index of refraction 
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is near unity. The first order approximation to the edge field is given 
by Kraut and Lehman (1969) as 
'¥ = '¥, [1-(v2-l)/8] 
edge inc 
(4. 21) 
when the (E-polarised) plane wave is incident parallel to one face of the 
right-angled wedge (i.e. grazing incidence). 
Kraut and Lehman (1969) also criticise the method of Radlow (1964). 
Kraut and Lehman (1969) indicate that the edge f1.eld evaluated by Radlow (1964) is 
'¥ = [21<1+v)l~ 
edge 
(4.22) 
Note that RHS (4.22) is the square root of the refraction coefficient for a 
plane wave normally incident on a dielectric half plane. It therefore cannot 
be correct. Kraut and Lehman (1969) also indicate that no rigorous justifi-
cation has been given for the approximation scheme used by Kuo and Planus 
(1967). 
(iv) Aleksandr'ova and Khizhnyak (1975): 
The polarisation source formulation (cf. Bates and Ng 1972) 
E(r) E. (r) 
inc - + k
2 (v2-l)/4TI ff f E(r') 
n 
exp ( jk I ~-r' j) 
1:-: · I 
dr' (4.23) 
is used by Aleksandrova Khizhnyak (1975) to derive the field diffracted by a 
right-angled dielectric wedge when the incident field is arbitrarily polarised. 
The scattered field inside the wedge (Fig. 4.4) is expressed (Aleksandrova 
and Khizhnyak 197 5) as a superposition of plane refracted waves and an unknown 
wave originating from the vicinity of the edge, i.e. 
'¥ = I 
n 
A exp ( j \!kp cos¢ ) + 
n n 
2 2 2 ½ 
f exp(j[tx+(v k -t) y] 2 2 2 i;· 
(V k - t ) 
a 
f(t) dt (4.24) 
where the contour a is to be defined. The subscript n determines the.number 




= j J 
co 
dr' TT j H(l) 
0 
2 ½ 
(k[(x-x 1 ) 2 + (y-y') J 
2 2 ½ 
exp(j[wjy-y'J + (k -w) !x-x'!]) 
dw (4.25) 
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(which can be found in Clemmow 1966, Section 1.11) is used to transform the 
integral in (4.23) to a singular form. The diffracted wave is sought in 
the form of a Sommerfeld integral with initially unknown weight function f(t). 
The extinction theorem (cf. Section 1.5.5) is satisfied for r En , when the 
first term on RHS (4.23), which is the incident wave, is cancelled by a 
corresponding term produced from the integral of RHS (4.23). 
f(t) is inferred. 
(v) Rawlins (1977a): 
In this way, 
Starting from the polarisation source formulation (cf. Bates and Ng 
1972), and assuming a Neuman series solution for the diffracted field, (i.e. 
the diffracted field is written as a power series in (1-v 2 )), Rawlins (1977) 
obtains explicit formulas for the edge and diffracted fields of a right-
angled dielectric wedge. However, the solution is limited to wedges having 
refractive index v, 1 < v < t'2 . 
Referring to Fig. 4.7, some results obtained by Rawlins (1977) are: 
E - polarised incident field 







(v -1) exp(-jkp cos(¢+0))/4 cos 0 
'¥refl. 2 = - (v 2-l) exp(jkp cos(¢+0))/4 sin 2G (4. 27) 
refracted field 
2 2 ½ 
'¥ .·· = ( sin0 + (V -cos 0) ) exp ( jkp r cos~ cos() 
refr.l ~ 
2 2½ -- 2 2½ 
+ (v -cos 0) sin¢J) /2 (v -cos 0) 
'Yrefr.2 
2 2 ½ 
= (cos0 + (v -cos 0) ) exp(jkp [sin¢ sin0 
2 2 ~ 2 2 ~ 
+ (V -cos 0) cos¢]) /2 (\! -cos 0) (4. 28) 
(vi) 
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far diffracted field 
(sinEl - sin¢) (cos0 - cosq;) 
~diff. 2 = j(v2 -l) exp(j[vkp + n/4])/2 (2nvkp)½ (sine - (v2-cos20)¾) 
1 
2 2 "':l 
[ .?IQ"I F(IQ"i) + 2lg 1 I F(jQ 1 !)(Vsin¢-(v -cos 0) ) J (4 . 29 ) 
cos¢ -Vcos0 (cos0 - vcos¢)(sin0 - vsin¢) 
edge field 
2 
't1 [ v -1 0 cos0 n/2 - 0 
edge = 1 - 4TT (--2- - sin0 + 2 
sin 0 cos 0 
where 
½r2 2:,½ . 





L 2 2 ~ 
(kp/2\,i) 2 (cos0 - [v -cos 0] cos¢)/sin¢ 
and F(z) is the Fresnel integral given by 
roo 
F(z) = exp(-jz 2 ) t exp(jt2 )dt 




Writing the unknown surface field as a combination of the geometrical 
optics field arid an extra diffracted field, Wu and Tsai (1977) obtain a 
numerical solution to the (H-polarised) right-angled dielectric wedge 
diffraction problem by (c.f. Fig. 4.8) 
(a) taking the diffracted field to be effectively zero for r ~ rN 
where rN is chosen arbitrarily 
(b) partitioning rN into n equal segments of length 6Cn with 
6C E (r 1 ,r) and 6Cl E (O,r1 ) n n- n 
(c) expanding the diffracted field and its normal derivative as 
N 















1 ' for r £ b.C n 
(4. 34) 
0 ' otherwise 
which is called a pulse-basis function. 
(d) approximating the surface integral equations formulation (1. 78) 
by truncating the infinite integral tor~ rM, where 
rM > r ~ N (Fig. 4.8) 
(e) solving the matrix equation arising from the method of moment 
in steps (a) to (d) to obtain the diffracted field. 
Although the geometrical optics field actually extends to infinity, 
the Greens function (Hankel function in this case) decays as the half-power 
of distance. Therefore, Wu and Tsai (1977) conclude that the approximation 
(d) above is justified. Wu and Tsai (1977) show that convergence can be 
achieved even when rM is as small as-l0A. The result which Wu and Tsai 
(1977) obtained for E = 1000 shows good agreement with the perfectly conduct-
r 
ing wedge diffraction solution given by Burnside et al. (1975). 
(vii) Sinha, Guha and Gupta (1980): 
Using techniques similar to those employed by Wu and Tsai (1977), 
Sinha, Guba and Gupta (1980) obtain a solution for the (E-polarised) right-
angled dielectric wedge diffraction problem. 
(viii) Hudsori (1982): 
Severaf'interesting points which are made by Hudson (1982): 
(a) The perturbation (i.e. diff~action) arising from the deviation 
9f the value v from unity is not regular, and the Neumann 
series approximation used by Rawlins (1977a)is incorrect. 
(b) If the wave is at grazing incidence, the scattered wave 
decays as the inverse half-power of the distance. 
(c) If the wave is incident on the wedge at arbitrary angle, 
the scattered wave decays faster than the inverse power of 
the distance in the illuminated region while it decays as 
the inverse power of the distance in the shadow region. 
Unfortunately, statement (c) contradicts the well established fact 
(cf. Keller 1962) that the scattered wave must decay as the half-power of 
the distance. Therefore, there must be some doubt about the results 
obtained by Hudson (1982) and his comment on Rawlins's· ( 1977a) analysis. 
(ix) Hoenders (1982): 
Hoenders (1982) fonnulates the total field near a right-angled 
dielectric wedge as the superposition of a suitably chosen unperturbed 
field. This unperturbed field is the sum of the incident and reflected 
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(or refracted) fields, as if the incoming field is incident on an infinite 
plane. The extra 'perturbed' field must then restore the boundary conditions. 
This line of attack is similar to the method adopted in this thesis and is 
discussed in detail in Chapter 8. 
(x) Joo, Ra and Shin (1980, 1984) 
Joo, Ra and Shin (1980) obtain a comprehensive solution to the right-
angled dielectric wedge problem. As they (Kim, Ra and Shin 1983) have since 
extended their formulation to include the dielectric wedge of arbitrary angle, 
it is therefore more appropriate to postpone detailed discussion of their 
results until section 4.4 
4.3.1 Discussion 
Unfortunately, it has not been found possible to extend the methods 
used for right-angled wedges to the general case of arbitrarily-angled 
dielectric wedges. Some autl1ors have attempted to do so (cf. Aleksandrova 
• and Khizhnyak l<:n5 and Kirn, Ra and SHi~ 1983), but their results have 
all been shown to be incorrect (cf. Section 4.4 below). In addition, most 
authors have not been able to produce explicit formulas, from which diffracted 
fields can be ~alculated. Furthermore, few numerical results have been 
presented. So far, only Rawlins (1977a) has given comprehensive formulas 
from which verifiable numerical results can be obtained. 
4.4 THE DIELECTRIC WEDGE. OF ARBITRARY ANGLE 
There are about a dozen articles scattered through the literature 
which attempt to solve, or claim to have solved, the problem of diffraction 
by a dielectric wedge of arbitrary angle. This section presents a brief 
review of these articles in chronological order: 
(i) Vasil'ev and Solodoukhov (1970, 1971) 
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Vasil' ev and Solodoukhov ( 1970) claim to have produced, for the first 
time, numerical results of the (E-polarised) field diffracted by arbitrarily-
angled dielectric wedges. Unfortunately, the original paper, which was 
presented at a conference in Leningrad, is not available. In a later paper, 
however, Vasil'ev and Solodoukhov (1971) suggest a numerical scheme for 
solving the problem of diffraction by an arbitrarily-angled dielectric wedge 
of an arbitrarily polarised incidence wave. 
Beginning with the polarisation source formulation (cf. Bates and Ng 
1972) for the induced current, Vasil'ev and Solodoukhov (1971) first represent 
the total induced current as a sum of the physical optics current (see Section 
1.6.2) and an unknown additi6nal current. This additional edge-diffracted 
current is taken to decay away from the apex and is assumed to be negligible 
for p ~ P0 , where p 0 is chosen arbitrarily. The infinite volume integral 
is then truncated (in a fashion similar to that effected by Wu and Tsai 1977) 
top::: p1 . Again p 1 is chosen arbitrarily. The resultant integral equation 
is then solved by the method of moments. Finally, it must be mentioned that 
Vasil'ev and Solodoukhov (1971) find it necessary to 'round' the apex of the 
wedge, in the manner indicated in Fig. 4.9. They further indicate that the 
results converge when p 2 is taken to be less than O.lX. 
(ii) Kaminetzky and Keller (1972) 
Employing the boundary layer method (cf. Jones 1964, Section 11.13), 
Kaminetzky and Keller (1972) derive the diffraction ·coefficient for high 
order edges pnd vertices. 
(iii) Balling (1973a,b) 
Balling ·(1973a,b) obtains a solution for a dielectric wedge excited 
by a magnetic line source (Fig. 4.10). An approach similar to geometrical 
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optics is adopted. As shown in Fig. 4.10, a ray emerging from the source, 
making an angle 0 with the datum, is traced out. Whenever this ray encount-
ers a. face of the wedge (e.g. point P 2 ) , it is reflected and refracted. 
A lateral wave (or surface wave, cf. Section 1.2.2, Goss-Hanchen shift) is 
also generated. The resultant wave solution is constructed by integrating 
over 0 within the range of Oto 2n. Balling (1973a,b) obtains close agree-
ment between calculated and experimental results. 
(iv) Bates (1973) 
Published and unpublished, respectively, work by Bates (1973, 1980a) 
relates to the penetrable wedge for general boundary conditions and arbitrary 
polarisation. Detailed discussion of this work is postponed until Chapter 5. 
(v) Vasil'ev and Solodoukhov (1974) 
As a follow-up to their earlier paper, Vasil'ev and Solodoukhov (1974) 
present further details of their analysis. However, no explicit formulas 
for scattering patterns (like those of Rawlins 1977a) are given. Furthermore, 
the surface current plots are all for right-angled wedges having complex 
refractive index v values of 2-j0.2 and 1.2-jO.l. Therefore, it is 
impossible to compare their results with those obtained by other authors, 
who are concerned solely with real refractive indices. 
(vi) Nefedev and Sivov (1974) 
This is a purely ray-optical (geometrical optics) treatment of an 
arbitrary-angled penetrable wedge illuminated by any E-poJarised incident 
wave. The results might form useful initial estimates for a perturbation 
approach to the penetrable wedge diffraction t,Yt'l)> 7 6Yn r---~..,_,._4ll• 
(vii) Kaminetzky and Keller (1975) 
a comp_lement to their earlier (1972) paper, wherein they derive 
diffraction c9efficient for a.· dielectric wedge of angle 2X "' TT, Karninetzky · 
,' 
and Keller (1975) derive: 
(a) diffraction coefficients for arbitrary-angled dielectric 
Jedge of refractive index v ~ 1, 
(b) diffraction coefficients for dielectric wedges of small 
wedge angles. 
Kaminetzky and Keller (1975) express the scattered field as a perturb-
ation, which is why the restrictions inherent in (a) and (b) above are 
necessary. They also formulate this perturbed field as a function of the 
incident field by using Green's theorem. The resultant integral is then 
evaluated asymptotically for the diffraction coefficients. 
The main results given by Kaminetzky and Keller are (c.f. Fig. 4.11) 
(a) For wedges of small refractive indexes and uniform boundary 
conditions (cf. Section 1.3.1), the diffraction coefficient D(¢,0) is 
given, for -x<¢<3n/2-X, by 
D ( ¢, 0) 2exp(-jn/4) sinx 
½ 
(Sn) (sin0 + sin¢) 
[ sin(x+0) = sin(x-¢) 
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1 
sin(x-0) - sin(x+¢) J (4.36) 
(b) For wedges of small angle having uniform boundary conditions, 
the diffraction coefficient D(¢,0) is given, for -x<¢<3n/2-x, by 
D ( 4, 8) 2x exp(-jn/4)(1-v
2 ) 
(8n)½(sin0 + sin¢) 2 
(viii) Aleksandrova and Khizhnyak (1976, 1978) 
(4.37) 
A procedure similar to that presented in an earlier paper (Aleksan-
drova and Khizhnyak 1975) is adopted to solve for the problem of diffraction 
by a dielectric wedge of arbitrary angle. Therefore, comments made in 
Section 4.3 on this particular method are also applicable here. A further 
point worth noting is that Lewin and Screenivasiak (1978) say that the 
solution of Aleksandrova and Khiznyak (1976) is incorrect. 
(ix) Berntsen (1978) 
As a preliminary to a later paper (Berntsen 1983), Berntsen (1978) 
indicates lhat the problem of diffraction by an arbitrarily-angled dielectric 
wedge can be solved by manipulating the Fourier transform of a polarisation 
source formulat;i'on into a form which is suitable for numerical computation., 
The important feature of Berntsen's (1978) paper is that is shows the 
diffracted wave must radiate from the neighbourhood 'Of the edge and must 
decay as the inverse half-power of the distance. 
(x) Kost ( 1978) 
Kost (1978) calculates the characteristic impedance of a dielectric 
wedge excited by two magnetic line sources (Fig. 4.12). 
expansion 
ljl = I; A sino:(n-x) sino:J<P! (p/p ) 0:, p < Po 0: 0 
0: 
E sina(n-x) sinajcpj (p/r• 
-a 
B ) / p > po a 
a 
He uses the 
(4.38) 
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'¥ = L A sina(1r- I¢ I) sin ax ( p/p ) a, · p > Po + a 0 
a 
b'. s in a ( 7f - I ¢ I ) -a (4. 39) = B sino:x(p/p ) ,P < p 
a 0 a 
for fields inside and outside the wedge. 
+ = 'i'+(p;±x ) 
- 2 + 
84'_ (p;±x )/8¢ = v 84'+(p;±x )/8¢ 
0 
The boundary conditions are 
(4.40) 
(4. 41) 
It is seen that 4' and '¥ satisfy (4. 40) implicitly, while (4. 41) determines 
+ 
the eigenvalue o:. On substituting (4.38) and (4.39) into (4.41), the eigen-
value o: is then given as the solution of 
2 
v sino: ( 1r-x) cos X + coso: ( 1r-x) sino:x 0 (4.42) 
The expansion coefficients (A 0 and Bo:) are then determined by equating the 
(total) fields at p = p . 
0 
(xi) Berntsen ( 1983) 
As a follow-up to an earlier paper (Berntsen 1978), a solution for an 
arbitrarily-angled dielectric wedge is derived. Berntsen (1983) obtains a 
eingular integral equation by Fourier-transforming the polarisation source 
formulation (cf. Bates and Ng 1972). This approach is shown (Berntsen 1983) 
to degenerate into the equation of Kraut and Lehman (1969) when the wedge angle 
2X = Tr/2. A subsequent inverse transform leads to a Fredholm integral 
equation and a solution is constructed as a Neuman series. The integral 
equation is then solved numerically. 
Berntsen (1983): 
Two important suggestions are made b'}:' 
(a) The error of the physical optics and geometrical optics approx-
imation increkses with increasing value of refractive index\!. This error 
also increases with increaseing ¢ (Fig. 4.13), i.e. away from the back-
scattered region. 
(b) In contradiction to a reported result (Kumar 1981), Bernsten 
shows that the diffraction patterns of dielectric wedges do not always have 
maximas at reflection boundaries (cf. Section 4.1.1). The results given 
in Table II of Berntsen (1983) are plotted as scattering patterns in Fig. 4.13. 
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The paper by Berntsen (1983) contains a lengthy justification for his 
approach. Unfortunately, few numerical results are given. Furthermore, 
it is not clear why his calculations are for somewhat bizzare values for the 
incident angle 0 - i.e. 1.043 in (his) Table I and 0.315 in Table II. 
This makes the task of comparing the given results with those obtained by 
other authors a very difficult one. 
(xii) Kim, Ra and Shin (1983) 
Joo, Ra and Shin (1980, 1984) present a solution for the right-angled 
dielectric wedge. They subsequently extend their original approach to 
dielectric wedges of arbitrary angle. Their starting point is similar to 
that of some other authors (cf. Kraut and Lehman 1969, Bernsten 1983), i.e. 
from the Fourier transform of the polarisation source formulation. The 
unknown surface field is expressed as a combination of the physical optics 
field and an unknown edge diffracted field. This unknown edge diffracted 
(surface) field is further expanded as a two-dimensional multipole series 
using the pulse-basis type functions of Wu and Tsai 1977 (see also Section 
4.3 where the pulse-basis function is defined by (4.34)). After some 
manipulation in the Fourier domain, the inverse transforms are evaluated 
using the method of steepest descents (cf. Felsen and Marcuvitz 1973, Section 
1. 6). This reduces to a system of algebraic equations with the expansion 
coefficients of the edge field as the unknowns. These equations are then 
solved numerically. The extension from the right-angled wedge to an arbit-
rarily-angled wedge involves only the calculation of the multiple refracted 
and reflected waves at the surfaces of the WP~ge. 
Many numerical results and plots of scattering patterns are given by 
Kim et al (1983) and .Joo et al (1980, 1984).The validity of their results 
is, quote, 'assured by two limits of relative dielectric constant E: of the 
r 
wedge', unquote. For the case of right-angled wedg_e, quote, 'for small Er, 
the calculated total asymptotic field approaches Rawlins's (1977a) Neumann 
series solution, for large E: , the edge diffraction pattern is shown to 
r 
approach that of a perfectly conducting wedge', unquote. 
However, the results obtained by Kim, Joo, Ra and Shin cannot be 
correct for the following reasons: 
(a) The far scattered field derived by Kim et al. is always 2ero at 
the surfaces of the wedge, irrespective of the refractive index of the wedge, 
the wedge angle or the angle of incident wave 0. This is obviously wrong. 
Furthermore, the diffracted portion of the far scattered field calculated 
by Rawlins (1977a) for the right-angled wedge, or by Kaminetzky and Kell~r 
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(1972, 1975) for the arbitrarily-angled wedge, is not zero at the wedge surface. 
(b) When E • co, the diffraction pattern of Ra et al. approaches 
r 
that of a perfectly conducting wedge. However, it must be noted that the 
(E-polarised) far diffracted field is always zero on a perfectly conducting 
surface. Therefore this agreement cannot be used as a proof of the validity 
of Ra et al's method unless they can prove that the generalisation stated 
in (a) is true. 
(c) For small E , the calculated total asymptotic field approaches 
r 
Rawlins' (1977a) solution. This comparison is again misleading. For small 
E one would expect the diffracted field to be only a small percentage of the 
r 
total field. For example, if the diffracted field is, say 1% of the total 
field, then Ra et al. are comparing 1.01 (total of incident, reflected or 
refracted and diffracted field of Rawlins 1977a) with 1.00 (of their solution, 
where diffracted field equals to zero). 
such a manner is difficult to justify. 
Comparison of small quantities in 
4.4.1 Conclusion 
In the above discussion, it seems that the results of research into 
penetrable wedges of arbitrary angle so far presented in the literature are 
either (i) incorrect (Vasil'ev and Solodoukhov 1970, 1971, 1974, Aleksandrova 
and Khizhynak 1976, 1978 and Kim, Joo, Ra and Shin 1980, 1983, 1984), (ii) 
difficult to verify (Berntsen 1978, 1983), or (iii) of a special nature 
(Balling 1973a, b, Nefedev and Sivov 1974 and Bates 1973), which cannot be 
easily extended to a general solution. 
Only Kaminetzky and Keller (1972, 1975) have presented comprehensive 
formulas enabling one to calculate diffracted fields easily. Unfortunately, 
because they use a perturbation model, their solutions are of somewhat 
restricted validity. More comprehensive and general solutions are introduced 
in Chapters 5, 7 and 8. Detailed discussions of the respective merits of 
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FIGURE 4.1 , Configuration of, and coordinates for, the infinite wedge. 
Note that z-axis is perpendicular to the paper. The wedge 
angle is 2X. Arbitrary point in space and on the wedge 
surface are denoted by P, with coordinates (p;¢), and Q 
with coordinates (r; x), respectively. 
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Reflection and refraction boundaries of an infinite 
penetrable wedge illuminated by a plane wave at an angle 
0. The reflection boundaries are indicated by double 
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Configuration of multi-dielectric wedges. The space is 
divided into N sectors (or wedges). The nth sector, where 
n = 1, 2, 3, 
index v. 
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FIGURE 4,7 Diffraction by right-angled wedge. 
used by Rawlins (1977a), 
Geometry of which as 
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Rounded wedge of Vasil'ev and Solodoukhov (1971). The 
'apex' of the wedge is part of a circle of radius p 2 . 
FIGURE 4.10 Dielectric wedge excited by line sources at S. The images 
(multiple-reflect.ed in the faces of the wedge) of the source 




























/ L.INE SOURCE 
Dielectric wedge excited by double line sources. 
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< b > 
FIGURE 4.13 
Diffraction pattern generated from Table I of Berntsen (1983) 
(a) E = 2 and 0 = 0,315, (b) E = 5 and 0 = 0,315. r r 
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CHAPTER FIVE 
BATES' APPROACH TO THE INFINITE PENETRABLE 
WEDGE DIFFRACTION PROBLEM 
A general method of constructing solutions to problems concerning 
171 
diffraction by a penetrable wedge is presented in this chapter. It is due 
to Bates (1973, 1980a). The solutions given here are valid for a homogeneous 
wedge of arbitrary wedge angle and refractive index excited by an arbitrarily 
positioned line source, provided that the field does not vary in the direction 
perpendicular to the cross-section of the wedge. 
The compl2te diffracted field is built up from basic wave functions, 
which are defined in Section 5.2, developed in Section 5.4, shown to be unique 
in Section 5. 3 and demonstrated to exist in Section 5.5. The significance 
of the work reported here is assessed in Section 5.8. The edge behaviour 
of the diffracted field is further examined in Chapter 6. The class of 
solutions discussed in this chapter is not useful by itself, because of 
extreme numerical difficulties (as explained in Section 5.7). \\lhen combined 
with other approaches (see Chapter 6), however, it does lead to significant 
improvements in computational efficiency. 
5.1 PRELIMINARIES 
Fig. 5.1 depicts a penetrable wedge of angle 2x, The incident wave 
'¥. is due to a two-dimensional point source (i.e. a line source in three 
inc 
dimensions) sftuated at (r;0). The fields are'¥ and ijJ respectively outside 
(Q+) and insiae (a) the wedge. 
(cf. Section 1.3.1) apply; i.e. 
+ 
'Ji(p;±x ) = a iJ; (p; ± x7) 
Furthermore, pene~rable boundary conditions 
+ -3'¥(p;±x )/3¢ = b 3iJ;(p;±x )/3¢ (5.1) 
where 
'¥ = '¥. + '¥ (5. 2) 
inc sc 
and'¥ is the scattered field, and a, bare complex constant as defined in 
SC 
Section 1. 3. 1. 
5.2 BASIC WAVE FUNCTIONS 
It is convenient to build up 'JI and~ from basic wave functions (or 
eigenfunctions cf. Section 1. 4. ), that', have (comparatively) simple forms in 
Q and Q respectively. 
+ 
The basic wave function in a+, denoted by u, is 
matched across the faces (of the wedge) to the basic.wave function in a, 
denoted by w. And the fields 'JI, 'JI. , 'JI and ~ are built up from u, u , 
inc sc o 
v and w respectively via 
'¥. = s u (p;¢,a) 
inc a 0 
'±' = s v(p;¢,a) 
SC a 
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~/ = s w(p;¢,a,) ( 5. 3) 
a 
where Sis the Schiff's (1949) symbol introduced in Section 1.3. Further-
a 





J 0:(kp) cos(o:[rr-¢+0]), 
for some a within the complex plane. 
5.3 UNIQUENESS 
(5.4) 
In this section it is shown that, when a~O and b~O (a and bare defined 
by (5.1)) and when x/n is a rational number, u and w must necessarily be zero 
if u is set to zero, i.e. there are no free modes'. Consequently, when u 
0 O, 
is given the form of the RHS(S.4), it follows that u and ware unique because 
it is impossible to add to u and w any further terms that satisfy both the 
wave equatioµs and the boundary conditions. 
The analysis presented in this section is restricted to the case for 
which u and ware even functions of¢. The kind of analysis required for 
odd functions is identical in all important aspects. 
The form of the multiplication formula (cf. Watson 1966, Section 5.21) 
suggests that, when u = 0, the simplest forms for v and w, that are regular 
' 0 









w = I 
m=o 
A (o:) 
m Jo:+2m(kp) cos([o:+2m]~), l~i < x 




Substituting (5.5) and (5.6) into the boundary conditions (5.1) and 
comparing the coefficients of the Bessel functions J 2 (kp) with the aid o:+ m 
of the multiplication theorem (cf. Watson 1966, Section 5.21), one gets; 
(i) form= 0, 
(a+b) sincrn (a-b) sino: (1T-2X) 
(ii) for m > O, 
B (o:) = (-1) m+l (a-b) cos ( [o:+2m] [1T-2x]) /sin2mx 
m 
m-1 
I B (o:) F (o:+2m,\J)\J-a[a cos([o:+2n][n-x]) n m-n 
n=o 
sin( [o:+2mjx) + ( (a+2n)b/(o:+2m)) sin( [o:+2n] [7r-xJ) 
cos ( [o.+2m] X)] 
(5. 7) 
( 5. 8) 
It is seen thnt (5.7) is the so-called static edge condition of Meixner (1972) 
and Andersen and Solodoukhov (1978). However, the term sin(2mx) in the 
denominator of RHS(S.8) is necessarily zero for a denumerably infinite number 
of values of the integer m, when X/1T is rational. It therefore follows that 
RHS(5.8) cannot exist. Bates ( l'::'73, 1980a) therefore concludes that free 
modes do not exist for penetrable wedges. 
5.3.1 Travelling Mode of Felsen (1967) 
Maurer and Felsen (1967) write, 'A mode in a .general guiding system 
must satisfy the source-free equations and relevant boundary conditions. 
When a resonant mode (or cavity mode, or free mode) is considered, the 
resulting field structure exhibits periodicities throughout the spatial volume 
(Fig. 5.2a) whereas for a travelling mode (or propagating mode or guided mode), 
the spatial periodicity descriptive of a given mode occurs in a plane or 
surface transverse to the selected guiding or propagating direction (Fig. 5.2b),' 
This transverse spatial periodicity maintains its characteristics 
throughout the guiding structure, distinguishes one mode from all others, 
and forms the basis of orthogonality relations satisfied by the mode set. 
In its most elementary form, such an identification of modes is tied to the 
mathematical notation of separability of the field equations and boundary 
conditions with respect to guiding and transverse coordinates. However, 
in the penetrable wedge problem, such simple separation of modes is not 
possible as indicated by Bates (1973, 198Oa). Unlike in a conventional 
free mode situation, one cannot determine the guiding (or cutoff)· 
characteristic by simply equating each 'mode' of u and w. However, one 
might consider each J (vkp) cos ( [a+2m7 ¢) as a travelling mode propagating 
· a+2m :J 
from a particular caustic (Fig. 5.2b) and the final solution can therefore 
be obtained by summing (or integrating) over all modes (or caustics). 
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The concept of travelling mode can be made clear when one examines the 
formation of such a mode. A localised source, as in Fig. 5.3, emits rays 
whose starting intensities in various directions are determined by the source 
characteristics; upon striking a boundary, these rays are specularly 
reflected (and refracted) with amplitude prescribed by the surface reflection 
(refraction) coefficients. The ray structure is therefore determined by the 
initial conditions at the source and the boundary conditions on the walls. 
When the source is absent the ray system must,however, still satisfy con-
straints expressed by closure upon reflection (refraction) and by whatever 
phase and amplitude consistency relation. Finally, it must be emphasised 
that the concept of a travelling mode does not contradict Bates' (1973 c, 198Oa) 
suggestion that no free mode can exist in a penetrable wedge, since it is only 
a terminological difference. 
5. 4 DIFFRACTED BASIC WAVE FUNCTIONS 
The mitching of u and w across the faces of the wedge is simplified if 
the basic wave functions are first separated into their even and odd parts. 
Application of the boundary conditions, with the aid of the multiplication 
theorem, thus leads to 
(i) form= 0, 
= ± [(a-b)/2]sin2a(1r-x) osi(a0) [f ~ (a,a,b,x)]-1 
0 0 





f P (a,a,b,X) = a osi( [a+2m-2n] [1r-x]) iso( [a+2m]x) 
m,n 
+ [( a+2m-2n) b/ ( a+2m)] iso ( [a+2m-2n] [1r-xJ) osi ( [a+2m] x) ( 5. 10) 
and where p indicates the even/odd parts of the wave functions. When 
p = even, the upper sign in (5.9) is taken, osi = cos, and iso = sin. 
When p = odd, the lower sign is taken and osi = sin, iso = cos. 










B p (a) F (a+2m-2n,v) g p (a,a,b,X) 
m-n n m,n 
m 
o:+2m p \ p 
-v /f (a,a,b,X) l B (o:) F (a+2m-2n,v) 




g P (a,a,b,X) = a osi( [o:+2m-2n] [n-xj) osi( [a+2m]xl 
m,n 
- ( [a+2m-2rJ b/ [a+2rriJ) iso ( [o:+2m-2n] [n-x]) 
iso ( [a+2m] X) 
and F (£,0) is as defined in (1.36). 
n 
5. 5 EXISTBNCE OF DIFFRACTED V\7AVE FUNC'I'lUNS 




integrals over o:. However, these integral representations are useful if 
and only if the series on RHS(5.5) and RHS(5.6) converge appropriately, 
except at the poles of u and w (considered as functions of a). 
A det~iled analysis (cf. Bates l980cl) shows that 
However, from (1.31), 
lim 
~ J 2 2 (vkp)/J 2 (vkp) rn, -- a+ m- a+ m 
---> -2 m 
(5.14) 
( 5.15) 
It follows from (5.14) and (5.15) that RHS(5.6) is absolutely convergent. 
Comparison of (5.5) and (5.6) shows that AP(a) grows asymptotically with m 
m 
in the same way as BP(a), which implies that RHS(S.5) is also absolutely 
m 
convergent. 
5.6 SATISFYING THE RADIATION CONDITION 
Consider the following integral formulas: 
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~ = f ((a) w(o:,0,p,¢) da 
r 
where r is an appropriate contour in the complex o:-plane and ((a) is a 
weighting function. 
with u replaced by u 
0 
~I' I ( ( 0:) inc 
r 










Since~. is the field due to a two-dimensional point source at Q 
inc 
(Fig. 5.1), it follows (cf. Jones 1964) that 
~ 
inc 
~j/4 H(2) (kR) (5.19) 
0 
By choosing r as the imaginary axis, and 
c;; (a) 
(2) 
(kr)/4 sino:n = -H 
0: 
(5.20) 
RHS(5.18) represents a Kontorowich-Lebedev integral transform (cf. Section 
3.2). When p<r, the contour r can be closed at infinity in the right-half 
plane. The resulting residue series, due to the poles of a which occur at 
the zeros of sin (cm), is seen to have the form specified by the addition 
theorem (cf. Watson 1966, Section 11.3) for RHS(5.19). 
completely determines the source at Q. 
i.e. The formulation 
Since RHS(5.19) and hence RHS(5.18) satisfy the radiation condition, 
it transpires that the actual wave functions defined by (5.16) and (5.17) 
must necessarily satisfy the radiation condition. 
5.7 FIELD BEHAVIOUR NEAR THE APEX 
It follows from Section 5.6 that solutions to penetrable wedge 
diffraction problems can be obtained by evaluating the integrals (5.16) and 
(5.17), i.e. 
1/Jp (p; ¢) 
+ 
( H (2 ) (kr) .,.a sino:rr osio:0 a ( +)V 41s in o: TT J (kp)coso:(n-¢) -0: p 
-joo f (o:,a,b,X) o,o 
joo H( 2) (kr) 00 
f 
a I J 2 (vkp) 











BP (a) F (a+2m-2n,v) f p 
m-n n m,n 
(a, a, b, x) da, 
do: 
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I . I 
jTT-<PI < n-x (5.21) 
joo H( 2 ) (kr) 
1P(P;¢) =f _ a J (kp)coso:¢~)(a-b) sin2a(rr-x) osia0 da 
4 sin an a p 
. 2 f (o:,a,b,X) -JOO 0,0 
joo H(2) (kr) 00 
+ f a I J 2 . (kp) 4 sin o:n a+ m 
-joo m=o 
m 
cos(a+2m)¢ I B p m-n (a) 
n=o 
(5.22) 
However; it would be a formidable task to attempt to evaluate the residue 
series, even with the aid of computer-aided, symbol manipulation facilities 















0, the poles are the zeros of f p 
o,o 
1, the highest order poles are the zeros off p 
l,o 
m, the highest order poles are the zeros of 
0 
. f p 
o,o 
Similarly, close examination of (5.22) reveals that the highest order poles 
mo 
of them term coincide with the zeros of sin(an) TI f p It is clear 
o m=o m,o 
from (5.21) and (5.22) that these poles determine the orders of the 
Bessel and Hankel functions in the resultant residue series, and hence the 
order of the singularities at the apex of the wedge. The fact that the 
singularities at the apex are completely determined by the values of a at 
these poles is made even more obvious when the Hankel functions in (5.21) 
and (5.22) are replaced by their asymptotic forms for r-+= (1.32). They 
then reduce to the form for an incident plane wave, when appropriately 
normalised. 
Rearra~ging (5.10), one sets, 
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f p /('I r1 h v\ iso ( [o.+2rn] x) + b 
. ,,.-7r 7. 
iso I La-1-LmJ LTT-xJ 1 ~ \ ~· I ...,,. f .._.. I /\ I m,o 
osi ( [a+2m] xl] (5.23) 
It must also ~e emphasised that (5.23) is a more general form of the edge 
conditions than the forms derived by Meixner (1972) and Andersen and 
Solodoukhov ( 19'iB) . Consider the case of uniform boundary conditions (cf. 
Section 1.3.1) where a= b = 1, then f p becomes 
m,o 
f P (a,a,b,X) = osi([o:+2m][r1-x]) iso([a+2m]x) + iso([a+2m][n-x]) m,o 
osi ( [a+2m] x) = sin (o:+2m) n 
It is obvious from (5.24) that the zeros off p 
m,o 
(form> O, a> O). 
are a = 0,1,2, .. 
(5.24) 
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Two important observations can be drawn from the above results for 
uniform boundary conditions. 
(i) The field at the apex is regular, and the wave function can be 
expanded by Bessel functions of integer orders. 
(ii) Them= 0 term in (5.21) has poles at o: 
2 
term has poles at o: , o:(o:-1), o:(o:-2), 
o, 1,2, 




• • / (0:-1) 
(0:-1) (0:-2) I 
2 
• I (0:-l) (0:-n) / • I (0:-2) / • (o:-2) (o:-n), . . ' 
(o.-n} , . . The m 
2 
a (o:-1) , o: (o:-1) (o:-2), 
double poles. 
2 term has poles 
2 
• / (i ( 0:-2) t • 
3 
at a · 
2 2 
a (o:-1), o: (o:-2), 
-:, 
., (o:-1)-',. . . plus other 
Them= 3 term has quadruple, triple and double poles, . etc. 
m 
To evaluate the residue of a function g(0.) with poles of, say, (o:-p) 
n 
(o:-g ) , one first factorises the function g(o:) such that: 
m n 
g(a) == I git(o:) + I 9 2 9.,( 0 ) 
J'..=l £=1 
( 0:} 
The function gi9., , i = 1, 2 has an >1th order pole of (o:-s), where 
s = p when i = 1 ands= q when i = 2. 
can be determined by the formula: 




al 1 t 
--- [(o:-s} g .. (~,.} J 
d t-1 1.t · :J.=s 
(5. 25) 
Cl. 
It should now be clear that it would be virtually impossible to 
evaluate the residue series implicit in (5.21) and (5.22). A serious 
difficulty arises from the need for differentiating the Be'ssel and Hankel 
functions with respect to their orders. Further~ore, when the Bessel 
functions are differentiated with respect to their orders, their asymptotic 
behaviour, as p• O is significantly altered. Therefore, the contribution to· 
the edge field comes not only from them= 0 term, but also from terms which 
m > 0. 
The most significant aspect of the analysis presented in this chapter, 
however, is not the possibility of a general solution to the penetrable wedge 
diffraction problem. The essential point is that it allows one to determine 
the order of singularities at the apex of the wedge. Furthermore, a complete 
solution off p (~a,b,X) == 0 enables one to choose the proper eigenfunctions 
m,o 
{J (•}cos ( [o:+2ml [• l)} when constructing series solutions for scattering 
o:+2m . - -
problems involving penetrable edges. This is particularly important with 
regard to numerical solutions of scattering problems. It is mentioned 
briefly in the next section, while Chapter 6 is entirely devoted to the 
exploration of computational consequences. 
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5. 8 COMPUTATIONAL ADVANTAGE ARISING FROM THE Y,NOWLEDGE OF EDGE BEHAVIOUR 
It is now well appreciated (cf. Bates and Wall 1977 and many references 
quoted therein) that the overall efficiency of numerical evaluations of 
diffracted fields are improved markedly when the functions used to represent 
quantities that is initially unknown accord with the physical-cum-mathe-
matical requirements of the underlying theory. The point is that the number 
of basis functions needed to represent the field to a particular accuracy is 
least when the chosen basis functions are the theoretically correct ones. 
That this is very significant is re<;>dily appreciated when one remembers that 
the amount of computer time required is usually proportional to the cube of 
the nu~Jer of basis functions. The results presented in this chapter should 
therefore allow numerical solutions of diffraction problems involving pene-
trable bodies with edges to be evaluated more efficiently and accurately than 





.'The geometry of an infinite penetrable wedge used by 
Bates (198Oa). The region inside the wedge is denoted 
by n_ while the region outside the wedge is denoted by 
n . 
+ 
The wedge surfaces coincide with¢= n-x and TI+ X· 
An arbitrary point Pin space has the coordinate (p;¢). 
The wedge is excited by a line source at Q(r;0). 
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FIGURE 5.2 
( G\ ) 













Modal ray configuration suggested by Maurer and Felsen (1967). 
(a) Conventional, periodic ray in a rectangular waveguide. 




SCATTERING BY A PENETRABLE WEDGE-CYLINDER 
6.1 INTRODUCTION 
It has been mentioned in Section 5.7 and reiterated in Section 5.8 
that the main significance of the theory introduced in Chapter 5 is that it 
leads to a better understanding of the field behaviour close to the apex. 
Furthermore, as is pointed out in Section 5.8, the computational efficiency 
of numerical solutions of diffraction by penetrable bodies with edges can be 
greatly improved by using this knowledge of the edge behaviour. 
In this chapter, computational examples are presen_ted to support the 
argument given in Section 5.8. The problem of scattering by a dielectric 
wedge-cylinder is solved using the null-field method based on the 'proper' 
field representation developed in Section 5.7. For comparison, the same 
problem is solved using improper field representations. This emphasises 
how the use of proper representations improves computational efficiency. 
This same point is reinforced by a final example, which is based on an 
extended formulation due to Morita (1979) - see also Wong (1972) and Bates 
(198ob). 
Furthermore, when the size of the wedge cylinder is large enough, the 
scattered field approaches that s~~ttered by an infinite w~dge. This is 
especially so in the ~ack-scattered region. Comparisons between the back-
scattered field calculated for wedge-cylinders and infinite wedges are made 
in Chapter 8. 
6.2 SCATTERING BY WEDGE-CYLINDER 
6.2.1 Preliminaries 
Fig. 6.1 depicts a cross-section of a wedge-cy:inder. 
Q = Q UQ UC 
+ 
Q = Q UQ 
-+ 
C c1uc2 




Q+ = all areas outside wedge-cylinder, 
Q = all areas inside wedge-cylinder, 
= 0 ~ r ~ a, 
c_+ = all areas E Q_,\n __ 
c1 the curve from A to B, 
c2+ the straight line from B to o1 , 
c2 ~ the straight line from o1 to A. 
The null-field equation (1.95a) is 




The field IJl(p), PEQ can be expanded (cf. Section 1.4.2) as 
00 




'±' I I +.Q (vkb) J£ (vka) cos .£ (TI-8) A J sin n i1 





with the aid of the Addition theorem for Bessel functions (cf. ( 1. 35)). 







exp(jm(q,-0)) J (kp) 
m 
( 6. 3) 










cos me a[J (vkp)cos()J ¢)]/ar d8 
)Jn n 
r ] rsin(£-m)B + sin(Hm)~-J 
LJ 9,-1 (vka) - J Hl (vka) _ L- £-m Hm 
( 6 .'4) 
(6.5) 
('fr' 186 
r12 (rn,n) = J-aJ (Vkp)cos 
- f3 J.Jn· 
0:, 
r; (2) (2) ] 
- ka/2LH (ka) - H 1 (ka) m-1 m+ 
L (--1) t JJJ +£ (vkb) J .Q, (vka) 
£=-0> n 
where 
f sin ( £.-m13 + sin ( .£.+mt ] 
L £-m £+m 
r21 (m,n) = 2 
(2) r 
H (kr)cos m8 aLJ 
m JJ 
(vkp) cos(µ <fi)]/aqi dp 
n 
r22 (m,n) 








L H~!~ (kb)cos(£x) I 0 (n,£) 
£=-00 
J (vkp)cos(µ <P) p-1 a[H( 2) (kr)cos(m8)]/aqi dp 




m I £sin(£x) H( 2) (kb) (n' £) = 2(-1) cos(µ x) I n m+£ 0 
d £=-"' 
= 1 -1 (vkp) J£(kp) dp p J µ 




( 6. 9) 
and the choice ofµ are determined by the proper singularities discussed in 
n 
Chapter .5. 
The far scattered field can be expressed (cf. Section 1.4.2) by 
00 
'¥sc = L Bm Em(-j)m cosm¢ H~2 ) (kp) (6.10) 
m=o 
where the far field scattering coefficients B are given by LHS(6.4) with all 
m 
H( 2 ) (•) replaced by J (•). Using the asymptotic expansion of Hankel functions 
rn m · 







exp(-jkp) = (2/7fkp) 
0:, 
'¥ 0 (¢) = l Em Bm cosm¢ 
m=o 
0:, 
exp (j1r/4) I Em 
m=o 






The scattering cross-section is defined (cf. Bowman et al. 1969, S~ction 1.2 
as 
0) 
o (¢) = 4/kl'¥ 0 (<P)I 2 = 4/kl I (6.13) 
m=o 
and the forward-scattering cross-section (cf. Bowman et al. 1969, Section 




oT = l/2n f o(~)d~ 4/k l E m IB I (6.14) m 
m=o 
0 
Bowman et al. (1969, Section 1.2) indicate that the forward scattering 
cross-section must equal 
00 
4/k l 
- 4/k Real ('l' (0-TI)). 
0 





= - 4/k Real ( I EB (-l)m cos m0) 
m=o - m m 
m=o 








[IB I m 
m ., 
+ (-1) Real (B ) J 
m 
which can therefore be used as an effective check on the accuracy of the 
numerical solution. 
6.2.2 E-Polarised Incident Wave 
6.2.2.1 Preliminaries 
As already mentioned in Section 5.7, the field at the apex of a 
penetrable wedge is regular when the incident wave is E-Polarised. 
Consequently, the choice ofµ in (6.2) is (cf. Section 5.7) 
u 




To illustrate the improvement in computational efficiency associated with 
using the 'proper' eigenvalues, solutions are presented in 6.2.2.2 for botn 
µ == n andµ = n TI/2(TI-X). It should be noted that the latter are the 
n n 
proper eigenvalues for a perfectly conducting wedge. 
6.2.2.2 Computational Results 
When the series in ( 6. 2) is truncated to n E [o, N] and the number of 
equations in ( 6. 4) is truncated to m E [o, N] , the A can be calculated using 
n 
an appropriate numerical scheme (cf. Section 1.5.1). Table 6.1 shows the 
convergence of the magnitude of the surface field with respect to~- The 
0 
parameters used are: x=20 , v=l.5, a=0.2A and 0=TI and the accuracy used in 
numerical integration of 1 21 and 1 22 is 0.0001. It is seen that the surface 
field converges to better than 1% accuracy when N = 9, Fig. 6.2 shows the 
18B 
surface field plots for various values of N, while Fig. 6.3 gives the 
convergence of the surface field expansion coefficient A and for field 
0 
scattering coefficient B. 
0 
The error c in satisfying the forward-scattering 
theorem (6.16) is plotted in Fig. 6.4. From the rapid convergence of Figs 
6.2 and 6.3 and the (extremely) small error (c) in Fig. 6.4, it seems clear 
that the wedge-cylinder diffraction problem has been effectively solved, and 
to an accuracy adequate for most practical purposes. 
On the other hand, when the values ofµ chosen areµ = nTI/2(TI-x) 
n n 
-· 0.65n, with all other parameters remaining unchanged, the calculated surface 
field exhibits the effects of significant numerical instability. Fig. 6.5 
shows that, although the surface field does converge on the smoother part 
(i.e. c1 ) of the wedge-cylinder, it oscillates and fails to settle down near 
the apex. This clearly indicateE the importance of incorporating the 
correct 'singular behaviour' into the expansion of the edge field when 
attempting to obtain numerical solutions. Further evidence of numerical 
inefficiency when improper edge behaviour is used is presented in Figs 6.6 
and 6.7. The convergence of the expansion coefficients thus calculated 
(Fig. 6.6) is evidently inferior to that of Fig. 6.2. Furthermore, the 
residue (error) E plotted in Fi~. 6.7 is always at least an order larger 
than those plotted in Fig. 6.4. 
TABLE 6.1 Convergence of Surface Field (Magnitude). The Parameters of 
0 





































6.2.2.3 Morita's Method 
Kirchoff's (cf. Section 1.5.5.1) principle states that the scattered 
field is completely determined by the total field (and its derivatives) on 
the scattering surface. The surface integral equation (1.95b) 
'¥ SC (P) = f- [3'¥ _;a; g - '¥ 3g/a~J dC, p s rJ + 
C 
( 1. 95b) 
is a good example of the above statement. It is, therefore, appropriate to 
evaluate the surface field and its normal derivative viz, say, the null-field 
equation (1.95a) 
-I {3'!'_13~ g - 'l' 3g/3~J dC 
C 
-ljl, I p S [l 
inc 
(1.95a) 
In principle, at least, there is no other restriction imposed on 'l' . i.e. 
It can be expanded in any eigenfunctions which are convenient. Then its 
A 
normal derivative 3'l' /3n is evaluated. However, as is shown in Section 
6.2.2.2, when 'l' is not expressed as an expansion which is physically correct, 
A 
3'!'/3n significantly misrepresents the actual surface behaviour of the field. 
The resulting solution (if one is able to obtain it) is inferior and the 
computations are inefficient. It has, therefore, been the aim of some 
authors (Wong 1972, Morita 1979, Bates 198ob to circumvent this difficulty, especi-
ally in those cases for which the correct representation for 'l' is net known. 
Morita (1979) suggests (also see Wong 1972, Bates l,98d:, a combination 
of (1.95a) and (1.95c) of the null-field equations, i.e. 
j/4 f [a'l'_';3;; g - '!' f ljl, (P) , P s rl inc ( 1. 95a) 
C 
j/4 J, {a'l' _18;; gd - ljl o, p s rl+ (1.95c) 
C 
where 
(2) (2) r, ;-, 
gf = H0 (KR), gd = H0 (\JkR) and R = L~ - 9J, ~, 2 and position 
vectors of field and source points respectively. The two equations then 
enable one to expand 'l' and 3'!' /8~ in two independent series 
00 







a'f /an= I (6.18b) 
n=o 
Substituting (6.18} into (1.95a) and (1.95c) and manipulating in the normal 
manner enables one to obtain the following matrix equations: 
= D (6.19d) 
(6.19b) 
,,·here c11 , c12 , c21 , c22 and D have elements c 11 (m,n), c 12 (m,n), c 21 (m,n) 
c 22 (m,n), d(m) respectively. 
(2) 00 
c 11 (m,n) = Ka Hrn (Ka) I (-1)9,. 
c 12 (m,n) 
c 21 (m ;n) 
£=-oo 
[ sin(t-m)ls + sin(.C,+m)~ J J (vkb) J (vka) 
n-t £ R, £-m R,+rn 
+ 2 J1 H~2)' (kr) Jn(vkr) (kd) cos(m0) cos(n¢) dq 
o ¢=x 
00 
= -ka H( 2 )(ka) 
Ill I (-1) £ J (vkb) n+£ 
l,-sin(£-m)s + sin(Hm)S J J O ( vka) 0 1v 1v-m · £+m 
(]. J_ (v'c") - 2 I h~ cos(n¢) 
-b Il 
k cos(rnG) clr/cl¢ - H( 2 ) (kr) 
m 
m sin(mO) ae;a4i] (d) c1q 
¢=x 
co 
= ka J (ka) I (-1/'J 9.(vkb} rn 
£=-oo n+" 
r-sin(9-.--m)'8 + sin(HPL)S ] J£(vka) _ £-m £+m 
(k:r) 
+ 2 f 1 J (vkr.)J (vkp) (kd) cos (m0) cos (mcp) dq 
Q m n q,"'x 
(G.20a) 
(6.20b} 
( 6. 2 De.:) 
and 




J n (vkb) ~in (£-m)f3 + sin ( £+m)B '] 
n+x.. £-m t+m 
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211 Jn(vkp) cos(n¢) p-l [J~(vkr) vk cos(mO) ar/a¢- Jm(vkr) 
0 
m sin(m8) 38/3¢] (d) dq 
1=x (6.20d) 
q = p/d (6.20e) 
2 2 2 
r = p + b - 2pb cos(¢) (6.20f) 
-1 
clr/3¢ = r pb cos(¢) (6.20g) 
38/8¢ = [sin (T-6) clr/3¢ - p cos¢] [r cos (n-8) }-l (6.20h) 
d(m) 4 j ( j ) m cos ( m0 ) (6.20i) 
-1 
Multiplying (6.19b) by the inverse of c 21 (i.e. c21 ) transforms (6.19b) into 
i.e. B (6.21) 
Substituting (6.21) into (6.19a) gives 
i.e. (6.22) 
The expansion coefficients A of the surface field can therefore be calculated 
n 
from (6.22). The surface field thus calculated is plotted in Fig. 6.8. 
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6.2.2.4 Advantage of Using Proper Field Representation 
Table 6.2 compares condition numbers (defined in Section 1.5.1), CPU 
times (of a Prime 750 computer) and memory requirement for different surface 
field representations. 
TABLE 6.2 Comparison of efficiencies between three methods: 
(i) integer µn' (ii) fractional µn and (iii) Morita's 
method. The parameters of the wedge-cylinder are a:0.2A, 
0 
x=20, v=l.5 and 0=180. The computer used is a Prime 750. 
~~ Fractional Morita's Integer Method s 
Condition number 11870 150000 378000 
CPU time (sec.) 116 158 209 
Memory require-
l l 4 
ment (normalised) 
It is clear from Table 6.2 that more CPU time and memory space are 
required to arrive at an acceptable far field solution for an 'improperly' 
represented surface field and its normal derivative. It is also worth 
emphasising that-no numerical convergence is manifest for this solution close 
to the apex of the wedge-cylinder. When the proper representation is used, 
the edge field converges rapidly (cf. Fig. 6.2). Furthermore, use of the 
proper :r-epresentation results in signif ~-cantly g.r:eater num~rical efficiency 
(cf. Table 6.2). 
The concept of using a physically correct field representation to 
improve the c6nvergence and stability of numerical calculations, and to 
reduce computer time and memory storage, is well known (cf. Hunter 1974, 
Vassallo 1976 and Bates and Wall 1977). This argument is reinforced by the 
results presented in Section 6.2.2.2. Fig. 6.8, which displays results 
calculated from Morita's (1979) method, and Fig. 6.2 which relates to straight-
forward use of a proper edge representation, further emphasises the signifi-
cance of the theory developed in Chapter 5. 
6.2.3 H-Polarised Incident Field 
Since integers represent the proper choise ofµ for E-polarised 
n 
incident fields in Section 6.2.2, one might argue that the efficiency 
achieved arises from the fact that Bessel functions of integer orders can 
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be evaluated more easily than those of non-integer order. Furthermore, one 
might argue that the instability and inefficiency in the 'improper' repres-
entation solutions could be due to the routines which have to be invoked to 
handle the more intricate formulas that are involved. Finally, one might 
conclude that both representations may well be incorrect, and one solution 
is better than the other not because of using the proper edge behaviour but 
because of the way the routines are written. 
In order to help quench such doubts, an example is now given for which 
integers do not represent the proper choice ofµ . The same parameters as 
n 
the example given in Section 6.2.2 (i.e. x=20°, \>=1.5, a=O.21c, 0=11) are 
employed, but an H-polarised incident wave is treated. The boundary conditions 
are 
'l1 (C ) = IJI (C 
+ + 
cllJ' (C ) / 3~ 
+ + 
l/v2 3'¥ (C )/3~ 
and the null-field equation (1.95a) is 
f [1J' 7 clg/8~ - g3IJl_/3~/v2J dC= -'¥inc 
C 
where the IJI is again given.by (6.2). 
(6.23) 
(6.24) 
( 6. 25) 
However, as indic~ted by (5.23), theµ are not integers. 
n 
The proper choice 
of eachµ , calculated from (5.23), is tabulated in Table 6.3. 
n 
TABLE 6.3 The first twenty properly chosen µn for a wedge-cylinder 
(\)=:1.5, x=20°) and an H-polarised incident wave. 
n µn n µn 
0 0.000 10 4.942 
1 0.563 11 5.064 
2 1.064 12 5.878 
3 1.688 13 6.189 
4 2.114 14 6.888 
5 2.814 15 7.314 
6 3.123 16 7.938 
7 3.939 17 8.439 
8 4.059 18 9.002 
9 4.502 19 9.563 
Figs 6.9 and 6.10 show surface fields calculated, for several values 
of N, when theµ are, respectively, properly chosen (cf. Table 9.3) and 
n 
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taken to be given byµ =n. The latter choice, while correct for E-polaris-
n 
ation, is incorrect here. It is clear that the surface field calculatEd 
from the proper choice ofµ (Fig. 6.9) converges faster than the surfacE 
n 
field calculated with integer V (Fig. 6.10). 
n 
6.2.4 Conclusions 
Two important conclusions can be drawn from the examples given in this 
chapter. 
(i) The theory developed in Chapter 5, enables one to determine 
the correct field behaviour near the apex of a penetrable 
wedge-cylinder of arbitrary angle and refractive index. 
(ii) This knowledge of edge behaviour, when incorporated into 
the formulation of a numerical solution, markedly improves 






Geometry of wedge-cylinder with refractive index v. 
p 
datum 
The right-handed cylindrical coordinate of an arbitrary 
point Pare either (p;¢) or (r;B) which have the points 
o1 and o2 respectively as origin. t is the total field 
inside (denoted by~ ) while ~1 is the total · field 
+ 









Plot of surface field magnitudes versus 8 (as defined in 
Fig. 6.1). The variable is N, the number of surface field 
expansion coefficients used. The parameters of the wedge-
cylinder are X = 20°, a= O.2A, v = 1.5 and µn n. The 
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N 
Plot of A, the first surface field expansion coefficient, 
0 
and B , the first far field scattering coefficient, with 
0 
respect to N, the number of expansion coefficients used. 
0 
The parameters of the wedge-cylinder are x = 20 , a= 0.2A, 
v 1.5 and µn n. The E-polarised field is incident 







6 7 8 9 10 
N 
The errors in satisfying the forward scattering theorem 
(6.16) is plotted against N, the number of surface field 
expansion coefficients used. The parameters of the wedge-
o . 
cylinder are X = 20, a= 0.2\, v = 1.5 andµ = n. The 
n 
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Plot of surface field magnitudes verses 8 (as defined 
in Fig. 6.1). The variable is N, the number of surface 
field expansion coefficients used. The parameters of 
the wedge-cylinder are X = 20°, a= O.2~, v = 1.5 and 
µ = O.65n. The E-polarised field is incident at an 
n 






5 6 7 8 9 1 0 
N 
5 6 7 8 9 10 
N 
Plot of A, the first surface field expansion coefficient, 
0 
and B , the first far field scattering coefficient, with 
0 
respect to N, the number of expansion coefficients used. 
The parameters of the wedge-cylinder are X = 20°, a= 0.2A, 
v = 1.5 andµ = 0.65n. 
n 
at an angle 0 = TT. 





5 6 1 8 9 10 
N 
The error€ in satisfying the forward scattering theorem 
(6.16) is plotted against N, the number of surface field 
expansion coefficients used. The parameters of the wedge-
1 . 0 \ 1 5 0 65 cy inder are X = 20 , a= 0.2A, v = . andµ = . n. 
n 
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Plot of surface field magnitudes versus e (as defined in 
Fig. 6.1). The variable is N, the number of surface 
field expansion coefficients used. The parameters of the 
wedge-cylinder are X = 20°, a= O.2A, v = 1.5 andµ = n. 
n 
The E-polarised field is·incident at an angle 0 = TI, 
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Plot of surface field magnitudes versus 0 (as defined in 
Fig. 6.1). The variable is N, the number of slirface field 
expansion coefficients used. The parameters of the wedge-
cylinder are X = 20°, a= 0.2A and v = 1.5. The values of 
µ are as given in Table 6.3. n 
incident at an angle 0 = n. 





Plot of surface field magnitudes versus 8 (as defined 
in Fig. 6.1). The variable is N, the number of surface 
field expansion coefficients used. The parameters bf 
the wedge-cylinder are x = 20°, a= 0.2A, v = 1.5 and 
J.1 = n. n 
0 = 7T. 




SPECIALISED SOLUTIONS FOR INFINITE PENETRABLE WEDGES 
7.1 INTRODUCTION 
A comprehensive approach to electromagnetic scattering by penetrable 
wedges is introduced in Chapter 5 and its significance is examined in Chapter 
6. Based on the results and experience so gained, the general solution is 
specialised in this chapter to scattering of an E-polarised wave incident 
symmetrically (see Fig. 7.1) on a dielectric wedge with wedge angle 2X,with 
n/2:-2x:::n. 
Bessel functions of integer order, and argument skP, where~= l 
when outside the wedge and~= v when inside the wedge, are used as the 
radially-dependent parts of the basis wave functions for the expansion of 
incident, reflected, refracted and diffracted fields. Different expansions 
are used for each of the regions shown in Fig. 7.1. The multiplication 
theorem (cf. Watson 1966, Section 5. 21) is then invoked to match the fields 
across the boundaries. However, before the resultant system of linear 
equations can be solved, the radiation condition must be imposed. 
done in two different ways: 
This is 
(i) The radiation condition is explicitly imposed by requiring the far 
scattered field to be outgoing. 
(ii) The Bessel function expansions are restricted top> p (Fig. 7.2). 
0 
For p > p , Hankel function expansions are used. 
0 
matched on p = p . 
0 
The fields are point-
Unfortunately, the solutions so constructed suffer from a special case 
of 'relative convergence' (cf. Section 7.5). Although it has not been found 
possible to perfect these methods, they are presented because the results are 
informative and some of them are reasonably accurate. 
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7,2 PRELIMINARIES 
The geometry of a two-dimensional infinite wedge is depicted in Fig. 
7.1 The two-dimensional O plane is partitioned into O, L, 0 accordingly 
- + 
where Lis the intercept of the wedge with O plane, O_: represents the region 
within the wedge for which 1¢1 < x, and O represents the region outside the 
+ 
wedge for which X < 1¢1 < TT. An arbitrary point in O is given the polar 
coordinate (p;¢). A scalar monochromatic plane wave is incident at the 
angle 0 = TT. The reflected wave boundaries (c.f. Section 4.1.1) L+' consist 
of the two radial lines defined by¢=± 2X, 0 < p < 00 , while the refracted 
wave boundaries L consist· of the two radial lines defined by¢=± Y , 
0 < p < 00 , with y given by Snell's law, i.e. 
cos X = V cos(x+y) ( 7 .1) 
where vis the refractive index of the wedge St. 
free space O is unity. 
The refractive index of 
+ 
7.3 FIELD CLOSE TO THE APEX 
7.3.1 Formulation 
Due to the symmetry of the problem, from now on only the upper half of 
the St plane is considered. Referring to Fig. 7.1, the four regions of 
interest are: 
01 0 
St2 = 0 
St3 = 0 















2x < ¢ < 'IT 
X < ¢ < 2x 
y < ¢ < X 
0 < ¢ < y 
Denoting f. , f , f and f f 1 as the incident wave, inc refl. refr.upper re r. ower 
the reflected wave from the upper wedge surface, the refracted wave from 







cos (m</>) J (kp) = l E (-J) inc m m 
m=o 
(X) 









= H I E (-j)m cos m(¢+y) J (vkp) m m 
m=o 
00 
H I E (-j)m cos m(¢-y) J (vkp) m m m=o 
sinx -
l 
2 2 ~ 
(v -cos X) 
sinx + 
2 2 ½ 
(v -cos x) 
2sinx 
2 2 ~ 








The total field in each of these four regions is given by (7.8) to (7.11) 
below: 
00 
'1'1 (En1 ) = l Em cos m(n-¢) Jm(kp) + 'l'inc. (7. 8) 
m=o 
00 
I (A cos m</> + D sin m¢) J (kp) + 'I'. + 'I' refl. m m m inc. (7. 9) 
m=o 
00 





F cos m¢ J (vkp) + 'I' + 'I' m m refr.upper refr.lower 
(7 .11) 
The fields and their derivatives are matched across L, Land L. 
+ -
The multiplication theorem (cf. ( 1. 36)) is invoked. After equating the 
coefficients of the Bessel functions, the variables A, D, B , Z and F m m m m m 
are eliminated. One then arrives at a set of simultaneous equations: 
0:, 0:, 
I .Q, -1 I (-1) .Q, g(.Q,,m,x) -1 (-1) E.Q, g(t,m,x) Fm-£(£,v ) = E.Q, F .Q, (£.,v ) m-
l=o -- £=o 
2 2 
m E[o,oo] (7.12) 
where 
g(l,m,X) = m sin(mx) cos(tx) - t cos(mx) sin(tx) 
-1 




However, before (7.12) can be solved for the Et' the radiation 
condition must be imposed. It is worth mentioning, in passing, that if one 
attempts to generate a solution without imposing the radiation condition, one 
always seems to end up with a trivial s~lution. The diffracted field 
completely cancels the incident wave, so that the total field is zero every-
where. 
In Ql' the diffracted field is 
00 
'¥ = I E cos m(n-¢) J (kp) diff .1 m m ( 7. 14) 
m=o 
which can be written as 
00 
~/ = 1/2 
diff .1 I E cos m(n-¢) [H(l) (kp) + H( 2) (kp)] m m m ( 7. 15) m=o 
Substituting the asymptotic forms of the Hankel functions (1. 32) into (7 .15), 
the latter becomes 
½ 
'¥diff.l = (1/2nkp) [exp(jkp) exp(-jn/4) 
00 
I E cos(m¢) (j)m m m=o 
00 
+ exp(-jkp) exp(j:r/4) \ E rir-.c•t,,.,,h\ 1_...;,m l (7.16) I.. m 
__ ._., .. U't'/ \ .JI _J 
m=o 
It is clear from (7.16) that if '¥diff.l is to behave like an outgoing wave 
at infinity, then 
00 
E cos(m</i) (j)m 
m 
o, (7.17) 
is necessary in n1 . Together with appropriate radiation constraints in each 
of the four regions, (7.12) can be solved. 
next section. 
The above analysis is only valid for 
TI~ 2X ~ TI/2 
The results are presented in the 
( 7 .18) 
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as can be seen from the following argument. Since from (7.16), the magnitude 
of the outgoing part of the diffracted field is 
00 
'l'++ (¢) = 
m=o 
E cos(m¢) (-j)m 
m 
Note that (7.17) and (7.19) exist only in ~1 , where 2x<¢<2TI-x. 
(7 .19) 
Let¢ be a value of¢ such that 2x<¢ <n-2x, then 'l'++(¢) has the value 
0 0 0 
00 
I E cos(m¢ ) (-j)m m o 
m=o 
00 
I E cos m(¢ +TI) (j)m m o 
m=o 
+ 
ljl (¢ +TI) 
0 
I ~ ,+ If 2X<TI 2, then"' +TI<2TI-X. Therefore f (¢ +TI) must 
0 0 
. h . . w++ " ) which t en 1.mplleS that r ("' = 0 for 2x<¢ <TI-2X. 
0 ~ 
analytic continuation (cf. Section 1.4.3), 'l' (¢) must 
; 
(7. 20) 
equal zero from (7.17), 
However, because of 
be zero everywhere for 
2x<¢<2TI-2X, The condition (7.18) thus eliminates this contradiction. 
7.3.2 Computational Results 
Figs. 7.3(a to d) and 7.4(a to d) display the variation of the diff-
racted field with respect to distance away from the apex of the wedge. The 
wedge angle 2X is 100° and the refractive index vis 2.0. The incoming 
(E-polarised) plane wave is incident at 180°. The number M of eigenfunctions 
used is 5 for Fig. 7.3 and 6 for Fig. 7.4. The diffracted field variations 
(both magnitude and phase) are plotted against p/A for several values of¢. 
0 0 0 0 
The values of,¢ are (a) 180 , (b) 170 , (c) 160 and (d) 150 . Figs 7. 3 and 
7.4 suggest very strongly that the diffracted fields are outgoing for p > A, 
Figs 7.5 and 7.6 display the variation of the diffracted field for 
M = 7 and M = 8 respectively. All other parameters are identical to those 
applying for Figs 7.3. and 7.4. It is seen that the fields plotted in Figs 
7. 5. and 7. 6 no longer resemble outgoing waves. The reason for this patho-
logical behaviour is that the way in which the problem has been formulated 
is markedly unstable. 
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It has already been pointed out in Section 7.3.l that the radiation 
condition (7.17) must be imposed explicitly when solving (7.12). The 
computer routine employed to generate the results presented in this section 
is written in such a way that half of the number of equations are taken from 
(7.12) while the other half is taken from (7.17). The (M/2) equations 
chosen from (7.12) are those corresponding tom= 0,1,2, ... , M/2. The 
(M/2) equations chosen from ('7 .17) are ¢ = TI, TI - ¢ TI - 2¢ , . . . , where 
o' o 
¢ = 2(TI-2X)/M, e.g. when M = 10 five equations are taken from (7.12) with 
0 
m = 0, 1, 2, 3, 4, 5. The other five equations are taken from (7.17) with 
'" 0 o O o o d o , o ~ = lcO, 152 , 124 , 96 , an 68 with X = 20. 
It seems, from the results shown in this section, that there is some 
connection between the efficiency of the solutions and the choice of the 
equations. Several computer experiments have been carried out in an attempt 
to determine this connection. If M1 is the number of equations taken from 
(7.12) and M2 is the number of equations taken from (7.17), where M1 + M2 = 
M, several combination of M1 and M2 are used in the experiments. Further-
more, the M1 equations taken from (7.12) are chosen randomly, i.e. they do 
not correspond tom= 0, 1, 2, ... , M1 . Similarly, the M2 equations taken 
from (7.17) are chosen in random with respect to¢, 2x<¢<TI. 
It is found that a special case of 'relative convergence' does exist 
and the efficiency of the solutions depends on how the equations are chosen. 
Unfortunately, it has not been found possible to determine a set ratio of 
the number of equations to be chosen from (7.12) and (7.17), or a suitable 
way of choosing the variaLles min (7.12) and¢ in (7.17), to arrive at an 
optimal solution. 
7.4 FAR SCATTERED FIELD 
7.4.l Formulation 
As mentioned in Section 7.i, the radiation condition can be imposed 
by expanding the far scattered field in Hankel functions. 
Fig. 7.2, the upper Q plane is now divided into six regions. 
Q = p < p < 00' 2x < ¢ < TI l 0 
Q2 = po < p < 00' X < ¢ < 2x 
Q3 = Po < p < 00' y < ¢ < X 
Q4 = Po < p < oo, 0 < ¢ < y 
Referring to 
211 
Q_ = 0 < p < p I X < ct, < 7r :> 0 
Q = 0 < p < p 0 < <p < X 6 o' 
Furthermore, in addition to the boundaries L, L, L defined as in Section 
+ 
7.3, the further boundary L, at p = p for O ~ <p ~ 21r, is introduced. 
0 0 
The fields in the various regions are: 
(X) 
'¥ ( ES°t ) = I E cos m('TT-<p) H (2 ) (kp) + '¥ . 1 1 m m 1.nc. (7.21) 
m=o 
00 
'¥ ( dt ) = I (A cos m¢ + D sin m<p) H( 2 ) (kp) + '¥ + '¥ 2 2 m m m inc. refl. (7.22) 
m=o 
00 








'¥ ( dt ) I p COS m(TT-<p) J (kp) 5 5 m m (7.25) 
m=o 
00 




The fields and their normal derivatives have to be matched across the 
boundaries L, L, L and L. 
+ 0 
Since there does not seem to be a multiplication 
theorem (cf. Watson 1966, Section 5.21) forHankel functions of integer order, 
point-matching is invoked. Typical results are presented in Section 7.4.2. 
7.4.2 Computational Results 
Fig. 7.7 shows the diffracted fields calculated from the procedure 
0 
described in Section 7.4.1. The parameters used are \J = 2.0, x = 50 , 
0 = 180° and (a) M = 3 p = l.0A, (b) M = 4, p = l.0A, (c) M = 3, p = 1.2A, 
I O O 0 
where Mis the number of eigenfunctions used in (7.21) through (.7.26). Figs. 
7.7(a), (b) correspond to increasing value of M while Fig. 7.7(a), (c) 
correspond to increasing values of p . 
0 
It is seen that (a) is the best solution among those displayed in Fig. 
7.7 because the (diffracted) field resembles an outgoing wave for p/A < 1. 
Furthermore, increasing values of Mor p do not lead to a better solution. 
0 
This is again due to the problem of 'relative convergence', where the optimal 
solution can be obtained only when a specific combination of parameters is 
used. Furthermore, the solution plotted in Fig. 7.7(a) is seen to be worse 
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than those plotted in Figs 7,3 and 7.4 in Section 7.3 because of the instab-
ility of the (diffracted) field plotted. This is probably due to the 
limited number of eigenfunctions (M = 3) used for Fig. 7.7. This small 
number (3) of eigenf1.mctions, incidentally, is believed to be insufficient 
to completely represent the diffracted field. This brings out a further 
difficulty in the formulation described in Section 7.4.1. As there are 
eight different sets of variables which have to be solved simultaneously, 
the size of the matrix which has to be inverted is then (8 X M) X (8 X M). 
It has been noted (cf. Section 1.5.4) that the computer storage and execution 
time are proportional to N2 and N3 respectively, when the matrix to be 
inverted is of the size N X N. It is therefore difficult to have larger 
values of M, since N = 8 X Min this case. The convergence of the series 
expansion for the diffracted field is then difficult to demonstrate. The 
method described in Section 7.4.1 is therefore useful only when a very large 
computing facility is available. 
7.5 RELATIVE CONVERGENCE, LEAST SQUARES SOLUTION AND THE METHOD OF 
SINGULAR VALUE DECOMPOSITION 
There are, basically, three ways of overcoming the difficulties 
associated with relative convergence. 
(i) Try to determine, analytically, a theoretical condition which leads 
to an optimal solution of a particular problem. This is similar to what 
Mittra and Lee (1971, also see Section 1.5.1.2) have done for the problem 
of the bifurcated waveguide. However, it does not seem to be an easy task 
to obtain an analytical solution for the infinite penetrable wedge diffraction 
problem. 
at least. 
Therefore, this method must remain an ideal only, for the present 
(ii) Scan all possible combinations of the parameters until an optimal 
solution is found. Unfortunately, this is extremely computationally inten-
sive and there is no guarantee of getting the desired result. 
(iii) Use a large number of contraint equations (i.e. the equations which 
imposed the radiation condition). Of course, the number of equations would 
then be larger than the number of expansion coefficients used. Such a system 
of equations cannot be solved by the usual method of matrix invers,ion (cf. 
Section 1.5.1.3). However, a least squares solution can be obtained by, for 
example, employing the method of singular value decomposition (cf. Section 
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1.5.1.3). Therefore, provided that a sufficiently large computing facility 













Reflection and refraction boundaries of an infinite 
penetrable wedge illuminated symmetrically, i.e. the 
incoming field is incident at~= TI while the wedge 
surface L coincide with the lines~= ±x, The 
reflection boundaries are denoted by L+ (cf. Section_ 










Different regions of interest for the infinte wedge 









Plots of magnitudes (--·· -- • --) and phases 
(- - - - - -) , versus P/A, of fields diffracted by an 
infinite penetrable wedge in the ~-direction. The 
0 
parameters of the wedgeare X = 50 and v = 2.0. The 
number of expansion coefficients used is 5. 
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Plots of magnitudes (---· -- · --) and phases 
(- - - - - -) , versus p/A, of fields diffracted by an 
infinite penetrable wedge in the ~-direction. The 
parameters of the wedgeare X = 50° and v = 2.0. The 
number of expansion coefficients used is 5. 
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Plots of magnitudes (---· -- · --) and phases 
(- - - - - -) , versus P/A, of fields diffracted by an 
infinite penetrable wedge in.the ~-direction. The 
0 
parameters of the wedge are X = 50 and v = 2. 0. The 
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Plots of magnitudes (-- · -- · --) and phases 
(- - - - - -) , versus p/A, of fields diffracted by an 
infinite penetrable wedge in the ~-direction. The 
parameters of the wedge are x = so0 and v = 2. 0. The 
number of expansion coefficients used in 6. 
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Plots of magnitudes (-- · -- · --) and phases 
(- - - - - -) , versus p/A, of fields diffracted by an 
infinite penetrable wedge in the ~-direction. The 
parameters of the wedge are x = 50° and v = 2. 0. The 
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Plots of magnitudes (-- · -- · --) and phases 
(- - - - - -) , versus p/A, of fields diffracted by an 
infinite penetrable wedge in the ~-direction. The, 
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Plots of magnitudes (-- · -- · --) and phases 
(- - - - - -) , versus p/A, of fields diffracted by ~n 
infinite penetrable wedge in the ~-direction. The 
parameters of the wedge are x = 50° and v = 2.0. The 

























Plots of magnitude (-- · -- • --) and phase 
(- - -) , versus p/A, of field diffracted by 
an infinite penetrable wedge in the t = 180 
direction. The parameters of the wedge is 
0 X = 50 and v = 2.0. The number of expansion 
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FIGURE 7.7a Plots of magnitude_(--· -- ·) and phase ( - - - - ) , 
versus p/A, of field diffracted by an infinite penetrable 
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versus p/A, of field diffracted by an infinite penetrable 
wedge in the~= 180- direction. The parameters of the 
0 
wedge are x = 50 and v = 2.0, (a) rn = 3, p = l.0A, (b) 
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THE NULL-FIELD METHOD APPLIED TO THE 
INFINITE PENETRABLE WEDGE DIFFRACTION PROBLEM 
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The null-field method introduced in Section 1.5.5 has been shown to 
be useful in solving many practical scattering problems (cf. Bates 1975a, 
Bates and Wall 1977, Bates l"980b and the many references quoted therein). 
However, as pointed out in Section 1.5.5.5, the conventional (circular) null-
field method is unsuitable for solving the infinite wedge scattering problem. 
Details of some of the difficulties encountered in applying the null-field 
method to infinite penetrable wedge diffraction are outlined in Section 8.1. 
On the other hand, it has been shown (cf. Bates 1974 and also Section 
3.3) that the null-field method can still be applied to infinite bodies, 
when appropriate precautions are taken. In this chapter, the null-field 
method is applied to the penetrable wedge diffraction proble~. Computational 
results are included and comparisons are made with those obtained by other 
authors. 
8.1 PRELIMINARIES 
8.1.1 The Radial Null-Field Method 
The cw1ventional way of applying the null-field method to scattering 
problems - the circular null-field method (cf. Section 1.5.5~4- is to impose 
the null-field condition explicitly within a circle inscribed by the scatterer 
(cf. Fig. 8.1). However, computational experience (cf. Bates and Wall 1977) 
has indicated that this conventional approach is not suitable for problems of 
scattering by infinite bodies. This is because the numerical stability of 
the resultant null-field equations (cf. Section 1.5.5.5) is proportional to 
the ratios, which is defined in (1.102) as (cf. Fig. 8.1). 
~ 
s = area of circle C ./area of scatter C (1.~02) 
When applied to the infinite wedge problems (cf. Fig. 8.2), it is clear 
that the ratios defined by (1,102) is always infinitesimal. It i~ worth 
noting in passing that the author has actually attempted to apply the circular 
null-field method to the infinite penetrable wedge diffraction problem. The 
resulting numerical instabilities have prov too difficult to overcome. 
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On the other hand, it has been argued in Section 3.3 that it is 
reasonable to expect that the null-field method can be applied successfully, 
to the infinite (conducting) wedge diffraction problem, by imposing the null-
field condition on radial lines inside the infinite wedge (cf. Fig. 8.3). 
This 'radial' null-field method (cf. Fig. 8.3) is here invoked to attack the 
infinite penetrable wedge diffraction problem. 
Sections 8.2. 
Details are presented in 
8.1.2 The Role of Surface Field in the Null-Field Method 
Kirchoff's Principle (cf. Section 1.5.5.1) states-thatthe scattered 
field can be comfletely determined by the (total) field and its norru.a.l d.e:::-iY-
ative on the surface of a scatterer. 
the surface field and its derivatives. 
It is,therefore, important to evaluate 
There is an exception, of course, 
when the scatterer is perfectly conducting. In that case either the surface 
field or its normal derivative must be zero, for E- and H-polarised fields 
respectively. For a penetrable body, however, knowledge of both the surface 
field and its normal derivative are needed to completely determine the 
scattered field. 
There are two different ways of evaluating the surface field and its 
normal derivative. As already mentioned in Section 6.2 (cf. also Morita 19r9, 
Wong 1972 and Bates 19801:;>), one can expand the surface field and its normal 
derivative in two independent expansions (cf. (6.18a) and (6.18b)). Two 
coupled integral equations are then needed to evaluate the (two sets of) 
expansion coefficients. On the other hand, if the field behaviour on the 
surface of the scatterer is known, one needs only to expand the surface field. 
The normal derivative can then be calculated by performing an analytical 
differentiation (see e.g. Bates '1980 b). 
of the analysis developed in this chapter. 
This latter method forms the basis 
Since one knows the general form of the field inside a penetrable 
wedge (cf. Chapter 5 . ) , the surface field can be deduced from it, i.e. 
~ = lim ~ (P) 
s1.1rface F-+Q 
where~ is the total field inside the wedge. 








It can be expanded (cf. 
( 8 .1) 
(8.2) 
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The µn in (8.2) are the properly chosen eigenvalues calculated from (5.23). 
After substituting (8.1) and (8.2) into the null-field equation (1.95a), 
one obtains an infinite series of infinite integrals, a typical one of which 
is 
CXl 
H( 2 )(kp) 
m 
J (vkr) J (kr) dr + J (kp) 
µn m m 
J (vkr) H( 2 ) (kr) dr 
µn m 
(8. 3) 
It has not been found possible to evaluate the integrals in (8.3) analytically 
wher, v differs from unity. It is also impracticable to attempt to carry out 
these integrations numerically. It is worth noting that infinite integration 
is a pervading difficulty encountered in infinite wedge diffraction problems, 
whether one uses the null-field method or the methods of surface and volume 
integral equations. Many authors try to overcome this difficulty by trun-
eating the infinite integrals (cf. Wu and Tsai 1977, Vasil'ev and Solodoukhov 
1971 and also Chapter 4 of this thesis). However, this unavoidably involves 
approxirr.ations which are difficult tc justify. Furtherm~re, any attempt to 
choose an 'effective finite upper limit', p 0 say, leads to unmanageable 
relative convergence problems (cf. Chapter 7). 
It is noted that (cf. Watson 196G, Section 5.12), (8.3) can be evaluated 
analytically if all of the Bessel and Hankel functions have the same argument. 
So, one might think that invocation of the multiplication theorem (1.36), so 
as to express each Jµ (vkr) as a sum of terms, the tth being proportional to 
n 
J (kr), might overcome the aforesaid difficulty. Unfortunately, though, 
µn+2t 
the kinds of problem discussed in Section 4.1 are then encountered. It 
therefore seems that the only sensible way of overcoming all these difficulties 






















However, this approach turns out to be over-simplistic. 
( 8. 5) 
When the total 
surface field is expressed as in (8.4) and (8.5), there is nothing in the 
formulation specifying the value of the refractive index of the wedge. 
It is worth noting in passing that the author has attempted to obtain 
solutions in such a simplistic way. They turned out to be trivial, 
however, i.e. the solution always turned out to correspond to the case for 
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V = 1, the incident wave propagates freely in space as if there is no wedge. 
In order to incorporate the vital piece of information (i.e. the value 
of the refractive index v), the problem must be formulated more subtly. 
The external field must be expanded in a form which takes explicit cognisance 
of the presence of the wedge and the value of v. 
this is to write 
A convenient way of doing 
'¥ ='fl +'fl +'l' 
+ inc. refr. diff. 
(8. 6) 
where '¥. is the incident field, 'l' f represents the two geometrical 
inc. re r. 
optics fields reflected from the upper and lower wedge surfaces and '¥diff. 
represents the remainder field due to multiple reflection/refraction at the 
wedge surfaces and to diffraction at the apex of the wedge. 
The incident field, '¥ 
inc. 
can be written as (cf. Section 1.4) 
co 
If' exp ( jkp cos ( 0-¢) ) I .m m ( 0-¢) J (kp) ::e- = E J cos inc. m m m=o 
I 
X < <P < 0 + 71 , X < 0 < 7f - X 
X < " 
,, 'l= - X, 'IT - X < " < T, + X 
l 
'I' ~" V 
0 - 7f < ¢ < 27f - X, 7f + X < 0 < 21T - X (8.7) 
where 0 is the angle of incidence (cf. Fig. 8.3). The reflected field 
'¥ fl is the geometrical optics field which would be generated if the incoming 
re . 
field was incident on an infinite interface: 
'¥ = Gl exp(-jkp cos ( 71+2x-0-¢) ) refl. (upper surface) 
co 
= Gl I E (-j) m cos m(71+2x-0-¢) J (kp) , m m 
m=o 
X < ¢ < 71 + 2X - 0 
(8.Ba) 
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IJI f' ,, f , =. G2 exp (-jkpcos (1r-2x-0-¢)) re~. t~ower sur aceJ 
0:, 
I £ (-j)m cos m(1r-2x-0-¢) J (kp), m m 
m=o 
.3n - 2X - 0 < ¢ < 21r - X 
{8.8b) 
where G1 and G2 are the reflection coefficients given by (1.5), i.e. 
2 2 ~ 
sin (8-x) - (\! -cos {G-xl} 
2 2 
sin(G-x) + (v -cos (9-x)) 
2 2 ~ 
sin(8-11+X) - (V -cos (8-,,+x)) 
2 2 
sin(0-n+x) + (V -cos (0-TI+X)) 
Referring back to (8.6), it is seen that the 'incident' and 'reflected' 
parts of the surface field are the geometrical optics field and they extend 
from the apex to infinity. .On the other hand, the part of the surface field 
arising from diffraction at the apex of the wedge must necessarily decay wit.~ 
distance away from the apex. If this were not so, the diffracted field 
re-radiated from the surface would contradict the established results of 
Keller (1962). Therefore, one can safely assume that this 'diffracted' part 
of the surface field is important only within some moderate distance of 
the apex. An expansion for this 'diffracted' part of the surface field, 
therefore, needs only to represent the field within such a distance. 
Bates (1975a:,see also Section 1.5.5) indicates that, in the case where 
the (internal or external) Rayleigh hypotheses (cf. Section 1.4.4) is not 
valid, the null-field method can still be used to evaluate the surface field. 
This is because, even when the Rayleigh hypotheses is not valid so that the' 
infinite series 
0:, 
f(p;¢) = I 
n=o 





does not correspond to the actual field behaviour close to the surface of 
the scatterer, the truncated series 
N 
f(p;¢) = I 
n=o 




(n¢) (8 .11) 
can nevertheless present a meaningful solution to the scattering problem 
(cf. Ikuno and Yasuura 1973). Bates (1975a) further indicates that the 
scattered field evaluated through the Green's integral (1.95b), using the 
approximate representation (8.11), can be a useful approximation to the 
correct field. 
8. 2 RADIAL :NULL-FIELD METHOD APPLIED TO INFINITE PENETRABLE 'WEDGE 
DIFFRA.CTIOl~ PROBLEMS 
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In ore.er to illustrate the feasibility of applying the rac.ial u·.111-
field method to the infinite penetrable wedge diffraction problerr:=,, a S?ec:'cel-
ised solution is derived in this section. The computational results for this 
specialised solution are reported in Section 8.3. Comparisons are also made 
with the results obtained by other authors. The viability of the radial n-o.11-
field method applied to infinte (conducting) bodies has already been derno:1-
strated in Section 3.3. The possible extension of the specialised methods of 
solution derived in this section to general penetrable wedge diffraction 
problems is discussed in Section 8.3. 
8.2.1 Preliminaries 
As shown in Fig. 8.4, the apex of the wedge is at the origin 0. A 
point in space is given the polar coordinates (p;¢). The wedge surfaces 
coincide with the radial lines¢= ±x. The incoming wave is incident symm-
etrically at¢= 180°. Furthermore, the wedge angle is 2x and the refractive 
index Vis such that l .. ~ x, where y, (the angle made by the refraction 
boundaries with respect to the datum line (Fig. 8.4)),is given by the Snell's 
law (cf. Section 1.2.2) as; 
cos X = v cos(x+Y) (8.12) 
The four regions in Fig. 8.4 are defined as 
S] S]lUS]2 + 
S] = S]3US]4 
S] O<p<oo, x<l¢l<n. + 
S] O<p<oo, o< I¢ I <x. 
S] 1 O<p<oo, 2x<l¢l<n. 
S]2 O<p<oo, x<l¢1<2x• 
0 <p <oo' 
o<p<oo, 
y<l<Pl<x, 
a< I¢ I <y. 







inc. + 'f -- + 'f ' rer1-. diff. 2 
~ ( E::;; ) 
3 3 
'f \ 
refr. 3 + diff. 3 
\j (EU) = 'f + 
4 4 refr.4 ciff.4 
incident field '¥' is inc. 
00 
'¥ I E (-j)n cos n¢ J (kp) inc. n n 
n=o 
The reflected field r is 
refl. 
00 
\j, I ( . n n(2X-¢) G E -J) cos refl. n 
n=c 
CX) 
G I E (--i/1 n, ~ cos n(2x+¢) 
n=o 






J (kp) I 2n-2x<¢<21r-x 
n 
w = H 
"refr.3 ' l cos n(~-y) J (vkp), y<¢<x n 
n=o 
= H I s (-j)n cos n(¢+y) J (vkp), 2n-x<¢<2n-y n n 
n=o 





refr.4 = HL 
E (-j)n 
n 














where G and Hare the respective refraction and reflection coefficients given 
by 
G = sinX -
sinx + 
~ 
. 2 2 . 
(V -cos X) 
2 2 ~ 
(v -cos X) 
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H = 2sinx 1 2 2 2 (8.19) 
sinX + (v -cos X) 
There are three important points one must keep in mind when attempting 
to write down an expansion for the diffracted field: 
(i) The reflection and refraction boundaries are only artificial idealis-
a.tions .. The total field must be continuous across these boundaries. Since 
the geometrical optics fields (8.16) to (8.18) are discontinuous across these 
boundaries, the diffracted field must compensate for these discontinuities. 
(ii). One needs only the surface field and its normal derivative in the null-
field formulation. 
(iii) The 'diffracted' part of this surface field is only important reasonably 
close to the apex of the wedge. Therefore, one needs only to model the 
'diffracted' field for the moderate value of p/A, 
Bearing in mind the three above-mentioned points, the diffracted field 
ir, (8.14) can be expanded as 
00 
'l'diff.l = I E COS n(TI-<p) J (kp) n n 
n=o 
CX) 
i_ii diff. 2 
,., 
sin n¢) J (kp) = 2, (A cos n¢ + B n n n 
n=o 
CX) 
'I' . f =- I (F cos n<p + R sin n<p) J (vkp) dif .3 n n n 
n=o 
CX) 
'I' diff.4 = I s cos n<p J (Vkp) (8. 20) n n 
n=o 
By matching the total fields and their derivatives across their respective 








(A + £ (-j)n + £ (-j)n G cos 2nx) cos n<p J (kp) 





= lim l 
¢+x 
n=o 
(F + £ (-j)n H cos ny) cos n¢ J (vkp) 
n n n 
8.2.2 The Outside-In Formulation 
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(8.21b) 
Substituting (8.21a) and (8.15) into the null-field equation (1.95a), 





where I m,n 
= 
00 
( . m E -J) COS 
m 
m¢ J (kp) 
m m=o 





I (A + E (-j)n + E (-j)n G cos 2nx) n n n n=o 
00 
l a'f /cl8 surface 
0 
00 










=-I (A + E (-j) n + G E (-j)n cos 2nxl n sin n n n n=o 
cos m( ¢-x) I m,n 
CX) 
= f ljl clH( 2 ) (kR)/cl8 (1/r) dr _____ _c_ - -
)0 
::,u.1. J.d.L:t= (J 
8=2TT-X 
CX) 
= I (A + E (-j) n + G E (-j)n cos 2nx) cos nx n n n n=o 
sin m ( x+¢) I m,n 
CX) 
= i c)ljl /cl8 H ( 2) (kR) (1/r) dr surface 0 0=2n-x 0 
CX) 
sin m(¢-x) I 
cc 
nx I E m 
m=o 
00 
I m £ m 
m=o 
00 
= I (A + £ (-j)n + G £ (-j)n cos 2nx) n sin nx I £ n n n m n=o m=o 
cos m(x+¢) I m,n 

















2 2 -l 
£ cos m¢ (A + £ (-j)n + £ (-j)n G cos 2nx) (m -n ) 
m n n n 
exp(-jnTI/2) (n sin nx COS mx - ID sin mx COS DX) 
(exp(jm7T/2) J (kp) - exp(jn-;;/2) J (ko)) 
rn n · 
0:, 
I £ (-j)m J (kp) cos m¢ rn m 
m=o 
(8.24) 
Since Bessel functions of argument kp with O < p < 00 are independent, 
one can equate the coefficients of JQ(kp) in (8.24) and obtain 
00 
exp(-j2TI/2) (t sin tx cos m;.: - m sin mx cos Qx) (-exp(jh/2)) 
0:, 
+ TT-1 I 
n=o 
nf£ 
exp(-jnn/2) (n sin nx cos tx - £sin tx cos nx) exp(jh/2) 
2=0,1,2, 00 
(8. 25) 
By choosing a suitable value of¢, with 1¢1 < X, the set of simultaneous 
equations (8.25) can be solved, in principle, using an appropriate numerical 
method. However, certain steps must be taken in order to achieve numerical 
efficiency and stability of the solution. 
(i) As mentioned earlier in Section 1.5.5.5 and reiterated in Section 8.1, 
the null-field condition, in principle, can be imposed within any part of the 
scattering body. This argument is reinforced in Section 3.3 where the null-
field condition is imposed on a radial line within a perfectly conducting 
wedge. However, the analysis presented in Section 3.3 is entirely analytical. 
Moreover, it is mentioned in Section 1.5.5.5 and Section 8.1 that extra 
considerations must be taken into account when a numerical solution is required. 
The numerical efficiency of the solutions improves directly with the 
values, which is defined by 
s = area of region within which the null-field condition is 
imposed/area of interior of scatterer. 
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The values is always infinitesimal when the conventional (circular) null-
field method is invoked for the infinite wedge problem. On the other hand, 
if one chooses (randomly) a value of¢, with 1¢1 < X, for (8.25), then the 
null-field condition is applied only along a radial line. Such a line has 
no area so thats is zero. N'J.merical evaluation of (8.25) is then unstable. 
One might try to overcome this difficulty by using more than one value 
of¢ in (8.25). For instance, if 20 equations are required from (8.25), 
then the equations chosen are¢ E [¢ 1 ,~ 2 ,¢ 3 ,¢ 4] and R r:[0,1,2,3,4]. 
Unfortunately, this does not overcome the problem just mentioned, for two 
reasons. First of all, the value of s is still zero, since the area of a 
finite number of lines is always zero. Also, the random choice of¢ creates 
a 'relative convergence' problem. One must then try and find an optimal way 
for choosing the most suitable values of¢. 
The most sensible way to overcome the above problem, it seems, is to 
multiply (8.25) by cos £1rq,/x and integrate from -x to X· The integration 
process effectively imposes the null-field condition on the.entire interior 
of the infinite wedge. Furthermore, it transforms the dependence of (8.25) 
on the variable¢ and index t to the indices! and!. A Set of cim,,1 +-:::anof""\11C 
equations are then chosen (from 8.25) in the following manner. For the, say, 
20 equations required, the index ,Q, runs from Oto 19. Then for each£*, 
9,*r:[0,19], the index£* is chosen such that the value ~i is maximum, i.e. 
with the value of~~ defined by 
,Q, 
.., 
where the ct,n~n are the coefficients of the An in (8.25) with 9, = 9,*. 
(8. 26) 
(8.27) 
(ii) It is found that a change of variable in (8.25) can help t~ rearrange 
terms which can be summed analytically. Therefore, numerical convergence 
can be improved as such. The variable change is effected by setting 
where 
,\ 
a = A 
0 0 




Implementing (i) and (ii) above in (8.25) and re-arranging terms gives 
a 
0 














- a £ (sin £x I 
£ B 
- cos £.)'. I /£) 
C 
• 9.- ~ t 
= TIE£(-J) It,£ - E£. I.t,£ (j) cos tx ID 
- G Et I£, £(j)£, cos tx IE 
' 
~ 
= sin(t-ln/x)X + sin(l+ln/x)x 
~ ~ 
£ - ln/x £ + ln/x 
00 




{x~n-xl I £ = 0 
otherwise 
0:, 





- 2 X/ £2 + 3 sin 2 £x.;2 £3 + ( n-2 X) (cos2 £x-l) / £2 , £ = 0 
0 £n/x = £ 
(TI-2X) cos nX (cos 2£x-l) - 2X cos nx 
2 2 , 2 2 
+ cos nx cos 2.x-x (21/(t -n ) - l/2x.)/(t -n ) h/x = n t J. 
cos(tTt) (sin 2£X12£ + (n-2X) cos £x - n 
~ 2 ~ 2 
cos ( £:rr) ) / ( f - ( h/xl ) 
IE 






r sin 2 fXJf 2 + (>-2Xl sin 2'X/ £ , 
X(TI-X) cos xx 
~ 
9. = 0 
~ 
9.n/x = £ 
= 
2 2 (2t(T.-2X) cos £x + (9. +3n) sin 2 2 2 2 £x/(9. -n )) cos nx sin xx/(£ -n)' 
~ 
h/x n t £ 
~ 2 ~ 2 






~ 2 2 ~ 2 ~ 2 2 
+ (£n/x) sin tx cos(£n)/(1 - (£n/x) ) , otherwise 
E: n sin nX n 
9. = 0 
(sin £x/2£ + X cos £x), 
n 2 2 








7T > 3X, n = 0 
-TT/6, 7T = 3X, n = 0 
X-TT' if < 3X, n = 0 
= 9., • tx 2£Xf2£ (-1) sin cos 
.£ 
fx/2 -(-1} X cos 
9., 
( (-1) 3X cos 3 i)j2, " > 3X, n t- 0 




{-1) (3X/2--;-) cos 3tx, Ii < 3X, n ¥ 0 (8. 30:E) 
0:: 
I E n 
n 2 2 
(-1) cos nx/(£ -n) 
n=o 
nt-£ 
1r2 /6 - x2 /2 n = 0 
( ) 9_, C 2 .,2 - -1 cos ,.,X/ t 
>. 
-X(-1) sin tx/L, otherwise (.5. 30g) 
00 
I (-l)n 2 2 IG E cos nX cos 2nX/ (.11.. -n ) n n=o 
mO, 
2 2 ( 7T - 15X )/6, 7T > 3X, n = 0 
2 
7T /9, 7T 3X, n = 0 
= 
- (57T2 - 18XTT + 1sx2)/6, TT< 3X, n = 0 
9., 
2£x 
2 - (-1) cos cos tx/29. 
9., 
X sin £x/2t ·-(-1) 
3X(-1) 
9,, 
sin 3tx/2t, 7T > 3X, n t- 0 
+ 0 7T = 3X, n t- 0 
(2TT-3X) sin 3tx/2t, 7T < 3X, n = 0 (8. 30h) 
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8.2.3 The Scattered Fields 
The field scattered by the infinite penetrable wedge can be determined 




-1 I -11 E. ID 
n n n 
cos m(f (a (-j) + E. (-1) + G E. (-1) cos 2nx) 
n n n m,n=o 
mtn 2 2 -l 





( ez.~ ( jm,j2) J (k;:) 
m 





J (kp) ) 
n 
2 2 -l 
a ( -j) n (m -n ) .. 
(n sin nx cos mx - m sin mx cos nx) 
- X J (kp) /TI 
0 
0:: 
2/,: \ L 
~! II: 
cos • ¢ exp ( jr:r:· /2) .:! (k:) ((-1) sir. 2n:x/2m + x (-1) 
m=l 
00 
+ 211r I 
m=l 
m 
cos mx) cos mx 
cos m¢ exp(jmn/2) J (kp) m sin mx (~-l)m cos 
m 
-x(-l)m sin mx/m) 
- G/n J (kp) 
0 -x/2, 
00 
- 2;1r I 
m=l 
-n+x, 
cos m¢ exp(jmn/2) J (kp) G cos mx 
m 
~-l)m (sin mx-sin 3mx)/4m - x(-l)m cos mx/2 
m 




- (2n-3x) (-1) cos 3mx/2, 
00 
+ 2;1r I 
m=l 




[-(-l)m (cos mx + cos 3mx)/4m2 - x(-l)m sin mx/2m 
+ { 
N 
+ l/1T I 
n=l 
3X(-l)rn sin 3rnX/2m, 1T > 3X 
("\ 1T = 3X ] V 
(2TI-3X) (-1) 
m 
sin 3mx/2m, 1T < 3X 
a J (kp) 
-n n 
n sin 2 nx ((cos n(¢-X) + cos n(¢+x))/4n 
- ((n-¢+X) sin n(¢-X) + (n-¢-x) sin n(¢+x))/2n) 






+ 2/TI l 
n=l 
a J (kp) cos nx((sin n(r;-x) - si._n n(r;,+x))/4n 
r1 n 
- cc~-¢+x) cos n(¢-x) - ,~-¢-x) cos n(¢+x))/2) 
(-j)n J (kp) n sin nx ((cos n(¢-x) + cos n(¢+x))/4n2 
n 
((n-¢+x) sin n(¢-x) + (n-¢-x) sin n(¢+x))/2n) 
+ xfr; J (k:) 
0 
00 
- 2/TT I 
n=l 
( -J')nJ (kp) ((. (") COS TIX Sln n T-x -
n 
sin n (¢+>:)) /4n 
- ((n-¢+x) cos n(¢-x) - (n-¢-x) cos n(¢+x))/2) 
00 
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+ 21n I 
n=l 
G (-j)n cos 2nx J (kp) n sin nx ((cos n(¢-x) + cos n(¢+x))/4n2 
n 
- ((n-¢+x) sin n(¢-x) + (n-¢-x) sin n(¢+x))/2n) 
+ G x/n J (kp) 
0 
00 
- 211r I 
h=l 
(-j)n G cos 2nx J (kp) cos nx((sin n(¢-x) - sin n(¢+x))/4n 
n 
- ((n-¢+x) cos n(¢-x) - (n-¢-x) cos n(¢+x))/2), p E: $1+ 
(8. 31) 
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8.2.4 Far Scattered Fields 
The far scattered field of an infinite wedge can be determined by 
subs ti tu ting the asymptotic forms for the Bessel functions ( 1. 32) into (8. 31), 
i.e. 
\JI ( p) 
SC 
00 
-1 I m¢ (a (-j)n (-1) n (-1) n 7T E cos + E + G E m n n n 
m,n=o 
-1 
min 2 2 
cos 2nx) (m -n ) (n sin nx cos mx - m sin mx 





'I cos m,i, (a (-j)n + G E (-l)n cos 2nx + E (-l)n) 




2 2 (n sin nx cos mx - rn sin mx cos nx) 
(m -n ) 
(exp(jmTI/2) (l/211kp) (exp(j(kp-mTI/2-TI/4)) 
+ exp(-j(kp-mTI/2-TI/4))) 
- exp(jnTI/2) (1/2Tikp) :I, (exp(j (kp-nTI/2-TT/4)) 
+ exp(-j (kp-nTT/2-TT/4))) 
½ 
- - l/2TT(2h-kp) 
00 
I E cos rn,i, (a (-j)n +GE (-l)n cos 2nx m 't' n n 
m,n=o 
mfo 
+ s (-l)n)(m2-n2)-1 (n sin nx cos mx - m sin mx cos nx) 
n 
(exp(jkp) exp(-j11/4) + exp(-jkp) exp(jmTT) exp(jTI/4) 
- exp(jkp) exp(-jTI/4) - exp(-jkp) exp(jn7T) exp(j11/4)) 
(1/kp)½ exp(-jkp) (-l/2TI) (2/TT)½ exp(jTT/4) 
00 
l Em cos rn¢ 
m,n=o 
mr'o 
n 2 2 -l 
(a (-j)n + G E (-l)n cos 2nx + sn(-1) ) (m -n ) 
n n 
(exp(jmTT) - exp(jnn)) (n sin DX COS ffiX - m sin ffiX COS nx) 
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1 1 
·- (1/)<p)"::i <>xnf-J'kn\ f-1/'J-rr\ (')/-,r\"::i evpl\_J.-rr/14,, 
-, - , - .C- \ •r- I \ ~ ~ • I \ uf ;, I ,. " 
{
-x, ' 
[ - (a0 + G + 1) (¢-X)/2, 
TI-X I 
¢+x>-rr} 






(a (-j)n +GE (-l)n cos 2nx + E (-l)n) n sin nx 
n n n 
{(-l)n(cos n(¢-X) + cos n(¢+X))/4n2 . 
((¢-x) sin n(¢-x) + (¢+x) sin n(¢+x))/2n, ¢+x>-rr 
(¢-X) sin n(¢-x)/2n ¢+x=n 
((¢-x) sin n(¢-x) - (2n-¢-x) sin n(¢+x))/2n, i+x<n 
co 
l ( an (-j)n + G En (-l)n cos 2nx + En (-l)n) cos nx {(-l)n 
n=l 
(sin n(¢-X) - sin n(¢+X))/4n 
( (-l)n ((¢-x) cos n(¢-X) - (¢+x) cos n(¢+x))/2, ¢+x>n } l 
~l (-l)n (¢-X) cos n(¢-x)/2 , ¢+x=n ~ 
(-l)n ((¢-X) cos n(¢-X) + (2n-¢-X) cos n(¢+X))/2, ¢+x<n 
(8. 32) 
8.2.5 The Inside-Out Formulation 
The radial null-fie1d method described in Section 8.2.2, where the 
surface field is taken from outside the wedge· (8. 21a) and the null-field 
condition is imposed inside the wedge (l.9Ga) is called the Outside-In 
formulation. On the other hand, an inside-out formulation can be derived 
in a similar manner; taking the surface field from inside the wedge (8.21b) 
and imposing the null-field condition outside the wedge (1.95c). 
On substituting (8.21b) into (1.95c), and manipulating in a way similar 
to the procedure described in Section 8.2.2, one arrives at 
f 
0 





+ i::9. I f 
n=l n 





- -COS(£-£TT/(T-X) )TT sin(t-_J.'TT/(n-x)) (n-xl_ 
Q, - X-TT/(n-x) 







£ + £TT/ (n-x) 
-
sin mx I* /m 
m,Q, 
Q, = 0 
otherwise 
2 2 
E I* - cos mx/(m -£) 
m m,£ 
2 
2(n-x)/£ -3 sin 
3 2 
2£x/2£ -(n-2x) (cos 2£x-l)/£ 
0 




,Q, = 0 
£n/(n-x) 
- 2 2 - 2 
- cos(£TT /(TT-X)) (sin nx/2£ + (TT-2X) COS 2£x)/(Q, -(Q.n/(n-x)) ) 
- 2 - 2 - 2 
- 2n cot(h /(n-x)) sin(hx/(n-x))/(£ -(tn/(n-x)) ) 
+ 2£ COS £X cos(£-Q.n/(TT-X))TT sin(£-£n/(n-x)) (TT-X) 
2 - 2 







~* 2 2 
E I ~ m sin mx/ (m - 9., ) 
m m, 9., 
m:/Q, 
. 2 I 2 ( ) sin tx £ - TI-2x sin 2,Q,x/.Q, 0 









2 2 2 2 
(2,Q,(TI-2X) cos tx + (.Q, +3n )sinQx;(.Q, -n )) 
2 2 
cos nx sin tx/(.Q, -n) / Q:rr/(TT-X) = n f' .Q, 
~2 ~ 2 2 ~ 2 
cos(Q.TI /(TI-x)) cos{x,TI)(sin tx + t(TI-2;:) sin 2£x)/(9., - (t1r/(TI-x)) > 
~ 2 
+ 4(£TI/(n-x)) sin tx cos(f-tn/(n-x))TI 
, ~ 2 ._ I 2 2 
srn(£-£TI/(TI-X)) (TI-x)/(Q -(Q.n; (rr-x)) ) , otherwise 
(8.34d) 
sin 
n 2 2 
E n nx cos ny (-1) /(Q, -n ) n 
{ 
TI - X 
sin 9.,x cos X,'( /2,Q, + (TI-Y-x) cos t (x+r) 12 
n = O 
- (TI-X+")') CGS t(x-y)/2 n f- 0 (8.34e) 
n 2 2 
E ( -1) cos nX cos ny / ( £ -n ) 
n 
2 2 
- TIX+ (y +x )/2 n = 0 
2 
- cos £x cos tx/2£ + (TI-y-x) sin t(x+y)/2£ 
+ (TI-x+y) sin t(x-y)/2£, n t- 0 (8. 34f) 
8.2.6 Accelerated Outside-In Formulation 
Meaningful results have been obtained from the formulation described 
previously in Section 8.2.2. Reasonable numerical efficiency has also been 
achieved. However, the calculation of the coefficient matrix of (8.29) is 
somewhat (CPU""1 time consuming. 
is described. 
In this section, an accelerated formulation 
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This new formulation is obtained by substituting the integral formula 
2TT 
Jn(kp) = (-j)n/2TT l exp(jkpcoso:) cos no: do: 
0 


























I l/4TT z (-j)n n i exp(jkp 
0 
coso:) (cos n(¢+o:) + cos n(o:-¢)) do: 
n=o 



























z (-j) n cos no: do: 
n 
[exp(jkpcos(o:-<p)) + exp(jkpcos(o:+<p))] z(o:) do: 
n 




cos no: do: cos n¢ J (kp) 
n 
with (8.21a), indicates that z(o:) must be given by 




SuLstituting (8.36) and (8.37) into (1.95c) and manipulating in a similar way 
to the procedure described in previous sections, gives 
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4 ~ I Ji(a) 
£=1 
- exp(-jkpcos¢), l¢l<x 
(n-a+x)/2 a>x r -
} Jl (a) = - J (kp) l 0 0 a:=x (11-x+o.) /2 I a<x 
(TT-x-a.+2n)/2 I o:>2n-x 
+ J (kp) 




(n-x-o:)/2 I a.<2n-x 





[- sin mx cos ma/4m + 
(n-x+a) cos m(x-a)/2, 
(8.38) 
+ {(n-x-a+2n) :os m(x+a)/2 , 
(n-x-a) cos m(x+a)/2 






m¢(j)m m sin mx J (kp) 
m 
sin m(o:-x)/2m 
[ cos rnx cos ma/4m2 {
- (n~o:+x) 
+ - (1r-x+a) 
0 
sin m(x-a:)/2m 








(8. 3 9b) 
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c- (J')n . (k) ~n cos nan sin nx Jn P . 
[cos ncp cos nx/ 4n 2 - (n-x+<P) sin n (x·-<P) /2n 
- (n-x-¢) sin n(x+¢)/2n] (8.39c) 
0:, 
J (kp) ( (n-x+¢)/2 + (n-¢-x)/2) + 
0 I E (j)n cos na cos nx J (kp) n n 
n=l 
~ Sll1 nx COS n¢/4n + (n-x+¢) COS n(x-¢)/2 + (TT-¢-x) COS n(x+¢)/~ 
(8.39d) 





[ f. da A(a) cos ma+ G cos 
·x 
m(n-2x)] cos m¢ J (kp) = o 
m 
O<p<oo (8. 40) 
Since all Bessel functions in (8.40) must be independent, one obtains 
2n-x 
f d~ A(a) cos ma 
X 
- G cos rn(TT-2X) rn o, 1, 2, ... 00 (8.41) 
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8,3 APPRAISAL OF RESULTS 
Numerical results have been obtained using the formulations described 
in Section 8.2 for penetrable wedge solutions. In the first instance, a 
wedge of angle 2X = 40° and refractive index \) 1. 2 is examined. The E-
polarised plane wave is incident at an angle ¢ = 180°. Fig. 8.5 shows the 
numerical convergence of the surface field expansion coefficients A , A and 
0 1 
A2 . It is clear that these coefficients converge very well as the number (N) 
of expansion coefficients is increased. Figs 8.6 and 8,7 are the plots of 
the magnitudes and phases, respectively, of the fields diffracted by the wedge. 
0 0 0 
The fields are plotted in the back scattering region (¢ = 180 , 150 , and 135). 
It is seen that they closely resemble outgoing waves because the phase varies 
very nearly ~s -kp with distance from the apex. The fact that the diffracted 
field becomes more oscillatory with decreasing values of¢ also corresponds 
to physical intuition. One would expect stronger interference of purely 
scattered and quasi-surface-wave fields closer to the wedge surface. In 
order to evaluate the numerical accuracy of the solution obtained, Fig. 8.8 
displays the error in satisfying the null-field condition (1.95a) with respect 
top/A. It is seen that the error is well under 3% for p/A ~ 1. The error 
increases with p/A, as is to be expected since the surface field formulation 
is only accurate close to the apex. Figs 8.9 to 8.14 are plots of the 
magnitudes and phases of fields diffracted by wedges of angle 60° and refract-
ive indices of 1.2, 1.3 and 1.4 respectively. 
outgoing waves. 
They all seem to resemble 
WhilP Figs 8.1 to 8.14 show results obtained by the numerical evalu-
ation of the outside-in formulation described in Section 8.2.2, attempts have 
also been made to obtain a solution from the inside-out formulation described 
in Section 8.2.5. Unfortunately, the latter procedure is much more unstable 
than the outside-in formulation and is only satisfactory when the order of 
the difference between \J and unity is 0.01 or less. Fig. 8.15 shows surface 
fields evaluated using both the outside-in and inside-out formulations for a 
0 
wedge of angle 2X = 10 and refractive index 1.01. The agreement is reason-
ably clear. A further observation is that the condition number, as defined 
in (1.67), for the inside-out formulation is at least an order of magnitude 
higher than that of the outside-in formulation, even for such a small value 
of (V-1). 
It is also worth mentioning that the results obtained from the 
accelerated formulation described in Section 8.2.6 agree to within 1% with 
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the results obtain~d from the original formulation (described in Section 8.2.2). 
In order to confirm the validity of the work described in this Chapter, 
a comparison between results so evaluated and those obtained by other authors 
is shown in Figs 8.16 to 8.18. In Fig. 8.16, the wedge angle is 90° while 
the refractive index is 1.1. The total field outside the wedge at p = 10A 
is plotted from (a) Kaminetzky and Keller's (1975) formulation, (b) Rawlins 
(1977a)formulation and (c) the radial null-field method with the outside-in 
formulation (called NULL-IN from now on). It is seen that the agreement is 
close, except near the reflection boundaries. Fig. 8.17 shows this more clearly 
by plotting only the diffracted fields. 
The confidence in the viability of the results presented in this 
Chapter is enhanced by the following facts: 
(i) The diffracted fields are seen to resen~le outgoing waves. 
( ii) The diffraction pattern corresponds to that of Kaminetzky and Keller 
(1975) and Rawlins (1977a). 
However, it would be beneficial if one could make further comparisons. 
Unfortunately, the parallel-plate experiment described in Section 9.2 has 
not proved capable of producing data of sufficient accuracy for the reasons 
given in Section 9.2. On the other hand, there is another available means 
of comparison. The field back-scattered by a wedge-cylinder, as described 
in Chapter 6, can be expected to resemble that diffracted by a corresponding 
infinite wedge I provided that the dimensions of the wedge-cylinder are large 
enough compared to the wavelength. A comparison between the back-scattered 
fields from a wedge-cylinder and from an infinite wedge are shown in Fig. 8.18. 
The infinite wedge fields are calculated from (a) Kaminetzky and Keller's (1975) 
formulation and (b) NULL-IN. Because of the limitations imposed by the 
large CPU time required for the numerical integration in the wedge-cylinder 
formulation, it is only possible to calculate diffracted fields for a wedge-
cylinder of quite small dimensions and refractive index very close to unity. 
It is worth noting that the value of the refractive index (v 1.01) used 
allows accurate comparison with ~inetzky and Keller's (1975) results since the 
accuracy of the latter increases as hl-1) decreases. The wedge angle ls 40 and the 
diffraction patterns are plotted at p = lOA and a= 0.5A, where a is the 
radius of the circular part of the wedge-cylinder, as shown in Fig: 6.1. 
Despite the small dimensions of the wedge cylinder, Fig. 8.18 indicates that 
there is indeed close agreement of the three solutions in directions close 
to the back-scattered direction. 
Generally speaking, the results presented in this section are very 
encouraging and demonstrate the viability of the reported procedure. In 
Chapter lOthisthesis is concluded with a discussion of possible extensions 





circle withi11 which the 




Circular null-field method. The null-field condition 










Circular null-field method applied to an infinite 
penetrable wedge. The value oft defined by (1.102) 
is always infinitesimal. 
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FIGURE 8,3 Radial null-field method. 
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Plots of the first three surface field expansion coefficients 
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Plots of the (normalised) magnitudes of fields diffracted 
by an infinite penetrable wedge. 
0 0 ¢ = 180 , (bl ¢ = 150 and (c) ¢ 
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Plots of the (normalised) magnitudes of fields diffracted 
by an infinite penetrable wedge. 
¢ = 180°, (b) ¢ = 150° and (c) ¢ 
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Plots of the (normalised) magnitudes of fields diffracted 
by a.n infinite penetrable wedge. 
0 0 ¢ = 180 , {b) ¢ = 150 and (c) ¢ 
The fields are at (a) 
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WEDGE ANGLE rs 90 
REFRACTIVE INDEX IS 1. 10 
K*R rs 62. 83 
PLANE WAVE INCIDENT AT 180 DEGREE 
SCALING FACTOR IS 1. 26 
FIGURE 8.168 Plots of (total) field (magnitudes) outside a right-angled 
penetrable wedge of refractive index \l = 1.1. The fields 
are plotted at p = lOA. They are calculated from (a)Kaminetzky & 
Keller's (1975) formulation, (b) Rawlins' ( 1977a) formulation 
and {c) outside-in formulation. 
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WEDGE ANGLE IS 90 
REFRACTIVE INDEX IS 1. 10 
K*R IS 62.83 
PLANE WAVE INCIDENT AT 180 DEGREE 
SCALING FACTOR IS 1. 13 
FIGURE 8.16b Plots of (total) field (magnitudes) outside a right-angled 
penetrable wedge of refractive index V = 1.1. The fields 
are plotted at p = 10\. They are calculated from (a)Kaminetzky & 
Keller's ( 1975) formulation, (b) Rawlins' (1977a) formulation 
and (c) outside-in formulation. 
WEDGE Al',JGLE IS 
REFRACTIVE INDEX IS 
K*R IS 
PLANE WAVE INCIDENT AT 
SCALING FACTOR IS 
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91Zl 
1. 1 IZl 
62_ 83 
180 DEGREE 
1. 1 0 
FIGURE 8.16C Plots of (total) field (magnitudes) outside a right-angled 
penetrable wedge of refractive index v = 1.1. The fields 
are plotted at p = lOA. They are calculated from,(a)Kaminetzky & 
Keller's (1975) formulation, (b) Rawlins' (1977a)formulation 
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FIGURE 8.18 Comparison between back-scattered fields of 
(a) an infinite penetrable wedge of angle 2-X = 40° 
and refractive index V = 1 . 01 , as calt:..ulated 
from Kaminetzky and Keller's ( 19 75 ) formulation, 
(b) an infinite penetrable wedge of angle 2X. = 40° 
and refractive index y = 1 . 01 , as calculated 
from NULL- IN, 
(c) a wedge-cylinder, of wedge angle 2 X = 40° 
refractive index v = 1.01 and a= 0.5 , where 




It has been established in Chapter 6 that knowledge of the field 
behaviour close to edges of penetrable bodies can increase the efficiencies 
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of computational solutions to practical problems. In this chapter, experi-
mental results are presented to support this argument. Cutoff wave numbers 
of circular-cylindrical cavities loaded with dielectric sectors have been 
measured ( Section 9.1) and they .are in .substantial agreement with. the computed 
results. 
A parallel plate scattering experiment has also been designed in order 
to attempt to measure diffraction coefficients for infinite wedges. 
Unfortunately, with the limited resources available, it was not possible to 
make measurements to an adequate accuracy. Since the results were not 
completely useless, however, they are reported in this chapter, mainly for 
the purpose of indicating the kind of improvements needed to make them really 
useful. The experimental procedure is described in Sections9.2.l and 9.2.2, 
while suggestions for further work are ma6e in Section 9.2.3. 
9 .1 E-MODE CUTOFF WAVE NUMBER OF A CIRCULI\R-CYLINDRICAL CAVITY 
LOADED WITH SECTORAL DIELECTRIC 
9.1.l Preliminaries 
The problem - determination of the cutoff wave number of a circular-
cyJ indrical cavity ~oaded with sectoral dielectric - is chosen because of the 
ease with which experimental and computational results can be compared. In 
this section, the equations from which cutoff wave numbers can be calculated, 
are derived. The experimental setup and the procedures employed are 
described in the next section. 
The geometry of a 'circular-cylindrical cavity loaded with sectoral 
dielectric' is depicted in Fig. 9.1 
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Define 
Cl = curve AB (in the anti-clockwise sense) 
c2 = curve BA (in the anti-clockwise sense). 
CJ CJ+ UC 3-
c3+ line BO 
C - = 
3 
line OA 
Let '¥_(P;¢) be the (total) field inside the dielectric sector and 
'¥+(p;¢) be the (total) field in the empty sector of the cavity. The null-
field method (cf. Section 1.5.5) then stipulates that, at any point P outside 
the cavity (e.g. Fig. 9.1), 
8g/3~ - g 3'¥ _/8~] dC - f 31!'_/8~ 
Cl 
g dC -2J a'¥+/d~ g de 
c2 
0 
where g = g(P~Q) is the Green's function relating the source point Q on 
either c1 , c2 or c3 and the field point P. 
(9 .1) 
Expanding'¥ and'¥ in terms of Bessel functions of integer order, 
+ 
and considering only the fields which are even functions of¢, one gets, 
00 
'¥ I A cos n<P J (vkp) n n (9. 2) n=o 
and 
00 
'f ~ n ( TT-4') J (kp) l B cos + n n 
(9. 3) 
n=o 
Substituting (9. 2) and (9. 3) into (9.1), and manipulating the latter in the 
normal way (cf. Section J..5.5.4), it becomes 
00 
I A 2 [m cos nx sin mx - n sin nx cos mx] n 
n=o 
00 00 
I A vka J' (vka) 11 + 2I B ka J 1 (ka) 12 = 0 (9. 4) n n n n 
n=o n=o 
where r -1 J (kp) (9. 5) l p Jn(vkp) dp 0 n 0 
and r~ -2TI m = n = o, i = 1 m = n == o, i = 2 
I, sin(2rn)x/2m + x m = n 'f o, i = 1 (9.6) = 
1 sin(2mx)/2rn + x TT m = n :/ o, i = 2 
sin(m+nlx/(m+n) + sin(m-nlx/(m-n) m 'I- n i = 1,2 
An additional set of equations can be obtained by point-matching~ 





A J (Vkp) cos nx -
n n 




Combining (9.4) and (9.7), the matrix equation (cf. Section 1.5.l) 
0 (9. 8) 
is obtained. The cutoff wave number can then be determined by setting the 
determinant of K to zero. This is done using the method of Regula Falsi 
(cf. Kreyszig 1972, Section 18.2) 
k 
n+l 
k f(k ) - k f(k ) 
c n n c 
f (k ) - f (k ) 
n C 
(9.9) 
wJ-,ere k is the cutoff wave number of the empty waveguide, which serves as the 
C 
initial guess, f(k) is the determinant of K when k = k, and k, k are 
o = o n n+l ;, 
the nth and the n+lth iterations fork. A solution is said to have converged 
if \k 1 - k \ < E, where Eis an arbitrarily chosen small constant. n+ n 
9.1.2 Cavity Configuration and Experimental Setup 
9.1.2.1 Cavity Construction 
A circular-cylindrical cavity was constructed from a section of brass 
tube and was coupled to two sections of X-band waveguide through coupling 
holes. Construction details and important dimensions are shown in Fig. 9.2. 
The top and bottom covers were fastened to the cavity with screws. These 
covers were removable so that a dielectric sector (see insert of Fig. 9.2) 
could be easily inserted and removed. 
9.1.2.2 Experimental Setup 
The refractive indices of the dielectrics used in this experiment were 
measured using the method of Von Hippe I (1954), the experimental setup for 
which is not shown hero, because it was standard (cf. Sucher and Fox 1963). 
The refractive indices measured are listed in Table 9.1. 
error was estimated to be about 1% (cf. Mnyama 1983). 
The measurement 
Dielectric sectors (of various angles and refractive indices, see 
insert in Fig. 9.2) were loaded into the cavity (cf. Fig. 9.2). The 
experiment was set up as indicated in Fig. 9.3. The power input to and 
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output from the cavity were sensed by the detectors and fed into the compara-
tor. The comparator was an electronic circuit built by Mnyama (1983), a 
block diagram of which is shown in Fig. 9.4. The output from the comparator 
was arranged to be the logarithm of the ratio of the power output to the 
power input to the cavity (cf. Fig. 9.4) and was registered by the voltmeter. 
This setup overcame difficulties associated with power level fluctuations 
from the generator. 
TABLE 9.1 Refractive Indices of the Dielectrics Used in the Experiments 
Material Refractive Index \! 
Ultra wear 1. 90 
Acetal 2.05 
9.1.3 Results and Conclusions 
TABLE 9.2 Comparison of Comouted and Vieas\.1ren. B-mode Cutoff Wave NUower k . 
- • C 
The angle of the dielectric sector was 2X while its refractive 
index was v. The radius of the circular-cylindrical cavity was 
2.5 cm. The depth of the cavity was 1.5 cm. 
Material \! 2x k ( corni:,uted) k (measured) % error 
C C 
Ultra wear 1. 90 60° 91.10 89.60 1.65 
90° 86.88 87.14 0.30 
Acetal 2.05 60° 87.46 86.36 1.25 
90° 79.58 81. 28 2.13 
The cutoff wave numbers of a circular-cylindrical cavity loaded with 
various dielectric sectors are listed in Table 9.2. The theoretical values 
were calculated using the method described in Section 9.1.1 while the experi-
mental values were measured as outlined in Section 9.1.2. The dielectrics 
used were 'ultra wear', which has a refractive index of 1.90, a1,J 'acetal', 
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which has a refractive index of 2.05 {cf. Table 9.1). The angles of the 
dielectric sectors were 60° and 90° respectively. As can be seen from 
Table 9.2, the computed and measured cutoff wave numbers agree to within 
about 2%, and in two cases to within about 1% or better. Since this is of 
the order of the estimated error (cf. Mnyama 1983), the agreement is encour-
aging. Therefore, it may be concluded that knowledge of field behaviour 
close to the apex of a penetrable body (as discussed in Chapter 5) can lead 
to efficient numerical solutions (as indicated in Chapter 6) of practical 
problems (as indicated in Table 9.2). 
9.2 SCATTERING COEFFICIENTS FOR INFINITE WEDGES 
In an attempt to produce experimental results to verify some of the 
theoretical computation reported in Chapters 6, 7 and 8, a parallel plate 
scattering experiment was designed. This experimental arrangement (described 
in Section 9.2.1) was chosen because of its relative convenience. Unfortun-
ately, due to limitations of available resources, it was not poEcsible to 
obtain data of adequate accuracy. The difficulties which were experienced, 
and possible ways of overcoming them, are discussed in Section 9.2.3. 
9.2.1 Experimental Setup - The Parallel Plate in Time Domain 
The experimental setup is shown in Fig. 9.5, while details of the 
construction of the parallel plate scattering range are shown in Fig. 9.6. 
The pa~ctllel plate scattering range (cf. Fig. 9.6) consisted of two 
flat aluminium plates, 2.5 cm apart. The spacing of the plates was kept as 
constant as possible by the presence of the wedge and also by six spacers 
placed around the periphery of the range. The apex of the wedge was positioned 
at the centre of the plates. The input and output signals were fed to and 
from the range through terminals, the construction of each of which was iden-
tical. A typical terminal, when connected to the scattering range, is shown 
in Fig. 9.7. 
The input terminal was positioned 50 cm from the apex. The receiving 
terminals were positioned 20 cm from the apex. The angular separation of 
the receiving terminals was 10° for 2X <¢<TT. The receiving terminals were 
removable and could be replaced by metal plugs which fitted snugly into the 
holes (into which the terminals were inserted) flush with the plate. The 
depth of insertion of the brass rod at each receiving terminal was adjustable. 
The time-domain reflectometer (TDR) produced a step output (of 
350 psec rise time), which was converted into a (approximately 0.7 nsec 
duration) pulse by the T-junction. The pulse was fed into the scattering 
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range, and the output waveform sampled by the TDR (Tan 1984). The waveform 
accepted at each receiving terminal was fed (through the TDR and an A/D 
converter) to the Vax 11/750 computer which stored samples of it (cf. Fig. 
9. 5). Further signal processing, effected with the aid of the VAX computer, 
is described in the next section. 
9.2.2 Signal Processing Procedure 
Let the waveform arriving at a particular receiving terminal, when the 
wedge is removed from the scattering range, be f 1 (t). Also let the waveform 
received at the same terminal, with the wedge in place, be f 2 (t). The wave-
form fJ(t) consists mainly of the input pulse (of 0.7 nsec duration). The 
waveform f 2 (t) consists not only of the input pulse, which travels directly 
from the transmitter to the receiver, but also of the signals which are 
reflected and diffracted from the wedge. The experiment was designed such 
that the reflected/diffracted part of f 2 (t) arrived at the receiver after the 
input pulse. This time lag was needed to ensure the f 1 (t) and f 2 (t) could 
be accurately aligned (cf. Fig. 9.8). The alignment ~as done, automatic-
ally in the computer, by minimising if1 (t) - Af 2 (t-T) j
2 over the interval 
0 < t < 0.7 nsec., where the time origin coincides with the earliest detect-
able arrival of fl (t). This interval is chosen because the first 0.7 nsec 
of the received signal can be expected to have the same form as fl (t). The 
values of A and T are varied (using a gradient routine) to effect the minim-
isation. Finally, f 1 (t) was subtracted from f 2 (t) to obtain f 3 (t), i.e. 
(9.10) 
which was the best available estimate of the field scattered by the wedge. 
The Fourier transforms of f 1 (t) and f 3 (t) were then obtained as F1 (w) and 
F3 (w) respectively. The ratio G(w) = IF3 (w)/F1 (w) I was then calculated for 
a range of values of w. This procedure was repeated for each receiving 
terminal so that the scattering pattern of the wedge could be estimated over 
the aforesaid range of values of w. 
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9.2.3 Appraisal of Results 
The alu.minium plates described in Section 9.2.l was left over from a 
previous research project. No funds were available for making major alter-
ations to this range. Unfortunately, the dimensions of the range, taken 
together with the shortest pulse which could be generated at a useful ampli-
tude, implied that only a small portion of a typical received signal (see 
Fig. 9.8) contained information (concerning diffraction by the wedge) which 
was not contaminated by unwanted reflections. This meant that the waveforms 
f 1 (t) and f 2 (t) were useful only for the time t 1 < t < t 2 , where t 1 is the 
time taken for the signal to arrive at the receiving terminal and t 2 is the 
time of first arrival of unwanted reflections. These latter can be either 
reflection from the edges of the scattering range, or secondary reflections 
from the wedge surfaces. From the dimensions of the scattering range (shown 
in Fig. 9.6), it is easy to deduce that, on average, t 1 = 1.3 nsec and t 2 = 
2.5 nsec. Therefore, the useful duration of f 3 (t), as shown in Fig. 9.8, 
is only 0.5 nsec. 
incident pulse. 
This interval is, in fact, less than the duration of the 
Therefore, the calculated value of G(w) cannot be very accurate. 
The useful duration of f 3 (t) should at least equal the duration of the input 
pulse, for meaningful results to be obtained. The longer this duration, the 
better the signal-to-noise ratio, and therefore the results, should be. 
It is seen from Fig. 9.8 that t.he useful duration t 3 of f 3 (t) is 
t 3 = t 2 - t 1 - input pulse width. To achieve a large useful t 3 , one can 
either reduce the input pulse width, or enlarge the scattering range (since 
t 2 increases with the linear dimensions of the scattering range). The pulse 
width is unfortunately limited by the rise time of the TDR. (The shortest 
pulse available has a width of twice the rise time of the TDR). On the other 
hand, the dimensions of the required scattering range should be, ideally, as 
large as possible. 
Using a larger scattering range seems to be the most feasible solution 
to the difficulties encountered in this experiment. However, due to limit-
ations of time and resources, it was not possible to construct such a 
scattering range while the research reported in this thesis was in progress. 
Nevertheless, it is the intention of this author to take up the task as soon 
as possible after returning to the National University of Singapo£e. 
FIGURE 9.1 
datum 
Circular-cylindrical cavity loaded with sectoral 
dielectric. The cavity has a radius a. The angle 
of the dielectric sector is 2X and the sector has a 
refractive index v. 
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FIGURE 9,2 Top and side views of circular-cylindrical cavity. 
It is made from a section of brass tube and is coupled 





waveguide through coupling holes. The various dimensions 
of the cavity, holes and waveguide are indicated in the 
figure. The insert is a sketch of a dielectric sector. 
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Experimental setup for the measurement o~ cutoff wave 
number for a circular-cylindrical cavity loaded with a 
dielectric sector. The ratio of the input and output 
powers was determined by the comparator and displayed 
on the voltmeter. 
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I ,Output= K2R1 log cv1;v2 ) 
subtractor r 
- amplifier ~-------....1 
______ ..J K2 log v2 
FIGURE 9,4 
Block diagram of comparator circuit (cf. Mnyama 1983). 
The amplification factors of the logarithmic amplifiers 
are, identically, K1 , 
subtractor is K2 , 
The amplification factor of the 
Time domain 
reflectometer TDR 
I A-D converter I 
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FIGURE 9.5 Experimental setup of parallel-plate, time domain scattering 
measurement. A pulse was generated by the TDR/T-junction 
and fed into the scattering range. The output waveform 
was sampled and stored in the VAX computer. 
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1 2 0 mm 
2 40 mm 
Parallel-plate scattering range. The input terminal was 
positioned 50 cm from the apex of the wedge while the 
output terminals were positioned 20 cm from the apex. 
The angular displacement between each receiving terminal 












Input-output terminal. The terminal was fastened to the 
aluminium plates by screws. It could be removed and 
replace~ by an aluminium plug. The depth of insertion 
of the centre brass rod was adjustable. 
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f 3 ( t ) 
The field f 3 (t), scattered by the wedge was obtained by 
subtracting f 1 (t), field received without the wedge present, 





CONCLUSIONS AND SUGGESTIONS 
FOR FURTHER RESEARCH 
In this chapter, general conclusions are drawn from the results 
reported in this thesis and comments and suggestions for further research 
are given where applicable. Section 10.1 deals with general inverse 
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scattering problems, Section i0.2 deals with general direct scattering problems 
and finally Section 10.3 deals specifically with penetrable wedge diffraction 
problems. 
10.l GENERZU, INVERSE PROBLEMS 
Special solutions, or solutions applicable to a specific problem, and 
approximations, abound in the literature on inverse problems (cf. Chapter 2). 
Unfortunately, it has not been possible, to date, to construct a general 
algorithm. However, two approaches, reported by Bates (1975b,1984), Roger 
(19?1), Johnson et. al. (·1983, 1984) and Wall (1984) have shown to be most 
encouraging. 
The first approach, called model-fitting in this thesis, involves 
modelling the scattering parameters and calculating the scattered fields so 
that they can be compared with measured data. The initial model is then 
modified accordingly. This approach is implemented either through the 
polarisation source formulation (cf. Johnson et. al. --1983, 1984) the null-field 
formulation (cf. Wall 1984) or a complex differential operator (cf. Roger 1981). 
The advantage of this approach is its generality. One can attempt to 
reconstruct any scattering parameters from whatever information is available, 
at least in principle. The drawback of this approach is that one requires 
a greater amount of prior knowledge (of the scattering parameters), when fewer 
scattering data are available. 
When the model is good in the sense that it resembles the actual 
scatterer, fast converging results can be obtained. On the other hand, if 
the model is bad, the numerical procedure may diverge, or converge-to a wrong 
answer. In other words, uniqueness cannot be guaranteed. Therefore, the 
most immediate problem, other than convincing other researchers of the worth-
whileness of this approach, is to find a general goodness measure required 
292 
for the initial model, i.e. one must be able to say confidently, when given 
a certain amount of prior information, what is the probability of reconstruct-
ing the scatterer faithfully. 
One possible way of arriving at a reasonably accurate model, _surpris-
ingly stems from an inverse source formulation reported in this thesis (cf. 
Section 2.5). It seems that one may be able to estL~ate the positions of 
scattering centres to a useful accuracy. A fair model could then be con-
structed by joining the scattering centres. 
The second approach, on the other hand, introduces no assu_mption or 
approximation. It has already been shown (cf. Section 2.4.2) that one can 
deduce theoretical resolution limits from this formulation. The problem, at 
present, is to devise a numerical procedure which is able to extract, effic-
iently, a stable solution from the complicated non-linear equations derived 
(cf. Bates 1984). 
10.2 GENERAL DIRECT PROBLEMS 
10.2.1 Rayleigh Hypotheses 
Besides the need for building bigger and faster computers which is, 
incidentally, beyond the scope of this thesis, the most pressing problem is 
to investigate, analytically, the consequences of the failure of the Rayleigh 
hypotheses. There has been much argument (cf. Bates et. al. 2973) 
on whether calculated scattered fields can be analytically correct in situ-
ations where the Rayleigh hypotheses do not hold. Details of these arguments 
have been discussed in Sections 1.5.5.6 and 8.1. Essentially, Bates (1975a) 
indicates that the scattered field is correct when calculated from the Green's 
integral of the surface field. Moreover, the surface field need not be 
derived from the infinite series representations, whose viability depends on 
the Rayleigh hypotheses. It needs only to be correct on the surface and can 
therefore be represented as a truncated series (cf. Ikuno and Yasuura 1973). 
This argument, unfortunately, has not been accepted universally. Therefore, 
it would be very beneficial if one could show rigorously that the postulate 
is correct. 
10. 2. 2 Numerical Algori tluns 
The need for efficient numerical methods which can lead to stable 
solutions to general scattering problems goes, of course, without saying. 
Specific problems in this area include: 
(i) Handling of large matrices, 
(ii) Instability of matrix equations, and 
(iii) Relative convergence. 
The last problem, shown by Mittra and Lee (1971) to be connected to 
the physics of the scattering problem, is said to be just a pure numerical 
difficulty by Shuley (1985) and Leroy (1983). Therefore, the need for a 
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thorough investigation of this is becoming increasingly urgent as more and 
more researchers (cf. Section 1.5) are encountering 'relative convergence' 
difficulties. 
10.2.3 Bodies of Non-standard Shapes 
Three forms of simple bodies are most interesting and warrant immediate 
attention. Infinite bodies, bodies with corners and concave bodies. These 
three classes of scatterers present different problems in scattering calcul-
ations. The first two cases are discussed in some detail in Section 10.3. 
Concave bodies, on the other hand, can exhibit instabilities which often 
relate to the validity or otherwise of the Rayleigh hypotheses. Attempts 
have been made (cf. Wall 1984) to overcome this numerical stability by express-
ing the fields in terms of expansions referred to rnul tiple coordinate origins 
(Fig. 10.1). 
In the conventional null-field method, for example, the fields are 
expanded with respect to a single origin, o1 say, and the null-field condition 
is imposed.on Cl. 
02 and 03 say. The 
c3 simultaneously. 
However, one can also expand the fields with respect to 
null-field condition must then be imposed on c1 , c2 and 
This method accords with the spirit of the technique for 
improving stability through increasing the values defined in (l.rl02) 
Limited success has been obtained (cf. Wall 1984). 
worthwhile to pursue such an investigation further. 
It would therefore, be 
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10.3 INFINITE PENETRABLE WEDGES 
The problem of infinite penetrable wedge diffraction is, no doubt, 
the most notable of the remaining unsolved problems for scattering by simple 
shapes. The solutions to scattering by infinite conducting wedges.have long 
been established (cf. Chapter 3). If its solution could be obtained and 
formulated useably as a canonical problem, the infinite penetrable wedge 
problem would be able to broaden the scope of the Geometrical Theory of 
Diffraction. 
10.3.l Experimental Research 
A wise man has once said, 'A picture is worth more than a thousand 
words'. It is so very true in scientific research of this kind. To avoid 
future controversy on t~e penetrable wedge problem, one must seek ways in 
which to verify results with confidence. There is nothing better than data 
collected experimentally. Section 9.1 provides a partial experimental veri-
fication of the effectiveness of the theory described in Chapter 5. Unfor-
tunately, due to the limitation imposed by available experimental facilities, 
the parallel plate experiment described in Section 9.2 has not been able to 
generate data of sufficient accuracy. It should, therefore, be the first 
task of any further research into penetrable wedge diffraction to obtain 
experimental data of sufficient accuracy for a proper evaluation of comput-
ational results. 
10.3.2 Edge Behaviour and its_}\IJJ?}ication 
The formulation by Bates (1980a) provides a clear picture of the field 
behaviour near a penetrable edge. This result, together with those of 
Meixner (1972) and Andersen and Solodoukhov (1978), when incorporated into 
the formulation of field expansions, can improve markedly the efficiency of 
the computational procedure. It would, therefore, be appropriate, when 
attempting to solve any problem of scattering by a penetrable body with 
corners, to use the proper edge behaviour. 
10.3.3 Null-field Method in Penetrable Wedge Diffraction Problems 
It is shown in Chapter 8 that the null-field method can be applied to 
the penetrable wedge diffraction problem. Stable results have also been 
obtained. Furthermore, it is shown in Chapter 3 that the procedure is 
analytically co:i::rect when applied to infinite bodies. 
still need to be done: 
The following tasks 
( ~ \ _,._ I Verification of results with experimental data. 
(ii) Improving the efficiency of the method. This might be effected 
either by improving the numerical procedure, or by careful re-arrangement 
of the numerou·s infinite series appearing in the formulation. 
(iii) Extension of the formulation to handle incident fields at arbitrary 
angles. 
When the incident wave impinges on the wedge at arbitrary angles, 
multiple reflection and refraction (Fig. 10.2) takes place. However, it 
would not be a difficult task to incorporate all of the geometrical optics 
fields into the surface field formulation. For instance, in Fig. 10.2, 
where three refractions take place, the surface field must then be 
\ji 
surface 
lim [exp ( jkpcos ( ¢-0))] 
¢• x 
lim ll -1 + H H exp (-J'kp cos ( ct,-0 ) ) 
¢• X l 2 ' 2 -
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(10.1) 
where the first term is the incident field, the second, third and fourth terms 
are the geometrical optics fields and the last term represents the diffracted 
field. G1 , G2 , H1 and H2 are the corresponding reflection and refraction 
coefficients found from Snell's law. Furthermore, the first four terms exist 
only in appropriate regions. The last term ensures the field's continuity 
across the reflection/refraction boundaries. 
The surface field expansion (10.1) might be used in the radial null-
field method for penetrable wedge scattering of a wave incident at an arbitrary 
angle. 
(iv) Dielectric wedge scattering of H-polarised incident field. When an 
H-polarised field is incident on a dielectric wedge, the field expansion must 
include Bessel functions of non-integer ordersµ (cf. Bates 1980a). The 
values ofµ, as indicated by Bates (1980a),take the form 
ll = a + 2m 
n 
m = 0,1,2, 
n = 0,1,2, 
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(10.2) 
The problem is then to choose an appropriate combination of m and n, such 
that a stable solution can be calculated. Care will be needed to avoid 
'relative convergence' difficulties. On the other hand, the surface integral 
on LHS of the null-field equation (1.95a) produces a series of the form 
l Am [f(v,x,¢,S'.,m,an) J 0 +2m(kp) + g(v,x,¢,£,m,an) J£(kp)] 
£,rn n 
(10.3) 
while the RHS of the null-field equation (1. 95a) represents the incident wave 
which takes the form 
00 
l E£(j),Q, cos £(¢-0) J,Q,(kp) 
£=o 
(10.4) 
where f and gin (10.3) are some complex functions generated by the surface 
integral of (1.95a). The A are the surface field expansion coefficients. 
m 
Furthermore, as indicated in Section 3.3, the coefficients of all Bessel 
functions of non-integer orders must reduce to zero individually, which there-
fore implies that 
I f(v,x,¢,Q,m,a ) = o 
n 
m = 0,1,2, (10. 5) 
Moreover, on equating the coefficients of the Bessel functions of integer 
orders, one gets 
l A g(v,x,¢,,Q,,m,a) = En(j),Q, cos £(¢-0) 
m n x-
m 
,Q, = 0,1,2, . ( 10. 6) 
It may seem that a new difficulty arises due to the extra constraint 
imposed by (10.5). However, careful examinatio~ of (10.2), (10.5) and (10.6) 
reveals that (10.5) can be used to eliminate the uncertainty introduced by 
(10.2), i.e. one should choose the appropriate values of a and m such that 
n 
(10.5) is satisfied. Finally, (10.6) can be used to solve for the A. 
m 
Therefore, it seems that the null-field method should be applicable to diel-
ectric wedge scattering of the H-polarised field as well. 
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(v) The surface field expansion, as argued in Section 8.1, is only valid 
within a finite distance of the apex. Therefore, it would be beneficial to 
compare the result represented by (8.25) with the result obtained by using 
two coupled equations (1.95a) and (1.95c). When two coupled equations are 
used, the surface field and its derivative can then be expanded as · 
00 




I' cl'f /3n L B J (kp) sin mx surface m m 
(10.8) 
m=o 
The expansion coefficients A and B can be calculated from (1.95a) and (1.95c) m m 
with the aid of the multiplication theorem for Bessel functions (1.36). This 
is of course a much more inefficient (cf. Section 6.2.2) and numerically 
unstable (cf. Section 4.1) procedure. However, if all the nu..TTierical problE:ms 
could be overcome, it would provide a distinctly rigorous solution to the 
penetrable wedge diffraction problem. 
10.4 CONCLUSION 
Solutions to various direct and inverse scattering problems are 
presented in this thesis. Some results are shown to have converged nurner-
ically. Furthermore, some results are shown to agree reasonably well with 
experimental data. Comparisons between results obtained by various authors 
have also been made. 
A new, potentially useful, inverse source reconstruction algorithm 
is described in Section 2.5. The null-field method is formulated for general 
inverse scattering problems in Section 2.7 and viable preliminary results are 
obtained. Theoretical resolution limits for inverse scattering calculations 
are also derived (cf. Section 2.4.2). The advantage (numerical efficiency) 
of incorporating the proper edge behaviour in field expansions is illustrated 
in Chapter 6, using the example of wedge-cylinder scattering. Chapter 7 
presents specialised solutions to penetrable wedge diffraction problems. 
Unfortunately, due to difficulties associated with 'relative convergence', it 
has not been found possible to generalise these solutions. 
The solution presented by Joo et al ( 1 980, 1984) and Kim et al .( 19-$ 3) is 
argued to be incorrect in Section 4.4. In Chapter 9, the measured and calcu-
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lated cutoff wave numbers of a circular-cylindrical cavity loaded with 
dielectric sectors are shown to agree to about 1%. Preliminary results 
from a parallel-plate scattering range are reported, and it is shown what 
improvements would be needed to obtain measurements accurate enough to permit 
computations to be usefully assessed. 
Chapter 8 introduces a radial null-field method for the infinite 
penetrable wedge diffraction problem. This method is shown to be analytic-
ally correct for infinite (conducting) wedge scattering in Section 3.3. 
Combining with a geometrical theory of diffraction type field exr,ansion, this 
raojal null-field method is invoked to derive solutions for penetrable wedge 
scat:tering problerr.s. The diffracted fields are shown to be outgoing and 
they agree reasonably well with results obtained by Kaminetzky and Keller 
(1975) and Rawlins (1977a), especially in the back scattering region. The 
diffraction pattern of a long wedge-cylinder is also shown to agree encourag-
ingly well with the corresponding wedge solution. 
FIGURE 10.1 







Use of more than one origin in calcuiation of scattering 
by a concave bode. o1 , o2 , and o3 are the origins while 
c1 , c2 and c3 are circles, within which the null-field 
condition is imposed. 
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FIGURE 10.2 Multiple reflection and refraction occurs on the wedge 
surfaces when the incoming field is incident upon the wedge 
at an arbitrary angle. 
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