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TANNAKA-KREIN DUALITY FOR COMPACT
GROUPOIDS I, REPRESENTATION THEORY
MASSOUD AMINI
Abstract. In a series of papers, we have shown that from the
representation theory of a compact groupoid one can reconstruct
the groupoid using the procedure similar to the Tannaka-Krein
duality for compact groups. In this part we study continuous rep-
resentations of compact groupoids. We show that irreducible rep-
resentationshave finite dimensional fibres. We prove the Schur’s
lemma, Gelfand-Raikov theorem and Peter-Weyl theorem for com-
pact groupoids.
1. introduction
The duality theory for Abelian locally compact groups [R] was intro-
duced by Pontyagin in 1934. Since then, many attempts are done to
generalize this duality theory for non Abelian locally compact groups
(see [ES] for a brief history and references). The dual group in pon-
tryagin theory is the group of characters with pointwise multiplication.
This group is not large enough to recover the original group in the non
Abelian case (there are examples of non Abelian groups with a trivial
group of characters). The natural candidate in the non Abelian setting
is the set of (equivalence classes) of irreducible unitary representations.
This object is not a group, but it is shown to recover the original group
(at least in the compact case). One of the successful methods of re-
covery was introduced by Tannaka in 1939 (see [JS] for a very clear
exposition from a Category point of view). Tannaka showed us how to
recover a compact group from the set (category) of its representations .
This is loosely called the Tannaka duality (it is not a duality in the
technical sense, it is indeed an equivalence of categories).
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Topological groupoids are natural generalizations of topological groups
[Re]. These are very rich structures and arise in a vast spectrum of ap-
plications [P]. The representation theory of groupoids is more involved.
In the group case, we represent group elements as unitary operators on
a (usually infinite dimensional) Hilbert space. For groupoids we need
a bundle of Hilbert spaces on the unit space of the groupoid and each
element is represented by a bundle operator which is not unitary in
general (the closest thing you can imagine is a partial isometry). The
concepts like the group algebra, group C∗-algebra and regular repre-
sentation could naturally be defined in this setting [Re], [P].
The main objective of this and the forthcoming papers [A1], [A2] is
to generalize the Tannaka duality to compact groupoids. The next sec-
tion of this paper includes the basic representation theory of compact
groupoids. Some of the materials in this section are new. The main
result of this section asserts that irreducible (continuous) representa-
tions of compact groupoid have finite dimensional fibres . In contrast
with compact groups, these representations are not necessarily finite
dimensional (the integral of a finite dimensional bundle which is irre-
ducible in our sense is irreducible in the usual sense , but could be infi-
nite dimensional). In the third section, we generalize the main results
of the Harmonic Analysis on compact groups to compact groupoids.
These include Schur’s orthogonality relations , Schur’s lemma, Peter-
Weyl theorem and Gelfand-Raikov theorem. In [A1] we introduce the
Fourier and Fourier-Plancherel transforms for compact groupoids and
study their properties. The main result of these series of papers is
the Tannaka-Krein theorem for compact groupoids which is proved in
[A2]. The proofs of most of the results in sections two and three of the
current follow closely the analogous results for compact groups (see for
instance [F]). We give a detailed proof only when the modifications are
substantial.
2. Irreducible representations of compact groupoids
In this section we review the representation theory of locally compact
groupoids. Then we restrict ourselves to the compact case, in which
we prove analogues of some of the classical results for representations of
compact groups. In the beginning of this section we assume that G is
a locally compact (not necessarily Hausdorff) groupoid and X = G(0).
Definition 2.1. A representation of G is a triple (π,Hpi, µpi) , where
Hpi = {H
pi
u} is a bundle of Hilbert spaces, µpi is a quasi-invariant mea-
sure on X (with associated measures ν, ν−1, ν2, and ν0) such that
(i) π(x) ∈ B(Hpis(x),H
pi
r(x)) (x ∈ G),
(ii) π(u) = idu : Hpiu → H
pi
u (u ∈ X),
(iii) π(xy) = π(x)π(y) for ν2-a.e. (x, y) ∈ G(2),
(iv) π(x−1) = π(x)−1 for ν-a.e. x ∈ G,
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(v) x 7→< π(x)ξ(s(x)), η(r(x)) > is ν-measurable on G for each ξ, η ∈
L2(G(0),Hpi, µpi).
For our purposes, we need more restricted version of representations .
Definition 2.2. A continuous representation of G is a pair (π,Hpi) ,
where Hpi = {Hpiu} is a bundle of Hilbert spaces, such that (i) − (iv)
above hold everywhere (instead of almost everywhere) and moreover the
maps in (v) are continuous.
It is easy to check that
Lemma 2.3. If π is a continuous representation of G, then for each
ξ, η ∈ Hpi the map x 7→< π(x)ξs(x), ηr(x) > is continuous. 
Definition 2.4. Two representations (π1,Hpi1, µpi1) and (π2,Hpi2, µpi2)
are called unitarily equivalent if measures µpi1) and µpi2) are equivalent
(each is absolutely continuous with respect to the other) and there is a
bundle {Uu}u∈X with Uu ∈ B(Hpi1u ,H
pi2
u ) a unitary operator such that
for ν1-a.e. x ∈ G the following diagram commutes
Hpi1
s(x)
pi1(x)
−−−→ Hpi1
r(x)
Us(x)
y yUr(x)
Hpi2
s(x) −−−→
pi2(x)
Hpi2
r(x)
The definition of equivalence of continuous representations is similar,
except that we require the commutativity of the diagram for all x ∈ G.
To show that π1 and π2 are unitarily equivalent we write π1 ∼ π2.
Notation 2.5. We denote by Rep(G) the category consisting of (equiv-
alence classes of) continuous representations of G as objects and inter-
twining operators as morphisms, namely h = {hu}u∈X ∈ Mor(π1, π2)
if hu ∈ B(Hpi1u ,H
pi2
u ) make the following diagram commutative for each
x ∈ G.
Hpi1
s(x)
pi1(x)
−−−→ Hpi1
r(x)
hs(x)
y yhr(x)
Hpi2
s(x) −−−→
pi2(x)
Hpi2
r(x)
With this notation, two representationsπ1 and π2 are unitarily equiv-
alent if there is a unitary operator bundle inMor(π1, π2). In general, it
is clear that Mor(π1, π2) is a vector space under pointwise operations
on operator bundles. Also it is routin to check that
Lemma 2.6. For each π ∈ Rep(G), Mor(π, π) is a unital involutive
algebra. 
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Definition 2.7. If π ∈ Rep(G) and M⊆ Hpi is a closed nonzero sub-
bundle (i.e. Mu is a nonzero closed subspace of Hpiu, for each u ∈ X)
which is invariant under π (i.e. π(x)Ms(x) ⊆ Mr(x), for each x ∈ G)
then πM(x) = π(x) ↿Ms(x) defines a representation of G on M which is
called a subrepresentation of π. If π admits a nontrivial invariant sub-
bundle M (nontrivial means M 6= 0 or Hpi) it is called reducible, oth-
erwise it is called irreducible. We denote the set of equivalence classes
of irreducible representations of G by Gˆ.
Definition 2.8. If {πi}i∈I is a family of (continuous) representations of
G, their direct sum π =
⊕
i∈I πi on Hpi = Hpii is defined by
π(x)(ξi)i∈I = (πi(x)(ξi))i∈I (ξi ∈ H
pii
s(x), i ∈ I).
We regard Hpii as an invariant closed subbundle of Hpi and πi as a
subrepresentation of π.
Lemma 2.9. If M is an invariant subbundle of Hpi, then so isM⊥ :=
{M⊥u }u∈X . Moreover the later is closed (even if the former is not!).
Proof For each x ∈ G, ξ ∈ M⊥s(x), and η ∈ Mr(x) we have <
π(x)ξ, η >=< ξ, π(x−1)η >= 0, that is π(x)M⊥s(x) ⊆ M
⊥
r(x), so M
⊥ is
invariant. The last statement follows from the same fact for Hilbert
spaces. 
Definition 2.10. Let π ∈ Rep(G) and ξ ∈ Hpi. The subbundle Mξ
whose leaf at u ∈ X is the closed linear span of the set {π(x)ξs(x) :
x ∈ Gu} in Hpiu is called the cyclic subbundle generated by ξ. This is a
closed invariant subbundle for π. We say that ξ is a cyclic vector for
π, if (Mξ)u is dense in Hpiu, for each u ∈ X. In this case, π is called a
cyclic representation .
Next result follows from above lemma and a standard argument
based on Zorn’s lemma (see [F, 3.3]).
Proposition 2.11. Each (continuous) representation of G is the direct
sum of cyclic (continuous) representations . 
Lemma 2.12. Let π ∈ Rep(G), M be a closed subbundle of Hpi, and
P : Hpi →M be the corresponding orthogonal projection. Then M is
invariant under π if and only if P ∈Mor(π, π).
Proof If P ∈ Mor(π, π), ξ ∈M, then for each x ∈ G
π(x)ξs(x) = π(x)Ps(x)ξs(x) = Pr(x)π(x)ξs(x) ∈Mr(x),
soM is invariant. Conversely ifM is invariant then , by above lemma,
for each ξ ∈M, η ∈M⊥, and x ∈ G we have
π(x)Ps(x)ηs(x) = 0 = Pr(x)π(x)ηs(x),
so P ∈Mor(π, π). 
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Next we need to recall a standard result from the theory of measur-
able functional calculus.
Lemma 2.13. If H and K are Hilbert spaces and T1 ∈ B(H) and
T2 ∈ B(K) are normal operators, and S ∈ B(H,K) satisfies ST1 = T2S,
then for each bounded Borel map f : σ(T1) ∪ σ(T2) → R, Sf(T1) =
f(T2)S. 
Now we are ready to prove Schur’s lemma for compact groupoids.
Theorem 2.14. (Schur’s lemma) A (continuous) representationπ of
G is irreducible if and only if Mor(π, π) ≃ C. If π1, π2 are irreducible
(continuous) representations of G, then
(2.1) Mor(π1, π2) ≃
{
C if π1 ∼ π2,
0 otherwise
Proof If π is reducible, then by above proposition Mor(π, π) con-
tains a nontrivial projection bundle. Conversely if T ∈ Mor(π, π) is
not a multiple of identity, then by lemma 2.5, A = 1
2
(T + T ∗) and
B = 1
2i
(T −T ∗) are in Mor(π, π) and at least one of them, say A is not
a multiple of identity. A is self-adjoint, so by above lemma, applied
to T1 = As(x), T2 = Ar(x), S = π(x), and f = χE , where E is a Borel
subset of R, we get
π(x)χE(As(x)) = χE(Ar(x))π(x) (x ∈ G),
so if we put χE(A) = {χE(Au)}u∈X , then χE(A) ∈Mor(π, π), thereby
Mor(π, π) contains at least one nontrivial projection bundle, and so
again by Lemma 2.5, π is reducible.
Next for irreducible representationsπ1, π2 of G, let T ∈Mor(π1, π2),
then clearly T ∗ ∈ Mor(π2, π1) and so T ∗T ∈ Mor(π1, π1) and TT ∗ ∈
Mor(π2, π2). Hence TT
∗ and T ∗T are both multiples of identity. So
if T 6= 0, then a multiple of T is unitary. Therefore Mor(π1.π2) =
{0}, precisely when π1 and π2 are not equivalent. Now if T1, T2 ∈
Mor(π1, π2) and T2 6= 0, then T2 is a (nonzero) multiple of a unitary,
so T−12 T1 = T
∗
2 T1 ∈Mor(π1) is a multiple of identity, so T1 is a multiple
of T2. 
In the rest of this section we assume that G is compact. Note that
in this case for each u ∈ X , the subsets Gu and Gu of G are compact.
In particular the isotropy groups Guu of G are compact groups. We
may assume that the Haar system of G is normalized in a way that
λu(Gu) = λu(Gu) = 1, for each u ∈ X .
Lemma 2.15. Assume that G is compact. If π ∈ Rep(G) is a continu-
ous irreducible representation of G, ξ ∈ Hpi with ‖ξu‖ = 1, u ∈ X, and
Tu : Hpiu → H
pi
u is defined by
Tuηu =
∫
< ηr(x), π(x)ξs(x) > π(x)ξs(x)dλ
u(x) (η ∈ Hpi),
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Then T ≥ 0, T 6= 0, and T ∈Mor(π, π) ∩ K(Hpi).
Proof For η ∈ Hpi and u ∈ X
< Tuηu, ηu > =
∫
< ηr(x), π(x)ξs(x) >< π(x)ξs(x), ηu > dλ
u(x)
=
∫
| < ηu, π(x)ξs(x) > |
2dλu(x) ≥ 0.
This shows that T ≥ 0 and when η = ξ, it tells us that the real valued
function
f(x) = | < ξs(x), π(x)ξs(x) > | (x ∈ G
u)
is non negative. Also we have f(u) = ‖ξu‖2 = 1. By Lemma 2.3, f
is continuous, so there is a Hausdorff open neighborhood V of u in Gu
such that |f | > 1
2
on V . Therefore
< Tuξu, ξu >=
∫
Gu
f(x)dλu(x) ≥
∫
V
f(x)dλu(x) ≥
1
2
λu(V ) > 0,
so Tu 6= 0.
Next fix η ∈ Hpi with ‖ηu‖ = 1, u ∈ X . Fix u ∈ X . By compactness
of Gu, the map x 7→ π(x)ξs(x) is uniformly continuous on Gu, so given
ε > 0, there is a partition E1, . . . , En of Gu into finitely many mutually
disjoint Borel subsets and elements xj ∈ Ej (1 ≤ j ≤ n) such that
‖π(x)ξs(x) − π(xj)ξs(xj)‖ <
ε
2
, (x ∈ Ej , 1 ≤ j ≤ n).
For each x ∈ Ej
‖ < ηu, π(x)ξs(x) > π(x)ξs(x)− < ηu, π(xj)ξs(xj) > π(xj)ξs(xj)‖
≤ ‖ < ηu, (π(x)ξs(x) − π(xj)ξs(xj) > π(x)ξs(x)‖
+ ‖ < ηu, π(xj)ξs(xj) > (π(x)ξs(x) − π(xj)ξs(xj)‖
≤
ε
2
(2‖ηu‖) = ε,
so if we put
T εuηu =
n∑
j=1
λu(Ej) < ηu, π(xj)ξs(xj) > π(xj)ξs(xj)
=
n∑
j=1
∫
Ej
< ηu, π(xj)ξs(xj) > π(xj)ξs(xj)dλ
u(x),
then we have
‖Tuηu − T
ε
uηu‖ = ‖
n∑
j=1
∫
Ej
< ηu, π(x)ξs(x) > π(x)ξs(x)
− < ηu, π(xj)ξs(xj) > π(xj)ξs(xj) > dλ
u(x)‖ < ε.
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Therefore ‖T εu−Tu‖ < ε, and as each T
ε
u is clearly a finite rank operator,
each Tu is a compact operator. Finally T ∈Mor(π, π), because for each
x ∈ G, η ∈ Hpi, and u ∈ X
π(x)Ts(x)ηs(x) =
∫
< ηs(x), π(y)ξs(y) > π(x)π(y)ξs(y)dλ
s(x)(y)
=
∫
< ηs(x), π(x
−1y)ξs(y) > π(y)ξs(y)dλ
r(x)(y) = Tr(x)π(x)ηs(x). 
The above lemma enables us to prove the finite dimensionality of
bundles of continuous irreducible representations of compact groupoids.
The proof now goes exactly as in the group case [F, 5.2]. we give the
proof for the sake of completeness.
Theorem 2.16. If G is compact, then each continuous irreducible rep-
resentation of G has a finite dimensional bundle and each continuous
representation of G is a direct sum of continuous irreducible represen-
tations .
Proof If π is irreducible and T is as above, then each Tu is compact
and a nonzero multiple of the identity on Hpiu, so dim(H
pi
u) < ∞, for
each u ∈ X . Now if π is arbitrary, then each Tu has a nonzero eigen-
value in ζu ∈ H
pi
u [F, 1.52] whose eigenspace Mu is finite dimensional.
Let M = {Mu}, then M is invariant under T , since T ∈ Mor(π, π),
hence π has a finite dimensional subrepresentation . But an iductive
argument based on Lemma 2.9 shows that any finite dimensional rep-
resentation has an irreducible subrepresentation , and so does π as well.
Now by Zorn Lemma we can find a maximal family of mutually orthog-
onal irreducible invariant subbundles of Hpi, whose direct sum has to
be Hpi by Lemma 2.9 and maximality. 
Note that the decomposition into irreducible representations is not
in general unique, but the decomposition into subspaces corresponding
to different equivalence classes is unique (see [F, 5.3] for the compact
group case). Also note that we do not claim that irreducible repre-
sentations of compact groupoids are finite dimensional. This is indeed
false. I am indebted to Paul Muhly who reminded me of the following
simple counterexample: Let G = [0, 1] × [0, 1] with the Haar system
λu = δu × λ, where δu is the Dirac point mass measure and λ is the
Lebesgue measure on [0, 1]. Then up to unitary equivalence) G has
only one irreducible representationπ with π(C∗(G, λu)) = K(L2[0, 1]),
where the left hand side is the image of the groupoid C∗-algebra of G
(see [P] for details) and the right hand side is the algebra of compact
operators. This shows that π is not finite dimensional. On the other
hand the bundle giving π is just the trivial bundle with one dimensional
fibers over [0, 1]. The finite dimensionality of all irreducible represen-
tations is a very strong restriction on a groupoid G. It is believed that
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such a condition forces G to be a (measure theoretic) bundle of tran-
sitive groupoids, each with a finite unit space and compact isotropy
groups [M].
Let π ∈ Rep(G) and ρ ∈ Gˆ be an irreducible subrepresentation of
π. For u ∈ X , let (Mρ)u be the closed linear span of all irreducible
subspaces ofHpiu on which π is equivalent to ρ. PutMρ = {(Mρ)u}u∈X .
Then the following is proved as [F, 5.3]
Lemma 2.17. Let π ∈ Rep(G) and ρ, ρ1, ρ2 ∈ Gˆ are irreducible sub-
representations of π, then
(i) Mρ is invariant under π and if N is any π-irreducible subbundle
of Mρ, then πN ∼ ρ.
(ii) If ρ1, ρ2 are not unitary equivalent , then Mρ1 ⊥Mρ2. 
Corollary 2.18. With above notation,
Hpi ≃
⊕
ρ∈Gˆ
Mρ ≃
⊕
ρ∈Gˆ
(
⊕
α∈Λρ
Nρ,α),
where
πNρ,α ∼ ρ (α ∈ Λρ, ρ ∈ Gˆ). 
Note that the second decomposition is not unique, but as each ρ ∈ Gˆ
has a finite dimensional bundle, it is trivial that the cardinality of Nρ,α
is independent of the decomposition and just depends on π and ρ. This
is denoted by mult(ρ, π) and is called the multiplicity of ρ in π. As in
[F, 5.4] we have
Lemma 2.19. With above notation, mult(ρ, π) = dimMor(ρ, π). 
Note that when G is not compact , one can define the multiplicity of
irreducible subrepresentations using the above equality (which might
result in an infinite cardinal) and Lemma 2.17 would hold in locally
compact case as well. Note that the decomposition of Corollary 2.18
may fail in non compact case.
3. Harmonic Analysis on compact groupoids
In this section we turn into two very important results which are
of crucial importance in our duality theorem [A2], namely the Peter-
Weyl theorem and Schur’s orthogonality relations. We start with the
definition of matrix elements.
Let π ∈ Rep(G), The mappings x 7→< π(x)ξs(x), ηr(x) > (ξ, η ∈
Hpi) are called matrix elements of π. This terminology is based on the
fact that if {eiu}i is a basis for H
pi
u, then πij(x) =< π(x)e
j
s(x), e
i
r(x) > is
the (i, j)-th entry of the (possibly infinite) matrix of π(x). We denote
the linear span of matrix elements of π by Epi. By Lemma 2.3, Epi is
a subspace of C(G). It is clear that Epi depends only on the unitary
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equivalence class of π. These vector spaces are the building blocks of
the Peter-Weyl theorem, so we would like to have a closer look to their
properties. First we establish some notations and remind some facts.
Let’s for a while go back to the general case of a locally compact
groupoid G. Each representationπ of G could be integrated to a repre-
sentation of the convolution algebra Cc(G) on L2(G(0),Hpi, µpi) via
< π(f)ξ, η >=
∫
G
f(x) < π(x)ξ(s(x)), η(r(x)) > dνpi(x) (f ∈ Cc(G),
where νpi =
∫
X
λudµpi(u). This could also be considered as a repre-
sentation on the bundle Hpi. Let’s denote the matrix element of π at
ξ, η ∈ Hpi by πξ,η, namely πξ,η(x) =< π(x)ξs(x), ηr(x) >, x ∈ G. For
each function φ : G → C, let
Lx(φ)(y) = φ(x
−1y) (y ∈ Gr(x)), Rx(φ)(y) = φ(yx) (y ∈ Gr(x)),
and as before, let φˇ(y) = f(y−1), y ∈ G. For each ξ ∈ Hpi, x ∈ G,
let π(x)ξ denote the vector in Hpi whose fiber at u ∈ X is π(x)ξu, if
u = s(x), and 0, otherwise. Next lemma is valid for any locally compact
groupoid. The proof is straightforward and is omitted.
Lemma 3.1. Let π ∈ Rep(G), ξ, η ∈ Hpi, x ∈ G, and f ∈ Cc(G). Then
(i)Lx(πξ,η) = πξ,pi(x)η on Gr(x),
(ii)Rx(πξ,η) = πpi(x)ξ,η on Gr(x),
(iii) f ∗ πξ,η = πξ,pi(f¯)η on G,
(iv) πξ,η ∗ f = πpi(fˇ)ξ,η on G.
In particular Epi is a two sided ideal of Cc(G), closed under transla-
tions. 
There is a technical difficulty when one wants to deal with Epi. Even if
all Hilbert spaces Hpiu are finite dimensional, there is no guarantee that
Epi is also finite dimensional. Indeed, with above notation, if we write
ξs(x), ηr(x) as linear combinations of e
j
s(x)’s and e
i
r(x)’s , the coefficients
depend on x in general, so πξ,η would not be a linear combination of
πij ’s. To overcome this difficulty, we have to fix the domain and range
as follows. Take any u, v ∈ X and restrict πξ,η to Gvu. As before let
{eiu}i be a Hamel basis for H
pi
u (finite or infinite). decompose ξu and ηv
into finite linear combinations of basis elements. Then πξ,η is clearly
a finite linear combination of the corresponding πi,j ’s on Gvu. If one
uses a Schauder basis for Hpiu, the problem of convergence of the later
decomposition should be resolved. In any case, when Hpiu and H
pi
v are
finite dimensional we get the following. For u, v ∈ X , Epiu,v consists of
restrictions of elements of Epi to Gvu.
Proposition 3.2. Let π ∈ Rep(G), u, v ∈ X, and f be a complex
valued function on Gvu. Assume that the Hilbert spaces H
pi
u and H
pi
v are
finite dimensional. Then the following are equivalent.
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(i)f ∈ Epiu,v,
(ii) There is A ∈ B(Hpiv ,H
pi
u) such that f = Tr(Aπ(.)),
(iii) There are bases {eju}1≤j≤dpiu and {e
i
v}1≤i≤dpiv of H
pi
u and H
pi
v such
that f is a linear combination of the matrix elements πiju,v =< π(.)e
j
u, e
i
v >,
(iv) There are ξj, ηi ∈ Hpi (1 ≤ j ≤ dpiu, 1 ≤ i ≤ d
pi
v ) such that
f =
dpiv∑
i=1
dpiu∑
j=1
< π(.)ξju, η
i
v > .
Proof The bounded linear functionals on B(Hpiu,H
pi
v ) are exactly the
maps B 7→ Tr(AB), where A ∈ B(Hpiv ,H
pi
u), so (i) and (ii) are equiv-
alent. Equivalence of (ii) and (iii) is an exercise in elementary linear
algebra. The equivalence of (iii) and (iv) is trivial. 
Corollary 3.3. If Hpiu and H
pi
v are finite dimensional, then so is E
pi
u,v.
Moreover dim(Epiu,v) ≤ (dimH
pi
u).(dimH
pi
v ). 
Next we prove a technical (but easy) lemma which is of crucial im-
portance in proving the Peter-Weyl theorem for groupoids.
Lemma 3.4. Let π1, π2 ∈ Rep(G) and A : Hpi → Hpi is any bundle of
bounded linear operators, put
A˜uξu =
∫
π2(x
−1)Ar(x)π1(x)dλu(x), (u ∈ X, ξ ∈ Hpi)
then A˜ ∈ Mor(π1, π2).
Proof Given x ∈ G,
A˜r(x)π1(x) =
∫
π2(y
−1)Ar(y)π1(yx)dλr(x)(y)
=
∫
π2(xy
−1)Ar(y)π1(y)dλs(x)(y) = π2(x)A˜s(x). 
Lemma 3.5. If π1, . . . , πn ∈ Rep(G) and π = π1 ⊕ · · · ⊕ πn, then
Epiu,v =
∑n
i=1 E
pii
u,v (not a direct sum).
Proof Proof is a straightforward calculation. 
Theorem 3.6. (Schur’s orthogonality relations) Let u, v ∈ X and
π, π
′
∈ Rep(G). Consider Epiu,v and E
pi
′
u,v as subspaces of L
2(Gvu, λ
v
u).
(i) If π, π
′
∈ Rep(G) and π ≁ π
′
, then Epiu,v ⊥ E
pi
′
u,v,
(ii) If λu(Gvu) 6= 0, then dim(E
pi
u,v) = d
pi
ud
pi
v and {
√
dpiuπ
ij
u,v : 1 ≤ i ≤
dpiv , 1 ≤ j ≤ d
pi
u} is an orthonormal basis for E
pi
u,v.
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Proof Let η ∈ Hpi, η
′
∈ Hpi′ . In Lemma 2.22, put Auξu =< ξu, ηu >
η
′
u, then for each u ∈ X , ξ ∈ Hpi, ξ
′
∈ Hpi′ ,
< A˜uξu, ξ
′
u > =
∫
< π
′
(x−1)Ar(x)π(x)ξu, ξ
′
u > dλu(x)
=
∫
< Ar(x)π(x)ξu, π
′
(x)ξ
′
u > dλu(x)
=
∫
< π(x)ξs(x), ηr(x) >< η
′
r(x), π
′
(x)ξ
′
s(x) > dλu(x)
=
∫
πξ,η(x)πξ′ ,η′ (x)dλu(x).
Now by Schur’s lemma applied to A˜ ∈ Mor(π, π
′
), if π ≁ π
′
, then
A˜ = 0, and so (i) follows from above equalities. Again by Schur’s
lemma, if π = π
′
, A˜ = cI, so if we take ξ = ei, η = ej , ξ
′
= ei
′
, and
η
′
= ej
′
, then∫
πij(x)πi′ j′ (x)dλu(x) = c < e
i
u, e
i
′
u >= cδii′ .
Also
cdpiu = Tr(A˜u) =
∫
Tr(Ar(x)π(x
−1x)dλu(x) =
∫
Tr(Ar(x))dλu(x),
but for each v ∈ X ,
Tr(Av) =
dpiv∑
i=1
< Ave
i
v, e
i
v >=
∑
i
< eiv, e
j
v >< e
j
′
v , e
i
v >= δjj′ ,
so cdpiu = δjj′λu(Gu) = δjj′ . Therefore
< πij, πi′ j′ >=
δii′δjj′
dpiu
,
as functions on Gu. Now we can easily redo all the above calculations
with all integrals, started with the one in the definition of A˜, taken
over Gvu (instead of Gu). The only difference would be the value of the
constant c, as this time we get cdpiu = δjj′λu(G
v
u). Now if λu(G
v
u) = 0,
then clearly Epiu,v = {0}, otherwise,
< πiju,v, π
i
′
j
′
u,v >=
δii′δjj′
dpiuλu(G
v
u)
,
and we get (ii). 
Next, for u, v ∈ X , consider the left and right regular representations
L and R acting on L2(Gvu, λ
v
u).
Lemma 3.7. Let π ∈ Gˆ and put
Riu = span{π
i1
u,v, . . . , π
idpiu
u,v} (1 ≤ i ≤ d
pi
v ),
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and
Cjv = span{π
1j
u,v, . . . , π
dpiv j
u,v } (1 ≤ j ≤ d
pi
u).
Then each Riu,v (C
j
u,v) is invariant under right (left) regular represen-
tation and RR
i
u,v ∼ π (LC
j
u,v ∼ π¯).
Proof Let {eiu} be an orthonormal basis for H
pi
u . Then for each
x ∈ Gvu,
π(x)(
∑
j
cje
j
u) =
∑
j
cj
∑
k
< π(x)eju, e
k
v > e
k
v =
∑
j,k
cjπ
kj
u,v(x)e
k
v ,
now if y ∈ Gwv , then one can calculate π(yx)(
∑
j cje
j
u) in two different
ways, by substituting x by yx in above formula or by applying π(y) to
the both side of that formula. This gives us two different decomposition
into linear combinations of the basis elements eiw and if we put the
coefficients equal we get
πiju,w(yx) =
∑
k
πikv,w(y)π
kj
u,v(x),
therefore
Rx(
∑
j
cjπ
ij
u,w) =
∑
j,k
cjπ
kj
u,v(x)π
ik
v,w.
This shows that if U iu : H
pi
u →R
i
u is defined by
U iu(
∑
j
cje
j
u) =
∑
j
cjπ
ij
u,v,
then U i is clearly a bundle of unitaries and U ivπ(x) = RxU
i
u (x ∈ G
v
u),
that is U ∈Mor(π,RR
i
u,v) and the first statement is proved. The proof
of the other statement is similar. 
Let us put
Eu,v = span
(
∪pi∈Gˆ E
pi
u,v
)
and
E = span
(
∪u,v∈X Eu,v
)
.
Proposition 3.8. Eu,v and E are algebras.
Proof Let π, π
′
∈ Gˆ and choose bases {eiu} and {f
j
u} forH
pi
u and H
pi
′
u ,
respectively. For x ∈ Gvu, define π⊗ π
′
(x) : Hpiu
⊗
Hpi
′
u →H
pi
v
⊗
Hpi
′
v by
π ⊗ π
′
(x)(ξu ⊗ ξ
′
u) = π(x)(ξu)⊗ π
′
(x)(ξ
′
u) (ξu ∈ H
pi
u, ξ
′
u ∈ H
pi
′
u ).
Then for all indices i, j, k, and l,
< π ⊗ π
′
(x)(eju ⊗ f
l
u, (e
i
v ⊗ f
k
v ) >=< π(x)e
j
u, e
i
v > . < π
′
(x)f lu, f
k
v >,
that is (π ⊗ π
′
)ikjlu,v = π
ij
u,vπ
′kl
u,v, which proves the first assertion. The
proof for E is similar. 
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Next we prove a result which is the main ingredient of both Gelfand-
Raikov and Peter-Weyl theorem for compact groupoids. The proof
closely follows the original proof of Peter and Weyl [F, 5.11].
Lemma 3.9. E is dense in C(G) .
Proof Consider the following operators
Tψ(f)(x) = ψ∗f(x) =
∫
ψ(xy−1)fs(x)(y)dλs(x)(y) (x ∈ G, ψ ∈ C(G), f ∈ L
2(G)),
where L2(G) is the bundle whose fiber at u ∈ X is L2(Gu, λu) ( and
so each f ∈ L2(G) is of the form f = {fu}, with fu ∈ L2(Gu, λu)
and ‖f‖2 = supu‖fu‖L2(Gu,λu) < ∞). In other words, Tψ(f)(x) =
Ls(x)(ψ)(fs(x)), where L is the left regular representation of C(G) on
L2(G). It is easy to see that T ∗ψ = Tψˇ, so if ψ is symmetric, Tψ is self-
adjoint. Also it is routine to check that Tψ(f) ∈ C(G) and ‖Tψ(f)‖∞ ≤
‖ψ‖∞‖f‖2. Also if ℓx is the operator of left translation by x ∈ G on
C(G), then
‖ℓx(Tψ(f))− Tψ(f)‖∞ = ‖(ℓx(ψ)− ψ) ∗ f‖∞ ≤ ‖ℓx(ψ)− ψ‖∞‖f‖2,
so if B is a bounded set in L2(G), Tψ(B) is uniformly bounded and
equicontinuous in C(G), and so it follows from Arzela-Ascoli theorem
that Tψ is a compact operator on L
2(G). One can consider Tψ as an
operator on the fiber L2(Gu, λu) and by the same argument, it would be
a compact operator. Now by an standard theorem of operator theory
[F, 1.52], L2(Gu, λu) has an orthonormal basis consisting of eigenvectors
of Tψ. Given an eigenvalue z of Tψ, the corresponding eigenspace Mz
consists of those g ∈ L2(Gu, λu) with ψ ∗ g = zg. Now if this holds for
g and rx is the right translation by x, then ψ ∗ rx(g) = rx(ψ ∗ g) =
zrx(g), that is the eigenspace of z is right translation invariant, so it
is invariant under the right regular representationR. Mz is clearly
finite dimensional, if z 6= 0. Choose an orthonormal basis e1u, . . . , e
nu
u
for Mz and let Rjku be the corresponding coefficient functions of the
right regular representation on Mz. Then for u, v ∈ X , and each x ∈
Gvu, y ∈ Gv and 1 ≤ k ≤ n, e
k
u(yx) =
∑nv
i=1R
ik
u (x)e
i
v(y), and so e
k
u =∑
i e
i
v(v)R
ik
u , which shows that Mz ⊆ ∪v∈XE
R
u,v ⊆ E . Next if g ∈
L2(Gu, λu) , then g =
∑
z gz with gz ∈ Mz, and the series converges
in L2(Gu, λu). By boundedness of Tψ : L2(Gu, λu) → C(G), Tψ(f) =∑
z zgz , and the series is converging in the uniform norm of C(G).
By what we have just shown, any finite sub summation of this series
is in E , and so E ∩ Im(Tψ) is uniformly dense in Im(Tψ), but the
union of Im(Tψ)’s when ψ ranges over an approximate identity of C(G)
consisting of symmetric functions, is dense in C(G), so E is dense in
C(G). 
Corollary 3.10. For each u, v ∈ X, Eu,v is dense in C(Gvu). 
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The following result is proved as in [HR,1.8.4].
Lemma 3.11. Each Hausdorff locally compact groupoid is completely
Hausdorff (as a topological space).
Now we are ready to prove two of the main results of this paper.
Theorem 3.12. (Gelfand-Raikov Theorem) If G is a Hausdorff
compact groupoid, then Gˆ separates the points of G.
Proof Let x, y ∈ G and x 6= y. By the above lemma, there is
a function f ∈ C(G) such that f(x) 6= f(y). By Lemma 3.9, we
might assume that f ∈ E . Then f is a finite linear combination of the
coefficient functions of some elements of Gˆ. Therefore for at least one
of these, say π ∈ Gˆ, we have < π(x)ξs(x), ηr(x) > 6=< π(y)ξs(y), ηr(y) >,
for some unit vectors ξ, η ∈ Hpi. Hence we have π(x) 6= π(y), as
required. 
Summing up the results of Theorem 3.6, Lemma 3.7, and Corollary
3.10, we have
Theorem 3.13. (Peter-Weyl Theorem) Let G be a compact groupoid,
then for each u, v ∈ X, Epiu,v is dense in C(G
v
u) and
L2(Gvu, λ
v
u) =
⊕
pi∈Gˆ
Epiu,v,
and
{
√
dpiuπ
ij
u,v : π ∈ Gˆ, 1 ≤ i ≤ d
pi
v , 1 ≤ j ≤ d
pi
u},
is an orthonormal basis for L2(Gvu, λ
v
u). Each π ∈ Gˆ occurs in the right
and left regular representation of G over L2(Gvu, λ
v
u) with multiplicity
dpiu. 
References
[A1] M. Amini, Tannaka-Krein duality for compact groupoids II, Fourier transform,
preprint , 2003.
[A2] M. Amini, Tannaka-Krein duality for compact groupoids III, duality theory,
preprint , 2003.
[DR] C. Anatharaman-Delaroche, J. Renualt, Amenable groupoids, 4th ed., Uni-
versite d’ Orleans, 2000.
[ES] M. Enock, J.M. Schwartz, Kac algebras and duality of locally compact groups,
Springer-Verlag, New York, 1992.
[F] G.B. Folland, A course in abstract harmonic analysis, CRC Press, Boca Raton,
1995.
[HR] E. Hewitt, K. A. Ross, Abstract harmonic analysis, vol. 1, Springer-Verlag,
Berlin, 1963.
[JS] A. Joyal, R. Street, An introduction to Tannaka duality and quantum groups,
in Category theory, Proceedings of the international conference, Como, 1990,
A. Carboni et al (eds.) Lecture Notes in Mathematics, 1488, Springer Verlag,
Berlin, 1991.
DUALITY FOR GROUPOIDS 15
[M] Paul Muhly, Private communication.
[P] A. N.T. Paterson, Groupoids, inverse semigroups, and their operator algebras,
Birkhauser, Boston, 1998.
[R] W. Rudin, Fourier analysis on groups, Wiely Interscience, New York, 1962.
[Re] J. Renault, A groupoid approach to C∗-algebras, Lecture Notes in Math., 793,
Springer, 1980.
Department of Mathematics, Tarbiat Modarres University, P.O.Box
14115-175, Tehran , Iran , mamini@modares.ac.ir
Department of Mathematics and Statistics, University of Saskatchewan,
106 Wiggins Road, Saskatoon, S7N 5E6 , mamini@math.usask.ca
