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Abstract. Lyapunov functions are functions with negative derivative along
solutions of a given ordinary differential equation. Moreover, sub-level sets of a
Lyapunov function are subsets of the domain of attraction of the equilibrium.
One of the numerical construction methods for Lyapunov functions uses mesh-
free collocation with radial basis functions (RBF). In this paper, we propose
two verification estimates combined with this RBF construction method to en-
sure that the constructed function is a Lyapunov function. We show that this
combination of the RBF construction method and the verification estimates al-
ways succeeds in constructing and verifying a Lyapunov function for nonlinear
ODEs in Rd with an exponentially stable equilibrium.
1. Introduction. The determination of the domain of attraction of an equilibrium
is an important task in the analysis and derivation of dynamical systems, arising
in many practical applications. Since it is difficult to determine the exact domain
of attraction analytically, researchers have been seeking numerical algorithms to
determine subsets of the domain of attraction, see [6]. Most of these methods
for computing domains of attraction are based on Lyapunov functions, which are
functions that decrease along trajectories of the dynamical system. Sublevel sets
of Lyapunov functions are positively invariant subsets of the domain of attraction.
The construction of such Lyapunov functions, however, is very challenging. One
of the numerical methods to compute Lyapunov functions is the RBF (radial basis
function) method, a special case of meshfree collocation. It considers a particular
Lyapunov function, satisfying a linear PDE and approximates it using meshfree
collocation [3, 7]. For this method, a set of scattered collocation points is used to
find an approximation to the solution of the linear PDE. It is computed by solving
a linear system of equations, for more details see Section 3. A refinement algorithm,
based on Voronoi diagrams, for this method was proposed in [12].
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Error estimates show that the RBF method always constructs a Lyapunov func-
tion if the collocation points are dense enough and they were placed in the domain
of attraction [7]. However, since both assumptions cannot be verified in a given
example, we need a-posteriori estimates to check whether the constructed function
is indeed a Lyapunov function.
In [5], such a verification was proposed by interpolating the RBF approximant
by a continuous, piecewise affine function (CPA), which is affine on each simplex
of a fixed triangulation. While this method provides a rigorous verification of the
Lyapunov function properties, the function is not the (smooth) RBF approximant,
but its interpolation, which is only continuous. In [8], the CPA method was also
used to verify a Lyapunov function, constructed by approximating the Lyapunov
function proposed by Yoshizawa at the vertices of a fixed triangulation.
In this paper, we propose a rigorous verification that the function constructed
with the RBF method is a Lyapunov function. We will derive two verification
estimates which are based on Taylor approximations and rely on the first and second
derivatives of the orbital derivative. For the second derivatives, we need to consider
a triangulation of Rd. The verification estimate based on the second derivatives
has a higher order of convergence and thus requires fewer points, where the orbital
derivative needs to be checked. Hence, it is preferential to the first order estimate,
which is also observed in the example section. The results in this paper are partly
included in the second author’s PhD thesis [11].
The outline of the paper will be as follows: Section 2 will give a short introduction
to dynamical systems and Lyapunov functions. In Section 3 we present the radial
basis functions (RBF) collocation method for numerical solutions of PDEs. In
Sections 4 and 5 we will derive the verification estimates, using the first and second
derivative of the orbital derivative, respectively. In Section 6, we will show that
the verification always succeeds, if we choose finer and finer grids. We apply the
method to a numerical example in Section 7, before we conclude in Section 8.
2. Lyapunov functions and domain of attraction. Consider the following au-
tonomous system of differential equations
x˙ = f(x) (1)
where f ∈ Cσ(Rd,Rd), σ ≥ 1 and d ∈ N. We denote by Stξ := x(t) the solution of
the initial value problem x˙ = f(x), x(0) = ξ ∈ Rd and we assume that the solution
exists for all t ≥ 0. Note that St defines a dynamical system on Rd.
A point x0 ∈ Rd is an equilibrium of (1) if f(x0) = 0. Then, x(t) = x0 is a
constant solution of (1) for all t ≥ 0. The stability of an equilibrium is determined
by the behaviour of solutions in its neighborhood. An equilibrium is called stable,
if all solutions starting near the equilibrium stay near the equilibrium for all future
times. Moreover, it is called asymptotically stable if it is stable and the solutions
starting near the equilibrium converge to it as time tends to infinity. It is called
exponentially stable, if the rate of convergence to the equilibrium is exponential. For
an asymptotically stable equilibrium x0 we are interested in finding the largest set
of initial states from which the trajectories of solutions converge to the equilibrium
as time tends to infinity. This set is called the domain of attraction.
Definition 2.1 (Domain of attraction). The domain of attraction of an asymptot-
ically stable equilibrium x0 is defined by
A(x0) :=
{
x ∈ Rd |Stx t→∞−→ x0
}
. (2)
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Remark 1. The domain of attraction A(x0) of an asymptotically stable equilibrium
x0 is non-empty and open.
2.1. Lyapunov functions. The method of Lyapunov functions enables us to de-
termine subsets of the domain of attraction of an asymptotically stable equilibrium
through sublevel sets of the Lyapunov function. A function V ∈ C1(Rd,R) is called
a Lyapunov function for the equilibrium x0 if it has a local minimum at x0 and a
negative orbital derivative in a neighborhood of x0.
Definition 2.2 (Orbital derivative). The orbital derivative of a function V ∈
C1(Rd,R) with respect to (1) at a point x ∈ Rd is defined by
V ′(x) = 〈∇V (x), f(x)〉,
where 〈·, ·〉 denotes the standard scalar product in Rd.
Remark 2. The orbital derivative is the derivative along solutions: with the chain
rule we have
d
dt
V (Stx)
∣∣∣
t=0
= 〈∇V (x), x˙〉 = 〈∇V (x), f(x)〉 = V ′(x). (3)
The following theorem shows how Lyapunov functions are used to find subsets
of the domain of attraction; note that the requirement of the local minimum at x0
is a consequence of the assumptions. The theorem states that sublevel sets of a
Lyapunov function are positively invariant subsets of the domain of attraction, see
e.g. [3, Theorem 2.24].
Theorem 2.3. Let x0 ∈ Rd be an equilibrium, V ∈ C1(Rd,R) and K ⊂ Rd be a
compact set with neighbourhood B such that x0 ∈ K˚. Moreover, let
1. K =
{
x ∈ B | V (x) ≤ R} for a R ∈ R, i.e., K is a sublevel set of V .
2. V ′(x) < 0 for all x ∈ K\{x0}, i.e., V is decreasing along solutions in K\{x0}.
Then K ⊂ A(x0), K is positively invariant and V is called a (strict) Lyapunov
function.
2.2. Existence of Lyapunov functions. There are several results on converse
theorems, ensuring the existence of Lyapunov functions in different contexts, e.g.
already in 1949 [10]; for a review see [9]. These converse theorems, however, use
the explicit solution of (1) and are thus often not useful to construct a Lyapunov
function explicitly. We will approximate the Lyapunov function of the following
theorem, see [3, Theorem 2.46].
Theorem 2.4. Let x0 be an exponentially stable equilibrium of x˙ = f(x) with
f ∈ Cσ(Rd,Rd), σ ≥ 1.
Then there exists a Lyapunov function V ∈ Cσ(A(x0),Rd) satisfying
V ′(x) = −‖x− x0‖2
for all x ∈ A(x0).
If supx∈A(x0) ‖f(x)‖ <∞, then
KR := {x ∈ A(x0) | V (x) ≤ R}
is a compact set in Rd for all R ∈ R.
Note that we can replace the right-hand side by other functions, including a
negative constant, see also [3], but we will restrict ourselves to the above function
in this paper.
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3. Construction of Lyapunov functions using radial basis functions. The
Lyapunov function V introduced in Theorem 2.4 satisfies a partial differential equa-
tion. Therefore, it can be approximated using the radial basis functions collocation
method. Note that the approximation itself will be a Lyapunov function outside an
arbitrarily small neighborhood of the equilibrium, if its orbital derivative is suffi-
ciently close to that of the Lyapunov function V at all points, which can be ensured
using error estimates.
Meshfree collocation, in particular by radial basis functions, is used to approxi-
mate multivariate functions and approximately solve partial differential equations
[13, 2, 14]. For a general introduction to meshfree collocation and reproducing
kernel Hilbert spaces see [16]. For the application of RBF to the construction of
Lyapunov functions, see [3], where details for the following overview of the method
can be found, as well as [7].
A radial basis function is a real-valued function whose value depends only on the
distance from the origin i.e., Ψ(x) = ψ(‖x‖2), where ‖ · ‖2 denotes the Euclidean
norm in Rd. There is a one-to-one correspondence between a radial basis function,
or more generally kernel, and its reproducing kernel Hilbert space (RKHS). The
approximate solution of the PDE will be a norm-minimal interpolant in the RKHS;
in our brief overview, however, we do not discuss this relation further, the interested
reader is referred to [7].
Now let us consider a general linear partial differential equation of the form
Lu = g on Ω ⊂ Rd, (4)
where Ω is a bounded domain with Lipschitz continuous boundary and L is a linear
differential operator of the form
Lu(x) =
∑
|α|≤m
cα(x)D
αu(x), (5)
where α ∈ Nd0 is a multi-index. In our case, the differential operator L will be given
by the orbital derivative of a function V with respect to system (1), namely
LV (x) := 〈∇V (x), f(x)〉 =
d∑
j=1
fj(x)
∂V (x)
∂xj
= V ′(x). (6)
The operator L in (6) is a first order differential operator of the form (5) with
cej (x) = fj(x).
Let XRBF = {x1, x2, . . . , xN} ⊂ Ω be a set of N pairwise distinct points which
are no equilibria. The approximant v : Rd → R of V from Theorem 2.4 will be
given by
v(x) =
N∑
k=1
βk(δxk ◦ L)yΨ(x− y) (7)
where Ψ(x) is the fixed radial basis function, δ is Dirac’s delta-operator, defined by
δy0g(x) = g(y0), and the superscript y denotes the application of the operator with
respect to the variable y.
The coefficients βk are determined by the interpolation conditions
LV (xj) = Lv(xj)
for all xj ∈ XRBF ; this leads to a linear system for β = (βk)k=1,...,N
Aβ = α. (8)
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The matrix entries of A = (ajk)j,k=1,...,N are given by
ajk = (δxj ◦ L)x(δxk ◦ L)yΨ(x− y)
and the right-hand side α = (αj)j=1,...,N is given by
αj = V
′(xj) = −‖x0 − xj‖22.
Since the points xj are pairwise distinct and no equilibria, the symmetric matrix
A is positive definite, so in particular non-singular, see [7]. Hence, (8) has a unique
solution β.
Finally, we calculate the approximant v(x) and its orbital derivative v′(x) by
evaluating and taking the orbital derivative of (7).
v(x) =
N∑
k=1
βk〈xk − x, f(xk)〉ψ1(‖x− xk‖2), (9)
v′(x) =
N∑
k=1
βk
[
ψ2(‖x− xk‖2)〈x− xk, f(x)〉〈xk − x, f(xk)〉
−ψ1(‖x− xk‖2)〈f(x), f(xk)〉
]
, (10)
where ψ1 and ψ2 are defined as:
ψ1(r) =
d
drψ(r)
r
, for r > 0, (11)
ψ2(r) =
d
drψ1(r)
r
for r > 0, (12)
and we assume that ψ1 and ψ2 can be continuously extended to 0.
In the following we mainly use a Wendland function φl,k as radial basis function,
introduced by Wendland [15] as a compactly supported radial basis function, which
is a polynomial on its support. The corresponding RKHS is a Sobolev space W τ2 (Ω);
the space of functions is identical, while the norms are equivalent. If the smoothness
parameter k, defined below, is sufficiently large, then ψ1 and ψ2 can be continuously
extended to 0. In particular, we will later use ψ(r) := φ6,4(cr) and ψ(r) := φ7,5(cr),
see Appendix A.1.
The following error estimate was given in [7, Corollary 4.11]; note that Ω can be
a general domain. W τ2 (Ω) denotes the usual Sobolev space on Ω ⊂ Rd with norm
‖ · ‖W τ2 (Ω).
Theorem 3.1. Let k ∈ N if d is odd or k ∈ N\{1} if d is even and fix l := bd2c+k+1;
we use the radial basis function ψ(r) = φl,k(cr) with c > 0, where φl,k denotes the
Wendland function. Set τ = k + (d+ 1)/2 and σ = dτe.
Consider the dynamical system defined by (1), where f ∈ Cσ(Rd,Rd). Let x0 be
an exponentially stable equilibrium of (1). Let f be bounded in A(x0) and denote
by V ∈ W τ2 (A(x0),R) the Lyapunov function satisfying V ′(x) = −‖x − x0‖22. Let
Ω ⊂ A(x0) be a bounded domain with Lipschitz continuous boundary.
The reconstruction v of the Lyapunov function V with respect to the operator (6)
and a set XRBF ⊂ Ω \ {x0} satisfies
‖v′ − V ′‖L∞(Ω) ≤ Chk−
1
2
RBF ‖V ‖Wk+(d+1)/22 (Ω) (13)
where hRBF := supx∈Ω minxj∈XRBF ‖x− xj‖2 denotes the fill distance.
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The error estimate (13) implies that the approximant v of the Lyapunov function
V is actually a Lyapunov function outside a small neighborhood of the origin, i.e.
satisfies v′(x) < 0 for all x ∈ Ω with ‖x − x0‖22 > , if the collocation points are
dense enough. Let us make this more precise: by choosing the fill distance hRBF
so small that Ch
k− 12
RBF ‖V ‖Wk+(d+1)/22 (Ω) ≤  for a given  > 0, we have
v′(x) ≤ V ′(x) +  = −‖x− x0‖22 +  < 0 if ‖x− x0‖22 > . (14)
Remark 3. The approximation may fail to have negative orbital derivative near
the equilibrium x0 as the error estimate requires ‖x − x0‖22 > . One can use the
Lyapunov function of the linearized system, the so-called local Lyapunov function,
to deal with this small neighborhood of x0, for details see [3], or a modified method,
see [4]. In this paper, we will not deal with this local problem in more detail, but
we exclude a small neighborhood E ⊃ B√(x0) of x0 in our consideration.
According to the error estimate (13) for Wendland functions, the approximant v
is a Lyapunov function, i.e. has negative orbital derivative, if the RBF collocation
points are dense enough. However, we cannot tell in advance how dense the col-
location points should be (i.e. how small the fill distance hRBF should be), since
this error estimate depends on unknown quantities such as V . Therefore, we need
a verification of the negativity of the orbital derivative of a constructed function v
on a compact set K. Moreover, these a-posteriori estimates will also be applicable
to other radial basis functions.
For our verification estimates we compute the orbital derivative on finitely many
points of a checking grid Yod and then use estimates that are based on a Taylor
approximation and rely on the first and second derivatives of the orbital derivative.
For the derivation of these estimates we make use of the special form of the RBF
approximant and its orbital derivative, (9) and (10), respectively.
In the following we consider two point sets:
1. XRBF = {x1, x2, . . . , xN}, the collocation points for the calculation of the
approximant v of the solution of V ′(x) = −‖x− x0‖22 as discussed above.
2. Yod = {y1, y2, . . . , yM}, used to check the sign and value of the orbital deriv-
ative of the constructed Lyapunov function on a different (usually finer but
not necessarily) grid than XRBF .
In Section 4 and 5 we will present an estimate based on the first and second
derivative of v′, respectively.
4. First Estimate: using the first derivative of the orbital derivative.
We derive the first verification estimate by using a consequence of the mean value
theorem.
Lemma 4.1. Let η : Rd → R be a C1 function. Let x, y ∈ Rd and let ‖∇η(z)‖∞ ≤
M∗ for all z ∈ {θx+ (1− θ)y | θ ∈ [0, 1]}. Then
|η(x)− η(y)| ≤M∗‖x− y‖1. (15)
Let us define the set of discrete points Ch1 . It is chosen such that the ‖ · ‖1-balls
with centers in Ch1 cover a large area.
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Definition 4.2. Fix h1 > 0 and define Sh1 = h1Zd as well as
Ch1 = Sh1
⋃
z +
h1
2

1
1
...
1
 , z ∈ Sh1
 . (16)
Note that Ch1 adds the center of each d-dimensional square of Sh1 , see Figure 1
in R2.
h1
h1
(a) Sh1 in R
2.
h1
h1
(b) Ch1 in R
2.
Figure 1. The two point sets Sh1 (square grid) and Ch1 (centered
square grid) in R2; h1 is the distance between the square grid points
in both directions.
For our estimate, we start with a compact set K ⊂ Rd and choose a set of finitely
many checking points Yod ⊂ K. We then choose K˜ as the set of points with a ‖ · ‖1-
distance of at most h∗ to one of the points in Yod. We use Lemma 4.1 and set η = v′
in (15), where v′ : Rd → R is the orbital derivative of an approximant v. For each
x ∈ K˜ we choose a point y ∈ Yod with ‖x− y‖1 ≤ h∗. Note that by construction of
K˜ the line between x and y lies in K˜.
Proposition 1. Let K ⊂ Rd be a compact set and let Yod = Ch1 ∩K, where h1 > 0
as well as h∗ := d4h1. Define K˜ := {x ∈ Rd | ∃y ∈ Yod : ‖x − y‖1 ≤ h∗}. Let
v ∈ C2(Rd,R) and f ∈ C1(Rd,Rd).
Then the orbital derivative v′ satisfies
v′(x) ≤ max
y∈Yod
v′(y) +
d
4
(
max
z∈K˜
max
j=1,...,d
∣∣∣∣∂v′(z)∂xj
∣∣∣∣) h1 for all x ∈ K˜. (17)
Proof. For x ∈ K˜ choose y ∈ Yod such that ‖x − y‖1 ≤ h∗. The theorem follows
directly from Lemma 4.1 by using η = v′ ∈ C1(Rd,R) and
|v′(x)− v′(y)| ≤ max
z∈K˜
‖∇v′(z)‖∞ ‖x− y‖1.
The sets K˜ and K in Proposition 1 are nearly the same sets – note that at the
boundary of K, the sets will be slightly different, however, “inside” they are equal.
Let us make this precise by showing show that the closed 1-balls of size d4h1 with
centers in Ch1 cover the hypercube [0, h1]
d.
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y1
y4
y2
y3
y5
h∗ = h12
Figure 2. The 1-norm balls with radius h∗ = 12h1. The square
[0, h1]
2 is completely covered with closed 1-norm balls of radius
h∗ = 12h1, centered at the vertices and the center of the square, so
in Ch1 .
Lemma 4.3 (The fill distance of Ch1). Let S = [0, h1]
d ⊂ Rd. Then
max
x∈S
min
yi∈Ch1
‖x− yi‖1 = d
4
h1,
Proof. For a 2-dimensional illustration see Figure 2. Denote the grid points {yi}2
d+1
i=1 ∈
Ch1 ∩ S. Let h∗ = d4 h1.
Let (x1, x2, . . . , xd) ∈ S, such that xi ≤ h12 for all i ∈ {1, . . . , d}. We want to
show that this point either lies in the closed h∗-ball around the origin or in the
closed h∗-ball around the center point. Note that the argumentation is similar for
points near the other corners. Assume∣∣∣∣h12 − x1
∣∣∣∣+ ∣∣∣∣h12 − x2
∣∣∣∣+ . . .+ ∣∣∣∣h12 − xd
∣∣∣∣ > h∗, (18)
i.e. the point (x1, x2, . . . , xd) is outside the closed 1-norm ball of the center grid
point y2d+1 =
(
h1
2 ,
h1
2 , . . . ,
h1
2
)
. Then, (18) gives
d
2
h1 − (x1 + x2 + . . .+ xd) > h∗,
x1 + x2 + . . .+ xd <
d
2
h1 − h∗, (19)
which also means that the point (x1, x2, . . . , xd) lies inside the closed 1-norm ball
of the grid point y1 = (0, 0, . . . , 0) of radius
d
2 h1 − h∗ = h∗. On the other hand,
there is a point, namely h14 (1, 1, . . . , 1)
T with distance d4 h1 to the grid points y1
and y2d+1, so h
∗ cannot be chosen smaller.
This shows that the set K˜ in Proposition 1 only differs from K at the boundary,
it may be larger or smaller than K, depending on the shape of K.
To use the estimate (17), we can compute maxy∈Yod v
′(y) as Yod consists of finitely
many points. In the following, we will now estimate maxz∈K˜ maxj=1,...,d
∣∣∣∂v′(z)∂xj ∣∣∣,
using the specific form of the RBF approximation in Proposition 2.
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Let us define the following functions and quantities.
Definition 4.4. Let i0 ∈ N. For an RBF ψ = ψ0 ∈ Ci0(R+0 ,R) and i ∈ {1, . . . , i0}
define
ψi(r) =
d
dr ψi−1(r)
r
, for r > 0. (20)
For i ∈ {0, . . . , i0}, for which limr→0 ψi(r) exists, and k ∈ N0 also define
Ψi,k := sup
r∈[0,∞)
[|ψi(r)| · rk] . (21)
Note that the quantities F and D1 in Proposition 2 are finite by assumption and
can a priori be estimated from above by hand. β, on the other hand, depends on
the computed solution v and is only available a posteriori. The assumptions for
ψi and Ψi,k are verified for the Wendland functions φ6,4 and φ7,5 as well as the
Gaussians in the appendix.
Proposition 2 (The first derivative of the orbital derivative). Let f ∈ C1(Rd,Rd)
and v ∈ C2(Rd,R) be an RBF approximant of the form (9) with a radial basis
function ψ := ψ0 ∈ C3(R+0 ,R). Assume that ψi, defined in (20), can continuously
be extended to r = 0 for i = 1, 2, 3 and Ψ3,3,Ψ2,1,Ψ2,2,Ψ1,0 < ∞, defined in (21).
Let K˜ be a compact set and XRBF = {x1, . . . , xN} ⊂ K˜ be a set of N pairwise
distinct points which are no equilibria.
Then the first derivative of the orbital derivative v′ can be bounded by∣∣∣∣∂v′(x)∂xj
∣∣∣∣ ≤ β([Ψ3,3 + 3 Ψ2,1]F 2 + [Ψ2,2 + Ψ1,0]F D1) =: d1, (22)
for all x ∈ K˜ and all j ∈ {1, . . . , d}, where
• F := max
x∈K˜
‖f(x)‖2,
• D1 := max
x∈K˜
max
j∈1,...,d
∥∥∥∂f(x)∂xj ∥∥∥2,
• β := ∑Nk=1 |βk|.
Proof. By differentiating v′ from (10) with respect to xj , j ∈ {1, . . . , d}, we get,
denoting by (x− xk)j the j-th component of the vector x− xk ∈ Rd
∂v′(x)
∂xj
=
N∑
k=1
βk
(
ψ′2(‖x− xk‖2)
‖x− xk‖2 (x− xk)j 〈x− xk, f(x)〉 〈xk − x, f(xk)〉
+ψ2(‖x− xk‖2) fj(x) 〈xk − x, f(xk)〉
+ψ2(‖x− xk‖2)
( d∑
l=1
(x− xk)l ∂fl(x)
∂xj
)
〈xk − x, f(xk)〉
−ψ2(‖x− xk‖2)〈x− xk, f(x)〉fj(xk)
−ψ
′
1(‖x− xk‖2)
‖x− xk‖2 (x− xk)j〈f(x), f(xk)〉
−ψ1(‖x− xk‖2)
( d∑
l=1
∂fl(x)
∂xj
fl(xk)
))
. (23)
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Hence,∣∣∣∣∂v′(x)∂xj
∣∣∣∣ ≤ N∑
k=1
|βk|
(
|ψ3(‖x− xk‖2)| |(x− xk)j | ‖x− xk‖22 ‖f(x)‖2 ‖f(xk)‖2
+|ψ2(‖x− xk‖2)| |fj(x)| ‖f(xk)‖2 ‖x− xk‖2
+|ψ2(‖x− xk‖2)|
( d∑
l=1
|(x− xk)l|
∣∣∣∣∂fl(x)∂xj
∣∣∣∣ ) ‖x− xk‖2‖f(xk)‖2
+|ψ2(‖x− xk‖2)| ‖x− xk‖2 ‖f(x)‖2 |fj(xk)|
+|ψ2(‖x− xk‖2)| |(x− xk)j |‖f(x)‖2 ‖f(xk)‖2
+|ψ1(‖x− xk‖2)|
( d∑
l=1
∣∣∣∣∂fl(x)∂xj
∣∣∣∣ |fl(xk)|)).
This proves the proposition.
For specific RBFs we have the following results, using the estimates in the ap-
pendix.
Corollary 1. For the RBF ψ0(r) = φ6,4(cr) given by Wendland’s compactly sup-
ported RBF with c > 0 we have∣∣∣∣∂v′(x)∂xj
∣∣∣∣ ≤ β(1, 935.932666 c3F 2 + 224.9593807 c2FD1) = d1, (24)
where F and D1 were defined in Proposition 2.
For the RBF ψ0(r) = φ7,5(cr) given by Wendland’s compactly supported RBF
with c > 0 we have∣∣∣∣∂v′(x)∂xj
∣∣∣∣ ≤ β(4, 410.423074 c3F 2 + 472.6841934 c2FD1) = d1. (25)
For the Gaussian RBF ψ0(r) = exp(−2r2) with  > 0 we have∣∣∣∣∂v′(x)∂xj
∣∣∣∣ ≤ β(8.425913536 ε3F 2 + 3.471517765 ε2FD1) = d1. (26)
Summarizing, we can use Proposition 1 to estimate v′(x) by fixing the checking
grid Yod as well as the set K˜, which differs from K only at the boundary due
to Lemma 4.3. Using Proposition 2 to estimate the first derivative of the orbital
derivative all quantities on the right-hand side of (17) can now be computed.
5. Second Estimate: using the second derivative of the orbital derivative.
To derive the estimate using the second derivative, we first need to introduce a
triangulation of Rd, see e.g. [5]. We will later use two particular triangulations,
one where the vertices are given by Sh1 and one where they are given by Ch1 , see
Definition 4.2.
Definition 5.1. A k-simplex is a set
co(x0, . . . , xk) =
{
k∑
i=0
λixi | 0 ≤ λi,
k∑
i=0
λi = 1
}
,
where x0, . . . , xk ∈ Rd are affinely independent (i.e. the vectors xj−x0, j = 1 . . . , k
are linearly independent) and are called the vertices.
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A triangulation in Rd is a set T := {Tν : ν = 1, 2, ..., N} (or N = ∞) of d-
simplices Tν , such that any two simplices in T intersect in a common face or are
disjoint. Note that a face of a d-simplex is a k-simplex, 0 ≤ k < d, so this means that
the intersection of two simplices in T is either empty or the convex combinations of
the common vertices of the two simplices.
We denote the set of all vertices of all simplices by VT and we say that T is a
triangulation of the set
DT :=
⋃
ν
Tν .
In Lemma 5.2 and 5.3 we will define the standard and the centered triangulation,
respectively. Figure 3 shows the standard and the centered triangulations in R2.
T1
T2
h1
h1
(a) The standard trian-
gulation TS(h1) in R2.
• are the vertices, which
are in Sh1 and Ti, i =
1, 2 are simplices of the
triangulation.
T1
T4
T3
T2
h1
h1
(b) The centered trian-
gulation TC(h1) in R2.
• are the vertices, which
are in Ch1 and Ti, i =
1, 2, 3, 4 are simplices of
the triangulation.
Figure 3. The standard and the centered triangulation in R2.
Remark 4. For the construction of our triangulation we use the set Sd of all
permutations of the numbers 1, 2, . . . , d, the characteristic function XJ (i) equal
to one if i ∈ J and equal to zero if i /∈ J , and the standard orthonormal basis
e1, e2, . . . , ed of Rd. Further, we use the functions RJ : Rd → Rd, defined for every
J ⊂ {1, 2, . . . , d} by
RJ (x) :=
d∑
i=1
(−1)XJ (i)xiei.
RJ (x) puts a minus in front of the coordinates xi of x whenever i ∈ J .
Lemma 5.2 (Standard triangulation). TS(h1) consisting of the simplices
TzJσ := co
(
xzJσ0 , x
zJσ
1 , . . . , x
zJσ
d
)
for all z ∈ Nd0, all J ⊂ {1, 2, . . . , d}, and all σ ∈ Sd, where
xzJσi := R
J
(
z +
i∑
j=1
eσ(j)
)
h1 for i = 0, 1, 2, . . . , d (27)
is a triangulation of the set DTS(h1) = Rd, called the standard triangulation. The
set of all vertices of all simplices is VTS(h1) = Sh1 .
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Proof. It is clear that any two simplices either intersect not at all or in a common
face, if they share k vertices, and also that the set of all vertices is Sh1 .
We show that it covers Rd. Let x ∈ Rd. Define zi =
⌊
|xi|
h1
⌋
, ri =
|xi|
h1
− zi ∈ [0, 1)
for i = 1, . . . , d and define σ ∈ Sd such that rσ1 ≥ rσ2 ≥ . . . ≥ rσd . Set λd = rσd ,
λd−1 = rσd−1 − rσd , λd−2 = rσd−2 − rσd−1 , . . . , λ1 = rσ1 − rσ2 , λ0 = 1 − rσ1 . By
definition of σ we have λi ≥ 0 and
∑d
i=0 λi = 1. Moreover,
∑d
i=j λi = rσj for
j = 1, . . . , d.
Then
d∑
i=0
λix
zJσ
i = R
J
 d∑
i=0
λi
z + i∑
j=1
eσ(j)
 h1
= RJ
z + d∑
i=0
i∑
j=1
λieσ(j)
 h1
= RJ
z + d∑
j=1
d∑
i=j
λieσ(j)
 h1
= RJ
z + d∑
j=1
rσjeσ(j)
 h1
= RJ (z + r) h1 = RJ
( |x|
h1
)
h1 = x,
where |x| = (|xi|)i=1,...,d, so x lies in a simplex.
Lemma 5.3 (Centered triangulation). TC(h1) consisting of the simplices
T 1zJσ := co
(
xzJσc , x
zJσ
1 , . . . , x
zJ
d ,
)
, T 2zJσ := co
(
xzJσ0 , x
zJσ
1 , . . . , x
zJ
d−1, x
zJσ
c
)
for all z ∈ Nd0, all J ⊂ {1, 2, . . . , d}, and all σ ∈ Sd, where
xzJσi := R
J
(
z +
i∑
j=1
eσ(j)
)
h1 for i = 0, 1, 2, . . . , d (28)
xzJσc := R
J
(
z +
1
2
d∑
j=1
eσ(j)
)
h1 (29)
is a triangulation of the set DTC(h1) = Rd, called the centered triangulation. The
set of all vertices of all simplices is VTC(h1) = Ch1 .
Proof. We have split each simplex of the standard triangulation into two, hence, it
is clear that any two simplices either intersect not at all or in a common face, if
they share k vertices and also that the set of all vertices is Ch1 .
We show that it covers Rd. Let x ∈ Rd. Define zi =
⌊
|xi|
h1
⌋
, ri =
|xi|
h1
− zi ∈ [0, 1)
and define σ such that rσ1 ≥ rσ2 ≥ . . . ≥ rσd .
If rσ1 + rσd ≥ 1, then x ∈ T 1zJσ, otherwise x ∈ T 2zJσ.
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Case 1: rσ1 + rσd ≥ 1
In the first case, we have rσ1 ≥ 12 , since if we assume that rσ1 < 12 , then also
rσd ≤ rσ1 < 12 and thus rσ1 +rσd < 1 in contrast to the assumption of the first case.
Set λc = 2(1−rσ1) ∈ [0, 1], λ1 = rσ1−rσ2 , λ2 = rσ2−rσ3 , . . . , λd−1 = rσd−1−rσd
and λd = rσd + rσ1 − 1 ∈ [0, 1].
By definition of σ we have λi ≥ 0 and
∑d
i=1 λi + λc = 1. Moreover,
∑d
i=j λi =
rσj + rσ1 − 1 for j = 1, . . . , d. Then
d∑
i=1
λix
zJσ
i + λcx
zJσ
c
= RJ
 d∑
i=1
λi
z + i∑
j=1
eσ(j)
+ λc
z + 1
2
d∑
j=1
eσ(j)
 h1
= RJ
z + d∑
i=1
i∑
j=1
λieσ(j) +
d∑
j=1
λc
2
eσ(j)
 h1
= RJ
z + d∑
j=1
 d∑
i=j
λi +
λc
2
 eσ(j)
 h1
= RJ
z + d∑
j=1
rσjeσ(j)
 h1
= RJ (z + r) h1 = RJ
( |x|
h1
)
h1 = x,
where |x| = (|xi|)i=1,...,d, so x lies in T 1zJσ.
Case 2: rσ1 + rσd < 1
In the second case, rσ1 + rσd < 1. We have rσd ≤ 12 since assuming the contrary,
rσ1 ≥ rσd > 12 and thus rσ1 + rσd > 1 in contradiction to the assumption of the
second case.
Set λc = 2rσd ∈ [0, 1], λd−1 = rσd−1 − rσd , λd−2 = rσd−2 − rσd−1 , . . . , λ1 =
rσ1 − rσ2 and λ0 = 1 − rσ1 − rσd ∈ [0, 1]. By definition of σ we have λi ≥ 0 and∑d−1
i=0 λi + λc = 1. Moreover,
∑d−1
i=j λi = rσj − rσd for j = 1, . . . , d− 1.
Then
d−1∑
i=0
λix
zJσ
i + λcx
zJσ
c
= RJ
d−1∑
i=0
λi
z + i∑
j=1
eσ(j)
+ λc
z + 1
2
d∑
j=1
eσ(j)
 h1
= RJ
z + d−1∑
i=0
i∑
j=1
λieσ(j) +
d∑
j=1
λc
2
eσ(j)
 h1
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= RJ
z + d−1∑
j=1
d−1∑
i=j
λi +
λc
2
 eσ(j) + λc
2
eσ(d)
 h1
= RJ
z + d∑
j=1
rσjeσ(j)
 h1
= RJ (z + r) h1 = RJ
( |x|
h1
)
h1 = x,
so x lies in T 2zJσ.
The following proposition is an improvement from [1, Proposition 4.1(b)] by
fixing a vertex x0 of a simplex and using the ‖ · ‖1 norm for the distance between
vertices as well as the ‖ · ‖max norm for the Hessian matrix. Since the latter is the
norm which will be estimated in Theorem 4, and by replacing the diameter of the
simplex with the largest distance from a fixed vertex, we obtain a sharper estimate.
The proposition compares the value of a general function w on a simplex to the
convex combination of the values at the vertices of the simplex. Note that, given a
simplex, we can choose one of its vertices as x0.
Proposition 3. Let x0, x1, . . . , xk ∈ Rd be affinely independent vectors, define
T := co (x0, x1, . . . , xk) and h‖.‖1 = max
j=0,...,k
‖xj − x0‖1 as the largest distance from
any vertex xj to x0 under the 1-norm. Consider a point x =
∑k
i=0 λixi ∈ T with
λi ≥ 0 and
∑k
i=0 λi = 1. Let U ⊂ Rd be an open set with T ⊂ U .
Let w ∈ C2(U,R), then∣∣∣∣∣w (
k∑
i=0
λixi
)
−
k∑
i=0
λiw(xi)
∣∣∣∣∣ ≤
(
max
z∈T
max
r,s=1,...,d
∣∣∣ ∂2w(z)
∂xr∂xs
∣∣∣) h2‖.‖1 . (30)
Proof. From Taylor’s theorem we have, denoting by H(z) the Hessian of w at z
w
( k∑
i=0
λixi
)
=
k∑
i=0
λi
(
w(x0) +∇w(x0)T (xi − x0) + 1
2
(xi − x0)TH(z)
k∑
j=0
λj(xj − x0)
)
.
for some z on the line segment between x0 and
∑k
i=0 λixi.
Again, by Taylor’s theorem we have for every i = 0, 1, . . . , k that
w(xi) = w(x0) +∇w(x0)T (xi − x0) + 1
2
(xi − x0)TH(zi)(xi − x0)
for some zi on the line segment between x0 and xi. Hence, denoting BS :=
max
z∈T
‖H(z)‖max =
(
max
z∈T
max
r,s=1,...,d
∣∣∣ ∂2w(z)∂xr∂xs ∣∣∣) and using that a simplex is convex
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we have∣∣∣∣w( k∑
i=0
λixi
)
−
k∑
i=0
λiw(xi)
∣∣∣∣
=
1
2
∣∣∣∣ k∑
i=0
λi(xi − x0)T
(
H(z)
k∑
j=0
λj(xj − x0) +H(zi)(xi − x0)
)∣∣∣∣
≤ 1
2
∥∥∥∥ k∑
i=0
λi (xi − x0)
∥∥∥∥
1
(∥∥∥∥H(z) k∑
j=0
λj(xj − x0)
∥∥∥∥
∞
+
∥∥∥∥H(zi) (xi − x0)∥∥∥∥
∞
)
≤ 1
2
∥∥∥∥ k∑
i=0
λi (xi − x0)
∥∥∥∥
1
(
‖H(z)‖max‖xj − x0‖1 + ‖H(zi)‖max‖xi − x0‖1
)
≤ BS h2‖.‖1 ,
where we have used ‖Ax‖∞ ≤ ‖A‖max ‖x‖1.
Using the proposition for w = v′ on a simplex T = co(x0, . . . , xd), we obtain for
a function v ∈ C3(Rd,R) and f ∈ C2(Rd,Rd)
v′(x) ≤ max
i=0,...,d
v′(xi) +
(
max
z∈T
max
r,s=1,...,d
∣∣∣∂2v′(z)
∂xr∂xs
∣∣∣) h2‖.‖1 . (31)
We will estimate both factors in the last term.
We will first study the last factor in (31). We consider the two triangulations
introduced earlier in the section. Recall that for a simplex with vertices x0, . . . , xd
we have defined h‖·‖1 = maxj=0,...,d ‖xj − x0‖1, where x0 is a fixed vertex. For the
standard and the centered triangulations, we will determine the optimal choice of
the vertex x0 within a simplex in the sense that it minimizes h‖·‖1 . It turns out
that for even dimensions d, the standard triangulation enables us to choose the
vertex x0 as the “middle vertex” with minimal distance to all other vertices, while
for odd dimensions it is better to choose the centered triangulation and choosing x0
to be the center vertex. We will determine h‖·‖1 in each of these cases. For a more
detailed analysis that these choices use fewer points in the grid Yod see [11].
The following lemma gives the formula to determine the optimal choice of the
vertex x0 in a simplex T of a square configuration, as well as the corresponding
value of h‖.‖1 .
Lemma 5.4. Let d be even. Let TzJσ be a simplex of the standard triangulation
TS(h1). The optimal choice of the vertex x0 in Proposition 3 is the middle point
xm with m =
d
2
xm := R
J
(
z +
d
2∑
j=1
eσ(j)
)
h1. (32)
and the maximum distance from any vertex xi, i = 1, 2, . . . , d to x0 in the 1-norm is
h‖.‖1 := max
i=1,2,...,d
‖xi − x0‖1 = d
2
h1, (33)
where h1 is the distance between the equally distanced grid points in all directions
of the space.
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Proof. Fix a vertex xk = R
J
(
z +
∑k
j=1 eσ(j)
)
h1, k = 1, . . . , d. The distance
between xk and another vertex xi, i = 1, . . . , d of TzJσ is
‖xi − xk‖1 =
∥∥∥∥(z + i∑
j=1
eσ(j)
)
h1 −
(
z +
k∑
j=1
eσ(j)
)
h1
∥∥∥∥
1
,
=
∥∥∥∥( i∑
j=1
eσ(j) −
k∑
j=1
eσ(j)
)
h1
∥∥∥∥
1
,
≤ max(k, d− k) h1.
This is minimal for k = d2 and we have
max
i=1...,d
‖xi − xm‖1 = d
2
h1.
For the centered triangulation, using the center point as vertex x0 is an optimal
choice in any dimension.
Lemma 5.5. Let T kzJσ, k = 1, 2, be a simplex of the centered triangulation TC(h1).
An optimal choice of the vertex x0 in Proposition 3 is the center point
xc := R
J
(
z +
1
2
d∑
j=1
eσ(j)
)
h1,
and the maximal distance in the 1-norm from any vertex is
h‖.‖1 =
d
2
h1. (34)
Proof. For T 2zJσ we obtain for the center point
‖xi − xc‖1 = h1
∥∥∥∥z + i∑
j=1
eσ(j) −
(
z +
1
2
d∑
j=1
eσ(j)
) ∥∥∥∥
1
=
h1
2
∥∥∥∥ i∑
j=1
eσ(j) −
d∑
j=i+1
eσ(j)
∥∥∥∥
1
=
dh1
2
for all i = 0, . . . , d− 1. Hence, h‖·‖1 ≥ dh12 for any choice of x0. Choosing x0 to be
xc gives h‖·‖1 =
dh1
2 . This shows that the center point is an optimal choice. The
argument for T 1zJσ is similar.
In even dimensions, it is better to use TS(h1) instead of TC(h1), as we obtain the
same fill distance with fewer points; for a detailed comparison see [11].
Now we study the first factor in (31) by following the arguments used in the
proof of Proposition 2 and taking a further derivative.
Proposition 4 (The second derivative of the orbital derivative).
Let f ∈ C2(Rd,Rd) and v ∈ C3(Rd,R) be an RBF approximant of the form (9)
with a radial basis function ψ := ψ0(r) ∈ C4(R+0 ,R). Let K˜ ⊂ Rd be a compact set
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and XRBF = {x1, . . . , xN} ⊂ K˜ be a set of N pairwise distinct points which are no
equilibria.
Then the second derivative of the orbital derivative v′ can be bounded by∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ β([Ψ4,4 + 6Ψ3,2 + 3Ψ2,0]F 2 + [2Ψ3,3 + 6Ψ2,1]FD1
+[Ψ2,2 + Ψ1,0]FD2
)
=: d2, (35)
for all x ∈ K˜ and all i, j ∈ {1, . . . , d}, where
• F := max
x∈K˜
‖f(x)‖2,
• D1 := max
x∈K˜
max
j∈1,...,d
∥∥∥∂f(x)∂xj ∥∥∥2,
• D2 := max
x∈K˜
max
i,j∈1,...,d
∥∥∥ ∂2f(x)∂xi∂xj ∥∥∥2,
• β := ∑Nk=1 |βk|.
Proof. We differentiate the right-hand side of equation (23) stated in the proof of
Proposition 2 as follows
∂2v′(x)
∂xi∂xj
=
N∑
k=1
βk
(
ψ4(‖x− xk‖2)(x− xk)i(x− xk)j〈x− xk, f(x)〉〈xk − x, f(xk)〉
+ψ3(‖x− xk‖2) δij 〈x− xk, f(x)〉〈xk − x, f(xk)〉
+ψ3(‖x− xk‖2)(x− xk)j fi(x)〈xk − x, f(xk)〉
+ψ3(‖x− xk‖2) (x− xk)j
( d∑
l=1
(x− xk)l ∂fl(x)
∂xi
)
〈xk − x, f(xk)〉
−ψ3(‖x− xk‖2) (x− xk)j 〈x− xk, f(x)〉fi(xk)
+ψ3(‖x− xk‖2)(x− xk)i fj(x)〈xk − x, f(xk)〉
+ψ2(‖x− xk‖2) ∂fj(x)
∂xi
〈xk − x, f(xk)〉
−ψ2(‖x− xk‖2)fj(x)fi(xk)
+ψ3(‖x− xk‖2)(x− xk)i
( d∑
l=1
(x− xk)l ∂fl(x)
∂xj
)
〈xk − x, f(xk)〉
+ψ2(‖x− xk‖2)∂fi(x)
∂xj
〈xk − x, f(xk)〉
+ψ2(‖x− xk‖2)
( d∑
l=1
(x− xk)l ∂
2fl(x)
∂xi∂xj
)
〈xk − x, f(xk)〉
−ψ2(‖x− xk‖2)
( d∑
l=1
(x− xk)l ∂fl(x)
∂xj
)
fi(xk)
−ψ3(‖x− xk‖2)(x− xk)i〈x− xk, f(x)〉 fj(xk)
−ψ2(‖x− xk‖2) fi(x) fj(xk)
−ψ2(‖x− xk‖2)
( d∑
l=1
(x− xk)l ∂fl(x)
∂xi
)
fj(xk)
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−ψ3(‖x− xk‖2) (x− xk)i (x− xk)j 〈f(x), f(xk)〉
−ψ2(‖x− xk‖2) δij 〈f(x), f(xk)〉
−ψ2(‖x− xk‖2) (x− xk)j
( d∑
l=1
∂fl(x)
∂xi
fl(xk)
)
−ψ2(‖x− xk‖2) (x− xk)i
( d∑
l=1
∂fl(x)
∂xj
fl(xk)
)
−ψ1(‖x− xk‖2)
( d∑
l=1
∂2fl(x)
∂xi∂xj
fl(xk)
))
.
Taking the absolute value and simplifying gives the result.
For specific RBFs we have the following results, using the estimates in the ap-
pendix.
Corollary 2. For the RBF ψ(r) = φ6,4(cr) given by Wendland’s compactly sup-
ported RBF with c > 0 we have∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ β(31, 569.83175 c4F 2 + 3, 871.865331 c3FD1
+224.9593807 c2FD2
)
= d2, (36)
where F , D1 and D2 were defined in Proposition 4.
For the RBF ψ(r) = φ7,5(cr) given by Wendland’s compactly supported RBF
with c > 0 we have∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ β(77, 011.58265 c4F 2 + 8, 820.846148 c3FD1
+472.6841934 c2FD2
)
= d2. (37)
For the Gaussian RBF ψ(r) = exp(−2r2) with  > 0 we have∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ β(30.31967130 ε4F 2 + 16.85182708 ε3FD1
+3.471517765 ε2FD2
)
= d2. (38)
In the following theorem we summarize the results to obtain an estimate involving
the second derivatives. To estimate the second derivatives in (39), we can use
Proposition 4. As K˜ ⊂ K, we can also use take the maximum in Proposition 4 over
K rather than K˜.
Theorem 5.6. Let K be a compact set, v ∈ C3(Rd,R) and f ∈ C2(Rd,Rd).
For d even let T = {Tν ∈ TS(h1) | Tν ⊂ K}, i.e. the simplices of the stan-
dard triangulation with side length h1 that are fully contained in K. For d odd let
T = {Tν ∈ TC(h1) | Tν ⊂ K}, i.e. the simplices of the centered triangulation with
side length h1 that are fully contained in K. Let Yod = VT and K˜ = DT .
Then K˜ ⊂ K and
v′(x) ≤ max
y∈Yod
v′(y) +
d2
4
(
max
x∈K˜
max
i,j=1,...,d
∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣) h21 (39)
for all x ∈ K˜.
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Proof. By construction, each point x ∈ K˜ = DT lies in a simplex Tν . Using Propo-
sition 3, see (31), for that simplex together with Lemma 5.4 or 5.5, respectively, we
obtain the statement.
Remark 5. Note that if the set K is of the form K = ([A1, B1]× . . .× [Ad, Bd]) \
((a1, b1)× . . .× (ad, bd)) and Ai, Bi, ai, bi ∈ h1Z, then K˜ = K.
6. Converse theorem. In this section we present an algorithm to choose the sets
XRBF and Yod recursively and show that the verification will always succeed. We
prove the following theorem based on the second estimate with the second derivative,
but a similar result holds for the estimate with the first deriative, replacing the
requirement on h1 with h1 ≤ 10−κβκ . The theorem shows that by refining the sets
XRBF and Yod in a particular way provides an algorithm which will always terminate
and successfully construct and verify a Lyapunov function.
Theorem 6.1. Let x0 be an exponentially stable equilibrium of x˙ = f(x) with
f ∈ Cσ(Rd,Rd), σ ≥ 3. Let E be an open neighborhood of x0 such that E ⊂ A(x0).
Let E ⊂ K0 ⊂ A(x0) be a compact set with Lipschitz continuous boundary. Let
K = K0 \ E, Ω = K◦ and assume K = Ω.
Choose the sets XRBF and Yod in the following way: in the κ-th step, κ ∈ N
• choose XκRBF ⊂ Ω, consisting of Nκ points, such that the fill distance of XκRBF
in Ω satisfies hRBF ≤ 10−κ
• compute the RBF approximation of the form (7) with collocation points XκRBF
and Wendland function as radial basis function, see Theorem 3.1, and denote
βκ =
∑Nκ
j=1 βj
• let h1 ≤ 10−κ√
βκ
, follow Theorem 5.6, using the triangulation T = TC(h1) or
TS(h1), and set Y
κ
od = VT and K˜κ = DT .
Then there exists a fixed constant κ∗ such that for all κ ≥ κ∗ the right-hand side of
(39) is negative.
Proof. Choose  > 0 so small that B√2(x0) ⊂ E. Let v be an RBF approxi-
mant constructed by approximating the solution of the Lyapunov function satisfying
V ′(x) = −‖x− x0‖22, using the RBF method. Define κ1 by
C 10−κ1(k−1/2)‖V ‖
W
k+(d+1)/2
2 (Ω)
= ,
where C is the constant from (13). For κ ≥ κ1 we thus have
Ch
k−1/2
RBF ‖V ‖Wk+(d+1)/22 (Ω) ≤ .
Since Yod ⊂ K˜ ⊂ K = Ω, we have in particular
max
y∈Yod
v′(y) ≤ max
y∈Yod
V ′(y) +  ≤ −2+  = −.
We will show that the right-hand side of Theorem 5.6 satisfies
max
y∈Yod
v′(y)︸ ︷︷ ︸
≤ −
+βκ C
′ d
2
4
h21︸ ︷︷ ︸
≤ 2
≤ − 
2
< 0, (40)
where βκ C
′ = d2 is the upper bound on max
x∈K
max
i,j=1,...,d
∣∣∣∂2v′(x)∂xi∂xj ∣∣∣ from Proposition 4,
which depends only on f and K, using K˜ ⊂ K. Define κ2 through 10−κ2 =
√
2
d2 C′ .
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Note that (40) holds if
βκ C
′ d
2
4
h21 ≤

2
⇔ h1 ≤
√
2
d2 βκ C
′ , (41)
which is true if κ ≥ κ2. This shows the statement for κ∗ = max(κ1, κ2).
In Theorem 6.1 we have used an equidistant grid as checking grid Yod. One could,
however, alternatively start with a coarse checking grid Yod and use (39) to estimate
h1 locally. This would lead to an adaptive refinement of the checking grid.
7. Examples. This section illustrates how to apply these verification estimates
to check that the RBF approximant v is a Lyapunov function. The steps of the
verification procedure are:
1. Fix a compact set K0 ⊂ Rd. Choose the two subsets XRBF ⊂ K0 \ {x0},
for the construction method, and Yod according to the respective estimates,
where h1 will be determined later. Calculate the quantities F , D1 and D2.
2. Fix a radial basis function Ψ(x) = ψ(‖x‖2).
3. Approximate the Lyapunov function V , using the RBF construction method
and calculate β.
4. Substitute F,D1, D2 and β in the formulas of the first and second derivatives
of the orbital derivative (22) and (35), respectively, to obtain an upper bound
d1, d2, respectively.
5. Fix E ⊂ Rd, a small, open neighborhood of x0, set K = K0 \ E and choose
h1, using the estimates to obtain a rule of thumb for the order of h1, i.e., the
density of the checking grid Yod: for the second estimate, e.g., assuming that
v′(y) ≤ 12 maxx∈K V ′(x), we choose h1 ≤
√
2
d2d2
|maxx∈K V ′(x)|. Determine
K˜, depending on the compact set K and the rules of the first or second order
estimate and determine max
y∈Yod
v′(y).
6. Use Proposition 1 or Theorem 5.6 to show v′(x) < 0 for all x ∈ K˜, if yes then
the constructed function v is a Lyapunov function in K˜.
7. Otherwise, if 6. fails, then we need XRBF and/or Yod to be denser, see
Theorem 6.1.
Example 1. Consider the nonlinear system with exponentially stable equilibrium
x0 = (0, 0) {
x˙ = − 12x+ 14xy,
y˙ = − 14y + 16x3.
We have fixed a compact set K0 = [−1, 1]2 ⊂ R2 and the set E = (−0.3, 0.3)2
and define K = K0 \E. We have calculated the following quantities, where K˜ = K
as we will see later:
F := max
x∈K˜
‖f(x)‖2 =
√
53
72 = 0.8580,
D1 := max
x∈K˜
max
j=1,2
∥∥∥∂f(x)∂xj ∥∥∥2 = √134 = 0.9014,
D2 := max
x∈K˜
max
i,j=1,2
∥∥∥ ∂2f(x)∂xi∂xj ∥∥∥2 = 1.
We choose the collocation points
XRBF =
{
(x, y) ∈ R2 | (x, y) ∈
{
0,±1
3
,±2
3
,±1
}}
\{(0, 0)} (42)
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Figure 4. Collocation points (blue).
and hence have N = 48 collocation points, see Figure 4. We will use the second esti-
mate and will consider the same example with three different radial basis functions,
namely the Wendland functions φ6,4, φ7,5 and the Gaussians.
7.1. Wendland φ6,4. We have chosen the Wendland basis function ψ(‖x‖2) =
φ6,4(c‖x‖2) with c = 0.3. Then we have approximated the Lyapunov function
satisfying V ′(x) = −‖x‖22, and by solving the resulting linear system we obtained
β =
∑48
k=1 |βk| = 125.4298. The linear system was solved in 1.45 sec. (36) gives us
max
x∈K˜
max
i,j=1,2
∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ 3.5930 · 104 = d2. (43)
We choose h1 =
1
900 = 1.1111 · 10−3 ≤
√
2
d2d2
|maxx∈K V ′(x)| =
√
1
2d2
0.32 =
1.1191 · 10−3. We define Yod = K ∩ TS(h1). We evaluate v′ on the 2,955,604 points
of Yod and obtain max
y∈Yod
v′(y) = −0.09013. The time for the evaluation is 39.68
min. Since K is of the form [A,B]2 \ (a, b)2 and we use a triangulation such that
0.3/h1 ∈ N, we have K˜ = K, see Remark 5.
Hence, for all x ∈ K˜ we have with Theorem 5.6
v′ (x) ≤ max
y∈Yod
v′(y) +
(
max
z∈K˜
max
r,s=1,2
∣∣∣∣∂2v′(z)∂xr∂xs
∣∣∣∣) h21,
≤ −0.09013 + 3.5930 · 104 · 1.2346 · 10−6 = −0.0457708.
Thus, v′(x) < 0 holds for all x ∈ K˜ = K, i.e., v is a Lyapunov function in K˜ =
K0 \ E. Figure 5 shows the constructed Lyapunov function v(x), right, as well as
its orbital derivative v′(x), left, which approximates −‖x‖2 well.
When choosing fewer collocation points such as the N = 24 points
XRBF =
{
(x, y) ∈ R2 | (x, y) ∈
{
0,±1
2
,±1
}}
\{(0, 0)},
22 PETER GIESL AND NAJLA MOHAMMED
-2.5
1
-2
-1.5
0.5 1
v'
(x
,y
) -1
0.5
y
-0.5
0
x
0
0
-0.5 -0.5
-1 -1
-4
1
-3
-2
0.5 1
v(x
,y)
-1
0.5
y
0
0
x
1
0
-0.5
-0.5
-1
-1
Figure 5. Approximation with φ6,4. Left: Orbital derivative
v′(x, y), which approximates −‖(x, y)‖2 well. Right: Constructed
Lyapunov function v(x, y).
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Figure 6. Approximation with too few points. Left: Orbital
derivative v′(x, y), which does not approximate −‖(x, y)‖2 well.
Right: Collocation points (blue) and the level set v′(x, y) = 0 (red),
which indicates areas where v′(x, y) > 0 near the origin.
the function v′(x) does not approximate −‖x‖2 well, see Figure 6, left, and has an
area, where v′(x) > 0. This area is displayed in red in Figure 6, right, together with
the collocation points.
Remark 6. When using the first order estimate, a rule of thumb gives us a worse
estimate for h1, so we would need more points in the checking grid Yod.
Indeed, using (24) we obtain, using the collocation points (42) and the parameters
at the start of this section,
max
z∈K˜
max
j=1,2
∣∣∣∣∂v′(z)∂xj
∣∣∣∣ ≤ 6.7901 · 103 = d1.
The best distribution of points in the checking grid Yod is the centered configu-
ration. Therefore, to determine the density of Yod, we use (17), assuming K˜ ≈ K
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and max
y∈Yod
v′(y) ≤ −0.09/2
v′(x) ≤ max
y∈Yod
v′(y) +
1
2
max
z∈K˜
max
j=1,2
∣∣∣∣∂v′(z)∂xj
∣∣∣∣ h1,
≤ −0.045 + 1
2
d1h1.
For this to be negative we need
h1 ≤ 0.09
d1
= 1.3255 · 10−5.
This requires a much smaller h1 than the second estimate above, which was h1 ≤
1.1191 · 10−3.
7.2. Wendland φ7,5. We have chosen the Wendland basis function ψ(‖x‖2) =
φ7,5(c‖x‖2) with c = 0.3. Then we have approximated the Lyapunov function
satisfying V ′(x) = −‖x‖22, and by solving the resulting linear system we obtained
β =
∑48
k=1 |βk| = 74.9488. The linear system was solved in 1.72 sec. (37) gives us
max
x∈K˜
max
i,j=1,2
∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ 5.0955 · 104 = d2. (44)
We choose h1 =
1
1100 = 9.0909 · 10−4 ≤
√
2
d2d2
|maxx∈K V ′(x)| =
√
1
2d2
0.09 =
9.3975 · 10−4. We define Yod = K ∩ TS(h1). We evaluate v′ on the 4,413,204 points
of Yod and obtain max
y∈Yod
v′(y) = −0.09007. The time for the evaluation is 60.42
min. Since K is of the form [A,B]2 \ (a, b)2 and we use a triangulation such that
0.3/h1 ∈ N, we have K˜ = K, see Remark 5.
Hence, for all x ∈ K˜ we have with Theorem 5.6
v′ (x) ≤ max
y∈Yod
v′(y) +
(
max
z∈K˜
max
r,s=1,2
∣∣∣∣∂2v′(z)∂xr∂xs
∣∣∣∣) h21,
≤ −0.09007 + 5.0955 · 104 · 8.2645 · 10−7 = −0.04796.
Thus, v′(x) < 0 holds for all x ∈ K˜ = K, i.e., v is a Lyapunov function in K˜ =
K0 \ E.
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Figure 7. Approximation with φ7,5. Left: Orbital derivative
v′(x, y), which approximates −‖(x, y)‖2 well. Right: Constructed
Lyapunov function v(x, y).
24 PETER GIESL AND NAJLA MOHAMMED
Figure 7 shows the constructed Lyapunov function v(x), right, as well as its
orbital derivative v′(x), left, which approximates −‖x‖2 well.
7.3. Gaussian. We have chosen the Gaussian radial basis function ψ(‖x‖2) =
exp(−2‖x‖22) with  = 1.5. Then we have approximated the Lyapunov function
satisfying V ′(x) = −‖x‖22, and by solving the resulting linear system we obtained
β =
∑48
k=1 |βk| = 204.5976. The linear system was solved in 1.36 sec. (38) gives us
max
x∈K˜
max
i,j=1,2
∣∣∣∣∂2v′(x)∂xi∂xj
∣∣∣∣ ≤ 3.3487 · 104 = d2. (45)
We choose h1 =
1
1000 = 10
−3 ≤
√
2
d2d2
|maxx∈K V ′(x)| =
√
1
2d2
0.09 = 1.1592 ·10−3.
We define Yod = K ∩ TS(h1). We evaluate v′ on the 3,648,004 points of Yod and
obtain max
y∈Yod
v′(y) = −0.08907. The time for the evaluation is 44.5 min. Since K
is of the form [A,B]2 \ (a, b)2 and we use a triangulation such that 0.3/h1 ∈ N, we
have K˜ = K, see Remark 5.
Hence, for all x ∈ K˜ we have with Theorem 5.6
v′ (x) ≤ max
y∈Yod
v′(y) +
(
max
z∈K˜
max
r,s=1,2
∣∣∣∣∂2v′(z)∂xr∂xs
∣∣∣∣) h21,
≤ −0.08907 + 3.3487 · 104 · 10−6 = −0.05558.
Thus, v′(x) < 0 holds for all x ∈ K˜ = K, i.e., v is a Lyapunov function in K˜ =
K0 \ E.
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Figure 8. Approximation with exp(−2r2). Left: Orbital deriv-
ative v′(x, y), which approximates −‖(x, y)‖2 well. Right: Con-
structed Lyapunov function v(x, y).
Figure 8 shows the constructed Lyapunov function v(x), right, as well as its
orbital derivative v′(x), left, which approximates −‖x‖2 well.
7.4. Summary. The computation of the Lyapunov function is of complexityO(N3),
where N is the number of collocation points in XRBF , as it requires to solve a sys-
tem of N linear equations for β. This is very fast compared to the evaluation of
v′ at all M points of the checking grid, which has complexity O(NM), mainly be-
cause M is very large. However, the evaluation at one point is independent of the
evaluation at the other points, hence, this can be parallelised and the performance
can be improved.
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All three radial basis functions performed well in this example; the Gaussian
radial basis function shows a larger error between the orbital derivative and −‖x‖2
at the outer boundary ofK, however, the derivative is still negative everywhere. The
fastest computation time was achieved for φ6,4, closely followed by the Gaussians,
and the slowest was φ7,5. This corresponds to the required number of points in the
evaluation grid, however, note that the evaluation time also depends on the number
of terms in the radial basis function, and φ7,5 has more terms than the others.
8. Conclusion. In this paper the RBF construction method for Lyapunov func-
tions was improved by providing rigorous verification estimates for the negativity of
the orbital derivative of the constructed function. These estimates rely on the first
and second derivatives of the orbital derivative and they provide an estimate on the
density of the checking grid, where the sign and value of the orbital derivative of
the constructed function is checked on finitely many points.
Finally, we have proved that the verification estimates together with the RBF
method to construct Lyapunov functions provide a successful technique to construct
and verify a Lyapunov function for nonlinear ODEs in Rd with exponentially stable
equilibria.
While the computation of the Lyapunov function is very fast, the verification is
slow due to the high number evaluations at all points of the checking grid. Since
the evaluation of v′ at one point is independent of the evaluation at other points,
the performance time can be improved considerably by employing parallel comput-
ing. More future work includes combining the refinement algorithm for the RBF
construction [12] with the verification estimates introduced in this paper.
This general method of using Taylor-like estimates and the particular form of the
RBF approximants can also be used for a-posteriori estimates of other applications
of meshfree collocation.
Appendix A. Product formulas. Here we will show how to calculate the quan-
tities Ψi,k, see (21), for the Wendland and the Gaussian radial basis function. Simi-
larly, this process can be applied to any radial basis function which decreases faster
than polynomially as r →∞ so that Ψi,k <∞.
A.1. Wendland function φ6,4. We fix the Wendland function φ6,4, and calculate
the derivatives ψi, i = 1, . . . , 4; here, x+ = x for x ≥ 0 and x+ = 0 for x < 0.
φ6,4(cr) =: ψ0(r) = (1− cr)10+ [5 + 50cr + 210c2r2 + 450c3r3 + 429c4r4].
ψ1(r) = −26 c2(1− cr)9+[5 + 45cr + 159c2r2 + 231c3r3].
ψ2(r) = 3, 432 c
4(1− cr)8+[1 + 8cr + 21c2r2].
ψ3(r) = −102, 960 c6(1− cr)7+(1 + 7cr).
ψ4(r) = 5, 765, 760 c
8(1− cr)6+.
It is clear that limr→0 ψi(r) exists for all i = 0, . . . , 4.
Then, we calculate the values of the product functions by finding the maximum,
for more details see [11]
Ψ4,4 = 5, 765, 760 c
8 sup
r∈[0,∞)
(1− cr)6+ r4 = 6886.586844 c4.
Ψ3,3 = 102, 960 c
6 sup
r∈[0,∞)
(1− cr)7+(1 + 7cr) r3 = 746.8301582 c3.
26 PETER GIESL AND NAJLA MOHAMMED
Ψ3,2 = 102, 960 c
6 sup
r∈[0,∞)
(1− cr)7+(1 + 7cr) r2 = 2397.874152 c4.
Ψ2,2 = 3, 432 c
4 sup
r∈[0,∞)
(1− cr)8+(1 + 8cr + 21c2r2) r2 = 94.95938071 c2.
Ψ2,1 = 3, 432 c
4 sup
r∈[0,∞)
(1− cr)8+(1 + 8cr + 21c2r2) r = 396.3675025 c3.
Ψ2,0 = 3, 432 c
4 sup
r∈[0,∞)
(1− cr)8+(1 + 8cr + 21c2r2) = 3, 432 c4.
Ψ1,0 = 26 c
2 sup
r∈[0,∞)
(1− cr)9+(5 + 45cr + 159c2r2 + 231c3r3) = 130 c2.
A.2. Wendland function φ7,5. We fix the Wendland function φ7,5, and calculate
the derivatives ψi, i = 1, . . . , 4; here, x+ = x for x ≥ 0 and x+ = 0 for x < 0.
φ7,5(cr) =: ψ0(r) = (1− cr)12+ [9 + 108cr + 566c2r2 + 1, 644c3r3
+2, 697c4r4 + 2, 048c5r5].
ψ1(r) = −272 c2(1− cr)11+ [1 + 11cr + 51c2r2 + 121c3r3 + 128c4r4].
ψ2(r) = 1, 632 c
4(1− cr)10+ [5 + 50cr + 197c2r2 + 320c3r3].
ψ3(r) = −84, 864 c6(1− cr)9+[3 + 27cr + 80c2r2].
ψ4(r) = 9, 335, 040 c
8(1− cr)8+[1 + 8cr].
It is clear that limr→0 ψi(r) exists for all i = 0, . . . , 4.
Then, we calculate the values of the product functions by finding the maximum.
Ψ4,4 = 17, 195.47617 c
4.
Ψ3,3 = 1, 714.536302 c
3.
Ψ3,2 = 5, 889.351080 c
4.
Ψ2,2 = 200.6841934 c
2.
Ψ2,1 = 898.6289240 c
3.
Ψ2,0 = 8, 160 c
4.
Ψ1,0 = 272 c
2.
A.3. Gaussians. First, we state the formulas of the Gaussian RBF with parameter
ε > 0 and the derivatives ψi, i = 1, . . . , 4:
ψ0(r) = e
−ε2 r2 .
ψ1(r) = −2 ε2 e−ε2 r2 .
ψ2(r) = 4 ε
4 e−ε
2 r2 .
ψ3(r) = −8 ε6 e−ε2 r2
ψ4(r) = 16 ε
8 e−ε
2 r2 .
It is clear that limr→0 ψi(r) exists for all i = 0, . . . , 4.
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Then, we calculate the values of the product functions, for the full calculations
see [11]
Ψ4,4 = 16 ε
8 sup
r∈[0,∞)
e−ε
2 r2 r4 = 64e−2 ε4.
Ψ3,3 = 8 ε
6 sup
r∈[0,∞)
e−ε
2 r2 r3 = 12
√
3
2
e−3/2 ε3.
Ψ3,2 = 8 ε
6 sup
r∈[0,∞)
e−ε
2 r2 r2 = 8e−1 ε4.
Ψ2,2 = 4 ε
4 sup
r∈[0,∞)
e−ε
2 r2 r2 = 4e−1 ε2.
Ψ2,1 = 4 ε
4 sup
r∈[0,∞)
e−ε
2 r2 r =
√
8e−1/2 ε3.
Ψ2,0 = 4 ε
4 sup
r∈[0,∞)
e−ε
2 r2 = 4 ε4.
Ψ1,0 = 2 ε
2 sup
r∈[0,∞)
e−ε
2 r2 = 2 ε2.
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