Abstract. In this paper we prove the following pointwise and curvaturefree estimates on convexity radius, injectivity radius and local behavior of geodesics in a complete Riemannian manifold M :
Introduction
Let M n be a complete Riemannian manifold of dimension n without boundary. The injectivity radius of a point p ∈ M , inj(p), is defined to be the supremum of radius of open metric balls centered at p that contains no cut points of p. The conjugate radius of p, conj(p), is defined as the supremum of the radius of open balls centered at the origin of the tangent space T p M which contains no critical point of exponential map exp p :
An open set U ⊂ M is called convex, if any two points in U are joined by a unique minimal geodesic in M and its image lies in U . Following Klingenberg ( [18] ), we call an open ball B r (p) strongly convex 1 , if any B s (q) ⊂ B r (p) is convex. The convexity radius of p ( [18] ), conv(p), is defined to be the supremum of radius of strongly convex open balls centered at p. The injectivity radius of M is defined by inj(M ) = inf p∈M inj(p). The conjugate radius of M , conj(M ) and the convexity radius of M , conv(M ) are defined similarly as inj(M ).
It is a classical result by Whitehead ([24] ) that conv(p) > 0. Let C be a compact set containing B r (p), and let K be the supremum of sectional curvature on C, then the convexity radius of p satisfies the following lower bound (cf. [24, 6, 18] ), (1.1) conv(p) ≥ min{r, π 2 √ K , 1 2 inj(C)}, where π √ K is viewed as ∞ for K ≤ 0. Our first main result in this paper is a new estimate on convexity radius, which is local, curvature-free and improves Whitehead's theorem. Let the focal radius of p ( [10] ), denoted by foc(p), be defined as the supremum of the radius of open balls centered at the origin of T p M such that for each tangent vector v in the ball and any normal Jacobi field J along the radial geodesic exp p tv with J(0) = 0, d dt |J(t)| > 0 (0 < t ≤ 1). It is the largest radius of balls on the tangent space of p such that the distance function to the origin remains strictly convex with respect to the pullback metric (see [10] or Lemma 2.4). For simplicity in the remaining of the paper we use K to denote the supremum of sectional curvature on M . Because foc(U ) ≥ π 2 √ K , it is clear that (1.2) implies (1.1). The equality in (1.2) holds for all Riemannian homogeneous space, but (1.2) may be strict on a locally symmetric space (see Example 4.3) .
Let us recall the traditional method (see [24, 6, 22, 17] ) to find a convex neighborhood of p on M , whose first step is to choose an open set U around p such that U is contained in "normal coordinates" of any point x ∈ U , or equivalently, U contains no cut point of any point x ∈ U . Then any smaller neighborhood W ⊂ U would be strongly convex once the distance function d(·, x) is strictly convex for any x ∈ W . Though the convexity of distance function can be guaranteed through either the focal radius or the upper sectional curvature bound K, the size of U and hence W cannot be explicitly determined unless a decay rate of injectivity radius (cf. [8, 7] ) nearby is known. In the proof of Theorem 1.1, we will show that no cut points occur in B 1 2 inj(p) (p) for any x around p in distance d(x, p) < 1 2 conj(x). The second main result in this paper is that the injectivity radius admits Lipschitz decay near p if inj(p) < ∞ and is not realized by its conjugate radius. Theorem 1.2. For any p, q in a complete Riemannian manifold,
In particular, if M contains no conjugate points, then inj :
It is well-known that inj(p) is continuous in p ( [18] ). And it is easy to see that conj(p) is continuous but not Lipschitz in p in general (for example, points in a paraboloid of revolution). Remark 1.3. Theorem 1.1 and 1.2 are inspired by a recent paper [20] by Mei, where the following lower bound on the convexity radius 2 of p and the decay of injectivity radius around p were proved,
A significant improvement of (1.4) from the classical local estimate (1.1) on convexity radius is that no injectivity radii of nearby points around p are involved. In Mei's proofs of (1.4) and (1.5), curvature comparison with respect to K is applied as the first step to avoid minimal geodesics going into places where d(·, p) is not convex (see Lemma 2.3 and Theorem 3.1 in [20] ). Since Theorem 1.1 and Theorem 1.2 are free of curvature, they cannot follow from his arguments. Moreover, according to [12] , there are manifolds without focal/conjugate points whose sectional curvature changes sign. Therefore (1.2) (resp. (1.3)) improves (1.4) (resp. (1.5)). Remark 1.4. Both the decay rate of injectivity radius by Cheeger-GromovTaylor (Theorem 4.7 in [7] ) and by Cheng-Li-Yau (Theorem 1 in [8] ) require the absence of conjugate points and depend crucially on the lower bound of the Ricci or sectional curvature on M respectively. Hence they fail to apply as the lower bound of Ricci curvature goes to −∞. However, by (1.3) injectivity radius always admits Lipschitz decay rate inside B inj(p) (p) in absence of conjugate points. In general (1.3) is sharp in the sense that for any ǫ > 0, there are counterexamples such that
does not hold (see Example 4.4).
By (1.1) the convexity radius of M admits the following lower bound,
Let the focal radius of M , foc(M ), be defined similarly as the injectivity radius of M . Riemannian Manifolds with infinity focal radius are first studied in [21] . Recently Dibble improved (1.6) to the following equality.
Since (1.7) easily follows from Theorem 1.1, (1.2) can be viewed as its local version.
Gulliver [12] proved that the longest geodesic in a convex ball B r (p) of M is the diameter of B r (p), provided the decay of sectional curvature away from p satisfies certain convexity assumption. In particular, it was proved in [12] that any geodesic in B r (p) with
has length ≤ 2r. Clearly, the conclusion fails to hold for r > inj(p) in general, because closed geodesics may exist in B r (p). Since the convexity of B r (p) is essential in his proof, Gulliver suspected ( [12] ) that such conclusion unlikely remains true if the curvature assumptions in (1.8) are replaced by weaker convexity hypothesis. However, our next theorem shows that his conclusion generally holds inside half of conjugate radius without any convexity assumption. In literature another convexity radius of p (cf. [19, 5, 22] ) are more commonly used, which is defined to be the supremum of r > 0 such that any open ball of radius ≤ r centered at p is convex. To clarify these two concepts we call the latter concentric convexity radius of p and denote it by conv ct (p). The difference between convexity radius and the concentric case is, the latter does not require that balls contained in B r (p) centered at other points than p are also convex. Clearly, conv ct (p) ≥ conv(p), and conv ct (M ) = conv(M ).
The author finds that sometimes the continuity of conv ct (p) is confused with that of conv(p) in literature (eg. [2, 13] ). By definition, conv(p) is clearly 1-Lipschitz in p. In contrast, conv ct (p) may be not continuous in p, and it may well happen that conv ct (p) > conv(p). In this paper we will clarify these two different concepts and give explicit counterexamples on the discontinuity of conv ct . We state it as the following theorem. Theorem 1.7. Any smooth manifold M of dimension ≥ 2 admits a Riemannian metric such that there is a sequence z i of points converging to z with conv ct (z i ) < 2 and conv ct (z) > 10.
By the continuity of convexity radius, in the above theorem we have conv ct (z) > conv(z). The Riemannian metrics constructed by Gulliver in [12] satisfies the conclusion of Theorem 1.7. After this paper was put on the arXiv, the author was informed that Dibble had independently constructed examples [9] to show the discontinuity of the concentric convexity radius.
We now give a sketched proof of Theorem 1.1. Recall that Klingenberg's Lemma (cf. [18, 6] , or Lemma 3.1 in Section 3) says that if q is a nearest cut point of p such that q is not conjugate to p along any minimal geodesic connecting them, then there are exactly two minimal geodesics between p and q which form a geodesic loop at p formed by passing through q. It directly follows that the injectivity radius and conjugate radius satisfy
We find that what happens for convexity radius and focal radius is similar to the above. In proving (1.2) the key technical tool is a generalized version of Klingenberg's lemma, as follows.
Lemma 1.8 (Generalized Klingenberg's lemma, [26, 15] ). Let p, q be any two points in M , and x 0 be a cut point of q which minimizes the perimeter function
is not a conjugate of q, then up to a reparametrization there are at most 2 minimal geodesics from p to x 0 , and each of them admits an extension at x 0 that is a minimal geodesic from x 0 to q.
The proofs of Theorem 1.1 and 1.2 are rather simple once the generalized version of Klingenberg's lemma is known. For Theorem 1.1 we argue by contradiction. Let 0 < r ≤ 1 2 inj(p) such that for any point x ∈ U = B inj(p) (p), r ≤ foc(x). By elementary facts on focal radius, the distance function d(x, ·) is convex inside B r (p) where it is smooth. If B r (p) is not strongly convex, then by a standard closed-and-open argument (see the proof of Proposition 2.1) it is not difficult to deduce that there are q, z ∈ B r (p) with z ∈ Cut(q). Let x 0 be a minimum point in Cut(q) of the perimeter function P p;q (x). Then
which implies that x 0 ∈ U . Because d(x 0 , q) is strictly less than 2r ≤ 2 foc(U ), x 0 is not a conjugate point of q. By the generalized Klingenberg's Lemma, we conclude that there is another geodesic from p to q passing through x 0 which lies in U , a contradiction. The proof of Theorem 1.2 is similar.
Remark 1.9. The global version of Lemma 1.8 was first established in [15] , where the same idea as above was applied to conclude the existence of pole points whose injectivity radius is infinite. Here we are using the local version developed in [26] . We will give a quick review and a simplified proof of Lemma 1.8 in Section 3. It turns out that the condition on conjugate points in Theorem 1.2 can be further weakened slightly to "totally conjugate" points defined in [26] (see the last part of Section 3).
We also have similar lower bounds of the concentric convexity radius in terms of foc(p) and conjugate radii around p (see Theorem 3.4). Among other things the existence of convex neighborhoods has been widely used in various problems of differential geometry (see [3] ). Further applications of (1.2) on convex radius and the decay rate of injectivity radius (1.3) would be given in separate papers such as [14] .
The rest of the paper is organized as follows. Based on some basic properties of focal point and focal radius from [21, 10] , a general two-sided bound on (concentric) convexity radius in terms of focal radius is given in Section 2. In Section 3 we first review the generalized Klingenberg's Lemma together with a simple proof, and then prove main theorems 1.1-1.6. Theorem 1.7 is proved in the last Section 4, and other examples mentioned above are given there.
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Preliminaries on Convexity Radius and Focal Radius
Let us recall that the focal radius of p, foc(p), is defined by foc(p) = min{T : ∃ non-trivial Jacobi field J along a unit-speed
We define the extended focal radius of p, denoted by foc e (p), to be foc e (p) = inf{T : ∃ non-trivial Jacobi field J along a unit-speed
That is, the extended focal radius is the supremum of the radius of open balls centered at the origin of T p M such that for each tangent vector v in the ball and any normal Jacobi field J along the radial geodesic exp p tv with
where Cut(x) is the set of cut points of
In order to clarify the difference between the convexity radius and the concentric one, we now give general descriptions of them in terms of the (extended) focal radius, by reformulating some standard facts in Riemannian geometry into a two-sided bound of (concentric) convexity radius of a point p in a complete Riemannian manifold M . [11, 6] ) and results in [10] . Proposition 2.1 will be used in the proofs of the main theorems 1.1 and 1.7. For completeness we will give a direct proof of Proposition 2.1 in this section. inj(M ) can be arbitrary small was constructed in [10] . Let us first review some basic facts from [21] about focal points. Let
where ν(α) is the normal bundle of α. It is an elementary fact of Jacobi field that the focal radius of p describes how far away from p there exists a geodesic whose focal points containing p.
Lemma 2.3 ([21]).
A point p is a focal point of α along a geodesic γ :
and there is a perpendicular Jacobi field J along γ such that
Proof. Let p be a focal point of α andγ(s, t) be the above variation though geodesics associated to p.
which implies that γ =γ s 0 and J(t) = V (s 0 , t) satisfies the requirement of Lemma 2.3.
Conversely, let γ be a geodesic and J a perpendicular Jacobi field along γ in Lemma 2.3, and let T (s) be a vector field perpendicular to α such that T (s 0 ) = γ ′ (0) and ∇ α ′ T (s 0 ) = ∇ γ ′ J(0). Then the variationγ(s, t) = exp α(s) tT (s) satisfies ∂ ∂sγ (s 0 , t) = J(t). Hence p is a focal point of α along γ.
By Lemma 2.3, we say that p is focal to α at α(0) along a geodesic γ : [0, 1] → M if p is a focal point of α along γ(1 − t). Now it is clear that foc(p) ≤ R < ∞ if and only if p is focal to a minimal geodesic α along a unit-speed geodesic γ :
The
Proof. In order to derive the upper bound in (2.1.2) and the discontinuity of concentric convexity radius in Theorem 1.7, the most important property of focal radius is the following. The claim is a consequence of the Morse index theorem, which implies that any geodesic normal to α stops realizing the distance to α after passing a focal point. Here we give another direct proof, whose idea is similar to Lemma 5.7.8 in [22] . Let us argue by contradiction. Let
be the distance functions to γ(1 + ǫ) and α respectively, and let e(x) = r α (x) + r ǫ (x) be an auxiliary function. If r ǫ • α(s) is convex, then
It follows that e(γ(t)) = R(1 + ǫ). By the triangle inequality, for any x around γ(1),
which implies Hess e| γ(t) ≥ 0.
In order to meet a contradiction, in the following we will show that for any 0 < t → 1 − , Hess e| γ(t) (J, J) < 0.
Let T = γ ′ (t). Since ∇ T J(1) = 0, by the Taylor extension of |J| 2 and ∇ T J, J at t = 1,
and Hess r ǫ at γ(t) is bounded above by a constant that depends on ǫ and sectional curvature of M ,
We are now ready to prove Proposition 2.1. Proof of Proposition 2.1.
Let us first prove (2.1.1). Because the cut points connected by at least two minimal geodesics from x is dense in Cut(x) (cf. [25, 4, 18] ), it is clear that conv ct (p) ≤ R c (p). By (2.4.2), conv ct (p) ≤ foc e (p).
Next, let us show conv ct (p) ≥ min{foc e (p), R c (p)}, that is, for any 0 < r < min{foc e (p), R c (p)}, the open ball B r (p) is convex. For any q ∈ B r (p), let us consider the set U q = {x ∈ B r (p) : minimal geodesic between x and q in M lies in B r (p)}.
It is clear that U q = ∅ is open. By (2.4.1) and (2.4.2), d(p, ·) is convex in B r (p) and thus d(p, γ(t)) is a convex function for any minimal geodesic γ in B r (p). Let γ i be a converging sequence of minimal geodesics such that each γ i lies in B r (p). Then d(p, γ(t)), the limit of d(p, γ i (t)), is still convex. Hence γ lies in B r (p) as long as its endpoints are in B r (p). Since the minimal geodesic between any two points in B r (p) is unique, it follows that U q is closed. By the connectedness of B r (p), U q = B r (p). Therefore B r (p) is convex.
Now it is easy to see (2.1.2) holds. Indeed, the upper bound in (2.1.2) follows from the continuity of conv and Lemma 2.5. It is clear that for any x ∈ M and any r > 0 such that B r (x) ⊂ B min{foc(B Rc(p) (p)),Rc(p)} (p), R c (x) ≥ r. By (2.1.1) B r (x) is convex. Hence the lower bound in (2.1.2) holds.
Note that it happens that foc(p) < foc e (p) (see Theorem 4.1) and foc(p) > By approximating conj(M ) by p, q and γ, it follows that (see [10] )
Assuming Theorem 1.1, we give a proof of Corollary 1.5.
Proof of Corollary 1. 
Generalized Klingenberg's Lemma
In this section we first summarize recent developments ( [26, 15] ) on a generalized version of Klingenberg' lemma with simplified proofs presented, then we prove Theorem 1.1, 1.2 and 1.6. Let us first recall Klingenberg's lemma, which has been a basic fact in Riemannian geometry.
Lemma 3.1 (Klingenberg, [18, 6] ). Let z be a local nearest cut point of p in Cut(p). If z is not a singular point of exp p , then there are exactly two minimal geodesics connecting p and z that form a geodesic loop at p.
In order to conclude a nontrivial geodesic loop, Lemma 3.1 requires the existence of at least two minimal geodesics along which p and z are not conjugate (see [18, 6, 22] ). In [26] we showed that assuming only one of such minimal geodesic it is also enough to get the same conclusion. Therefore Lemma 3.1 was improved to the following form.
Lemma 3.2 (Improved Klingenberg's Lemma, [26] ). Let z be a local nearest point of p in Cut(p). If there is a minimal geodesic α : [0, 1] → M from p = α(0) to z = α(1) along which they are not conjugate, then up to a reparametrization there are exactly two minimal geodesics between p and z, and they form a geodesic loop at p.
Because Lemma 3.2 is a special case of the generalized version for two points and their proofs enjoy similar ideas, we give a short proof of the simple case before going into the general one.
Proof. Let us consider the function F : M → R, F (x) = 2d(x, p). Then z is a local minimum of F | Cut(p) . Because p, z are not conjugate along α, there is another minimal geodesic β : [0, 1] → R from p to z. For any t ∈ (0, 1), let γ t : [0, 1] → M be a minimal geodesic connecting α(t) and β(t). Then
Note that ( * ) is strict if and only if tangent vector α ′ (1) = −β ′ (1). Assume that α ′ (1) = −β ′ (1), then F (γ t (s)) < F (z), which implies that there is ǫ 1 > 0 such that for any 1 − ǫ 1 < t < 1, γ t (s) is not a cut point of p (0 ≤ s ≤ 1). Take open neighborhoods U of z in M and W of α ′ (0) in T p M such that exp p W : W → U is a diffeomorphism. Then there is ǫ 2 > 0 such that for 1 − ǫ 2 < t < 1, γ t lies in U . For 1 − min{ǫ 1 , ǫ 2 } < t < 1, letγ t be the lift of γ t in W ⊂ T p M . Because the curve γ t has no intersection with Cut(p), the endpoint ofγ t satisfies
However, β ′ (0) ∈ W , which implies that there is ǫ 3 > 0 such that
We meet a contradiction for any 1 − min{ǫ 1 , ǫ 2 , ǫ 3 } < t < 1.
In particular, the above arguments imply that any minimal geodesic β :
. Hence the minimal geodesic between p and z other than α is unique.
As first observed in [15] , Klingenberg's lemma can be generalized to the case of two points. In the following we reformulate the local version in [26] into the form of Lemma 1.8 in the introduction. Let p, q ∈ M be two fixed points. For any x ∈ M , let P p;q (x) be the perimeter of geodesic triangle △(pqx), i.e.,
Lemma 3.3 (Generalized Klingenberg's Lemma, [26, 15] ). Let x 0 ∈ Cut(q) be a local minimum point of the perimeter function P p;q | Cut(q) in Cut(q). If there is a minimal geodesic from q to x 0 along which q and x 0 are not conjugate, then up to a reparametrization, there are at most 2 minimal geodesics from p to x 0 , and each of them admits an extension at x 0 that is a minimal geodesic from x 0 to q. More precisely, if p = x 0 and α 1 :
x 0 , and it satisfies and up to a permutation of β i (i = 1, 2) they satisfy
If p = x 0 in Lemma 3.3, then the conclusion holds trivially after viewing p as a minimal geodesic from p to itself. If p = q, then Lemma 3.3 coincides with Lemma 3.2.
Proof. In the following we assume that p = x 0 . Since exp q is non-singular at α ′ 1 (0), there are at least two minimal geodesics connecting q and x 0 . We claim that Claim. For any minimal geodesic β 1 : [0, 1] → M from β 1 (0) = p to β 1 (1) = x 0 , if β 1 does not coincide with the extension of α 1 at x 0 , i.e.,
Then for any other minimal geodesic α 2 : [0, 1] → M from q to x 0 coincides with the extension of β 1 at x 0 , i.e.,
In particular, there are exactly two minimal geodesics α 1 and α 2 between q and x 0 .
In order to prove the claim, let us argue by contradiction. Let α 2 : [0, 1] → M be another minimal geodesic from q to x 0 such that both
Let γ i,t : [0, 1] → M be a minimal geodesic from β 1 (t) to α i (t). Let us choose an open neighborhood U of x 0 such that P p;q (x 0 ) is minimizing in P p;q (Cut(p) ∩ U ) and there is an open neighborhood W of α ′ 1 (1) in T q M , restricted on which exp q W : W → U is a diffeomorphism. For any 0 < t < 1 sufficient close to 1, γ i,t lies in U , hence has a liftγ i,t in W .
Since
, the same argument as in the proof of Lemma 3.2 shows that
The fact that x 0 is a minimum point of P p;q | Cut(q)∩U and ( * * ) implies that none of γ i,t has intersection with Cut(q). It follows that the endpoint ofγ i;t satisfies t · α
0) ∈ W, when t close to 1. So we meet a contradiction.
By the claim, if there is a a unique minimal geodesic β 1 from p to x 0 , then either its extension at x 0 coincides with α 1 , or there are exactly two minimal geodesics α i (i = 1, 2) from q to x 0 such that α 2 coincides with the extension of β 1 at x 0 . Now let us assume that there is another minimal geodesic β 2 : [0, 1] → M from p to x 0 other than β 1 . Then it is clear that at lease one of β j , say β 2 , does not coincide with the extension of α 1 at x 0 . By applying the claim to β 2 , we see that there are exactly two minimal geodesics α 1 , α 2 :
. In this case α 1 must coincides with the extension of β 1 at x 0 .
Summarizing the above, we have proved that one and only one of the three cases (3. 
. Let x 0 be a minimum point of P p;q | Cut(q) , then
Because for any two points y, z in the triangle △(pqx 0 ), one always has
it follows that d(x 0 , q) < 2r, and d(x 0 , p) < 2r. If q and x 0 are not conjugate to each other along a minimal geodesic between them, then by Lemma 3.3 there are two minimal geodesics from p to x 0 and from x 0 to q which form a whole geodesic γ. Now it is clear that for any z on γ,
which implies that γ lies in B(p, 2r). Therefore there are two geodesics connecting p and q inside B 2r (p) with 2r < inj(p), a contradiction. To complete the proof, let us now verify that q, x 0 are not conjugate to each other along any minimal geodesic. This is because if they are conjugate along a minimal geodesic, then
For any q ∈ B inj(p) (p), we want to show that
Let us argue by contradiction. For 0 < r < min{inj(p), conj(q)}− d(p, q), assume that B r (q) contains a cut point x of q, then the minimum of perimeter function P p;q on Cut(q) satisfies
Let x 0 be a minimal point of P p;q | Cut(q) , then
By Lemma 3.3, there are minimal geodesics
to q such that they form a whole geodesic σ = α * β passing x 0 . Because for any point y on σ,
in the open ball B inj(p) (p) there is another geodesic σ connecting p and q other than the minimal geodesic between them, a contradiction.
Proof of Theorem 1.6. Let 0 < r ≤ min{inj(p), 
Indeed, ifγ(t) is a cut point of v =γ(0), then by the proof of Theorem 1.1, the minimum point w of P o;v (x)| Cut(v) and the minimal geodesic connecting v and w lie in B 2r 1 (o). Because 2r 1 < conj(exp p v), w is not a conjugate point of v. By the generalized Klingenberg's lemma 3.3, there is another geodesic from o to v passing through w, which is a contradiction.
Sinceγ is a minimal geodesic, the length ofγ < 2r 1 . Hence so is γ.
Motivated by Lemma 3.2 and 3.3, we call a cut point x of q ∈ M is totally conjugate [26] if q and x are conjugate to each other along every minimal geodesic between them, then we call x a totally conjugate cut point of q. Now it is clear that Klingenberg's equality (1.9) on injectivity radius can be rewritten as
where the totally conjugate cut radius, conj t (p), is defined by conj t (q) = sup{r > 0 : B r (q) contains no totally conjugate cut point of q}.
By the proofs of Theorem 1.2, it is also clear that (1.3) can be improved to be
For the concentric convex radius of p, we have the following estimate in terms of the extended focal radius of p and conjugate radius around p. Proof of (4.1.4). We first show that for any unit-speed geodesic γ starting at x ∈ B r 1 +ǫ (o) and any normal Jacobi field along γ with J(0) = 0, |J| ′ is always positive outside B 2 (o). Because γ is minimizing, it follows that γ(t) leaves B r 1 +ǫ (o) after time ≤ t 1 = 2(r 1 + ǫ) and never comes back. Let f = 1, 0 ≤ t ≤ t 1 , −1, otherwise. and u be a distributional solution of u ′′ + f u = 0 with u(0) = 0 and u ′ (0) = 1.
By Lemma 3 in [12] ,
, whenever u > 0 on (0, t * ].
Since u can explicitly solved, it can be directly checked that u > 0 for all t ≥ 0 and u ′ > 0 whenever t ≥ 2. Indeed, u| [0,t 1 ] = sin t, and u| [t 1 ,+∞) = sin t 1 cosh(t − t 1 ) + cos t 1 sinh(t − t 1 ).
Because t 1 ≤ 1.7, u| [t 1 ,+∞) > sin t 1 (cosh t − 0.13 sinh t) > 0, and u ′ | [2,+∞) > 0. Therefore |J| ′ > 0 whenever t ≥ 2.
Similarly it can be showed that foc(o) = ∞.
We now prove Theorem 4.1.
Proof of Theorem 4.1. Let h be defined as above. Let q be a point in B r 1 −ǫ (o) such that foc(q) = π 2 . Let γ : [0, 1] → M be the minimal h-geodesic from q to o. Let t 0 = max{t ∈ [0, 1] : foc(γ(t)) < ∞}. By (4.1.4), if foc(γ(t)) < ∞, then foc(γ(t)) < 2. By the lower semi-continuity of foc(x), t 0 exists and foc(γ(t 0 )) ≤ 2. By the choice of t 0 , it is clear that foc e (γ(t 0 )) = ∞.
By Lemma 2.5, there is a sequence of point z i converging to z = γ(t 0 ) such that lim i→∞ foc e (z i ) = foc(z) < 2. By (2.1.1), it is clear that conv ct (z i ) = foc e (z i ) and conv ct (z) = ∞.
Remark 4.2. By the symmetry of h it is easy to see that z i can be chosen as points in γ| (0,t 0 ) in the above proof of Theorem 4.1.
It follows from Theorem 4.1 that there is a point z such that conv ct (z) > conv(z). So in general the two concepts of convexity radius are different.
It is natural to ask what kind of manifolds satisfy that for any point p, the equality in (1.2) always holds. By the equality (1.7), if foc(B inj(p) (p)) = foc(M ) and inj(p) = inj(M ), then it is clear that (1.2) holds as an equality. In particular, we have It can be easily seen that (1.2) may be strict on a locally symmetric space. For example, conv(p) > 1 2 inj(p) in R × e r T 2 . In the end of this paper we give examples to show that (1.3) is generally sharp.
Example 4.4. For any ǫ > 0, let (M, h) be a 2-dimensional flat cone of angle (1 − δ)π, i.e., h = dr 2 + r 2 (1−δ) 2 4 dθ 2 . Then any point x ∈ M other than the vertex has injectivity radius r(x) cos for sufficient small δ > 0. Because (M, h) can be made into a smooth manifold by gluing with a thin cylinder around the vertex without changing the injectivity radius of p and q above, this shows that the Lipschitz constant in the decay of (1.3) is sharp in general.
