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LOCALISATION FOR DELONE OPERATORS VIA
BERNOULLI RANDOMISATION
PETER MU¨LLER AND CONSTANZA ROJAS-MOLINA
Abstract. Delone operators are Schro¨dinger operators in multi-dimen-
sional Euclidean space with a potential given by the sum of all translates
of a given “single-site potential” centred at the points of a Delone set.
In this paper, we use randomisation to study dynamical localisation for
families of Delone operators. We do this by suitably adding more points
to a Delone set and by introducing i.i.d. Bernoulli random variables as
coupling constants at the additional points. The resulting non-ergodic
continuum Anderson model with Bernoulli disorder is accessible to the
latest version of the multiscale analysis. The novel ingredient here is
the initial length-scale estimate whose proof is hampered due to the
non-periodic background potential. It is obtained by the use of a quan-
titative unique continuation principle. As applications we obtain both
probabilistic and topological statements about dynamical localisation.
Among others, we show that Delone sets for which the associated Delone
operators exhibit dynamical localisation at the bottom of the spectrum
are dense in the space of Delone sets.
1. Introduction
Since the discovery of quasicrystals by Schechtman [SBGC], aperiodic
media has considerably attracted the interest of both experimental and the-
oretical research. Aperiodic media do not exhibit translation invariance,
as crystals, but may possess structural long-range order, e.g. in the form
of rotational symmetries. They can be seen as intermediate structures be-
tween completely ordered ones (crystals) and disordered ones (amorphous
materials). They are, for this reason, expected to exhibit a wide range of
electronic transport and spectral properties. So far, the study of electronic
properties of aperiodic media has been largely concentrated on anomalous
transport and singular continuous spectrum of the associated Hamiltonians
for one-dimensional models [Be, BIST, FK, KS, Su¨]. In the present article,
we aim to complement this description by studying the absence of transport
and the existence of bound states for Schro¨dinger operators associated to
aperiodic media in any dimension.
In order to describe the model in detail we introduce some notation. Let
d ≥ 1 be the space dimension and ΛL(x) :=×dj=1(xj−L/2, xj+L/2) be the
open cube in Rd with edges of length L > 0 centred at x = (x1, . . . , xd) ∈ Rd.
If the cube is centred about the origin, we simply write ΛL := ΛL(0).
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Definition 1.1. A subset D of Rd is called an (r,R)-Delone set if (i) it is
uniformly discrete, i.e. there exist a real r > 0 such that
∣∣D∩Λr(x)∣∣ ≤ 1 for
every x ∈ Rd, and (ii) it is relatively dense, i.e. there exists a real R ≥ r such
that
∣∣D ∩ ΛR(x)∣∣ ≥ 1 for every x ∈ Rd. Here, | · | stands for the cardinality
of a set.
Clearly, the minimal distance between any two points in an (r,R)-Delone
set is r. Also, given any point in an (r,R)-Delone set, one can find another
point that is no further than
√
dR apart. Particular examples of Delone sets
are the hypercubic lattice Zd, the vertices of a Penrose tiling or the random
point set obtained from removing every other point of Z by a Bernoulli
percolation process.
In order to study electronic transport in a general aperiodic background
of atoms, we consider a one-body Schro¨dinger operator with an atomic po-
tential whose centres are given by the points of a Delone set.
Definition 1.2. Given an (r,R)-Delone set D, we define the Delone oper-
ator HD acting in L
2(Rd) by
HD := −∆+ VD, (1.1)
where −∆ is the d-dimensional Laplacian,
VD :=
∑
γ∈D
u(· − γ) (1.2)
and u ∈ L∞c (Rd) is a single-site potential – a real-valued, bounded, measur-
able function with compact support. As the potential VD is bounded, HD
is a self-adjoint operator on the domain of self-adjointness of −∆.
Next we introduce a suitable metrisable topology τ on the space D of
all Delone sets. There are several possible constructions for τ . We recall a
characterization given in [LS4, Lemma 3.1], see also [MR, Lemma 2.8], that
fits our purposes.
Definition 1.3. A sequence (Dn)n∈N ⊂ D of Delone sets converges toD ∈ D
in the topology τ if and only if, given any l > 0, there exists L > l such
that the discrete sets Dn ∩ΛL(0) converge to D ∩ΛL(0) with respect to the
Hausdorff distance as n tends to infinity.
The map D ∋ D 7→ HD, or restrictions of it, have been studied in the
literature, mostly from the point of view of ergodic dynamical systems. Its
ergodic properties, like existence of a deterministic spectrum and of the
integrated density of states, have been investigated in both our continuum
setting and in related discrete models, see e.g. [KLS1, KLS2, KLS3, LS1,
LS2, LS3, LV].
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Investigations on the spectral type or on dynamical properties of HD are
much more subtle for multi-dimensional systems. We only know two results
of this kind (besides the periodic case):
(i) The first one is the “soft” approach by Lenz and Stollmann [LS4]
who elaborate on wonderland-type arguments based on Simon’s pioneering
work on singular continuous spectrum for Schro¨dinger operators [Si]. They
consider the subspace Dr,R of all Delone sets with fixed parameters r,R and
show [LS4, Thm. 3.2] that under certain conditions on r,R and u there
exists a dense Gδ-set Ωsc ⊂ Dr,R and a spectral subset U ⊂ R such that
for every D ∈ Ωsc, the spectrum of HD contains U and is purely singular
continuous there. As a consequence of this truly remarkable result, the
existence of absolutely continuous spectrum or of pure point spectrum in U
is non-generic, that is, occurs at most for D in a meagre subset of Dr,R.
(ii) The second result originates from the theory of random Schro¨dinger
operators and was proven by Klopp, Loss, Nakamura and Stolz [KLNS]:
given ρ ∈ (0, 1/2), they consider the subspace Dρ := {γ + ωγ : ωγ ∈
Λ1−ρ(0), γ ∈ Zd} of Delone sets which are perturbations of the hypercu-
bic lattice. Viewing ωγ , γ ∈ Zd, as independent identically distributed
(i.i.d.) random variables, each of which is, e.g., uniformly distributed in
Λ1−ρ(0), the subspace Dρ becomes a probability space and gives rise to the
name random displacement model, see also Remark 4.8. Apart from fur-
ther regularity conditions, the single-site potential u > 0 is assumed to be
supported in Λρ(0). Then, [KLNS] show dynamical localisation of HD near
the infimum of its spectrum with probability one for D ∈ Dρ. In particular,
this implies absence of propagation, as well as pure point spectrum with
exponentially decaying eigenfunctions.
The results (i) and (ii) are of a very different nature – in many ways.
Whereas (i) states topological genericity in Dr,R of singular continuous spec-
trum, and thus topological non-genericity of localisation in a certain spectral
interval, (ii) establishes probabilistic typicality of localisation at the bottom
of the spectrum for lattice distortions. That these two seemingly conflicting
properties can be two sides of the same coin is well known for the case of
the discrete Anderson model [Si].
In this paper, we investigate the occurrence of localisation for Delone
operators HD both in a probabilistic sense and in a topological sense, and
without being restricted to lattice distortions for D. Our approach con-
sists of a Bernoulli randomisation, that is, we add new points to D and
introduce i.i.d. 0-1-Bernoulli random variables ω as coupling constants at
all new sites. This gives rise to a Delone operator denoted by HD′′ω be-
low. Here, the Delone set D′′ω consists of all points of D and of all added
points where the Bernoulli coupling constants take the value one. The op-
erator HD′′ω is a random Schro¨dinger operator, more precisely, a continuum
Anderson model with Bernoulli random variables in a non-ergodic setting.
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Random Schro¨dinger operators have been exhaustively studied in the liter-
ature [CL, PF, St, Ki, AW]. In the last decades, this field has seen many
advances and the development of several methods to rigorously prove dy-
namical localisation. We require the most powerful and refined methods in
our study of HD′′ω because of two difficulties: first, the non-ergodic setting
due to the general nature (i.e. non-periodicity) of both D and of the set of
added points; and, second, the singular (i.e. Bernoulli) nature of the random
variables.
Random Schro¨dinger operators in a non-ergodic setting have been studied
in the literature before in [BdMNSS, Ge, BdMLS, RM2, RM3, GMRM, EK,
ES, KK]. They are known to exhibit localisation at the bottom of the
spectrum. However, the proofs rely heavily on the regularity of the random
variables, and therefore do not apply to HD′′ω . On the other hand, Bernoulli
random variables have been particularly difficult to treat with even within
the most simple periodic setting. The first results on localisation in this case
were restricted to one dimension, see [CKM, KLSp] for the lattice case and
[DSS] for the continuum. In both cases, the proofs rely on the periodicity
of the underlying structure of the random potential. It was only in 2005
when the work of Bourgain and Kenig [BK] achieved a breakthrough and
established localisation for a multi-dimensional continuum Anderson model
with Bernoulli random variables. Their multiscale analysis was perfected in
[GK4] to yield the full strength of dynamical localisation and other related
properties. We emphasise that the main step in [GK4] to start this multiscale
analysis still relied on the periodicity of the model.
In Section 3 we show how to perform the multiscale analysis from [GK4]
adapted to our non-ergodic setting. This leads to Theorem 3.2 on almost-
sure dynamical localisation for the non-ergodic continuum Anderson model
with Bernoulli random variables HD′′ω near the bottom of the spectrum.
The novel idea to start this multiscale analysis is the use of a quantitative
unique continuation principle for Delone operators obtained in [RMV] and
[KiV]. This is done in Lemma 3.8.
In Section 4 we apply Theorem 3.2 to obtain further information on the
map D 7→ HD. We show in Theorem 4.1 that the set of Delone sets D for
which HD exhibits dynamical localisation at the bottom of the spectrum is
dense in D. In the remaining part of Section 4 we are concerned with the
topological non-genericity of dynamical localisation of HD′′ω in the space of
random coupling constants ω at the added sites. We present a “soft” and a
“hard” approach to this question, both relying on Theorem 3.2. The “soft”
approach in Theorem 4.5 applies Simon’s wonderland theorem [Si] in the
version of [LS4]. The “hard” approach in Theorem 4.9 performs an explicit
analysis of the event of localised configurations in the multiscale analysis of
[GK4]. While the former approach gives a stronger statement, the latter
is valid under more general assumptions. We point out that, in contrast
to [LS4, Thm. 3.2] mentioned in (i) above, our Theorems 4.5 and 4.9 refer
to the topology in the space of random coupling constants and allow for
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a specification of the relevant spectral interval, denoted by U in (i), to be
located above the bottom of the spectrum.
In Appendix A we ensure that we work in the almost-sure spectrum of the
random operator ω 7→ HD′′ω despite the non-ergodic setting of the model. In
Appendix B we track the constant in the unique continuation principle for
one spatial dimension as given in [KiV]. Finally, in Appendix C we gather
auxiliary results on the multiscale analysis that are needed for Section 4.
Parts of this work have been announced in [RM4]. While finishing this pa-
per, we learnt about the preprint [ST], where the authors also use a quantita-
tive unique continuation principle to obtain an initial length-scale estimate.
Their version even works near internal band edges, see also Remark 3.9.
2. Bernoulli randomisation of Delone operators
We will denote by χΛ the characteristic function of the set Λ.
Definition 2.1. Given two Delone sets D and D′, we say that (D,D′) is a
Delone pair, if D′′ := D ∪D′ is again a Delone set.
Given a Delone set D with parameters (r,R), there are many possibilities
for a Delone set D′ with parameters (r′, R′) such that D′′ := D ∪ D′ is
also a Delone set. Here is an example: for every γ ∈ D choose a point
γ′ ∈ Λ r
2
(γ) \ Λ r
4
(γ) and define D′ := ∪γ∈D{γ′}. We obtain that D′′ is a
Delone set with parameters (r/4, R).
Definition 2.2. A Delone–Bernoulli operator associated to the Delone pair
(D,D′) is the random operator
ΩD′ ∋ ω 7→ Hω := HD′′ω := −∆+ VD + VD′ω , (2.1)
acting in L2(Rd), where ΩD′ := {0, 1}D′ , −∆ + VD is the Delone operator
associated to D defined in (1.1) and the random potential is given by
VD′ω :=
∑
γ∈D′
ωγu(· − γ) (2.2)
with ω := (ωγ)γ∈D′ . We assume that
(i) the single-site potential u is the same in VD and VD′ω and satisfies
u−χΛδ− ≤ u ≤ χΛδ+ (2.3)
for some positive constants δ±, u− > 0 with δ− < δ+ < r′/4.
(ii) the random coupling constants ωγ , γ ∈ D′, are i.i.d. Bernoulli dis-
tributed, i.e., for some β ∈ (0, 1),
µ(ωγ = 0) = β, µ(ωγ = 1) = 1− β (2.4)
for every γ ∈ D′. The probability measure on ΩD′ is the product measure
PD′ := ⊗γ∈D′µ, and we denote the corresponding expectation by ED′ .
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With these assumptions, the map ΩD′ ∋ ω 7→ Hω is measurable and
defines a random Schro¨dinger operator in the usual sense [CL, PF]. More-
over, Assumption (i) implies that ‖VD‖∞, supω ‖VD′ω‖∞ ≤ 1, because the
single-site potentials satisfy ‖u‖∞ < 1 and do not overlap.
Remark 2.3. The single-site potentials appearing in the definition of the
potentials VD and VD′ω can, in principle, be different. We model both po-
tentials with the same single-site potential u for simplicity only.
Given ω ∈ ΩD′ , we define the point set D′ω := {γ′ ∈ D′ : ωγ′ = 1}, which
is not a Delone set PD′-a.s., and the Delone set
D′′ω := D ∪D′ω ⊂ D′′. (2.5)
With this convention, we have Hω = HD′′ω = −∆+VD′′ω , and therefore the
notations (1.2) and (2.2) are consistent.
We denote the spectrum of an operator A by σ(A). Let
E0 := inf σ(HD) (2.6)
be the bottom of the spectrum of the Delone operator HD := −∆ + VD.
If the set D is infinitely pattern repeating (see Definition 4.4) and if there
exists ǫ > 0 such that [E0, E0 + ǫ] ⊂ σ(HD), then [E0, E0 + ǫ] ⊂ σ(Hω) for
PD′-a.e. ω ∈ ΩD′ , see Theorem A.1.
Given ω ∈ ΩD′ , x ∈ Rd and L > 0, we denote by Hω,x,L the restriction of
HD′′ω∩ΛL(x) to the box ΛL(x) with Dirichlet boundary conditions, that is,
Hω,x,L := −∆x,L + VD′′ω∩ΛL(x), (2.7)
where −∆x,L is the Dirichlet Laplacian on ΛL(x). For z ∈ C \ σ(Hω), we
denote the resolvent of Hω by Rω(z) := (Hω − z)−1 and, correspondingly,
by Rω,x,L(z) that of Hω,x,L for z ∈ C \ σ(Hω,x,L). We denote by ‖ · ‖ the
L2-norm on either L2(Rd) or on L2(ΛL(x)), according to the context.
In the sequel, we drop the subscript D′ from PD′ whenever the context
is clear. We denote by Ca,b,c,... a constant depending on the parameters
a, b, c, ...
3. Dynamical localisation at the bottom of the spectrum
The most powerful multiscale analysis (MSA) available is the one of
[GK4]. It yields dynamical localisation and all its consequences for con-
tinuum Anderson Hamiltonians with Bernoulli random variables. In this
section, we argue that it requires only minor modifications to make this
MSA work for the more general Delone–Bernoulli operators. The most in-
volved step will be the verification of the initial length-scale estimate, see
Lemma 3.8 below, for which the method of [GK4] does not work because it
relies crucially on periodicity. The main result of this section is summarised
in Theorem 3.2. We start by introducing the relevant notions.
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Definition 3.1. We say that a random operator with self-adjoint reali-
sations Hω acting in L
2(Rd) exhibits dynamical localisation in an energy
interval I ⊆ R, if there exist constants M,a > 0 and ϑ ∈ (0, 1) such that for
a.e. ω there is a constant Cω > 0 such that
sup
|f |61
‖χxf(Hω)χI(Hω)χy‖1 6 Cω e|x|ae−M |x−y|ϑ (3.1)
for all x, y ∈ Rd. Here, ‖ · ‖1 denotes the trace norm, and the supremum is
over all Borel measurable functions f : R→ C which are pointwise bounded
by one.
Dynamical localisation in an interval I is a strong version of Anderson
localisation and implies the latter. We use the notion Anderson localisation
in I for having dense pure point spectrum in I and that any eigenfunction
corresponding to an eigenvalue in I decays exponentially.
Theorem 3.2. Let ΩD′ ∋ ω 7→ Hω be the Delone–Bernoulli operator from
Definition 2.2. Then,
(i) if d ≥ 2, for any β ∈ (0, 1), there exists an energy E∗ > E0 and an
event ΩMSA with P(ΩMSA) = 1 such that Hω exhibits dynamical localisation
in [E0, E∗] for every ω ∈ ΩMSA.
(ii) if d = 1, there exists a positive constant C ≤ 1 such that if β ∈
(0, C), the same result as in (i) holds.
Remark 3.3. The restriction on the disorder parameter β in d = 1 is
due to the use of quantitative unique continuation principles in the proof.
While this restriction is not present in previous works on the Bernoulli–
Anderson model, our method of proof allows to treat the case of a non-zero
background Delone potential VD, which is not possible with other existing
methods, including the specific one-dimensional analysis in [DSS].
Description of the MSA. The usual proof of localisation via a multiscale
analysis (see e.g. [FS, CH, vDK, GK1]) is an induction procedure on the
scale L of the finite-volume operator Hω,x,L. Generally, the goal is to show
that the resolvent of the operator on finite volumes decays fast enough along
a sequence of scales Lk that grows to infinity. There are two main ingredients
to achieve this:
(i) To show that there is an initial scale L0 for which the finite-volume
resolvent decays at a good rate between distant points in space, with good
probability.
(ii) To show that, if the finite-volume resolvent decays at a good rate at
a certain scale Lk with good probability, then it also decays at a good rate
in the next scale Lk+1 with good probability.
Step (i) is known as the initial length-scale estimate, while (ii) is the multi-
scale procedure itself. What a good rate with good probability means, is to
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be defined within the method and can vary. In our case, good rate of decay
with good probability means that the finite-volume resolvent is exponen-
tially decaying, with a probability algebraically close to one. This brings us
to the definition of a good box ([GK4, Sect. 3]).
Definition 3.4. Let ω ∈ ΩD′ , E ∈ C a (complex) energy, m > 0 a rate of
decay and ζ ∈ (0, 1). A box ΛL(x) is (ω,E,m, ζ)-good if
‖Rω,x,L(E)‖ ≤ eL1−ζ , (3.2)
and
‖χyRω,x,L(E)χz‖ ≤ e−m‖y−z‖ (3.3)
for all y, z ∈ ΛL(x) with ‖y − z‖ ≥ L/100.
Definition 3.5. Let E ∈ C be a (complex) energy, m > 0 a rate of decay,
ζ ∈ (0, 1) and p > 0. A scale L > 0 is (E,m, ζ, p)-good if, uniformly with
respect to x ∈ Rd, we have
P
(
ΛL(x) is (ω,E,m, ζ)-good
)
≥ 1− L−pd. (3.4)
Then, in the terminology of [GK4], the statement that the finite-volume
resolvent Rω,x,L decays at a good rate with a good probability, for any box
of side length L, is equivalent to the statement that the scale L is good for
a certain choice of parameters in the sense of Definition 3.5.
We obtain [GK4, Thm. 4.1] in our setting:
Theorem 3.6. Let ΩD′ ∋ ω 7→ Hω be the Delone–Bernoulli operator from
Definition 2.2. Fix p ∈]13 , 38 [ and ζ ∈ (0, 1). Assume either d ≥ 2 and
β ∈ (0, 1), or d = 1 and β ∈ (0, C) for a certain constant C ∈ (0, 1]. Then
there exists an energy E∗ > 0, a rate of decay m and a scale L0, all depending
on the parameters of the model D,D′, u, β, p, ζ, such that all scales L ≥ L0
are (E,m, ζ, p)-good for all energies E ∈ [E0, E∗].
Proof of Theorem 3.2. Theorem 3.6 allows us to follow the construction of
a set U ⊂ ΩD′ for which the associated resolvents have all good properties,
as stated in [GK4, Thm. 6.1]. This, in turn, allows to follow the proof of
dynamical localisation in [GK4, Sect. 7]. One then obtains a generalisation
of [GK4, Thm. 7.2 and Cor. 7.3], of which Theorem 3.2 is the particular case
for Bernoulli random variables. 
It remains to prove Theorem 3.6, i.e., we need to show that we can perform
the MSA of [GK4]. Note that the MSA in [BK, GK4] is more involved
than what we briefly described above: instead of dealing with one scale at
each step of the iteration, the authors of [BK, GK4] handle several scales
at each step. This is needed to treat singular random variables. In the
case of regular random variables, the Wegner estimate allows to control
the fluctuations of the eigenvalues of the finite-volume operator (see e.g.
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[Ki, St, AW]), that are produced by variations in the random parameters
ωγ . The Wegner estimate is a crucial ingredient in each iteration step (ii)
of the MSA described above. In the case of Bernoulli random variables,
however, this estimate is absent (except in d = 1, see [DSS]). Fluctuations
in the parameters ωγ ∈ {0, 1} need not necessarily produce an according
fluctuation in the eigenvalues of Hω,x,L. Bourgain and Kenig tackled this
problem in [BK] by proving a weaker version of the Wegner estimate at
each step of the multiscale iteration, which led to the need of dealing with
several scales at each step. Their argument, and the following refinement
in [GK4], was based on the use of so-called free sites, and a quantitative
version of the unique continuation principle. In their periodic setting, the
free sites form a subset of lattice points y ∈ Zd, abundant enough, where
the random parameters ωy ∈ {0, 1} are replaced by deterministic continuous
parameters ty ∈ [0, 1]. These free sites are used to produce fluctuations of
the eigenvalues, which can be estimated using quantitative versions of the
unique continuation principle for the corresponding eigenfunctions.
Definition 3.7 (An operator with free sites). (i) Let D′ be a Delone
set with radius of relative denseness R′. For each (sub-) lattice point z ∈
(2R′Z)d choose a point γz ∈ D′ ∩ ΛR′(z). (Note that by relative denseness
such a point always exists.). Define the Delone set
D0 := {γz : z ∈ (2R′Z)d} ⊆ D′ (3.5)
and let
S :=
(
D′ ∩ ΛL(x)
) \D0 ⊂ D′ (3.6)
be the set of free sites inside ΛL(x), which is relatively dense in ΛL(x).
(ii) Given a Delone pair (D,D′), a box ΛL(x), a set of free sites S ⊂ D′
inside this box and parameters tS := (tγ)γ∈S ∈ [0, 1]S , we introduce the
finite-volume Delone–Bernoulli operator with free sites
Hω,tS ,x,L := −∆x,L + VD∩ΛL(x) + Vω,tS ,x,L in L2(ΛL(x)), (3.7)
where, for y ∈ ΛL(x),
Vω,tS ,x,L(y) :=
∑
γ∈D0∩ΛL(x)
ωγu(y − γ) +
∑
γ∈S
tγu(y − γ). (3.8)
Proof of Theorem 3.6. We argue first that the multiscale procedure [GK4,
Prop. 4.6] can be applied to our setting. The main difference between both
settings is that we consider a potential VD+VD′ω with an underlying Delone
structure, that is not necessarily periodic. That is, ours is a non translation-
invariant setting. Although the proof of [GK4, Prop. 4.6] is quite sophis-
ticated, one can verify that this multiscale procedure also applies in our
setting following a reasoning similar to [RM2]: the definition of good scales
involves estimates that are uniform with respect to the center of the box.
Therefore the result does not depend on the periodicity of the underlying
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structure of the potential. The proof of [GK4, Prop. 4.6] goes through, us-
ing the quantitative version of the unique continuation principle [RMV] that
applies to our setting. This is used to prove the crucial result [GK4, Lemma
4.14], which is a weak version of the Wegner estimate.
Concerning the initial length-scale estimate, the periodicity of the under-
lying structure of the potential is crucial to obtain [GK4, Prop. 4.3]. The
proofs given in Section 4.1 therein rely heavily on the periodicity of the back-
ground potential VD, and so, they do not apply to our setting. Therefore,
the rest of our analysis will focus on proving the initial length-scale estimate
in our setting. This is done in the next Lemma 3.8, which completes the
proof of Theorem 3.6. 
Lemma 3.8. Let (D,D′) be a Delone pair and Hω,tS ,x,L the finite-volume
Delone–Bernoulli operator with free sites from Definition 3.7 (ii). We fix
p > 0 and β ∈ (0, 1).
(i) Let the dimension d ≥ 2 and ε ∈ (0, 34 − 1d). Then there exists
L˜ = L˜(d,D,D′, u, β, p, ε) > 0 and constants Cd,u,D′,ε, C1, C2 > 0, where
C1, C2 depend on the parameters of the model, such that for all scales L ≥ L˜
and all x ∈ Rd, we have
P
(
Hω,tS ,x,L ≥ E0 + EL, ∀tS ∈ [0, 1]S
) ≥ 1− L−pd, (3.9)
where EL := u−(Cd,u,D′ logL)−(ε+1/d)[C1+C2(logL)(4/3)(ε+1/d)]. It follows that
there exists mL > 0 and ζ ∈ (0, 1) such that, for all energies E ∈ [E0, E0 +
EL/2], all scales L ≥ L˜ are (E,mL, ζ, p)-good for the operator with free sites,
uniformly in tS ∈ [0, 1]S .
(ii) In dimension d = 1 there exists L˜ = L˜(D,D′, u, β, p) > 0 such
that for all scales L ≥ L˜ and all x ∈ Rd, (3.9) holds with d = 1 and EL
replaced by E˜L := Cu,D,D′,p| log β| L−2C˜/| log β|/ logL, where C˜ = C˜u,D,D′,p >
0. Moreover, if β ∈ (0, e−C˜), then there exists mL > 0 and ζ ∈ (0, 1) such
that, for all energies E ∈ [E0, E0+ E˜L/2], all scales L ≥ L˜ are (E,mL, ζ, p)-
good for the operator with free sites, uniformly in tS ∈ [0, 1]S .
Remark 3.9. The arguments for Lemma 3.8 are based on quantitative
unique continuation principles and convenient configurations of the random
potential. They appear in a preliminary form in the PhD thesis of the second
author [RM1]. While finishing this paper, we learnt that similar arguments
are used in the recent preprint [ST, Thm. 2.2] to obtain an initial length-
scale estimate which is not restricted to the bottom of the spectrum but
also works at internal band edges. It is applied to yield localisation at band
edges in a periodic situation [ST, Thm. 1.1], but the authors also speculate
about applications in certain non-ergodic ones [ST, Ex. 2.4, Ex. 2.5]. We
could combine [ST, Thm. 2.2] with the multi-scale analysis performed in this
section to obtain a generalisation of Theorem 3.2 to energies near internal
band edges – provided they exist for HD.
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Before we turn to the proof of Lemma 3.8, we recall the Combes–Thomas
estimate from [GK3, Thm. 1] in our setting (n = 1, z = E,Ξ = 1, γ = 1/2
therein), which also holds for finite-volume restrictions.
Theorem 3.10 ([GK3]). Let ω ∈ ΩD′, L > 0, x ∈ Rd and y, z ∈ ΛL(x).
Suppose E < inf σ(Hω,x,L) and write η := inf σ(Hω,x,L)− E > 0. Then,
‖χyRω,x,L(E)χz‖ ≤ 4
3η
e
√
η
2 (
√
d−‖y−z‖). (3.10)
Proof of Lemma 3.8. We fix the configuration tS ∈ [0, 1]S . Since u ≥ 0, we
have
Hω,tS ,x,L ≥ −∆x,L + VD∩ΛL(x) + VDω0 ∩ΛL(x), (3.11)
where Dω0 := {γ ∈ D0 : ωγ = 1}. Recall that D0 ⊂ D′ is a Delone set with
parameters, say, (r0, R0). Therefore, in order to obtain the event in (3.9), it
is enough to prove a suitable lower bound for the operator on the r.h.s. of
(3.11), the result being automatically uniform in tS.
Let K ∈ N with L > K ≫ R0 be fixed later. We can always find a set of
lattice points JL with |JL| < (3L/K)d such that
ΛL−K(x) ⊂
( ⋃
j∈JL
ΛK(j)
)int
⊂ ΛL(x). (3.12)
and such that the overlap of the boxes ΛK(j) has measure zero. We denote
by A the event that |Dω0 ∩ΛK−2δ+(j)| > 1 for every j ∈ JL. The complement
of this event has probability
P(Ac) = P (∃j ∈ JL,∀γ ∈ D0 ∩ ΛK−2δ+(j) : ωγ = 0) (3.13)
≤
∑
j∈JL
P
(∀γ ∈ D0 ∩ ΛK−2δ+(j) : ωγ = 0) (3.14)
≤ |JL|P(ωγ = 0)minj∈JL |D0∩ΛK−2δ+ (j)| (3.15)
≤ (3L/K)dβ⌊(K−2δ+)/R0⌋d , (3.16)
where ⌊x⌋ denotes the largest integer not exceeding x ∈ R. Therefore, we
have
P(A) ≥ 1− (3L/K)d β⌊(K−2δ+)/R0⌋d . (3.17)
Now, for every given ω ∈ A, we choose one point γj(ω) ∈ Dω0 ∩ ΛK(j) for
every j ∈ JL and define the potential
Uω,x,L(·) :=
∑
j∈JL
u
( · −γj(ω)). (3.18)
Note that suppUω,x,L ⊂ ΛL(x) and the set of impurity centres {γj(ω)}j∈JL
is relatively dense in ΛL(x) with parameter K for every ω ∈ A. Then, we
conclude from (3.11) that for every ω ∈ A
Hω,tS ,x,L ≥ −∆x,L + VD∩ΛL(x) + Uω,x,L =: H˜ω,x,L. (3.19)
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Below, we will show by distinguishing the cases d > 2 and d = 1 that, uni-
formly in ω ∈ A, the spectrum of the operator H˜ω,x,L starts only sufficiently
far above E0. By (3.19), the distance from E0 to the spectrum of Hω,tS ,x,L
cannot be smaller, and the Combes–Thomas estimate will give the desired
decay of the resolvent of Hω,tS ,x,L for ω ∈ A, that is, with probability given
by (3.17).
Proof of Part (i). Let d ≥ 2, fix p > 0, β ∈ (0, 1) and ω ∈ A. In order
to obtain a lower bound on inf σ(H˜ω,x,L), we combine [RMV, Thm. 4.9]
and [RMV, Cor. 2.2], and obtain the existence of a constant CUC(K) > 0,
independent of ω ∈ A, x and L, such that
inf σ(H˜ω,x,L) ≥ E0 + u−CUC(K). (3.20)
More precisely, this constant is given by [RMV, Eq. (9)]
CUC(K) :=
(
δ−
CdK
)Cd+CdC2/3V K4/3
, (3.21)
where Cd depends only on the dimension and
CV := ‖VD‖∞ + sup
ω∈A
‖Uω,x,L‖∞ + E0 + 1 <∞, (3.22)
see the comment before [RMV, Eq. (33)].
Combining (3.20), (3.19) and (3.17), we obtain
P
(
inf σ(Hω,tS ,x,L) ≥ E0 + u−CUC(K)
)
≥ 1− (3L/K)d β⌊(K−2δ+)/R0⌋d .
(3.23)
Given ε > 0, which will be determined later, we make the choice
K = KL := ⌈2R0(logL)ǫ+1/d⌉. (3.24)
Thus, β⌊(KL−2δ+)/R0⌋d 6 β[KL/(2R0)]d for all sufficiently large L, and we can
find L = L(d, ε, β,D′, p) such that for L ≥ L we have
P
(
inf σ(Hω,tS ,x,L) ≥ E0 + EL
)
≥ 1− L−pd (3.25)
with EL := u−CUC(KL) taking the explicit form as stated in the lemma.
This proves (3.9).
In order to obtain the claim on good scales, we assume that ω is in the
event of (3.25) from now on and let E ∈ [E0, E0 + EL/2]. Then, for every
fixed ζ ∈ (0, 1),
‖Rω,tS ,x,L(E)‖ ≤ 2/EL 6 eL
1−ζ
(3.26)
for all L > L˜ = L˜(d, ε, β,D′, p), uniformly in tS ∈ [0, 1]. Let also z, y ∈
ΛL(x) with ‖z−y‖ > L/100. Then, the Combes–Thomas estimate (Theorem
3.10) gives
‖χzRω,tS ,x,L(E)χy‖ ≤
8
3 EL e
−(EL/32)1/2‖z−y‖ (3.27)
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for all E ∈ [E0, E0 + EL/2] and all L > 200
√
d, uniformly in tS ∈ [0, 1]. We
need to absorb the factor 1/EL in the exponent of the exponential. This is
only possible if
4
3
(
ε+
1
d
)
< 1. (3.28)
It is here where the restriction to d > 2 arises. So we choose ε ∈ (0, 34 − 1d)
and obtain
‖χzRω,tS ,x,L(E)χy‖ ≤ e−(EL/64)
1/2‖z−y‖ (3.29)
for all E ∈ [E0, E0 + EL/2] and all L > L˜. Introducing mL :=
√EL/64, we
see that the scales L ≥ max{L, L˜} are (E,mL, ζ, p)-good for the operator
with free sites for all energies E ∈ [E0, E0+ EL/2], uniformly in tS ∈ [0, 1]S .
Proof of Part (ii). The case d = 1 requires an appropriate replacement
of the constant CUC(K) in (3.20). We follow the procedure outlined in the
previous case to obtain (3.20) but apply Theorem B.3 instead of [RMV, Cor.
2.2]. This gives (3.20) with CUC(K) replaced by
C˜UC(K) :=
δ−
cK
e−CK . (3.30)
This expression is the constant in (B.5) applied to our model operator. It
involves a numerical constant c > 0, and a constant C > 0 which comes
from (B.2) and does not depend on K, only on E0 and u. Proceeding as in
the previous case, we obtain (3.23) for d = 1, but with CUC(K) replaced by
(3.30). In contrast to (3.24), we now choose
K = K˜L :=
⌈
2R0(1 + p) logL
|log β|
⌉
, (3.31)
which ensures that (3L/K˜L)β
⌊(K˜L−2δ+)/R0⌋ < L−p for all L large enough.
Then, there exists L = L(u, β,D′, p) such that for all L ≥ L, we have (3.25)
for d = 1 with E˜L := u−C˜UC(K˜L) taking the form as in the claim.
Finally, (3.26) and (3.27) hold for d = 1 and EL replaced by E˜L. The
restriction β < eC˜ is required in order to pass from (3.27) to (3.29). Thus,
the property of good scales follows as above, given the constraint on β. 
Remarks 3.11. (i) As we have seen, the proof of localisation using
the MSA gives the existence of an energy E∗ > E0 such that the operator
exhibits almost surely dynamical localisation in the interval [E0, E∗]. In the
ergodic setting with regular random variables it was shown in [GK2] how E∗
depends on the parameters of the model. This was later used in [GMRM,
Thm. 3.9] for a Delone–Anderson model, to show how this energy depends
on the parameters of the underlying Delone set. It would be interesting to
know if one can obtain similar information in our case. However, the proof
of [GK2] relies on Wegner estimates and is therefore restricted to regular
random variables.
(ii) Note that even if it was K instead of K4/3 appearing in (3.21) in
the exponent of CUC(K) – as it is conjectured, see for example [DKW] –
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the proof of Lemma 3.8(i) would involve the condition 1d + ε < 1 instead of
(3.28). Therefore the restriction to d ≥ 2 could still not be relaxed in this
part.
4. Topological properties of Delone–Bernoulli operators
In this section we apply Theorem 3.2 to obtain topological information
on the set of Delone sets for which the associated Delone operators exhibit
localisation.
4.1. Denseness of Delone sets exhibiting localisation. In this section
we show that Delone sets whose associated Delone operators exhibit dy-
namical localisation at low energies are dense in D. Even though this is a
purely deterministic statement, our proof is not and relies on an application
of Theorem 3.2.
Theorem 4.1. Let D ∈ D be a Delone set and let E0 be the infimum of the
spectrum (2.6) of the associated Delone operator (1.1). Then there exists
an energy E∗ > E0 and a sequence (DL)L∈N ⊂ D of Delone sets such that
limL→∞DL = D in the topology of D and the Delone operators HDL exhibit
dynamical localisation in [E0, E∗] for all L ∈ N.
Remark 4.2. We stress that the energy E∗ in the above theorem does not
depend on L. This signals how weak the notion of convergence in D is.
Proof of Lemma 4.1. It suffices to prove the lemma for all ℓZd-periodic De-
lone sets with ℓ ∈ N arbitrary, because these are dense in D, as we show
now: given an arbitrary Delone set D, define Dℓ as the periodic tiling of Rd
by all ℓZd-translates of D ∩ Λℓ, viz.
Dℓ :=
⋃
j∈ℓZd
{
j + (D ∩ Λℓ)
}
. (4.1)
Then, limℓ→∞Dℓ = D in the topology of D, see Definition 1.3.
So let us assume that D ∈ D is ℓZd-periodic for some ℓ ∈ N (we have
dropped the ℓ from the notation) and let (D,D′) be a Delone pair, as in
Definition 2.1. Consider the Delone–Bernoulli operator HD′′ω from Defini-
tion 2.2. If d = 1 assume β ∈ (0, C) there with the constant C ∈ (0, 1] from
Theorem 3.2. Let (Λ
(j)
L )j∈N be a sequence of disjoint cubes in R
d, centred
around x
(j)
L ∈ ℓZd and with edges of length L ∈ N. The events
AL,j :=
{
ω ∈ ΩD′ : D′′ω ∩ Λ(j)L = D ∩ Λ(j)L
}
(4.2)
that all random variables ωγ = 0 for γ ∈ D′ ∩Λ(j)L are pairwise independent
and have strictly positive probability PD′(AL,j) = β|D
′∩Λ(j)L | > cL > 0 with
cL independent of j. Hence, the Borel–Cantelli Lemma implies PD′(AL) = 1
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for the event AL := lim supj→∞AL,j of the joint occurrence of infinitely
many of the events AL,j.
From Theorem 3.2 we infer the existence of an energy E∗ > E0 and
an event ΩˆD′ ⊂ ΩD′ of full probability for which the operator HD′′ω with
ω ∈ ΩˆD′ exhibits dynamical localisation in [E0, E∗] and all its consequences.
Then, PD′(ΩˆD′ ∩AL) = 1 for all L ∈ N. In particular, for every L ∈ N there
exists ωL ∈ ΩˆD′ such that (ωL)γ = 0 for all points γ lying in some cube Λ(j)L
of centre x
(j)
L . Setting
DL := −x(j)L +D′′ωL , (4.3)
we have thatHDL exhibits dynamical localisation in [E0, E∗], becauseHD′′ωL
does, and a translation by a vector does not change the spectral type of the
operator. Moreover, DL ∩ ΛL(0) = D ∩ ΛL(0) for all L ∈ N. The latter
implies that D = limL→∞DL in the topology of D, see Definition 1.3. 
4.2. Meagreness of localised configurations in probability space.
We present two approaches in this section. For our first approach, we recall
a version of Simon’s Wonderland Theorem [Si, Sect. 2] obtained in [LS4]. Let
S be the space of self-adjoint operators on L2(Rd), endowed with the strong
resolvent topology τsrs, that is, the coarsest topology on S such that, for
every ϕ ∈ L2(Rd), the mapping A ∋ S 7→ (A+i)−1ϕ ∈ L2(Rd) is continuous.
Convergence in this topology corresponds to convergence of operators in the
strong resolvent sense [RS, Sect. VIII.7].
Theorem 4.3 (Thm. 2.1 in [LS4]). Let (X, d) be a complete metric space,
H : X → S, x 7→ Hx, be a continuous mapping and U ⊆ R an open set.
Assume that each of the following three sets
(i) {x ∈ X : σpp(Hx) ∩ U = ∅},
(ii) {x ∈ X : σac(Hx) ∩ U = ∅},
(iii) {x ∈ X : U ⊆ σ(Hx)}
is dense in X. Then,{
x ∈ X : U ⊆ σ(Hx), σac(Hx) ∩ U = ∅ = σpp(Hx) ∩ U
}
(4.4)
is a dense Gδ-set in X.
In our application of the wonderland theorem to Delone–Bernoulli oper-
ators, the following notion will be useful.
Definition 4.4. (i) Given an (r,R)-Delone set D and a compact set
K ⊂ Rd, we call the subset D ∩K the K-pattern of D.
(ii) We say that an (r,R)-Delone set D is infinitely pattern repeating
(IPR), if for every compact set K ⊂ Rd there exist infinitely many translates
of the K-pattern in D,∣∣{y ∈ Rd : y + (D ∩K) = D ∩ (y +K)}∣∣ =∞. (4.5)
We remark that every periodic Delone set D has the IPR property.
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Theorem 4.5. Assume that D has the IPR property and that u ∈ C1c (Rd).
Assume moreover that the following holds:
(i) there exists an energy E′ such that HD exhibits purely absolutely
continuous spectrum in the interval [E0, E
′],
(ii) if D′ is a Delone set such that (D,D′) is a Delone pair, and K ⊂ Rd
is any compact set, then the spectrum of the operator HD + V˜ with
V˜ :=
∑
γ∈D′∩K
u( · − γ) (4.6)
remains purely absolutely continuous in the interval [E0, E
′].
Then, there exists an energy Eˆ such that the event Ωsc ⊂ ΩD′ of ω for which
HD′′ω exhibits purely singular continuous spectrum in the interval (E0, Eˆ) ⊂
[E0, E
′] is a dense Gδ-set in ΩD′.
The theorem immediately implies
Corollary 4.6. Given the assumptions of Theorem 4.5, the event Ωpp of
ω ∈ ΩD′ for which HD′′ω has non-empty pure point spectrum in (E0, Eˆ) is a
meagre subset of ΩD′. In particular, the events that HD′′ω exhibits Anderson
or dynamcial localisation in (E0, Eˆ) are meagre.
Remark 4.7. (i) Both assumptions (i) and (ii) in the above theorem
hold in the absence of a background potential, VD = 0. The same is true for
certain periodic background potentials. For more general periodic VD, this
is conjectured, see [KuV] and references therein. For Delone background
potentials VD, even the implication “(i) ⇒ (ii)” is not known, but it should
hold under reasonable assumptions.
(ii) In view of the previous remark, we now set D = ∅ (not a Delone
set!) and D′ = Zd. Theorem 4.5, which also holds in this case, then yields
generic singular continuous spectrum for the (ergodic) Anderson model with
Bernoulli random variables. This extends a result obtained by Simon [Si]
for certain regular random potentials to the case of random potentials with
singular probability distributions.
Proof of Theorem 4.5. Consider X = ΩD′ endowed with the metric
distD′(ω, ω
′) :=
∑
γ∈D′
2−‖γ‖|ωγ − ω′γ | (4.7)
for ω, ω′ ∈ ΩD′ . This metric is compatible with the product topology of ΩD′
and renders ΩD′ a complete metric space. The mapping H : (ΩD′ ,distD′)→
(S, τsrs), given by Hω := HD′′ω := −∆+ VD +
∑
γ∈D′ ωγu( · − γ), is contin-
uous by the same arguments as in [GMRM, Eqs. (2.28) – (2.32)].
The fact that the interval [E0, E
′] is contained in the spectrum of HD
and the IPR property imply by Theorem A.1 that [E0, E
′] is also contained
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in the spectrum of Hω for ω in a set of full probability in ΩD′ , which is
therefore dense in ΩD′ by Lemma C.2.
The configurations ω that are supported on a compact set, that is, ωγ 6= 0
for at most finitely many γ, are dense in ΩD′ . Moreover, the operators Hω
associated to these ω exhibit purely absolutely continuous spectrum in the
interval [E0, E
′] by hypothesis (ii). Thus, they do not have any pure point
spectrum in this interval.
Next, by Theorem 3.2, there exists an energy E∗ such that Hω exhibits
localisation in [E0, E∗] for every ω ∈ ΩMSA with P(ΩMSA) = 1. Thus,
ΩMSA is dense in ΩD′ by Lemma C.2. Since the event that Hω exhibits only
pure point spectrum in [E0, E∗] – and therefore no absolutely continuous
spectrum there – contains ΩMSA, this event is also dense in ΩD′ . Therefore,
we can apply Theorem 4.3 in the interval (E0, Eˆ), with Eˆ := min{E′, E∗} >
E0 and obtain that the event {ω ∈ ΩD′ : σ(Hω) ∩ (E0, Eˆ) = σsc(Hω)} is a
dense Gδ-set. 
Remark 4.8. An analogous result as in Theorem 4.5 can be obtained for
the Random Displacement Model, see (ii) after Definition 1.3 in the in-
troduction. In the proof one has to replace the localisation statement of
Theorem 3.2 by the one in [KLNS]. We remark that the proof of localisa-
tion for this model [KLNS] relies heavily on the underlying lattice structure
and therefore cannot be extended to the more general Delone setting we
consider here.
Using the multiscale analysis directly, we obtain an alternative theorem,
which gives a weaker statement than Theorem 4.5 but holds under more
general assumptions.
Theorem 4.9. Let E∗ and ΩMSA be given by Theorem 3.2. Assume that
HD exhibits purely absolutely continuous spectrum in the interval [E0, E∗].
Then, the event ΩMSA is a meagre dense set in ΩD′.
Proof. Density of ΩMSA comes from the fact that P(ΩMSA) = 1 and Lemma
C.2. It remains to show meagreness. The event ΩMSA is constructed in
[GK4, Thm. 7.2], using the output of the multiscale analysis [GK4, Thm.
6.1]. It is contained in the event U∞ of ω ∈ Ω for which HD′′ω exhibits An-
derson localisation, see [GK4, Thm. 7.1] for the definition or Theorem C.1.
Thus, the claim follows from the stronger statement that U∞ is a meagre
set in ΩD′ .
In order to see that U∞ is meagre, that is, a countable union of nowhere
dense sets, we appeal to (C.1) and show that each of the sets
⋂∞
k=n U0,Lk ,
n ∈ N, is closed in ΩD′ and has empty interior. Closedness follows from
Lemma C.3 in the appendix. To show empty interior we consider the even
bigger event
Ωpp :=
{
ω ∈ Ω : Hω exhibits only pure point spectrum in [E0, E∗]
}
. (4.8)
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This event has empty interior in the product topology of ΩD′ : indeed, take
ω ∈ Ωpp and an arbitrary neighbourhood of ω in ΩD′ . Then, this neigh-
bourhood contains an element ω′ = (ω′γ)γ∈D′ with ω′γ = 0 for all γ outside
a compact set of Rd. The operator Hω′ has absolutely continuous spectrum
in [E0, E∗] because it is a perturbation of HD by a compactly supported
potential. Therefore, ω′ /∈ Ωpp, which shows that Ωpp has empty interior.
Thus, for every n ∈ N, ⋂∞k=n U0,Lk ⊆ U∞ ⊆ Ωpp has empty interior in the
product topology of ΩD′ . 
Remark 4.10. We note that Theorem 4.9 also holds for the case of Delone–
Anderson operators with Ho¨lder-continuous probability distributions. To see
this, it is enough to mention that the steps outlined in Appendix C hold for
all non-degenerate probability distributions.
Appendix A. On the spectral infimum of Delone–Anderson
operators
Here, we consider a generalisation of the Delone–Bernoulli operatorHω :=
HD′′ω from Definition 2.2 to the case of an arbitrary single-site distribution
µ with support in more than one point of R. We refer to this generalisation
as the Delone–Anderson operator.
Theorem A.1. Let D and D′ be Delone sets, with D satisfying the IPR
property. Let ΩD′ ∋ ω 7→ Hω be a Delone–Anderson operator with 0 ∈
supp(µ). Then, there exists Ω˜D′ ⊆ ΩD′ with PD′(Ω˜D′) = 1 such that
σ(HD) ⊆ σ(Hω) for all ω ∈ Ω˜D′ . (A.1)
Moreover, σ(Hω) ∩ σ(HD) = σess(Hω) ∩ σ(HD) for all ω ∈ ΩD′.
The proof of Theorem A.1 relies on a Weyl-sequence argument. Among
others, the IPR property ensures that the members of a Weyl sequence can
be chosen to be mutually orthogonal. We refer to [RM3, Prop. 3.2] for an
analogous proof in the discrete setting.
Appendix B. The quantitative unique continuation principle in
dimension one
In this section we recall an intermediate result obtained in the proof of
[KiV, Lemma 5] (see also [Ve]) which implies a quantitative unique continu-
ation principle for eigenfunctions of Schro¨dinger operators in dimension one.
The latter is similar to [RMV, Thm. 2.1 and Cor. 2.2], but with a slightly
different constant CUC . The proof of [KiV, Lemma 5] can be extended to
the setting of Delone operators since the arguments do not rely on the pe-
riodicity of the underlying structure of the potential. Due to this fact, this
result has been extended to non translation invariant settings, for example,
to metric graphs, see [HV, GHV].
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Lemma B.1. [KiV, Lemma 5] Let 0 < s < L be fixed, and consider the
interval ΛL(x) = (x − L/2, x + L/2), with x ∈ R. Let H = −∆ + V be
a Schro¨dinger operator with bounded potential V , and consider the finite-
volume restriction of H, Hx,L = −∆x,L + Vx,L to L2(ΛL(x)) with Dirichlet
boundary conditions. Let ϕ be an eigenfunction of Hx,L with eigenvalue
E ∈ R. Let k ∈ ΛL(x) be such that Λs(k) ⊂ ΛL(x). Then, there exists a
constant Cs,V,E > 0, such that for any y ∈ ΛL(x) with Λs(k + y) ⊂ ΛL(x)
we have
‖ϕ‖2Λs(k+y) ≤ eCs,V,E |y|‖ϕ‖2Λs(k), (B.1)
where ‖ϕ‖Λ denotes the L2-norm of ϕ restricted to Λ. The constant Cs,V,E >
0 is known explicitly
Cs,V,E = 2
(
2 · 182
s2
+ 2s2‖V − E‖2∞
)1/2
. (B.2)
Remarks B.2. (i) The estimate (B.1) is obtained from [KiV, Eq.
(16)]. The expression in (B.2) can be obtained from the proof [GT, Thm.
7.27, Eq. (7.60)] with the choice p = 2, using the eigenvalue equation for ϕ.
(ii) In our applications, we set V = VD′′ω = VD + VD′ω and use the
interval I = [E0, E0 + 1], with E0 = inf σ(−∆+ VD), which is large enough
to contain the neighborhood of E0 we are interested in. We use the uniform
bound Cs,V,I := supE∈I Cs,V,E and estimate ‖VD′′ω − E‖∞ ≤ ‖VD‖∞ +
supω ‖VD′ω‖∞+E0+1 ≤ E0+3, taking into account Definition 2.2. Hence,
Cs,V,I = 2
(
2 · 182
s2
+ 2s2(E0 + 3)
2
)1/2
. (B.3)
Theorem B.3. Let 0 < s < M < L be fixed. Consider the interval ΛL(x) =
(x−L/2, x+L/2), with x ∈ R. Let H = −∆+V be a Schro¨dinger operator
with bounded potential V , and consider the finite-volume restriction of H,
Hx,L = −∆x,L + Vx,L to L2(ΛL(x)) with Dirichlet boundary conditions. Let
I ⊂ R be a bounded interval and ϕ an eigenfunction of Hx,L with eigenvalue
E ∈ I. Let (γk)k∈MZ ⊂ R be a sequence such that
Λs(γk) ⊂ ΛM (k) for each k ∈MZ. (B.4)
Then, ∑
k∈MZ: γk∈ΛL−s(x)
‖ϕ‖2Λs(γk) ≥
s
4M
e−2Cs,V,IM‖ϕ‖2ΛL(x) (B.5)
with the constant Cs,V,I given in (B.3).
Proof. Consider the index set defined as
Jx,L,M := J (1)x,L,M ∪ J (2)x,L,M (B.6)
with
J (1)x,L,M := {k ∈MZ : ΛM (k) ⊂ ΛL(x)}, (B.7)
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J (2)x,L,M :=
{
x− L
2
+
M
2
, x+
L
2
− M
2
}
. (B.8)
Then, we can write
ΛL(x) =
 ⋃
κ∈Jx,L,M
ΛM (κ)
int . (B.9)
Note that in this covering of ΛL(x) there might be an overlap of positive
Lebesgue measure near the boundary of ΛL(x), therefore,
‖ϕ‖2ΛL(x) ≤
∑
κ∈Jx,L,M
‖ϕ‖2ΛM (κ). (B.10)
In turn, we write
ΛM (κ) =
 ⋃
y∈Jκ,M,s
Λs(y)
int (B.11)
with the index set Jκ,M,s defined analogously to Jx,L,M , see (B.6). Then,
we have
‖ϕ‖2ΛM (κ) ≤
∑
y∈Jκ,M,s
‖ϕ‖2Λs(y). (B.12)
This yields
‖ϕ‖2ΛL(x) ≤
∑
κ∈Jx,L,M
∑
y∈Jκ,M,s
‖ϕ‖2Λs(y) (B.13)
=
∑
κ∈J (1)x,L,M
∑
y∈Jκ,M,s
‖ϕ‖2Λs(y) +
∑
κ∈J (2)x,L,M
∑
y∈Jκ,M,s
‖ϕ‖2Λs(y). (B.14)
For the last expression, we can use Lemma B.1 to estimate the norm ‖ϕ‖2Λs(y)
from above in terms of ‖ϕ‖2Λs(γk) with some γk, k ∈MZ, as long as Λs(γk) ⊂
ΛL(x). For k = κ ∈ J (1)x,L,M there is a unique element γk that satisfies
Λs(γk) ⊂ ΛM (k) ⊂ ΛL(x) and therefore to each y ∈ Jκ,M,s we can associate
this element γk . Then, we can apply Lemma B.1 and (B.1) holds in the
form
‖ϕ‖2Λs(y) ≤ eCs,V,E |y−γκ|‖ϕ‖2Λs(γκ), (B.15)
where |y − γκ| < M by construction.
Now, for the second sum in (B.14), for κ ∈ J (2)x,L,M there is not a one-to-
one correspondance with elements of (γk)k∈MZ such that Λs(γκ) ⊂ ΛL(x).
Indeed, due to the fact that L is not necessarily a multiple ofM , ΛM (κ) with
κ ∈ J (2)x,L,M might intersect totally, partially, or none of the intervals Λs(γk).
If there is an interval Λs(γk) fully contained in ΛM (κ), then we can directly
apply Lemma B.1 as before. However, if this is not the case, we can still use
Lemma B.1 if we consider a γk that is contained in the neighbouring interval
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ΛM (κ
′) with κ′ ∈ J (1)x,L,M . Therefore, (B.15) holds with |y − γκ| < 2M , that
is, with a constant twice as big.
To describe this rigorously, let us denote by kl := minJ (1)x,L,M −M ∈MZ
and kr := maxJ (1)x,L,M +M ∈ MZ the elements k ∈ MZ that do not lie in
ΛL(x) and that are the closest to ΛL(x) to the left and the right, respectively.
We define the map τ : Jx,L,M → J (1)x,L,M ∪ {kl, kr} as follows:
τ(κ) :=

κ if κ ∈ J (1)x,L,M
minJ (1)x,L,M ifκ = x− L2 + M2 andΛs(γkl) * ΛL(x)
kl ifκ = x− L2 + M2 andΛs(γkl) ⊂ ΛL(x)
maxJ (1)x,L,M ifκ = x+ L2 − M2 andΛs(γkr) * ΛL(x)
kr ifκ = x+
L
2 − M2 andΛs(γkr) ⊂ ΛL(x)
. (B.16)
With this construction, for every y ∈ Jκ,M,s we can write y = γτ(κ)+z with
some z ∈ R with |z| < 2M . Note also that since the map τ is not injective,
the sequence (γτ(κ))κ∈Jx,L,M might contain twice the elements γminJ (1)x,L,M
and γ
maxJ (1)x,L,M
. We have that Λs(γτ(κ) + z) ⊂ ΛL(x) for all κ ∈ Jx,L,M and
therefore we can apply Lemma B.1 to obtain
‖ϕ‖2Λs(y) = ‖ϕ‖2Λs(γτ(κ)+z) ≤ e
Cs,V,I |z|‖ϕ‖2Λs(γτ(κ)) ≤ e
2Cs,V,IM‖ϕ‖2Λs(γτ(κ)).
(B.17)
Plugging this into (B.14) gives
‖ϕ‖2ΛL(x) ≤ e2Cs,V,IM
2M
s
∑
κ∈Jx,L,M
‖ϕ‖2Λs(γτ(κ)), (B.18)
where we used the fact that ♯Jκ,M,s < 2Ms . Next, note that∑
κ∈Jx,L,M
‖ϕ‖2Λs(γτ(κ)) ≤ 2
∑
k∈MZ; γk∈ΛL−s(x)
‖ϕ‖2Λs(γk), (B.19)
because the terms ‖ϕ‖2Λs(γτ(κ)) with τ(κ) ∈ {minJ
(1)
x,L,M ,maxJ (1)x,L,M} appear
at most twice. The desired result follows from (B.18) and (B.19). 
Appendix C. The topological structure of configurations
exhibiting localisation
In this section we present auxiliary results for the proof of Theorem 4.9.
We will recall results from Sections 6 and 7 in [GK4] and rephrase [GK4,
Thm. 7.1] as follows:
Theorem C.1. Let ΩD′ ∋ ω 7→ Hω be a Delone–Anderson operator on
L2(Rd) with either Ho¨lder continuous or Bernoulli distributed random vari-
ables. Let I ⊂ R be a bounded open interval, for which there is a scale L1
such that for all L ≥ L1 there exist events Ux0,L, defined in [GK4, Thm. 6.1],
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for all x0 ∈ Rd. Then, for a sequence of scales {Lk}k=0,1,... with L0 ≥ L1,
Lk+1 = 2Lk for k = 1, 2, ..., and x0 = 0, the event U∞ ⊆ ΩD′, defined by
U∞ :=
∞⋃
n=1
∞⋂
k=n
U0,Lk , (C.1)
is such that P (U∞) = 1 and Hω exhibits Anderson localisation in I for all
ω ∈ U∞.
We recall that the notion of Anderson localisation was introduced above
Theorem 3.2.
Given that the output of the multiscale analysis involves estimates that
are uniform with respect to the centre of a box, see e.g. Definition 3.5, it
follows that [GK4, Thm. 7.1], which is valid for alloy-type random potentials
centred on the points of Zd, also applies to the case of operators we consider
here.
When studying events from a topological perspective, the following will
be helpful. We write Ω := ΩD′ for brevity.
Lemma C.2. Let S := supp(µ) be compact in R and let Ω :=×D′S. Then,
every set that has full P-measure in Ω is dense in Ω.
Proof. A set of full measure is dense in the support of the measure [KH,
Prop. 4.1.17]. Therefore, the lemma will follow from supp(P) = Ω.
To show this, let ω ∈ Ω, ε > 0 and consider the open ball Bε(ω) := {ω′ ∈
Ω : distD′(ω, ω
′) < ε} of radius ε centred about ω. Here, we use the metric
(4.7) on Ω. Since S is bounded there exists K ⊂ Rd compact and δ > 0
such that Z := ×γ∈D′Zγ ⊆ Bε(ω), where Zγ := (ωγ − δ, ωγ + δ) for γ ∈ K
and Zγ := S for γ ∈ Rd \K. Thus, we have
P
(
Bε(ω)
)
> P(Z) =
∏
γ∈K
µ(Zγ) > 0 (C.2)
because ωγ ∈ S for every γ ∈ D′. Since ε > 0 was arbitrary we conclude
that ω ∈ supp(P). 
As seen in Equation (C.1), the events Ux0,L from [GK4, Thm. 6.1] (see
Theorem C.5 below) are the building blocks of the set U∞ of configurations
that exhibit Anderson localisation. The events Ux0,L consist of configura-
tions ω that encode good decay properties of generalised eigenfunctions of
Hω associated to generalised eigenvalues in I, in the sense of Theorem C.5
below. Before analysing their structure, we recall some notation: as in
[GK4], assuming L > 1, we fix L+ = c+L, and L− = c−L where c− ∈ (12 , 1),
and c+ ∈ (2, 3). We denote by FΛ the σ-algebra generated by the random
variables ωΛ = (ωj)j∈D′∩Λ for Λ ⊂ Rd a compact set.
A notion that is central in the multiscale analysis is the concept of a good
box. A box ΛL(x) with x ∈ Rd is called good if the norm of the resolvent
Rω,L(E) associated to the restriction of Hω to the box ΛL(x) has good decay
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properties for energies E in a certain interval I, i.e., it decays polynomially,
or exponentially with the length of the box L (see [GK4, Definition 3.1]).
Otherwise, ΛL(x) is called a bad box.
Lemma C.3. Let x0 ∈ Rd and k ∈ N. Then the set Ux0,Lk is closed in the
product topology of Ω.
Proof. Given x0 ∈ Rd and L > 1, the set Ux0,L has a cascade structure that
consists of countable intersections of sets that satisfy properties (i), (ii) and
(iii) in Theorem C.5 in different degrees.
In the case of Ho¨lder continuous random variables, it is written explicitly
in [GK4, Eq. (6.97)], as follows:
Ux0,L = Tx0,L− ∩ M̂x0,L ∈ FΛL+ (x0), (C.3)
where the event Tx0,L− , defined in [GK4, Eq. (6.27)], is the set of configura-
tions ω such that for a discrete set of energies in I, that provide a covering
for I, clusters of bad boxes Λ√L do not percolate to infinity. The event
M̂x0,L above is defined in [GK4, Eq. (6.95)] and it corresponds to configu-
rations ω for which all boxes Λ√L covering the annulus ΛL+ \ ΛL−(x0) are
good for the eigenvalues of Hω,x0,L− in I.
In the case of Bernoulli random variables, the set Ux0,L is written explicitly
in the proof of [GK4, Prop. 6.12], as follows:
Ux0,L = Xx0,L− ∩Mx0,L, (C.4)
whereMx0,L is a countable intersection of the events that all boxes Λ L
100
(x0)
covering the annulus ΛL+ \ΛL−(x0) are good for the eigenvalues of Hω,x0,L−
lying in a set IL, that is strictly contained in I. On the other hand, Xx0,L−
is defined in [GK4, Prop. 6.9] as
Xx0,L− = Q˜x0,L− ∩ Nx0,L−, (C.5)
where Nx0,L− , given in [GK4, Lemma 6.11], is a countable intersection of
events N (E)x0,L+,L− . The latter consist of configurations ω for which, outside
a certain set that contains bad boxes, one can find a covering the annulus
ΛL+ \ ΛL−(x0) by good boxes of smaller scale. On the other hand, the set
Q˜x0,L− , as defined in [GK4, Lemma 6.10] and [GK4, Eq. (6.47)] is given by
Q˜x0,L− = Tx0,Lˆ ∩ Zx0,Lˆ, (C.6)
where for a scale Lˆ smaller than L, Tx0,Lˆ is described after Equation (C.3)
above as a percolation event. The set Zx0,Lˆ is defined in a similar way, but
involving good boxes at a much smaller scale than in Tx0,Lˆ.
In the case of Ho¨lder continuous random variables, we see from (C.3) that
the set Ux0,Lk is closed if both events Tx0,L− and M̂x0,L are closed. In the
case of Bernoulli random variables, it can be seen from (C.4),(C.5) and (C.6)
that Ux0,Lk is closed if the events Tx0,Lˆ,Zx0,Lˆ, Mx0,L and Nx0,L− are closed.
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Since all the above sets rely on the property of a box being good,
closedness of Ux0,Lk follows from closedness of the event that a box ΛL
is (ω,E,m, ζ)-good for any given fixed E ∈ R and parameters m and ζ.
The latter can be seen by an application of the resolvent identity. Al-
ternatively, we remark that, for any given E ∈ R, the inclusion map
iE : Ω → R × Ω, ω 7→ (E,ω), is continuous. Therefore, closedness of the
event that ΛL is (ω,E,m, ζ)-good for given E follows from closedness of the
set {
(E,ω) ∈ R× Ω : ΛL is (ω,E,m, ζ)-good
}
(C.7)
in R × Ω with the product topology. For this result, in turn, we refer to
[GK4, Remark 3.3]. 
The rest of this appendix is not needed to obtain the results in this paper.
But it is instructive to recall how the sets Ux0,L are used in [GK4] to establish
decay of generalised eigenfunctions. In particular, this allows to shed light
on the additional challenges for Bernoulli random variables and explains the
more involved structure of Ux0,L in this case.
We recall some notation from [GK4, Section 5] : fix ν > d2 . Given y ∈
Rd, Ty denotes the operator on H = L2(Rd) given by multiplication by
the function Rd ∋ x 7→ Ty(x) := 〈x − y〉ν . We call ϕ 6= 0 a generalised
eigenfunction of Hω with generalised eigenvalue E if and only if T
−1ϕ ∈
L2(Rd) and
〈Hωϕ,ψ〉 = E〈ϕ,ψ〉 for all ψ ∈ C∞c (Rd), (C.8)
where C∞c (Rd) denotes the space of arbitrarily often differentiable, com-
pactly supported functions on Rd. Given E ∈ R, Θω(E) denotes the set of
generalised eigenfunctions of Hω associated to E.
Definition C.4. Given ω ∈ Ω, x ∈ Rd and E ∈ R, we measure the con-
centration of generalised eigenfunctions associated to E around the point x
by
Wω,x(E) :=
{
supψ∈Θω(E)
‖χxψ‖
‖T−1x ψ‖ if Θω(E) 6= ∅
0 otherwise
, (C.9)
and at an annulus around x at scale L ≥ 1 by
Wω,x,L(E) :=
{
supψ∈Θω(E)
‖χx,Lψ‖
‖T−1x ψ‖ if Θω(E) 6= ∅
0 otherwise.
, (C.10)
where χx,L is the characteristic function of the annulus Λ2L+1(x) \ΛL−1(x).
For simplicity, we state the following result in the particular case of Ho¨lder
continuous random variables, whose proof is given in [GK4, Rem. 6.14]:
Theorem C.5 (Thm. 6.1 [GK4]). Let Hω be the Delone–Anderson Hamil-
tonian on L2(Rd) and assume the random variables are Ho¨lder continuous.
Given p > 3 and ζ ∈ (0, 1), consider a bounded open interval I such that
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there is m > 0 and a scale L such that all scales L ≥ L are (E,m, ζ, p)-good
for all E ∈ I. Then, given a sufficiently large scale L and any x0 ∈ Rd,
there exists an event Ux0,L with the following properties:
i) We have
Ux0,L ∈ FΛL+ (x0) and P (Ux0,L) ≥ 1− L
p−3
3
d. (C.11)
ii) If ω ∈ Ux0,L and E ∈ I, whenever
Wω,x0(E) > e
−m
30
√
L, (C.12)
we have that
Wω,x0,L(E) ≤ e−
m
1000
√
L. (C.13)
iii) If ω ∈ Ux0,L, we have
Wω,x0(E)Wω,x0,L(E) ≤ e−
m
1000
√
L for all E ∈ I. (C.14)
Theorem C.5 applies when p−33 > 0, which is the case for the Anderson
model with Ho¨lder continuous random variables, see [GK4, Remark 1.7]. In
the case of Bernoulli random variables, however, the probability estimates for
the multiscale analysis are weaker compared to the case of regular random
variables. Moreover, the use of unique continuation principles forces the
restriction p ∈ (13 , 38), see [GK4, Remark 4.8]. In this case a more involved
proof is needed to obtain the analog of Theorem C.5, which includes several
scales to take care of the weaker estimates in order to reach conclusions (i),
(ii) and (iii) above. Namely, in the case 0 < p < 3 the analog of Theorem
C.5 is given in [GK4, Thm. 6.1], where the interval I is replaced by a
slightly smaller interval IL, and the r.h.s. of Equations (C.11),(C.12),(C.13)
is replaced by
P (Ux0,L) ≥ 1− Lp˜d, p˜ ∈ (0, p), (C.15)
Wω,x0(E) > e
−MLν for an appropriate ν ∈ (0, 1), and M > 0, (C.16)
Wω,x0,L(E) ≤ e−ML. (C.17)
Consequently, Wω,x0(E)Wω,x0,L(E) ≤ e−
M
2
Lν for all energies E in a set
slightly smaller than I. The extra steps needed to treat the Bernoulli case
explain the more involved structure of the event Ux0,L in (C.4).
Remark C.6. From [GK4, Remark 4.8] we see that if the constant in the
unique continuation principle is of the form R−CR
γ
for some γ > 0, then in
order to perform the multiscale analysis the following must hold,
γ <
1 +
√
3
2
, γ − 1 < p < 1
2γ
. (C.18)
From Eq. (B.5) we see that in dimension d = 1 the unique continuation
principle holds with γ = 1. This implies that the only restriction on how
small p must be to perform the multiscale analysis for Bernoulli potentials is
26 P. MU¨LLER AND C. ROJAS-MOLINA
0 < p < 12 , which is an improvement compared to the restriction p ∈ (13 , 38)
for Bernoulli random variables in d ≥ 2.
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