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1. Beschouw het model uit hoofdstuk 2. Indien voor een strategie # ,l c k s m,d e
groothe(len  ,f  C =4(RD)  en  4  (= 4(RD), behorende  bij het ingebedde proces,  vol-
doen aan
2         C
_1 < 1
*    9
dan   is de strategie   R' niet optimaal.   (Zie   voor de notatie sectie   2.4;   merk   op   dat
4   =   c,  en    4   - 9, onafhankelijk  van de inbedding).
2. Het is op voorhand niet altijd duidelijk of verkorting van vakanties (of meer over-
werk) ook inderdaad tot verhoogde prestaties leidt. Inzicht in dit vraagstuk, dat
sterke overeenkomst vertoont met de vraag of overslaan van preventief onderhoud
een verhoogde beschikbaarheid van technische installaties met zich meebrengt, kan
verkregen worden aan de hand van het model uit hoofdstuk 2.
3. Het probleem met preventief onderhoud is niet zozeer dat het in het algemeen te
weinig gebeurt, wat vaak wordt beweerd (overigens beweren sommigen juist het
tegenovergestelde), maar dat de onderhoudsinspanning binnen een bedrijf vaak on-
evenwichtig verdeeld    is    over    de verschillende onderhoudstaken. Veelal liggen
hieraan historische redenen ten grondslag. Zie sectie  6.3.1  voor  een  toelichting.
4. Het combineren van Operations Research modellen met management informatie
systemen om zo te komen tot brede 'decision making and analysis' systemen vormt
een belangrijke mogelijkheid om modellen beter te integreren in de praktijk. Een
methodologie die aan deze integratie aandacht besteedt wordt beschreven in hoofd-
stuk 6.
5. Het wordt tijd dat er een intemationaal, onafhankelijk instituut opgericht wordt, dat
rampen en bijna-rampen systematisch in kaart brengt en preventieve maatregelen
voorstelt.
6. Aantasting van het milieu wordt alom gezien als een bedreiging van de kwaliteit
van ons bestaan als gevolg van de voortschrijdende technologie. Een andere be-
dreiging die steeds belangrijker wordt, is het verschijnsel dat tal van zaken steeds
minder tastbaar worden, met als gevolg dat men een gebrek aan kwaliteit ervaart
(denk aan electronisch betalen, virtual reality, video conferencing). (Zie voor een
uitstekend betoog over het ervaren van kwaliteit: M. PIRSIG, Zen en de kunst van
het motoronderhoud, en Lita, uitg. Bert Bakker, Amsterdam.)
7. Gelet op de doelstellingen van het onderzoek, zoals die geformuleerd zijn in hoofd-
stuk  1,  is de kwaliteit ervan waarschijnlijk pas over vij f h tien jaar goed te beoorde-
len.
8. Een vier-jarige a.i.0.-loopbaan vertoont tal van overeenkomsten met het rijden van
een bergetappe in een wielerronde. Met name wanneer de finish op een bergtop
ligt.
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Onderhoudsstrategielin voor complexe systemen
Door het toenemend belang van bedrijfszekerheid en kwaliteit is de aandacht voor
doelmatig onderhoud gestegen. Zowel in het bedrijfsleven als bij overheid (infrastruc-
tuur) is men zich meer en meer bewust van het feit dat een god onderhoudsprogram-
ma tot belangrijke kostenbesparingen kan leiden en de kwaliteit van goederen en
diensten kan doen toenemen.
Een van de factoren die het beheersen van onderhoud compliceren is de onzeker-
heid die inherent   is aan onderhoudsbeslissingen.   Om het effect van onderhoudsbeslis-
singen goed te analyseren zijn modellen noodzaketijk. In dit proefschrift voegen we
nieuwe modellen toe aan de literatuur. Deze modellen kenmerken zich doordat zij
enerzijds geschikt zijn om complexe situaties te beschrijven, maar anderzijds ook
hanteerbaar zijn. In verband met de praktische toepasbaarheid richten we ons vooral op
eenvoudig implementeerbare beslisregels. Een tweede complicerende factor is de vaak
ingewikkelde samenhang met andere functies in het bedrijf, bv. produktie, waardoor
het lastig kan zon een onderhoudsmodel direct toe te passen op een specifiek pro-
bleem. In het laatste hoofstuk beschrijven we een concept om theoretische modellen toe
te passen in een praktische situatie.
De modellen zijn bedoeld voor beslissingsondersteuning met betrekking tot de
vraag of, en zo ja hoeveel, preventief onderhoud economisch gezien doelmatig is. Bij
preventief onderhoud denken we met name aan vervanging van onderdelen. We gaan
uit van systemen die bestaan uit 6dn of meerdere componenten, die onderhevig zijn aan
storingen. Door middel van preventieve vervanging van componenten kan de kans op
storingen verminderd worden, terwijl verdere kostenbesparingen bereikt kunnen
worden door het combineren van onderhoudsactiviteiten (bv. groepsvervanging). Bij
onderhoud aan complexe systemen kan gedacht worden aan onderhoud van
(spoor)wegen (componenten kunnen bv. baanvakken zijn), de peilers van een brug, of
een serie stroomgeneratoren maar ook, op een kleinschaliger viak, aan kritieke
onderdelen van een machine.
Markov beslissingstheorie en verniewingstheorie zijn de belangrijkste gereedschap-
pen voor het analyseren van onderhoudsproblemen in dit proefschrift. We gebruiken
deze technieken zowel voor het analyseren van fundamentele eigenschappen van het
model, als voor het construeren van algoritmes en het ontwikkelen van benaderingen.
Het eerste model dat we beschouwen is een uitbreiding van het standaard leef-
tijdsvervangingsmodel. Dit model gaat uit van een systeem dat bestaat uit 6dn enkele
component die onderhevig is aan slijtage: de kans op een fatale stonng neemt toe met
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de tijd (in afwezigheid van onderhoud). Als de component faalt is correctief onderhoud
nodig (bv. vervanging). Om een veelvuldig aantal storingen te vermijden, is het
mogelijk preventief onderhoud te verrichten, waarvan we aannemen dat het goedkoper
is. De vraag is dan wat de optimale preventive vervangingsleeftijd is om de component
te vervangen teneinde de gemiddelde kosten op de lange duur te minimaliseren. Dit
model kent een aantal beperkingen die we willen verruimen. In de eerste plaats laten
we de aanname dat de reparatieduren verwaarloosbaar zijn vallen. Verder wordt in het
standaard model aangenomen dat na een reparatie de toestand altijd zo goed als nieuw
is en dat de reparatiefaciliteit continu beschikbaar is. Beide aannames worden ver-
ruimd. Voor het resulterende algemene model wordt bewezen dat de optimale vervan-
gingsstrategie m.b.t. het optimaliteitscnterium van de minimale gemiddelde kosten op
de lange duur, een zogenaamde drempelwaarde-strategie is, d.w.z. vervang een
component preventief als zijn leeftijd groter is dan een zekere waarde en anders niet.
Verder wordt aangetoond dat de gemiddelde kosten als functie van de drempelwaarde
unimodaal zijn. Gebruikmakend van deze resultaten presenteren we een efficient
algoritme om de optimale strategie en de bijbehorende gemiddelde kosten te bepalen.
De algemene formulering als Markov-beslissingsmodel heeft als voordeel dat de
resultaten ook van toepassing zijn op het geval dat de veroudering beschreven wordt
door een toesundsvariabele, die een eindig aantal condities kan representeren.
Vervolgens beschouwen we componentvervangingen van een systeem dat bestaat uit
twee (identieke) componenten. De componenten falen onafhankelijk van elkaar en het
systeem faalt zodra 66n van de componenten faalt. Naast preventieve vervanging van
afzonderlijke componenten is er ook de mogelijkheid het hele systeem te vervangen
(beide componenten in een keer), wat verondersteld wordt goedkoper te zijn dan twee
afzonderlijke vervangingen. Voor elke leeftijdscombinatie zijn nu vier acties mogelijk:
vervang  geen van beide, vervang component 1, vervang component  2 en vervang
beide. Het blijkt dat de optimale vervangingsstrategie een tegenintuitieve eigenschap
heeft: het kan voorkomen dat voor een bepaalde leeftijdscombinatie het optimaal is 6dn
component (de oudste) te vervangen, terwijl als beide componenten    I periode ouder
zijn, het optimaal is om niets te vervangen. Er geldt dus niet: hoc ouder de componen-
ten, des te meer er vervangen wordt. De ingewikkelde struktuur van de optimale
strategie maakt praktische implementatie moeilijk. Daarom is gezocht naar een kiasse
van strategieen, die bijna optimaal is, maar veel eenvoudiger te karakteriseren, en
waarvan de gemiddelde kosten bovendien sneller te bepalen zijn. Het betreft hier de
klasse van zogenaamde (n, M-strategieen. lien (n, At)-strategie is een dubbele drempel-
waarde-strategie, die zegt dat cen component preventief vervangen moet worden zodra
de  leeftijd N wordt bereikt,  maar  ook  als de leeftijd  n  (S N) is bereikt  op een moment
dat er al een andere component vervangen dient te worden (hetzij preventief of
correctief). Het laatste noemen we een zogenaamde opport ,nistische vervanging. Uit
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numerieke exercities blijkt dat de beste (n, N)-strategie heel weinig afwijkt van de
optimale strategie (minder  dan   1 %  verschil in gemiddelde kosten). lien bijkomend
voordeel is dat, door gebruik te maken van de struktuur van de strategie, het bereke-
nen van de gemiddelde kosten van een (n, N)-strategie veel minder rekenwerk vraagt
dan voor een willekeurige strategie. De methode die we hiervoor ontwikkeld hebben,
is als bouwsteen opgenomen in een efficient algoritme waarmee de beste (n, Al)-
strategie bepaald kan worden.
Hoewel de analyst voor een twee-componenten systeem theoretisch uitbreidbaar is
naar een meer-componenten systeem, neemt de rekentijd zeer snel toe met het aantal
componenten. Daarom hebben we voor systemen bestaande uit veel componenten een
benadering ontwikkeld, die ons snel inzicht geeft in het functioneren van het systeem
onder een bepaalde onderhoudsstrategie. Hierbij merken op dat ook simulatie van dit
soort systemen een zeer tijdrovende bezigheid blijkt te zijn. Vanuit onderhoudsoogpunt
kan elk van de M componenten zich in vier geaggregeerde toestanden bevinden: goed,
dubieus, slecht en down. Op componentniveau wordt de volgende onderhoudsstrategie
gehanteerd: Als de component down is moet deze onmiddelijk vervangen worden
(teneinde het functioneren van het syteem te waarborgen); daarnaast moet een preven-
tieve vervanging worden uitgevoerd als de component de toestand 'slecht' bereikt. Op
systeemniveau stellen we twee strategie8n voor, beide gebaseerd op het aantal dubieuze
componenten.   Edn   van deze groepsvervangingsstrategieen luidt  alsvolgt.   voer  op   het
eerstvolgende moment van componentvervanging na het tijdstip waarop voor het eerst
K componenten de dubieuze toestand hebben bereikt een systeemvervanging uit i.p.v.
een componentvervanging.
In het geval dat de toestanden op grond van fysieke kenmerken te identificeren zijn
als goed, dubieus, slecht en down, kunnen we, onder enkele aanvullende aannames,
een expliciete uitdrukking voor de gemiddelde kosten op de lange duur vinden. Deze
uitdrukking, die tot eenvoudige berekeningen leidt, is afgeleid met de theorie van de
geboorte-sterfte processen. Als we alleen veroudering op basis van leeftijd kunnen
waarnemen volgen we de volgende procedure: Eerst kennen we aggregatie-toestanden
goed, dubieus en slecht toe aan bepaalde leeftijden. We kiezen parameters r en R en
kenmerken een leeftijd tussen tussen 0 en r als goed, tussen r en R als dubieus en
voorbij R als slecht. Nu kunnen we bepaalde uitdrukkingen die afgeleid zijn voor het
geaggregeerde toestande geval gebruiken als benadering. Door deze uitdrukkingen te
combineren met resultaten uit het 6dn-component model en heuristieken ontstaat een
approximatie die ons onder zeer uiteenlopende omstandigheden een snel inzicht in the
systeem geeft, met een nauwkeurigheidsmarge voor de gemiddelde kosten van rond de
5%.
In het voorlaatste hoofdstuk bestuderen we een specifiek onderhoudsprobleem uit
de produktieomgeving. Preventief onderhoud is hier niet alleen alhankelijk van de
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conditie van de machine maar ook van de produktie. In een produktielijn met veilig-
heidsvoorraden tussen de opeenvolgende produktiestadia kan het moment dat een buffer
volloopt aangegrepen worden om enkele preventieve onderhoudstaken te verrichten,
zonder dat de doorlooptijd van de produkten daar nadeel van ondervindt. We introdu-
ceren een model om deze situatie te analyseren en een klasse van eenvoudig implemen-
teerbare strategieen, waarbij de vervangingsbeslissing zowel afhangt van de leeftijd van
de machine als de inhoud van de eropvolgende buffer. De optimaliteit van de klasse
wordt onderzocht en er worden rekenschema's afgeleid om verscheidene prestatiematen
te berekenen.
In het allerlaatste hoofdstuk tenslotte, ontwikkelen we een concept om met
modelten te werken. Omdat een praktische situatie vaak ingewikkeld en ongestructu-
reerd is, is het niet eenvoudig om direct een model op een bepaald probleem toe te
passen. Bovendien kan het probleem relatief onbelangrijk zijn, wat zonder verdere
analyse niet altijd op voorhand duidelijk is. Een bijkomende moeilijkheid is dat veelal
niet de juiste gegevens aanwezig zijn. Gebruikmakend van recente ontwikkelingen in
onderhoudsmanagement, informatietechnologie en beslissingsondersteunende modellen,
ontwerpen we een geintegreerde en gestruktureerde benadering om het onderhoud te
verbeteren. Een centrale rol is weggelegd voor de begrippen effectiviteit en efficiency.
Uitgaande van de gedachte 'Zorg eerst dat je een idee hebt wat de belangrijkste
problemen en mogelijke oplossingen zijn voordat je aan de hand van een model een
concreet geval diep gaat analyseren' formuleren we een continu verbeteringsprogram-
ma waarin onderhoudsprocedures en gegevensgaring verbeterd worden. We sluiten
hoofstuk 6 en daarmee het proefschrift af met een toepassing van de methode inclusief
enkele modellen in een betonfabriek.
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CHAPTER 1
Overview
The research of this thesis is situated and an overview of its content is given.
1.1 INTRODUCTION
The reliability of production systems and the quality of products have become
important issues in today's industry. It is realized that quality and reliability directly
affect the competitiveness of the firm and that a good preventive maintenance program
can have a major impact on them. While a few decades ago, maintenance was
considered a necessary evil, today it has become an important business function.
Factors that contributed to this growing importance are the increased levels of automa-
tion, the increased complexity of products and equipment, the trend towards Japanese
management philosophies and the need for a stringent cost control.
In many firms, as well as in public works (roads, bridges, railways) and defense,
the maintenance budget accounts for a significant portion of the total operating costs,
thus necessitating an effective and efficient allocation. Moreover, the consequences of
breakdowns in terms of opportunity cost (e.g. production losses) may be very large
and even surpass the maintenance budget in magnitude.
One of the difficulties of maintenance management is that one needs sophisticated
quantitative methods on one hand and a deep practical knowledge of the firm on the
other hand. Quantitative methods are needed to account    for the uncertainty    when
analysing the effect of maintenance decisions. A thorough practical knowledge is
required because of the often complex interrelations between maintenance and other
business functions, such as production. In practice it often appears to be difficult to
integrate theoretical methods with practical insights. The reasons for this phenomenon,
which is referred to as the gap between theory and practice, will be explained in the
subsequent sections.
In this thesis we analyse preventive maintenance policies for complex systems. For
many systems, the costs of breakdowns are much higher than the maintenance or
replacement costs in case the unit has not yet failed. In view of the fact that the risk of
failure usually increases with age or use, one may wonder whether, and at what age or
condition, it is economically justified to replace a particular component or group of
components preventively. As it turns out that the optimal policy may have a fairly
irregular structure, which makes it difficult to implement, we focus attention on
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policies which are easy to characterize. We analyse the (near-)optimality of this type Of
policies and develop algorithms and approximations to evaluate them and to find the
best policy, within a selected class. In contrast with the early literature, which
considered maintenance optimisation issues for single unit systems, we consider
systems which are composed of multiple components, whether or not in relation to the
production environment.
Along with the analysis of new and existing models, we develop an analytical
framework to deal with practical maintenance situations. This framework includes
models and serves as a concept for using them in practice. The framework is applied
to several industrial cases.
Objectives of the study
The main objectives of the research presented in this thesis are:
1.      To develop and analyse models that enable us to deal with complex situations in
maintenance, and which are at the same time computationally tractable and
practically applicable.
2.        To  develop a concept for using theoretical maintenance models  in a practical
situation.
With this study we hope to contribute to narrowing the gap between theory and
practice in maintenance.
1.2 MAINTENANCE MANAGEMENT
For a good understanding of decision-making in maintenance, it is useful to highlight
some elements of the decision-making environment. For a more extensive treatment
and further reading we refer to Pintelon and Gelders (1992).
Quality and maintenance  is  part  of the production function, which  is  one  of  the
three major functional areas of the firm, next to marketing and finance. Inventory
control and scheduling and logistics are the other branches of production. Of these
three, maintenance was the last area to be discovered as an area were scientific
management could make a contribution. This is reflected in the fact that until recently,
only a few standard books on maintenance management had appeared, and that the
field was fairly unstructured. This situation seems to be changing now: new books are
coming up more frequently and several attempts to structure the field have recently
been made (e.g. Geraerds (1990) and Kelly (1990)).
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One of the reasons for this late recognition is that maintenance is indeed a difficult
management area, because it strongly interferes with other functions. It is usually
difficult, perhaps more difficult than in inventory management and logistics, to
consider a particular problem and isolate it from its environment. While the problems
occur on the shop-floor and are technical in nature, they are at the same time very
dependable on decisions made in other functional areas or by top management. In
Chapter 6, for example, we see that the large number of production set-ups, needed to
manufacture a wide variety of products, accounts for a significant amount of failures
(and associated downtime). The product variety however is determined by the market-
ing department. Thus, it is difficult to contribute to maintenance problems unless one
has a thorough knowledge of the firm.
The situation is further complicated by the inherently probabilistic character of
failures, which complicates decision-making and requires sophisticated mathematical
models to quantify trade-offs. Possible fluctuations make it difficult to judge the effect
of changes in policies: if a new policy is introduced which should according to a model
reduce the average amount of failures from one in two months to one in four months,
it may well take one or two years before it becomes clear whether this is indeed the
case.
In the remainder we use the terms maintenance and replacements interchangeably.
Indeed, maintenance of equipment often means replacement of critical parts. Further-
more, replacing a component by a new one has the same effect as maintaining it in
such a way that it is as good as new.
Strategic, tactical and operational planning
Maintenance management comprises all levels of planning, viz. the strategic, tactical
and operational planning. Strategic planning is concerned with decisions that are aimed
at keeping the company successful on a long term basis. This includes deciding on the
objectives and the resources to attain them. An example is the decision whether or not
to replace technical installations (with a technical or economical life of, say, fifteen
years). Tactical decisions concern the effective and efficient use of machines, or spare
parts, to assure a certain level of availability and reliability. These decisions relate to
the   medium term. Operational planning concerns the day-to-day operational   and
scheduling decisions, aimed at fulfilling specified tasks in a proper way. Here, priority
setting of jobs and work orders play a part. This thesis is mainly concerned with
tactical decision making.
The character of the uncertainty, and hence the way of dealing with it, depends on
whether the planning is for the long, medium or short term. The difference between
medium and long term planning is that one usually knows what will happen on the
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medium term, but not when, whereas on the long term it is not at all clear what will
happen. Therefore, for the long term, one often resorts to scenario analyses. At the
tactical level however, uncertainty can be handled by analytic, more in particular,
probabilistic methods. For example, for a critical component it is known that it fails
from time to time, and decisions can be based on estimates of the lifetime distribution.
Finally, for day-to-day decisions uncertainty can often be avoided.
Time versus condition based maintenance
There are several ways in which maintenance and replacements can be planned. The
easiest strategy for planning purposes is fixed period maintenance. Under this strategy,
the moments at which maintenance is done are planned at fixed intervals, for instance,
two times a year, during winter and summer stop. The drawback of this policy is that
no information about the actual behaviour of components is taken into account and so
it may happen that a unit is overhauled just after it had been replaced as a consequence
of failure.
Age based maintenance strategies take some more information into account, viz.
the elapsed time since the last maintenance. 'Time' is meant here in a general sense:
the time can be measured in real time, operating time or, for example, the number of
items produced or miles driven. This policy is also referred to as use based mainte-
nance. It makes planning slightly more difficult, since it becomes dependent on actual
failure behaviour.
The most difficult, but also the most effective, strategy is condition based mainte-
nance. This presumes that there is some kind of condition indicator that can predict the
(near) occurrence of failures. Planning is most difficult here since it depends on the
behaviour of a given indicator. Also it may be difficult to find an indicator with
sufficient predictive capabilities. We note that the age can also be seen as an indicator
and thus we can regard age based maintenance as a special case of condition based
maintenance.
Hidden costs
It is essential for a proper evaluation of the performance of the preventive maintenance
program to account for hidden costs. Hidden costs are the opportunity costs of
production and quality losses due to breakdowns. Because hidden costs usually do not
appear in financial reports, management  can be misled in judging the importance  of
maintenance. Pintelon and Gelders (1992) refer to this phenomenon as the iceberg of
maintenance.
Because of the ongoing industrialization and automation a failure of a machine has
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much more severe effects than in the early days of the industrialization. High complex-
ity of production processes and products, dependability between machines and high
speeds of production account for this. The manufacturing process of chips, for
example, consists of more than hundred stages, which implies that if each stage
produces  1 % defects then only 36% (=0.99'°°·100%) of the chips are non-defective.
Hidden costs are often difficult to estimate, but having an idea of their magnitude
is very useful. It is noted that in public works (bridges, roads, buildings etc.) and
defense these costs are even more difficult to quantify and hence economic trade-offs
are hard to substantiate. Safety considerations may further complicate the trade-off.
The reduction of down-time losses, speed losses and defect losses is also a major
element of the management philosophy Total Productive Maintenance (Nakaijma,
1986). This philosophy is characterized by "autonomous maintenance by operators
through small group activities'. Other elements   are the integration of operating   and
maintenance tasks, project teams to improve activities, the set up of preventive main-
tenance programmes and training. The philosophy is closely related to the production
management philosophy Just-in-Time (JIT), which aims at reducing inventory and
work-in-progress, and Optimized Production Technology (On which emphasizes
bottleneck resources. The bottleneck is important for maintenance since a breakdown
at the bottleneck immediately translates into production losses.
Management information
Decision-making requires information. For a long time, the lack of data has been a
major obstacle in carrying out analyses. The advances in information technology, both
on the hardware as well as the software part, provide new opportunities for a proper
data gathering and information processing.
Pintelon and Van Wassenhove (1990) describe a maintenance management tool in
which performance indicators play an important part. Performance indicators can be
very useful for problem diagnosis and monitoring of improvement efforts because they
represent the performance of the department in a very concise way.
In a way, decision support models also provide information. They process data into
useful information and, as such, add value to the information (Geoffrion, 1992).
Uncertainty often seems to paralyse people and prevent them from thinking about
improvements. Models can provide a way of analysing data and provide insight into
the consequences of changes in policy.
6                                   Chapter l
1.3 MAINTENANCE MODELS
We start this section by illustrating the concept of a model through a particular, well
known, maintenance model: the standard age replacement model. This model serves as
a reference point for the models presented in this thesis. Furthermore we discuss some
recent developments in replacement theory.
The chusical age replacement model
Consider a piece of equipment which is subject to (stochastic) failures. The unit can be
replaced by a new one, either preventively or correctively (upon failure). The follow-
ing assumptions are made:
1.     The equipment is operating continuously during its lifetime
2. Repair times are negligible
3.       The planning horizon is infinite
4.       Every new piece of equipment has identical characteristics
5. Only replacement costs are considered
6.      The objective is to minimize the long-run costs of replacement
Furthermore we assume that the lifetime of the unit is a random variable with known
distribution function  /7( ·). The following replacement policy is applied:   the  unit  is
replaced t units of time after the last replacement or upon failure, whichever occurs
first.  The  cost of preventive replacement  is c, and corrective replacement  9.
Define a cycle as the time between two consecutive replacements (either preventive
or corrective). It follows from renewal theory that the expected costs per unit time
equal the expected cost per cycle divided by the expected length of a cycle. Elaborat-
ing the last two quantities yields the following formula for the average costs &(t) :
c. (1 -F(0) + Cp(t)
gtt)  =    P
 (1   -F(s))    ds
The general shape of g(t)  as a function  of  t is shown in Figure   1. l. The function  is
decreasing on the left hand side of the minimum and increasing on the right hand side.
A function with this property is called a unimodal function. The minimum of the
function yields the optimal preventive age-limit. By imposing an appropriate cost
structure, the model can also be used to study availability issues.
This model gives a simple and lucid description of a typical situation found in
replacement. The model is fairly general, robust and easy to use. Due to these proper-
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Figure 1.1 Shape  of the average cost function
ties, it is a successful and widely used model.
In the next section we give an overview of the models analysed in this thesis, and
discuss the relation with the standard age-replacement model.
Developments in replacement modelling
The field of maintenance and replacement models was founded in the sixties with the
pioneering work of Barlow and Proschan, among others. This period is characterized
by relatively simple, but lucid models. A good account of the basic models from this
period can be found in Barlow and Proschan (1965). In the seventies and early
eighties, researchers built on these models, and considered many extensions. The
results of these more complicated models were mainly analytical, and except for some
special cases, which yielded an explicit mathematical solution, the solutions obtained
were computationally intractable. Then, after   a few quiet years, renewed interest   in
maintenance emerged in the late eighties and early nineties. Apart from further exten-
sions,   such as multi-component systems and interaction with production, more attention
was paid to computational tractability and practical usefulness. The results of models
are often accompanied by numerical examples, algorithms and computer programs.
Further advances in information technology support this development.
An important contribution to the maintenance field during the seventies and early
eighties was made by Berg. He considered continuous-time models for maintenance
optimisation of two-component systems (Berg, 1978) and for a unit which is used
intermittently (Berg, 1984). Also, he stood at the basis of the marginal cost analysis,
which recently regained a lot of attention (Berg, 1980). Dekker gave new impulses to
Bergs marginal cost analysis and applied it, among others, to analyse opportunity-
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based block and age replacement policies (Dekker and Smeitink (1991) and Dekker and
Dijkstra (1992), respectively). The major feature of marginal cost analysis is that it
gives a quantitative measure of the consequences if one deviates from the planned
policy.
A great deal of the literature is devoted to condition monitoring models. In these
models, it is assumed that there exists an indicator whose value is related to the
condition of the unit. One of the successful models in this field is delay time analysis,
see e.g. Christer and Waller (1984). Delay time is the time between the moment that a
symptom that warns for a possible failure could first be detected and the moment at
which the failure happens. Based on this delay time, the optimal interval between
inspections and replacements can be determined.
Another line of research is the reliability of production systems. The basic paper of
Wijngaard (1979) considers the relation between the output of two production units in
series with an intermediate buffer and the buffersize. Since then, a continuous stream
of publications on the reliability of production systems appeared (see for a recent
example Groenevelt, Pintelon and Seidmann, 1989). The explicit modelling of main-
tenance is however rarely encountered.
Further contributions to Markov decision processes (MDPs) and renewal theory in
recent years made these methods more appealing as a tool for analysing maintenance
problems. Important developments in renewal theory are the computational methods to
approximate the renewal function (e.g. Ross (1986) and Smeitink and Dekker (1990)).
In Markov decision theory, several methods were developed to confine the state space,
including the embedding technique, which is frequently applied in this thesis. Structur-
al properties of models can often be proved by applying MDPs (e.g. Ozeki i, 1988).
For an overview of recent developments in MDPs, see White and White (1990).
Many good review articles exist which provide an extensive overview of the field
and can be helpful as guidance through the literature. We mention the papers of
Pierskalla and Volker (1976), Sherif and Smith (1981), Valdez-Flores and Feldman
(1989) and Cho and Parlar (1991). Together they list over 1000 references.
Other models useful for maintenance
There are a number of problems relating to maintenance that do not typically belong to
the domain of maintenance. Spare parts provisioning and maintenance scheduling are
examples of areas that belong to other fields of operations management, inventory
control and scheduling, respectively, but which are important for the maintenance
function and sometimes have maintenance specific properties. For models for spare
parts we refer to Silver and Peterson    (1985).   We   note that apart from spare parts,
inventory control models can also provide useful insights for the replacement of com-
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ponents. The combination of maintenance activities shows much resemblance with the
joint replenishment problem in inventory control (cf. Federgruen, Groeneveld and
Tijms (1984), and van der Duyn Schouten, Heuts and van Eijs (1991)). Methods from
queueing theory can sometimes be applied to handle problems on the interface of
maintenance and scheduling. A well-known example is the classical repairman problem
(for recent extensions of this model, see Boxma, Weststrate and Yechiali (1992)). For
an overview of the scope of models relevant for maintenance we refer to Jardine
(1970).
Applications
Real applications of replacement models can be found in the literature as well,
although their number is relatively small. Dekker (1992) lists 89 references over the
period 1969-1991, 48 of which appeared after 1985. The main application area is
equipment and vehicle replacement. Other important areas are inspection optimisation,
road maintenance and maintenance scheduling of electric power systems. It is impor-
tant to note however that the number of applications appearing in scientific journals is
not a good indicator of the number of successful applications, because the best ideas
are usually proprietary, at least for some time, and in addition, there is little incentive
for applied management scientists to publish their work.
1.4 OVERVIEW OF THE TEXT
1.4.1 Models
We study systems consisting of one or several identical components in a series
configuration. The components are subject to failures, and it is assumed that the
system cannot work satisfactorily if one of the components has failed. Therefore, a
failure is followed by a corrective maintenance activity (CM), which restores the state
of the failed component. To avoid a frequent occurrence of a failure there is the option
of performing preventive maintenance (which is assumed to be less costly). The
additional costs associated with preventive maintenance (PM) have to be balanced with
the cost savings related to the prevented failures. When the system is composed of
several components, additional savings may result from a so-called group (or system)
replacement. It is usually cheaper to replace (or maintain) all components at one time
than separately. The probabilistic nature of the failure behaviour under a certain
preventive maintenance policy calls for a mathematical model, so that we can analyse
critical performance measures and find the optimal maintenance policy in terms of
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minimal long term average costs.
When we speak of complex technical systems, composed of several parts, we can
think of the maintenance of a highway or railway, the piers of a bridge or a couple of
generators, providing a factory or hospital with energy, but also on critical components
of equipment or vehicles (e.g. a series of bolts, see Chapter 6). The major characteris-
tics are that the components deteriorate over time (in the sense that the probability of
failure increases), and that there are costs associated with PM and CM. We use the
terms 'unit' and 'component' interchangeably.
As an example, consider the maintenance of a particular part of the road. In
practice it is convenient to divide this part up into several sections, which correspond
to components in our system. When a serious crack in the asphalt arises in a particular
section, we can speak of a failure, which calls for a reconstruction of that section. The
probability of a crack increases with the age of the asphalt. Therefore, by timely
adding   a new layer, which   is less costly   than a complete reconstruction, the bursting
can be prevented (this can be regarded as a preventive maintenance action in our
model).
Thus we need information on the cost associated with the maintenance activity and
on the deterioration process. Three cost parameters are required: the cost of preventive
and corrective maintenance on component level and the cost of a group replacement. It
is assumed that PM is less costly than CM and that a group replacement is less costly
than the number of components times the cost of a separate replacement. With respect
to the deterioration process we distinguish two cases: the age case and the condition
case. The age case refers to the situation that the age of the component determines the
probability of failure. In this case we need the lifetime distribution of the time to
failure for our model. In the condition case we assume that the component can be in a
number of states, representing its condition. From a state we may either move to a
higher state   or   to the breakdown state (failure), after a stochastic amount   of   time.
More specifically, we assume that the sojourn times in each state are exponentially
distributed. What we then need is, for each state, the mean sojourn time in that state,
and the failure rate associated with that state. We note that for our purpose, these two
cases are mathematically closely related. The deterioration of different components is
supposed to be stochastically independent.
Single-unit systems
In Chapter 2 we formulate a generalization of the standard age-replacement model,
which we presented in the previous section. In practice, the repair facility is often not
available at any time. Therefore, we consider the case that the repairs are restricted to
opportunities generated by a Poisson process and compare this to the situation that the
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repair facility is continuously available. Furthermore, we allow for a very general type
of repair. The repair times have a general distribution, and the repair is allowed to be
imperfect, that is the state after maintenance is not necessarily perfect, but may be an
inferior state with a certain probability. Thus, we account for possible human errors or
other factors that may lead to the (near) occurrence of failures as a result of PM.
The assumption of imperfect repair in combination with a repair facility which is
not continuously available, gives rise to an interesting phenomenon. Contrary to
intuition, the age limit for preventive maintenance under opportunistic maintenance is
possibly higher than in case the repair facility is continuously available.
We  model the system  by a general Markov chain. Although we formulate  the
model as a single-unit model, the system may physically consist of several parts. We
show for example how a two-component standby system can be analysed with this
model. The general representation implies that the results apply as well to the case of
condition-based deterioration. It is assumed that the unit can be in a finite number of
states which either represent (possibly discretized) ages or conditions.
As in the standard age-replacement model, the decision problem can be formulated
as follows: in which state (or age) should we start preventive maintenance? From a
theoretical analysis of the model it follows that the optimal maintenance policy can be
characterized   by a single number (called the control limit), denoting the level above
which PM is required, and below which the system is left alone. Moreover, it can be
shown that the long-run average costs under a fixed control limit policy as a function
of the control limit are unimodal (cf. Figure 1.1).
We present efficient procedures to calculate the average cost under a fixed policy
and to compute the optimal policy. These procedures are easily implemented on a PC
and yield quick solutions.
Two-component systems
In order to analyse multi-component systems we drop our generalizations for the
single-unit case. Like in the standard age-replacement case, we assume that the repair
times are negligible, that repairs are perfect and that the repair facility is continuously
available. Also, our analysis of the two-component system in Chapter 3 is restricted to
the age-case. For each age-combination we now have four options: replace component
1, replace 2, replace both and leave the system alone. One may wonder whether the
optimal policy still has a nice structure, which is easy to characterize. This appears not
to be the case. The optimal policy may have a rather complicated structure. An
example of a counter-intuitive property is the following: it may happen that when
component 1 has age 2, say, and component 2 age 6, it is optimal to replace compo-
nent 2, but when both units are one time-unit older (3 and 7, respectively) it is optimal
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to replace none.
However, numerical investigations show that there is a class of policies, which is
easy to characterize, and at the same time close to optimality. This is the class of so-
called (n, Al)-policies, which are a kind of generalized control-limit policies. A (n, N)-
policy prescribes to replace a component preventively as soon as it reaches the age N,
but also when the age n  (5  N)  has been reached  at an epoch at which the other
component is due to replacement (because of failure or having reached the preventive
age-limit   Al). The latter   type of replacement is called an opportunistic replacement.
From extensive numerical investigations with various lifetime-distributions and cost
parameters, we may conclude that the best (n, Al)-policy is in general very close to
optimality  (less  than   1 % deviation in average  cost).   For this reason, we further
analysed the class of (n, N)-policies and developed an efficient procedure to evaluate
the average cost under a fixed (n, N)-policy. This procedure was used as a building
block in a heuristic procedure to find the "optimal" values of n and N.
Multi-component systems.
From the perspective of maintenance actions a component can be in four possible
states. One is the failed state, which requires a corrective replacement. Another is the
bad state, which calls for a preventive replacement. Yet another is the good state,
where no maintenance is required. And finally a component can be in a doubtful (or
intermediate) state, which does not call for a preventive replacement on itself, but if
some maintenance activity is performed on other components  in the system,  it  may be
worthwhile to maintain the current one as well (since it is relatively cheap). This idea
is used in our analysis of a system composed of arbitrarily many components.
One of the group replacement policies that we consider is the following: the whole
system is replaced if, upon replacement of a single component, there are more than K
components in the doubtful state, where K is a control parameter.
First we consider the case, that the transition behaviour among the four aggregated
states is comparable to the behaviour of a condition based deterioration process as it
was   described   in the beginning   of this subsection.    That   is, the sojourn times   in   the
states good and intermediate are exponentially distributed, and we can move from good
to doubtful and from good to down, and from intermediate to bad and from intermedi-
ate to down (the states bad and down are instantaneous states, since a replacement is
carried    out upon entrance,    and the required    time is negligible).    For   this    case,    we
derive explicit and easily computable formulas for the long run average cost per unit
time, the fraction of preventive and corrective replacements as well as the mean time
between two system replacements.
Approximations for these quantities are derived for the case that the components
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deteriorate with age. To match the ages with the aggregated states, we introduce two
critical parameters r and R, and associate an age between 0 and r with good, between r
and R with doubtful, and above R with bad. Combining the results for the exponential
model with heuristics, decomposition arguments and results for the one-component
system, we are able to develop an approximation for the average cost under a policy
characterized by the parameters r, R and K. The resulting approximation is insightful
and easily implementable on a PC, yielding quick solutions with an accuracy up to
5%.
Interaction with production
In production situations the preventive maintenance does not only depend on the
deterioration of the machines, but also on the state of the production. In Chapter 2 we
therefore allowed that repairs were performed (or started) at opportunities. Here we go
a step further. We consider a system which is composed of a machine followed by a
buffer and which is part of a flow-shop production line. The buffer is used to build up
safety-stocks in case the machine is halted. The content of the buffer can be used as
indicator whether or not to start preventive maintenance on a given machine, because it
determines to what extent a machine stop can be covered by delivering from the
buffer. We analyse the optimal policy as a function of both the age of the machine and
the content of the buffer and present an efficient algorithm to compute several
performance measures for a class of sub-optimal policies.
Markov decision processes
The mathematical theory that is used in this thesis is mainly stochastic processes, more
in particular Markov decision processes (MDP) and renewal theory. A good account of
this theory can be found in Tijms (1986). Markov (decision) processes provide a nice
and flexible tool to analyze maintenance problems. The basic concepts of a Markov
chain (state, transition probabilities, costs) fit very well for maintenance purposes and
therefore maintenance has become an important application area of MDP. In this
respect it is noteworthy to remind the words of Howard, one of the founders of MDP,
in his comment (Howard, 1979): "The Markov decision process and its extensions
have now become principally the province of mathematicians (...) But  I feel a sense of
loss that this quite useful and general decision model has not seen a wider range of
application. "
We note that the restrictions that we put on the deterioration process (transition
behaviour, sojourn times in each state) and the cost factors can easily be generalized.
It should be realized however, that generalizations, which may be nice from a
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mathematical point of view, may considerably reduce the tractability of the models,
because both the dimensions of the computations as well as the data requirements will
increase.
This brings us to another point, the input for the models. The models presented in
this thesis need information about costs and about the deterioration of the unit. An
example of how cost parameters are derived in a practical situation is presented in
Chapter 6. In the case of age based replacement policies a lifetime distribution suffices
to describe the deterioration. There are several statistical methods to estimate a lifetime
0:ftribution from failure data (Gertshbakh, 1989). In the condition case one needs
info•mation about the sojourn times in each state and the transition probabilities. This
requires a more comprehensive statistical inference as well as a more complex data
input. In the thesis we leave this point out of consideration.
Practical implications
Chapters 2 to 5 can be characterized as theoretical papers, rather than practical ap-
plications. Nevertheless, the material presented has important practical implications.
We summarize these implications below:
• a general model for age-replacement which allows for opportunities and imperfect
repair along with an easily implementable algorithm to evaluate policies
• additional numerical and theoretical support for the use of (n, N)-policies for main-
tenance  of a two-component system,  and an efficient algorithm to obtain  the best
values of n and N
• a general model for group replacement decisions along with an approximation to
compute several performance measures of interest
• a conceptual model to analyze the interaction of maintenance and production
decisions
Especially the models in Chapter 2 and 4 are fairly general and are accompanied by
useful algorithms and approximations that can easily be built into a decision support
system on a PC. These models extend the standard age-replacement and the standard
block replacement models.
1.4.2  A decision making and analysis framework
Chapters 2 to 5 deal with mathematical models. In order to use models in a practical
situation one needs an analytical framework in which they can take part. Such a frame-
work is discussed in Chapter 6. In that chapter we discuss a systematic framework to
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improve the maintenance function. We present an eight phase approach in which
effectiveness and efficiency are improved in a continual improvement program. Models
are used in the efficiency phase. Furthermore we show how information procedures fit
into the concept and discuss an application of the concepts, including some models, at
a concrete factory.
The subsequent chapters are all based on papers, which have been submitted to
international journals, some of which already appeared or will appear soon. Due to
this, the chapters are self-contained and the reader can directly access a part in which
(s)he is interested without having to go through the entire manuscript.
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CHAPTER 2
A generalized age-replacement model
Four practical and important extensions of the classical age-replacement problem are
analyzed using Markov decision theory: (1) opportunity maintenance, (2) imperfect
repair, (3) non-zero repair times and (4) Markov degradation of the working unit. For
this general model, we show that the optimal maintenance policy is of the control limit
type and that the average costs are a unimodal function of the control limit. An
efficient optimization procedure is provided to find the optimal policy and its average
costs. The analysis extends and unifies existing results.
2.1 INTRODUCTION AND LITERATURE REVIEW
The standard age-replacement model is a basic and well-known model in maintenance
optimisation. It is concerned with the question at what age to replace a single
deteriorating unit preventively. In this chapter we consider several extensions which
are of practical importance.
First, we replace the assumption that preventive maintenance can start at any time
by the assumption that maintenance opportunities arise according to a Poisson process,
independently of the degradation process. The situation in which the repair facility is
continuously available can be considered as a limiting case of this model. As argued in
Dekker and Dijkstra (1992), it is often required for reasons of cost effectiveness that
preventive maintenance is carried out at moments at which the system is not in service,
like the epoch of a major overhaul. Another reason for opportunity maintenance arises
when the repair crew has to maintain several systems and is often unavailable due to
other maintenance activities with higher priority.
When it is difficult to predict the moment of an opportunity in advance, the as-
sumption of exponential interarrival times between opportunities might be appropriate.
Indeed, Jardine and Hassounah (1990), observed that deviations from the scheduled
inspection intervals for a vehicle-fleet inspection schedule were common practice, and
they approximated the time between inspections with the geometric distribution (the
discrete counterpart   of the exponential distribution). Opportunities  can   also   be   used   to
model the lead time for ordering a spare part. when the lead time has an exponential
distribution (see Section 2.5).
This chapter will be published, with slight modifications, in Probability in the Engineering and Infor-
mational Sciences,  1992, no. 4.
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A second practical observation is that maintenance is often imperfect. For example,
in electricity supply units, performing maintenance may disturb the system, thereby
causing a breakdown instead of preventing it. Therefore, we relax the assumption that
the state after performing maintenance is as good as new and allow the state to be
inferior, although not depending on the state just before maintenance.
Most papers related to age-replacement assume that the time associated with
replacements is negligible. As modern equipment becomes more and more complex,
this is in many cases not realistic. We take repair times for preventive and corrective
maintenance into account.
In the classical age-replacement model, the unit deteriorates in the sense that its age
increases and thereby its failure rate (IFR). Hence, the replacement decision is based
on the age. As opposed to this, there are models in which it is assumed that the
condition of the equipment can be observed and that a failure rate can be associated
with each condition. By modelling the deteriorating process as a Markov degradation
process, we can treat age-based deterioration and a particular form of condition-based
deterioration in a unified way.
The application of the model is not restricted to single-unit systems. As an
example, we mention a coherent system, which is composed of several highly
interdependent components, because, for example, they are subject to the same
environmental conditions. A one-dimensional Markov degradation process provides a
useful representation of this system. In Section 2.5 we apply the model to a two-unit
parallel system.
After stating the model in a Markov decision framework in the next section we
obtain optimality results in Section 2.3. We first prove that the optimal policy is of
control limit type. Secondly, we consider the average costs under a control limit policy
as a function of the control limit and show that this function is unimodal. The proof is
established, using the policy-improvement procedure, and provides a nice tool to deal
with this type of questions within the framework of Markov decision theory. In Section
2.4 we present an efficient algorithm to obtain the optimal policy and the associated
average cost. This algorithm is based on the embedding technique and the optimality
results of Section 2.3. In Section 2.5 we discuss a further generalization of the oppor-
tunity model, in which preventive maintenance is not restricted to opportunities but
only less costly when performed at opportunities. We also present some results on the
comparison of the opportunity model with the continuous model (in which the repair-
facility is continuously available). Section 2.6 contains two proofs  and the final section
presents conclusions.
There is a vast amount of literature on age-replacement models and extensions of
it. Ozeki i (1985) models the basic age-replacement model as a Markov decision
process (MI)P) and shows that the optimal policy is of the control limit type, for the
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discounted cost criterion. Hopp and Wu (1990) consider the same problem extended
with imperfect repair. They allow for a general type of repair which is possibly state-
dependent and includes our extension with respect to imperfect repair. In the model of
Kawai (1981) the state does not represent the age but the condition, which deteriorates
according to a continuous-time Markov chain. Dekker and Dijkstra (1992) extend the
age-replacement model with opportunities arising from a Poisson process. Berg (1984)
takes repair times into account and analyzes the availability of a unit subject to
intermittent demand, where off-demand periods can be used to perform maintenance.
Neither Berg (1984) nor Dekker and Dijkstra (1992) discuss the optimality of the type
of policy used. Sethi (1977) considers opportunistic replacement under the assumption
that the process generating the opportunities is a general renewal process. He analyzes
a two-state MDP and proves discount optimality of the control limit policy by
induction to the time horizon. None of the papers mentioned provide their optimality
results with an efficient algorithm to compute the optimal policy.
In this chapter the opportunity generating process is supposed to be independent of
the degradation process of the unit under consideration. In many complex systems,
opportunities for the maintenance of a particular component are generated by other
components of the system. In this case there may be dependencies. Examples of this
situation are provided in the subsequent chapters.
2.2 MODEL AND PRELIMINARIES
This paper is concerned with the maintenance of a single unit, whose condition can be
described by a finite number of working states, numbered from 0 (good) to m (bad),
and the failed state, denoted by CM. During normal operation, the unit deteriorates
according to a continuous- or discrete-time Markov chain. We will present the model
for the continuous-time variant first and discuss the relation with the discrete-time
variant later (see Remark 2.2). Transitions occur from state i t o i+l w i t h rate N p,
and from i t o C M with rate 4(1- p,) (0  5  i  5  m) Chere p.:= 0) and we assume:
Assumption 2.1
a.    0   <   Ao   5   A,   5   · · ·   594(<00)
b.  0=p M< p#1 5 · · ·  5 p o<1
Note  that  (1  - p,) k,  is the intensity of jumps  from  i  to the failed state. Assumption  2.1
implies that this intensity increases with i.
When  the unit fails, i.e., enters state Of, corrective maintenance  (CM) is required
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and is started immediately. As long as this state is not reached, there is the possibility
of starting preventive maintenance (PM). Each type of maintenance has its own charac-
teristics, viz. the state after repair, the amount of time associated with it and the cost
involved. Costs may comprise the possible purchase costs of a new unit and production
losses. When one is interested in availability measures, costs may be defined in terms
of time associated with maintenance. The (nonnegative) expected maintenance costs are
denoted by cp and cf respectively, where the subscript refers to the type of repair
(p=PM, »CM). We denote by a the mean repair time associated with preventive
maintenance and by B the mean repair time for CM. Let Yp and Yf , respectively, be
the generic random variable denoting the state after maintenance, and define for iE S:
ai  : =  P(Yp =  0 and bi  : =  P(Yf = 0. Neither the time needed for preventive mainte-
nance nor the state after maintenance depends on the state in which preventive
maintenance is initiated. This reflects the case that components have to be replaced,
since then the state-after-repair is determined by the quality of the new, not the old,
components. We do not pose any a priori conditions concerning the relations between
the cost, time and state after repair of PM versus CM. Preventive maintenance may
e.g. be less costly than corrective maintenance, but worse with respect to the state
after-repair. We say that the state-after-maintenance is better under PM than under CM
if it is stochastically smaller (see e.g. Ross (1983, p. 153) for a precise definition).
Preventive maintenance cannot start at any point in time, but only at so called
opportunities. Opportunities arise according to a Poisson process with rate B, indepen-
dently of the deterioration of the unit. At an opportunity, we have to decide whether to
start PM or not, depending on the state of the unit. Or, in other words, we would like
to know for each state i whether or not we would take an opportunity arising during
the sojourn in state i. Due to the exponential nature of the sojourn times in each state,
the decision whether or not to take the opportunity when it occurs during the sojourn
in state i can be taken upon entrance into state i.
To formulate the preceding problem as a MDP, we introduce as a state space
S= {0,1,...,m}U {PM} U {CM},
where the state PM denotes the situation that preventive maintenance is going on, and
CM that corrective maintenance is being performed. For each state i, 1 5 i s m,w e
distinguish two actions:
a=0: continue operation, and
a=l:start preventive maintenance at the next opportunity, provided it occurs
before the present state is left.
From the model assumptions it is clear that PM is not appropriate in state 0. A policy
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R prescribes the action Rt for state i. Denote by X,(R), 1 2 0 the state of the unit at
time t, under policy R. For each stationary policy R, the process {X,(R), 1 2 0}
constitutes a semi-Markov chain   on S. Assumption   2. lb guarantees   that   only   one
recurrent class exists under every policy R. We are interested in the stationary policy R
that minimizes the long-run average expected cost g(R). Following Tijms (1986) we
introduce the following:
cia)  : = the expected cost incurred until  the next decision epoch if action  a  is
chosen in the present state i,
1,(a)  : = the expected time until the next decision epoch if action a is chosen in
the present state i, and
pu<a): = the probability that at the next decision epoch the system will be in state
j if action a is chosen in the present state i.
Decision epochs are the moments at which a transition of state occurs, including the
completion of a PM or CM. The average optimal policy R* can be found as the
minimizing action in the average cost optimality equations (see Tijms (1986)):
v,=   min{c,(a)   -g ,(a)   +  Epi,(a) vj}, iES (2.1)
a€Al j€S
augmented by putting  vj  =  0  for some state j  E  S.  Here At denotes  the set of available
actions in state i. Note that the probability that an opportunity occurs during the visit
to state i is equal to
(2.2)
Al  +B
Using (2.2), we easily determine c,(a), r,(a), and Pe(a). E.g., r,(1) = 1/(4 + B) =
(1 - r,) N'. Thus (2.1) yields
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vo  =   -gN'   + povt   +  (1 -pbvm
v,   =   min{  -g 4-1   + P, vt.1
+  (1-pi) vcM  .   (1-r,)[-g A,1   +  p,v;,1   +  (1 -P;) vcul
+ ri vpMM 1 5 i c m
(2.3)
.
VPM  =  cP  -ga   +  E ajvj  +   acMVCM
j-0
VC'w  = 9 -go  + I bjvj  + bcwvcw
j•0
Val=O.
The set of equations in Eq. (2.3) uniquely determines the relative values vt,iES and
the average cost g of the optimal policy.
Remark 2.1. When the rate B at which the opportunities arrive tends to infinity, we
obtain the continuous model, in which   PM   can be started   at   any   time,   as a limiting
case. We refer to our model as the B-model and to its limiting variant as the 00-model.
Indeed, the optimality equations   for   the 00 -model correspond   to the equations  in   Eq.
(2.3) with B =co  or ri = 1. We will refer to the relative values of the oo-model by
vi and g- (to avoid confusion, we will use the superscript B for the opportunity model
if necessary).
Remark 2.2. An equivalent model can be formulated in discrete time. In the discrete-
time case, the unit deteriorates according to a discrete-time Markov chain, with
transition probabilities PU' P'11+ 1 and A.Cu,  0 5 i S m (note that the sojourn time in
state    i    has a geometrical distribution    with    mean     1/(1 - Pi,i)). The repair times are
discrete and opportunities arrive with geometrically distributed interarrival times. A
discrete-time Markov degradation is particularly suited to describe an aging process.
When the state denotes the age, we only have transitions from i t o i+l w i t h
probability   P,    and    from   i   to   CM   with   probability    1    -   P,· The probability   P,   can   be
interpreted as the probability that an i period old working unit survives the next
period. In that case, we obtain Eq. (2.3) with 4 -  1,0 s i s m. The aperiodicity of
the process for the 00-case is assured by Assumption 2.1(b) (po < 1).
Remark 2.3 The quantities g(R) and v,(R),i ES, denoting the average cost and
relative values associated  with a fixed policy R, satisfy  (2.1),  when the action space  is
restricted  to A;  = {R,},i€S. Hence,  with each policy  R,  we can associate an adapted
version of the equations in Eq. (2.3).
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We conclude this section with a brief discussion of the policy-improvement
theorem. The following theorem is adopted from Tijms (1986, p. 208):
Theorem 2.1 (Policy Improvement) Suppose that g(R) and v,(R),iES are the
average cost and relative values of a stationary policy R. If the stationary policy R is
such that
-         -         -
cAR) - gUE)TAR) + Epi,(RpvAR) s vAR), iCS, (2.4)
j€S
then
g(R) 5 g(R). (2.5)
Moreover.  the strict  inequality  holds in (2.5) if (2.4) holds with strict inequality for at
least one  state that is  recurrent  under R.
Remark 2.4 The theorem is also true when the inequality signs are reversed.
For notational convenience we introduce for every i E S and a E A(0 and fixed
policy R, the policy-improvement quantity:
T,(a,  R)   : =  c,(a)   -  g(R) T,(a)   +  E P,3(a) vj(R) . (2.6)
j€S
2.3 OFI'IMALITY RESULTS
Definition 2.1 (Control limit rule) A policy R' is a control limit rule (CLR) with
control limit k, 1  S k i l m, (f/el =0,i<k, and Rl =  1, i k k. 77:e policy which
never uses  PM  is denoted  by  R"+   .
Theorem 2.2  The solution of the equations in Eq.  (2.3) satisfies
V S V 1  s i s m-1     and    v    5 vm. (2.7)i *1  '
Proof. By induction  to the state variable  i. The second  part  of (2.7) follows directly
from (2.3) (recall that p.  = 0 and that the costs are nonnegative):
V'"   5  -  gx'2   +  v    5   va,·
Suppose that (2.7) holds for i =k+1,k+2, . . . ,m-1.W e h a v e to show that v  5
v + 1.   Rewrite  (2.3)  into
24                                        Chapter 2
V, = min{ -gk,-1  + Vcru - p.(vcru - V.•1)'
(2.8)
(1 -r,)[ -gt'  + vc,  - pkvc,  - vw)] + r VpM  '  1 5 i s m.
Since,  for p  E  [O,  l]and x,YER,
px   +  (1 -p)y   2  y    iff   x   2 y, (2.9)
the first term in the RHS of (2.8) is greater (smaller) than the second term if and only
if the first term is greater (smaller) than vpw. From the induction hypothesis and
Assumption  2.1  we have
_gXt + vcy - Pk#cy - fu) 9 -gA't + vcy - Pk,1(Vcy - 49)     (2.10)
and
1-rk=1-B- 5 1-  P =1-rk•t. (2.11)
Ak+P Ak.1 +M
We distinguish two cases. First suppose that
-gxk- 1 + VCM - Pk.t(VITM - Vk•2) 5 VPM· (2.12)
Note that, in view of (2.9), this implies that the LHS of (2.12) equals V + i . Hence, we
obtain from (2.8), (2.9) and (2.12) that
4 5 -gAil + vcM - pfvCM - 49)
(2.13)
5 -gx21 + VC:W - Pk.1(Vaw - Vt.2 =
.1 ,
which establishes the result. Next, suppose  that the opposite inequality holds  in  (2.12).
Then we conclude from (2.8), (2.9), (2.10) and (2.11):
vk 5 vpM + (1-rk){[-gAA'  + 5 - pk(vcM - vk.1)1 - vpM 
(2.14)
5 vpM + (1-rk.1)<I -g)4 1 + vCM - pk.1(vcM - vk.2)1 - .PI,1  - ''k+1 '
This completes the induction argument.                                                   0
Corollary 1.1 There exists an optimal policy that is of the control limit type.
Proof. Let us denote an optimal policy by R*. Suppose RT+1 = 0. Then it follows that
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VPM   2   -gki.1   +  1'04   -  k•l (Va   -  Vk•2 
(2.15)
2 -gxil + Vow -Pk(vaw - VA.1)
Hence Rt = 0.                                                                                                 O
Remark 2.5 A close look at the proof of Theorem 2.2 reveals that the monotonicity
result for the B-model can be strengthened: the inequality signs in (2.7) can be
replaced by strict inequalities.
The corollary implies that, in looking for an optimal policy, we may restrict ourselves
to CLRs. A replacement policy is then characterized by the value of the control limit,
say l, and can be interpreted as follows: PM is executed at the first opportunity
following the entrance of state l.
Next we consider the average costs under a CLR as a function of the control limit.
We show that the average costs are a unimodal function of the control limit. This
knowledge facilitates the search for the optimal control limit considerably (see Section
2.4). Before we address this question, we introduce an additional assumption to avoid
technicalities in the subsequent analysis.
Assumption 2.2  ao + bo > 0  and  bcu < 1.
Indeed, this can be done without loss of generality. For, suppose that aj = bj = 0,
O s j s k. Then the states O t o k are all transient states under every stationary policy
(state k+l i s the best state that can be reached after maintenance) and are irrelevant
for the long-run average cost. Therefore, we might as well leave them out of con-
sideration and renumber the states from k+1 onward. Also, if bo, =  1 then all states
except CM are transient, meaning that CM does not yield an improvement. Assump-
tions 2.1  and 2.2 together ensure  that  for each control limit policy  Rf,   1   5  i  5  m,  the
states 0 to i are recurrent and for the CLR R" at least state m is recurrent.+1
Definition 2.2 (Unimodality) A function A 4  on   N is   unimodal   if
i. Ao 5 Ai + 1) implies ,/(i) 5 Ai + k) for at! k  k 2,
ii. Ai) 5 Ai - 1)  implies AD  5 Ai - k)  for  all  k   2   2.
(cf. Federgmen and So (1989, p. 390)).
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Lemma 2.1
a.  gOR') 5 g(R'+1) iff Ti(0, R') a v,(R'),15iigm,
b.   g(Rt)  5  g(R' - ' )   iff  T,. 1(1,  R)  2  v;  1(R'),   2  5  i  5  m +  1.
Proof. For Lemma 2.la, notice that the policies R' and R'+1 differ only with respect to
the action prescribed in state i. We have 19  = R;+1 for all j  €S\  {i} and 14  =  1,
R;+1 = 0. Consequently, 7&«+ 1,   R')    =    v,(R'),  j    E    S \{i}. According   to the policy-
improvement theorem, the inequality  T,IR+1, R) = T,(0,14 22 vi(R') then implies that
g(R'+') 2a g(R'). Also, T,(0, R') < v,(R') implies that g(R'+1) < g(R), because state i is
recurrent under policy R'+; due to Assumption 2.2. Together these implications
establish the equivalence of Lemma 2.la.
The same reasoning applies to Lemma 2.lb. We have that Rj  = g- '  for all j  E
S \ {i- l}and g., = 0, R;-' = l sothat T,(g-1,1/) = vj(R'),j € S \ {i- 1}.Now,
T,-,(1, R') 2 vi.,(R') implies that g(R- ') 2 g(R'), and Ti. ,(1, R ) < vt.,(R') implies
g(R' A) <g(R) (state  i  -   l is recurrent under policy  R' -  ').                                                                           0
Theorem 2.3  g(R') is a unimodalfitnction ofi, 1 5 i 5 m+1.
Proof. This rather technical proof is deferred to Section 2.6.
The line of argument in the proof is not difficult to follow, but technical implica-
tions resulting from the opportunities make the elaboration of the arguments lengthy
and detailed. The proof relies heavily on the policy-improvement theorem. Although
this theorem is well-known as a technique to prove optimality of policies (e.g. Johnson
(1968)), we have not seen any application to prove unimodality of cost functions.
Remark 2.6. Both theorems  hold  for  the 00 -model as  well.  In  this case, the proofs  are
considerably simplified.
2.4 ALGORITHM
Knowing the structure of the optimal policy, the problem remains how to efficiently
compute the optimal policy and its associated average costs. Exploiting the special
structure of the problem, we are able to develop an efficient optimization procedure.
This procedure consists of two parts: an iterative search procedure within the space of
control limit policies, leading to the optimal CLR, and a method to compute the
average costs for a fixed policy in each iteration. The latter method is based on the
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embedding technique, whereas the search procedure relates to the optimality results,
obtained in Section 2.3.
Assume for the moment that the average costs and relative values of any CLR can
be efficiently calculated. In view of the unimodality, a simple bisection procedure as in
Federgruen and So (1989, p.391) can now be applied to find the optimal policy. This
procedure only requires the average cost of a CLR in each iteration.
Alternatively, a search procedure can be based on the policy-improvement quantity
(cf. Section 3.3). This procedure requires in each step the average costs and relative
values for the present strategy to construct an improved policy, which forms a new
policy for the next iteration. Thus, a sequence of improved policies is constructed,
which eventually yields the optimal policy, in view of the unimodality of the average
cost function.
A step in this adapted version of the general policy-improvement step proceeds as
follows. Suppose # is the initial policy, for which the relative values and average cost
have been determined. We show how to construct an improved policy R'. By compar-
ing the policy-improvement test quantity to the relative values, it is easily established
whether   g(12 - 1)  < g(R9 or g(R'+9   <  g(RD    (if the opposite inequality holds  in
both cases, or equality in either of these cases, then we may conclude from the
unimodality results that R' already is an optimal policy). Suppose that   T .,(1, RD  <
vk. 1(14   (or   g(Rk -1)  <  g(RD);  then we put l: = k - 1 and we continue lowering the
control limit 1 as long as 71(1, RD < vARD. This yields an improved policy R'. An
analogous procedure applies for the case  Tk(0, RD < vk(RD (or g(R'+1) < g(Rt)).
Now we turn to the computation of the average cost and relative values for a fixed
CLR R'. The quantities (g(R'), {v,(14}, c s) satisfy the following equations:
v,(R')  =  -g(R')A,1  +p,v,Il(R 1)  +  (1-p,)vm(R')  ,    Osi<1
v,(R')   =  (1  -r,)[-g(R')A,1   + p. v.,(R')   +  (1-p,) vcw(R')]
+  r, vpu(R 9  ,     l 5 i S m
(2.16)
vpu(R')  =  cp  -g(R')a  +  Eajv,(R')  +  aa,vcM(R')
4.0
VcM(Ri)  =  9  -g(R')0  + Ebv(Ri) + aCM va,(R ')
j-0
vcM(R 9   =  0  .
As  in  Section  3.2, we denote by X,(R') the state of the unit at time t under control
policy R'. From the semi-Markov process {X,(R'), t 2 0} we derive the embedded
process  {4(R'),  t  2 0} where  K  : =  1  if the last maintenance activity on or before t
was PM and  K : =2 in the case of CM. The process { Y,(R'), 1  k  0} is another semi-
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Markov process on the embedded state space E = {1,2}. I.Et us denote the associated
relative values by v,2 (=v (R')), i = 1,2, and the average costs by gE (=ZE(R')).
These quantities satisfy the following equations:
EE EE E E E  EVi = Cl -g Ti +  11 Vt + Pl21'2
Vf     =    Cf     -  g  E.4    +    I) 11 E     + PAVf (2.17)
V  = 0
where c,2 (=c, (R')), r,E (=T,ECRD), p,E (=p,E(Rt)) represent the expected cost, time,
and transition probabilities, respectively, of the embedded process. According to Tijms
(1986, p. 230) we have vpM(R') = viE , vcM(R') = V  and g(14 = gE. Hence, by
solving  (2.17) we obtain:
g(R t)   =  PE E  +  1 (f (2.18)EE EEp21Tl + Pl21.2
and
EE     EE
V pMCR  9
- (2.19)
C, 72 - 6 Tl
EE. EE
 1212 + P2111
It  is  now  an easy matter to solve  (2.16)  from   (2.18)  and (2.19). Using  (2.18)  and
(2.19) we obtain v,„(R') directly  from  (2.16)  and by proceeding downward  with  i  we
find all relative values for i E S b y single-step calculations in a recursive way.
What remains is to find expressions for c,E, P,E, and TIE. To that end, we analyze
the absorbing Markov chain {Z,(R'),t 20} obtained from the process {X,(R'),   1    2   0}
by  converting  PM and  CM into absorbing states.  Let  us now define  Kj  ( =Kj(R')) and oj
(=a,(R')) for O s j i l m+l a s follows:
g   : =    probability of absorption into state  PM from initial state j,
aj:=    mean time until absorption (either in  PM or CM) starting from state j.
Then it can be verified that, for example,
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Cl  = CP
m
E        r1
P"  = LajK, (2.20)
j•0
;f    = a  +  E ajol
j•0
and similar expressions for the other quantities. The following theorem gives recursive
relations by which the numbers xj and aj for O c j s m can be easily calculated.
Theorem 2.4 The quantities xj and aj  'O  sj  S  m,  satisfy  the following  relations:
i.  Kj = rj + (1 -rj)p,Kj., , igjigm.
ii.   Kj  = Pj Kj•t  •Ofj < l.
iii. aj = (1 -5)(Aj-1 + pjai.1) , 1 5jf, m.
iv.   aj = A,-1  + pjaj.1 ,O s j<l.
(Here 0-+, m+1= O and K = 0.)
Proof. By conditioning   on the epoch of first transition   of   {Z,(R'),   t   2    0}   (cf.   Karlin
and Taylor (1975, p. 148)).                                                                0
This completes the description of the embedding procedure. A numerical example
is given in Section 2.5.
Remark  2.7  We  note  that the analysis  of  the 00 -model results in expressions as above
with B= + 00  (or rj= 1) substituted.
Remark 2.8 Notice the similarities between  (2.18)  and the well-known formula  for  the
average costs under a CLR n in the standard age-replacement model
c.(1    -  F(n))   +   cfF(n)got):= p (2.21)ET
where   F( ·) denotes the lifetime distribution   and   T  is the length   of a cycle   (time
between two consecutive replacements). Indeed, the standard age-replacement model is
a special case of our model, and the formulas for the average costs, Eqs. (2.18) and
(2.21), coincide if we choose 1 1=0 0 'a o=b o=1,a=8=0, and A, =1,0 5 i
S m,P, =1- F(i + 1)/1-F(O,Osism (cf. Remark 2.2). Using the equations in
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(2.20) we then obtain 4 =c p,4= 9, pli = 1'21 =K o=1-F C D, and ri =4=0 0
= ET, as can easily be verified.
2.5 EXTENSIONS AND FURTHER RESULTS
2.5.1 A further generalization of the model
The restriction that PM is executed at opportunities only is not always realistic. One
would like to have the possibility to perform PM also in the absence of opportunities,
albeit at higher costs. Take for example a brick factory. During an ice spell there is no
demand for bricks; hence this period can be used to perform opportunistic mainte-
nance, but when a winter passes by without frost, the factory may still wish to perform
PM in, say, spring, although this will be more costly because some demand will be
lost. Our model can easily be extended to cover this case.
We take the same state space as before and allow three possible actions in each
state i, 1 5 i s m:a=0: continue ;a=1: start performing PM ; and a=2:
start performing PM at the next opportunity, provided it occurs before the present state
is left. With PM we associate expected costs 4, and opportunity maintenance can be
done at reduced   cost   cy   ( 5 c,). All other variables   are   as   they   have been defined
before. The average cost optimality equation in terms of the relative values f,i E S
and the average cost h yields
wo  =   -ht-1   + pow,   +  (1  -po) wcM
w, = min{ -hA,-' + Piwi.,  + (1 -Pi)Wa' ' C, + WpA, ,
(1 -r,)[-h -1 + p.wi., + (1 -Pi)wa,1 + r.(c2 + WpM)3.
1 5 iegm (2.22)
.
WpM  =  -hot  + I a,wj  +  acwwo,
j•0
Wa'    =   9   - ho    +    E  bjwj     +    bc,Wcw
j-0
w==0.
The first term in braces corresponds to a=0, the second to a=1 and the third to
a = 2. The proofs of the following results are analogous to the corresponding results
in Section 2.3.
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Theorem 2.5 77:e solution to the equations in (2.22) satisfies:
w,   5   wi.1,15 i s m-1     and     wi   5   wcu·
Corollary 2.2 The optimal policy R* can be characterized by two critical numbers n
and Nsuch that Rf  =0,0  5  i  <  n, Rl'  = 2, n  5  i  <  Nand RT  -  1, N E  i  5  m,
with 1 a i n E N s m+1.
The average costs under a fixed (n, Al)-policy can be computed by similar expres-
Sions as the recurrence relations obtained in Section 2.4. The optimal values of n and
N can be found heuristically by an iterative search procedure, using the optimal control
limits obtained from the B-model or the 00-model with cp = ct Or C, - C, as a starting
point (cf. Chapter 3).
Johnson (1968) develops an optimization procedure to find the optimum (s, S)-
policy for an inventory problem. It would be interesting to investigate whether or not
that procedure is applicable to this case.
2.5.2 Comparison between B-model and go-model
Let us denote  by  n- the optimal control limit  of  the 00 -model  (if there  are  more  than
one, the smallest) and by n" the corresponding quantity for the B-model. We are
concerned  with the relation between  n-  and  n'  (for a fixed  cost cp). Apart  from  its
implications with respect to the heuristic search mentioned in the previous subsection,
this may also be important in dealing with a practical application, when it is preferred
to start with the basic model, and include extensions later, if necessary. For instance,
one   might  use  the 00 -model to analyze the maintenance  of  a   unit  in the presence  of
frequent opportunities,   as a first approximation.   It is interesting   then   to have relations
between quantities obtained  for the approximate model (the 00-model) and quantities
from the extended model (the B-model), for example, is the average cost g- a lower
bound for g"? We will present a few results on the relation between the two models,
realizing that much more research can and should be done in this direction.
Lemma 2.2  g- 5 g'.
Proof. Consider the general model corresponding to Eq. (2.22) with 4 = cu = cp.
The proof is based on the following two observations:
1.    The third term in braces is a convex combination of the first and the second
term;
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2.     When we restrict the action space of the generalized model to {0,1} we obtain
the co-model and when we restrict the action space to {0,2} we obtain the B-
model. In particular we see that for a policy R with A E {0,2},1515m,
there is a corresponding policy for the B-model such that the relative values and
average costs for both models under these policies coincide. A similar reason-
ing holds for the 00-model (cf. also Remark 2.3)).
Now choose a policy R with 4 E {0,2},15iilm, such that the corresponding
policy for the B-model is optimal for this model. Using observation 1 and Theorem 2.1
-    -
it  is easily verified  that  we  can  find an improved policy  R  with  R,   E   {0,   1},  such  that
h(R) 5 h(R). This policy is a feasible, but not necessarily optimal, policy for the B-
model. Thus, we get the following chain of inequalities:
g -   5  h(R)   5  h(R)  =  g*.
0
This result can be strengthened further: It is easily verified that g- < g", unless it is
optimal to perform no PM in both cases (cf. Proposition 2.2 below).
The lemma confirms the intuitively plausible result that restricting the PM to
opportunities yields higher cost. It is not so evident whether or not the optimal control
limit of the 00 -model will always be an upper bound to the optimal control limit of the
B-model. Indeed, we found the following counterexample.
Counterexample: Discretize a Weibull-(1, 2) distribution into 15 discrete intervals
On = 14) and choose the other parameters according to the following specifications:
ao = 0.4;  alt = 012=an= 0.2;  bo =1;c p=l,9=2 0;  a =8=0;  B=
0.25;  4 =1,0 s i s m.W e found that n-=2 and n" =5. The average cost
function is of course unimodal and follows the following pattern:





Note that CM is perfect in this example but PM is imperfect and may lead to
almost failure (which may occur in practice). Indeed, if the unit enters a bad state after
PM in the 00-model, we can immediately perform an additional preventive repair. In
the B-model, however, one has to wait until the next opportunity.
We have the following general result.
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Theorem 2.6   If one  of the following  conditions is  satisfied  then *  5  n-.
i.  ao = 1.
ii. ao + acM =bo + baw = 1.
Proof. See Section 2.6.
We close this subsection with two propositions, which are used in the proof of
Theorem 2.6.
Proposition 2.1  gM(R"+') = g-(R'+1)  and  v;(R'+1) = 1'7(R"+1),  i € S.
Proof. The average cost equations for both models are identical under the policy which
prescribes action 0 on the intermediate states.                                               0
Proposition 2.2  n" =m+1  iff n- =m+1.
Proof. Suppose that n- =m+1. This implies that 7(1, R"+1) > <(R"+1) (cf.
Lemma 3.1), or
m+1
c,  - g-(R.9)0  +  ajvj-(RIN)  >  v:(Rm.').
By    Proposition    2.1, this inequality holds equally    well in terms    of   g"(R™+1)   and
31(R"+'), i ES. Thus we obtain the inequality 71(1, R"+1) > 4(R"+1), implying that
g'Vr) > g'(R"+1). In view of the unimodality of the average cost function we
conclude that n' =m+1. The proof of the other implication is similar.                    0
2.5.3. Further applications
We first note that our model can also be used to analyze a generalization of the
classical replacement model to include a positive lead time for spare parts. Suppose
that spare parts are needed in order to perform PM and that spares are not kept in
stock (for example, because  this  is too expensive). Assume  that  the  lead  time  for
spares is exponentially distributed with rate f. A CLR R in our model now corres-
ponds to the following policy: Order a spare upon entrance of the state i and execute
PM as soon as the order arrives. For a model in which a stock for spares is held we
refer to Ross (1969).
To illustrate the flexibility of the model we show how it can be applied to a two-
unit parallel system, as analysed by Kawai (1981). He considers a two-component
system composed of an operating unit and an (identical) standby unit and one repair
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facility. When the operating unit is taken into repair, the standby takes over its
position and when the repair is completed the repaired unit enters the standby mode. If
the working unit fails while the other is under repair, the system is unavailable. The
objective is to minimize the unavailability. Our assumption of imperfect repair allows
us to describe this system by a single unit model, since the operating unit together with
the standby can be regarded as a single entity: after the repair there is a "new" entity
that can already be in some state of deterioration. Under an appropriate choice of the
cost function, the average costs represent the unavailability of the system.
The parameters at and cp, for example, now depend on the repair time distribution.
Recall from Section 2.2 that the deterioration of the working unit in the absence of
maintenance can be described by a continuous-time Markov chain on S with absorbing
state m + l. Let us denote this process by {D(t), t & 0} and define:
H,j(0   : =   P(D(0  =j I  D(0)  = i) . (2.23)
Then it can be verified that
'"
i l
a   =   f HO,(t) dA(t) (2.24)
and
00
cp=  f Ho..1(0(1  - A(0) dt. (2.25)
The repair cost now represents the expected unavailability during the repair.
Finally, we note that the computation of the quantities as in (2.24) and (2.25) is an
easy  matter when analytical expressions  for the Laplace transforms  of A( ·),  B( ·)  are
available. The procedure is given in the Appendix and generalizes the results obtained
by van der Duyn Schouten and Ronner (1989).
An application of the model to an integrated maintenance-production problem is
discussed in Chapter  5.
2.6 PROOFS
Proof of Theorem 2.3.
Referring to the definition of unimodality, we have to prove that
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a.     g(R') 5 g(R'+1) implies  g(#) 5 g(12+9  for all k 2 2,1  c i E m-1, and
b.        g(14  5  g(R' -1)   implies   gOR')  5  g(R' -5    forallk  &  2,2   5  i  5  m+  1.
Pan a. Choose i,l s i s m - 1, and suppose that Vp*(16 5 V(]4  <we shall next
show that VpM(14 , vcM(R') is in contradiction with g(11) 5 g(R'+9). According to
Lemma 2.1,  g(14 5 g(R'+1) implies  T,(0, R) 2 v,(R')  or, by (2.9),
v,(R,)   2   VPM(R') . (2.26)
Using Remark 2.4 and Lemma 2.1, it is easily verified that  T;+,(0, #) 2 v,+AR'), 0 5
1 5 k, implies gck, 5 gt#+5. Hence, it is sufficient to prove that  7;+k(0, R') 12
v,+ (119 ,k k  1, or, in view of (2.9), that
vj(R9   2   vpA'(R')   , i+15jjim. (2.27)
Thus, we prove (2.27), using (2.26). The proof is by induction. First, the case j  = m.
Suppose on the contrary that v™(RD < vpM(R), or, in view of (2.9),
- g(R ,) kil    +   va,(R 9    <    VPA'(R') . (2.28)
Rewriting (2.28) yields (2.29) below for k=m  (note that p,„  =  0). By Assumption  2.1
and using the assumption that vpM(R')    5   va,(R), we obtain
g(R')   >   Ak(1  -ph (v£,4(R')   -   vpu(R')), iskjim (2.29)
or, equivalently,
-g(R')Ail + pkvpu(R') + (1-pk)vCM(R') < vpM(R'), iskilm. (2.30)
Starting with v™OR') < VpMOR') and using (2.30), it follows by induction that Vkole) <
VpM(R),isksm. For, suppose  that  vk+1(R') < VpM(R). Then
vA(R,)   =   (1  -r*)( -g(R,)kit   + pkvk•1(R')   +  (1  -pk) v,u(R'))   +  r v,M(R 9
<   (1-rD(-8(R,))41   +  PkvpM(R,)   +  (1-phva,(R,))   +  rkvpu(R,)     (2·31)
<   vpM(Rt).
In particular we have v,(R')     < VPM(R'), which contradicts (2.26). Hence,    v,„(14     22
vpM(R').  Next,  suppose (2.27) holds  for j  = / +1, . . . ,  m   (1  2  0.  Then,  we show
that v,(Rd) 2 vpM(R'), again by contradiction. Suppose to the contrary, that vt(R') <
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vpM(R'). Using the induction hypothesis v,+1(R') 2, vpu(14, it can be verified that
-g(R')Ail   + P,vpM(R9   +  (1-p,) va,(R 9
(2.32)
5   -g(Ri))41  + p,v,.1(Ri)  +  (1 -PI)va (R 9  5  vpM(RQ,
where the latter inequality follows from the induction hypothesis and (2.9). Equation
(2.32) yields (2.33) below, for j = l. By Assumption 2.1, we obtain
g(R')  2  A,(1 -pj)(va,(R')  - vpM(R')),  js l. (2.33)
Starting with v,(R')   <   vpMOR'), we arrive  at  v,(R')   <   vpM(R')  by  the same reasoning  as
in Eqs. (2.28)-(2.33), which yields a contradiction with (2.26). Hence, v,(R') 2
Vplih, which completes the induction step.
To show that VpM RD > Va'(R') is in contradiction with g(R) 5 g(R +1), we note
that vp (Rt) > va,(li) implies that vj(R') < Vpw(74, i s j c m. This is easily es-
tablished by induction.  For j  =  m this inequality is easily verified; furthermore Vj+1(Rt)
< VpA,(R,) implies
v,(Ri)  =  (1 -r,)[-g(R')$-1  + pjvj.1(R')  +  (1-pj)vcM(R')]  +  r,  vp„(R 9
(2.34)
<   VPM(R 9.
In particular, we have v,(R) < vpu(R'), or T;(0, R) < vi(R'). But this implies, in view
of Lemma 2.1, that g(Rd) > g(R+1),
Pan b. The proof of part b is based on the relation
-g(R94-1 +pjvj.1(R') + (1 -pj)vcM(Ri) 5 vpM(R'), jaii-1. (2.35)
Note that the LHS equals v,(R'), j   5  i- 1. Choose i,  2 5 i g m t l, and suppose
g(119  5 g(Rd - 1). This implies, according to Lemma 2.1, that li- 1(1, R')  2 vi.,(R') or
VpM(Rd)  2 v. ,(R'). We will show that the latter inequality implies (2.35). From (2.35)
we obtain that  7;(1, 0) 2 vj(R') , 0 5 j< i, and using Remark 2.4 the desired result
follows. Equation (2.35) now easily follows by induction in case i=m+1 (cf. Eqs.
(2.28)-(2.31)). So suppose that i s m. If VpMCRD > VCM(Ri) then (2.35) follows directly
by induction, starting with   vi.,(R')  5  VpM(R'). Suppose now that   vpM(R')  5  vcv(R').
This implies v„,(R') 5 v ,(R'). Proceeding downward with k (k 2 0 we obtain vk(Rf)
5  vk+,(R') as long as vk+1(14 2 VpMCR (cf. (2.12)  and (2.14)). Should  we have vk(Ri)
< VpA' R') ata certain stage k (whereas vt+,(R') 2 vpu(R')) then we obtain from
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g(R')kit  + PkvpM(R')  +  (1-pk) vc"CR 9
(2.36)
5   g(R') AI'   + pkvk.1(R')   +  (1  -ph va'(R 9   5   vpM(R 9
that v,(R,) 5 VpM(/19 for all i il k, (cf. (2.29) and (2.31)), which establishes (2.33). In
the other case, i.e. vk(R') 2 vpM(Rf) for all k k i, we particularly have  v,(14 2
vpM(Ri)  ,   so     vi . 1(Rd)  C 5 vpMOR'))   5   v,(R) , which provides the start  for an inductive
proof of v(R') 56 vj+,(R'), j s i-1, which yields (2.35) (cf. (2.10); use the fact that
vj(IC)    5   Vcw(R')  for  all j, which is easily proved).                                                                                                    0
Proof of Theorem 2.6
Recall   that   n"   and   n-   are the smaUest   opti mal control limits.   In   view of Proposition
2.2, there is nothing to prove in case n"' =m+l o r n   =m.S o w e may assume that
n- S m-1 and also that n' S m.I t i s convenient to set the relative values for the
state PM equal to 0. That is, we put v;M = VPM = 0 instead of 6 = V M = 0 as in
Eq. (2.3). The following two claims are contradictory and show that n" 5 n=.
a.    n' > n- implies that vt; < v;.
b.     Condition i or ii of the theorem implies vt 2 v .
Claim b follows directly from the optimality equations and Lemma 2.2. Claim a is
proven by showing thatit 2 n- implies
vj"    <    vj-,      O  S j 5  n" - 1. (2.37)
In   order to prove   (2.37) by induction   we   need some further results. It easily follows
from the optimality equations that
vi   =  VA' ,    n- Sism (2.38)
and
vit  5   -g- Xi I   + piviN   +  (1 -Pi) vA,    n- E i s m. (2.39)
Similarly, we obtain
v,B  ik  vpM,   n' s i s m (2.40)
and
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VP+M > -g'Kj.1 + p...1 V  + (1 -p ,-1) 1,&. (2.41)
From Eqs. (2.39), (2.41) and n" > n- we conclude that
-  g'kn -t   + P.·-tv:.   +  (1-p...1)V&     <   VA,  =  V; 
5   - g- )¢-1  + P..It v:  +  (1 -p".-1) V&  ,
Or,
(g,- g-)C-1 > P".-1 (vt  -  v:)  +  (1 -p„61) (v&  - vi). (2.42)
From (2.38) and (2.40) we know that the first term of the RHS of (2.42) is non-
negative. Thus we obtain from (2.42) and Assumption 2.1 that
g' -g- > A,(1-p,)(vA, - 4)), Ocisn"-1. (2.43)
(Note that in case vs < vzM' the result is already contained in Lemma 2.2).
We are now in a position to prove (2.37) by induction. The inequality for i = n' - 1
follows from (2.38) and (2.40). Next, suppose that (2.37) holds for j =k+1 (<n"-1).
Then the induction hypothesis together with (2.43) yields
v;    =  pt v;.1    +   C -g' Ak-1    +   (1-PDVA,)
< PRVA + ( -g-At-1 + (1-PDV&) . Vk-•
0
2.7 CONCLUSIONS
We considered a model that generalizes the well-known age-replacement model, but, at
the same time, retains its tractability to a large extent. This model takes imperfect
repair and restricted availability of the repair facility into account. By using results
from Markov decision theory, we are able to prove two important properties for our
extended model. These properties are: optimality of the control limit policy and
unimodality     of the average cost function. Furthermore, we present an efficient
algorithm to evaluate control limit policies. This algorithm is based on the unimodality
property and the embedding technique for Markov chains. The general formulation as
MDP implies that the results apply to condition based deterioration as well.
Due to its computational tractability, the algorithm can be easily incorporated into a
decision support system for maintenance. Both the data requirements as well as the
computational demands are only slightly higher than  for the standard model.
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We detected a counter-intuitive property. When repair is imperfect, we found that
the optimal control limit in the case of opportunistic maintenance (the repair facility is
only available at opportunities arising from a Poisson process) can be higher than the
optimal control limit in the case that the repair facility is continuously available. In the
case of perfect repair, this situation cannot occur, as is proven.
In this chapter the opportunities are supposed to be independent of the deterioration
process. In the subsequent chapters we consider situations where opportunities are
generated by other components in the system, in which case there may be dependen-
cies.
APPENDIX
Recursive schemes for the Kawai model
The quantities {at},Es and c„ as specified for the Kawai-model (see Eqs. (2.24) and
(2.25)) can be easily obtained from the recursive schemes below, provided that the
Laplace-transform   of the repair time distributions   A( ·) is explicitly known.   The
procedure similarly applies to the computation of {b,},Es and  9.
Define:




Au :=  Hoo)(1 - A(0)
dt (2.45)
(with Hit) as defined in Eq. (2.23)).
Suppose, as in the Kawai model, that the sequence {4};=0 is strictly increasing and
that transitions to lower states are impossible. It follows from Eq.(4) in Kawai (1981)
and the definition of H*(t) that
Hit(0  = e -4'
f.'-1              j
HUCt)  =  Bj-  A)-1   1 E qk,H,k(0  -  E q,k'41(0   '0 5 i<j s m (2.46)
lk-,             k.,9
Hi...1(0  =  1  - E Hi,(0.
k =i
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Combining (2.44), (2.45) and (2.46) yields:
A„ = AW' - A-Al)
1 j-1
AU  =  4- A)-1   I,ki,i.  -  I qi.,k, 
. OSi<jjim (2.47)
m
Ai...1(1) -cr-  Alk.
(Note that AM  =  0 when j  <  i.)
From these equations we can recursively solve for A4,0 5 i 5 j S m+1.I n par-
ticular, we obtain Aot ,O s i s m+1. Using the relations between a; and Aot,Osi
5 m + 1, given by Kawai (Eq. (14)-(16)) and noting that cp = Ao,+1 , we obtain the
desired quantities.
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CHAPTER 3
Analysis and computation of (n, Al)-strategies for
maintenance of a two-component system
In this chapter we investigate (n, Al)-strategies for the maintenance of a two component
series system. Vergin and Scriabin (1977) provided some numerical evidence on the
near-optimality of this type of policies. Ozekki (1988) gave a characterization of the
structure of the optimal policy and its possible deviations from the (n, N)-structure for
the discounted cost criterion. The same kind of structure is shown to hold for the
average cost criterion.   In   view  of the complicated   form  of the optimal policy  and   the
near-optimality  of  the  (n,   N)-policies we present   a fast computational method   to   com-
pute the average costs under a given (n, N)-policy. This method is based on the well-
known embedding technique for Markov chains. Moreover, a heuristic based on this
computational method, is presented by which the optimal values of n and N can be
determined.
3.1 INTRODUCTION
In this chapter we investigate the two component maintenance problem, introduced by
Vergin and Scriabin (1977). This problem concerns the maintenance of a series sy-
stem, consisting of two (identical) components, which are subject to stochastic failures.
The components are functioning independent of each other. When one of the compo-
nents breaks down, the system fails, which involves breakdown costs. To avoid a
frequent occurrence   of  this   cost a preventive replacement is allowed. Additionally   we
have the option of opportunistic replacement, which refers to the possibility to replace
both components, when only one of them has failed or reached its preventive age. This
makes sense not only because it usually is cheaper to replace two components simulta-
neously rather than separately but also due to the series structure of the system. Re-
placements can only take place at inspection epochs, which are assumed to be equidis-
tant discrete time epochs.
Problems of this kind typically arise from the maintenance of devices composed of
several components. As examples we mention the landing gear of an airplane or a
couple of generators providing a factory or hospital with energy. In these examples the
inspection epochs are the moments at which a major overhaul of the system is carried
This chapter  is an updated version of the publication with the same title in European Journal of Opera-
tional Research, 1990, 260-274, co-authored by F.A. van der Duyn Schouten.
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out. For a specific example of maintenance optimization in the field of marine trans-
portation we refer to the recent paper of Perakis and In6zO (1991). They consider the
optimal maintenance of two diesel engines of a marine vessel. At the beginning of the
winter lay-up it has to be decided which components should be replaced to guarantee a
minimum cost operating season.
To find an optimal maintenance schedule one might use standard policy-improve-
ment or value iteration techniques from Markov decision theory. However, there are
two drawbacks. First of all, due to the two dimensional state space (denoting the ages
of both components) these standard techniques are in general very time consuming and
even prohibitive for moderate size problems. In the second place, the actual optimal
policy, found by one of these procedures, may have a rather irregular structure, which
makes it necessary to explicitly specify the optimal decision for all possible age com-
binations. From a practical point of view one might be interested in policies which are
easy to characterize and, on the other hand, close to optimality. Moreover, it is impor-
tant that for the proposed policy the actual average expected costs per unit time can be
computed rather easily. A class of policies satisfying these conditions are the so-called
(n, Al)-policies. A (n, Al)-policy prescribes to replace a component when it has failed or
when its age has reached the value N and, if one of the components is replaced, to
replace the other simultaneously  when  its  age is greater  than or equal  to  n  (5  N).  In
this sense an (n, N)-policy seems to be the natural two-dimensional generalization of
the well-known one-dimensional control-limit rules in replacement models.
Vergin and Scriabin (1977) have shown by numerical comparisons that (n, N)-
policies are close to optimality for a wide range of cost parameters. Ozekici (1988)
provided some additional support for this conclusion based on the analysis of the
optimal policy. These results are mentioned in more detail in Section 3.3. The main
result of this chapter is dealt with in Section 3.4. There we present an exact computa-
tional method for the average costs under a given (n, N)-policy. This method is based
on a well-known embedding technique for Markov chains (see e.g. Tijms and Van der
Duyn Schouten (1978)). In Section 3.5 we use this computational method as a building
block in a heuristic to determine the best policy within the class of (n, Al)-policies.
Finally we present some numerical results in Section 3.6.
Various authors have studied models which are closely related to ours. Berg (1978)
analyzes a two-component system under a fixed policy in continuous time. His policy
is a generalization of our policy for the case of non-identical units. He derives integral
equations from which several performance measures of the system can be obtained and
gives an expression for the cost function under a general cost structure. However, op-
timality of the type of policy is only considered for the special case in which opportu-
nistic replacements are restricted to failure epochs, and computational aspects are
limited to solving the integral equations for some special cases. Epstein and Wilamow-
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sky (1986) investigate a system consisting of two components one of which has an
exponential lifetime, while the other has a fixed finite lifelength with failure rate equal
to zero. A characterization of the optimal replacement policy is given. Opportunistic
maintenance is also the subject of a paper by Bickert and Rippin (1985). They consi-
der a three component system. At failure epochs of one of these components opportu-
nistic replacement of the other components is considered. The performance of three
different solution techniques, including the Markov decision approach, is compared.
The discussion of references on multi component systems with more than three com-
ponents is postponed until Chapter 4. In that chapter we analyse group replacement
policies for systems which are composed of many components, and derive exact and
approximative formulas for several performance measures.
3.2 MATHEMATICAL MODEL AND ITS SOLUTION TECHNIQUES
Consider a series system with two identical and independently operating components 1
and 2. Both components are subject to stochastic failures. The times until failure are
i.i.d stochastic variables with known probability distribution function. The system is
inspected only at discrete equidistant time epochs. When upon inspection a component
turns out to have failed during the last period, it has to be replaced immediately and a
breakdown cost is incurred. The time needed for replacement is negligible. On the
other hand, when at an inspection epoch both components are still working there are
four possible decisions   to make: replace no component, replace only component    1,
replace only component 2 or replace both components. A replacement in this situation
is called a preventive replacement or an opportunistic replacement. The former refers
to the opportunity to prevent breakdown cost by timely replacement, the latter refers to
the opportunity to prevent cumulation of replacement costs by joint replacement instead
of separate replacements. After replacement of a component a new identical component
starts with age equal to zero. The lifetime distributions are supposed to have finite
support, i.e. when a component has reached its maximal lifelength it certainly will fail
during the next period.
The following non-negative costs are incurred:
b  : = system breakdown cost.
ri : =  replacement cost for a single component (either 1 or 2).
42  : =  cost of joint replacement of both components  1  and  2.
Note that due to the series structure the same breakdown cost b is incurred when either
one or both components fail.
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Assumption 3.1.   rt  5  42  5  2 rt •
Next we consider the aging process of the system. As stated before we assume that
both components are independent. For a relaxation of this assumption we refer to
Ozekici (1988) (see also Section 3.3). Define
4  : =  the lifetime of component i expressed in inspection periods, i  =  1,2.
Let
B:=EL,,  i=l,2,    and    q.  : =  P(L,  =  n I L,  2  n),  n  -  0,...,  m,  i  -  1,2,
where
m   : =   min{n:   AL,   2   n+1)   =   0} ,     and    p„:=   1    -  q„,   n   =  0,...,   m.
Note that q, denotes the probability that a component will fail during the next period,
given that its age equals n at the beginning of this period. We say that a component at
an inspection epoch is found in state n when it has not failed and its age equals n.
When the component has failed we say that it is in state m + 1.
To model this system as a Markov decision process we introduce as state space
S={1,2, . . . ,m+1}2, where for (i, J) E S w e denote by i (j) the state of the first
(second) component. State 0 does not occur in this formulation because the replace-
ments are assumed to be instantaneous: when a component turns out to have failed on
an inspection epoch, its successor will have reached age 1 on the next inspection epoch
or it will turn out to have failed as well.
The set of possible actions A consists of:
i : =  replace only component i, i  =  1,2,
12 : =  replace both components,
0: =   replace no component.
The set of feasible actions in state s€S i s denoted by A(s). The one-step cost functi-
on c(s, a), s E S,a E A i s easily composed from the given cost parameters b, ri and
r12 . For example,
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c«m +1,  1),   12)   =  b   +  r,2   ,      1  5jsm +1
c((i, 1),  12)  =  r,2  ,    1 f i,j s m
c((i, jO,  1)  =  ri  ,    1 59 i,j i; m.
Finally the one-step transition probabilities p,.,(a), s.t E S, a E A,are completely
determined by the survival probabilities p . For example,
Pu. 8, ci.1, j.1,(0)   - P; Pj  ,     1 5 i, jig m-1
PK jA Q.t,j.t,(0)   =  q, pj  ,     15 ism,   15jSm-1
2
P«.  8. (1, „(12)  =po   ,     1  5 1,j s m+1.
Assumption 3.2. 0 =pm <p-, 5 -  5 po< 1.
As far as the lifetime distribution of the components is concerned knowledge of the
sequence (/4)T.o suffices. It is irrelevant whether the lifetimes themselves have a
discrete or continuous probability distribution.
Denote by X(t) = (14(t), X2(0) the states of both components at the t-th inspection
epoch. For every stationary policy R the process {X(t), t = 0,1,2'... } constitutes a
discrete-time Markov chain on S. It is easy to see that On + 1, m + 1) is a positive
recurrent state under every stationary policy R. Due to Assumption 3.2 it follows that
On + 1, m + 1) can be reached from every starting state (i, 1). This implies that there
exists only one recurrent class under every policy R. Let CUD denote this recurrent
class and let D(R) be the set of transient states under policy R. Note that state (i, j) E
D(R) iff it cannot be reached from (m + 1, m + 1). Finally we note that X(t) is aperi-
odic on CUD for every policy R since we can return to (m + 1, m + 1) in one step
(po<  1). We are now interested in the stationary policy R that minimizes
g(R)  : =  lim  E   -1.-  I   c(X(t),  R(X(0))
.-- n+1 ,-0
The standard tools to solve this Markov decision problem numerically are the policy-
iteration and the value-iteration algorithm (see e.g. Tijms (1986)). From a numerical
point of view the value-iteration algorithm is preferred in particular for big state
spaces. This algorithm recursively solves the finite horizon Bellman optimality equati-
on
V„(s)   =   min  f  c(s,a)   +  E   ps,(a) V„.,(t)      ,     sES, nkl. (3.1)a€s
 tes
On the other hand we know from Markov decision theory (see e.g. Howard (1960) or
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Tijms (1986)) that for any stationary policy R the average costs g(R) and the so-called
relative values vE(s), s  E  S are the unique solution to the set of linear equations
vE(s)   =  c(s,  R(s))   -g(R)   +  £ p„(a) vR(t)  ,    S E S
t€S
(3.2)
vR(m +1,  m+1)   =  0.
A step in the general policy improvement algorithm proceeds as follows. First we
define for a given policy R the policy improvement quantity
TR(s, a) = «s, a) -g(R) + E P„(a)v*(t). (3.3)
f€S
-                        -
For any stationary policy R we have (see Tijms (1986)) g(R) 5 g(R), whenever
TR(s,  R(s))   5   v (s)     for  all  s E S.
In Section 3.5 we use this result to derive a policy improvement procedure within the
class of (n, N)-policies.
To conclude this section we note that the average optimal policy R* can be found
as the minimizing action in the average optimality equation (see e.g. Tijms (1986))
v(s)   =  min  < c(s,  a)   -g  +   E    p„(a)«t)   ,    s E S.€S 1€S (3.4)
v(m +1, m+1) = 0.
3.3 THE STRUCTURE OF THE OMWL POLICY
Up to now the most complete characterization of the structure of the optimal policy has
been given by Ozekici (1988). Ozekici's model is more general than ours in the fol-
lowing respects. The system considered by Ozekici consists of n different components
whose ages develop over time as an increasing Hunt process, which implies amongst
others that the ages of the components are not necessarily independent and may incre-
ase at different rates as well as by jumps. Our cost structure is also a special case of
the cost structure assumed by Ozekici: a general maintenance/replacement cost functi-
on depending on the components to be replaced (but not on their ages) and an operat-
ing cost function of the age vector. Under fairly general assumptions on both cost
functions and aging process, Ozekici shows that for the optimal replacement policy,
the four regions of the state space where the four different actions 0, 1, 2 and 12 are
optimal are connected subsets of the state space with certain regularity conditions for
the boundaries. A typical example of the optimal policy for two components in Ozeki-








Figure  3.1 l'he general  form  of the optimal policy
ci's model is shown in Figure 3.1.
Let us denote the region where the optimal policy prescribes action a b y R a,a€
A. The special characteristics of the optimal policy are:
i. The boundaries between Ri and R,2 and between R, and R12 are straight lines.
ii. The other boundaries do not necessarily have a convex or concave shape.
iii. For fixed age i of one component the replacement of the other component is
controlled by a control limit rule i.e.
(i, j)   C   R2 URI implies  (i, j+k)   ER   U  Rn  for k  &   0.
iv.  If (i,j)  E  R, then  (i, k)  €  R2 form+  1  k  k  k j.
v. If (i, 1) ER12 then (k,DER12 for allm+1 2, k k iand allm+1 2 12 j.
vi.  It may occur that (i, j)  E  R2 and (i +k,j)  E  Ro for some k  2  0 (similarly for
Ri and Ro).
vii.  It may occur that (i, J)  €  Ro and (i, 1+k)  E  R, for some k  2 0 (similarly for
Ro  and  RD
The characteristics i up to v are proven by Ozekici for the discounted cost criterion
and below we will show that they hold for the average cost criterion. From extensive
numerical experiments we have found situations where ii and vi occur for the average
cost criterion (see Figure 3.2). Property vi is a remarkable property, which is counter-
intuitive at first glance, and which has been noticed for other multi-component main-
tenance systems as well (e.g. Haurie and L'Ecuyer (1982)). The situation mentioned
under vii did not occur. We conjecture that it cannot occur, although we were not able
to prove it.
Next we derive the properties mentioned above of the average optimal policy. Let
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Figure 3.2 Some specific forms of an optimal policy
us specify the average optimality equation (3.4) for our model. Define for
0 5  i, j I m,
,«i, j) =P,P,·«i+1, j+1) + (1-p,)pj«m+1, j+1)
(3.5)
+p,(1 -pj)«£+1, m+1)  + (1 -Pi)(1 -pi)v(m+1, m+1).
Now relation (3.4) can be rewritten as follows:
«i, 10 = min{ -g + w(i, JO, r1 -g + «0, 1), ri -g + ,«i, 0),
52 -&
t W(0,0)}
«i, m+1) - min{(b+rt) -g + ,«i, 0),(b+r12) -8 + ,«0,0)} (3.6)
Km+1, j) =min{(b+r,) -g + ,«0,1),(b+r,2) -g + ,«0,0)}
Km+1, m+1) =(b+42)-g + ,«O, 0).
The following theorem is a straightforward consequence of the corresponding finite
horizon result which in its turn can easily be shown by induction to the length of the
time horizon.
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Theorem 3.1 The average optimal policy R* is symmetric, as well as the value functi-
on«·,·).
Theorem 3.2  Any solution of the equations 0.2) satisjies
«i, 1) 5 «i, j+1),  15 i Em+1,   1 dij Em (3.7a)
and
«i, 1)   5  «i +1, j),    1 S i s m,    1 d i j 5 m+1. (3.7b)
Proof By Theorem 3.1 it is sufficient to show that (3.7a) holds. From (3.6) it follows
that for 1  5 i, j 5 m+1,
v(i, jO  5  (b+r12) -g + w(0,0) = Km+1, m+1). (3.8)
Rewriting 0.5) yields
,«i, f) =Km+1, m+1) -p,p,(v(m+1, m+1) -«i+1, j+1))
-(1-p,)pj(«m+1, m+1) - v(m+1, j+1)) (3.9)
-p,(1-pj)(v(m+1,m+1) -«i+1, m+1)).
From  (3.6) it follows that (3.7a) trivially holds for j  =  m and  all  1   5  i  5  m+1.
Now suppose that (3.7a) holds for allk+l  s j  5 mand all  1  5  i  5  m+1.T o
show that (3.7a) also holds for j  =  kandall  1   5  i  5  m+  1 it suffices to prove that
for all 0 5 i 5 m,
'«i,  k)   6   w(i,  k + 1). (3.10)
From (3.9) it follows that
,«i,  k)  -  w(i,  k + 1)  =  -  A,   -4  +  4,
where
Al :-P,Pk(v(m+1, m+1) - «i+1, k+1))
- P.P,•1(VOn+1,  n:+1)   -  fi+1,  k+2))
4 := (1 -p,)PA(«m+1, m+1) - v(m+1, k+1))
- (1-P,)Pk•1(«m+1, m+1) -Km+1, k+2))
A3 :=P, (Pk-Pk.1)(«m+1, m+1) - Ki+1, m+1)).
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From Assumption 3.2 and the induction hypothesis it follows that at   0 and A2 12 0.
Next, 213 2, 0 follows from Assumption 3.2 and relation (3.8). Finally we note that by
the induction hypothesis
Al 2 PA («m+1, m+1) - v(i+1, k+2))
- Pipk•1 («m+1. m+1) -«i+1. k+2))
=p,(pk -pE.,)(«m+1, m+1) - «1+1. k+2))
22 P,Wk -Pk•1)(«m+1. m+1) -«i+1. m+1)) = 43
which yields (3.10).                                                                        O
Corollary 3.1 The average optimal policy R* with regions Rt,aEA has the folio-
wing properties:
i. Ifj > i then the optimal policy can be chosen such that R*(i, 10 0 1
ii. lf(i, 1) E Rf then (i, j+1) € Rt
iii.   jf (i, 1)   E   Rh  then  (k,  0  E   Rb for all k   2   i  and  all  l   k j.
Proof i. For j  >  i we have ,«i, 0)  =  40, 0  5  w(0, 10. Hence
5 -g + ,«i, O) 5 rt -g + '«O, .0,
which implies that action 2 is always as good as action 1 in the optimization of the
right hand side of the first equation in (3.6).
ii. For (i, j) E R5 it follows that
ri + ,«i, 0) 5 min{w(i, j),r,+ ,«0, j), r,2 + ,«0,0)}
5  min{w(i, j+1), r,  + w(O, j+1), r,2  + ,«O, 0)}.
Hence (i, j +  1)  E  Ri.
iii. The proof of iii proceeds similarly as ii.                                                          0
Note that Corollary  3.1   implies  that the boundary between  R1  and  R72  is a straight
line.
Besides the theoretical results contained in Corollary 3.1, additional insight can be
obtained by numerical experiments. By the value iteration algorithm we generated
optimal policies under a wide variety of cost parameters and lifetime distributions.
This general purpose algorithm works satisfactorily on a personal computer for a state
space up to m = 25. The number of iterations required varied between 20 and 100.
In Section 3.6 we present some of our numerical results. Apart from the optimal
value of the average costs g* we also give the average costs g<X. M of the best policy of
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(n, Al)-type. A policy R i s called of (n, Al)-type if there exist natural numbers n E N
suchthat  R(i, 1) =0  if  O  s  i, j  5 N,  R(i, 11  =  1   if  i  k N, j  < n;  R(i,j) =2
if j E N,i<n and R(i,11=12 otherwise (see Figure 3.2d).
A summary of the numerical results is presented in Table 3.1 below where the
frequency of occurrence of different values of &* M - g* as a percentage of g* is
tabulated.
Table 3.1
Frequency of relative differences between gc:, M and g:
%
0 0-0.1 0.1-0.2 0.2-0.3 0.3-0.4 0.4-0.5 0.5-0.6 > 0.6
#            30          6           5            2            0            1            1            0
In those cases where the difference between gc:, M and g* was equal to zero, the
optimal policy was not necessarily of (n, Al)-type. It sometimes occurs that the optimal
policy itself (as it is generated by the value iteration algorithm) is not of (n, Al)-type,
but can be put into this form by modification of the actions on the set of transient
states. It is not hard to see that such a modification only affects the value of the rela-
tive values on the transient states but not of the average costs itself. Moreover such a
modification does not change the set of recurrent states. We conclude this section with
a remark concerning another experimental finding. We generated a number of survival
distributions by a discretization of a given Weibull distribution. We investigated the
effect of a decreasing grid size (increasing number of possible states) on the form of
the optimal policy. It turned out that the value of gc:, M approached the value of g*,
although we could not conclude that the form of the optimal policy converged to a
(n, Al)-form.
Both the theoretical and numerical results reported in this section justify a special
attention to policies of (n, Al)-type, in particular because this kind of policies is easy to
handle in practice. Therefore we present in the next section an embedding technique by
which the average cost under a given (n, Al)-policy can be efficiently computed. This
technique is used as a building block in a heuristical algorithm to compute the best
(n, Al)-policy. This algorithm will be presented in Section 3.5.
3.4 ANALYSIS OF A (n, N)-POLICY VIA FMBEDDING
In this section we present an efficient numerical method to compute the average costs
g(n, M under a fixed policy of (n, N)-type. This method turns out to be faster than the
application of the value iteration method for a fixed policy. Vergin and Scriabin (1977)
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suggest simulation as an effective method to compute g(n, 19.
Recall  that  X(t) = (Xt ,  2(t)) denotes the Markov chain  on S describing the states
of both components under the given (n, N)-policy and suppose that X(0)  =
On +1,m+ 1). Denote by T„,nil the epoch of the n-th replacement (either a
single replacement of one of both types or a joint replacement) and define
Zo   : =   X(0)      and     Z„   :=   X(T„)),      n  2  1.
Then (Z„):.0 constitutes a Markov chain on state space
3 : =  {(i,  A l) :l s i s N}  U  {(N, 1):  1 5 j E N}
U {(i,m+1): 1 fi iN} U{(m+1, j): 1 5j5N}
U  {(m + 1,  m + 1)}.
Note that state    (i,    Al)    with    i     <     N   -    n   +    1    can    only be entered    by    (Z„):=o    from
(N, N-O o r(m+1, N-0. However, since N-i  >  n-  1 the policy prescribes action
12  in  (N,N-0  and (m +1,N- 0. Hence (i,  M  is not accessible under the given
policy, so that the state space can be reduced to
E := {(i, Al): N-n+15 i SN} U {(N, j): N-n+l sjs N}
U  {(i,  m+1):   1  5£5 N}  U  {(m +1, 10:   1  jij 5 N}
U{(m+1, m+1)}.
Note that this state space is of dimension 2 (n + N) 5 4 m, while S is of dimension
(m + 1)2.
(Z„):=o is an irreducible, aperiodic, positive recurrent Markov chain on E. Let
p( ·,  · )   denote the one-step transition probabilities   of   (Z„)T =o   and    r(·)    its   stationary
distribution.
Fors€ S w e define:
7Ts) : =  the time until next replacement, given that the present replacement is carried
out in state s,
1(s)  :=E 7(s),
c(s): = the expected ·costs incurred until next replacement, given  that the present
replacement is carried out in state s.
Then we have by the theory of regenerative processes (see e.g. Ross (1970) and Tijms
(1986)):
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I  «s) As)
g(n, M ='€E (3.11)
E 1-(s, T(S) I
s€E
Before we derive explicit expressions for we note that because of symmetry it suffices
to compute both functions c(s) and 7·(s) in the states (i, Al) for i  5  N and (i, m+1) of
E.
For the function c(s) we have
c(i, Al) =r„  c(i, m+1) =b+r„   for i<n,
c(i, Al) = ri2,  c(i, m+1) =b+r for  i in.12'
For i<n w e have
00








Ak,   0: =   IIpw. (3.13)
1-0
Note that r(k, 0 equals P(L k i+k I  L  2 0, where L denotes the lifetime of a
single component.
Similarly we find for i k n:
N
«i,  Al)   =  «i,  m+1)   =  1(m +1,  m+1)   =1   +  Er2(k -1,0). (3.14)
k-2
Finally the stationary distribution can be obtained by solution of the set of
stationary equations  T   = 1rP together  with the normalizing equation   E,Es  *s)   =   1.
This set of equations can be solved by standard procedures (see Tijms (1986)), once
the one step transition probabilities PCS,   t) are known. In Figure 3.3 below the possible
transitions from (i, Al) are shown.
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i<n: (m+1,k)    (ligk 5;N-0 ik n: (m+1,k)   (1 5 k   N)
1                                                             1
(m +1,m+1) - (i, N) -(N,N-0 (m + 1, m + 1)  -(i, Al) -   (n, M
4                                                        4
(i+k,m+1) (1  5 k 5:N-0 (k,m+1)   (1 5ks;M
Figure 3.3 The possible one-step transitions from (i, N)
For i<n the transition probabilities are given by
p((i, Al), (N, N -i)) = r(N-i, Or(N-i, 0)
p((i, N),(i+k, m+1))  = r(k,  Or(k -1,0)(1 -Pk-1)   (15kgN-0,
p((i, N), (m + 1, k) = r(k-1, 0(1 -p..A-,)r(k, 0), (1 jikEN-i)
p((i, N), (m +1, m +1)) =1- E         p((i,  Al),  s).
ston.1,/01)
For p((i, N), s) with i  k n w e get the same expressions with i = 0 substituted in the
right hand sides. Finally we note that
P((i, m +1),   s)    =  p((i,    N),   s)      for  all   i. (3.15)
Instead of the solution of the stationary equations gr = TP by a standard numerical
procedure, like Gauss-Seidel, we may follow another approach to find the value of
g(n, Al), namely the solution of the optimality equation corresponding to the semi-
Markov decision process in which decisions can be taken at epochs of entrance into the
states N and m+1 and where the decisions are prescribed by the given (n, N)-rule.
This yields an 'optimality' equation
«S)  = C(S)  144  +  E Ms, 0«t),sEE
1€E (3.16)
«m +1,   m +  1)    =   0.
This system can be solved e.g. by the value-iteration method for semi-Markov decision
processes (see Tijms (1986)). Again we emphasize  that the solution  of  (3.16)  is  much
easier than solution of (3.4) because of the reduction of the state space. In Section 3.5
we will show that (3.16) can even be reduced  to a system  of only n equations.
The choice between both methods is rather arbitrary and may depend on the
preference of the user. The solution of the steady state equations yields the stationary
distribution, while solution  of  (3.16)  by the value iteration method yields bounds  on
the value of g(n, N) during the computational procedure. In our calculations we used
the value iteration method.
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3.5 A HEURISTIC FOR THE OPTIMAL (n, Al)-POLICY
In this section we describe a heuristic to compute the optimal replacement policy
within the class of (n, Al)-policies. In this algorithm the method to compute g(n, M for
fixed (n, Al)-policy as described in the previous section is used as a building block.
The main idea of the algorithm is contained in the following three steps.
Step 1. Choose good starting values for n and N. Go to Step 2.
Step 2. Compute g(n, Al) and the relative values v „, A,(s), s E  S and go to Step 3.
Step 3. Use a special form of the policy improvement procedure to establish whether
improved values of n and N exist. If so, go to Step 2, else Stop.
Below we will elaborate on these steps in more detail.
Step 1.  In Step 1 we use as an initial choice of n and N the optimal control limit Tw
for the one component replacement model with breakdown costs b and replacement
costs   ri. By standard arguments from renewal theory  it  can be shown   that   7'  is  the
minimizing argument of
g(7) :=  ,
r.    +   b (1    -   r(T,   0))
r                                           '                                                                           (3.17)
1   +  E «k-1,0)
k-2
where  we  use  (3.13) for notational convenience. Alternatively, formula (3.17) follows
from the general results obtained in Section 2.4 (cf. also Remark 2.9). Moreover,
these results imply that efficient numerical methods, such as bisection, can be applied
to find the minimum.
Step 2. In Step 2 the g(n, Al) as well as the relative values vc„, M(s), s ES are com-
puted for a given (n, N)-policy. First we note that apart from the set of equations (3.2)
the g(n, Al) and vo, m(s), s  EE, are also the unique solution to the embedded set
(3.16). For a proof of this result we refer to Tijms (1986, pp. 229-230).
So we first solve (3.16). At this point it is worthwhile to note that (3.16) becomes
a rather small set of only n equations with n unknowns due the special structure of our
problem. To prove this we note that
«i, m+1) -b + r, -g,(i, m+1) + Ep((i, m+1), t)v(t),  15i<n
1€E
and
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v(i, Al) = r, -g (i, Al) + Ep((i, Al), Ov(t),  15i<n,
1€E
while
v(i,m+1) =b + r„ -gr(i, m+1) + Ep((i,m+1),0«0, nSiEN (3.18)
KEE
and
«i, Al) = r,2 -gr(i, Al) + Ip((i, Al), 0«0, nEi  QN. (3.19)
fE
From (3.12), (3.14) and (3.15) we conclude that
v(i,  m+1)  =b  +  «i,  M    for all  1 5 i E N.
Moreover we see from (3.12), (3.14) and the fact that p((i, AD, s) for i 2 n i s inde-
pendent of i that the right hand sides of (3.18) and (3.19) are also independent of i.
This,  together with the symmetry of « · , · ) (f. Theorem 3.1) reduces (3.16) to a set of
n equations.
Next, the values of vo, M(s),sE  E  for BEE can be computed by single pass
calculations from g(n, M and {vo, M(s), s E  E} as follows. Deleting in the notation the
dependency on the (n, Al)-policy we have
«i,  m+1)  =  b  +  r,   -g  +  w(i,  0)  =b  +  v(i, 1),    1  f i<n,    N 5 j s m
and
(21,m + 1)
m+1                        T                             ,(m+1,m+1)
m       ·'  ..... .k,..A --    .·  : .6. .    f--     . . . - Itil
b':41.,h/:.5,4,·-'.  in ;;.....
4"4-4.: 7....... /4,...p.·i·bar:..:1.LM:r. ·i:ly ..·:-·ft.,
N ·51=SlX.2--,.,1·EALL SS.1.-
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\                              t: ;S:.2 ....e:.n
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1                         n N m       m +1
Figure 3.4 The computation of Ki. f)
(n,  N)-Strategies for maintenance of a two-component system                  59
v(i, m + 1) = b + r12 -g + 3«0,0) = b + v(i, JO,  n 5 i 5 N,  N 5j 5 m.
Hence we conclude that
«i, 1)   =  «m +1, J)   -  b    for  all  N f i s m;   1 5 j s N.
Similarly
«i, 1)   =  «m +1,  m+1)   -  b    for  all  N<i s m;  N s j i g m.
Next we note that
«i, j)   =  Km +1,  0   =  Km +1,  m+1)    for    N i g i S N.
and
«i, j)   =  «i,  m+1)   -  b    for  all   1  S i E N;  N s j S m.
Finally for 1  5  i, j  <  N the values «i,1) can be recursively computed starting at the
boundaries {(N, 1):l  E j s N} and {(i, Al) :l  c i E N} and proceeding down-
wards along diagonals (see Figure 3.4).
Step 3. With g(n, Al) and vo, A,(s),s€S, obtained in Step 2, we apply the policy
improvement procedure described at the end of Section 2 in the following way. Since
we want to stick to (n, jV)-policies we modify the general improvement procedure in
such a way that only (n, N)-policies will be encountered. First we investigate whether
an improvement is obtained by decreasing n to n - 1. This implies that we change the
action in the states {(n -1, J) ,N f j c m+1} from 2 into 12 and in the states
{(i, n- 1),Nsi 59 m+1} from 1 into 12. In all other states no change of action
occurs. Hence we compute the test value T,. M(s,  12) (see Eq.  (3.3)) for
s €  {(n-1, j), Nsj sm +1} U {(i, n -1), Nsism+1},
which yields
TA, M((n- 1, 1),   12)  =  42  -g  +  w(0,  0)
while
VA,  M(n- 1,  jO    =   r2    -g    +   w(n-  1,0)
(w( · , · )i s defined by (3.5)).
Since   71„,  m((n   -    1,  j),    12)   -   vc„,  m((n   -1,  j) is independent   of j we conclude   that
either
60                                      Chapter 3
Tc„,N)((n-1, ji),  12)  <  v „. A'(n-1, JO forall NEjEm+1 (3.20)
or
7;''  M((n -1,  j),    12)    &    v0,  A,((n-1,  j)      for   all   N E j  E  m +1. (3.21)
If (3.20) holds, then (n - 1, Al) yields an improvement over the policy (n, N). If, on
the contrary, (3.21) is satisfied, we conclude that the policy (n, Al) is not improved by
(n -1, M. So we can compare the policies (n, Al) and (n - 1, N) without computing
g(n - 1, Al). If (n - 1, N) yields an improvement over (n, M we continue by comparing
the policy (n, Al) with (n - 2, Al) and continue in this way until no improvement is
obtained any more. On the other hand, if (3.21) holds we compare (n, N) with
(n + 1, Al) ina similar way.
Next we consider possible improvements of the value of N, with n fixed. This
turns out to be more complicated than changing n. A modification of (n, Al) into
(n, N+1) yields a change of action on the set {(i, Al) :  1  19 i  5  N} U
{(N, D  :   1   5  j   E   N}.
For 1  5 i 5 N w e have
To. M((i,  Al),0)  =-g  +  W(i, Al). (3.22)
while
rt  -g  + w(i, O)   for i<n (3.23)
vo,  N)(i,    Al)    = r12  -g  + w(0, 0)   for i 2 n
From (3.22) and (3.23) we conclude that in general no comparison between
71., M((i,  N),  0)   and   v<„.  M(i,   Al) is possible uniformly   in    15   i   5 N. Hence   no   unam-
biguous comparison between the policies (n, N) and (n, N + 1) can be made based on
this policy improvement step. Indeed this ambiguity did occur in our numerical exam-
ples. Therefore in our algorithm we compare (n, N) and (n, N + 1) directly on base of
g(n, Al) and g(n, N + 1).
The complete algorithm now reads as follows.
Algorithm
Step 0. Determine T* and choose n  =  N =  7'. Go to Step  1.
Step 1. Compute g(n, Al) and v „, A,(s), s €  E and go to Step 2.
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Step 2. Compute vo, M(s), s E  S and go to Step 3.
Step 3. Apply the improvement procedure to compare (n, N) and (n -1, AD. If
improvement is established compare (n, M with (n - 2, N) and continue in this way
until no further improvement is obtained. Set n equal to the last value for which
improvement was established  and  go  to  Step  1.  If (n  -   1,  Al)  is not better  than  (n,  N)
apply the policy improvement procedure to compare (n, N) and (n + 1, N) and proceed
analogously. If neither (n - 1, Al) nor (n + 1, M is better than (n, Al), then go to
Step 4.
Step 4. Compute g(n, N+  1).  If g(n, N+1)  <  g(n,  Al)  then put N: =N t t  and
go to Step 1 else compute g(n, N-  1). If g(n, N-1)  <  g(n, Al) and n  <  N then put
R.= N- l and go to Step 1. Ifg(n,N-1)  < g(n, N) andn= Nthen put N:= N-1
and n: =n-1 and go to Step  1 else go to Step 5
Step 5. Perform an overall policy improvement step using (3.2) and (3.3) and Stop.
The algorithm works quite satisfactorily. In Table 3.2 below the computation times
for several numerical examples are compared with those for the value-iteration algo-
rithm. The numerical data used in this table are (5, 4, 5) and (5, 7, 10) for (b, rt,   "12)
under various lifetime distributions. We have made the comparison with the value-
iteration algorithm because this algorithm usually works better on large state spaces
than the policy iteration method. The computations are done on an Olivetti M28
PC/AT.
Table 3.2
Computation times of the algorithm in seconds. In brackets are given the computation times
according to the value iteration algorithm, yielding the overall optimal policy.
(5,4,5) (5, 7, 10)
4.2 (18.3) 7.0   (17.4)
4.2 (47.5) 6.1 (36.5)
4.9 (39·3) 7.1 (41.3)
20.1 (14.0) 31.4 (24.0)
8.1 (187.6) 8.6   (82.6)
Although our algorithm theoretically can stick to a local minimum this did not occur in
our numerical examples. In all examples the average cost function had only one global
minimum, and was nicely unimodal in each dimension, i.e. the average cost function
was unimodal in N for fixed n, and unimodal in n for fixed N. Except for the special
case of (1, Al)-policies (see below) we were not able to prove this property, although it
seems that the method of proof employed in Chapter 2 might provide a starting point.
We leave this as a subject for further research.
Note that our algorithm is a hybrid method containing elements from the value
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iteration method (Steps 1 and 2), from the policy iteration method (Step 3) as well as
brute comparisons (Step 4).
Step 1 is in general the most time consuming step, in particular when m is large.
Therefore we emphasize that this step has to be carried out only once in each passage
through Step 3 (improving n) and Step 4 (improving N).
Since the variable  N is improved by steps  of  only   size   1,   it is important  to  have  a
good starting point for N. Indeed, our numerical examples indicate that T* provides a
good initial choice of N (see Section 2.6). An alternative choice is the optimal value of
N within the class of (1, N)-strategies. Under a (1, N)-policy, both components are
replaced simultaneously as soon as one of them fails or reaches age N. Thus the long-
run behaviour of this system is equivalent to that of a one-unit system with breakdown
cost b, replacement cost r12 and survival probabilities p; instead of p;,O  zg  i  5  m.
Hence, we obtain, similarly to (3.17),
r  + b(1 - r2(N, 0))g(1, N) =  12 N
1   +  E r,(k -1,0)
k=2
Thus we propose as an alternative to Step 0 of the algorithm:
Step 0'. Determine   the   optimal   value   NT   within   the   class   of  ( 1,   Al)-policies   and
choose this policy as starting point, i.e. choose n  =  l  and N  =  NT.  Go to  Step  1.
Indeed, the value NT provides an excellent starting point as well. In our numerical
examples this value was identical or very close to the optimal N as it resulted from the
algorithm. Another advantage of Step 0' is that it provides values for the average costs
which can be compared with other policies of the two-component system.
Step 5 can be carried out as a final step in the algorithm in order to check the final
(n, N)-policy on overall optimality. In most of our numerical experiments we only
needed just one step in the overall policy improvement procedure starting at the opti-
mal (n, Al)-policy to get the overall optimal policy.
As a final remark we note that the stationary equations ur = 1rP of the embedded
process can also be reduced to a small set of only n equations by a similar reasoning
as for the average optimality equations. The stationary probabilities for the embedded
process are equal to the stationary probabilities for the original process, up to a mul-
tiplicative constant, which can be found by the normalizing equation (sum of the
probabilities equals one).
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3.6 NUMERICAL RESULTS
We have applied our method to 45 numerical examples. A global report is given in
Table 2.1. Below we present some additional detailed results.  In the first column  we
see whether the optimal strategy has the (n, N)-form or not (y/n), or the (n, Al)-form
only on the recurrent class (y'). From the 4th and 5th column we can make a compari-
son between the optimal strategy and the strategy (n, Al)*, where the 5th column gives
the percentage increases of g(n, Al)* over g*. In addition we mention in the last co-
lumn the number of times the average cost of a policy is calculated by the heuristic.
Table 3.3.
pcn = (0.90,0.90,0.88,0.85,0.65,0.45,0.25,0.12,0.10,0.10) (m= 10)
b       rt       r,2                  (n, Al)*      P       g*           %         #
5 1 1.6 y (2,4) 4 1.583 0.00             (4)
5       2       3         y         (2,4) 4 2.045 0.00         (5)
5       2       4        y         (4,4) 4 2.254 0.00         (3)
5       4       5         n         (2,4) 4 2.724 0.51         (5)
5            4            7.5 n (4,5) 4 3.300 0.27         (3)
5       7       8         n         (2,5) 5 3.655 0.03      (5)
57 10 y' (3,6) 5 4.140 0.00         (5)
5      7       13      n       (4, 8) 5 4.713 0.13      (6)




b         ri         r,2                      (n, N)*       7*         g*             %            #
5 1 1.6 y (2,3) 3 0.928 0.00         (4)
5       2       3        n        (2,3) 4 1.407 0.07      (5)
5       2       4         n         (3,4) 4 1.678 0.48         (3)
5       4       5         y'        (1,4) 5 1.957 0.00         (5)
5           4           7.5 n (3,5) 5 2.555 0.12       (3)
5       7       8        y'       (1,5) 6 2.689 0.00         (5)
57 10 y' (2,6) 6 3.136 0.00         (5)
5      7      13      n        (4,8) 6 3.728 0.03       (6)
5       12     18      n        (3,10) 8 4.823 0.00             (6)
The vector pm is obtained as a discretization of the Weibull (3,1) distribution.
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3.7 CONCLUDING REMARKS
We    obtain new results    for an existing model, taken    from the literature. First,    we
derive structural properties concerning the form of the optimal policy and provide
additional theoretical and numerical support for the near-optimality of (n, N)-policies.
Secondly, based on the embedding technique, we present an efficient computational
method to calculate the average costs under a fixed (n, N)-policy and use this method
in a heuristic to find the best values of n and N.
An interesting question that remains, is in how far the approach can be generalized
to systems which are composed of several components (more than 2). In the subse-
quent chapter, we will see that the system and the type of policy considered here, are,
to a certain extent, generalizable to multi-component systems. Unfortunately, however,
the embedding technique appears to be successful only for systems with a small num-
ber of components   ( 53). The advantage for large systems is limited, because   the
technique reduces the dimension  of the state space  only  by  1. In Chapter  4 we there-
fore follow another approach to evaluate the average costs under a given policy.
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CHAPTER 4
Two simple control policies for a multi-
component maintenance system
Optimal group maintenance policies for a set of M identical machines subject to
stochastic failures are considered. The control of the system is not based on the
complete age configuration of all components, nor on the number of failed components
only. We compromise between these two extreme cases by introducing for each
component four possible states: good, doubtful, 'preventive maintenance is due' and
failed. Two types of control policies are considered both based on the number of
doubtful components at component failure epochs. Starting from a general model with
general (but identical) lifetime distributions for the individual components, we intro-
duce an approximate model in which for each individual component the four possible
states are identified with certain age intervals. The sojourn times in the good and the
doubtful state are supposed to be exponentially distributed. For this resulting approxi-
mate model explicit expressions are derived for various performance measures, like the
time to system replacement and the average costs per unit time. By making use of the
results obtained for the approximate model several approximations for the performance
measures of the original model are presented. Validation of these approximations is
performed by simulation.
4.1 INTRODUCTION
The analysis of the preceding chapter is limited to systems composed of two compo-
nents. In this chapter, we consider the general case of the optimal maintenance of
systems with an arbitrary number of (identical) components. In particular, we focus on
the compromise between individual component replacement and complete system
replacements.
Multi-component maintenance systems are of increasing importance, not only in
traditional areas like road maintenance, aircraft industry and oil production but also in
the design and operation of computers and other service facilities. The goal in these
systems is to strike the right balance between preventive maintenance (which hopefully
extends the period of proper operation of the system) and corrective maintenance or
replacement (which essentially replaces an old system by a new one). Apart from pure
The paper on which this chapter is based appears in Operations Research, 1993, with co-author F.A.
van der Duyn Schouten
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cost considerations also technological developments play an important role in the
decision process   when to replace a system. This decision process becomes rather
involved when the system is composed of many major components that require
maintenance. In these situations an important issue is when to combine maintenance or
replacement activities on several individual components.
Aspects of this problem have been investigated by several authors in recent literatu-
re, some of which have already been mentioned in Chapter 3. In that chapter, we have
seen that the optimal maintenance policy for the two-component problem (when to
maintain a single component and when to maintain both components simultaneously)
does not have a simple structure. Ozekiqi (1988) provides a characterization of the
optimal policy for a general multi-component system with dependent lifetimes and
shows that the optimal policy may have some counter intuitive properties. Haurie and
l'Ecuyer (1982, 1986) consider a system of M components with identical IFR lifetime
distributions. In their model, an individual component is replaced immediately by a
new one as soon as it fails. At such a replacement opportunity it is possible to replace
other (non-failed) components simultaneously. The total replacement costs consist of a
fixed cost for every time a replacement is carried out and a linear cost in the number
of replaced components. It is shown that the optimal policy has a monotonicity
property in the following sense. When at a certain age configuration 4,1 5 k S M
of the components it is decided to replace the whole system then this decision is also
optimal in every age configuration jk  with jk 2 4,4,1 c k s M. However, this
monotonicity does not hold with respect to panial replacements of the system, i.e.
when for 4,1 5 k,i M the optimal decision is to replace 1 components it may occur
that the optimal decision in state jk   with A     4,1   5  k  5  M  is to replace  less  than  1
components. Due to these phenomena particular attention is paid in the literature to
policies which on one hand have a nice structure (and are easy to implemenO and
which are on the other hand close to optimality.
The classes of maintenance policies described above take advantage of the informa-
tion about the state (age) of every individual system component. On the other hand
several authors studied coordinated group maintenance policies which are based only
on the number of failed components in the system (see Assaf and Shanthikumar (1987)
and Ritchken and Wilson (1990)). Dekker and Roelvink (1992) develop a heuristic, in
which a system replacement is based on a marginal cost criterion which, in its turn, is
a function of  the ages of the components.
In this chapter we investigate a group replacement policy which recognizes both the
advantages and disadvantages of individual component information. On one hand it is
obvious that detailed information about the state of each individual component is useful
in determining an optimal group replacement policy. On the other hand one has to
admit that this detailed information is not always available and, if available, gives rise
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to optimal policies which are hard to implement.
We analyse an elementary multicomponent maintenance model controlled by a
simple decision rule. The system that we consider is composed of M identical indepen-
dently operating components, with general IFR lifetime distribution. For each compo-
nent we identify four possible states: good (0), doubtful (1), bad (2) and down (3),
each corresponding with a certain age interval. First we consider an approximate
model in which the sojourn times in each of the individual states is exponentially
distributed with parameter depending on the actual state. We will refer to this approxi-
mate model as the exponential model and to the original model as the Wetime model.
When an individual component enters state 2 (3) a preventive (corrective) maintenance
is carried out on this single component. The costs of these maintenance operations are
given. The maintenance operations are assumed to be instantaneously and the operation
of the system is not interrupted. An economic dependency between the components
arises by the control rule that is used. In this paper we investigate two different control
policies:
Policy A:a complete system replacement is carried out when a single component
enters state 2 or 3 and the number of doubtful (state 1) components at that
moment is greater than or equal to K;
Policy B:a complete system replacement is carried out at the first time epoch at
which an individual component enters state 2 or 3 a#er the first moment
at which the number of doubtful components has reached the level K.
The difference between both control rules is rather subtle and concerns the decision to
make when the number of doubtful components has reached the level K. Under policy
B a system replacement will certainly be performed at the first subsequent epoch at
which one of the components turns bad or goes down. However, when this component
was already in a doubtful state, a system replacement is not carried out under policy
A, since the number of doubtful components decreases from K to K - 1.
Policies of type B are in particular of interest when a system replacement needs a
lot of organisational preparation. The preparation of the replacement can start as soon
as the number of doubtful components has reached the level K, while the replacement
is executed at the first subsequent epoch of a component failure (entrance in state 2 or
3).
In this chapter we derive for the exponential model for both types of policies
explicit expressions for the average number of system replacements per unit of time as
well as the expected number of preventive and corrective component replacements
during a system lifetime. With the cost components these expressions provide us with a
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tool for determining the optimal value of K within both classes of policies.
Next we consider the original lifetime model with general lifetime distributions,
controlled by either a policy of type A or B. The explicit results for the exponential
model are used to obtain approximations for the various performance measures of the
lifetime model.
This model has been inspired by the maintenance of a regional railway track.
Depending on the waves occurring in the rails a certain segment (say half a mile) of a
section is classified   in   one of three possible states:   bad (2), doubtful   (1)   and   good   (0)
(for this application the states 2 and 3 are lumped together). Due to safety regulations
a bad segment of a section has to be maintained without delay. Maintenance requires a
very specific piece of equipment, which lifts the rails, shakes the layer and puts the
rails back into their place. This machine is able to handle several hundreds of yards
during one night. The transportation costs of the equipment are high as well as the
hiring costs. So a regional manager may consider to hire the equipment not only for
one single night, but for a longer period of time in order to maintain not a single
segment    but a complete section.     In     this    way the manager    is    able    to save future
transportation costs and he can negotiate about discounts. Similar types of decision
problems occur in maintaining asphalted highways (cracking, textural damage),
draining systems (leakage) and dam walls (rust).
Other possible applications of this model are the replacement of the tires of trucks
for extraordinary transport (the four possible states correspond to profile regions of a
tire), the replacement    of personal computers within a department    (states    of    a    PC
correspond to either age or frequency of complaints), and the maintenance of groups of
apartments. In Chapter 6 an application to equipment replacement is given.
We note that " system replacement" in our model can be either interpreted as
"replacement of all components" or as "replacement of all components, that are bad,
down or doubtful". Although our analysis is based on the first interpretation, using the
second interpretation only requires for the exponential model an adaptation of the
system replacement costs. For the lifetime model the second interpretation has its
impact also on the stochastic evolution of the system. Hence in this case, the analysis,
which is based on regenerations at system replacement epochs, is only approximative.
The organisation of this chapter is as follows. In Section 4.2 we describe the model
in detail and give some preliminary results concerning the entrance time in an
absorbing state  of a birth- and death process. In Section  4.3 we provide  for  the ex-
ponential model for a given control policy of type A and B explicit expressions for the
average number of system replacements per unit time as well as the expected number
of individual component replacements (preventive and corrective) during a system
lifetime. In Section 4.4 we propose approximations for the lifetime model based on the
analysis of the exponential model. In Section 4.5 we investigate by simulation the
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quality of the approximations for the lifetime model as proposed in Section 4.4, and
we end with some conclusions in Section 4.6.
4.2 MODEL DESCRWTION AND PRELIMINARIES
We consider a series system, consisting of M independently operating and identical
components. The condition of each of the components is characterized by four possible
states: good (0), doubtful (1), bad (2) and down (3). Upon entrance in state 2 (3) an
immediate preventive (corrective) replacement is carried out, which brings the
component back into state 0 without any delay. The sojourn time in state i is a
stochastic variable with known distribution function   &,    i    =    0,1. From state   i   a
transition occurs to either state i +  1 or state  3  (down), with probabilities Pi.,+1  and pt,3
=  1 -pi,<+1 respectively.  Note that sojourns in states 2 and 3 are instantaneous because
of the immediate preventive and corrective maintenance action.
The following cost structure is imposed on the model: for a preventive component
replacement   a   cost   cp is incurred, whereas a corrective replacement involves   cost   9
(>cp).  A system replacement costs cg . We assume  that
c,< Mcf
The objective is to minimize the long-run average cost of the system.
We propose the following maintenance rules, which are referred to as policies of
type A and B respectively:
Policy A'. a complete system replacement (or opportunistic replacement) is carried
out if and only if a single component enters state 2 or 3 and the number
of doubtful (state 1) components at that moment is greater than or equal to
K',
Policy B: a complete system replacement is carried out at the first time epoch at
which an individual component enters state 2 or 3 after the first moment
at which the number of doubtful components has reached the level K.
Note that for policies of type A detailed information about the state of every single
component remains necessary to implement such a policy. When a single component i
enters state 2 or 3 at a moment at which the number of doubtful components equals K,
it is important to know whether component i came from a good state or a doubtful
state. In the first case this situation will give rise to a system replacement, in the latter
10                                      Chapter 4
case it will not. For policies of type B it suffices to keep track of the number of
doubtful components only. Therefore this type of policy is easier to implement and has
the advantage that a system replacement is triggered when the number of doubtful
components reaches the level K. In this paper we will not investigate under which
conditions the optimal maintenance policy is of type A or B.
With   regard   to the distribution   of the sojourn   time   F*,   i    =   0,1, we consider   two
special cases. For the exponential model, which is analysed in the subsequent section,
we assume that the sojourn time in state i, i = 0,1, is governed by an exponential
distribution with parameter ki. For the lifetime model, the Fi, i = 0,1, are generated
by a general IFR lifetime distribution  G( ·).
In the rest of this section we give some preliminary results concerning a continuous
time birth- and death process. These results will be used in the analysis of the
exponential model in Section 4.3.
1£t {Y(t), t 2 0}b e a continuous time Markov chain on {0, . . . ,L;A} governed
by the following transition diagram:
a                                   a  1                               0 2                                     a l                                      1-1                              a L
rl  _b  A   1,  A      _ -1,   _« 1'D 0176 '61, (L /     til
B1           B2           Bi            Bw            FL
Figure 4.1 Transition diagram of   40.  t  &  0}
The process { YO),   t    2 0} represents the number of doubtful components   in   the
exponential model under either policy A or B, where state A represents the situation in
which a system replacement is triggered. The difference between policies A and B is
represented by a specification of the values of the transition rates.
We define a "backward jump" of { 40,  t   2    O} asa transition   from a state  i  toi  -   1
and a 'dummy jump" of { 40, 1 2 O} asa transition from a state i to itself. Backward
jumps correspond to transitions of a single component from "doubtful" via the instan-
taneous "bad" or "down" state to "good". Dummy jumps correspond to transitions of a
single component from "good"   via   "down"   back   to "good". Backward jumps   are
therefore associated with either preventive or corrective replacements, while dummy
jumps always correspond to corrective replacements. We are interested in the follow-
ing quantities:
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T,  L   : = expected entrance   time  of   { Y(t),   t   2   0} into state A, given   that   Y(0)   =   i,
O f i S L,
Ki, L  : = expected number of backward jumps of { Y(t),   1 20} before entrance  into
state A, given that Y(0) =i,O E i E L,
0,  : = expected number of dummy jumps of { Rt),t 20} before entrance into
state A, given that Y(0) =i,0 5 i E L.




0i,L  =  I.        L Ot,Pt,    0 5 i r,L.
j.;       Ajpj    l.O
L 1 4
(4.1)KiL -E . L Flpt, OsiSL
j.i       Ajpj    t.0
4,  -E     1  ,t. OSiSL
j -i       A, Pj    i -0
where
AIA," A -,Po  : =  A-1,  pi  :- Bit    and   pi := ', 2firiL.
p  12"' 11,
Proof. For a proof of a related result we refer to Karlin & Taylor (1975, p.  148).    0
Next we consider a second continuous time stochastic process    {Z(t),    t    k    0}    on
{N + 1, ... M; 6} with transition diagram as shown in Figure 4.2.{Z(0, 1 2 0}
denotes again the number of doubtful components and 6 represents a system replace-
ment. In the sequel N will be chosen to be equal to either K (A-policy) or K-1
(B-policy).  Let
a, : = expected entrance time of {ZO),  1  2  0} into state 6, given that Z(0)  =  i,
NtlsiSM.
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0-1 "N•2 0.4
N+1  -  Af
ON•1,8 BN•2.8 BKO
6
Figure 4.2 Transition diagram of {Z(t), 1 22 0}
Theorem 4.2
1   I    B£   1                            (4.2)a = E - I, N+15;iSM.I j.'  Pj + Bjs i iIi 01 + Bia J
Proof. The proof proceeds along the same lines as  that of Theorem  4.1.
4.3 AVERAGE COST ANALYSIS OF A AND B TYPE POLICIES FOR THE
EXPONENTIAL MODEL
In this section the sojourn times in the various states are exponential distributions:
F,(0  -1-  exp(-40,    1 20,  i=0,1.
First, we choose an A-type policy with parameter K as control. Define:
W(0  : = number of doubtful components at time t, t 2 0.
Then {W(t), t k 0}i s a continuous time Markov chain on {0,..., M}. As long as
the number of doubtful components has not reached the level K+1 and no system
replacement is carried out {W(t), t k 0} behaves like {Y(t),   t    2    0} with transition
diagram as depicted in Figure  4.1  with  L   = K. Moreover,   from the moment  on,  at
which the number of doubtful components equals K + 1, until system replacement the
behaviour of {W(0, t 2 0} is similar to that of {Z(0, / 2 0} with transition diagram
as in Figure 4.2 with N = K.
Referring to Figures 4.1  and  4.2  we  make the following specifications:
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L= K', N=K
A,   =   CM -Ove 05 ii:K-101'
AK  =  (M -/0 Po
B,  =  ivt ,    0 5*S K-1
Ofi   =   (M - 0vop OEiEK-103'
 K = 0
13, = (M-Ovo pot, K+1 5 i 5 M -1
Bio = (M-Opopol + ipt, K+1 SisM.
Define:
X,(0  : =   state of component i at time t, t 2 0,
and let X(t) = (Xi(t),...,XM(0). Then {X(t), t k O}i s a regenerative vector-valued
stochastic process, with the moments of system replacement as regeneration epochs.
Defining a cycle as the time elapsed between two successive system replacements, we
conclude from the theory of regenerative processes, that the long run average cost per
unit time
g7  : = lim  ECAO)   - ECA(7;*P, (4.3)
1-= t EI*7
where
CA(0  : = the cumulative cost incurred in [0, t],
P*p    : =   length of a cycle.
Since we assumed that all components are identical the relevant behaviour of {X(t),
t 2 0} on [0, 71*P]    can be completely described    by    {W(0,    t     2     0}    on    [0,    77'P].
Referring to (4.1) and (4.2), we state the following theorem.
Theorem 4.3
gA
ex*    =    90OK   +   CIPUKO.  K   +   Cpp QKO,  K   +   Cg
(4.4)
To. K     01 GK-1
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Proof. Note that  714  can be written as
C*"  =  To  + T„
where
To: =    entrance time of {W(t),  1  2  0}  into  A
T,: =   entrance time of {W(0, 1  2  0} into 6.
That is, To represents the moment at which {W(t), t 2 0} leaves the set {0,..., K},
while 71 denotes the time-interval between To and system replacement. Note that
P(Tt  = 0)  -POG ,
Hence we find
C-rexp (4.5)LIA      =  To, K  +  POiCK.1 ·
On [0, 714] only costs are incurred on [0, To] (costs of corrective and preventive com-
ponent replacements) and at time 71*P (system replacement costs). Every dummy jump
of {W(t), 1 20} corresponds to a corrective replacement and every backward jump of
{WO), t 2 0} corresponds to a corrective component replacement with probability pt3,
and with a preventive component replacement with probability p,2· Hence
(4.6)ECA(r.5  = C: + C,$0. K +  ClpnK°. K + CPPUKO, K.
The theorem now follows by combining (4.3), (4.5) and (4.6).                           0
Next we consider our maintenance system controlled by a B-type policy with
parameter K. Again we define:
W(O   : = number of doubtful components at time t, / 2 0.
Then {W(t), t 2 0}i s a continuous time Markov chain on {0,..., M}. As long as
the number of doubtful components has not reached the level K,  {W(t), t  k 0} behaves
like {Y(t), t   0} with transition diagram as depicted in Figure 4.1 with  L=K-1.
From the moment on at which the number of doubtful components has reached the
level K until system replacement, {WO), 1 2 0} behaves like {Z(0, t k 0} with
transition diagram as in Figure 4.2, with the following specifications:
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L = K-1; N = K-1
A,   =   (M - 0 pop OrgicK-101 '
B,   =  i v i,     OSi5 K-1
or,    =    CM -Ovop OilisK- 103,
B, = (M-hvopm, KEiEM-1
Bia = CM-Ovop03 + iv„  KsisM.
Now the analysis proceeds similarly as in the case of an A-policy. We obtain
gB                          ·
'*p  : =  lim  ECs(t)   -  E(38(77)
»- t El"2
where
CBCO  : = the cumulative cost incurred in [0,4,
77    := time between two successive system replacements under the B-type
policy.
Theorem 4.4
Er, = TO. K-1 +  GK
(4.8)
900. K-1  + 9Pt)KO. K-1  + C,Pl2KO. K-1  + 5
 B =
To. K-1  + aK
Proof. Proceeds similarly to that of Theorem  4.1.                                                                          0
We conclude this section with some observations for the B-policy, resulting from the
analysis  of the Sections  4.1  and 4.2. First, we establish a relationship between the total
expected number of preventive replacements (TNP) and the total expected number of
corrective replacements (TNC). Secondly, we consider the impact of various system
parameters on system performance measures.
Corollary 2.1
TNC = 1__1   - 11 ·TNP + K·  1 -1 .
l Potp12 J l po,      j
Proof. The proof is based on the following relations:
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a. P03     .    -
a,pt    =   F Bl.1 pt.1,      and       1    =   5-,      t    =   u,    ...    ,   K -  1.0     i Vol
These relations are easily verified, using the specifications for ai, N and Ft. As a
consequence, we obtain from the expressions in Theorem 4.1 :
0 =K·pm + pE•K
0. K-1 0. K-1 '
Pot Pot
The relations 77VP = p,2 Ko K.1 and 77VC = Pl, Ko K.1  +  To K.1 complete the proof.         0
An immediate consequence  is  that    77VC  >   TNP   in  case pot  p,2   <   1/2.
Corollary 2.2. The following table summarizes the relations between changes in input
parameters and system performance measures.
00. K.1 Ko, K-1 TNP TNC To. K-1                   OK
M         -                    -      -      -
K          +      +      +      +      +      -
Pot                      -                                                   -                -               +
P12                     0               0               +                -                0               0
4                              -                                             -                                                                   -
4                        +                +                 +                 +                +
vo and vi 0 0 0 0
with  v,=cpo
A  ' + '  marks an increase of the system performance measure  as a result of an increase of
the input parameter, '-' denotes a decreasing effect and '0' means no effect.
Proof. See Appendix.                                                                       0
4.3 APPROXIMATIONS FOR THE LIFETIME MODEL
In this section we consider the situation in which the aging of individual components is
described by a general IFR lifetime distribution G. This model can be brought on
equal footing with the exponential model by introducing two critical age parameters r
and R (R 2 r), with the following interpretation. A component  with  age  less  than   r  is
considered as being good (state 0); when the age is between the values r and R the
component is doubtful (state 1). When the age of a component reaches the value R a
preventive maintenance is carried out (instantaneous state 2). Finally,  if the component
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fails before  age  R  it is replaced correctively (instantaneous state  3).
From the lifetime distribution G and the values r and R the relevant transition
probabilities between various states are obtained as follows:
Pot =1- G(r)
-  =1- 6(R)
(4.9)
912 1 - (*r)
The distribution functions Fo and Ft of the sojourn times Vo and 4 of an individual
component in the states 0 and 1 are now given by
Fo(s)  = Rs)  ,   O s s<r
Fo(r) = 1
FiG) - 053<R - r(Rs + r)   -   G(r)1 - G(R)
Fi (R-0  -  1.
Hence the expected sojourn times in states 0 and 1 are given by
r
Evo   =   I   P(V. > s)  ds   - C
(1 - 6(s)) ds
R-r R-r                             R
Evi =
I
pcv. > s)  ds   =   1
1-  (Rs +r) ds= 1         r1 (1   -  G(s))  ds.
1 - G(r) 1 - G(r) 1
In comparing the lifetime model with the corresponding exponential model we have to
choose the following transition rates for the exponential model:
r
1'61 -   (1 - 6(s)) ds
(4.10)
R
-1            1         r
Pt
=
1 (1   -  G(s))  6.
1 - 6(r) 1
Note that for the lifetime model the transition mechanism between the various
states is no longer independent of the sojourn times, e.g. when component i enters
state 0 at time 0, we have
PCX,(r)=ll Vo=r)=1,
where
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4(0  : =   state of component i at time t, t  &  0.
In order to get approximations for the average costs per unit time under either a
type A or B policy for the lifetime model, we take the formulas for the exponential
model as starting point. We will restrict our attention to policies of type B. Blle
arguments with respect to policies of type A are similar.)
Approximation 0




where the parameters po,  Vt, Pot and P12 are chosen according to (4.9) and (4.10).
This basic approximation turns out to yield very poor results. Deviations of 30% for ga
are not exceptional. (The comparisons are made by simulation as will be done
throughout this section.)
To get a first improvement of this basic approximation we proceed as follows.
Define as in the exponential model
W(0  : =   number of doubtful components at time t, /  2  0.
Assume that W(0) = 0 and let
N,0(t) : = cumulative number of preventive replacements of component i in [0, t];
1 2 0,1 5 i 5 M,
Nrco:= cumulative number of corrective replacements of component i in [O, t];
1 2 0,1 5 i S M.
As for the exponential model we define
Ta: =   epoch of first system replacement after time 0
To: =  entrance time of {W(0, 1 2 0} into the absorbing set {K, K+ 1, ..., M}
From the regenerative structure (cf. Section 4.3) it follows that
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M M
cp I ENj"CT,) + 9 E EN "CT,) + c, (4.16)i,l '.1
 B -
ErB
Since the individual components are identical and behave independently on the interval
[O, Tal, (4.11) implies
Mc,EN;1 (,T  + Mc,EN)"(T j + cs
(4.12) 8 -
Era
In the sequel M" and AY) will be denoted by A (t) and N/t) respectively. From the
definition of To it follows that between To and Ta no preventive or corrective com-
ponent replacements are carried out. Hence




Based  on  (4.13) we propose the following approximation  gli   for gB  :
Approximation 1
0,    Mc,M,(ET24 + McjMjt£f.5 + c,
g B i (4.14)
El'2
where M,(t) and M  denote the renewal functions associated with the renewal
processes Wp«), t 2 01 and (Njlt), 1 2 01, respectively, which are generated by the
lifetime   distribution  G  (see   below).   The   approximations   Ell    and   ET2   are   still   based
on the exact analysis of the exponential model, as in Approximation 0, i.e. E'IlP =
TO, K- 1 and E711) = TO. K-1   OK ' using (4.1),(4.2), and(4.9), (4.10).
Motivation   for the approximation   (4.14) is provided   by the following arguments.
Note that To depends on all renewal processes {Ap0(0, t 2 0} and {NO(0, t 2 0}, 1
5 i 5 M. On the other hand it is intuitively clear that the dependency of To on each
individual renewal process will be relatively weak when M and K are not too small. If
To was independent of {Np(t),t 2 0} then ga could have been obtained from
EN;,(To) =   M (0
dH(0 (4.15)
where  H( ·)  is the distribution  of To. However, computation  of the right  hand  side  of
(4.15)  has two disadvantages.   In the first place complete knowledge  of M,(t)  over  the
range [O, 00) is necessary and secondly complete knowledge of the distribution
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function  H( ·) is required.   On the other  hand,   use  of the approximation   (4.14)   only
requires ETo (or an approximation like E711)) and the computation of the renewal
function M,( ·) in one single point.
In Approximation 1 we use the renewal functions Mp(t) and MAO, denoting the
expected number of preventive and corrective replacements of one single component
on [0, t]. To find these renewal functions we proceed as follows.
Let X, X, and 34 be generic random variables denoting the time between two con-
secutive replacements (X), two consecutive preventive replacements (Xp) and two
consecutive corrective replacements (Xf), respectively, for one single component,
before system replacement. The corresponding renewal functions are M(t), M,(0 and
MAt).
We have
1   -  G(t),    O f t E R
AX >0 - .
0,              t>R
with
R
EX   =          (1    -  6(0)  dt,
R
EX2 -2   t(1 - (7(0) dt,
and
P(Xf>kR+0 - (1 - G(R))k (1 - 6(0), 051<R,
with
a -   1     (1 - 6(0) dt ,
1    (*R) JO
R                                              R
>2=i=j
1
1(1 - (Rt)) dt + 1 (1 - (RO) dt .
2R(1 - G(R)) r
(G(R))2 4
The numerical computation of M(ETo) and M/ETo) is now carried out by the procedure
proposed by Ross (1987) (see Appendix B). Mp(ETo) is obtained from the equality
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M(0  - Mp(t)  + *,(t),   1 2 0.
Remark. If E711' is fairly large compared to EX  and 1* a good alternative for Ross'
procedure is the use of the asymptotic expansions of M(t), Mp(t) and M/t):
Mto - iL+ Er - 1,
,EX 2(Ex)2
Mp)  -  1  +    EX'     -  1,
EXf 2(EX)2
M,(t)    =    MO)    -    Mp).
We refer to Tijms (1986, pp.7) for rules of thumb under which these approximations
apply. In our numerical examples we have applied the asymptotic expansions when
Ent) 12 3 EXf  or £71'1 2 3 EX, for corrective and preventive replacement respec-
tively.
Approximation 1 turned out to yield better results for gB than Approximation 0,
although particularly the approximations for ETo and EL still have a poor performance
(See first and second column in Table 4.1).
Table 4.1
Comparison of improved approximations of E70 with simulated values (the parameter values
are given in Table 4.2, problem 16, for varying r and R).
Simulated value Approximation
ETo Elli) ET Ell')
0.17 (0.00) 0.50 0.17 0.17
0.26 (0.01) 2.82 0.34 0.31
8.98 (1.52) 83.44 12.78 9.95
0.26 (0.00) 0.86 0.27 0.27
1.15 (0.12) 8.39 2.16 1.95
219.00 (14.3) 461.63 258.10 238.94
0.37 (0.00) 1.44 0.45 0.44
8.64 (0.58) 21.15 11.05 10.57
2235.23 (94.6) 2789.03 2429.65 2381.20
0.75 (0.03) 2.73 1.05 1.03
51.82 (2.30) 77.27 60.86 59.94
1.85 (0.09) 4.96 2.56 2.52
236.85 (9.15) 274.49 253.59 252.33
The numbers in parentheses denote the standard deviation of the simulation
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Remark. It should be realized that the influence of deviations from the exact value of
ETo  on gl') decreases with increasing ETo. Referring   to   (4.14)   we   note  that   for  ETo
12I&e we bu ErolETB  -  L NETB  I  Z MKETWIETB =  VEXp and MIETJIETB  -
1/E,4.
Next we present refinements of the approximations Ell'  and £711' as used in Ap-
proximation   1.   We   note  that for systems with highly reliable components there  is   a
fairly high probability that, starting with a new system at time 0, there are K or more
components entering the doubtful state simultaneously at time epoch r. Under these cir-
cumstances we therefore have T =r (Recall that To denotes the first epoch after O a t
which the number of doubtful components exceeds K - 1, while r is the lower bound of
the doubtful age region).
Suppose, as usual, that at time 0, a system replacement occurs. Define
d(i)  : =  P(W(r)  =  i).
Then it follows that
d(i)   =    IiI  (1    -   6(r))'  G(ry':   .
The following improved approximation £714 for ET is proposed:
K-1
Elf  : =  r  +  E d(0 T (4.16)i, K-1 '
i=0
This approximation is based on the observation that on the event {W(r) = i} there are i
components entering the doubtful state l a t epoch r, while the other M-i components
are still in state 0 (due to corrective replacements during [0, r)). So the time between r
and   T    can be considered  as the entrance   time  of  {WO),  r   2   0} into state K starting  in
state  i  at  time 0, which is approximated  by the corresponding quantity  7, K 1  of  the
exponential model.
Next we consider the approximation for £71. Define
RB  :-  Ta -To. (4.17)
then
K-1                           M
ERs  = ECE(RB  W(r))  = Ed(OE(Ra  W(r)=0  + Ed(i)E(Rs  W(r)=i).   (4.18)
i•0 i.K
For the first   term   on the right   hand   side   of   (4.18) we propose the following
approximation:
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K-1 K-1
Ed(0 E(Ra   W(r)=0    =    4 Ed(0. (4.19)
i-0 1-0
With respect to the second term
M                                           MR-r
Ed(DE(RaIW(r)=10 =Ed(D  P(Ra>tIW(r)=Ddt
(4.20)
t=K i-K
the following observation holds. Since G is IFR,
T:=11'11  -  «t'.r)1. d.  I ,(,)  s  li ,(1),(R.I=-81 - (Rr)
(4.21)
,  ,(, I 1 1 - G(r)1  - (*t+r)   ' (1  - 6(01-' dt  =: Z .
Note that Z corresponds to the situation that the (M - 0 components that are not
doubtful at epoch r are just entering state 0 at epoch r, while Z, represents the situation
in which those (M - i) components are about leaving state 0 at epoch r. As an improve-
ment of Approximation 1 we propose:
Approximation 2
K-1
E72   : =r  +  E d(i) Ti K-1   0
i.0
K-1
Elf  :=Elf  +  aKEd(0  +  th (Z.+Z,) (4.22)
1-0
0     Mc,M,(Elf)') + McjMAErr, + 9
g B  T=
ETT
The performance  of this approximation is quite reasonable. In Table 4.1 we present
the approximated values E712) together with simulation results for the case of a Weibull
distributed lifetime. Compared to 02), the second approximation performs much
better.
Finally we present a further refinement of the approximation E712) of ETo, which is
based on a separate treatment of the event {W(r) =K- 1}.
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K4
Elf   :=r   +Ed(i) F. K.1   +  d(K-1) EACD). (4.23)
iso
In (4.23) E*(D) represents an approximation of the expectation of D,  the time between
r and the first epoch at which W(t) = K given that K-1 components just entered the
doubtful state at time r.
To obtain an explicit expression for 94(D) we introduce the random variables:
Li : = time between  r and the first epoch at which  one  of the K-1 components,
which became doubtful at r, fails or reaches age R,
4:= time between   r  and the first epoch at which   one  of  the   (M  -   K+ 1)  com-
ponents, which are in state 0 at r, becomes doubtful.
As an approximation for ED we propose
Ew(D)  = E min(Lt, 4  +  P(Ll 54)'K-2. K-1. (4.24)
On the event {Li 54} we have
D  =  Lt  +  "entrance time of {W(t), 1 2 0} into K, starting at time 0 with K-2
components in doubtful condition (each with age r+L) '
We Use TK.2. K.1 as approximation for this entrance time.
On the other hand we note that D = L  on the event {LI  > Le 3 ·
What  remains  is to obtain explicit expressions   for E min(Lt,  4)  and   P(Li    5   LD·
We note that
_ CHT+4
PrL,>0  =    1 1  - CHO
, O f t S R  - r. (4.25)
1 K-
To obtain the distribution of 4 we disregard the possibility that the first failing com-
ponent fails again before becoming doubtful. With this simplification, each of the
(M-K+1) components in state O a t epoch r will reach the doubtful state after t+r,
if and only if the first failing component on [0, r] fails after t. Therefore, we get
f       CAR 1 (4.26)
M -K+l
PU,2 >0  =   1  -    -
1 , OffEr.
Or) J
From (4.25) and (4.26) we obtain
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mintlr, R - 5
Emin(L„ L,)  =           1'(Li > 0 P(4 > 0 dt =
(4.27)
=-2.-.1
1  - G(r+01
K-1
  (Rr)  - (7(t) 1 M-Kit dt1 - 6(r) J 6(r) J
and
PU'15 LD  =
(4.28)
  M -K,1  G(,) -G«)1 M-iC,)  - Il -G«+1) r' a.Rr) 6(r) J i . - (*r) J
where g( ·)  denotes the derivative  of (R ·).
Approximation 3
K-1
ETf,  := Elf)  +  ar E d(i)  +  1,6 (Z  +  Zi)
iso
(4.29)
m   _ Mc,M,(,Elfh + Me,MAEIfh + c,
g B  1-
El'B
0)
with £72, given by (4.23), (4.24), (4.27) and (4.28).
In  Table  4.1  E72  is also compared with simulation results, which shows  that the third
approximation yields better results than the second one although the improvement is
less substantial than the improvement of E712' over Ell').
To conclude this section we point out the relation between (4.29) and the well-
known formula for the average cost of a block-replacement policy. Under a block-
replacement policy with parameter T a system replacement is carried out at multiples
of T and individual components are replaced upon failure. Now, choose r =  T-, R  =
T and K = l. It is easily seen that the stochastic behaviour of the system under this
policy is identical to the behaviour under the block-replacement policy until the
following event occurs: all components fail within a time period of length T since the
last system replacement. An event of this type does not influence the block replace-
ment policy, which prescribes a system replacement at prespecified time epochs, but
does lead to a postponement of the system replacement under our group replacement
policy after the multiple of T. The probability of this event is d(0) = F(77. Suppose
d(0)  =  0, then it is readily seen that ERs  =  0, E72  -  T and M,(7)  = 0. Hence, g13)
- gblock(7), where





is the well-known formula for block-replacement (see e.g. Barlow and Proschan
(1965)).
At this point it is noted that the scope of the block replacement policy is more
limited than our policy because it only prescribes when to plan preventive replacements
(on beforehand), whereas our policy gives additional insight concerning the response at
the moment of failure (viz. respond with an individual replacement or a group replace-
ment).
4.5 VALIDATION
To validate the various approximations we have performed extensive simulation experi-
ments. Our major conclusions as well as some specific examples are presented in this
section.
As   an example consider the situation, where the individual components   have   a
lifetime that is distributed according to a Weibull distribution with scale parameter A
and shape parameter a. For the system parameters (M, K; A, a) we chose the values,
which are exhibited in Table 4.2, together with the mean B and coefficient of variation
d for the Weibull distribution.
Table 4.2.
Parameter values and characteristics of the Weibull distribution for the models in Table 4.3.
problem M K A a B c t
1-15         16            12         1          2 0.89 0.28
16                  16                    12                1 1.4 0.91 0.53
17          16            12         1          3 0.89 0.13
18              16               14            1              2 0.89 0.28
19                8                    4                1                1 0.89 0.28
The values for r and R are chosen as follows: R = 0.5, 0.75, 1.0, 1.25, 1.5  and  r =
'/5 R, r= 96 R, r=  *R. The costs parameters are given  by  (c,,  9,  4 )  =  (1,2,
thM). Together, we obtained 75 configurations of system parameters for the numerical
experiments. Detailed results for some of these are given in Table 4.3, whereas some
global results are reported in Table 4.4.
In Table 4.3 we give values for the input parameters (r, R) (the other system
parameters are exhibited in Table 4.2 and they are referred to by the model number),
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the transition probabilities pot  and p,2 , the probability that To =  r, the quantity To, x.1
from the corresponding exponential model, and both the simulated as well as the
approximated values for the quantities ETo, ERa, the total number of preventive
replacements, the total number of corrective replacements, and g.  For ETo and g  95%
confidence intervals are presented, based on the simulation of 3000 regeneration
cycles. In some cases (marked with an asterisk) no simulation results are available,
since the simulation took too much time (more than 24 hours CPU time on a VAX
computer). (This indicates that for our model in general simulation cannot be consid-
ered as an acceptable alternative for approximations.)
To give an indication of the possible deviations of ETo and g, we present in Table
4.4 the number of configurations that yield values of the absolute value of the relative
deviation d in certain intervals. It should be noticed however, that the simulation
results themselves may deviate from the real value, so that the results should be
interpreted with caution.
Table 4.4
Values of I d l  for 64 different models
Idl
ETo 0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0
#          52                  9                   0                    3                    0
Idl
g 0-0.02 0.02-0.04 0.04-0.06 0.064.08 0.08-).10
#      46           10           6            1            1
The following conclusions can be drawn from our numerical investigations. The
deviation of g   from ga is in general much smaller than the deviation of Elj') from
ETo  and  is in practically all cases under  5%. The deviation of E713,  from  ETo  is  in
most cases positive,  and  less  than 50%. Finally, we mention  that  it took roughly about
1 minute to obtain the approximation results for each model on a personal computer.
4.6 CONCLUSIONS
The model presented in this paper can be of use to support the maintenance and
replacement decisions for systems that are composed of a "large" number (say  2 4) of
identical components. In particular this model focuses on the compromise between
individual component replacements and complete system replacements. As such it
might be used to balance technological improvements of a new system against the
investment costs of such a system. The model contains as major decision variable K,
the number of doubtful components which triggers a system replacement. Two classes
Table 4.3 Simulated and approximate values of average costs                                                                         ge
no               r pot P(To = r) ETo sim ERB sim TNP sim TNC sim g sim
R P,2 To, K.1 ET', ER7 M.M,(Er.5 M·M&ET15 r
1 0.17 0.97 1.00 (0.17; 0.17) 0.11 0.00 0.47 (31.04; 31.80)
0.50 0.80 0.45 0.17 0.12 0.00 0.48 31.14
2 0.25 0.94 1.00 (0.25; 0.25) 0.10 0.00 0.99 (28.54; 29.12)
0.50 0.83 2.19 0.25 0.09 0.00 1.03 29.13
3 0.33 0.90 0.98 (0.89; 1.73) 0.07 26.3 9.22 (36.89; 39.49)
0.50 0.87 53.4 0.97 0.07 21.5 4.34 36.5
4 0.25 0.94 1.00 (0.25; 0.25) 0.10 0.00 0.94 (28.10; 28.70)
0.75        0.61 0.75 0 25                       0.10           0.00 1.02 28.92
5 0.38 0.87 0.95 (0.45; 0.54) 0.08 1.50 3.44 (28.12; 29.32)
0.75 0.66 6.21 0.59 0.07 0.82 4.95 28.47
6 0.50 0.78 0.73 (65.5; 80.5) 0.05 1.05 x 103 7.95 x 102 (36.23; 36.23)
0.75 0.73 3.07 x 102 71.9 0.05 8.88 x 102 6.74 x 102 36.27
7 0.33 0.90 0.98 (0.33; 0.33) 0.09 0.00 1.70 (27.08; 27.60)
1.0 0.41 1.25 0.34 0.08 0.00 1.84 27.76
8 0.5 0.78 0.73 (3.05; 3.65) 0.05 21.6 42.3 (33.37; 33.71)
1.0 0.47 17.6 4.23 0.05 28.8 54.9 34.23
9 0.67 0.64 0.26 ( 1.89 x 103; 2.07 x 103) 0.03 1.56 x 10' 2.68 x 10' (34.96; 34.96)
1.0 0.58 2.77 x 103 1.98 x 103 0.03 1.56 x 10' 2.68 x 10' 34.97
no           r               Pot              P(To = r) ETo sim ERB sim TNP sim TNC sim g sim
R Pty To'K-1 Ell<' ER M·M,(ET?h M.MAET°5 r
10 0.42 0.84 0.90 (0.51; 0.51) 0.07 0.18 3.97 (22.61; 28.25)
1.25 0.25 2.54 0.57 0.07 0.00 4.72 27.62
11              0.63              0.67 0.36 (48.8; 54.2) 0.04 2.07 x 10 7.91 x 102 (34.89; 34.93)        
1.25 0.31 93.8 55.6 0.04 2.25 x 102 8.56 x 102 34.97              2
12                      0.83                       0.50                       0,04                          (*)
1.25 0.42 3.38 x 10* 3.23 x 10* 0.02 1.32 x 105 4.99 x 105 35.02
13 0.50 0.78 0.73 (1.18; 1.38) 0.06 1.13 16.4 (31.04; 31.68)      '*'
1.50 0.14 5.45 1.51 0.06 0.90 21.0 32.58              w
3
14           0.75           0.57 0.11 (5.22 x 10; 5.65 x 105 0.03 1.07 x 101 9.08 x 103
05.39; 35.39)        2
1.50 0.18 6.58 x 102 5.68xlQ 0.03 1.12xlq 9.50 x 103 35.40
15 1.00 0.37 0.00         (*)
R
1.50 0.29 1.34 x 106 1.33 x 106 0.02 2.63 x 1# 2.23 x 10'
35.41              Et
16 0.50 0.68 0.40 (8.06; 9.22) 0.04 67.8 1.25 x 102 (37.50; 37.66)       8
1.00 0.54 21.2 10.57 0.04 85.4 1.54 x 102 37.83
17             0.50              0.88 0.97 (0.62; 0.74)               0.07           1.21               4.09              (22.44; 23.94)         
1.0 0.42 12.1 0.81 0.07 0.69 6.72 25.32              m
18               0.5                 0.78 0.28 (2.88 x 102; 3.18 x 109 0.04 2.38 x 101 4.10x 10' (34.93; 34.95)       5
1.0 0.47 4.76 x 102 3.24 x 102 0.03 2.55 x 10' 4.39 x 101 34.96
19 0.50 0.78 0.98 (0.50; 0.50) 0.12 0.00 1.88 (12.30; 12.62)
1.0 0.47 0.60 0.51 0.11 0.00 1.93 12.67
%
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of policies are considered: an A-policy replaces the whole system when a single
component fails (or reaches its preventive maintenance age) while the number of
doubtful components is greater than or equal to K. A B-policy prescribes a system
replacement at the first epoch at which an individual component fails after the first
moment at which the number of doubtful components has reached level K.
Besides the control parameter K also the parameters r and R which are used in the
lifetime model to indicate the boundary of the doubtful age and the preventive main-
tenance age respectively can be used as control variables. Under a given choice of
those parameters an approximative formula for the average costs per unit time as well
as the expected time until system replacement are presented.
Numerical investigations show that this approximation gives fairly good results and
certainly can be used to support the decision how to choose the relevant control
variables. In particular we note that the approximations improve by increasing number
of components.
The validation of the approximations is performed by simulation. As a byproduct
this validation reveals that simulation itself is of little use to support the decision
process. It took very long simulation runs to obtain confidence intervals of acceptable
width for the average costs and the expected time between system replacements.
APPENDICES
A. Proof of Corollary 4.2.
The method of proof is illustrated by the following example, considering the influence
of an increase in pot on  0. K I . Referring to (4.1) we define:
Zi  2 -  41:.K  - 4,1.1. K ' OsiSK.
Then
A,z,  =a,+B,z,-,  ,   1 s i s K  and   zo  = aok,Il . (4.31)
Substituting the values for a'. A. and B, we obtain from (4.31):
zi  =    1     -  1 1    +  __i.-5.1.z,-, ,  i k 1,    and    zo  =  1   -1.pm                      M-i     po   pot                                                     Poi
r-, K-1
Therefore, as pm t,z, 6,i=0 .., K-  1   and   00, K i  =   1,-0 z, 1 . The impacts on
the quantities Ko K., and To. K.1 are obtained in the same manner, whereas the results for
7NP and TNC follow  from  00, K., and  Ko K I·  (See the proof of Corollary  2.1.)
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To obtain the results for aK we use another method. We have
-
'K =  I P(Ti > 0 dt.
Notice that
P(74>0  = A-(t)K B(t)M-K = Ci(t)/B(t))KB(,)M
with
A(0 = exp(-Pit)
B(t)   =  exp(-poO   +     polexp(-vi(t-s))voexp(-pos)  ds.
..0
From these expressions, the results with respect to vt , pot and p,2 follow immediately.
Evaluating the integral, we obtain,
-                                                          V,-    PPOJ        ,8(0   -  exp(-pit) - (exp(-pot)   -  exp(- '10)·
Vt - Po
This implies
-               -
1    >    GO)       exp( -v,0   -  F(t)
which yields the results with respect to K and M. The influence of a change in vo
follows from
80)   =  exp(-pot)   +  poi    exp(-vo«-u))viexp(-v,u)  du  + pot exp(-pit)·
..0
B. Approximation of EN(7) by M(ED
Let (Xhi.1 be a sequence of independent and identically distributed random variables
with distribution function F, mean B and second moment #12· The coefficient of
variation is defined by d  =  (112 - F2) / B2 . Let {N(0, 1  2  0} be the associated renewal
process, M(0  = EN(7) the renewal function and T a non-negative random variable, not
necessarily independent of {N(0, 1 2 0} with distribution function F and mean v.
In this appendix we address the question to what extent EN(7), the stochastic
number of renewals in the stochastic interval [0,7], can be approximated by M(p).
In fact, Ross (1987) applies this approximation in reversed direction. He approxi-
mates M(v) by the sequence EN(TD, k 2 1, where li denotes a random variable,
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independent of {NO), 1 2 0} with Erlang(k, k/v)-distribution. Ross provides a
recursive scheme for the computation of EN(Tt), starting for k=1 with
EN(Tj = E(e -kx,)
1   -  E(e-AX,)
and shows that ENG",) converges to M(v) as k - co under some mild conditions on
M(0. Moreover, it is shown that EN(71),kil constitutes an increasing sequence of
lower bounds for M(v) when the interrenewal distribution F is DFR.
Proposition 4.1 f T is independent of {NCO, t  & 0} then
1 EN(7)   -  M(v) 1    5   c.2+   1.
Proof. The proof is an immediate consequence of the following well-known inequali-
tles:
**t) 12 1--1 (4.32)
\L
and
MW S L + ci (4.33)
B
(Lorden's inequality). For (4.32) we refer to Barlow and Proschan (1981, pp. 171) and
for (4.33) to Carlsson and Nerman ( 1986).                                               0
Proposition 4.2 f F is DFR and T independent of  3(/), 1 26 01 then
EN(7) 2 M(v) . (4.34)
Proof. Since F is DFR we conclude that M(/) is concave (see Brown (1980)). Hence
(4.34) follows from Jensen's inequality.                                                   0
Remark. The reversed inequality holds   when   M(t) is convex. However,    note   that
convexity of M(t) is not guaranteed by F E IFR.
Example 4.1 Let T. denote the epoch of n-th renewal in {N(t), I  2  0}.  Then
ENCT) = n
which implies
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lim  {M(ET„)  -  ENCT„)}  =  lim  {M(nf)  -  n}   =     ((3  -  1).-- R-00
Example 4.2 Let T be exponentially distributed with parameter v-1 and assume that  T is
independent  of {N(0,  t  2   0}.  Then
EN(7)   -  M(p)   =  ,-1 M(v-')   -  M(v) , (4.35)
where
00
A7(s)  : =     e- " M(0 dt  .
Now assume that F is a non-positive mixture of exponentials, i.e.
1   -  F(t)  = pie -0   +  11'2e -0  , t a O (4.36)
with
Bl, P,  >  0; Pt  >  0, iP2  <  0   and  pi  + P2  =  1.
Then




(see Tijms (1986, pp.74).
From (4.35) it follows that
EN(7) - M(v) =  (c.2
- 1)
I,
:C _ 1 1 (4.37)
1 +vcj
where
C  : = Pt ;12   +  P2&·
Equation (4.37) yields the following proposition.
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Proposition 4.3 Let T be exponentially distributed with parameter v-1 and suppose that
T is independent of <NO), t  2  01.  If the  interrenewal distribution is of tile form (4.36),
then
0  5  EN(7)  -M(v)  5   -0.1(c:  -  1)  5  0.05.
Proof. The proof is an immediate consequence of (4.37) and the following inequalities
-0.2  5  e -'  -  (1 +x)-'  5  0     for all x  0
and
 <261.
The last inequality is based on the fact that P2  <  0 (see Tijms (1986, pp.400)).            O
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CHAPTER 5
Maintenance optimization of a production system
with safety stocks
We consider the problem of planning preventive maintenance of a deteriorating
machine which is part of a production system. The system is composed of several
machines with intermediate buffers. The production is driven by a demand process
(pull system). Not only the age of the machine but also the content of the subsequent
buffer is important to the decision whether or not to start preventive maintenance. For
this integrated maintenance-production problem, we analyse a class of control limit
policies which are nearly optimal and easy to implement. The analysis is based on the
embedding technique from Markov decision theory. In addition, we provide a charac-
terization of the overall optimal policy and report on numerical comparisons with the
best control limit policy.
5.1 INTRODUCTION
The systems considered in the preceding chapters were formulated in a general setting,
with possible application areas ranging from industry to public works. In this chapter,
we address a maintenance problem which typically occurs in the manufacturing
environment.
In manufacturing industries, reliability of production systems has become a
prominent issue: the success of process oriented manufacturing techniques, like Just-in-
Time, and high levels of automation depend heavily on the reliability of the equipment.
At the same time, a growing interest can be observed in the literature concerning the
modelling of (un)reliability of production systems and the analysis of the impact of
disruptions on the performance. However, most papers ignore the possibility of
preventive maintenance, which can significantly reduce the occurrence of breakdowns
and improve the performance of the system. On the other hand, papers dealing with
preventive maintenance mostly do not take into account special characteristics of the
production facility.
We are interested   in the preventive maintenance   of a production system, which   is
composed of several machines with intermediate buffers (flow shop production line;
see Figure 5.1). To obtain insight into that problem, we analyse a subsystem, consis-
ting of a machine, and the subsequent buffer. The machine produces parts, which can
The article on which this chapter is based has been submitted to an international journal.
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Figure 5.1 Flow shop production line
be temporarily stored in the buffer. The subsystem faces a certain demand (input for
the next machine) which is satisfied  from the buffer. Both the production and the
demand rate are constant. We assume that the probability of an empty preceding buffer
or a failure of the subsequent machine is negligible. A relaxation of this assumption is
discussed in Section 5.4.
The machine is subject to failures. Corrective maintenance is required to restore
the condition of the failed machine. During the maintenance, the machine is inopera-
live, which may lead to a disruption in the production process in subsequent stations.
To avoid frequent disruptions, preventive maintenance is allowed. We assume that
preventive maintenance  is  less time consuming than corrective maintenance. Another
option could be to increase the buffer capacity, but this possibly accounts for high
investment or inventory costs and may be undesirable from a management point of
view. The term 'failure' is not restricted to the case of a physical breakdown of the
machine. It also reflects the situation that the quality of the products goes beyond the
specification limits and the process is halted as a result of this.
The purpose of this paper is to gain insight into the effect of preventive mainte-
nance on the production process. The results can be used in a broader setting, both in
the design phase as well as the operational phase of the production unit. In the design
phase one has to balance the size of the buffer with the size of the maintenance crew.
In the operational phase the issue is the optimal use of a given maintenance crew.
In our model, we keep the buffer capacity fixed and investigate the problem when
to do preventive maintenance, as a function of both the age of the machine as well as
the content of the buffer. A minor part of the paper deals with the optimal policy
under the criterion of minimization of the average lost demand in the long-run. It turns
out that the optimal policy may have a rather complicated form, which makes it
difficult to implement. Moreover, the optimal policy may be hard to obtain numerical-
ly. Therefore we mainly focus our attention on a class of policies with the property
that they (1) are easy to characterize and to implement, (2) are close to optimality, and
(3) allow for a tractable analysis. A class of policies satisfying these properties, is the
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class of control limit policies characterized by three parameters n, N, k. For these
policies, we do not only derive the average lost-demand, but also other performance
characteristics relating to the production process. By varying the values n, N and k,
and computing for each policy the desired performance measures, the decision maker
can easily get insight in the performance and select the best policy according to his
own preferences.
A detailed explanation of the model and the (n, N, k)-policy is given in the next
section. In Section 5.3 we analyse the (sub)system under a fixed (n, N, k)-rule and
derive formulas for several performance characteristics. This is done by studying an
appropriately embedded Markov chain. In Section 5.4, we consider the special case of
a fast production process in which the time needed to fill the buffer is negligible. This
assumption facilitates the analysis because we may assume that the buffer is full at the
start of a repair. Next, in Section 5.5, we analyse the optimal policy and report on
some results of our numerical investigations on the comparison with the best (n, N, k)-
policy. Some conclusions and extensions are given in the final section.
Several papers deal with the reliability of a flow shop production line. A basic
contribution is the paper of Wijngaard (1979), who considers two machines with
exponential up-and-down times and an intermediate buffer. Explicit formulas for
various performance measures are obtained by solving a set of differential equations. A
similar problem was considered more recently by Posner and Berg (1989). In a
somewhat different setting, they applied level-crossing analysis to obtain several
quantities of interest. In the past few years, fluid models gained much attention and
were frequently used to analyse systems with random disruptions, e.g. Mitra (1988),
de Koster (1990), Chen and Yao (1992). The reliability aspect of production systems
has also been studied in relation to lotsizing and batching decisions, see Groenevelt et
al. (1989) and references therein. Finally, we mention the paper of Doshi et al.
(1978), who consider a production-inventory system, where the machine can operate in
a fast and a slow mode, depending on the inventory level.
2 MODEL AND STRATEGY
Our production system consists of a machine with a subsequent buffer. The machine
produces parts in order to satisfy a certain demand, generated by subsequent machines
on the line. Excess production can be stored in the buffer, so that the demand can also
be satisfied in case the production is temporarily halted. The system has the following
characteristics:
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1.      The demand has a fixed, constant rate, denoted by d (units/time)
2.         The buffer has finite capacity K( >  0)
3.        As  long  as the buffer capacity   is not reached, the machine operates  at  a
constant  rate of p units/time (p  >  d),  and the excess production is stored  in  the
buffer. When the buffer is full, the production slows down to d.
4.    The machine is subject to failures. The time to failure is a stochastic variable
with known probability distribution function, which belongs to the IFR class.
Upon failure, corrective maintenance (CM) starts, bringing the condition of the
machine back to (as good as) new. During the maintenance, which takes a
stochastic amount of time, the machine is inoperative.
5. Partial backlogging is allowed. With K we denote the (non-positive) buffer
level, below which excess demand is lost.
To prevent frequent failures, or corrective maintenance, preventive maintenance (PM)
is allowed. It is assumed that PM lasts shorter than CM in a stochastic sense. Both
types of maintenance incur a certain  risk of disruption, either directly  when the repair
takes too much time, or indirectly because a reduced inventory level increases the risk
that the next failure causes a shortage (this aspect is particularly of interest for
unreliable production units). Both PM and CM are non-preemptive, i.e. they cannot be
interrupted, and after completion the machine starts    with age equal    to    zero    (the
machine is as good as new).
The system is monitored at discrete, equidistant time epochs (say every hour).
These epochs provide the only opportunities to start maintenance or resume produc-
tion. During operation both the age and the buffer content are monitored. The
production and demand rate are assumed to be integers, so that the inventory position
is also integer valued.
The lifetime distribution is assumed to be IFR and to have finite support. Define:
L  : =   the lifetime of the machine, expressed in time units.
Let
p:=EL,    and   q,  :=P(L  =i l L  ki),    i  -0,...,m,
where
m :=min{j:P(Lk j+1) = 0}, and r:-1-q,, i - 0,..., m.
Assumption 5.1   O  =  r.  <   r. .1   5   · · ·   5   ro  <   1.
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We say that at a certain moment the state of the machine is i if the machine has not
failed and its age (i.e. the number of elapsed time units since the last renewal) equals
i, 0 5 i s m. When at an epoch the unit turns out to have failed during the last
period, we say the state is CM. We assume that the buffer position increases by p - d,
during a period in which the machine fails (i.e. the machine fails at the end of the
period).
Next, define the generic variables:
A  : = preventive repair time, expressed in time units
B  : = corrective repair time, expressed in time units
Let
a    =EA,      and      a,   : =   P(A    -   0,      iz:  1
B  -EB,    and    b,  : =  P(B  =  0,    i 2 1.
We assume that the time needed for PM is stochastically smaller than for CM:
Assumption 5.2. Eikj at 5 Rk, 4,j=  1,2,...
Note that Assumption 5.2 implies that the mean repair time for PM is smaller than for
CM (a 5 8). We introduce the state PM to denote the situation that PM is performed
on the machine.
A policy prescribes an action for each possible state of the system. There are three
possible actions: 0 (do nothing), 1 (perform PM) and 2 (perform CM). We denote a
policy by R. The behaviour of the system under a fixed policy R can be described by
the stochastic process {Aa(t) = (Xf(t), Xf(t)), t = 0,1,2,... } on the state space
S: =  {0,1,.-,m}U{PM}  U  {CM}    X  {K,..., K}
where X'kt) denotes the state of the machine at time t and X1(t) the content of the
buffer.  It is easily seen that {X (t), t   0} is a semi-Markov chain on S. Note further
that the process is regenerative with regeneration state   {0, K}, irrespective  of  the  type
of policy used, provided that the following assumption holds:
Assumption 5.3. sup U : bj > 0} > 1 - d)/d.
To see this, note that the machine can fail during its first period of operation (ro <  1,
see   Assumption   5.1). This results   in an increase   of the buffer   by  p   - d. Suppose   the
subsequent corrective repair takes j periods,  then the buffer decreases  with j · d.  Due  to
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Figure 5.2 A (n, N, k)-policy
decrease of the buffer. This means that after finitely many repetitions the buffer level K
will be reached with positive probability.
An (n, N, k)-policy prescribes to do preventive maintenance if and only if the
buffer content exceeds k and the age exceeds N, or, in case the buffer is full, if the
age exceeds n, where 0 5 n E N 5 m+1,K E k J K. Corrective maintenance is
started upon failure. More precisely:
Dennition 5.1 An (n, N, k)-policy prescribes to do PM  iff  the age i and the bufer
content x satisfy i kN  and  k Ex<K,or  i   n  and  x -K.
The near-optimality of this type of policies is discussed in Section 5.5. The threshold
values k for the buffer content and N for the age are intuitively appealing (when the
age or buffercontent is too low, PM is not useful) although the straight lines and
rectangles characterizing this policy (see Figure  5.2)  do not really occur  in the optimal
policy. In Figure 5.2 below we depict the regions where action 0 (Ro) and 1 (Rl) are
prescribed.
The exceptional rule in case of a full buffer needs some explanation. First note that
the difference between halting and continuing the production in case the buffer is full
is  less  than  when the buffer capacity  has  not been reached. Furthermore, performing
PM   at an early stage   when the buffer capacity is reached, creates the possibility   to
remain in a situation of (practically) full buffer and low age, a comfortable and safe
situation.
We conclude this section with a definition of the long-term average cost. For each
state s = (i, x) E S and action a E {0,1,2} we introduce costs c(s, a), which are
incurred when in state s action a is chosen. For a fixed policy R, let
Maintenance optimization of a production system 101
((0  : = the expected costs incurred in W, t] under policy R.
Then the long-term expected average cost under policy R, g(R), is defined by
g(R)  : =  lim -. (5.1)
 Roj
,-00 t
By an appropriate choice of the cost function, the average cost may represent various
performance measures. An important performance measure of our system is the long-
term average demand lost per unit time. This quantity is closely related to the amount
of disruptions in the flow shop production line. Note that the fraction of demand lost
follows directly from the average demand lost per unit time, since the demand rate is
constant.
5.3 ANALYSIS OF A (n, N, k)-POLICY
In this section we present an efficient method to compute several performance
measures for a fixed (n, N, k)-policy, viz. the long-term average demand lost per unit
time, the average amount of backlog, the average buffer content and the proportion of
time spent on maintenance. This method is based on the embedding technique, which
is discussed in Tijms (1986) (cf. Chapter 2 and 3).
We choose the following embedding set:
E = {(0, x), Ki,xEK}.
(We will also use the shorthand notation x for (0, x) in the remainder).
Suppose the process {X(t),t 12 0} starts in (0,0). Define To = 0 and
Ti  := the epoch  of the i-th entrance of the process  {X(t),  1 2 0}  into the set E,
i il.
Then
Zi:=X(T,),  i k l
is an (embedded) Markov chain on E.
Following Tijms (1986), we define for K E X E K:
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c(x): = the expected costs incurred until the first entry  in  the  set E, starting  at
time 0 in x,
«x) : =  the expected time until the first entry in E, starting at time 0 in x, and
p(x,y): = the probability  that the first entry  in  E  will  be at state y, given  the
process starts at time 0 in x.
Then we have for the long-run expected average costs (see e.g. Ross (1970) and Tijms
(1986)):
I  (00 T(X)
g(n, N, 16) = *€E (5.2)
E  1(X) T(X)
I€E
where  T( ·) denotes the stationary distribution  of the embedded Markov chain  (7 )i.0
and g(n, N, k) the average expected costs under the policy (n, N, k).
Once the transition probabilities p(x, y) for x,YEE are known,  the  stationary
probabilities r(x), x€E can be easily found, using standard procedures. It remains to
derive expressions  for c(x),  1(x)  and p(x,  y). We distinguish four cases:  K 5  X  s k-N,
k-N<x E K-N,K-N<x S K-n  and K-N<xEK.Here,we restrict the
attention to the case K i l x s k-N; the other cases can be treated similarly. To
simplify the analysis, we make the assumption (which is easy to relax) that p-d=  l.
For notational reasons we introduce the function a : R+ -* [0,1], defined as:
a,   ift  € N (5.3)
a(0 := '
0   otherwise .
(recall that a, refers to the probability that the repair time for PM lasts t time units,
t E N.)
Now choose x, such that x E x s k-N. Then
k-1-1
r(r)   =    E   P(L = D (1 + 0)   +  P(L 2 k -x)(k-x + or).
1.1
From   x,    the only states   that   can be reached    in   one   step   by   (7  ); =0 are states   y,
x 5 Y S k. Fory 0 K w e find:




 CM takes i _Z
time units, provided that ..:-,EN'
+  PrL  2  k
-x)·PI
PM takes _ Z periods, provided  that  fi' E N 
k
=               E              pc   .jd +0 -x)) · bj   +  P(L   k   k -x) ·a  I    1k -x > jdiy: 2 0
and
k-x-i
f x+l-kl f   k-Kl
P(X, 4 = IP(L=l)·P B 2-3    +P(LEk-x)·p AEd  .
Various performance measures can be found by specifying appropriate cost functions
c(x) and using (5.3). First  we  turn  to the criterion  of lost demand. Denote  by
Ct(x)    : =  the expected lost demand, starting at x €  E, until the next entry in E.
The average demand lost is now given by gCn, N, k) from (5.2). We introduce the
auxiliary function:
·YAO) :=the expected lost sales during a preventive repair, when the repair starts
at buffer position y.
Note that
00
'YA(Y) =  E (K -01-jd)) ·aj, x 5 y E K. (5.4)
j > b -K)/d
Similarly, we define 78(y) in the case of corrective repair, which yields (5.4) with 4
replaced with bj. Now we have, for x 5 x S k-N,
k-x-1
c,(r)  =   E  ·1'(L  =  07,#+0  +  P(L  k  k-x)7 (k).
/.1
Next, we turn to the average amount of back-orders. Define:
C2(X)   : = the expected amount of back-orders until the first entry in E, starting at
x E E.
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Here we count the back-orders at the moment of delivery. The average backlog can be
found, using (5.2) with c(x)  = 4(x). Clearly, clx)  =  0 for x  2  0.  If x  <O w e
distinguish two cases. For  I x l  <  N w e have:
M-1
4(x) = I P(L=l)·1 +P(LE Ixl)·Ixl
/-1
and a similar formula applies to the case  I x l  2 N.
The third quantity that we consider is the average buffercontent. For that purpose
we define:
cj(x)   : = the expected cumulative buffercontent until the first entrance  in  E,
starting at x EE,
and the auxiliary functions:
4(x, 1): = accumulated buffercontent during j periods of production, when starting
at buffer position x, and
6o(x, j): = accumulated buffercontent during j periods of downtime (due to PM or
CM) when starting at buffer position x.
We have
j.
6,(x, j)  =  I(x+i)'  +  U   - j')K,    where j'   :=  min 01,  K-x)
i.0
j
80(x, j) = I (x  - id)'
1.0
(with x+ = max (x, 0)). The summations can besimplified, using I(=Ii =thj(/+ 1).
Choose again x, with <5 x 51 k-N. Then we obtain for c, (r):
k-1-1
C,(x) =  E P(L=0<61(x, 0 + Eb,6#+1, j) 
/•1 jk/
+  PU, 2 k -x) 6,(x,  k -x)  +   aj6o(k, j) .
As fourth and last performance characteristic we consider the proportion of the time
during which maintenance is performed, or equivalently, the unavailability of the
machine. For i s x s k-N, this quantity follows from (5.2), using
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C4(x)   =  P(L<k-x) B   +   POL k k-x) a.
5.4 HIGH PRODUCTION RATE
Suppose that the time needed to reach a full buffer during a production cycle is
negligible (or small) compared to the mean lifetime of the machine. Then, it is very
likely for maintenance activities (PM as well as CM) to start when the buffer is full.
Therefore, the system is adequately described in terms of states of the machine (age),
whilst the buffercontent is not a relevant variable anymore. The single unit age-
replacement model with non-zero repair times from Chapter 2 can be used to describe
the system in this case.
This model needs as input the (discretized) lifetime distribution, the repair time
distributions and the costs associated with PM and CM. Like in the previous section,
an appropriate specification of the cost parameters yields expressions for the desired
performance measures. For example, for the case of lost demand we take &(K)
(formula (3.3)) for the costs of PM and 78(K) for the costs of CM. In Chapter 2 it is
shown that the optimal replacement policy is of the control limit type (i.e. there exists
a threshold level, above which PM is done, cf. also Section 5.5) and that the average
costs are a unimodal function of the control limit (without restrictions on the cost
parameters). Furthermore, the simple and efficient algorithm presented in Chapter 2
can be used to determine the optimal policy and the associated average costs. Apart
from using the age-replacement model as an approximation for the production model in
the case of fast production, it can also be used to provide a good starting policy in the
search for the best values of n, N, k. We could, for instance, initialize the search with
(T, T, x) with T the optimal control limit of the age-replacement model.
To a certain extent, the age-replacement model in Chapter 2 can be regarded as a
special case of the model described in this chapter, but on the other hand it is more
general with respect to the assumptions concerning the deterioration of the machine
and the maintenance operations. Maintenance actions are allowed to be imperfect and
are possibly restricted to opportunities. The latter assumption refers to the fact that
preventive maintenance can only start at opportunities, which are generated by a
Poisson process, independently of the unit to be maintained.
This assumption can be used to incorporate the behaviour of other machines in the
line into the model. Recall the description of the flow shop production line from the
introduction (see Figure 5.1). When the preceding buffer in the line gets empty, our
machine cannot produce anymore, and while it is inoperative, one might as well
perform preventive maintenance on it. Thus, the event that the preceding buffer gets
empty provides an opportunity to start PM on the machine.
Another example of an opportunity is the failure of the subsequent machine in the
106 Chapter 5
line. The only reason to continue production in this case could be to fill the buffer.
However, in this section we may assume that the buffer is already full, in view of the
fast production. Again, the failure of another machine can be used to perform
preventive maintenance on a particular machine, provided that enough repair capacity
is available to repair machines simultaneously.
5.5 COMPARISON WITH OI91MAL POLICY
In this section we provide a characterization of the general form of the optimal policy
for  a particular optimization criterion,  viz. the minimization  of the average demand
lost (or equivalently the fraction of demand lost). In addition we report on our
numerical investigations concerning the comparison of the best (n, N, k)-policy with
the overall optimal policy.
To facilitate analytical derivations and numerical computations, we introduce an
additional assumption:
Assumption 5.4 The repair time distributions for PM and CM are geometrically
distributed with probability of success a and b respectively,  i.e.:
a,=    (1     -    a),-' a    ,        i  k   1
b -(1 -by-'b,  121
with 0<b<a s l.
The state and action space are as before. Again we assume for notational conve-
nience that p-d = 1. Furthermore, we assume, without loss of generality, that K  - 0
(we can renumber the states K to K from 0 to K - K, and obtain an equivalent system
with the same limiting behaviour in terms of lost demand). Recall that (0,0) is a
positive recurrent state under every stationary policy R. This implies that there is only
one recurrent class under every policy R. Let C(R) denote this recurrent class and DCR)
be the set of transient states under policy R. Note that state (i, x) E D(R) iff it cannot
be reached from (0,0). Therefore, all states (i, x) with i>x are transient under every
policy. The process {X*(t), t 2 0} is an aperiodic Markov chain on S. The
aperiodicity of the process follows from the aperiodicity of the recurrent state  (0,0),
which  is a consequence of Assumption  5.1   (ro   <1)  and  5.4(  P(B   =i) >0,   for  all
i > 0).
The average cost optimality equations in terms of the relative values «s),sES
and the minimal long term average cost g are easily established (cf. Tijms (1986)):
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«i, x) = min{-g + r,«i+1, x+1) + (1-r;)«CM, x+1), «PM, x)},
Orgi5m, 05xEK-1,
«i, K)  = min{-g + r,«1+1, K)  + (1-r,)«CM, /0,«PM, 10}, 05i5m
«CM, x) = (d-x)' -g + b·«0, (r-d)') + (1-b)«CM, (x-d)'),  05x5K
«PM, x) = (d-x)' -g + a·«0,(x-d)') + (1 -a)v(PM, (x-d)'),  05x5K
(5.5)
(note that  r,„ =0)
The first term in braces corresponds to a=0 (no action), and the second term to a=
1 (start PM). When action 1 is chosen, there is an immediate transition from i to PM.
The minimizing argument in each state yields an optimal policy, which we denote by
R*. Note that (d - x)+  = max(d - x, 0) represents the one-period demand lost during
maintenance, when the buffercontent equals x at the beginning of the period.
Theorem 5.1 The solution of (5.5) satisfies  the following relations:
i.  V(i, X) 5   Ki +1,  x),  O s i s m-1  and  «m,  x)   5   «CM,  x),  0 5 x 5 K
ii.  V(i, X) 2   «i,  x+1),   0 5 is m;   0 5 x E K-1
iii.  «PM,  x)   2   «PM,x+ 1),  0 5 x s K-1
iv.  v(CM,  x)   2   «CM,x+1),  0 5 x i;K-1
v.  «PM,  x)   6   «CM,  x),  0 5 x E K.
The proof is given in the Appendix. As a consequence, we obtain the following:
Corollary 5.1 The average optimal maintenance policy R*  has  the following property:
For fixed bufTer level x, 0  5  x  5  K,  the  optimal  action as  a function of the  age  is  a
control   limit   rule.   That   is,   for   each   bufTer   level   x   there   exists   a   threshold   level   i*    (=
i*(x)) such that R*(i, x) = 0 (no PM) whenever i < i* and R*(i, x) = 1 (do PM, for
i*s i s m.
It would be interesting of course to have in addition a characterization of the border-
line i*(r), the control limit as a function of the buffer position x, but we were not able
to prove any analytical results related to this. Numerical investigations suggest the
following general form of the optimal policy:
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x                            Rl
4
K
0                                  i
Figure 5.3 General form of the optimal policy
When the buffer level increases the critical age for PM decreases, according to the
picture, which is intuitively appealing. However, we did find a numerical example
with i*(3) = 5 and i*(2) = 4. Although this happened on the transient region (which
means that we can change the action at state (0,4) into 0 without affecting the average
costs) it is still obtained as a (numerical) solution of the average cost optimality
equadons.
The optimal policy of the MDP and the associated average costs were obtained
using the value-iteration algorithm. For 91 numerical examples we computed the best
(n, N, k)-policy as well as the associated average cost. In comparing this average cost
with the average cost of the overall optimal policy, we found that the class of (n, N,
k)-policies performed very well: in all cases the relative difference in average lost
demand was below   1% ,  and  in the majority  of the cases  (82) even below  0.1% .  In  all
numerical cases we investigated, the parameter k appeared to be of minor importance
(with  respect  to the criterion  of lost demand): setting k equal  to  K and then searching
for the best values of n and N yielded only slight differences in the average cost. This
implies that as far as the buffercontent is concerned, it might be sufficient to distin-
guish only between "full" and "not full". A property like this could be important for
generalizations towards preventive maintenance of a series of machines in a line.
In the table below we present five illustrative examples of our numerical investiga-
tions. We obtained results for several values of the parameters m, K, K, d, a and b.
The lifetime distribution was obtained by discretizing Weibull(1, A)-distributions into
m + 1 discrete intervals, for A = 1.4,2,2.5. The minimal average cost g* is given
and  compared  to the average  cost  of  the  best  (n, N, k)-policy.  The % -column gives  the
relative differences. The three parameters of the best (n, N, k)-policy are also given. In
addition we give the average cost associated with the case of doing no preventive
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maintenance at all. As the required time to fill the buffer is smallest in the fifth
example  (only  3 time units), we computed the value  of the optimal control limit  T
(which turned out to equal 3) as it was obtained from the corresponding single-state
approximation (Section  5.4).
Table 5.1
m           K K d a b g* % no PM (n, N, k)
22     -3     10 4 1.0 0.4 0.096 0.8 0.262   (2,6,-3)
22    -3     20 4 1.0 0.4 0.070 0.2 0.184    (2, 6,-3)
14     -2 4 1 0.5 0.2 0.127 0.0 0.239   (1, 3, 2)
14         -2 8 2 1.0 0.33 0.192 0.0 0.282   (1,3,2)
22     0 3 1 0.8 0.6 0.004 0.0 0.010   (3,16, 2)




0.58,0.55,0.52,0.49,0.46,0.43,0.41.0.38,0) (m =2 2;A= 2.5)
5.6 CONCLUDING REMARKS
We developed an analytical model for integrated maintenance- and production control
in a manufacturing environment. We propose a class of policies, characterized by three
parameters, that allows for a tractable analysis, yielding a nearly optimal policy which
is easy to compute and to implement. Several performance measures of interest are
derived and computational schemes are given, based, once again, on the embedding
technique. Analytical and numerical results on the near-optimality of the class of
Crl, N, k)-policies are provided for a special case of the model.
Some of the results obtained in this chapter are related to results in Chapter 3. We
emphasize however that both the model and the strategy considered in this chapter are
new, whereas in Chapter 3 we analysed an existing model.
Many variations and extensions of the model require further research. Possible
future research directions include generalizations towards multiple machine-buffer
combinations in series and/or random production, further numerical and analytical




Proof of Theorem 5.1
First we introduce the finite horizon problem. Let a (a <  1) be a discount factor and
define the function  7,(·,·) on  S for t  E N recursively  by  V (s)  =  0,  s  E  S,  and,  for
1 220,
V 1(i, x) = min{ar, V;'(i+1, x+1) + a(1 -r,)V,"(CM, x+1), 1/7(PM,  x)},
Oili5m, OrixEK-1,
VZ,(i, 10 - min{ar,K'(i+1, K) + 0(1 -r,) 11«(CM,  /0,1/7(PM,  K)},05iEm
V31(CM, x) = (d-x)' abK"(0, (x-d)') + ot(1-b)K"(CM, (x-d)'),  05xilK
1/;01(PM,  x)  i  (d -x)+ aa 11"(0,(r-d)') + a(1-a) 1/7'(PM, (x-d)'), 05%5K
(note that r. = 0).
Next, we formulate the finite horizon, discounted version of Theorem    5.1     in
1£mma 5.1. Theorem 5.1 follows   from this result by taking appropriate limits   (Ross
(1983, Theorem 2.2 and Corollary 2.5)).
Lemma 5.1  For each t E  N, we have that:
i.  VZ(i, x) 51 4-(i+1, x), 0 5 ism-1 and V,"(m, x) 5 1,7(CM, x),
OCKEK
ii.     Vt"(i, x) 2 1/7(i, x+1),Osiigm; 05xEK-1
iii.   V,"(PM,  x)   2   1/7(PM,r + 1),  0 5;x s K-1
iv. V,"(CM, x) 2 1/7(CM, x+1),05xsK-1
v.   V,"(PM,  x)   5   V-(CM,  x),05x S K.
Proof. By definition, the theorem holds for t = 0. Suppose part i to v of the theorem
hold  for i (2 0),  then  we have  to  show  that they  also hold  for /+1.  We will delete the
discount factor ot in the notation during the proof of the induction step. First we prove
iv, iii and v, then ii (using iii), and finally i (using v), all for t + 1.
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Part iv. Note that, for yER,
y'= max(y, 0) 2 max(y-1,0) = 0,-1)'. (5.6)
Now, for 0 5 x s K-1,w e have
V,+,(CM, x)  =  (d-x)'  +  abV,(0,(x-d)')  +  0:(1-b) V,(CM,  (x-d)')
V,•1(CM, x+1)  =  (d-(x+1))'  + abV,(0,(x+1-d)')  + 0(1-b) V,(CM,  (x+1 -d)').
Using (5.5) and the induction hypothesis part ii and iv, we conclude that V,+1(CM, x)
2   V,+1(CM, x + 1).
Pan iii follows by a similar reasoning.
Pan v. For 0 5 x E K,
V,•1(PM, x)  = (d-x)'  +  aaV,(0,(x-d)')  + a(1 -a) V,(PM,  (x-d)*)
5  (d-x)'  +  aa'F,(0,(r-d)')  + 0(1 -a) V,(CM,  (x-d)-)
-  (d-x)' + a V,(CM, (x-d)') - aa(V,(CM, (x-d)') - 11,(0, (r-d)'))
ir (d-x)' + a V,(CM, (x-d)') - ab(V,(CM, (x-d)') - V,(0,(x-d)'))
=  VM(CM, 4.
The first inequality follows from the induction hypothesis,  part v. The second inequali-
ty follows from the assumption a < b, and
V,(CM,  (r -d)')  -  V,(0,(r -d)')  2  0
which is a consequence of part i of the induction hypothesis.
Part ii· Using the induction hypothesis, part ii and iv, and part iii above, we obtain,
for 0 5 i s m,0 5% S K-1,
VM(i, x) = min{otr,V,(i+1, x+1) + 0(1 -r,)1/,(CM, x+1), V:.,(PM, x)}
  min{ar, V,(i+1, x+2) + ot(1 -r,) V,(CM, x+2), K.,(PM, x + 1)}
=  K.,(i, x + 1)
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Pan i. We have to show that
V,+,(i,x)   5   V,*,(i +1,  x),  O r i x E K,  O s i s m-1,  and
(5.7)
V,•1(m,  x)  5   V,+1(CM,  x) ,0 5 x s K.
The second part of (5.7) is easily established for 0 5 x 5 K-1, using part v above:
V,•1(m, x) = min{a V,(CM, x +1), V,.,(PM,  x)}  5  V,+,(PM, x)  5  V.,(CM, x).
Similarly, we obtain the inequality for x=K. Next, the case O s i s m-1.W e
shall show (5.7) for 0 5 K S K-1; the casex=Kis similar. For O f x E K-1
and O s i s m-1,w e have:
V,•1(i, x) - min{ar,V,(i+1, x+1) + 0(1-r,)V,(CM, x+1), V,+1(PM, x)}
= min{ot V,(CM,  x + 1)   -  a r,(V,(CM,  x + 1)   -   V,(i + 1,  x + 1)),   V,+,(PM,  x)}
5   min{ a V,(CM, x+1) - ocr,+,(V,(CM, x+1) - V,(i+2, x+1)), V,+1(PM, x)}
=   V,I,(i + 1,  x).
The inequality follows from Assumption  5.1  (r,  2   r,+1) and the inequality
V,(CM, x + 1)-V,(i + 1,  x +1) 22 11(CM, x+1) - V,(i+2, x+1)  (2 0)
which is implied by the induction hypothesis part i.                                         0
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CHAPTER 6
An integrated and structured approach
to improve maintenance
After reviewing recent developments in maintenance management theory and practice,
information technology and decision support models, we present an integrated approach
that combines elements from these domains into a powerful tool to deal with mainte-
nance problems. We show how this framework can be used to set up a continuous




In the past few years reliability and quality have become important topics in industry.
As a consequence, maintenance management has become a more prominent manage-
ment issue. Along with this process, theoretical developments in the field of mainte-
nance management took place and advances were made in the mathematical modelling
of maintenance and replacement problems. In addition, the progress in information
technology has created new opportunities for data gathering and processing. These
developments are mentioned in more detail below.
The progress made in these fields gives new impulses to the integration of the
above mentioned domains. While each development is on its own of limited impor-
tance for solving real maintenance problems, together they can contribute much to the
development of a powerful, integrated tool for maintenance management, provided the
proper integration of the respective fields. It is therefore important to analyze the
integration and to stimulate discussion about the objects of integration and the process
itself. Furthermore, from this integration positive effects on the component fields are
to be expected as well.
This paper is an outgrowth of the project "Computer Aided Maintenance
Management" (CAMM), initiated at INSEAD in June 1991. The motivation for this
This chapter is an outcome of a research visit to INSEAD, partly supported by the LNMB. An article
with co-author L.N. Van Wassenhove, based on this chapter, has been submitted to an international
journal.
116 Chapter 6
project came from the observation that current approaches to computer-aided mainte-
nance management were not able to properly satisfy the needs of the people in
practice. The existing maintenance management information systems are limited to
administrative and accounting control, and are very static in nature. More advanced
systems are desired and in our view possible provided that recently developed tools
stemming from different fields are brought together. During the course of the project,
which included field work at three factories, it became clear that there was a need for
an integrated methodology. This methodology is the subject of the present paper, while
a companion paper discusses the design and implementation aspects of the computer
software (Angehrn and Jacxsens, 1992).
The    purpose    of this methodology is twofold. First, it offers the maintenance
manager a general, systematic framework which is transferable and comprehensible for
all the people involved. It is therefore useful as an alternative to the current practice of
unstructured and ad hoc problem solving. Secondly, the methodology embeds scientific
models into a broad decision making and analysis system, which allows the user to
access models in a very natural way. Thus we hope to break through the isolated
position of models and to contribute to a better integration of quantitative tools in
management practice.
We start with a brief review of the developments that stimulated the integration.
Developments in maintenance management theory and practice
As stated in the introduction, the importance of reliability and maintenance has grown.
The impact of a good preventive maintenance program on the reliability of production
systems and the quality of the products is better recognized. With this growing
awareness of the management one of the biggest obstacles in implementing mainte-
nance programs and models has been removed.
The attention received by several concepts in production management such as
MRP, JIT, OPT (see Pintelon and Gelders, 1992) and the wide acceptance of these
concepts have contributed to the understanding of maintenance as well. For example, a
good notion of the role of the bottleneck machine helps in realizing the cost of
downtime resulting from failures of this machine or related ones. These so-called
hidden costs do not appear in the financial reports but can easily outweigh the directly
visible, or tangible maintenance costs. Pintelon and Gelders refer to this phenomenon
as the iceberg of maintenance costs.
A particularly relevant theoretical development to this paper is the development of
a so-called Maintenance Management Tool, consisting of a control panel with key
performance indicators and functionally linked to this a structured network of detailed
reports (Pintelon and Van Wassenhove, 1990). In this paper we build further on this
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concept.
For a review of maintenance management decision making we refer to Pintelon and
Gelders (1992). They discuss the most important elements of the decision making
environment both from a theoretical as well as a practical perspective. For a further
discussion of maintenance concepts we refer to Kelly (1984) and Geraerds (1990).
Although there is better awareness of the importance of maintenance, in most
factories this has not (yet) led to a structured approach to the maintenance problem.
The most widely used concept seems to be the 'fire fighting' approach. While there is
a better understanding of the invisible' cost caused by bad maintenance, almost no
attempts are made to give an estimate of this cost. In several industries which gather
data on failure history, the data remain largely unused.
Trends in automation
Many rapid developments take place in the field of information technology on several
levels. Advances in hardware make it possible to gather and process enormous
amounts of data. For example, in several modern production organizations machines
have automatic recording capabilities of the most important functions.
Advances on the side of the user-interface (hypermedia technology, graphical
possibilities, Windows etc.) provide powerful technological possibilities for processing
data into a tractable format for interaction with the user.
Advances on the software part complete the picture. Rapid software development
and prototyping capabilities are important to keep systems up-to-date in the rapidly
changing environment which management is facing. The integration of standard
packages has become much easier, thus facilitating the use of packages to develop
tailor made systems in a very fast way.
Together these technological developments create big opportunities for systems that
can be used for decision making and analysis (including so-called 'executive infor-
mation systems').
Recent developments in decision support models
The Operations Research literature contains a large number of models that can be
helpful in obtaining insight in maintenance decision making. In the past few years an
increase in the number of maintenance articles can be observed. Recent attention has
been largely focussed on maintenance and replacement theory, while other fields, such
as spare parts provisioning and maintenance scheduling, developed more slowly. In
comparison with the models introduced in the sixties and seventies, more attention is
paid to complex configurations of components (multi-component systems) and interac-
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tion with production. Practical usefulness and computational feasibility have become
more important. An overview of applications of models is given in Dekker (1992).
It is not always straightforward to apply the models presented in literature. The
input parameters are often difficult to obtain and require a thorough analysis of the
department under study. Furthermore, these models do not always answer the right
questions. To get around these problems we embed the models in a larger framework.
Methods from Industrial Engineering
An important role in our framework is played by problem analysis methods from
industrial engineering and quality control. These methods can be very useful in a
broader setting of maintenance management. Recent advances in this field are sketched
in Watkins (1990). Below we explain how some of these techniques can help in the
analysis phase of the problems and in assessing the effectiveness of a given solution.
This effectiveness procedure is a very valuable one since it helps in structuring and
quantifying the problems. In addition it provides a context for applying decision
support models (or efficiency models) and helps in determining some of their input -
parameters.
An    outline   of our approach is given    in    the next section, followed    by    a    more
elaborate discussion of the concepts effectiveness and efficiency, which play an
important  role  in the approach, in Section 6.3. Section 6.4 deals  with the embedding  of
the concepts in a maintenance management information system. Part II is devoted to a
practical application of the approach.
6.2 AN INTEGRATED APPROACH
Our approach consists of two major parts. The first part is effectiveness analysis. The
aim of effectiveness analysis is to detect the most important problems and potential
solutions. Once the potential solutions to the most important problems are identified
and prioritized, it becomes clear which task or procedure has to be carried out more
efficiently. To reach maximal efficiency a further analysis of the given task or
procedure is necessary. This is the second part, the efficiency analysis. While effec-
tiveness is concerned with 'doing the right  thing' . efficiency aims at 'doing the thing
right'. The effectiveness analysis ensures   that the effort  put   in i mproving efficiency   is
indeed dedicated to important tasks.
Our approach reads as follows:
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Figure 6.1 The improved Deming Wheel
Approach
Phase l. Obtain a clear picture of the current factory performance
Phase 2. Analyze quality and downtime problems
Phase 3. Analyze effectiveness of alternative  solutions to (major) problems
Phase 4. Analyze efficiency of maintenance procedures
Phase 5. Plan actions
Phase 6. Implement actions and gather data
Phase Z Monitor actions and process data
Phase 8. Adapt plans or information procedures in case of undesired deviations. Goto
Phase  1.
These steps constitute a closed loop which is repeated in a continuous improvement
program of maintenance and information procedures (see Figure 1.1).Our approach  is
closely related to the Plan-Do-Check-Act concept developed by Deming (the Deming
wheel, see e.g. Pintelon and Van Wassenhove, 1990). This concept is summarized in
the following four steps: Plan: make plans to improve a given activity; Do: carry out
plans; Check: follow-up of actions; Act: make corrections if necessary. Our approach
puts more emphasis on the analysis phase and makes a distinction between effective-
ness and efficiency analysis. Furthermore, attention is paid to the role of information
procedures and systems and to the use of models. Below we elaborate on the eight
phases of our approach.
Phase  1.  Obtain  a  clear  picture  of the  current  factory  pe,formance.
In this step questions like the following should be addressed: Which (part of the)
department are we going to analyze? What are the goals of this department? How is
the production and maintenance organized (flow chart of production process, main-
tenance procedures)? What is the performance of the production and maintenance?
120 Chapter 6
What is the role of this department vis-a-vis the factory as a whole? The purpose of
this step is to get a clear picture about what will be analyzed and how this department
functions. The list is not exhaustive.
Phase 2. Analyze quality and downtime problems.
This step entails the location of the major quality and downtime problems, their
relative importance, the frequency of occurrence, their causes as well as their conse-
quences. Several problem structuring and analysis tools can be helpful at this stage.
Histograms and Pareto-analysis (ABC-classification) can be used to analyse the relative
importance of failures. Quality control charts give insight into the magnitude of
deviations. Cause- and effect diagrams (fishbone charts), failure mode and effect
analysis (FMEA) and other variants are useful in structuring problems and their root
causes (see e.g. Watkins, 1990). During this phase a close collaboration with people
from the shop-floor is required.
Phase  3.  Analyse the  efectiveness  of alternative solutions  to  (major) problems.
Once the problems are identified, the obvious   next   step   is to generate solutions   and
judge them on their cost and benefits. A distinction has to be made between directly
visible or tangible costs and what we call hidden costs. Tangible costs are known or
can easily be measured. For example, the tangible costs of a repair include labour
cost, subcontracting, costs of spare parts etc. Hidden cost are not directly visible. They
include production losses and costs of delayed shipments.
The same distinction can be made in benefits, since the benefits of a solution are
identical to the saved cost compared to not implementing it. Both costs as well as
benefits of a solution, especially the hidden part, are often uncertain and difficult to
estimate. Even if it appears not to be possible to get the exact value it is very impor-
tant to get an idea of the magnitude. It may be necessary to include scenario analysis.
By comparing the results of the cost-benefit analyses, one obtains an idea of the
absolute and relative magnitude of the profitability of the solution in relation to the
cost and benefits of other solutions  as  well  as  of the uncertainty related to different
alternatives. With this information it is easier for management to make a prioritized list
according to their preferences (risk-aversion etc.).
Phase 4. Analyst the efficiency of maintenance procedures
In some cases problems of downtime or quality will be avoided most effectively by
other solutions than better maintenance in the narrow sense, such as modification of
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the design. In other cases the improvement of maintenance procedures may seem to be
effective. Then the decision maker may be confronted with questions such as how
much preventive maintenance (e.g. replacement of critical parts, overhaul) should be
performed to operate this machine in the most efficient way, or how many spares
should be kept in stock.
Several decision support models can contribute to the analysis of the efficiency of
performing a specific task. These models quantify the trade-off between cost and
benefits of certain actions and give insight in what the optimal action is and how big
the advantage is compared to the current policy (in terms of e.g. costs). Furthermore
they can be used for prediction and target setting. The input for the models (e.g. costs,
lifetime distribution) can be obtained from the effectiveness analysis as well as from
additional analysis of data and from expert opinion.
Phase   5.   Plan  actions.
Based on the information of the previous phases it is now possible to select actions to
be taken. These actions have to be planned and organized. Together with the planning
of actions one has to plan the information process to keep track of the results. This
comprises defining the appropriate performance measures and organizing the data
gathering process. Finally targets have to be set.
Phase 6. Implement actions and gather data.
Along with the implementation of the actions, the information organization has to be
implemented or adjusted and the data gathering can be started.
Phase 7. Monitor actions and process data.
A follow-up of the actions comprises the monitoring of the process resulting from the
implemented actions and processing of the data. The performance indicators (P.I.'s)
provide a tool to measure certain quantities and to check whether and to what extent
targets are met.
Phase 8. Adapt actions or infonnation procedures in case of undesired deViations;
Goto  Phase  1.
In case of deviations, minor adaptions to the process may be necessary. Alternatively,
one may start a new round of analysis and planning.
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P.I.'s play an important part in each step and have a function in linking different
steps together. They are useful to obtain a diagnostic view of the department (effective-
ness) and for target setting and monitoring of actions (efficiency). An information
system is necessary to gather data and process them into useful information. Note that
in our approach, the analysis 'pulls' the information, since the organization of the
information process follows the analysis of the problems. In addition to internal infor-
mation it may be very useful to have information from other companies (not necessari-
ly competitors) to serve as a benchmark The role of information procedures is
discussed further in Section 6.4.
6.3 A CLOSER LOOK AT EFFECTIVENESS AND EFFICIENCY
6.3.1 Effectiveness analysis
In this subsection we discuss some further aspects of the effectiveness analysis phase of
the    approach, in which the costs and benefits of several solutions    to the major
problems are established. The costs   of a particular solution   are the costs needed   for
organizing and implementing the actions, and the benefits are the cost savings due to
the action. We made a distinction between tangible and hidden costs.
In many cases the production losses are an important hidden cost factor. The
production loss caused by a certain type of failure depends on the impact of the failure
on production (downtime, quality) and the relation between production and sales. Let
us consider an example. Suppose the plant faces a demand which exceeds capacity and
suppose we are interested in the production losses due to failures at the bottleneck
machine (the slowest machine in the line). One hour downtime at the bottleneck
translates into one hour lost production, which in its turn leads to lost sales. Hence,
the cost of an hour lost production equals the sales of the number of products that is
produced in one hour minus the associated variable costs. By reasoning in this way,
the cost of failures and preventive measures to avoid them can be determined. A fully
elaborated example is given in Section 6.7. Failures of non-bottleneck machines can
also have impact on the bottleneck, for example because it becomes starved (no input
from the preceding machine(s) or buffer).    For    a good account    of   the    role    of   the
bottleneck we refer to Goldratt and Cox (1986).
Preventive maintenance of the bottleneck machine(s) as well as major overhauls
also affect production, but their impact can be better controlled under a careful
planning. In some situations opportunities can be used to perform maintenance without
affecting the production. For example a shutdown because of frost  can  be  used  for
maintenance without additional downtime cost. Also, during a shutdown one can work
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on several machines simultaneously, so that the downtime costs are spread over the
machines. Note that it may be very cost-effective to hire subcontractors in order to
make optimal use of each hour of downtime. Careful (i.e. cost-effective) planning of
shutdowns is very important. For non-bottleneck machines, the idle time can some-
times be used to perform preventive maintenance without affecting the production
(Chapter 5).
Deterioration of the machines does not only affect up-times but also quality.
Quality problems are typically more difficult to quantify than downtime problems,
since product quality relates to service to the client and customer satisfaction, which is
difficult to express in monetary terms. There are two exceptions, viz. when quality
problems at one stage relate to downtime at other stages and in the case of discounts
for poor-quality products (in the extreme case, defective items are not sold).
For each (major) problem the costs and benefits of the alternative solutions have to
be established. Based on this information a prioritized list can be made from which the
best solution is chosen. The effectiveness analysis phase thus consist of four steps:
1.       Obtain a list of alternative solutions to each (major) problem.
2.       Estimate the cost and benefits of each solution.
3.      Make a prioritized list.
4.      Select one or more solutions.
The cause-and-effect analysis carried out in Phase 3 may be helpful in the search
for    alternative    solutions. In addition, ideas from people    on    the shop- floor, other
companies or manufacturers of equipment may be useful.
After the costs and benefits of alternative solutions have been determined, a list can
be made in ascending order of profit margin (or profit margin per unit cost). From this
list the most profitable one(s) can be chosen. Other relevant information such as the
uncertainty of the profit can be taken into account. Note that solutions may be
dependable, in which case the combination of solution alternatives may yield different
profits than the sum of the separate alternatives.
A prioritized list is useful for two reasons. Firstly, capital is constrained and hence
the money should be spent in the most profitble way. The profits generated by the first
(most profitable) solution can be used to implement the second, and so on. Secondly, it
supports a gradual implementation, which is easier for purposes of planning and
control. Note that during the implementation of the first solution further information
can be gathered before implementing the others. A recalculation may be required in
view of the possible impact of the implemented solution on the others.
In carrying out cost-benefit analyses one can use techniques from finance (invest-









Figure 6.2 Maintenance effectiveness in time perspective
ing (allocation of costs), although one has to be careful in applying traditional cost
accounting methods, because these are developed mainly for reporting purposes and
can be very misleading for decision making.
To conclude this subsection we discuss the relation between downtime costs and
maintenance effectiveness in time perspective. In many production situations, the
bottleneck machine is not always the same machine, but keeps changing from one
machine to another in time as a result of technical advances or changes in the produc-
tion process. This affects the downtime costs associated with failures of the machines,
and therefore the maintenance procedures should be adapted to the new situation in
order to remain effective. Yet, in practice one often regards the level of maintenance
on a particular machine as being determined by technical considerations only. Whilst
the production situation changes, the maintenance plans are not adapted.
An  example is presented in Figure  6.2. The horizontal axis represents the budget  of
the preventive maintenance program  on a particular machine,  i.e. the tangible costs
related to preventive actions. For simplicity it is assumed that the hidden costs due to
preventive maintenance are negligible. The vertical axis represents the costs due to
failures of the machine, which consists of tangible and hidden cost. The relation
between the maintenance budget and the failure costs is given by the curve. The 45°-
lines represent iso-total cost lines. It is assumed that, at time 0, say, the machine is not
a bottleneck and it faces an efficient maintenance program with minimal total costs
(point A). Suppose further that there is a significant amount of downtime as a result of
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failures. Now suppose that after a year this machine has become a bottleneck machine.
As a consequence the downtime cost have increased dramatically (a factor 10 or 100 is
not uncommon). Now, when the maintenance budget is not properly adjusted, the
maintenance costs are out of balance and the total costs are much higher (point ID than
if the maintenance budget had been raised to the optimal level (point C).
6.3.2 Efficiency analysis
In Figure 6.2, the balance between the level of maintenance (maintenance budget) and
the downtime costs plays an important role. To quantify such a trade-off and strike the
optimal balance one has to use models. For many typical situations mathematical
models have been formulated, which can be useful in answering questions such as:
How much maintenance should be done on this machine? How frequently should this
part be replaced? How many spares should be kept in stock? How should the shutdown
be scheduled?
Let us consider an example. Suppose a critical part with given failure and cost
characteristics is preventively replaced four times a year and we would like to know
whether this frequency is optimal. An obvious optimality criterion is the average costs
per time unit in the long run. For this situation, a model is available that can be used
to calculate the average costs under a wide variety of policies and input parameters and
find the optimal replacement age as well as its sensitivity to certain changes of input
parameters (e.g. cost increases). Insight into the effect of a change in the type of
policy or maintenance procedures (age-based vs. condition based maintenance,
individual vs. group replacement etc.) can be obtained by comparing models for
different situations. Furthermore, the result of the model can be used for prediction
and target setting.
If the model allows for gradual policy changes, like in the above example, one can
use the results of the model in a gradual improvement framework by making a change
in the direction which is proposed by the model and checking whether the results are
in accordance with the prediction. Suppose that in the above example, the optimal
policy would be to double the frequency. To start with, one may increase the frequen-
cy  by  50%.  If the average cost converges  to the target level  for  this  policy,  then  one
may  consider a further increase. Note again the importance  of key  P.I.'s to track  this.
If the model predictions do not fit, the model and data have to be critically reviewed.
The data for the model have to be gathered by information systems or can be
extracted from expert opinion. Some data follow already from the effectiveness
analysis  (e.g.   cost of production   loss)   or  P. I.'s. Statistical tools   may be needed  to
process the data.
Models can be classified into three major categories: maintenance and replacement
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(how often should a component be replaced), spare parts provisioning  (how  many
spares to keep in stock) and scheduling (e.g. shutdown scheduling). The latter two do
not exclusively belong to the maintenance field but respectively to the fields of
inventory management and production scheduling (see e.g. Nahmias, 1989). Models
for maintenance and replacement aim to answer questions such as how often should a
given component be replaced preventively or how often should an inspection be carried
out, given the cost savings associated with preventive replacement (compared to
replacement upon failure) and the probability of failure. Following Nahmias (1989) we
made the following basic selection of replacement models:
• deterministic age-replacement model
• probabilistic age-replacement model
• group-replacement model
A common factor in these models is that the unit deteriorates as it gets older. If the
cost or probability of failure increases with age, timely replacement can save money.
At the machine level (aggregated) the deterioration is reflected in the maintenance cost
per year. The deterministic age-replacement model can be used to find the optimal age
of replacement in this case. At the level of the component (disaggregated) the deterio-
ration is expressed by the risk of failure. The probabilistic age-replacement model and
the group-replacement model can be used to find the optimal preventive age-limit in
this case, where the former considers a single-unit system, and the latter a group of
identical components (this model is also known as block-replacement model). A further
discussion of these models is postponed to Section 6.7.3, where they are applied to a
practical problem.
These models are simple and lucid and at the same time fairly robust and general.
Although their simplicity is one of the reasons for their attractiveness, they may be too
restrictive for practical applications, and more advanced models may be required. For
example, the model of Chapter 2, which takes opportunities and imperfect repair into
account, can be added as advanced version of the standard probabilistic age-replace-
ment model. The group replacement model of Chapter 4 generalizes the standard block
replacement model. For both models, the simpler, more restricted models appear as
special cases. There exist many more models for replacement, for which we refer to
the overview articles of, e.g., Sherif and Smith  (1981) and the paper on applications of
maintenance and replacement models of Dekker (1992). These overview papers include
also models for inspection and condition monitoring. It is noted however that it is
more difficult to select a couple of generic models from these fields because the
models usually have more complicated assumptions and are more situation specific. A
general and flexible tool to handle specific situations is simulation.
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In combination with information systems, models can provide very useful decision
support. They provide tools to calculate the effects of changes in policies or in other
quantities that affect the decision problem.  As such they add value to the information
(Geoffrion, 1992). The data needed for the model can be gathered and analyzed within
the system and the results can be used for target setting. The follow-up of the actions
provides  a  test  for the validity  of the model.
We emphasize that the vast majority of the maintenance models is aimed at
answering efficiency questions, that is questions of the form 'how can this particular
machine be operated more efficiently?', and not at effectiveness questions, like 'which
machine should we improve  and  how?'. The latter question is often  the  one in which
practitioners are interested in. From this perspective it is not surprising that practitio-
ners are often dissatisfied if a model is directly applied to an isolated problem.
6.4 EMBEDDING THE INTEGRATED FRAMEWORK IN AN INFORMATION
SYSTEM
The improvement program has to be embedded in an information system to help the
maintenance manager with initiating, monitoring and measuring continual improvement
efforts. Such a system should be very userfriendly and flexible in the first place. The
user should be able to access information in a focussed way: the right information at
the right time at the right place. For this purpose, hypermedia technology is very
useful, since it allows the user to navigate through the information system in a way
that resembles the way of thinking in the mind: going from one object to another,
focussing, relating objects etc. Flexibility is important since the decision environment
often changes quickly. Therefore it should be possible to modify the system or parts of
it relatively easily. A modular approach and a programming environment which allows
fast prototyping is important in that respect. For reasons of userfriendliness and
flexibility, the system can best be implemented on a PC. This PC can be linked with
other systems, e.g. for data retrieval.
The P.I.'s should  have a central place  in the software system,  so  that  they  can  act
as a control panel, from which the performance of the maintenance department can be
monitored and analyses can be initiated. The major components of a Maintenance
Management Information System   (MMIS) are shown in Figure   6.3.   P.I.'s  can   be
classified into budget ratio's, job ratio's, equipment ratio's (e.g. availability) and
personnel ratio's (e.g. percentage absence). We refer to Pintelon and Van Wassenhove
(1990) and Lyonnet (1991) for specific examples. A structured network of detailed
reports can be linked to the control panel to provide the user with more detailed
information, including time aggregation or disaggregation and analytical tools such as
128 Chapter 6
0
C     p.Ls       3i \
models
6666
Figure 6.3 The major components of a MMIS
viewing trends. Thus the control panel acts as platform for interaction between the user
and the system. A spreadsheet application can provide a useful representation for the
control panel and the detailed reports.
Secondly, a modelbase of practically useful decision support models should be
linked   to   the control panel. The manager should   be  able to perform in-depth analysis
through formal models without requiring advanced technical or mathematical skills.
Models can also be helpful in obtaining predictions and in setting targets. Simple
models can easily be built into a spreadsheet application, while more complex models
require structured languages such as Pascal or C.
Furthermore, the system requires a database. The system should give access to
consistent databases and it should be flexible enough to define new elements and delete
others (if a new P. I. is defined, it has to be decided which data to gather and in which
format). Time aggregation plays an important role since it will not be possible to keep
all data on a detailed level for several years. For some datatypes such as budget
information only aggregated information is needed, but for other data, for example
failure data of a critical component, very detailed and disaggregated information may
be necessary. In larger plants, the system database will have to be linked with a
factory database, presumably running on a mainframe. In that case, an interface
between the databases has to be developed and maintained. Due to the inflexibility of
many factory database systems this can cause for a bottleneck. The gathering of the
basic data for the factory database can be done by letting the workmen fill out forms
(computerized or not) or by recording useful data automatically by the machines them-
selves.
Another useful source of information is external information, for example,
information about the performance of installations in other companies. They can serve
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as a benchmarks for one's own performance. To obtain reliable data, the datagathering
can be carried out by an organization that has access to data of several companies or
users. An example from the consumer market may illustrate this point: the Dutch
consumer organization has kept data about costs and frequency of failures and
overhauls of a group of 2000 cars of different types over a couple of years. This very
useful information can only be gathered properly by a group of users.
The success of the eventual system depends heavily on how well the elements are
conceived and integrated and how flexible the resulting product is. We built and tested
a prototype software system in which the ideas mentioned above were implemented.
For a description of this prototype and a more elaborate description on the demands on
computer software for maintenance we refer to Angehrn and Jacxsens (1992).
In our approach the analysis 'pulls'   the in formation. Which in formation to gather
and how is decided after the analysis has been done. Advantages of this approach are
that one knows better which information should be gathered and how important it is
and, secondly, that the personnel is better involved and motivated to gather the
information because they realize its usefulness. The drawback of course is that during
the analysis phase one does not have all required information. In our experience
however this is not a serious problem. Usually there is some data available which
together with expert opinion   and,   if necessary, some additional measurements provide
enough information to get a rough impression. Besides, it is an illusion to have all
required information in a company which actively participates in a rapidly changing
environment. However, we note that neither the information system design nor the
analysis should be done extensively in isolation but rather concurrently in an improve-
ment cycle of both analysis and information procedures. In practice one often starts
with putting a lot of money and effort in setting up elaborate data gathering processes
but then it appears to be so time- and money consuming that one does not reach the
analysis phase at all, or meanwhile the situation has changed in such away that the
gathered data are not relevant anymore.
Part II. Application
6.5 INTRODUCTION TO THE APPLICATION
To test our ideas in practice, we implemented the concepts of Part I at three industrial
sites.    In   one   of  them, the eight phase approach was fully implemented (at least,   one
improvement cycle), and in this part we report on our experiences with this implemen-
tation and illustrate    how the concepts    can be applied. The plant we consider    is    a
concrete firm, referred to as the Betodal plant. At this plant there was a very clear
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need for improving reliability and availability since demand exceeded capacity. Conse-
quently, Betodals management had a positive attitude towards improving and structu-
ring maintenance.
We also visited two other plants, another concrete plant, owned by the same
company that owns Betodal, and a large electronic firm. We will only mention these
sites in case of notable differences.
We start with a description of Betodal. The application of our concepts is discussed
in  Section 6.7, while Section 6.8 contains some conclusions.
6.6 PLANT DESCRIMION
Our plant is a small factory that produces concrete stones. The following list summa-
rizes the main characteristics of this plant:
-  size: 10 workmen; 5 machines; 5 stages of production process; 500.000 stones a
week; annual turnover of 8 million Dfi. (50% of which is raw materials)
- maintenance budget 360.000; book value equipment 600.000
- production process relatively simple and old fashioned
-  flow shop production line; one class of products (clincker stones)
- integrated production and maintenance
-  1 shift
-  throughput time: i 2 days
The production process is briefly sketched as follows. Raw materials, such as sand,
water  etc.,  are put together and mixed. A mould is filled  with  this mix, which  is  then
condensed  by a press  and a vibration mechanism (clincker machine). The resulting
stones are transported to the drying rooms where they remain for one day. From there
they are transported to the packing machine and finally they are stored on the grounds
(see  flowchart).
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Figure 6.4 Flow chart of production process
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As the buffers between the process phases are very small, there is a high level of
dependency between the subprocesses. Consequently, a major breakdown of a machine
often leads to a shutdown of the whole line.
The maintenance administration is done by the head of production. Both from their
own experience as well as from other companies, people get an idea of how to
maintain a given piece of equipment (which components to replace, on what basis and
how often). It was clear however that the number of failures and the associated
downtime was far too high. This could be observed from the irregular flow pattern of
the production process (high variability) and the job satisfaction of the personnel (if
there are many failures people tend to become frustrated).
For the general administrative business functions like bookkeeping and inventory, a
structured way of data gathering and information keeping was started only recently.
For reliability, quality and maintenance only very little (written) information was
available. The goals of maintenance were not clearly stated and no targets were set.
The differences with the other two plants find their origin in the scale of produc-
tion. These plants were much bigger and consequently, the interest of management was
more on budgets and people whereas in the small plant the plant manager was focussed
more directly on the performance (availability) of the machines. Secondly, in the
larger plants, the production and maintenance departments were separated. This
tendency of larger firms to separate these departments causes some managerial
difficulties since the aims of the two departments are different. In contrast with
production, maintenance people are often not so much inclined to do preventive
replacements since this is not a very challenging job. Also, it may be difficult to trace
the causes of certain problems since both groups try to blame one another. The
Japanese Total Productive Maintenance concept recommends to integrate maintenance
and production as much as possible (Nakajima (1986)).
Thirdly, the two big plants had put more effort to automation. In the technological-
ly advanced electronic plant a factory-wide production management information system
had been implemented, with terminals near the machines and employees entering data.
Although this system gathers a tremendous amount of data, the maintenance executives
did not use information from this system to substantiate their decision making partly
because they could not access the information they wanted, or in a format they liked.
In fact, like in the other plants they hardly used any factual information to substantiate
maintenance decisions.
6.7 APPLICATION OF CONCEPTS
We fully implemented the eight-phase approach in the concrete plant. To illustrate how
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the concepts can be applied in practice, we discuss the application of three main steps,
viz. getting a picture of the quality and downtime problems, prioritize actions (effe-
ctiveness), and improve the efficiency of maintenance procedures. Other matters, such
as the choice of performance indicators and the set up of information procedures are
not discussed here. This section is an abstract of a report which was carried out for,            '
and in collaboration with, Betodals management.
6.7.1 Quality and downtime problems







Figure 6.5 Causes of downtime
Each time a new production run is started, a set-up takes place. During the set-up
phase many problems occur and it takes a while before production is running smooth-
ly, partly due to failures. If the product variety is large, as is more and more the case,
the large number of set-ups associated with this can cause much downtime. It is
therefore important to streamline the set-up phase and choose a smart variety of        I
products that does not lay a too heavy burden on the set-up.
Errors in technical design can be solved by modification. Some errors directly
come forward but others only become apparent after some time, for example if the
production is speeded up.
Downtime problems can also be caused by quality problems at previous stages, by
service or adjustments, which relate to the motivation and training of the personnel,
and accelerated wear, which related to quality of equipment and effectiveness of
maintenance procedures.
This general picture was further analysed to more specific causes and problem
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fields. Two machines were particularly vulnerable to downtime problems: the clincker
machine and the packing machine. Causes are located in all of the above-mentioned
fields, with an emphasis on maintenance procedures and quality of the mix (previous
stage) for the clincker machine, and on design problems and wear for the packing
machine. In the next subsection we will go further into detail on the causes and
solutions.
The second step is to rank the occurrence of downtime and quality problems
according to importance (e.g. frequency). Both expert opinion as well as some real
data obtained by failure lists or production reports were used to obtain estimates. It is
important to have more than one source of information because a single source is often
unreliable. For example, an expert may tend to exaggerate a problem which is of great
concern to him or her. On the other hand, if a machine is causing much trouble,
people get tired of filling in forms denoting every failure. Especially if many short
interruptions occur, one cannot expect the employee running each time to a desk to fill
out forms. In this case, a different way of accounting is needed.
From manually filled out failure lists, estimates from the workmen and some
additional measurements we got the following picture of the reliability and quality
problems. The amount of downtime is approximately 6 hours a week on average. In
percentage this stems from the problem fields listed below:
-    set-up  (25 %)
- clincker machine GO%)
- packing machine (40%)
- transportation problems (10%)
-    other (5 %)
Since set-up problems occur mainly at the early stages of production, this is essentially
a classification according to production stage.
Besides downtime due to failures production time is also lost because of cleiming
and greasing (including minor maintenance). This amounts to about 6 hours a week as
well.
It is interesting to note that these problems extend beyond the maintenance
department and cannot be solved solely by technical measures on the equipment. Some
problems, e.g. set-up problems, relate to marketing and others to the design of
equipment.
6.7.2 Effectiveness of solutions
To illustrate the method of effectiveness analysis we consider the problems at the
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bottleneck machine. The major bottleneck appeared to be the packing machine, in
contrast with the normal situation in this type of industry where the clincker machine is
the bottleneck. Based on production data, failure records and additional measurements
we concluded that both the speed during operation as well as the proportion of time the
machine was operative (availability) were less than normal (the benchmark in this type
of industry). It was investigated what caused the problems and what could be done
about it.
Several problems contributed to the bad functioning of the machine. First, the
machine was rather old (7 years) and slower than new equipment, which was e.g.
installed at the other plant of the same company, and which had clearly benefitted from
technical improvements. Also, it had been quite some time since the last overhaul. An
overhaul was carried out only during the production stop which occurred at most once
a year. From comparisons with the other plant and analysing failure data (not only for
the packing machine), which clearly exhibited an increasing trend towards the end of
the year, it was concluded that the frequency of production stops should be increased.
A third cause of downtime was that just before the packing machine, the stones were
inspected and bad ones were replaced by good ones, thus causing for delays.
Another problem was that the binding machine, which forms the back-end of the
packing department, functioned very badly. This machine puts a wire along the stones.
It failed very frequently and caused the packing machine to halt when the downtime
was too long (short interruptions could be recovered since the binding machine
operated relatively fast).
The total amount of downtime of the packing machine (excluding the binding part)
was approximately 1,5 hours a week. The binding machine was approximately 5 hours
a week down, 2 hours of which led to production loss. If the packing machine was
operating well it was known to be about as fast as the clincker machine. The clincker
machine  has a cycletime of approximately   17  sec.,  i.e. it produces  a full board  of
stones every  17 sec. on average.
To estimate the production loss per hour (PLH) we reason as follows. The annual
turnover is about Dfl. 7.500.000. The variable cost (mainly raw materials) attributed
to 3.400.000. The cumulative amount of effective production hours is about 1200
hours per year (excluding maintenance, cleaning, downtime etc.). If the production is
stopped one (effective) hour, then the total production as well as the variable cost are
affected. Hence, we obtain a PLH of (7.500.000 - 3.400.000/1.200) = 3.400. We note
that this calculation depends on certain assumptions. For example, we assumed that
saved time is evenly spread among the producttypes. If there is reason to assume that
saved time can be used completely for the most profitable product then the calculation
has to be done on base of cycletimes (how many products are made per time unit).
Let us first analyze the binding machine. For this old machine (18 years) the only
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option is to replace it by a new one. A new machine costs about 75.000. It is expected
that a new machine will reduce the production loss from 80 hours a year to about 20
hours (75% reduction), thus saving 204.000 per year. This estimate is based on a
comparison with the binding machine in the other plant. Hence, it is clearly profitable
to replace the machine and furthermore this decision is not sensitive to changes in the
cost parameters.
Next we turn to the packing machine. Based on the PLH the cumulative failures at
the packing department lead to an annual production loss of 204.000. There are three
solution alternatives:
Option 1) Renew the entire packing machine. This is the most drastic solution altema-
tive. The total    cost of replacement including installation, additive investments    and
production losses (2 days) amount to 800.000, or, when depreciated in 8 years about
100.000 a year. The estimated savings amount to 50 - 80% of the downtime or
100.000 - 160.000 per year. The benefits can be larger than the costs, but given the
magnitude and uncertainty of the amounts, it is not evident that this option is a
profitable one. It is noted that a new machine is also much faster (the cycletime is
about 13 seconds)   but   this   is   only of interest   if the clincker machine   can   be   made
faster. We leave this option out of consideration.
Option  2)  Pe,form  a few  technical  modifications  on  the  packing  machine.  It is  expected
that part of the failures can be prevented by a few technical modifications. For
example it was experienced in other factories that the electrical engines work much
better under direct than alternate current. The costs of these modifications amount to
250.000 while the expected savings range from 60.000 to 140.000 a year. At a
depreciation of 8 years this is certainly a profitable investment.
Option 3)  Increase the frequency  of maintenance and overhauls.  A number of critical
components such as layers, clamps etc. could be replaced more frequently. Currently,
the annual (direct) maintenance cost amounts to 10.000. (Notice that the hidden costs
relating to maintenance   are a multitude   of the tangible cost). Suppose the frequency
would be doubled, then the amount of savings is, roughly estimated, 20.000 to 60.000.
Additional production losses yield approximately 10.000. Given the uncertainty of this
estimate and the low marginal profit in absolute terms this does not seem to be very
effective (at least not if this option is taken as a single alternative).
The estimates concerning the reduction of failures are based on an analysis of the
type of failures, information from the equipment manufacturer and experiences in the
other concrete firm.
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Summarizing, the most attractive option is the second one, and this one was indeed
chosen by the management.
It  is  interesting to discuss some further aspects of Option   1. The reason  that  the
expected downtime after renewal is much lower is partly due to the fact that the
machine has been technically improved, but also because a new machine in general
leads to less problems than an older one (except if the machine is based on very new
technology which   is  not yet fully tested).   In the calculations  of  the  cost and benefits  of
Option 1 we assumed a constant amount of 80 hours downtime a year for the old
machine, and 20 for a new. It is more realistic, but also more complicated, to assume
that the amount of downtime as well as the maintenance costs gradually increase with
the age of the machine. From experienced people in the field it was learned that the
maintenance cost indeed show an increasing trend. This is due to the fact that as it gets
older more and more components are subject to overhaul and renewal.
If the maintenance cost are increasing with the age and are substantial compared to
the cost of a new machine, then at a certain age it may be worthwhile to replace the
machine with an entirely new one. If we denote the maintenance cost in the i-th year
of operation by ci and the replacement costs by A then the average cost per period in
the long run if we replace every T periods is given by (see e.g. Nahmias,  1989):
T
A +  C,
&(7)    =                  i.OT
This model was introduced in Section 6.3.2 as the deterministic age-replacement
model. In this model the probability of failure of the components is subsumed in the
expected maintenance costs per year. Based on estimates of c, and the value
A = 800.000 (see Option 1) we computed the formula for several values of T. The
maintenance costs in the i-th period of operation are a combination of the tangible
costs 4  (material, new components)  and the production  loss h,, which is obtained  by
combining the unavailability u, , the pLH, and the total number of effective hours per
period. The estimates for t, and u, are based on expert judgement and supported by
data. The resulting average costs are shown in Table  6.1  and  we  see  that the optimal
replacement age is 6 years with an average costs per year of 216.000. We note that
this model is actually an efficiency model which is used here to judge the effectiveness
of the solution of replacement.
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Table 6.1
Results for the deterministic age-replacement model
i                  t,                   u                          hi                            %(0
1 1.000 0 %                   0                801.000
2 3.000 1% 51.000 427.500
3 3.000 1% 51.000 303.000
4 10.000 2% 102.000 255.250
5 10.000 2% 102.000 226.600
6 10.000 3% 153.000 216.000
7 20.000 4% 204.000 217.143
8 20.000 5% 255.000 224.375
9 15.000 5% 255.000 229.444
10 15.000 6% 306.000 238.600
The effectiveness analysis has been applied to a number of situations at Betodal.
Although each situation has its specific requirements, the general approach is very
similar in each case.
6.7.3 Maintenance efficiency
Anticipating on the modifications on the packing machine, we did some further
analyses on the clincker machine, which is the heart of the production process. A
preliminary study suggested that for this machine, improvement of the maintenance
procedures could be effective. To study the maintenance efficiency of certain tasks we
applied some models. Two successful applications are presented in this section.
We consider two components of the clincker machine and assume now that this
machine is the bottleneck machine. The most critical component is the so-called mould
clamp holder (MCH). For this component we analyse the optimal replacement frequen-
cy. The other object of maintenance is a series of bolts (SOB) which fixes a press
beam. We refer to this group of bolts as a component. The soB is not very critical, but
the routine maintenance tasks on this unit are very time consuming. Here we investi-
gate whether the bolts have to be maintained individually or as a group in order to
minimize the amount of time spent on the unit.
Mould clamp holder
The MCH is replaced after it has been in use for 4 months (preventively) and upon
failure. Despite the frequent preventive replacements the unit still fails from time to
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time. When it fails, some parts are damaged and it takes 5 hours to replace it. A
preventive replacement takes 2 hours. We gathered estimates of cost and failure
characteristics together with the head of production. Under the present replacement
policy it was estimated that approximately 1 out of 5 MC:Hs fails. If the replacement
frequency would be doubled, that is replacement after 2 months, almost no failure
would occur (say 1 in 20, or approximately 1 in 3 years) and if it would be done after
6 months 1 out of the 2 would fail. Let c, be the cost of a preventive replacement and
9 the cost of corrective replacement. Using the PLH of 3400 and the fact that a repair
upon failure takes 5 hours of downtime, we conclude that 9 = 17.000 (the tangible
cots are negligible). Preventive maintenance takes 2 hours, and the costs of an hour
preventive maintenance are, as we will see below, 1000. Hence cp= 2.000. It is now
easily verified that it costs approximately 17.100 per year if replacement is done after
two months, 16.200 after 4 months and 21.000 after 6 months.
These calculations provide a check on the estimates of the production head, and at
the same time a check for the results of the model. It is very important for the
acceptance of the results of a model, that the people from the shop-floor can obtain an
idea of whether the results are in accordance with their experiences, since they usually
cannot understand the model. The simplicity of a model is not so much important for
explanation purposes, but rather for the ability of checking special cases with relatively
simple calculations or rough estimates.
The cost of preventive maintenance is not easy to establish. On one hand, preven-
tive maintenance has an impact on production because the time devoted to maintenance
could have been used for production. On the other hand, maintenance can be planned
on moments that the equipment is not required for production, like during shutdowns
or at moments at which the machine is halted. For example, for some products, the
drying rooms are full at the end of the day, and so the clincker machine cannot
continue to work longer. Here we applied the following reasoning: There are certain
time intervals used for preventive maintenance, but since these time-intervals could
also have been used for production, they mean production loss. However, a careful
planning of these time-intervals makes it possible to maintain 3 to 4 installations simul-
taneously. Hence, we spread the cost among the machines and conclude that preventive
maintenance   on the clincker machine costs about 1000 guilders   per   hour.   Note   that   a
failure occurs usually unexpectedly and therefore in such a case no other preventive
maintenance can be carried out simultaneously.
We applied the probabilistic age-replacement model, which was briefly introduced
in Section 6.3.2, to find the optimal replacement age. This model balances the
probability that the component fails against the cost of preventive replacement. The
input parameters are the cost of preventive and corrective maintenance and the
probability distribution of the lifetime. In the Appendix we show how we estimated
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Figure 6.6 Results for probabilistic age-replacement model
the lifetime distribution from the data. The formula for the average cost now yields
(see e. g. Nahmias, 1989):
g(7) =  V




where F(0 is the probability that the machine fails before time t. The optimal replace-
ment age is 3 months (see Figure 6.6) with an average cost per year of 15.000. This
result supported the feeling of the head of production that the current frequency was
perhaps too low, although the expected savings are not high.
Series of bolts
Next we turn to the problem of the bolts. The front beam of the clincker machine is
fixed with 12 bolts. If a bolt cracks, the machine continues operating, but if several
bolts have failed and some are loose, then the machine can break down, with severe
damage as a result. Therefore, the bolts are checked at the end of each workday and if
a bolt turns out to have failed, it is immediately replaced, while the loosened bolts are
fixed again. At the moment of our study, a bolt cracked practically each day. The
present maintenance policy was to replace a bolt if it turns out to have failed at the end
of  the day (hence no preventive replacement). Fixing a single cracked bolt takes   on
average 1.5 hours time. Preventive replacement  of the whole group of bolts takes only
two hours (the reason that it takes so long to replace a failed bolt is that has often got
stuck in its hole and has to be drilled out).
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The fact that it takes relatively little time to replace the whole group makes it
interesting to investigate whether preventive group replacement is useful. The group-
replacement model, mentioned in Section   6.3.2,   is  used to analyse this situation.The
following class of policies is analysed: replace individual components upon failure and
the entire group of components at multiples of a time period T (this policy is also
known as a block-replacement policy). Thereby, we assume that the intensity of fail-
ures increases with age. Under this assumption it is to be expected that after a certain
period of time with relatively few failures, a number of failures will occur relatively
short after each other, and time-savings are incurred by performing joint-replacements.
We note that the assumption of increasing failure rate could not be checked because no
individual data were available. However, in principle, the model could be validated
afterwards with the results.
From the fact that there are 12 bolts and practically each day one of them fails we
conclude that the mean lifetime is approximately 12 days. We made some further
assumptions on the distribution (see Appendix) and applied the group replacement
model. It appeared that a block replacement every five days is most efficient. Under
this policy the expected number of failures between two consecutive group replace-
ments equals one,  so  that the total time for maintenance is (1·2+  1·1.5  =) 3.5 hours
a week. Comparing  this  with the failure based policy where one looses 1.5 hours  per
day or 7.5 hours a week, we conclude that the total amount of time needed for mainte-
nance  can be reduced  by 50%. Costs associated  with the additional number of bolts
that is used are negligible.
A drawback of the block replacement policy is that it does not use any information
regarding the state of the components. For example, it may happen that at time T
many components have already been replaced once (upon failure) and are almost new
or that one component fails just before T while the others are still functioning (and
almost reached age 7). In the first case it seems more efficient to defer the group
replacement while in the latter case, the moment of failure provides a nice opportunity
to  replace the entire system. A model that takes information about the components  into
account on an aggregate level is the model from Chapter 4. We applied this model to
the SOB problem. The input parameters are again the lifetime distribution and the cost
of individual failure replacement as well as the cost of group replacement (we note that
all components ckin be replaced in two hours, regardless of the fact that one failed or
not). An efficient group maintenance policy is paraphrased as follows: replace an in-
dividual component as soon as it fails or reaches the age of 7 months and take this
opportunity to replace the entire group if 9 components or more have reached the age
of 3 months (the B-policy of Chapter 4). According to the model in Chapter 4, this
policy  leads  to 2.5 hours  a  week for maintenance,  that  is, a further reduction  of  15 %,
compared to no preventive replacements at all. For a further discussion of this type of
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policy we refer to Chapter 4.
Unfortunately for us, neither of the two group replacement models could be
validated because a new type of bolt was introduced and the problem did not occur as
frequently anymore. In other words, a more effective solution was found.
6.8 CONCLUSIONS
In this chapter, we present a systematic approach for improving preventive mainte-
nance. This approach aims at improving factory performance through reduced
downtimes and increased levels of quality by enhancing effectiveness and efficiency of
preventive maintenance. It is not a solution technique but rather an approach providing
guidelines for setting up a continual improvement program. It combines elements from
replacement theory and practice, methods from industrial engineering, replacement
models, and is based on the possibilities offered by modem information technology.
The analysis has to be performed by a task group with people from the factory and,
possibly, external people (e.g. consultants, trainees). Without a thorough analysis of
the production process and a deep knowledge of the factory it will not be successful.
However, when successfully applied, a major contribution to factory performance can
be obtained, yielding a competitive advantage of the factory.
With this study we hope to contribute to a new conceptual basis for the use of
computer-aided maintenance systems in organizations, and secondly, to give impulses
to a better integration of mathematical models and analytical techniques into manage-
ment practice. It is realized that the approach has implications for other fields both
inside the field of operations management as well as outside (e.g. finance).
APPENDIX
Estimating the lifetime distribution
In this appendix we discuss the derivation of the lifetime distribution for the age
replacement model and the group replacement model. We denote the lifetime distribu-
don by F(t).
A widely known lifetime distribution in reliability is the Weibull distribution.
Several techniques, based on least squares or maximum likelihood, are available to
estimate the two parameters of a Weibull distribution on base of (censored) failure
data. For a discussion of these methods and references we refer to Gertsbakh (1989).
Next to failure data, one can also use expert judgment to estimate a lifetime distribu-
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tion. A general methodology is given in Van Noortwijk et al. (1992).
Here, we use a very simple and straightforward approach to obtain a preliminary
estimate of the lifetime distribution on base of a few estimates about the expected
number of failures under certain policies. Recall from Section 6.7.3 that the present
policy of replacing after four months resulted in 20% failures. Hence, F(4) is estimat-
ed to be 0.2. In the same way, we obtain from the other estimates reported in that
section that F(2) - 0.05 and F(6) = 0.5. Note that the estimates for F(4) and F(2) are
based on actual experience (they could be verified with data), but the second estimate
is only a subjective extrapolation. On the other hand, the estimate of F(2) is inaccurate
(could be 0.08 or 0.02 as well). Therefore we used the estimates for F(4) and /7(6) to
obtain the scale parameter A and the shape parameter B. Note that two estimates of a
Weibull distribution suffices to solve the parameters from the data (this results in two
equations in two unknowns, which can be easily solved). It is easily verified that
A=O. 15 and 0=2.8. The third data point appeared to be in accordance with these
values, and the general statistical methods, based on least squares, also led to approxi-
mately the same results.
For the group replacement model we took a Weibull distribution with parameters
A=O.075 and 0=2.5 (the mean of this distribution is indeed 12 days).
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