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Abstract
The semiclassical theory for billiards with mixed boundary conditions is devel-
oped and explicit expressions for the smooth and the oscillatory parts of the spectral
density are derived. The parametric dependence of the spectrum on the boundary
condition is shown to be a very useful diagnostic tool in the semiclassical analysis
of the spectrum of billiards. It is also used to check in detail some recently pro-
posed parametric spectral statistics. The methods are illustrated in the analysis of
the spectrum of the Sinai billiard and its parametric dependence on the boundary
condition on the dispersing arc.
1 Introduction and Statement of the Main Results
A classical billiard is completely dened once its boundary  is prescribed. Then, the
requirement that the particles (rays) reect specularly determines the dynamics. To address
the quantum (wave) analogue, it is necessary to solve the Schrodinger equation, which
reduces for billiards to the Helmholtz equation
(+ k
2
) (~r ) = 0 : (1)
k is the wave number under consideration and we use natural units where h = 2m = 1 and
E = k
2
.
In wave dynamics, one needs to supply an additional piece of information, that is, a
condition which the wave function has to satisfy on the boundary. In quantum mechanical
applications, one often considers the boundary as high potential wall whose height tends
to innity and then the boundary condition is the Dirichlet condition
 (~r ) = 0 ; ~r 2  : (2)
Another common boundary condition is the Neumann boundary condition
@
^n
 (~r ) = 0 ; ~r 2  ; (3)
1
where @
^n
stands for the normal derivative, with the normal pointing outside. This boundary
condition appears most naturally for the pressure eld in acoustics. One can generalize the
above boundary conditions by requiring
(~r ) (~r ) + @
^n
 (~r ) = 0 ; ~r 2  : (4)
This form leaves the problem self-adjoint when  is real. The Dirichlet boundary condition
is recovered by setting (~r )
 1
= 0. We shall restrict the discussion to non-negative (~r )
functions. If (~r ) is negative, the Helmholtz equation can have solutions for imaginary
values of the wave number k. Such solutions are unphysical, since they correspond to
steady states despite of a dispersion of energy in the medium that takes place when the
imaginary part of k is dierent from zero [1]. Furthermore, we shall not deal with the
most general positive (~r) but restrict our attention to piecewise constant functions on the
boundary. In some applications it is convenient to express eq. (4) in terms of a positive
parameter b and a (piecewise constant) mixing angle  so that the boundary condition
reads
b cos (~r ) + sin@
^n
 (~r ) = 0 ; ~r 2  : (5)
This form interpolates conveniently between the Dirichlet and the Neumann boundary
conditions, in terms of  which is limited to the interval 0   

2
.
At this point we would like to make the following observation. In the semiclassical
domain, the dominant term in the boundary condition (4) is @
^n
 (~r ) which is of order k.
Hence, for a xed  and in the semiclassical limit (k !1), the spectrum will always tend
to the Neumann case. A more proper denition of the semiclassical limit is one, that allows
also in the limit k ! 1 an interpolation between the Dirichlet and Neumann boundary
conditions. This can be achieved by considering k and =k as independent parameters
when performing this limit. To emphasize this point, we shall always quote the results as
functions of these two parameters.
Mixed boundary conditions are not encountered in physical applications as often as
Dirichlet and Neumann boundary conditions. A perturbative treatment of the Helmholtz
equation with respect to changes in boundary conditions can be found in [2], but the semi-
classical quantization of billiards with mixed boundary conditions was rarely discussed
previously. The only exception we found was the work of Balian and Bloch, who encoun-
tered these boundary conditions in a nuclear physics context [3].
Our interest in the mixed boundary conditions stems from the observation that one can
use the additional freedom provided by the function (~r) as a powerful tool in the analysis
of various aspects of the semiclassical quantization of billiards. To explain this rather non{
conventional approach, we shall have to start by quoting the results of the semiclassical
derivation for two{dimensional billiard systems which is presented in the next two sections.
We consider the spectral density in terms of the wave number k. For positive k and
k
n
() = +
q
E
n
() it is given by
d(k;) =
1
X
n=1
 (k   k
n
()) =

d(k;) + d
osc
(k;) ; (6)
which depends parametrically on the boundary conditions. The semiclassical theory uses
separate methods to evaluate the smooth and the oscillatory components of the spectral
2
density. For the smooth spectral density we get (see sections 2.1, 2.2, 3.1 and appendix A
for the derivation)

d(k;) =
Ak
2
 
L
4
2
6
6
4
1  
2
r
1 +


k

2
3
7
7
5
+
1
4k
1 + 2


k

2
 

1 +


k

2

3=2

k

1 +


k

2

3=2
Z

ds
R(s)
+ d
c
(k;) + : : : : (7)
This is the generalized Weyl formula. As expected, the leading term involving the area
of the billiard A is independent on the boundary condition. The higher order corrections,
starting from the term containing the circumference L, depend on  in a way which in-
terpolates between the known expressions for the Dirichlet and the Neumann boundary
conditions. The third term is the curvature contribution which contains an integral over the
curvature 1=R(s), and d
c
(k;) denotes contributions from corners. For a 90

corner with
mixed boundary conditions on one side and Dirichlet or Neumann boundary conditions on
the other side it is given by
d
c
(k;) = 
1
4k

k
1 +


k

2
; (8)
where the negative sign corresponds to the Dirichlet case.
The semiclassical expression for d
osc
(k;) is written as a sum of oscillatory terms whose
periods correspond to the lengths of classical periodic manifolds. The semiclassical treat-
ment distinguishes between contributions of unstable, isolated periodic orbits and contri-
butions of continuous manifolds of neutral periodic orbits. In the standard theory, the
former are given by the Gutzwiller trace formula [4, 5] and the latter were rst derived by
Berry and Tabor [6, 7]. To leading order, the introduction of mixed boundary conditions
does not aect the amplitude of the oscillating terms. The phase of each term is changed
relative to the case with Dirichlet boundary conditions, by the addition of the  dependent
phase
2
n
X
i=1
arctan
 
k
(~r
i
)
cos 
i
!
; (9)
where the periodic orbit bounces n times o the boundary at the points f~r
i
g
i=1;;n
and
k cos 
i
is the component of the momentum normal to the boundary at the i'th bouncing
point. This expression is the same whether the periodic orbit is an isolated unstable
periodic orbit (see equations (77) and (81) ) or belongs to a manifold of neutral periodic
orbits (see equations (37) and (47) ). When (~r) = 0, one recovers the well known result
that there is a phase dierence of n between the contributions of periodic manifolds in the
Dirichlet and Neumann cases. An important feature of (9) is that except for the limiting
Dirichlet and Neumann cases the phase depends on the normal momenta at the bouncing
points. We would like to emphasize that the underlying classical dynamics is indierent
to the boundary conditions. In other words, by changing the boundary condition, one can
alter the quantum spectrum, without aecting the periodic orbits.
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We shall explain now how the parametric dependence discussed above can be used as a
diagnostic tool in the semiclassical analysis of spectra. Suppose we would like to isolate the
contribution of periodic orbits which are conned to a certain segment of the boundary. We
may calculate the spectrum for two (~r) functions which are dierent only in the desired
segment. The dierence in the oscillatory parts of the corresponding spectral densities will
then depend only on trajectories which bounce o the domain of interest at least once. This
is of particular importance when the boundary under consideration permits the existence of
continuous families of marginally stable periodic orbits such as the \bouncing ball" orbits
in the Sinai and the stadium billiards [8, 9]. Their eect is best seen when the spectral
density is Fourier transformed to give a length spectrum. Here, each family contributes a
peak at the lengths of the bouncing ball orbit and its repetitions. If the original spectrum
is considered in the interval [0; k
max
], the intensity of the peaks at the bouncing ball lengths
for a d{dimensional billiard scales like k
(d 1)=2
max
relative to the peaks appearing at the lengths
of the unstable periodic orbits. Moreover, as d increases the number of possible bouncing
ball families proliferates and they can ll subspaces of dimensions ranging between two and
d in conguration space. Thus, the bouncing ball contributions may dominate the length
spectrum to the extent that contributions from the unstable periodic orbits can hardly
be resolved. The variation of the boundary conditions along the sections of the boundary
which are visited by the unstable periodic orbits exclusively, enables us to isolate their
contribution from the non-generic features which are due to the bouncing ball families. We
shall show the power of this method in section 4 where we discuss in detail the spectrum
of the Sinai billiard in the plane.
Another interesting application is the possibility to study the parametric spectral statis-
tics, along the lines which were introduced in [10, 11, 12, 13] for parameter dependent
Hamiltonian systems. The system that we study is dierent from the standard one, since
the underlying classical dynamics is independent on the parameter , so that the classical
periodic orbits are the same for all parameter values. The only change in the semiclassical
expression is due to the phase factor (9). In particular, we shall study in section 5 the dis-
tributions of spectral \velocities" dE
n
()=d and \curvatures" d
2
E
n
()=d
2
for the Sinai
billiard. Parametric statistics of this kind were previously performed for parameter depen-
dent Hamiltonian systems and universal distributions for chaotic systems were suggested,
based on random matrix models.
Much of the present work was dedicated to the derivation of the semiclassical spectral
density for the mixed boundary condition. This requires some special care, as was rst
noted by Balian and Bloch in their work on the smooth spectral density for billiards in
three dimensions with mixed boundary conditions [3]. In their analysis, Balian and Bloch
explain very clearly the main diculty which is encountered when one addresses general
boundary conditions rather than the Dirichlet or Neumann conditions. Their starting
point is an integral equation for the Green function, with a kernel which involves the free
Green function and its normal derivative on the boundary. A Born expansion then leads
to a multiple reection series for the Green function. Balian and Bloch showed that the
kernel of the integral operator is regular for Dirichlet and Neumann boundary conditions.
However, for any intermediate case the kernel is singular (but still integrable). Because of
this singular behavior, any perturbative expansion or semiclassical approximation, which
can be used for the two extreme boundary conditions cannot be justied for any interme-
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diate case. Balian and Bloch observe that \It is therefore not possible to use directly the
integral equation for deriving a perturbation expansion: : :For instance, even for a plane,
the expansion should be resummed to all orders in ." Balian and Bloch did not provide
the corresponding treatment for the oscillatory component of the spectral density, nor did
they compute the smooth spectral density for two{dimensional billiards. Moreover, their
method excludes the treatment of corners. The following section will be devoted to a dis-
cussion of these points. We shall use a variety of methods to overcome the diculty which
was identied by Balian and Bloch. Sections 2 and 3 are rather technical. The reader
who is not interested in the details of the derivation can skip them and, equipped with
equations (7,9) he/she can go directly to the applications.
The paper is organized in the following way. In the next two sections we shall present the
semiclassical theory for the spectral density. We start with integrable billiards, the circle
and the rectangle, and then proceed to more general shapes which correspond to chaotic
classical billiards. The numerical demonstrations and checks will be carried out for the
Sinai billiard and therefore we shall give an independent derivation of the spectral density
using a method which is based on the KKR technique as used by Berry [8]. In all cases, we
shall discuss separately the smooth and the oscillatory parts of the spectral density. For
the former, we shall use a variety of methods, extending the Stewartson and Waechter [14]
calculations for the circle and the Balian and Bloch approach for smooth billiards. The
resulting expression (7) for the smooth density includes the modications due to the mixed
boundary conditions for the length and curvature terms as well as a 90

corner term. To
calculate the modication of the oscillating part of the spectral density we shall mostly
use the scattering approach [15, 16, 17]. Section 4 will be devoted to the application of
the mixed boundary conditions as a diagnostic tool. We shall develop a method for the
elimination of all the structures which are due to the bouncing ball families and show how
it works in practice for the Sinai billiard in two dimensions. In section 5 we shall discuss
spectral statistics that depend on the sensitivity of the energy levels to a change of an
external parameter. In particular, we compare numerical results to distributions that were
obtained from random matrix theory, and we discuss deviations from these distributions
that are due to the existence of families of bouncing ball orbits. Again, the system to
be analyzed is the Sinai billiard and the boundary condition on the dispersing arc will
be varied. The last section contains some discussion about the physical interpretation of
the mixed boundary conditions and the behavior of the boundary phase for long unstable
periodic orbits.
2 The Semiclassical Spectral Density { Integrable
Systems
The semiclassical theory relates the oscillatory part of the spectral density to the peri-
odic manifolds of the underlying classical dynamics. This is why it is necessary to treat
separately billiards whose classical analogues are integrable or chaotic. We shall follow
this route in this paper and present now the theory for two integrable billiards - the circle
and the rectangle, deferring the treatment of chaotic billiards to the next section. The
semiclassical expressions for the smooth components of the spectral density do not depend
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on the detailed classical dynamics. Because of the relative simplicity of the circle and the
rectangle billiards one can use special methods to derive the smooth spectral densities in
these cases. We quote them here since they provide both physical insight and independent
checks for the general theory presented in the next section. Moreover, the treatment of
corners will not be done by the method of Balian and Bloch and we rely on the analysis of
the integrable problems for this information.
2.1 The Circle Billiard
We start with the circle billiard with mixed boundary conditions which is integrable if (~r )
is constant. In this case the semiclassical approximation can be derived from the exact
solutions for the Green function and the scattering matrix. Although the circle billiard
is a special system, the results already show how the semiclassical trace formula will be
modied in the general case.
The exact solutions of the Helmholtz equation for the circle billiard with a constant
(~r ) are given in polar coordinates by
 
l;m
(r; ) = c
l;m
J
l
(k
l;m
r) e
il
; l 2 Z ; m 2 Znf0g ; (10)
where c
l;m
are normalization constants and J
l
(z) are Bessel functions of the rst kind. The
wave numbers k
l;m
are determined by the boundary conditions (4). They have to satisfy
J
l
(k
l;m
R) + k
l;m
J
0
l
(k
l;m
R) = 0 : (11)
For 0 <  <1 all solutions of eq. (11) are real [18] and the positive solutions k
l;m
lie in
between those for Neumann and Dirichlet boundary conditions: k
N
l;m
< k
l;m
< k
D
l;m
; m >
0. There exists an equal number of negative solutions k
l; m
=  k
l;m
which correspond
to the same quantum state. Let us discuss briey, what happens if  becomes negative.
For every l, the rst positive solution k
l;1
of eq. (11) decreases as  is decreased and it
coincides with zero and with the rst negative solution k
l; 1
if  =  l. If  is decreased
further, then these two solutions become a pair of complex conjugate imaginary numbers.
For l = 0 these solutions are imaginary for any negative value of . Imaginary solutions of
this kind exist also for other billiards and for that reason our considerations are restricted
to non{negative values of  [1].
The smooth part of the spectral density
In order to obtain the smooth parts of the spectral density and of the spectral staircase
for the circle billiard we apply the method of Stewartson and Waechter [14] who derived
the corresponding results for Dirichlet boundary conditions. The method is based on the
fact that the exact Green function of the circular billiard can be written in a closed form.
The starting point is the Green function for the heat diusion equation which satises
the inhomogeneous dierential equation
(r
2
  s
2
)
~
G(~r; ~r
0
; s
2
) = (~r   ~r
0
) (12)
with mixed boundary conditions on a circle of radius R:
(+ @
^n
)
~
G(~r; ~r
0
; s
2
) = 0 ; j~r j = R : (13)
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This Green function is directly related to the Green function of the Helmholtz equation by
~
G(~r; ~r
0
; s
2
) = G(~r; ~r
0
; k
2
)j
k=is
and to the spectral density by (k > 0)
d(k) =  
2k

lim
!0
Tr Im
~
G(~r; ~r
0
; s
2
  i)j
s= ik
=  
2k

lim
!0
Z
d
2
~r [Im
~
G(~r; ~r
0
; s
2
  i)j
s= ik
]
~r
0
=~r
; (14)
where the integration extends over the domain of the circle. In the following an asymptotic
expansion of the Green function for large s will be derived and it yields an asymptotic
expansion of the smooth part of the spectral density for large k. A detailed discussion of
this point is given in [19].
The solution to equations (12) and (13) is obtained by taking the free Green function
~
G
0
(~r; ~r
0
; s
2
) =  
1
2
K
0
(s j~r   ~r
0
j) =  
1
2
1
X
n= 1
I
n
(sr
<
)K
n
(sr
>
) cos[n(   
0
)] ; (15)
which satises (12) and adding to it solutions of the corresponding homogeneous dierential
equation in order to satisfy the boundary conditions. In eq. (15) (r; ) and (r
0
; 
0
) are the
polar coordinates of ~r and ~r
0
, r
<
(r
>
) is the smaller (greater) of r and r
0
. I
n
(z) and K
n
(z)
are modied Bessel functions [20]. The Green function
~
G(~r; ~r
0
; s
2
) can then be written as
~
G(~r; ~r
0
; s
2
) =  
1
2
1
X
n= 1
I
n
(sr
<
)[K
n
(sr
>
) + a
n
I
n
(sr
>
)] cos[n(  
0
)] ; (16)
and the coecients a
n
follow from the boundary condition (13) as
a
n
=  
K
n
(sR) + sK
0
n
(sR)
I
n
(sR) + sI
0
n
(sR)
: (17)
In order to obtain the spectral density one has to evaluate the trace of the Green function.
However, since the real part of this trace is divergent one considers instead
~
K(s
2
) =
Z
R
0
dr r
Z
2
0
d [
~
G(~r; ~r
0
; s
2
) 
~
G
0
(~r; ~r
0
; s
2
)]
~r
0
=~r
; (18)
which is nite. Evaluating the two integrals results in
~
K(s
2
) =
R
2
2
1
X
n= 1
f(n; s) ; (19)
where
f(n; s) =
"
(1 +
n
2
(sR)
2
)I
n
(sR)K
n
(sR)  I
0
n
(sR)K
0
n
(sR)  
I
0
n
(sR)
sR I
n
(sR)
#
 + s
K
0
n
(sR)
K
n
(sR)
+ s
I
0
n
(sR)
I
n
(sR)
: (20)
The function f(n; s) is even in the rst argument for integer n. In order to derive the
asymptotic behavior of
~
K(s
2
) for large s, the sum in eq. (19) can be replaced by the
integral
~
K(s
2
) = R
2
Z
1
0
d f(; s) ; (21)
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since the correction terms are exponentially small for large s [14]. One proceeds now in
the following way. The denition (20) of f(n; s) consists of two factors. The rst one
is the expression for f(n; s) in the case of Dirichlet boundary conditions on the circle
and for R = 1 it is identical to the denition of Stewartson and Waechter [14]. The
Bessel functions in this term are replaced by their uniform approximation [20] and after
substituting =(sR) by , the term is expanded in powers of 1=(sR). The same is done
with the quotients K
0
n
(sR)=K
n
(sR) and I
0
n
(sR)=I
n
(sR) in the second factor of denition
(20). Taking into account terms which contribute to the rst two leading terms of K(s
2
)
yields
~
K(s
2
) = R
2
Z
1
0
d
1
2sR (1 + 
2
)
"
1 

2
sR (1 + 
2
)
3=2
#

s
 
p
1 + 
2
  [2sR(1 + 
2
)]
 1

s
+
p
1 + 
2
  [2sR(1 + 
2
)]
 1
:
(22)
In this expression the variable s appears in two dierent combinations, as sR or s=. In
keeping with our remarks in the introduction we expand the integrand in powers of 1=(sR)
keeping the ratio =s xed. This leads to a resummation of

d(k) to all orders in , which
is identical to the resummation performed by the method of Balian and Bloch [3] which is
reported in section 3.1. The result is
~
K(s
2
) = R
2
Z
1
0
d
2
4

s
 
p
1 + 
2
2sR (1 + 
2
) (

s
+
p
1 + 
2
)
 
 
4
+

2
s
2

2
+ 1
2(sR)
2
(1 + 
2
)
5=2
(

s
+
p
1 + 
2
)
2
3
5
:
(23)
From this the rst asymptotic terms of the smoothed level density

d(k) follow as

d(k) =
kR
2
2
 
2k

lim
!1
Im
~
K(s
2
  i)





s= ik
=
kR
2
2
 
R
2
2
6
6
4
1 
2
r
1 +


k

2
3
7
7
5
+
1
2k
1 + 2


k

2
 

1 +


k

2

3=2

k

1 +


k

2

3=2
; (24)
where the area term kR
2
=2 is obtained from the contribution of the free Green function to
the trace of G. The integral over  has been performed using MAPLE. Integrating eq. (24)
over k yields

N(k) =
(kR)
2
4
 
kR
2
2
4
1  2
0
@
s
1 +


k

2
 

k
1
A
3
5
+
1
6
2
6
6
4
1   3
r
1 +


k

2
  1

k
r
1 +


k

2
3
7
7
5
: (25)
In principle, the integration of

d(k) over k could lead to a -dependent constant in the
asymptotic expression of

N (k). One way to determine the constant term of the asymptotic

N(k) is to expand  
~
K(s
2
) in all orders of 1=s (now taking into account also the s=-terms).
Then the coecient of the 1=s
2
-term is identical to the constant term in the asymptotic
series for

N(k) [21], if expanded in all powers of 1=k. Doing this, one obtains in both
cases 1=6   R, and thus the constant term in eq. (25) is correct. Eq. (25) is identical
to the formula for general shapes that will be derived in section 3, if the three terms are
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expressed by the area A = R
2
, the perimeter L = 2R and the integrated curvature
R
ds =R(s) = 2, respectively.
In appendix A the corresponding result for a semi-circle billiard is derived with mixed
boundary conditions on the circle and Dirichlet or Neumann boundary conditions on the
diameter. In this way the contribution of a 90

corner is obtained that will be used in
applications in section 3.3.
In gure 1 we show a comparison of the three contributions to the asymptotic expression
(25) for the mean spectral staircase

N(k) with numerical data for the circle billiard with
 = 150. All 22 540 eigenvalues below wave number k = 300 have been included. In the
upper gure the area term is compared to the numerical result for N(k) and on this scale
one cannot see any dierence. The intermediate gure shows the length term in comparison
with the dierence between the spectral staircase and the area term. The numerical data
have been smoothed over the range of approximately 100 levels. Both curves are in good
agreement over the whole range of k. In order to demonstrate the eect of the resummation
in , we also plotted the length term for Neumann boundary conditions (dashed), since this
is the next-to-leading asymptotic term for all values of , if no resummation is performed.
The dashed and the full line become parallel for large values of k, but one can see that the
resummation is necessary in order to have a good description of the spectrum also for lower
values of k. In the lower gure the curvature term is compared to the spectral staircase from
which the area and length terms have been subtracted. In this case the numerical curve
has to be smoothed strongly (over the range of approximately 1000 levels) since it has large
uctuations about its mean (note the dierent scales in the three gures). Nevertheless,
one gets good agreement with the theoretical curve. The deviations near k = 300 and
k = 0 (also in the intermediate gure) are due to edge eects of the smoothing procedure.
The oscillatory part of the spectral density
We derive the oscillatory part of the spectral density by applying a scattering formalism
and making use of the fact that there is a direct relation between the inside and outside
problem of a billiard system.
A solution of the scattering problem for a compact billiard system can outside a circle
that contains the billiard completely be written as
 (r; ) = H
 
l
(kr) i
l
e
il
+
1
X
l
0
= 1
S
l;l
0
(k)H
+
l
0
(kr) i
l
0
e
il
0

; (26)
where S
l;l
0
(k) are the elements of the on-shell scattering matrix in the angular momentum
representation, and H

l
(z) = J
l
(z)  iY
l
(z) are Hankel functions. For the circle (with
radius R), the requirement that  (r; ) satises the boundary conditions (4) with constant
 gives the scattering matrix explicitly. Due to the rotational invariance of the system, the
scattering matrix is diagonal, and its diagonal elements are given by
S
l
(k) = e
 i'
l
(k)
=  
H
 
l
(kR) + k H
 
0
l
(kR)
H
+
l
(kR) + k H
+
0
l
(kR)
; (27)
where '
l
(k) are the scattering phases. From this equation, and from the eigenvalue equation
for the inside problem (11), it follows that
S
l
(k) = 1 () k 2 fk
l;n
j n = 1; 2; : : :g (28)
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Figure 1: The area, length and curvature term of the mean spectral staircase

N(k) (full
lines) for the circular billiard with  = 150 in comparison with the spectral staircase N(k)
from which the respectively stronger asymptotic terms have been subtracted (dotted lines).
In the second and third gure the dotted lines have been obtained by smoothing the original
curves. The dashed line shows the length term for Neumann boundary conditions.
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for all l 2 Z. This is a direct relation between the inside problem and the scattering
problem, and is a particular example of the inside-outside duality for billiard systems [22],
which has been proved in a general form recently [17].
The semiclassical approximation for the S-matrix is obtained by using the Debye ap-
proximation for the Hankel functions (or equivalently by a WKB approximation). This
approximation is valid for l < kR, with the further requirement that jl   kRj is larger
than approximately (kR)
1=3
. These conditions have consequences on the accuracy of the
semiclassical trace formula which is derived from it. The rst condition is related to the
fact that the semiclassical approximation will be given in terms of the classical orbits which
satisfy l < kR. The consequence of the second condition is that the contribution of or-
bits to the trace formula becomes less accurate, as the angle of incidence approaches =2
(whispering gallery orbits). An improvement of the approximation is possible by using a
uniform approximation for the Hankel functions [23].
Inserting the Debye approximation for the Hankel functions and their derivatives into
eq. (27) we obtain
S
l
(k) = e
 i'
l
(k)
  
(  ip
l
) e
 i(
l
 =4)
(+ ip
l
) e
+i(
l
 =4)
= exp

 i

2
l
 
3
2
+ 2 arctan

p
l

 
; (29)
where

l
= k
q
R
2
  l
2
=k
2
  jlj arccos
jlj
kR
and p
l
=
q
k
2
  l
2
=R
2
: (30)
Eq. (29) determines the semiclassical scattering phases '
l
(k). We now make use of the
inside-outside duality in order to obtain from these phases a semiclassical approximation
for the density of states of the inside problem. From relation (28) it follows that (k > 0)
d(k) =
1
X
l= 1
1
X
m=1
(k   k
l;m
) =
1
X
l= 1

p
('
l
(k) )





@'
l
(k)
@k





; (31)
where 
p
is a periodic delta-function with period 2. The wave numbers for the circle
satisfy l < kR, and since in this region the derivatives @'
l
(k)=@k are positive, the absolute
value can be omitted from eq.(31).
Now the delta-function 
p
is expressed as a sum over exponential functions. Neglecting
the constant term in this sum, which contributes to the smooth part of the level density,
we obtain
d
osc
(k) =
1
2
X
n6=0
1
X
l= 1
@'
l
(k)
@k
e
 in'
l
(k)
=  
1

Im
1
X
n=1
1
n
Tr
@
@k
S
n
(k) : (32)
This is equal to the general result for d
osc
(k) in the scattering approach [15].
The trace of the derivative of the n-th power of the S-matrix is semiclassically calculated
by applying the Poisson resummation formula
Tr
@
@k
S
n
(k) =  i n
1
X
m= 1
Z
1
 1
dl
@'
l
(k)
@k
e
 in'
l
(k) 2iml
; (33)
and evaluating the integral over l by a stationary phase approximation.
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The derivative with respect to l of the arctan{term in eq. (29) is of order 1=kR smaller
than d
l
=dl when jl  kRj  (kR)
1=3
. It remains smaller in comparison with d
l
=dl when
jl  kRj approaches (kR)
1=3
, and can therefore be neglected in the region of validity of the
Debye approximation. The stationary phase condition for l is then given by
l
n;m
= kR sign(m) cos

m
n

: (34)
This condition leads to a restriction of the sum over m to values for which jmj  n=2.
For jmj = n=2 the stationary point is at l = 0 where @'
l
=@l is discontinuous, and the
integration therefore is evaluated only on one side of the stationary point, which leads to
an additional factor of 1=2.
The numbers n and m can be given a physical interpretation. The stationary points of
eq. (34) correspond to the classical periodic orbits of the circle billiard, which are charac-
terized by the number of reections on the boundary n and the winding number m. The
saddle point l
n;m
is the angular momentum of the orbit.
Performing the stationary phase integration and inserting the result into eq. (32) nally
gives
d
osc
(k) =
1
X
n=2
[n=2]
X
m=1
g
m
s
4kR
3
n
sin
3
(
m
n
) cos

2nkR sin

m
n

 n
3
2
+

4
+ 2n arctan
 
k

sin

m
n

!#
; (35)
where
g
m
=
(
1 m = n=2
2 m 6= n=2
: (36)
This formula expresses the oscillatory part of the spectral density in terms of a summation
over all families of periodic orbits, which are denoted by the two integers n and m. Its form
agrees with the general semiclassical formula for integrable systems of Berry and Tabor
[6, 7], but it has additional phases due to the boundary conditions. The rst term in the
cosine is the action along the periodic orbit kL
n;m
, where L
n;m
= 2nR sin(m=n) is the
orbits length. The phase  3n=2 is due to n reections on the boundary and n conjugate
points along the orbit. In comparison to the result for Dirichlet boundary conditions there
is an additional phase that consists of a contribution of
2 arctan
 
k

sin

m
n

!
(37)
for every reection on the boundary, where sin(m=n) is identical to the cosine of the angle
of incidence. This is the phase that is given in eq. (9) in the introduction.
2.2 The Rectangle Billiard
Quantization of the rectangle billiard with mixed boundary conditions has a twofold pur-
pose. First, it serves as a check for the generality of the results that were obtained for
the circle and the semi-circle billiards with mixed boundary conditions. Second, as the
12
derivation unfolds, we arrive at a useful expression that can be used to calculate the semi-
classical spectral density for a class of higher{dimensional billiards with mixed boundary
conditions.
For simplicity, we quantize a L
x
 L
y
rectangle, with Dirichlet boundary conditions
on the edges of length L
x
and mixed boundary conditions on the edges of length L
y
(see
gure 2). Due to separability, we readily get the quantization conditions
L
x
L
y
M
ix
ed

pq

pq
Dirichlet
M
ix
ed
Dirichlet
Figure 2: General denitions for the rectangle billiard.
k
x;n
L
x
+ 2arctan
 
k
x;n

!
= n; n = 1;2; : : : (38)
and
k
y;m
L
y
= m; m = 1;2; : : : ; (39)
where k
2
= k
2
x
+k
2
y
and (n;m) represent the same quantum state. The left hand side of
(38) is monotonically increasing in k
x;n
from  1 to +1 and thus guaranteeing a unique
solution for every n (which justies the notation). Similar considerations also apply to
eq. (39).
The spectral density for the rectangle can be written as
d
(2D)
(E) =
1
X
n;m=1
(E  E
nm
)
=
1
4
2
4
1
X
n;m= 1
(E   E
nm
) 
1
X
n= 1
(E   E
n0
) 
1
X
m= 1
(E   E
0m
) + (E   E
00
)
3
5
; (40)
where E = k
2
; E
nm
= k
2
nm
= k
2
x;n
+ k
2
y;m
and we took advantage of the antisymmetry
relations k
x; n
=  k
x;n
; k
y; m
=  k
y;m
which are easily derived from the quantization
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conditions (38, 39). In particular, E
00
= 0. Apply Poisson summation to the rst term
in (40), using the natural continuations of (38, 39) to real m;n:
1
X
n;m= 1
(E   E
nm
) =
1
X
n;m= 1


E   k
2
x;n
  k
2
y;m

=
1
X
p;q= 1
Z
1
 1
dndm
h
E   k
2
x
(n)  k
2
y
(m)
i
e
2i(pn+qm)
=
1
X
p;q= 1
Z
1
 1
dk
x
dk
y
dn
dk
x
dm
dk
y


E   k
2
x
  k
2
y

e
2i[pn(k
x
)+qm(k
y
)]
=
1
2
1
X
p;q= 1
Z
2
0
d n
0
(k cos )m
0
(k sin ) e
2i[pn(k cos )+qm(k sin )]
: (41)
The rst change of integration variables (m;n)! (k
x
; k
y
) is allowed due to the monotonic-
ity of n(k
x
), m(k
y
) mentioned above. The second change of variables is just transforming
to polar coordinates (k; ), such that the k integration can be explicitly performed, elimi-
nating the  term. The primes in the above expression denote dierentiation with respect
to the argument. Similar considerations applied to the other terms of (40) nally lead to
d
(2D)
(E) =
1
8
1
X
p;q= 1
Z
2
0
d
~
d
(1D)
x;p
(k cos )
~
d
(1D)
y;q
(k sin )e
2i[pn(k cos )+qm(k sin )]
; (42)
where
~
d
(1D)
x;p
(k) = n
0
(k)  
p;0
(k) ;
~
d
(1D)
y;q
(k) = m
0
(k)  
q;0
(k) : (43)
For p = q = 0 eq. (42) gives the smooth two{dimensional spectral density

d
(2D)
(E) =
1
8
Z
2
0
d

d
(1D)
x
(k cos )

d
(1D)
y
(k sin ) ; (44)
where

d
(1D)
x
(k) = n
0
(k)  (k) and

d
(1D)
y
(k) = m
0
(k)  (k) are the one{dimensional smooth
spectral densities (the {functions are a convenient way to represent the constant term
of

N
(1D)
(k)). The \combination formul" (42, 44) thus express the two{dimensional
spectral density using the one{dimensional components in a simple way and rely on the
energy decomposition relation E = k
2
x
+ k
2
y
and the positive{negative antisymmetry of
k
x;n
; k
y;m
. Consequently, it can be extended to calculations of the spectral density for
higher{dimensional billiards, provided that the energy can be decomposed in the above
way. In particular, it is useful for three{dimensional \cylindrical" billiards [21], i. e. , two{
dimensional billiards elongated along the perpendicular axis and closed from above and
below. For example, the cubic billiard with a variety of mixed boundary conditions can be
easily calculated this way, including the smooth contributions of right angle edges and cor-
ners, which are otherwise dicult to estimate using more general methods. If one assumes
that the Weyl series has the general form with volume term, surface term et cetera, also in
the case of mixed boundary conditions, then these results can be applied also to billiards
other than the simple ones mentioned above.
To derive semiclassical expression for d
(2D)
(E), we use the saddle point approximation
to evaluate the oscillatory integrals ((p; q) 6= (0; 0)) in (41). The phase appearing in these
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integrals can be divided into two parts:
'
pq
() = 2 [pn(k cos ) + qm(k sin )]
= 2
"
pkL
x
cos  + 2p arctan
 
k cos 

!
+ qkL
y
sin 
#
= '
pq
D
() + 4p arctan
 
k cos 

!
= '
pq
D
() + 
p
() ; (45)
where '
pq
D
() is the phase that appears in the pure Dirichlet case and is rapidly oscillating
in  for large k. The phase 
p
(), which is genuine to the mixed case, is both bounded and
slowly oscillating and thus can be appended to the slowly varying prefactors as discussed
in subsection 2.1 (see eq. (34) ). Thus, the saddle points are the same as for the pure
Dirichlet case:
tan 
1;2
pq
=
pL
y
qL
x
: (46)
The angles 
1;2
pq
correspond to the angles between the x{axis and classical periodic or-
bits (tori) which trace the x dimension p times and the y dimension q times (see g-
ure 2). Putting together the above results, we nally get the semiclassical approximation
to d
(2D)
(E):
d
(2D)
(E) =

d
(2D)
(E) + d
(2D)
osc
(E)
=
L
x
L
y
4
 
L
x
4k
 
L
y
4k
+
L
y
2k
r
1 +


k

2
 


k

2k
2

1 +


k

2

+
1
4
(E)
+
L
x
L
y
4
X
p;q 6=(0;0)
s
2
kL
pq
cos
"
kL
pq
+ 4jpj arctan
 
k

cos 
pq
!
 

4
#
 
L
x
2k
1
X
p=1
cos
"
2kpL
x
+ 4p arctan
 
k

!#
 
L
y
2k
1
X
q=1
cos (2kqL
y
) ; (47)
where L
pq
= 2
q
(pL
x
)
2
+ (qL
y
)
2
is the length of the (p; q) periodic orbit and cos 
pq
=
j cos 
1;2
pq
j = 2jpjL
x
=L
pq
. In the smooth part we kept terms of all orders, since we evaluate
the integrals exactly, but in the oscillatory part we kept only leading order terms to be
consistent with the saddle point approximation. The double sum relates to the periodic
tori, while the two single sums relate to \boundary orbits" [9] that bounce along the edges
of the rectangle. Examining the above expression, we conclude that the eect of the mixed
boundary conditions on the oscillatory part is simply to modify the contribution of each
periodic orbit by a phase, which is 2 arctan [(k=) cos ] for each bounce from a wall with
mixed boundary conditions, where  is the angle of incidence with respect to the inside{
pointing normal. The same rule also applies to the boundary orbits, for which  is either
0 or =2. This result, as well as the modications to the smooth spectral density (length
term and right angle Dirichlet{mixed corners) are equivalent to and consistent with the
results that were obtained above for the circle (see (24,37) ).
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3 General billiard systems
We now consider general smooth two{dimensional billiards. A very convenient method
for the treatment of billiard systems are boundary integral methods since they reduce
the two{dimensional billiard problem to an eectively one{dimensional problem along the
boundary of the billiard. However, as has been discussed in the introduction, in the case
of mixed boundary conditions one encounters the diculty that the integral kernels have
a singularity, which makes a direct perturbation expansion impossible. One possibility to
solve this problem, is to apply a transformation to the integral equation, which leads to an
non-singular kernel. This corresponds to a resummation of the equation in all orders of 
and we will use this method in order to derive the smooth part of the level density [3]. For
the oscillatory part of the level density, however, we choose two dierent approaches that
avoid the problem of singular integral kernels. We rst apply methods of scattering theory
in order to obtain the semiclassical approximation for convex chaotic billiard systems. For
the calculation of the scattering matrix the Kirchho approximation (presented in [15]) is
extended to mixed boundary conditions. We further derive the semiclassical approximation
for a concave billiard, the Sinai billiard, by the KKR-method.
3.1 The smooth part of the spectral density
In reference [3] Balian and Bloch derive the asymptotic form of

N(E) for an arbitrary
smooth three{dimensional billiard with mixed boundary conditions. We use their method
in order to obtain the corresponding two{dimensional result. Our notation diers from
that of Balian and Bloch in that the Green function and the normal derivative have a
dierent sign.
Consider a two{dimensional domain D with area A and a smooth boundary  of length
L. The Green function of the Helmholtz equation for this domain is determined by the
dierential equation
(r
2
+ E)G(~r; ~r
0
; E) = (~r   ~r
0
) (48)
with the boundary condition
(+ @
^n
)G(~r; ~r
0
; E) = 0 ; ~r 2  : (49)
It is related to the smoothed spectral density d

(E), which has Lorentzian peaks of width
 at the energy values E
n
, by
d

(E) =  
1

Z
A
d
2
~r [Im G(~r; ~r
0
; E + i)]
~r
0
=~r
: (50)
For the derivation of the large k-behavior of the Green function the dierential equation
(48) and boundary condition (49) are replaced by an integral equation. This is done by
representing the Green function G(~r; ~r
0
; E) as the sum of the free Green function and a
single layer potential :
G(~r; ~r
0
) = G
0
(~r; ~r
0
) +
Z

ds

G
0
(~r; ~r

)(~r

; ~r
0
) (51)
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with a density (~r

; ~r
0
) which is determined by
(~r

; ~r
0
) = 2(+ @
^n

)G
0
(~r

; ~r
0
) + 2
Z

ds

[+ @
^n

]G
0
(~r

; ~r

)(~r

; ~r
0
) : (52)
For brevity of notation, the energy dependence of the Green functions and the density 
will be omitted, and Greek indices will denote coordinates on the boundary.
For Neumann boundary conditions ( = 0) the integral equation (52) can be solved by
iteratively replacing the potential  in the integral term of eq. (52) by the whole expression
for . For  6= 0 this cannot be done since the Green function G
0
(~r

; ~r

), in contrast to its
normal derivative, has a (logarithmic) singularity at ~r

= ~r

. For that reason, the integral
equation has to be transformed into a dierent integral equation, for which the kernel
is uniformly bounded. This is done by introducing an auxiliary Green function  (~r

; ~r

)
which is dened on the boundary  by
 (~r

; ~r

)  2
Z

ds

G
0
(~r

; ~r

)  (~r

; ~r

) = (~r

  ~r

) : (53)
Multiplying eq. (52) by  (~r

; ~r

) and integrating over ~r

one obtains
(~r

; ~r
0
) = 2
Z
ds

 (~r

; ~r

) [+ @
^n

]G
0
(~r

; ~r
0
)
+2
Z
ds

ds

 (~r

; ~r

) @
^n

G
0
(~r

; ~r

)(~r

; ~r
0
) : (54)
This equation is now solved by a perturbation expansion and the result is inserted into
eq. (51). One obtains
G(~r; ~r
0
) = G
0
(~r; ~r
0
) + 2
Z

ds

ds

G
0
(~r; ~r

)  (~r

; ~r

) (+ @
^n

)G
0
(~r

; ~r
0
) (55)
+4
Z

ds

ds

ds

ds

G
0
(~r; ~r

)  (~r

; ~r

) @
^n

G
0
(~r

; ~r

)  (~r

; ~r

) ( + @
^n

)G
0
(~r

; ~r
0
) + : : :
Inserting this into eq. (50) yields the following expression for the level density:
d

(E) =
A
4
 
1

Im

2
Z

ds

ds

 (~r

; ~r

) ( + @
^n

)F (~r

; ~r

) (56)
+ 4
Z

ds

ds

ds

ds

 (~r

; ~r

) @
^n

G
0
(~r

; ~r

)  (~r

; ~r

) (+ @
^n

)F (~r

; ~r

) + : : :

;
where the function F (~r

; ~r

) is dened by
F (~r

; ~r

) =
Z
A
d
2
~rG
0
(~r

; ~r )G
0
(~r; ~r

) ; (57)
and the energy of the Green functions is given by E + i. In contrast to the three{
dimensional calculation, the introduction of a convergence factor is not necessary here
since the integrals are convergent.
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The perimeter term
The evaluation of the integrals in eq. (56) is based on the fact that the functions G
0
and  
are short-range functions when the energy E is large. In a rst approximation it is assumed
that the range is smaller than the smallest radius of curvature of the boundary  and the
boundary is locally replaced by its tangent. In this approximation only the rst integral
term in eq. (56) contributes, since @
^n

G
0
(~r

; ~r

) vanishes if the curvature of the boundary
is zero. One proceeds in the following way: the coordinates ~r

and ~r

are replaced by
~r

= ~r

  ~r

; ~r
!
=
1
2
(~r

+ ~r

) (58)
and the integral over ~r

is evaluated along the tangent of the boundary at the point ~r
!
.
Along this tangential line the functions G
0
and   are translational invariant and for that
reason it is convenient to introduce the Fourier transform along the tangent:
^
f (p) =
Z
ds e
 ips
f(s) ; f(s) =
1
2
Z
dp e
ips
^
f (p) : (59)
In terms of the Fourier transforms the contribution to the level density can be written as
d

(E) =
A
4
 
2

2
Im

Z

ds
!
Z
1
0
dp
^
 (p)


^
F (p) +
d
@
^n
F (p)


+ : : : (60)
The calculation of the Fourier transforms of the functions G
0
,   and F is done exactly as
in the three{dimensional case of Balian and Bloch. For that reason, we give here only the
results:
^
G
0
(p) =  
1
2a(p)
;
^
 (p) =
a(p)
+ a(p)
; (61)
where a(p) =
q
p
2
  k
2

; k

=
p
E + i and
^
G
0
(p; z) =  
Z
1
 1
dq
2
e
iqz
a
2
(p) + q
2
;
^
F (p) =
1
8a
3
(p)
;
d
@
^n
F (p) =  
1
8a
2
(p)
: (62)
Those of the functions in the above equations which depend only on one parameter are
the Fourier transforms of functions with arguments in the plane, which are translationally
invariant along the plane.
^
G
0
(p; z) is the Fourier transform of G
0
(~r

; ~r ) and z is the
distance of ~r from the plane. The expressions in equations (61) and (62) have exactly the
same form as in the three{dimensional case, the dierence being that p is now a scalar
instead of a two{dimensional vector. The results (61) and (62) are inserted into eq. (60)
and the limit  ! 0 is performed, yielding the rst asymptotic terms for the mean level
density. Multiplying the result by 2k gives the result for the mean level density in terms
of the wave number k:

d(k) =
A
2
k  
Lk
2
2
2
4
Im
Z
1
 ik

da
1
a
q
a
2
+ k
2

  a
+ a
3
5
!0
+ : : :
=
A
2
k  
L
4
2
6
6
4
1 
2
r
1 +


k

2
3
7
7
5
+ : : : : (63)
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The curvature term
The next term in the asymptotic expansion of

d(k) is obtained by including those cor-
rections to the tangent approximation which are linear in 1=R
!
, where R
!
is the radius
of curvature at ~r
!
. Such corrections exist for F (~r

; ~r

), @
^n

F (~r

; ~r

) and @
^n

G
0
(~r

; ~r

),
whereas for G
0
(~r

; ~r

) and  (~r

; ~r

) the rst corrections are quadratic in 1=R
!
and can be
neglected. The integrals in eq. (56) are expressed in terms of the Fourier transforms of the
Green functions and their corrections and the next asymptotic term for the energy level
density follows as
 
2

2
Im

Z

ds
!
Z
1
0
dp
^
 (p) [ 
^
F (p) + 
d
@
^n
F (p)]

 
4

2
Im

Z

ds
!
Z
1
0
dp
^
 (p) 
d
@
^n
G
0
(p)
^
 (p) [
^
F (p) +
d
@
^n
F (p)]

: (64)
The Fourier transforms of the Green functions and their corrections can again be derived
exactly as in the three{dimensional case [3] and give the result

d
@
^n
G
0
(p) =  
k
2

4R
!
a
3
(p)
; 
^
F (p) =  
a
2
(p) + k
2

8R
!
a
6
(p)
; 
d
@
^n
F (p) =
2a
2
(p) + 3k
2

16R
!
a
5
(p)
: (65)
These expressions are slightly dierent from their counterparts in three dimensions, since
their derivation involved the divergence of p which depends on the dimension in which it
is calculated. The terms in (65) are inserted into (64), the limit  ! 0 is performed and
the result is multiplied by 2k in order to obtain the next term in the asymptotic expansion
of

d(k). The result is
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An integration over k gives
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This is the nal result for the leading three asymptotic terms, the area, perimeter and
curvature term, for the mean spectral staircase for an arbitrary smooth two{dimensional
billiard with mixed boundary conditions. For the determination of the integration constant
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in the integration of eq. (66) see the dicussion in the section on the circle billiard. Eq. (67)
is identical to eq. (25) when applied to a circle. Furthermore, in the limits  ! 1 and
! 0 eq. (67) gives the correct expressions for the case of Dirichlet and Neumann boundary
conditions.
3.2 The oscillatory part of the spectral density
The oscillatory part of the spectral density for chaotic billiards with mixed boundary
conditions (4) is considered in this subsection. We use the scattering approach, in which
the billiard is viewed as an obstacle for a scattering problem and use (32) for d
osc
(k). The
scattering matrix is obtained using the Kirchho approximation in a way which applies to
strictly convex billiards. The approximation assumes that the incoming wave locally sees a
straight line at the scattering point. The case of Dirichlet boundary conditions is given in
detail in [15]. For mixed boundary conditions the additional phase (9) is again recovered.
This phase is slowly varying and in saddle point approximations its value is therefore taken
at the saddle point (in section 2.1 this point is justied for the circle).
We consider the scattering solution which consists of an incoming plane wave  
in
(~r ) =
e
i
~
k
i
~r
(with momentum k
i
and direction 
i
) and a scattered wave  
scat
(~r ). The scattering
amplitude f(
i
; 
f
) to an outgoing direction 
f
is connected to the asymptotic form of the
scattered wave at large r by
 
scat
(r; 
f
)! f(
i
; 
f
)
e
ikr
(2ikr)
1
2
: (68)
The momentum in the outgoing direction is denoted by
~
k
f
, so that k = jk
i
j = jk
f
j. Using
Greens theorem the scattering amplitude is expressed as a boundary integral:
f(
i
; 
f
) =  
i
2
Z

ds
h
@
^n
 
scat
(~r ) + i

~
k
f
 ^n(~r )

 
scat
(~r )
i
e
 i
~
k
f
~r
: (69)
This expression is exact, but involves the knowledge of both  
scat
(~r ) and @
^n
 
scat
(~r ) on the
boundary. The boundary condition (4) gives one linear combination of these two quantities,
another is found by using a short wave-length approximation.
Given an incoming direction 
i
, the billiards boundary is divided into an illuminated
part (
i
) and a shaded part (
s
), dividing the expression for the scattering amplitude (69)
into two parts, f = f
i
+f
s
. For the shaded part the approximation is introduced by arguing
that the wave function is vanishingly small close to 
s
and hence  (~r )

=
@
^n
 (~r )

=
0.
This results in exactly the same expression as for Dirichlet boundary conditions, giving a
semiclassical approximation for the forward scattering peak [15]. The scattering matrix (in
the angle representation) is then connected with the illuminated part only.
The short wave-length approximation assumes that the behavior of the scattered wave
at a point on the illuminated boundary is determined by specular reection o that point
and that the surface is locally a straight line.
We rst consider a wave scattering o a straight wall, with a normal ^n pointing towards
the side where the scattering process is taking place. The incoming wave is given, as before,
by  
in
(~r ) = e
i
~
k
i
~r
. The scattered wave at any point ~r on the wall and its normal derivative
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at that point, are expressed in terms of the incoming wave by
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(~r ) ; (70)
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Imposing the boundary conditions at the wall, the additional phase  is determined to be
 = 2arctan
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; (72)
where  is the angle of incidence and is just the additional phase (9) which appears for
mixed boundary conditions. Note that (71) is valid for a wall at any angle or position.
We use the result for the straight wall in (69) to obtain the approximation for the
scattering matrix
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where
(~r ) = 2 arctan
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The integral (73) is evaluated using a saddle point approximation, where the additional
phase (~r ) is taken at the saddle point. The saddle point ~r
0
for a general convex billiard,
is the point of specular reection for a trajectory with incoming direction 
i
and outgoing
direction 
f
. The scattering matrix is nally given by
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where R(~r ) is the radius of curvature and (~r ) is given by (74). Note that, since ~r
0
is the point of specular reection, we have
~
k
f
 ^n(~r
0
) =  
~
k
i
 ^n(~r
0
) = k sin (j
f
  
i
j=2).
The scattering matrix for the circle may be directly obtained using R(~r
0
) = R and ~r
0
=
R ^n(~r
0
). By transforming to the angular momentum representation, using a saddle point
approximation, we recover (29).
The oscillating part of the spectral density, given in the scattering approach by (32), is
evaluated using the saddle point method, and the additional phase  is taken at the saddle
point. The calculations for Dirichlet boundary conditions [15] may then be followed, with
the appearance of the additional phases being the only dierence. Assuming that all
periodic orbits are isolated, we obtain the Gutzwiller sum
d
osc
(k) =
1

X

1
X
m=1
L

cos
h
m(kL

  


2
  n

 + 

)
i
q
j2  TrM
m

j
; (76)
where the sum is over primitive periodic orbits  with repetitions m. Each primitive orbit
has a length L

and a monodromy matrixM

. The number of reections along the orbit is
n

and 

is the maximal number of conjugate points along the orbit (the Maslov index).
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The only dierence from the formula for Dirichlet boundary conditions is the appearance
of the additional phase 

, which is just the sum of the additional phases accumulated
along the orbit:


=
X
i

i

= 2
X
i
arctan
 
k

cos 
i

!
; (77)
where 
i

are the angles of incidence at the reection points along the orbit which are
labeled by i.
3.3 The Spectral Density for the Sinai Billiard
In this subsection we describe very briey the semiclassical quantization of the two{
dimensional Sinai billiard (disc of radius R embedded inside a square of side L) with
mixed boundary conditions (4) on the disc. For this purpose we follow Berry [8] and use
the KKR method [24, 25, 26]. We rst unfold the billiard into an innite lattice and con-
sider a general potential with circular symmetry and range R in the center of each cell
(2R < L). Using the Green theorem and taking advantage of the translational and circular
symmetries, we arrive at a set of linear equations, that have a non{trivial solution (i. e. ,
an eigenvalue of the billiard) if
(k) = det
"

ll
0
  tan
 
'
l
(k)
2
!
a
ll
0
(kL)
#
= 0 ; (78)
where a
ll
0
are \structure constants" of the lattice that are independent on the potential and
'
l
(k) are the scattering phase shifts that include all the information about the potential.
For mixed boundary conditions the phase shifts are given by
S
l
= e
 i'
l
=  
H
 
l
(kR)   kH
 
0
l
(kR)
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+
l
(kR)   kH
+
0
l
(kR)
; (79)
which is dierent from eq. (27) for the circle, due to @
^n
=  @
r
in the Sinai billiard case.
Semiclassically we have
'
l
(k) = '
D
l
(k)   
l
(k) ; (80)
where '
D
l
(k) are the phase shifts for Dirichlet boundary conditions on the disc and 
l
=
2arctan [(k=) cos 
l
]. 
l
is the angle of incidence to the disc of a classical particle having
angular momentum l.
To calculate the expression for the spectral density d(k) one considers ( 1=) log (k)
((k) can be made real [8]). Then one uses the matrix relation log det = Tr log and
formally expands the logarithm in a Taylor series. To get the semiclassical approximation
of d(k), Poisson summation is used and the resulting integrals are evaluated by using saddle
point approximation term by term. (The detailed and rather long derivation is one of the
main subjects of [8].) Substituting '
l
in (78) and performing these steps, we immediately
get a semiclassical expression for the Sinai billiard with mixed boundary conditions that
contains no expansions in powers of . Thus \ is resummed to all orders" by the KKR
determinant and is included only through the phase shift 
l
. Moreover, due to the slow
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variation of 
l
as explained above (see subsection 2.1), the modications are particularly
simple and result in
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where A
;m
are the semiclassical amplitudes that appear in (76) and n

are the number
of collisions of the primitive periodic orbit  with the billiard walls. Note the fact that
for the Sinai billiard the Maslov index 

is always 0. The inner sum is over collisions
with the disc (
i

are angles of incidence) and contains the modications to d
osc
(E) due
to mixed boundary conditions. The {independent term d
bb
(k) contains the non{generic
contributions of the \bouncing ball" orbits [8, 9, 27] and will be further discussed below
(section 4). It is interesting to note, that although in eq. (80) the sign of the additional
phase shift 
l
is opposite to the that of the circle (and more generally the convex) billiard,
the nal results for both

d(E) and d
osc
(E) agree in signs with the previous cases, which
emphasizes the generality of the modications implied in eq. (81).
4 Application of Mixed Boundary Conditions to the
Spectral Diagnostics of the Sinai Billiard
The spectral density of the Sinai billiard, in either two or three dimensions, and in the
presence of mixed boundary conditions on the inscribed scatterer (either disc or sphere),
can be written as
d(k; b; ) =

d(k; b; ) + d
osc
(k; b; ) ; (82)
d
osc
(k; b; ) = d
gen
(k; b; ) + d
bb
(k) + d
tan
(k; b; ) (83)
where

d is the smooth density, d
gen
comes from contributions of generic, isolated and
unstable periodic orbits (see (81) ), d
bb
represents the contributions of the non{generic
\bouncing ball" (BB) families of marginally stable orbits that do not collide with the
scatterer [9, 8, 27], and d
tan
contains the non{generic contributions due to periodic orbits
which are tangential to the scatterer (see gure 3). When one is interested in the generic
part of the spectral density, one must nd a reliable and accurate method for the elimination
of the BB and tangent contributions. This is not an easy task, since the contribution of the
leading{order BB families are O(k
1=2
) stronger than that of an isolated periodic orbit in the
two{dimensional case [9], and O(k
1
) stronger in three dimensions. In the semiclassical limit
this may amount to a very large factor, so that to identify the contributions of a single,
generic orbit one must subtract the BB contributions in an accurate and reliable way. This
problem is especially acute when one considers the cosine transform of the oscillating part
of the spectral density { the length spectrum:
D(x; k
max
; b; ) 
1
k
max
Z
k
max
0
dk d
osc
(k; b; ) cos(kx) : (84)
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Figure 3: Tangent periodic orbits in the two{dimensional Sinai billiard.
Here, due to the nite range of k values, the length spectrum is composed of peaks with a
nite width, and the contribution of the BB families might overlap and obscure the peaks
due to unstable, isolated periodic orbits. This problem is very well demonstrated in the
top part of gure 4. At the length x = 2 there exist a BB family and an isolated periodic
orbit (a two fold repetition of the shortest orbit of length 1). The latter has an amplitude
which is smaller even than that of the peak at x = 1.
In order to eliminate the non{generic contributions, it is natural to seek analytic ex-
pressions, and to subtract them from the spectral density. Indeed, for the two{dimensional
stadium billiard the contribution of the (single) BB family were calculated by Sieber et
al. [9], and were successfully applied in the spectral analysis. These calculations become,
however, much more intricate for the Sinai billiard, in particular for three dimensions. In-
stead of a single BB family as in the stadium, the Sinai billiard admits a rich variety of
BB families, especially in three dimensions [28]. Moreover, in three dimensions the total
(geometrical) measure of each family of BB is dicult to evaluate. Tangent orbits (which
are not encountered in the stadium billiard) require a special treatment, which is not yet
available.
Facing all these diculties, we were forced to introduce a new method for the elimination
of the BB and tangent orbits. It makes use of the extra freedom which is gained by the
variation of the boundary conditions. As a matter of fact our interest in the semiclassical
theory of billiards with mixed boundary conditions stemmed originally from this particular
application.
The main idea of this method is to look at dierences of spectral densities obtained
with boundary conditions which diers only on the scatterer. Since the BB orbits do not
collide with the scatterer, they are insensitive to changes of the boundary conditions on
it. Therefore, their contributions will be eliminated in the dierence. We shall discuss
here two convenient schemes. In the rst, we shall subtract the spectrum with Dirichlet
boundary condition on the scatterer from the spectrum with the Neumann condition on
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the scatterer. The dierence will be called the N-D spectrum.
Taking into account the explicit expressions for d
osc
for Neumann and Dirichlet bound-
ary conditions we get from eq. (81)
d
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(k)  d
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(k) = (smooth part) + 2
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 mn
s



+ d
0
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where n
s

is the number of collisions with the straight boundaries, and the prime over the
sum indicates that only periodic orbits with an odd number of collisions with the scatterer
should be considered. d
0
tan
is the residual contribution of the tangent orbits. The BB
contribution d
bb
(k) is completely eliminated by the subtraction. This result is valid in
the semiclassical approximation, and its applicability in practice should be tested. This
was done by analyzing numerically the two{dimensional quarter of a Sinai billiard with
L = 2; R = 0:5. Our numerical database consists of the lowest 5700 energy levels [29] in
the k{range 0 < k
n
< 300, for both Dirichlet and Neumann boundary conditions on the
disc.
In gure 4 (top) we present the two length spectra for Neumann and Dirichlet boundary
conditions on the disc and one clearly observes the large contributions of the BB families,
which have lengths of 2 and 2
p
2 [8]. The change of sign between Dirichlet and Neumann
boundary conditions due to odd number of bounces on the disc is evident, e. g. for the
shortest orbit of length 1 which bounces only once from the disc. There are also peaks
that do not change sign, as expected. The N-D spectrum is shown in gure 4 (lower part).
The peaks corresponding to the BB are greatly diminished, and generic periodic orbits can
be distinguished more easily. There are, however, some drawbacks to the N-D analysis.
The rst one is that it eliminates half of the generic contributions to the spectral density,
namely those orbits that bounce an even number of times from the scatterer (see eq. (85) ).
This can be easily rectied by comparing spectra with other boundary conditions on the
scatterer rather than the special N-D analysis. A more serious drawback is due to the
contributions of tangent orbits. They have the same length as the BB, and their residual
contribution can be clearly seen in gure 4 for x = 2; 2
p
2. It was found numerically to be of
the same order in k as for isolated orbits. This gives an indication, that in three dimensions
such tangent orbits, that form 1{parameter families, are likely to give contributions of order
k
1=2
, which can obscure a signicant part of the generic contributions.
The second, and more powerful comparison method consists of taking the derivative of
d(k; b; ) with respect to  at  = 0. Using eqs. (9, 81, 83) we get
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The term d
bb
dropped trivially, and the oscillatory contributions are now multiplied by the
new prefactors
P
n
c

i=1
cos 
i

. These prefactors vanish (only) for tangent orbits (
i

= =2; i =
1; : : : ; n
c

). If we now assume that the tangent orbit contributions behave similarly to those
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Figure 4: Top: length spectra of quarter of the two{dimensional Sinai billiard, L = 2; R =
0:5, with Neumann and Dirichlet boundary conditions on the disc. Bottom: dierence
between Neumann and Dirichlet length spectra. Isolated periodic orbits are indicated by
vertical lines and bouncing ball manifolds are indicated by daggers.
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of the periodic orbits, it will follow that their contributions will also be eliminated. Hence,
the  derivative of the spectral density consists of generic contributions, exclusively.
To examine (86) we use instead of the plain length spectrum (84) a Gaussian modied
one with the kernel
f(k; x; k
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2
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2
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2
!
cos(kx) : (87)
The parameters k
0
and  were chosen, such that for the calculated spectra, the integration
limits can be safely taken to 1, thus avoiding undesired boundary eects. Integrating
both sides of (86) with this kernel, one gets
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Here we used the explicit expression for the smooth spectral density of the two{dimensional
quarter Sinai billiard including the corner and curvature terms. To check eq. (88), we
calculated numerically the derivatives of energy levels with respect to  by using nite
dierences for  = 0 and  = 0:0005=2. In both cases b = 200 and 0 < k
n
< 300.
In gure 5 we present the quantum results together with the semiclassical predictions of
eq. (86) which consists of contributions due to generic isolated and unstable periodic orbits
(and their repetitions) only. The agreement between the quantum and the semiclassical
results is good throughout the entire length interval (but for a few deviations which are
due to special eects which will be discussed latter). This demonstrates the power of the
derivative method, and the general success of the semiclassical theory.
A more detailed examination of gure 5 reveals the following details. At the lengths 2
and 2
p
2 which correspond to the shortest BB families and their limiting tangent orbits,
we can observe very small structures. Comparing them to the corresponding peaks in the
N-D spectrum, we see that the tangent orbits behave as expected. The very small peaks
that nevertheless exist there, are attributed to higher{order corrections to the semiclassi-
cal approximation and to the small contribution of the second repetition of the shortest
periodic orbit of length 1. Other BB families cannot be separately examined for the given
k range due to the clustering of periodic orbits (the total number of periodic orbits grows
exponentially with their length).
It is important to note that the quality of the semiclassical theory is uniform through-
out the length domain, even at longer lengths, where individual periodic orbits cannot be
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resolved. This is a very demanding test for the semiclassical theory since it involves the in-
terference of dozens of periodic orbits per wavelength. To get such a good reconstruction of
the exact length spectrum requires a very accurate evaluation of the individual amplitudes
and phases.
The largest discrepancy between the numerical data and the semiclassical theory is
seen in the vicinity of x = 6:21. At this length there exists a triplet of unstable periodic
orbits which are very close to tangency with the disc. It would be eliminated by pruning
if the radius of the disc was increased beyond R = 0:555. Other points in the length
spectrum where deviations of the semiclassical theory from the numerical length spectrum
can be observed are also close to bifurcations of this type with two or three periodic orbits
becoming simultaneously tangent to the disc. Therefore we suspect that the deviations
have their origin in the failure of the semiclassical theory in its present form in the vicinity
of tangent orbits.
The method presented above was recently applied in the analysis of the 3-D Sinai
billiard. There, the length spectrum is entirely overwhelmed by BB contributions. One
can study the contributions of isolated periodic orbits only after the spectrum is analyzed
by the methods explained above. The detailed analysis of the 3-D Sinai billiard will be
presented elsewhere. Finally, we would like to note that the method presented here can
be applied in many variations, whenever a particular set of orbits is of particular interest,
and one wishes to suppress all other contributions.
5 Parametric Spectral Statistics
Random matrix theory has been successful in describing universal properties in the spectra
of a large variety of single systems. These include classically chaotic systems as well as
disordered mesoscopic systems. There is now an increased interest in considering not
only single isolated systems but also systems that depend on an external parameter and
in describing correlation functions in this parameter and statistics that depend on the
sensitivity of the energy levels to the change of the parameter [10, 11, 12, 13].
Two very often considered quantities are the velocity and the curvature distributions,
i. e. the distributions of the rst and second derivatives of the levels with respect to the
parameter. For these quantities several theoretical results exist. The velocity distribu-
tion P (v) is a Gaussian for random matrix ensembles. It has been shown by Gaspard et
al. [10] that the asymptotic distribution for large curvatures is universal. Subsequently, this
behavior was veried numerically for several systems [30, 31, 12]. Formulae for the com-
plete curvature distributions for the GUE, GOE and GSE of random matrix theory were
conjectured by Zakrzewski and Delande [12] based on detailed numerical examinations.
In addition, it was suggested that deviations from these distributions in chaotic systems
could be taken as a measure of the degree of scarring in this system [31, 12]. It has been
proved recently that the conjectured distributions are indeed the exact distributions for
the random matrix ensembles [32, 33].
In this section we examine the velocity and curvature distributions for the Sinai billiard
with mixed boundary conditions on the dispersing arc. As has been mentioned in the
introduction, it is a special feature of this parameter dependence that it restricts only to
the quantum system, whereas the corresponding classical system is parameter-independent.
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Figure 5: The derivative of the length spectrum of the quarter Sinai billiard, L = 2; R = 0:5,
with respect to  at  = 0. Lengths of periodic orbits are indicated by vertical lines, lengths
of BB families are indicated by daggers.
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As parameter we take the quantity  of eq. (5) with xed b = 200. The velocities are
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where x
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) =
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); b; ) are the unfolded energy levels. We scaled the rst derivatives
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 by their local standard deviation, since this standard deviation is not constant
with increasing energy. The brackets <  >
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denote an average over the levels x
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interval around the value x. The scaled curvatures are de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where  classies the corresponding random matrix ensemble. It is equal to one for GOE,
which is appropriate for systems with time reversal symmetry. The distribution of curva-
tures for GOE is given by
P (c) =
1
2
1
(1 + c
2
)
3=2
: (92)
We compare the numerical distributions for the Sinai billiard to the random matrix
results and discuss the deviations that occur, especially in the context of the scarring of
wave functions in the system. The calculations were done for the quarter Sinai billiard
which has two symmetry classes, odd and even. The eigenfunctions of these symmetry
classes are solutions of the Helmholtz equation for the fundamental region of the Sinai
billiard, which is drawn in gure 7 with thick lines, with Dirichlet (odd) or Neumann
(even) boundary conditions along the line y = x, mixed boundary conditions along the
circular part of the boundary and Dirichlet boundary conditions along the remaining two
straight sections of the boundary. As in the previous section R = 0:5 and L = 2 and for
these parameter values there exist two families of bouncing ball orbits. For the numerical
analysis the energy levels with a wave number in the range 100 < k < 300 were used.
This corresponds to approximately 2500 levels in each symmetry class. The statistical
distributions were evaluated by averaging over the two symmetry classes.
5.1 Non-Generic Features in the Parameter Dependent Energy
Spectrum
Figure 6 is a plot of the wave numbers k
n
of a part of the spectrum as a function of the
parameter  for the two symmetry classes of the quarter Sinai billiard. There is a mean
decrease of the levels with increasing  which is due to the -dependence of the mean
number of energy levels

N(k). A striking feature in gure 6 is that one can distinguish
apparent horizontal lines. These lines consist of almost straight pieces which are interrupted
by avoided level crossings. As will be argued below these lines can be attributed to the
existence of the families of bouncing ball orbits. We discuss these lines in more detail since
they lead to deviations in the velocity and curvature distributions from the random matrix
theory. Similar apparent lines have also been found in various other systems (see e. g. [34])
and also in experiments [35].
The lines are regularly spaced and they can be divided into two families. The rst
family appears at the same positions in the spectra of both symmetry classes. The lines
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Figure 6: The wave numbers k
n
() in the range 190 < k
n
< 200 as functions of the
parameter  for the desymmetrized Sinai billiard, for odd (left gure) and even (right
gure) symmetry. The triangles indicate eigenvalues of two rectangular billiards (dark
triangles { rst family, empty triangles { second family), as discussed in the text.
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actually appear as double lines where the upper line is less pronounced than the lower line.
The positions are roughly given by k = n, where n is a natural number (dark triangles
in gure 6). In the case of the second family of lines there is a dierence between the
two symmetry classes. One can distinguish horizontal lines at the approximate positions
k = n=
p
2, but they appear only for odd integers n in the odd symmetry class and for
even integers n in the even symmetry class (empty triangles in gure 6). Although we
did not calculate wave functions, we strongly suspect that the horizontal lines correspond
to wave functions that are mainly concentrated (scarred) along one of the two families
of bouncing ball orbits and that these states are not strongly inuenced by changing the
boundary conditions on the circular part of the boundary. Under these assumptions the
actual position of the lines and the dierence between the two symmetry classes can be
explained by a very simple model, namely by approximating the wave functions by the
superposition of two eigenfunctions of appropriate rectangular billiards.
We consider rst the position of the lines in the vicinity of  = 0. Later on, we shall
show that the lines are not strictly horizontal, but that they drop slightly as  approaches
=2. We start with the rst family of lines. It is convenient to discuss them in the quarter
Sinai billiard instead of the fundamental region. We assume that the wave functions that
correspond to these lines are scarred along the rst family of bouncing ball orbits. These
are orbits that are parallel to the x-axis or the y-axis in the coordinate system shown in
gure 7, i. e. they occupy the region of the upper shaded rectangle in gure 7 and the
region of another rectangle that is obtained by reecting the rst rectangle on the line
y = x. We then express the wave functions by a linear superposition of a function f(x; y)
and its mirror image f(y; x), where f(x; y) is concentrated along the rst of the rectangles
only. The wave functions of the two symmetry classes are then given by f(x; y) f(y; x).
This decomposition in terms of f(x; y) and f(y; x) is of course only possible within an
approximation since it implies that both symmetry classes have the same eigenvalue.
The fact that the eigenvalues of the wave functions are only little inuenced by the
change of the boundary conditions on the circular part of the boundary points to a small
excitation of the function f(x; y) in x-direction and a high excitation in y-direction. For
that reason, we determined its eigenvalue by an adiabatic approximation in which the
high excitation in y-direction and the low excitation in x-direction are separated. In the
energy range considered, the results dier only little from the eigenvalues of the rectangular
billiard in gure 7 with Dirichlet boundary conditions. For simplicity we therefore restrict
the discussion to the eigenvalues of this rectangular billiard. The wave numbers of its
eigenvalues are given by k
n;m
= 
q
n
2
=a
2
+m
2
=b
2
, where n and m are integers and a = 1
and b = 1 R are the lengths of its sides. The wave numbers k
n;m
provide a more detailed
description of the positions of the lines than the rough estimate k = n. The values of k
n;m
are marked in gure 6 for n = 61 to 63 and m = 1 and 2 by black triangles. As one can
see, they agree well with the position of the horizontal lines. Scarred wave functions that
correspond to higher values of m might also exist, but they are more sensitive to a change
of the parameter  and therefore the corresponding lines cannot be clearly distinguished
in the spectrum.
For the consideration of the second family of lines we introduce new coordinates u =
(x   y)=2 and v = (x + y)=2, and consider a region that is bounded by the lines u = 0,
u = 1, v = 0 and v = 1 and two circular arcs as shown in gure 7. Let us denote this region
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by D. It contains four copies of the fundamental region of the billiard which is indicated
by thick lines. The second family of bouncing ball orbits runs along lines of constant u or
constant v. In order that a wave function in the domain D is also an eigenfunction of the
two considered symmetry classes of the fundamental region, it has to satisfy Dirichlet or
Neumann boundary conditions, respectively, on the straight sections of the boundary of D
and additionally it has to vanish on the diagonals v = u and v = 1   u.
We consider now a wave function which is mainly concentrated along the family of
bouncing ball orbits that is parallel to the v-axis. This region is indicated by the tilted
rectangular region in gure 7. Again we try to approximate the energy of this scarred
wave function by an eigenvalue of the rectangular billiard. Depending on the considered
symmetry class, the eigenfunction f(u; v) of the rectangular billiard has to satisfy Dirichlet
or Neumann boundary conditions on its short sides and Dirichlet boundary conditions
on its long sides (we consider the case  = 0). From f(u; v) one can obtain a wave
function  (u; v) in the fundamental region, i. e. one which vanishes on the lines v = u and
v = 1  u, by dening  (u; v) = f(u; v)  f(v; u) and requiring that f(1=2 + z; 1=2  z) =
f(1=2   z; 1=2 + z). A consequence of the last condition is that the function f(u; v) must
have the same parity with respect to reection of its rst coordinate at u = 1=2 as with
respect to reection of the second coordinate at v = 1=2.
y
1
x2
u1
1 v
Figure 7: The (x; y)- and (u; v)-coordinate systems for a description of the two families of
bouncing ball orbits in the quarter Sinai billiard with R = 0:5 and L = 2. The fundamental
region of the Sinai billiard is drawn with thick lines.
We now consider the odd symmetry class of the quarter Sinai billiard. For this case the
function f(u; v) is given by f(u; v) = c
n;m
sin[nv] sin[m(u  r)=(1  2r)], where c
n;m
is a
normalization constant and r = R=
p
2 is the radius of the circle in the (u; v)-coordinates.
The corresponding wave numbers are k
n;m
= 
q
n
2
=a
2
+m
2
=b
2
=
p
2 where a = 1 and
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b = (1 2r) and the factor
p
2 has its origin in the Jacobian determinant of the coordinate
transformation. The symmetry condition that f(u; v) has to satisfy restricts the possible
values of m and n. It is satised if either m and n are both even or if they are both odd.
As a consequence, the lowest excitation m = 1 in u-direction is only possible, when n is an
odd number. In the left graph of gure 6 the wave numbers k
n;m
are indicated by empty
triangles for the values n = 87 and 89 and m = 1 and one can see close to these positions
horizontal lines in the spectrum. The positions of the lines are actually slightly below the
values of k
n;m
, possibly because the wave functions spread slightly beyond the rectangular
region. The lines are less pronounced than the lines of the rst family and already for the
cases m = 2, which correspond to even values of n, there are no clear lines in the spectrum.
For the even symmetry class of the quarter Sinai billiard, the function f(u; v) is given
by f(u; v) = c
n;m
cos[nv] sin[m(u r)=(1 2r)]. Now the symmetry condition for f(u; v)
requires that m is even if n is odd and vice versa. In the right graph of gure 6 the lines
of the second family for m = 1 have the same qualitative properties as in the left graph,
with the dierence that they now appear for even values of n. The empty triangles in the
right graph mark the values of k
n;m
for the values n = 86 and 88 and m = 1.
Up to now, we considered only the position of the horizontal lines in the spectrum near
the parameter value  = 0. We now discuss the fact that the lines are not strictly horizontal
but that they drop slightly when  is increased. In order to describe the lines more
accurately over the whole -range we again use the simple model of the two rectangular
billiards in gure 7. This time we impose mixed boundary conditions on those sides of
the two rectangles that are tangent to the circular arcs in gure 7. The resulting wave
numbers k
n;m
() (for the appropriate values of n and m) have the following properties.
They are monotonously decreasing functions of , yet the decrease is very slight except
near  = =2, where it becomes stronger. At  = =2 the lines have a distinctive negative
curvature and negative slope. The model of the rectangular billiard is not good enough
to give an exact description of the actual position of the lines in the spectrum, but the
qualitative behavior of the functions k
n;m
() that is described above can also be seen in
the spectrum.
5.2 The Velocity and Curvature Distributions
We now come back to the distribution of velocities and curvatures and consider rst the
results for the parameter value  = 0. The velocity distribution is shown in gure 8 and
is compared to a Gaussian of the same mean value and standard deviation. One notices
that the distribution is not well approximated by the Gaussian curve. It is asymmetric and
it has an excess of large velocities. This deviation from the random matrix result can be
explained by the presence of the horizontal lines in gure 6 (see [12]). When the spectrum
is unfolded, these lines go over into lines that have a large slope (except near  = =2 as
will be discussed later). They thus contribute to large positive velocities. Similar results
were obtained for the hydrogen atom in a strong magnetic eld, a system which has a large
number of scarred states [12].
The curvature distribution that is shown in gure 9 is likewise not in agreement with
the random matrix result. There is a large excess of small curvatures in comparison with
the distribution of eq. (92). These results are again in qualitative agreements with results
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Figure 8: The velocity distribution P (v) at  = 0 in comparison with a Gaussian.
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Figure 9: The curvature distribution P (c) at  = 0 in comparison with the GOE-
distribution of eq. (92).
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for the hydrogen atom in a magnetic eld and also with results for the stadium billiard
where the parameter is the length of the straight section of the boundary [31, 12].
The high peak of the distribution at small curvatures can be explained by two eects.
The horizontal lines in gure 6 contain long pieces where the curvature is almost zero. This
is still the case after unfolding the levels and these parts of the spectrum thus contribute
to an accumulation of small curvatures. Secondly, as has been noted above they are also
responsible for an excess of large velocities. This excess leads to an increase of the variance
of the velocity distribution 
( 1)
and, by denition (91), to a decrease of the curvatures.
Because of these eects it has been suggested that the excess of small curvatures can be
taken as measure for the degree of scarring in a system [31, 12]. We will discuss this point
in more detail when considering results for other values of the parameter .
It is possible that the small avoided level crossings along the horizontal lines lead also
to a non{generic curvature distribution at large curvatures [12], but the number of levels
has not been large enough in order to check this in detail.
In order to see whether the discrepancy between the calculated distributions and the
random matrix result is only due to levels in the vicinity of the horizontal lines, we disre-
garded these levels and determined the distributions with the remaining levels. The levels
which are taken out, however, have on average large velocities and therefore the average ve-
locity of the remaining levels is dierent from zero. This eect can be removed by choosing
a dierent unfolding mechanism which takes into account the uctuations in the spectrum
due to the bouncing ball orbits. This is done by dening
x
n
=

N(k
n
) +N
bb
(k
n
) ; (93)
where N
bb
(k) is the semiclassical contribution of the bouncing ball orbits to the spectral
staircase. We would like to note that this unfolding procedure alone already leads to a more
symmetric velocity distribution and reduces slightly the peak of the curvature distribution
at small curvatures.
We varied the number of levels that were removed and found that we had to neglect
about 25% of the spectrum until most of the non{generic contributions to the distributions
were removed. The resulting velocity and curvature distributions, obtained by unfolding
with (93), are shown in gures 10 and 11. The agreement with the random matrix results
is now much better than before. One can still see some small deviations, but the main
part of the non{generic contributions are removed. This indicates that wave functions that
are scarred along the bouncing ball orbits are really the reason for the deviation from the
random matrix results.
We have calculated the velocity and curvature distributions also for several other values
of the parameter . Over a large range of this parameter the results are very similar to
those for  = 0. The velocity distributions are asymmetric and have a tail at large velocities
which is larger than for a Gaussian and the curvature distributions show an excess of small
curvatures. Also, if one removes again the part of the spectrum which is mostly aected
by the bouncing ball orbits and performs the unfolding with eq. (93) the agreement with
the random matrix results becomes quite good. However, as one approaches the value
 = =2 the distributions become qualitatively dierent. In gure 12 the distribution of
all velocities in the range 100 < k
n
< 300, unfolded without bouncing ball terms, is shown
for  = =2. It is compared to a Gaussian with the same mean and standard deviation.
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Figure 10: The velocity distribution P (v) of a part of the spectrum at  = 0 in comparison
with a Gaussian, as described in the text.
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Figure 11: The curvature distribution P (c) of a part of the spectrum at  = 0 in comparison
with the GOE-distribution of eq. (92), as described in the text.
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Here the agreement with the Gaussian is better than for the distribution for  = 0 in
gure 8. The distribution is more symmetric, the peak at v = 0 is lower and there is a
smaller excess of large velocities. The curvature distribution is shown in gure 13. It diers
strongly from the  = 0 case. There are much less contributions from small curvatures
and the deviations from the random matrix curve are mainly due to an asymmetry in the
distribution.
The dierent behavior near  = =2 can again be explained by the apparent lines in
the spectrum. As was discussed in the last section, these lines are not quite horizontal
near  = =2, but they have a negative slope and negative curvature. As a consequence,
when the levels are unfolded they have smaller velocities and larger (negative) curvatures
than in the case  = 0. This is exactly the dierence that is observed in the velocity and
curvature distributions.
We also tried for  = =2 to improve the agreement with the random matrix results
by removing a part of the spectrum and unfolding with eq. (93). However, in this case the
agreement does not improve. The peak of the velocity distribution goes down, but the
distribution is slightly asymmetric and the peak of the curvature distribution decreases
below that of the random matrix result. Presently, we do not have a satisfactory expla-
nation for this result. Possible explanations are that due to the stronger -dependence of
the horizontal lines they have an inuence also on more distant energy levels, or that the
mixed boundary conditions do not behave generically near Neumann boundary conditions,
at least in the considered energy range.
A denite interpretation of our results would also require an examination of wave func-
tions. However, in case that there are many scarred wave functions at  = =2, our results
seem to indicate, that scarred states do not necessarily have to lead to an accumulation
of small curvatures. A prerequisite for such an accumulation is an almost linear change of
the corresponding energy levels with the parameter , which is not necessarily the case.
Finally, we add a remark on the choice of the parameter . The curvature distribution
is not independent on this choice if it is evaluated within a restricted energy range. We
chose a parameter dependence that is symmetric with respect to Dirichlet and Neumann
boundary conditions, but in principle, one could dene a dierent parameter  = f()
and then the curvature distribution would change. For example we calculated at  = =4
the curvature distribution also for the -dependent boundary conditions of eq. (4) and
we got a slightly dierent result than for the -dependence. (At  = =2 there is no
dierence, since the Taylor expansion of the sine has no quadratic term.) Examinations of
the universality of the curvature distribution thus require also a careful denition of the
parameter dependence.
6 Discussion
In this paper we have extended the semiclassical methods for treating billiard systems to
situations where the boundary conditions interpolate between the standard Dirichlet and
Neumann conditions. The parametric dependence on the boundary condition was shown
to be a very useful tool in the spectral analysis and in the context of the parametric
spectral statistics, the variation of the boundary condition is similar to the variation of
any external parameter in a Hamiltonian system. It should be born in mind, however,
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Figure 12: The velocity distribution P (v) at  = =2 in comparison with a Gaussian.
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Figure 13: The curvature distribution P (c) at  = =2 in comparison with the GOE-
distribution of eq. (92).
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that the boundary condition is strictly a wave (quantum) feature and as such, has no
classical analogue. In this sense the system we consider here is dierent from the usual
parameter dependent Hamiltonian systems, where the parameter has similar meanings in
the quantum and classical representations. We shall address this point in the present
section and show that, in one limit, there exists an alternative interpretation of the mixed
boundary conditions. We will discuss also some results which can further illuminate some
features of the semiclassical approximation for mixed boundary conditions.
We shall show rst, that the variation of the spectral density in the vicinity of the
Dirichlet boundary condition can be related to a variation of the boundary itself. The
later certainly has a similar meaning in both the classical and the quantum pictures. We
rewrite the mixed boundary conditions, eq. (4), as
 (~r ) + @
^n
 (~r ) = 0 ; ~r 2  ; (94)
where  = 
 1
;  > 0. This denes a Green function, G(~r
0
; ~r
00
; ), and its derivative with
respect to  near  = 0
+
(Dirichlet case), g(~r
0
; ~r
00
), can be easily shown to satisfy
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(~r
0
; ~) @
^n
G(~; ~r
00
;  = 0) ; (95)
where G
0
(~r; ~r
0
) is the free Green function. Let us now dene a uniform ination of the
boundary, which is aected by shifting each point ~ on the boundary a distance  along
the normal:
() : ~! ~+ ^n(~ ) ; ~ 2  : (96)
Note, that this ination is not just a rescaling of the coordinates , except for special cases
like the circle billiard and regular polygons. Hence, the structure of the periodic orbits will
in general change. Keeping the boundary condition to be Dirichlet ( = 0) for all values of
, one can show after some calculation, that @G(~r
0
; ~r
00
; )=@j
=0
satises the same integral
equation (95) as for g(~r
0
; ~r
00
). Thus we establish the relation between Green functions
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To derive the relation between the spectral densities we use for k > 0
d(k; ; ) =  
2k

lim
!0
+
Z
A
d~r ImG(~r; ~r; k
2
+ i; ; ) : (98)
The derivative with respect to  aects only the integrand, while the derivative with respect
to  aects also the integration domain. However, since we consider Dirichlet boundary
conditions ( = 0), we have G(~r; ~r;  = 0) = 0 for ~r 2 , and the second contribution is 0.
Therefore we conclude:
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==0
: (99)
This exact result becomes intuitively clear in the semiclassical limit: For the smooth part
of the level density we can use @A=@j
=0
= L, where A;L are the billiards area and
perimeter, respectively. When this is inserted into eq. (7) we get to leading order:
@

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
d(k; ; )
@
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Lk
2
: (100)
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(For smooth billiards one gets also the next term by similar methods.) As for d
osc
, con-
sider only the contributions of generic periodic orbits which are far from tangency to the
boundary. In the Gutzwiller sum, only the fast varying derivatives of the actions kL

with respect to  will be important in the semiclassical limit. Simple geometry shows that
@L

=@j
=0
= 2
P
n

i=1
cos 
i

, and together with the relation @=@j
=0
= b @=@j
=0
one gets
the desired equivalence (see eq. (86) ).
Even though the boundary condition is a pure quantum feature, its expression in the
semiclassical spectral density depends on the underlying classical dynamics and deserves
some more discussion. In particular, we shall study now the phase factor which multiplies
the contributions of the generic unstable periodic orbits (9). The main feature of this phase
is that for the mixed boundary conditions it depends on both, k and the angles of incidence

i
; i = 1; : : : n along the periodic orbit. This should be contrasted with the Dirichlet and
Neumann boundary conditions, where a reection leads to a simple factor of ( 1) or (+1),
respectively.
Let us consider the phase factor for very long periodic orbits. We are interested in orbits
that ll the phase space uniformly, so that the phase factor can be calculated approximately
by an ergodic averaging over phase space. The appropriate coordinates for doing this are
the length along the perimeter s and the canonical momentum p = cos', where ' is the
angle of the reected trajectory with the (directed) tangent. The phase  is then obtained
as
 = 2
n
X
i=1
arctan
 
k

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A
: (101)
The number of reections on the boundary n can be expressed by n = l = < c >, where
l is the length of the orbit and < c > is the mean chord length, i. e. the mean distance
between two consecutive reections on the boundary. Denoting by c(s; ') the length of a
chord that starts at s with an angle ' with respect to the tangent, the mean chord length
is obtained by
< c > =
1
2L
Z
L
0
ds
Z

0
d' sin' c(s; ')
=
1
2L
Z
2
0
d
Z
L
0
ds sin'() c(s; '() )
=
A
L
; (102)
where a transformation to an angle  with respect to a xed direction in space has been
made and c(s; ') = 0 for directions that point outside of the billiard. The integral over ds
gave the area A, since ds  sin' is the component of ds orthogonal to the chord. With this
result the phase  is given by
 = l
L
A
0
@
s
1 +


k

2
 

k
1
A
: (103)
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This additional phase can be interpreted as a small correction to the classical action l  k
which is the leading term in the semiclassical phase. The expression which multiplies l in
eq. (103) leads to a mean shift in the spectrum with respect to the Dirichlet value:
k
n
  k
D
n
=  
L
A
0
@
s
1 +


k
n

2
 

k
n
1
A
: (104)
On the other hand the mean spectral shift due to a change in the mean number of levels
is semiclassically given to leading order by (7)
k
n
  k
D
n
=  [

N(k
n
) 

N
D
(k
n
)]k =  
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0
@
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

k

2
 

k
n
1
A
; (105)
where k = 1=

d(k) is the mean distance between wave numbers. The result is identical
to eq. (104). It shows that the ergodic average over the additional phase is responsible
for the mean shift of the energy levels with respect to the Dirichlet case. The deviations
of the phase factors of periodic orbits from the ergodic mean thus lead to uctuations of
the energy levels around their mean shift. The fact that the mean shift in the energy
levels, which is derived from considering very short orbits, can also be obtained from the
ergodic average of very long orbits is another example of the bootstrapping property in
periodic{orbit theory [36].
The last comment is a word of caution. The mixed boundary conditions were shown
to appear in the expressions for the smooth and the oscillatory components of the spectral
density. The theory presented here for the smooth part gives the rst few leading terms
in the asymptotic expansion of

d(k) in powers of k
 1
. This is not true for the oscillatory
contribution, where only the leading contribution was considered.
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A The Smooth Part of the Spectral Density for the
Semi-circle Billiard
In this appendix, the smooth part of the spectral staircase

N(k) is derived for a semi-
circle with mixed boundary conditions on the circular part of the boundary and Dirichlet
or Neumann boundary conditions on the diameter, respectively. The derivation is done
by using the methods of section 2.1. From the results the contribution of a 90

corner is
extracted.
42
The Green function for the semi-circle billiard is obtained from that of the circle billiard
by the method of images:
~
G(~r; ~r
0
; s
2
) =
~
G
c
(~r; ~r
0
; s
2
)
~
G
c
(~r;
^
R~r
0
; s
2
) ; (106)
where the upper and lower sign correspond to Dirichlet and Neumann boundary conditions
on the diameter, respectively and the operator
^
R denotes the reection on the line y = 0.
The upper index c will from now on denote the quantities for the full circle billiard. From
eq. (106) the Green function for the semi-circle follows as
~
G(~r; ~r
0
; s
2
) =  
1
2
1
X
n= 1
I
n
(sr
<
)[K
n
(sr
>
)+a
n
I
n
(sr
>
)] [cosn( 
0
)cosn(+
0
)] ; (107)
Subtracting the free Green function and taking the trace results in
~
K(s
2
) =
Z
R
0
dr r
Z

0
d [
~
G(~r; ~r
0
; s
2
) 
~
G
0
(~r; ~r
0
; s
2
)]
=
1
2
~
K
c
(s
2
) 
R
2
4
[f(0; s)  I
0
(sR)K
0
(sR) + I
0
0
(sR)K
0
0
(sR)] : (108)
Now, the asymptotic expressions for the Bessel functions for large arguments are in-
serted and after expanding in powers of 1=(sR) one obtains
~
K(s
2
) =
1
2
~
K
c
(s
2
)
R
2
4
"
=s  1
2(sR)
2
(=s + 1)
 
1
sR
#
: (109)
From this the contributions to the mean level density and to the mean spectral staircase
follow as

d(k) =
1
2

d
c
(k)
R
2

1
2k

k
1 +


k

2
(110)
and

N(k) =
1
2

N
c
(k)
kR
2
 (
1
2
arctan
k

 
1
8
) ; (111)
where the constant term has been determined as discussed in section 2.1. The term
kR=(2) in eq. (111) is the contribution of the diameter to

N(k). The last term in
eq. (111) is the contribution of the two corners and thus it follows that the contribution
of a 90

corner with mixed boundary conditions on one side and Neumann and Dirichlet
boundary conditions, respectively, on the other side is given by
 (
1
4
arctan
k

 
1
16
) : (112)
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