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Sommario
Gli attuali metodi di scansione 3D consentono di acquisire una rappresenta-
zione digitale del mondo reale costituita da nuvole di punti, ovvero punti nello
spazio senza alcuna informazione topologica, ottenuti da un campionamen-
to discreto delle superfici dell’ambiente acquisito. Queste rappresentazioni
richiedono degli onerosi algoritmi di processing per creare un modello poli-
gonale su cui sia possibile applicare delle tecniche di rendering che simulino
effetti di illuminazione globale. E’ stato quindi necessario sviluppare delle
tecniche di visualizzazione progettate o adattate appositamente per questo
tipo di modelli.
Le ultime evoluzioni hardware e software delle schede video hanno per-
messo di sviluppare degli algoritmi di rendering real-time per nuvole di punti,
quali ad esempio il Point Splatting e l’Ambient Occlusion. La tesi presenta
due implementazioni originali di questi due algoritmi.
Sfruttando le informazioni associate alla nuvola di punti, si e` sviluppato
un algoritmo di Point Splatting che consente di visualizzare il modello in
maniera piu comprensibile. In particolare, l’algoritmo sostituisce ogni punto
nello spazio con porzioni di superficie, detti splats, e che, opportunamente
interpolati al momento del rendering in spazio schermo, permettono di visua-
lizzare la nuvola di punti come una superficie continua. L’implementazione
in GPU dell’algoritmo consente l’interazione in tempo reale anche con nuvole
di punti di notevoli dimensioni.
Per migliorare la comprensione della scena, il passo successivo e` stato lo
sviluppo di un metodo di shading basato sulla tecnica dell’Ambient Occlu-
sion, in grado di generare delle ombreggiature corrette che mettono in rilievo
le principali forme 3D, calcolando la visibilita` media di ogni punto. Dovendo
ii
garantire una visualizzazione in real time, e` stato necessario creare un me-
todo che fosse un’approssimazione quanto piu` vicina possibile alla ambient
occlusion reale ed allo stesso tempo fosse veloce da computare. Il punto di
partenza e` stato un algoritmo di screen space ambient occlusion per mesh
poligonali, adattato per nuvole di punti utilizzando alcune informazioni sullo
strumento di acquisizione estraibili dalla nuvola stessa.
Infine, e` stato sviluppato un framework, che partendo da un insieme di
scansioni 3D dello stesso ambiente acquisite da punti di vista differenti, per-




2 Stato dell’arte 4
2.1 Pipeline grafica . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Lighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Point cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Point Splatting . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Ambient Occlusion . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1 Screen Space Ambient Occlusion . . . . . . . . . . . . 21
3 Point Splatting prospettico 30
3.1 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Dettagli implementativi . . . . . . . . . . . . . . . . . . . . . 36
3.3 Risultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4 Point Ambient Occlusion 49
4.1 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Dettagli implementativi . . . . . . . . . . . . . . . . . . . . . 57
INDICE iv
4.3 Risultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 Multiview Ambient Occlusion 70
5.1 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Dettagli implementativi . . . . . . . . . . . . . . . . . . . . . 76




Le tecnologie per l’acquisizione di modelli 3D dal mondo reale si stanno dif-
fondendo in maniera sempre piu` decisiva in diversi campi applicativi, quali
il reverse engineering, l’industria dell’entertainment, i beni culturali, fino
ad arrivare ad applicazioni al di fuori dell’ambito puramente industriale ed
orientate all’utente finale, come la realta` aumentata. In particolare, l’intro-
duzione sul mercato di strumenti di acquisizione 3D dal prezzo contenuto
(Microsfot Kinect, DepthSense, Senz3D) e la distribuzione di nuovi tipi di
sensori 3D integrabili come se fossero una fotocamera esterna ad un tablet o
uno smartphone (Structure Sensor, ISense) consentono, anche in ambiti non
puramente industriali, di digitalizzare il mondo che ci circonda in maniera
semplice e veloce.
L’output di questi tipi di strumenti e` costituito da misurazioni della di-
stanza tra la superficie da acquisire e lo scanner, organizzate in un’immagine
digitale, chiamata range map, che memorizza per ogni pixel la profondita`
misurata dal sensore. Generalmente i risultati sono restituiti sotto forma di
punti isolati nello spazio con coordinate definite rispetto alla posizione dello
scanner al momento dell’acquisizione, anche se alcuni software consentono
di ottenere un modello poligonale direttamente dalla range map effettuando
2una triangolazione dei pixel adiacenti.
I dati acquisiti, specialmente dagli strumenti piu` economici, sono dati
grezzi, spesso affetti da rumore, che richiedono diversi passi di elaborazio-
ne per ottenere un unico modello poligonale abbastanza pulito per essere
ulteriormente utilizzato. Tutte queste fasi richiedono tempo e potenza di
calcolo.
Al contrario, vista la quantita` di dati che gli strumenti di acquisizione mo-
derni consentono di catturare in tempi brevi, arrivando anche a produrre uno
stream real-time di dati 3D (ad esempio il Microsoft Kinect), la possibilita` di
visualizzare meglio ed in maniera interattiva e/o real-time questi dati grezzi,
mettendo in evidenza le caratteristiche e forme acquisite piu` importanti, e`
un problema molto importate che consentirebbe lo sviluppo di applicazioni
fondamentali sia in fase di acquisizione che in fase di elaborazione dei dati.
Nel presente lavoro affronteremo il problema della visualizzazione effetti-
va ed efficace di nuvole di punti da due aspetti differenti: come visualizzare
una nuvola di punti a schermo, con lo scopo di ottenere una rappresenta-
zione continua della superficie originale, campionata durante l’acquisizione
dallo strumento di scansione; come approssimare e precalcolare delle infor-
mazioni di illuminazione di tipo globale da utilizzare durante il rendering
della nuvola di punti, per avere una comprensione migliore delle forme ac-
quisite e consentire l’interazione real-time con la nuvola stessa. Per il primo
aspetto, partiremo da un algoritmo noto in letteratura per la visualizzazione
di nuvole di punti, il Point Splatting, per svilupparne una versione efficien-
te che sfrutti a pieno le caratteristiche della scheda grafica. Per il secondo
aspetto, si e` invece partiti da uno studio delle varie tecniche di calcolo del-
l’Ambient Occlusion per modelli poligonali, i quali approssimano la visibilita`
media di ogni punto sulla superficie del modello, per sviluppare un algoritmo
che possa funzionare anche per nuvole di punti. Infine verra` presentato un
framework per migliorare le informazioni di illuminazione globale ottenute
3dagli algoritmi di Ambient Occlusion per una singola scansione nel caso di
acquisizioni da piu` punti di vista. L’idea e` quella di utilizzare le informazioni
ottenute da piu` scansioni dello stesso ambiente, per migliorare le stime di vi-
sibilita` media nelle aree dove la mancanza di dati puo` portare a sottostimare
o sopravvalutare le informazioni di illuminazione globale.
Il lavoro e` strutturato nella seguente maniera: nel secondo capitolo viene
trattato lo stato dell’arte. In esso vengono forniti alcuni concetti necessari
per comprendere il resto del lavoro, che riguardano la pipeline grafica utiliz-
zata ed il problema di visualizzare una scena 3D, utilizzando un appropriato
algoritmo di rendering. Nello stesso capitolo si affrontano i metodi ritrovati
in letteratura per la visualizzazione di nuvole di punti tramite Point Splatting
e per l’approssimazione delle informazioni di illuminazione globale tramite il
calcolo dell’Ambient Occlusion. Il terzo capitolo presenta dal punto di vista
teorico e pratico l’implementazione del nostro sistema di visualizzazione di
nuvole di punti tramite Point Splatting. Il capito quarto presenta l’implemen-
tazione di un algoritmo di calcolo dell’Ambient Occlusion per nuvole di punti
ottenuta adattando alcune soluzioni di stato dell’arte per modelli poligonali
ad una rappresentazione piu` compatta della nuvola stessa. Il capitolo quin-
to introduce il framework per dare maggiore consistenza alle informazione
di Ambient Occlusion nel caso di acquisizioni multiple dello stesso ambiente
da diversi punti di vista, proponendo alcune funzioni di fusione. Ciascuno
di questi tre capitoli e` corredato dai risultati di rendering ed in termini di
prestazioni ottenuti su diversi insiemi di dati. La tesi termina con il capitolo
sei contenente le conclusioni e gli sviluppi futuri.
Capitolo 2
Stato dell’arte
Allo scopo di poter seguire senza difficolta` i passi che hanno portato alla rea-
lizzazione del seguente lavoro, e` necessario conoscere alcuni concetti inerenti
il mondo della grafica 3D e della programmazione su GPU1. Le prossime se-
zioni hanno l’obiettivo di introdurre il lettore ai concetti di pipeline grafica
e di illuminazione di una scena. Si rimanda alla bibliografia per una trat-
tazione completa di queste tematiche. Verranno successivamente analizzate,
molto brevemente, una delle tecniche di acquisizione di nuvole di punti e lo
stato dall’arte relativo agli algoritmi di Point Splatting e Ambient Occlusion.
2.1 Pipeline grafica
Il presente lavoro e` stato realizzato utilizzando OpenGL. OpenGL (Open
Graphics Library) e` una libreria multi-linguaggio e multi-piattaforma per
il rendering di grafica 2D e 3D. La libreria e` utilizzata per interagire con
la GPU allo scopo di ottenere l’accellerazione hardware necessaria in fase
di rendering. Le sue principali applicazioni spaziano dal disegno CAD ai
videogames. Si presenta di seguito la pipeline grafica che riguarda OpenGL.
1Graphical Processing Unit
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Si noti che anche altre librerie grafiche (ie. DirectX) utilizzano pipeline del
tutto simili.
Un modello 3D e` composto da vertici, che possono essere accompagnati
da informazioni topologiche per creare primitive geometriche piu` complesse,
quali linee e triangoli. I dati associati ai vertici ed alle primitive geometriche
vengono inviate alla GPU, dove, tramite una serie di diversi passi, vengono
elaborati ed aggregati per produrre un’immagine del nostro modello 3D. Va
fatto notare che, a differenza delle prime versioni di OpenGL, attualmente i
diversi passi della pipeline grafica sono programmabili, usando programmi,
detti shader, che sono eseguiti direttamente sulla GPU. Questi programmi,
in base al punto della pipeline in cui vengono posti, prendono differenti nomi
e lavorano su diverse tipologie di dati, in maniera altamente parallela. In
figura 2.1 e` rappresentata la pipeline di OpenGL.
Il primo di questi passi e` il vertex shader e, come il nome stesso sugge-
risce, riceve in input i vertici del modello. Ogni vertice e` composto da una
serie di attributi, definiti dallo sviluppatore, quali la posizione 3D, la nor-
male, il colore e tutte le altre informazioni che possono essere necessarie alla
computazione del rendering (materiale, qualita`, radius, ecc). Tra le diverse
operazioni che si possono eseguire a questo punto della pipeline c’e` la fase
di transform, ovvero l’applicazione delle matrici di trasformazione al vertice
stesso, che lo portano prima dal sistema di coordinate del modello al sistema
di coordinate della camera posta nella scena, e poi dalle coordinate della ca-
mera alle coordinate 2D della finestra dell’applicazione. Oltre alla posizione
il programmatore ha la possibilita` di specificare altre variabili di output che
vengono inviate allo step successivo. Il mapping e` 1:1, ovvero per ogni vertice
in ingresso lo shader restituisce un vertice in uscita.
La fase di tessellation prende in ingresso un gruppo di vertici e restitui-
sce un nuovo gruppo, che puo` variare nel numero di vertici. Essa permette
di suddividere una faccia in piu` poligoni e variare gli attributi presenti sui
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Figura 2.1: La pipeline grafica di OpenGL. In blu sono rappresentati gli step program-
mabili tramite shader. Uno shader e` un particolare programma scritto in
un linguaggio di programmazione specifico (GLSL) che gira interamente
sulla GPU. I passi con contorno tratteggiato sono opzionali.
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nuovi vertici. Si compone di tre fasi, due delle quali sono programmabili:
Tessellation Control Shader, Tessellation Primitive Generator e Tessellation
Evaluation Shader. Un possibile utilizzo consiste nel variare dinamicamente
il numero di triangoli (livello di dettaglio) di una mesh, aumentandolo man
mano che ci si avvicina ad essa, ed e` quindi richiesta piu` precisione, e di-
minuendolo quando la distanza diventa eccessiva. La fase di tessellation e`
opzionale.
Il geometry shader permette di creare o distruggere primitive. Sebbene
concettualmente possa sembrare simile alla fase di tessellation esso viene uti-
lizzato in genere per scopi differenti. In particolare esso fornisce la possibilita`
di cambiare il tipo di primitiva rappresentato, ad esempio puo` convertire un
punto in tre vertici e farne un triangolo.
Nella fase di vertex postprocessing avviene, se richiesto, il transform
feedback, di cui parleremo a breve. Inoltre vengono svolte altre operazio-
ni necessarie al posizionamento dei vertici sullo schermo: clipping, divisione
prospettica e trasformazione in coordinate viewport.
Nella fase di primitive assembly vengono generate le diverse primitive a
partire dai vertici presenti. Il tipo di primitiva generato e` deciso dal pro-
grammatore al momento della chiamata di draw e puo` essere: punto, linea,
triangolo.
Queste primitive vengono trasformate in pixel (frammenti) dal rasterizer
ed i diversi attributi che erano stati specificati per i vertici vengono interpolati
linearmente sui diversi frammenti; essi vengono poi inviati al fragment shader,
il quale si occupa di eseguire operazioni per pixel. Un’operazione che viene
svolta a questo punto della pipeline e` il lighting, ovvero si calcola il colore
che verra` associato al pixel.
Infine vengono effettuate altre operazioni non programmabili, ad esempio
il depth test, ovvero quel test che permette di capire quali pixel siano visibili
e quali no. Per eseguire questo test la GPU utilizza un apposito buffer, detto
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depth buffer, che memorizza il valore di depth del pixel attualmente visibile
per ogni posizione sullo schermo. Nel momento in cui viene processato un
nuovo frammento, viene calcolato il suo valore di depth e confrontato con
quello attualmente presente nel buffer alla stessa posizione. Se il frammento
risulta piu` vicino alla camera rispetto al precedente esso viene visualizzato ed
il buffer viene aggiornato, altrimenti viene scartato senza ulteriori operazioni.
Abbiamo nominato in precedenza il transform feedback. Esso consiste
nell’operazione di memorizzare i dati delle primitive in uscita dalla fase di
processing dei vertici (nel nostro caso si trattera` del vertex shader, ma po-
trebbe essere anche il geometry shader) in appositi buffer. Le informazioni
memorizzate possono poi essere utilizzate come input per altre invocazioni
del vertex shader stesso. Il tutto e` reso possibile mantenendo i dati sulla
memoria della GPU, quindi diminuendo l’overhead che si avrebbe ricevendo
attributi dalla CPU.
Per una trattazione piu` completa della pipeline si rimanda alla documen-
tazione ufficiale [Ope15].
2.2 Lighting
Il concetto di illuminazione di una scena e` fondamentale per poterla rendere
visibile all’occhio umano. Il metodo piu` semplice per dare visibilita` ad una
scena e` quello di assegnare un colore ai poligoni che la rappresentano, senza
considerare le interazioni di eventuali fonti luminose con essi e senza conside-
rare la posizione rispetto alla camera (figura 2.2). Il risultato, seppur estre-
mamente veloce da calcolare, non permette di cogliere la tridimensionalita`
della scena, in quanto il colore viene distribuito in maniera costante.
Per ovviare a questo problema e` necessario simulare gli effetti di illumi-
nazione del mondo reale, ovvero i diversi fenomeni che regolano la diffusione
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Figura 2.2: Nell’immagine a sinistra possiamo vedere come assegnare un colore a
ciascun poligono, senza considerare la posizione della camera ed eventuali
luci, non consente di trasmettere all’occhio le informazioni 3D della scena,
rendendo il tutto particolarmente piatto. A destra questo problema e`
stato risolto utilizzando l’algoritmo di shading di Phong.
della luce fino al nostro occhio. Vi sono diversi algoritmi che cercano di
approssimare tali fenomeni con diversi livelli di precisione. Ciascuno di es-
si, dal piu` semplice al piu` complesso, cerca di approssimare l’equazione di
rendering [Kaj86]:




fr(x, ωi, ωo, λ, t) · Li(x, ωi, λ, t) · 〈ωi · n〉dωi
(2.1)
dove
 λ e` la lunghezza d’onda, nel rendering approssimata con i tre colori
RGB
 t e` il tempo
 x e` un punto nello spazio
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 n e` la normale alla superficie in quel punto
 ωo e` la direzione della luce riflessa
 ωi e` la direzione della luce incidente
 Lo(x, ωo, λ, t) e` la radianza in uscita dal punto x in direzione ωo
 Le(x, ωo, λ, t) e` la radianza emessa nel punto x in direzione ωo, nel caso
il punto x appartenga ad un’emittente luminosa
 Ω e` la semisfera unitaria di direzioni centrata su n e contentente tutti




· · · dωi e` l’integrale sulla semisfera Ω
 fr(x, ωi, ωo, λ, t) e` la frazione di luce proveniente dalla direzione ωi e
riflessa verso ωo
 Li(x, ωi, λ, t) e` la quantita` di luce proveniente dalla direzione ωi
 〈ωi · n〉 e` il fattore di scala della luce proveniente con inclinazione ωi,
calcolato come prodotto scalare tra la direzione della luce incidente e
la normale alla superficie
Gli algoritmi di illuminazione possono suddividersi in locali e globali. Nei
primi viene considerata solamente la luce che colpisce le superfici in manie-
ra diretta. Nel secondo caso, invece, si cerca di considerare tutta la luce
incidente su un punto, anche quella che deriva dalla riflessione con altre su-
perfici. Ne deriva che gli algoritmi di illuminazione locale sono semplici da
calcolare, quindi utilizzabili in tempo reale. L’illuminazione globale risulta
invece molto onerosa in termini di calcolo e memoria, in quando richiede la
computazione delle intersezioni di ogni singolo raggio di luce riflesso dalla
superficie con i resto della geometria.
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Tra gli algoritmi di illuminazione locale vale la pena citare il Phong sha-
ding [Pho75], che considera la luce ambientale di intensita` costante e calcola
la luce uscente da un punto come la somma della luce riflessa in maniera
speculare e di quella riflessa in maniera diffusiva, ciascuna calcolata per ogni
fonte luminosa posta nella scena. L’equazione (2.2) e` alla base del modello
di illuminazione di Phong:
Ip = kaia +
∑
m∈lights
kd · 〈Np · Lp,m〉 · im,d + ks · 〈Rp,m · V 〉α · im,s (2.2)
Essa mette in relazione l’illuminazione di un punto p con le diverse fonti lu-
minose poste nella scena. Si distinguono due diversi tipi di riflessione (vedi
figura 2.3): diffusiva e speculare. La prima e` dovuta al fatto che qualsiasi su-
perficie, vista a livello microscopico, non risulta perfettamente liscia, dunque
riflette la luce in diverse direzioni. La seconda invece e` la tipica riflessione di
uno specchio, in cui gli angoli di incidenza e di riflessione sono uguali.
Figura 2.3: A sinistra un esempio di riflessione diffusiva, dovuta alle asperita` del-
la superficie a livello microscopico. A destra un esempio di riflessione
speculare, tipica di oggetti estremamente piatti.
Il modello di Phong introduce diversi coefficienti, ka, kd, ks che modulano
la luce in ingresso a seconda dei diversi tipi di riflessione. ka si riferisce alla
luce ambientale, che viene approssimata come costante e proveniente da tutte
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le direzioni. I vettori ia, im,d, im,s indicano l’intensita` dei diversi raggi di luce.
Infine abbiamo diversi vettori:
 Lp,m indica la direzione che collega il punto p alla fonte di luce m
 Np e` la normale del punto p alla superficie
 Rp,m e` la direzione che otterrebbe un raggio proveniente da m, perfet-
tamente riflesso sul punto p
 V e` la direzione che collega il punto p alla camera
Il coefficiente α serve a modificare l’estensione della riflessione speculare
sulla superficie.
I prodotti scalari servono ad attenuare il valore della riflessione in base
all’angolo formato con la direzione di massima intensita`:
 〈Np·Lp,m〉 nel caso di riflessione diffusiva l’intensita` massima si ha quan-
do la direzione della luce incidente e quella della normale coincidono.
Piu` l’angolo tra le due aumenta piu` la luce riflessa tende ad affievo-
lirsi, come visto anche nell’equazione (2.1). La riflessione diffusiva e`
indipendente dal punto di vista.
 〈Rp,m · V 〉α nel caso di riflessione speculare l’intensita` massima si ha
lungo la direzione Rp,m. Piu` la direzione di vista si discosta da questa
meno luce riflessa arrivera` alla camera. Questo tipo di riflessione varia
quindi al variare del punto di vista.
Per quanto riguarda gli algoritmi di illuminazione globale ne sono stati
proposti diversi in letteratura, ciascuno dei quali cerca di approssimare l’e-
quazione (2.1) in maniera differente. Alcuni di essi sono: radiosity [GTGB84],
ray tracing [Whi80] e photon mapping [Jen96].
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Nel presente lavoro tratteremo l’algoritmo di ambient occlusion [Mil94].
Esso permette di precalcolare in maniera relativamente rapida alcune infor-
mazioni di illuminazione globale, poi utilizzabili negli algoritmi di illumina-
zione locale in real time, migliorandone cos`ı il realismo.
2.3 Point cloud
Gli attuali metodi di acquisizione 3D consentono di ottenere una rappresen-
tazione digitale del mondo reale costituita da nuvole di punti. Esse sono
ottenute tramite un campionamento discreto delle superfici dell’ambiente da
acquisire.
Strumento tipici che consentono l’acquisizioni di nuvole di punti sono
gli scanner 3D a tempo di volo (Time of Flight). Il loro funzionamento si
basa sulla misura del round trip time2 di un raggio laser emesso lungo una
serie di direzioni distribuite nello spazio intorno alla scanner. In particolare,
per determinare la distanza dallo scanner di un punto si utilizza la seguente
formula:
d = c · t
2
(2.3)
dove c indica la velocita` della luce e t il round trip time. La precisione dello
strumento viene limitata dall’alto valore di c: piccole variazioni nel rileva-
mento del tempo di volo si trasformano in grandi errori nel rilevamento della
distanza d del punto dallo scanner. Tali variazioni possono essere dovute
a microvibrazioni dello strumento stesso. Alcune superfici, inoltre, non ri-
flettono correttamente i raggi, rendendone difficoltosa, se non impossibile,
l’acquisizione.
Da tutto cio` segue che i dati di output si presentano come un insieme
di punti nello spazio, incompleti ed inerentemente affetti da rumore, senza
2Tempo impiegato dal raggio per raggiungere la superficie e ritornare allo scanner dopo
essere stato riflesso.
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alcuna informazione topologica che li metta in relazione tra loro (vedi figura
2.4).
Figura 2.4: In figura si puo` notare la scarsa densita` di campionamento della nuvola di
punti. Il raggio laser dello scanner viene emesso a passi discreti utilizzando
un modello parametrico latitudine-longitudine. Ne segue che tanto piu` la
superficie rilevata si trovi lontano dallo scanner, tanto piu` i punti adiacenti
risulteranno lontani nello spazio.
Uno scanner acquisisce solamente cio` che e` direttamente visibile dal suo
punto di vista, lasciando delle zone dell’oggetto o della scena “scoperte”.
Allo scopo di acquisire modelli 3D piu` coerenti e completi si e` soliti eseguire
piu` scansioni da differenti punti di vista, consentendo la digitalizzazione di
superfici che non erano state acquisite dalle scansioni precedenti. Inoltre,
scegliendo in maniera opportuna le zone in cui posizionare lo scanner, si
riesce ad aumentare l’omogeneita` nella densita` di scansione (vedi figura 2.5).
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Figura 2.5: Mentre una scansione singola non riesce a catturare l’intero ambiente
circostante, facendo l’unione di piu` scansioni da diversi punti di vista si
riescono a completare quelle parti mancanti perche´ occluse da qualche
oggetto. Inoltre, utilizzando piu` rilevamenti, si riesce ad ottenere una
maggiore densita` di punti. Le pareti della stanza, ad esempio, che in figura
2.4 erano state scarsamente campionate, ora sono ben visibili, perche´ una
delle scansioni aggiunte e` stata acquisita in prossimita` della parete stessa.
Oltre alla posizione, spesso ogni punto della nuvola viene corredato di
altre informazioni, aggiunte in fasi di post-processing o acquisite direttamente
dallo scanner. Esse possono essere, ad esempio, il colore, la normale alla
superficie ed il radius. Quest’ultimo puo` essere il raggio da assegnare ad un
cerchio costruito attorno al punto che determina la porzione di superficie che
quel punto approssima.
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2.4 Point Splatting
La visualizzazione interattiva ed efficace di nuvole di punti e` un obiettivo
fondamentale nell’ambito dell’acquisizione di modelli 3D.
La piu` semplice delle rappresentazioni consiste nell’utilizzare le opzioni di
rendering messe a disposizione da OpenGL. OpenGL permette di assegnare
ad ogni punto una dimensione, visualizzando in fase di rendering dei quadrati
(o dei cerchi se le opzioni di anti-aliasing sono state attivate), detti splat,
centrati intorno al punto 2D sul piano della camera dove il vertice viene
proiettato. Questo metodo viene utilizzato di default fin dalle prime versioni
di OpenGL nel momento in cui si specifica che i vertici mandati alla GPU
devono essere interpretati come punti (GL POINTS). Nei passi finali della
pipeline grafica, piu` precisamente nel rasterizzatore, ciascuno di essi viene
sostituito da un quad; il loro orientamento e la loro dimensione sono sempre
gli stessi, indipendentemente dall’orientamento della superficie che stanno
approssimando e dalla posizione della camera.
Questo metodo di rappresentazione e` estremamente veloce, ma soffre di
alcuni problemi. Ad esempio, fissata una dimensione, la stessa nuvola puo`
apparire realistica da una determinata distanza e completamente incompren-
sibile avvicinandosi o allontanandosi eccessivamente. Questo perche´, quando
si e` lontani i quad tendono a diventare troppo grandi e coprire quelli adiacen-
ti, mentre, se ci si avvicina, diventano troppo piccoli e lasciano intravedere
lo spazio tra un punto e l’altro (figura 2.6).
Per poter migliorare la rappresentazione della superficie sottostante la
nuvola di punti e` possibile utilizzare le diverse informazioni che vengono
fornite con essa in un algoritmo di point splatting [ZPvBG01], quali, ad
esempio, il radius e la normale alla superficie di ogni punto, ovvero quel
vettore che ne indica l’orientamento ed e` perpendicolare al piano tangente la
superficie in quel punto. Tramite essi e` possibile ruotare gli splat in modo che
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Figura 2.6: Fissata una dimensione per gli splat dei punti, la percezione della su-
perficie cambia in funzione della distanza della camera. Da lontano i
quad tendono a diventare troppo grandi e coprire quelli adiacenti, men-
tre, quando la camera e` vicina gli splat diventano troppo piccoli e lasciano
intravedere lo spazio tra un punto e l’altro.
seguano la superficie stessa e ridimensionarli affinche´ sia priva di buchi. Tali
accorgimenti permettono di ottenere risultati ben piu` realistici dei precedenti,
poiche´ i bordi appaiono delineati in maniera corretta, al costo di qualche
operazione in piu` da eseguire sulla GPU. In [BK03] sono presentate questa
ed altre tecniche per il miglioramento della qualita` del point splatting. Il
risultato finale e` visibile in figura 2.7.
Un altro problema da risolvere e` la sovrapposizione di piu` splats sullo
stesso punto 2D. A tal proposito, per non avere discontinuita` nella percezione
continua della superficie e del colore finale, si utilizza una funzione che media
i valori di profondita`, normale e colore proiettati sullo stesso punto 2D dai
differenti splats.
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Figura 2.7: Utilizzando le normali per ruotare gli splat si ottiene una visualizzazione
piu` chiara della nuvola di punti. In questo esempio, nella seconda im-
magine, i punti sono stati sostituiti da cerchi anziche´ quadrati. Avendo
orientato in maniera corretta gli splat essa risulta molto piu` realistica
rispetto alla prima immagine.
2.5 Ambient Occlusion
Nell’ambito della grafica 3D e` stato dimostrato da diversi studi che il livello
di realismo della scena aumenta tanto piu` si riescono a rappresentare cor-
rettamente le ombreggiature date dalla luce ambientale [Wan92] [WFG92]
[KR92] [LM00].
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Figura 2.8: Esempio di una mappa in cui viene rappresentato il valore di ambient oc-
clusion per ogni punto. Le zone piu` scure rappresentano i punti maggior-
mente occlusi, mentre quelle chiare sono i punti completamente esposti
alla luce ambientale. L’ambienti occlusion aumenta il grado di realismo
della scena, togliendo quell’apparenza piatta data dalla sola illuminazione
locale.
L’ambient occlusion [Mil94] e` una tecnica utilizzata per approssimare gli
effetti della luce ambientale. A differenza dell’apparenza piatta data dall’il-
luminazione locale, l’ambient occlusion puo` aumentare il realismo della scena
facendo risaltare i piccoli dettagli ed aggiungendo delle ombreggiature mor-
2.5 Ambient Occlusion 20
bide laddove la superficie non e` completamente esposta. Essa consiste nel
calcolare un coefficente di occlusione per ogni punto della scena: tanto piu`
un punto risulta occluso dalla superficie circostante, meno sara` raggiungibile
dalla luce ambientale, risultando quindi ombreggiato. In termini matematici,






(1− V (ω, P ))〈ω · n〉dω (2.4)
dove V (ω, P ) indica la funzione di visibilita` del punto P lungo la direzione
ω (ovvero se il raggio lungo la direzione ω e` occluso da altre superfici o
no) e ω e` un vettore unitario che campiona la semisfera costruita sul punto
P ed orientata secondo la normale. Il prodotto scalare 〈ω · n〉 serve ad
attenuare il contributo dei raggi incidenti in maniera molto inclinata su P ,
mentre viene dato peso massimo a quelli perpendicolari ad esso3. Per motivi
computazionali, l’integrale e` approssimato da una sommatoria finita:




(1− V (ωi, P ))〈ωi · n〉 (2.5)
Gli algoritmi per il calcolo dell’ambient occlusion possono essere suddivisi
in due categorie: quelli che necessitano di una fase di preprocessing e quelli
calcolati in tempo reale. Storicamente, i primi algoritmi realizzati apparte-
nevano alla prima categoria. Tra di essi uno dei piu` famosi e` l’algoritmo di
ray-tracing [MP04] che consiste nel creare, per ogni faccia del modello, un
insieme di direzioni casuali poste sulla semisfera orientata secondo la norma-
le. Per ognuna di queste direzioni si controlla se c’e` un’occlusione o meno
(pseudocodice visibile in Codice 2.1). Le occlusioni possono essere pesate con
la distanza dell’oggetto che occlude dal punto preso in esame: un occlusore
3Lo stesso prodotto scalare viene utilizzato nella classica equazione di rendering per lo
stesso motivo. Si dimostra facilmente in maniera geometrica che il contributo dato da un
raggio di intensita` I viene attenuato da tale prodotto in base all’angolo di incidenza.
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Codice 2.1: Il calcolo del coefficiente di occlusione viene effettuato campionando in
maniera discreta le direzioni sulla semisfera orientata secondo la normale
al punto.
Per ogni triangolo {
Calcola il centro del triangolo
Genera un insieme di raggi sulla semisfera
int numOccluded = 0 ;
Per ogni raggio {




occlusion = numOccluded / numRays ;
}
lontano influira` molto meno di uno vicino. La fase di preprocessing coinvolge
quindi tutti i triangoli del modello, richiedendo un costo non indifferente in
termini di tempo e memoria. E’ possibile velocizzare la computazione usando
le diverse strutture dati di indexing spaziale progettate per gli algoritmi di
ray-tracing [Cha01]. Come vedremo in seguito, alcuni algoritmi utilizzati in
tempo reale si differenziano dal ray-tracing per lo spazio di campionamento
utilizzato.
2.5.1 Screen Space Ambient Occlusion
La necessita` di poter applicare la tecnica dell’ambient occlusion anche a scene
animate ed in real-time ha portato alla creazione di nuovi algoritmi, utiliz-
zabili senza il bisogno di una fase di preprocessing. Tale necessita` e` stata
particolarmente sentita dal mondo dei videogiochi a da quello cinematogra-
fico, dove oggigiorno molti oggetti sono creati con tecniche di grafica 3D ed
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inseriti nella scena reale in fase di post-produzione. Tra questi nuovi al-
goritmi il piu` conosciuto e` lo screen space ambient occlusion4, sviluppato
inizialmente presso la Crytek [Wik15] ed utilizzato all’interno del videogioco
Crysis da essa prodotto. Esso opera all’interno del fragment shader, quin-
di, diversamente dagli algoritmi ray-traced, non viene applicato per faccia
ma per pixel, diminuendo in maniera netta il tempo di calcolo e limitando
la computazione alla sola porzione di scena visibile dalla camera corrente.
Le informazioni necessarie agli algoritmi di screen space ambient occlusion
sono il depth buffer, che memorizza, per ogni pixel visibile, la sua distanza
dalla camera, e la normal map, che ne memorizza la normale. Questa tec-
nica risulta essere molto veloce sacrificando un po’ di qualita` del risultato
finale rispetto agli algoritmi di ray-tracing. Mentre in essi consideriamo la
scena globalmente, quindi il calcolo delle occlusioni considera tutti gli ogget-
ti presenti, qui prendiamo in esame solamente le parti di scena visibili dalla
camera.
In [Aal13] sono riportati e discussi diversi algoritmi di SSAO. Di seguito
vengono riproposti alcuni di essi sottolineandone le caratteristiche principali.
Crytek SSAO [Mit07]
Nell’implementazione piu` semplice del SSAO si sfruttano le informazioni for-
nite dal depth buffer per valutare la funzione di visibilita` V (ω, P ). Nello
specifico, per ogni punto P viene scelto un insieme di direzioni casuali nella
sfera di raggio r centrata in P stesso. L’ambient occlusion viene calcolato







4Di seguito abbreviato come SSAO.
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dove O(si) e` una funzione binaria in cui si controlla se il valore della coordi-
nata z del campione considerato e` maggiore o minore del valore memorizzato
nel depth buffer per quella posizione. Se esso risulta maggiore vuol dire che
quella direzione e` occlusa, altrimenti no.
O(si) =
1 if sz ≥ sd0 otherwise (2.7)
La figura 2.9 chiarisce il funzionamento dell’algoritmo presentato.
Figura 2.9: I punti rossi indicano i campioni occlusi, mentre quelli verdi i campioni
visibili. Tramite la linea tratteggiata si puo` vedere la proiezione di un
campione sul corrispondente punto memorizzato nella depth map.
A differenza dell’equazione (2.4) i campioni vengono presi dalla sfera co-
struita attorno al punto P . Cio` porta ad un problema conosciuto come
2.5 Ambient Occlusion 24
self-occlusion, ovvero anche le superfici planari, dove non sono presenti oc-
clusioni, marcano la meta` delle direzioni come occluse (in figura 2.9 alcuni
dei punti segnati di rosso non occludono veramente il punto P , poiche´ si tro-
vano nella semisfera inferiore rispetto ad esso). Per ovviare a cio`, in alcune
implementazioni si forzano le direzioni casuali a rimanere nella semisfera di
interesse determinata dalla normale del punto.
E` molto importante il metodo utilizzato per il campionamento dei punti
nello spazio 3D. Il set di direzioni utilizzate viene precalcolato in CPU e
passato allo shader sotto forma di texture. Se esso dovesse essere uguale
per ciascun punto si otterrebbero degli indesiderati effetti visivi di banding:
in alcune zone si potrebbe distinguere chiaramente il pattern utilizzato per
il campionamento. A tal proposito spesso si utilizzano delle funzioni che
ruotino le direzioni prese dalla texture in base alla posizione sullo schermo
del punto P preso in considerazione.
La mappa di ambient occlusion cos`ı calcolata produce un effetto visiva-
mente rumoroso. Per rimuovere tale rumore, gli autori suggeriscono di appli-
care un filtro di blur, introducendo pero` un ulteriore passaggio di shading. In
figura 2.10 viene rappresentata la pipeline grafica necessaria al calcolo dello
screen space ambient occlusion appena presentato.
Horizon-Based Ambient Occlusion [BSD08]
In questo approccio si cerca di calcolare l’angolo di orizzonte visibile sulla
semisfera attorno al punto P . L’ambient occlusion e` calcolato come la media
di questi valori presi da un sottoinsieme discreto di direzioni.





dove θi e` la direzione 2D in cui stiamo campionando, h e t sono due angoli,
il primo e` l’angolo di orizzonte visibile mentre il secondo e` l’angolo del piano
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Figura 2.10: I diversi passaggi che portano al calcolo ed all’applicazione dell’ambient
occlusion map. La random texture viene precalcolata in CPU e passata
allo shader in seguito.
tangente al punto P . ρ(di) e` un fattore di attenuazione.
Il punto chiave per poter risolvere l’equazione (2.8) e` riuscire a deter-
minare l’angolo h. A tal proposito gli autori suggeriscono un metodo di
ray-marching5 lungo la direzione θi (visibile in figura 2.11).
5Si segue la direzione del raggio campionando ad intervalli discreti lungo essa.
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Figura 2.11: Scelta una direzione ci si sposta lungo essa campionando ad intervalli
discreti i punti sulla superficie. Man mano che l’angolo di visibilita`
dell’orizzonte decresce si aggiorna il valore dell’ambient occlusion.
Sfruttando l’approccio di ray-marching l’algoritmo risulta quello proposto
nel codice 2.2.
Si possono scegliere diverse alternative per la funzione ρ(Si). Tra di esse,
quella suggerita dagli autori e` ρ(Si) = 1 − r2, dove r indica la distanza
normalizzata su di un valore soglia R tra il campione ed il punto P preso in
esame.
Al solito, per evitare artefatti sul risultato finale, si suggerisce di variare la
distanza dei passi di ray-marching e le direzioni di campionamento da punto
a punto.
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Codice 2.2: Calcolo dell’AO lungo una delle direzioni di campionamento
WAO = 0
Trova il campione S1 lungo la direzione θ
AO(S1) = sin(h(S1))− sin(t)
WAO = WAO + ρ(S1) ·AO(S1)
i = 2
While (Si NON e ' troppo lontano ) {
Trova il campione Si procedendo lungo la direzione θ
If (h(Si) > h(Si−1)) {
AO(Si) = sin(h(Si))− sin(t)




In questo caso il valore di AO e` approssimato con il valore di volumetric
obscurance:
V O(P ) =
∫
X
ρ(|p− x|) ·O(x)dx (2.9)
dove X e` un volume 3D costruito attorno al punto P e O(x) vale 1 se la
posizione x e` occupata, 0 altrimenti. ρ(l) e` una funzione di attenuazione,
piu` il campione considerato e` lontano, meno esso influisce sul valore finale di
ambient occlusion.
Questo metodo, come l’originale SSAO di Crytek, prova ad approssimare
l’integrale in (2.4) tramite dei punti. Se il numero N dei campioni tendesse
ad ∞ i due sarebbero equivalenti.
Gli autori hanno quindi pensato di sostituire i punti con delle linee (visibili
in figura 2.12). Il punto di stacco tra parte visibile e parte occlusa della
linea e` individuabile mediante un accesso al depth buffer, alle coordinate
x e y del campione. L’altezza della sfera alle stesse coordinate e` data da
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√
r2 − (x2 + y2), con r raggio della sfera. Il beneficio dell’utilizzo delle linee
sui punti si ha con scene in movimento, dove l’approssimazione mediante linee
consente delle variazioni piu` morbide dell’AO. Il motivo di cio` e` che, per ogni
campione, anziche´ memorizzare se esso e` visibile o meno, viene memorizzato
il rapporto tra la parte visibile e quella non visibile lungo la linea, che ha una
variazione continua con i movimenti della scena.
Figura 2.12: Anziche´ utilizzare dei punti per approssimare il valore di ambient
occlusion all’interno di una sfera, vengono utilizzate delle linee.
Alchemy Ambient Occlusion [MOBH11]
L’idea di questo metodo e` di scegliere una funzione di attenuazione ρ(d) tale
che, sostituita a V (ω, P ) in (2.4), ne semplifichi l’integrale. A tale scopo














dove u e` un parametro scelto dall’utente per aggiustare la forma della fun-






d · 〈ω, n〉
max(u, d)2
dω (2.12)









Sotto l’assunzione che u > 0 e d > 0 si ha max(u, d)2 = max(u2, d2). Inoltre







max(u2, v · v)dω (2.14)







max(vi · n+ β, 0)
vi · vi +  (2.15)
dove il termine β e` stato introdotto per regolare l’estensione dell’ambient oc-
clusion ed  sostituisce u con l’obiettivo di non rendere nullo il denominatore.
Il dot product viene clampato a 0 per considerare solamente in campioni sul-
l’emisfero superiore della sfera costruita attorno a P . Nel paper sono stati in




Di seguito tratteremo l’implementazione di un metodo di visualizzazione di
nuvole di punti completamente gestito dalla GPU tramite shader, basato sul
Point Splatting. Come gia` descritto, negli algoritmi piu` semplici di point
splatting ogni punto della nuvola viene sostituito da uno splat (quadrato o
circolare), di dimensione definita dall’utente, e a profondita` fissa determina-
ta dalla profondita` del punto originale. Nella nostra implementazione ogni
vertice della nuvola di punti e` sostituito con uno splat circolare, orientato
secondo la normale del punto e con profondita` dalla camera opportunamen-
te corretta (vedi figura 2.7). La principale problematica affrontata e` stata
la proiezione prospettica di ogni splat utilizzando le quadriche. L’algorit-
mo ottenuto risulta essere allo stesso tempo veloce (si veda la sezione sui
risultati per un’analisi quantitativa) e preciso. Si e` prestata particolare at-




Come descritto in [BK03] l’algoritmo di point splatting si compone di tre
fasi. La prima di esse, detta di visibilita`, si occupa di stabilire quali punti
devono essere renderizzati, scartando tutti quei punti che risultano essere
non visibili. La seconda fase, detta di accumulazione, accumula su ciascun
pixel il contributo dei valori dei diversi attributi che lo caratterizzano (colore,
depth, normale) dato dagli splat che risultano visibili e lo coprono. L’ultima
fase, detta di normalizzazione, media gli attributi salvati su ciascun pixel.
Visibilita`
Lo scopo del passo di visibilita` e` quello di individuare quali saranno gli splat
visibili dalla camera e la loro distanza da essa. Allo stesso tempo si calcola
un valore indicativo dello spessore dello spat in primo piano per ciascuna
posizione. Questa informazione verra` sfruttata dalle passate successive per
fare blending dei diversi valori (colore, depth, normali).
Ricordiamo che OpenGL, di default, rappresenta gli splat attraverso dei
quad, ovvero dei quadrati di dimensione stabilita dall’utente. A tal proposito
e` possibile specificare la dimensione nel vertex shader settando la variabile
gl PointSize. Una volta rasterizzati questi quadrati, abbiamo bisogno di un
metodo rapido per stabilire quali pixel faranno effettivamente parte dello
splat e quali si trovano all’esterno di esso.
Uno splat Sk e` rappresentato da una posizione e una normale:
pk = (px, py, pz)
nk = (nx, ny, nz)
e due vettori che giacciono sul piano definito dalla normale:
sk = (sx, sy, sz)
tk = (tx, ty, tz)
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opportunamente scalati in base al raggio dello splat. I due vettori sk e tk
rappresentano una base ortogonale per il piano definito dalla posizione e dalla
normale dello splat, parametrizzando i punti del piano con due coordinate
u e v. Avendo scelto di utilizzare splat circolari, un punto di coordinate
q = (u, v) appartiene allo splat sse u2 + v2 ≤ 1.
Tale condizione e` verificabile nel momento in cui abbiamo le coordinate
u e v riferite al piano tangente definito da sk e tk. Per fare questo occorre
risolvere due problemi: il primo e` relativo alla proiezione di un punto dallo
spazio dello spat (definito dai vettori sk e tk) allo spazio schermo e viceversa;
il secondo e` individuare la dimensione minima da dare al quad definito da
OpenGL ed associato ad ogni punto in modo che tutti i punti dello splat
circolare siano contenuti nel quad e quindi rasterizzati.
Riassumendo, nel vertex shader e` necessario trovare un mapping che por-
ti dallo spazio dello splat a quello dello schermo, in modo da stabilire le
dimensioni dello splat una volta proiettato sullo schermo ed impostare di
conseguenza la dimensione del quad che lo dovra` contenere. Nel fragment
shader dobbiamo fare il passaggio contrario, dalle coordinate di un pixel sul-
lo schermo dobbiamo risalire alle coordinate u e v nel piano dello splat e
controllare se esso appartiene o meno al cerchio che stiamo rappresentando.
Tutto cio` trova un fondamento matematico nel mapping proiettivo tra







ed ottenere quindi il punto p:
p = (u, v, 1) ·Mk (3.1)
Se assumiamo che il piano dell’immagine e` definito da un punto 3D (0, 0, 1)
che giace sul piano tangente con vettori (1, 0, 0) e (0, 1, 0), e` possibile proiet-
3.1 Algoritmo 33
tare il punto p dal piano tangente allo splat al piano immagine attraverso il
punto (0, 0, 0), con una semplice divisione prospettica:









In figura 3.1 e` rappresentato il mapping tra i due piani.
Figura 3.1: La proiezione di uno splat dal proprio spazio locale allo spazio immagine
definito dallo schermo.
Si noti che l’inversa di una matrice di proiezione e` essa stessa una matrice
di proiezione. Per risolvere quindi il problema inverso di passare dal piano
dello schermo a quello dello splat e` sufficiente applicare M−1k .
(uw, vw,w) = pM−1k
e poi riproiettare sul piano:








Abbiamo appena visto come fare a passare da uno spazio all’altro. Abbia-
mo gia` detto che, nel vertex shader, e` necessario proiettare lo splat circolare
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sullo schermo per stabilire la dimensione che esso andra` ad occupare. Du-
rante questa proiezione prospettica, lo splat circolare assume sullo schermo
una forma ellittica. Visto che il cerchio e l’ellisse sono due particolari tipi di
coniche e` necessario applicare la proiezione prospettica alla conica che defini-
sce il contorno circolare dello splat. In questo modo si trova l’equazione della
conica proiettata sullo schemo ed i relativi estremi. Una conica puo` essere
rappresentata nella sua forma implicita:
φ(x, y) = Ax2 + 2Bxy + Cy2 + 2Dx+ 2Ey − F = 0 (3.2)
Sfruttando le coordinate omogenee possiamo esprimere la conica nella sua
forma matriciale:










 = xQhxT = 0 (3.3)
Quando D = E = 0 il centro della conica si trova nell’origine (0, 0). Possiamo
trasformare una qualsiasi conica in una conica centrata nell’origine mediante
una traslazione di xt = (xt, yt). xt e` facilmente determinabile riscrivendo la
conica traslata e ponendo il vincolo che i coefficienti del primo grado di x ed
y risultino nulli. Ne deriva:









Risulta utile calcolare gli estremi massimi della conica xmin, xmax, ymin, ymax.




= 2Bx+ 2Cy + 2E = 0 (3.5)
δφ
δx
= 2Ax+ 2By + 2D = 0 (3.6)
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Il risultato finale e`:
xmax, xmin = xt ±
√
C(F −Dxt − Eyt)
∆
(3.7)
ymax, ymin = yt ±
√
A(F −Dxt − Eyt)
∆
(3.8)
Per stabilire la dimensione che dovra` avere il quad occorre calcolare gli
estremi della conica associata allo splat dopo la proiezione prospettica sul
piano immagine. A tal proposito abbiamo visto in (3.1) come esprimere un
mapping tra punti 2D espressi in coordinate omogenee. Per applicare questo
mapping ad una conica uQhu
T = 0 espressa nel piano tangente allo splat,

















Nella fase di accumulazione dobbiamo considerare tutti quei punti che inci-
dono su di un pixel e risultano visibili dopo la passata di visibilita`. In uno
scenario classico per ogni pixel abbiamo una sola primitiva visibile. E` in que-
sto momento che entra in gioco il valore dello spessore dello splat (chiamato
in seguito zRadius). Oltre al frammento immediatamente visibile vogliamo
considerare tutti quelli che si discostano da esso meno zRadius. In questa
maniera riusciamo ad ovviare al rumore presentato da una nuvola di punti
catturata da uno scanner 3D ed a fornire alla superficie la giusta continuita`.
Di tutti questi punti che risulteranno visibili accumuliamo i valori dei di-
versi attributi (colore, depth, normale). E` possibile stabilire una funzione che
pesi in maniera diversa il valore considerato in base alla posizione all’interno
dello spat.
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Il vertex shader risulta uguale a quello precedente. Per non dover ri-
calcolare tutti i valori alla stessa maniera abbiamo sfruttato le potenzialita`
fornite dal transform feedback memorizzando la dimensione in pixel del quad
e la matrice M−1 dalla passata di visibilita`. Oltre a questi due, abbiamo gli
attributi di posizione e di colore del punto, passati dalla CPU.
Nel fragment shader ci occupiamo invece dell’aggregazione dei vari attri-
buti.
Normalizzazione
La fase di normalizzazione prende in ingresso gli attributi accumulati dalla
fase di accumulazione e ne fa la media pesata.
3.2 Dettagli implementativi
La nostra implementazione si pone l’obiettivo di sfruttare le ultime tecnologie
messe a disposizione dalle schede video per visualizzare in maniera precisa gli
splat della nuvola di punti. In passato questi splat venivano inviati alla GPU
mediante primitive quali triangoli o quad [RPZ02]. Nel nostro caso inviamo
solamente i vertici della nuvola, lasciando che sia il rasterizer a produrre per
noi i quad necessari. In questa maniera evitiamo l’overhead dovuto all’invio
di molti vertici per ogni punto.
Visibilita`
Il vertex shader riceve in ingresso, per ogni punto, la posizione, la normale
ed il radius. Quest’ultimo e` stato precalcolato mediando la distanza dei
16 punti piu` vicini. Per velocizzare la computazione si e` utilizzato un kd-
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tree1. Attraverso essi abbiamo i dati necessari a costruire le matrici viste in
precedenza.
l ayout ( location = 0) in vec3 in_position ;
l ayout ( location = 1) in f l o a t splatRad ;
l ayout ( location = 2) in vec3 normal ;
In aggiunta a queste vengono specificate diverse variabili uniform. Una
variabile e` definita uniform se il suo valore e` lo stesso per ogni vertice inviato
alla GPU durante la chiamata di draw attuale. Tra di esse vi sono le matrici
di trasformazione, le dimensioni, in pixel, del piano immagine ed il fattore di
zoom, che servira` per scalare in maniera adeguata il radius.
Prima di calcolare le matrici M e Q
′
effettuiamo dei controlli sulle po-
sizioni degli splat, per poterli scartare a priori (ed evitare onerosi calcoli) se
essi non risultano visibili. Dopo aver applicato le matrici di trasformazione
controlliamo che l’ellisse non sia rivolta dalla parte opposta alla camera:
i f ( dot ( vec3 ( in_positionV ) , normalV ) >= 0) {
splatScreenRadi = 0 ;
multMatrix = mat3 ( vec3 (0 , 0 , 0 ) , vec3 (0 , 0 , 0 ) , vec3 (0 , 0 , 0 ) ) ;
r e turn ;
}
Se lo splat viene visualizzato da dietro, esso non risulta visibile (verra`
scartato nel fragment shader, dove viene fatto un check sul valore di spla-
tScreenRadi). A questo punto si scala il radius in base al valore di zoom e si
controlla se il punto risultante e` sufficientemente grande da essere visualiz-
zato a schermo. I punti ritenuti troppo piccoli vengono rappresentati ad una
1Struttura dati di indexing spaziale.
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dimensione costante di 3 pixel. Eliminare tali punti sarebbe un errore perche´
porterebbe ad avere dei buchi all’interno della superficie, mentre considerarli
alla pari degli altri punti sarebbe inutilmente oneroso in termini di calcolo.
f l o a t radius = splatRad * scaleFactor ;
vec4 OnEdgex = in_positionV ;
OnEdgex = OnEdgex + vec4 ( radius , 0 , 0 , 0) ;
vec4 OnEdgexP = projection_matrix * OnEdgex ;
f l o a t xconv1 = ( ( g l P o s i t i o n . x / g l P o s i t i o n . w ) + 1 . 0 ) / 2 . 0 ;
f l o a t xconv2 = ( ( OnEdgexP . x / OnEdgexP . w ) + 1 . 0 ) / 2 . 0 ;
i f ( abs ( xconv1 − xconv2 ) < ( 1 . 0/ ScreenWidth ) / 10) {
g l P o i n t S i z e = 3 ;
splatScreenRadi = −1;
r e turn ;
}
Il controllo viene effettuato proiettando il centro dell’ellisse ed un punto
a distanza radius da esso sullo schermo. Se la distanza tra i due risulta
inferiore ad una determinata soglia si assegna al punto la dimensione di
3 pixel. Si noti che il controllo viene fatto solo lungo una delle direzioni
possibili, quindi risulta un’approssimazione della vera dimensione del punto
proiettato. I valori di soglia sono stati trovati sperimentalmente per avere un
buon compromesso tra risultato finale e velocita` di calcolo.
Calcoliamo quindi i vettori s e t, che vanno a formare la base del piano
locale allo splat. Nel nostro caso abbiamo deciso di implementare una piccola
routine per individuarli da GPU.
vec3 normalVABS = abs ( normalV ) ;
f l o a t minComponentABS = min ( normalVABS . x , normalVABS . y ) ;
minComponentABS = min ( minComponentABS , normalVABS . z ) ;
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vec3 direction = vec3 (1 , 0 , 0 ) ;
i f ( minComponentABS == normalVABS . y ) direction = vec3 (0 , 1 , 0 ) ;
i f ( minComponentABS == normalVABS . z ) direction = vec3 (0 , 0 , 1 ) ;
vec3 s = normal ize ( c r o s s ( normalV , direction ) ) * radius ;
vec3 t = normal ize ( c r o s s ( normalV , s ) ) * radius ;
vec3 p = vec3 ( in_positionV / in_positionV . w ) ;
Abbiamo ricercato la componente di valore assoluto minimo della normale
per avere meno problemi di instabilita` numerica nel calcolo del cross product.
Attraverso esso ritroviamo due vettori ortogonali alla normale stessa che,
normalizzati e riscalati in base al radius, vanno a formare s e t.
A questo punto abbiamo tutti i dati necessari per creare le matrici M
e Q
′
. Per calcolare quest’ultima matrice, come visibile nell’equazione (3.9)
abbiamo bisogno di una matrice Q che esprima la conica nello spazio locale.
Nel nostro caso gli splat sono dei cerchi di raggio unitario perche´ i due vettori









individuiamo le coordinate massime nello spazio del modello,
attraverso le formule (3.7) e (3.8) applicate ad essa. Una volta individuate
tali coordinate troviamo quattro punti distribuiti nella maniera seguente:
vec4 p1 = vec4 ( xMax , p . y , −1, 1) ;
vec4 p2 = vec4 ( p . x , yMax , −1, 1) ;
vec4 p3 = vec4 ( xMin , p . y , −1, 1) ;
vec4 p4 = vec4 ( p . x , yMin , −1, 1) ;
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Quindi proiettiamo questi punti sullo schermo e cerchiamo la massima
delle distanze tra il centro p ed i punti proiettati. Per brevita` viene proposto
il codice per la proiezione di uno dei quattro punti:
vec4 screenP1 = projection_matrix * p1 ;
screenP1 = screenP1 / screenP1 . w ;
screenP1 . x = ( screenP1 . x * 0 .5 + 0 . 5 ) * ScreenWidth ;
Calcolata la distanza massima la si salva nella variabile splatScreenRadi
e si setta la dimensione del quad:
g l P o i n t S i z e = min (128 , i n t ( c e i l (2 * splatScreenRadi ) ) + 1) ;
Si noti che sarebbe errato calcolare la distanza massima facendo:
f l o a t maxDist = max( xMax − xMin , yMax − yMin ) ;
Questo perche´ non e` detto che la proiezione del centro dello splat p vada a
finire al centro della proiezione a schermo dello splat.
A questo punto si passa al fragment shader. In esso dobbiamo memo-
rizzare la depth corretta dello splat visibile in primo piano ed un valore che
ne approssimi lo spessore. Quindi, preso un pixel di coordinate (x, y) lo si
riporta prima in coordinate mondo e poi si applica M−1 per ottenere le coor-
dinate (u, v) nel piano locale allo splat. Si scartano tutti i frammenti per cui
u2 + v2 > 1. Di seguito il codice per riportare un frammento in coordinate
mondo:
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vec4 ndcPos ;
ndcPos . x = ( 2 . 0 * gl FragCoord . x ) / ( ScreenWidth ) − 1 ;
ndcPos . y = ( 2 . 0 * gl FragCoord . y ) / ( ScreenHeight ) − 1 ;
ndcPos . z = ( 2 . 0 * gl FragCoord . z ) − 1 . 0 ;
ndcPos . w = 1 . 0 ;
vec4 clipPos = ndcPos / gl FragCoord . w ;
// invPersMatr ix = i nv e r s a d e l l a matr ice d i p ro i e z i one , passata come ←↩
uniform d a l l a CPU
vec4 eyePos = invPersMatrix * clipPos ;
La matrice M−1 che viene applicata a queste coordinate era gia` stata
calcolata nel vertex shader, quindi viene passata da esso come parametro.
Il valore che approssima lo spessore viene calcolato e passato dal vertex
shader. Il suo calcolo viene effettuato come nel codice visto precedentemente
per controllare se uno splat e` di dimensioni troppo piccole per venire rappre-
sentato; in questo caso, diversamente da prima, il punto di distanza radius
dal centro dell’ellisse e` ottenuto mediante uno spostamento lungo l’asse z.
In alcuni dei passaggi i valori calcolati sono delle approssimazioni dei valori
reali. Tuttavia, attraverso diversi test, si e` constatato che tali approssimazio-
ni non arrecano danni alla qualita` finale della nuvola di punti, ma velocizzano
notevolmente il tempo di calcolo.
Accumulazione
Come gia` detto il vertex shader non fa nulla di diverso da cio` che era stato
fatto al passo precedente. Per questo motivo evitiamo di ricalcolare tutto e
ci facciamo passare i risultati attraverso il transform feedback.
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Nel fragment shader si controlla che il frammento corrente sia abbastanza
vicino da essere visualizzato, altrimenti lo si scarta:
vec4 nearDepth = texe lFetch ( splatDepthTex , i v e c2 ( gl FragCoord . x , ←↩
gl FragCoord . y ) , 0) ;
vec4 zRadius = texe lFetch ( zRadiusTex , i v e c2 ( gl FragCoord . x , g l FragCoord . y←↩
) , 0) ;
i f ( gl FragCoord . z > nearDepth . x + zRadius . x ) d i s ca rd ;
 splatDepthTex e` la texture che rappresenta il depth buffer della passata
di visibilita`
 zRadiusTex e` la texture che memorizza i valori dei raggi per ogni pixel
visibile
Si ricalcolano come prima i valori di u e v e si memorizza il quadrato della
distanza del punto dal centro del cerchio nello spazio locale: d = u2 + v2.
In base a tale valore si va a modulare l’attributo considerato dello splat.




Per poter accumulare gli attributi bisogna disabilitare il depth test dalla
pipeline di OpenGL ed abilitare il blending, che consente di specificare in
che maniera devono essere sovrascritti i valori presenti nei buffer. Nel nostro
caso si e` scelto di fare una somma tra il vecchio valore e quello nuovo.
m_funcs−>glDisable ( GL_DEPTH_TEST ) ;
m_funcs−>glEnable ( GL_BLEND ) ;
m_funcs−>glBlendFunc ( GL_ONE , GL_ONE ) ;
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m_funcs−>glBlendEquation ( GL_FUNC_ADD ) ;
L’output del fragment shader e` quindi (nel caso del colore):
color = vec4 ( blendRatio * colorF . x , blendRatio * colorF . y ,
blendRatio * colorF . z , blendRatio ) ;
Oltre a scalare opportunamente il colore memorizziamo il fattore di blen-
ding che ci servira` nella passata successiva.
Normalizzazione
Il codice per la normalizzazione viene interamente eseguito nel fragment
shader ed e` il seguente:
l ayout ( location = 30) uniform sampler2D ColorTex ;
out vec4 color ;
void main ( void )
{
vec4 currSum = texe lFetch ( ColorTex , i v e c2 ( gl FragCoord . x , g l FragCoord . y←↩
) , 0) ;
i f ( currSum . x < 0 .001 && currSum . y < 0 .001 && currSum . z < 0 .001 ) {
color = vec4 ( 0 . 0 , 0 . 0 , 0 . 0 , 1 . 0 ) ; // background c o l o r
re turn ;
}
f l o a t Rsum = currSum . x ;
f l o a t Gsum = currSum . y ;
f l o a t Bsum = currSum . z ;
f l o a t total = currSum . w ;
f l o a t avgR = Rsum / total ;
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f l o a t avgG = Gsum / total ;
f l o a t avgB = Bsum / total ;
color = vec4 ( avgR , avgG , avgB , 1 . 0 ) ;
}
In questa passata non rispediamo tutti i vertici della nuvola alla GPU,
poiche´ le informazioni necessarie sono state memorizzate precedentemente
nella texture ColorTex. Si rappresentano due triangoli che formano un qua-
drato della dimensione del monitor. In questa maniera possiamo accedere ad
ogni pixel attraverso i valori di gl FragCoord.
Per quanto riguarda il calcolo del valore della normale il codice e` lo stesso;
nel caso della depth, invece, una volta ottenuto il risultato, dobbiamo assicu-
rarci di scriverlo nella variabile gl FragDepth che verra` rimappata sul depth
buffer. Attraverso questi valori possiamo decidere di renderizzare diretta-




In figura 3.2 presentiamo la stessa immagine nelle due versioni: tramite sem-
plici quad ed attraverso il nostro algoritmo di point splatting prospettica-
mente corretto. Abbiamo scelto una zona della scena relativamente lontana
dalla camera, in modo che la densita` dei punti risulti scarsa e, nella rappre-
sentazione a radius costante, si possa vedere lo spazio tra un punto e l’altro.
Utilizzando la nostra implementazione di point splatting otteniamo una su-
perficie che appare continua a qualsiasi livello di zoom. A tal proposito, in
figura 3.3 possiamo apprezzare la stessa immagine da diverse distanze. In
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tale figura si nota come la visualizzazione da molto lontano appaia simile,
poiche´ non si riesce a cogliere l’orientamento degli splat e, anche con una
dimensione fissa, non vi e` spazio tra essi. Avvicinandoci i quad cominciano
a separarsi tra loro, mentre il nostro algoritmo fa in modo che l’estintore
sia ancora riconoscibile. Avvicinandosi eccessivamente invece, nonostante la
superficie sia ancora continua, si puo` constatare come un errato calcolo del-
le normali (dovuto all’eccessiva distanza della zona dallo scanner) renda i
contorni poco precisi.
Figura 3.2: La stessa scena, a sinistra utilizzando dei semplici quad non orientati,
mentre a destra applicando il nostro algoritmo di point splatting con
ellissi prospetticamente corrette. Oltre a riempire i buchi sfruttando il
parametro di radius, le normali consentono di riconoscere la superficie
sottostante.
Nelle diverse immagini relative all’algoritmo proposto si puo` notare come
vi siano degli splat eccessivamente grandi e non collegati a nessuna superficie.
Tali splat sono causati da punti isolati, dovuti al rumore nell’acquisizione del
modello, per i quali il radius e` stato calcolato in maniera errata.
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Figura 3.3: Le sei immagini riprendono la stessa scena da distanze differenti, alcune
con semplici quad, le altre sfruttando l’orientamento delle normali. La
visualizzazione da lontano e` simile nelle due versioni, poiche´ non si riesce
a cogliere l’orientamento degli splat e, anche se a dimensione fissa, non
vi e` spazio tra essi. Avvicinandosi i quad cominciano a separarsi tra loro,
mentre sfruttando il radius le superfici sono ancora riconoscibili. Tuttavia,
se troppo vicini, nonostante le superfici siano ancora continue, alcuni
contorni risultano poco precisi a causa di normali calcolate erroneamente.
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Risultati quantitativi
Nelle prossime tabelle presentiamo il tempo di calcolo necessario alla GPU
per poter renderizzare attraverso la nostra implementazione dell’algoritmo di
point splatting. Come esempio si e` utilizzata la nuvola in figura 3.4. Essa e`
composta da circa 6300000 punti. Tramite semplificazione controllata sono
state create altre tre nuvole della stessa scena, rispettivamente da 4000000,
2400000 e 1600000 punti.
Figura 3.4: La nuvola utilizzata per effettuare i benchmark della nostra implemen-
tazione. Si e` fatto variare il numero dei vertici in 4 step, in modo da
valutare il comportamento nelle diverse situazioni. Il punto di vista della
camera e` rimasto costante, cos`ı da ottenere tutti i risultati nelle stesse
condizioni.
Come si e` spiegato, la nostra implementazione cerca di eliminare in an-
ticipo quei punti che sono troppo piccoli, oppure non sono rivolti verso la
camera. Ne segue che non tutti i vertici della nuvola verranno mostrati a
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Tabella 3.1: Nella tabella sono illustrati i tempi di rendering per la nuvola in figura
3.4 alle diverse risoluzioni 640×480 e 1366×768. Sono stati tolti diversi
vertici dalla nuvola per ottenere piu` versioni di dimensione decrescente.
I tempi sono espressi in millisecondi.
schermo. Si e` scelta un’inquadratura che catturasse quanti piu` punti pos-
sibili per vedere i tempi nei casi peggiori mantenendola uguale per tutte e
quattro le nuvole analizzate.
Nella tabella 3.1 vengono illustrati i tempi di rendering con due diverse
risoluzioni: 640× 480 e 1366× 768.
La nuvola da 6000000 e` l’unica che porta il movimento dell’immagine ad
essere poco fluido. In alcune situazioni si sono riscontrati dei tempi di calcolo
superiori ai 500ms. Per tutte le altre versioni della nuvola di punti i risultati
sono soddisfacenti. Si noti che, nell’utilizzo pratico, nel momento in cui si
avvicina la camera e si analizzano i dettagli della stanza, molti vertici escono
dal campo visivo ed il framerate torna ad essere accettabile.
Capitolo 4
Point Ambient Occlusion
Una nuvola di punti prodotta da uno scanner 3D a tempo di volo ha la parti-
colarita` di rappresentare l’ambiente, in maniera completa, da un solo punto
di vista, ovvero dal punto di acquisizione dello scanner stesso. Cambiando il
punto di visualizzazione della nuvola con un programma di rendering si pos-
sono vedere le zone incomplete (figura 4.1). Ai fini degli algoritmi di screen
space ambient occlusion queste zone oscure creano diversi problemi, poiche´
questo genere di algoritmi si basa unicamente su cio` che e` visibile a schermo.
La nostra implementazione sfrutta le informazioni dello scanner per crea-
re una mappa 2D della nuvola (detta range map) che la rappresenta dal
punto di vista dove era posizionato lo scanner durante l’acquisizione (figura
4.2). Questa nuova rappresentazione e` piu` compatta e permette di appli-
care direttamente uno degli algoritmi di SSAO in maniera piu` semplice ed
intuitiva.
4.1 Algoritmo
L’algoritmo proposto ricalca quello della CryTek visto a pagina 22, con le
seguenti differenze:
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Figura 4.1: Una nuvola di punti visualizzata mediante un programma di rendering.
 Il campionamento viene effettuato in 2D, nello spazio schermo
 Vengono considerati solamente i campioni sulla semisfera orientata
secondo la normale
 A ciascun campione viene dato un peso in base alla sua posizione nello
spazio
A tal proposito abbiamo bisogno di fornire alla GPU due range map: la
prima contenente le coordinate 3D di ciascun punto, la seconda contenente
le normali alla superficie. Tali informazioni sono presenti tra gli attributi
della nuvola di punti ed e` necessario riorganizzarle sottoforma di range map
in una fase di preprocessing, al caricamento della nuvola stessa. Il calcolo
della range map avviene tramite proiezione della nuvola sul piano immagine
utilizzato dallo scanner. Questa proiezione puo` essere di tipo prospettico, nel
caso di scanner a triangolazione o a luce strutturata, o di tipo equirettagolare
nel caso di scanner a tempo di volo. Per il lavoro di tesi si sono utilizzate
nuvole provenienti da scanner a tempo di volo e qui si e` implementata una
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Figura 4.2: La mappa con i colori e quella con le normali della nuvola di punti in
figura 4.1.
procedura che proietti gli attributi della nuvola di punti su di una mappa
equirettangolare.
Range Map Equirettangolare
Per creare tali mappe sfruttiamo il fatto che, in ogni scansione, lo scanner
assume sempre la posizione O = (0, 0, 0), quindi la posizione di tutti i punti
catturati e` relativa al punto di acquisizione. Per effettuare la proiezione equi-
rettangolare dobbiamo convertire le coordinate cartesiane di ciascun punto in
coordinate polari. Esse sono contraddistinte da una terna p = (ρ, θ, φ), in cui
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ρ indica la distanza del punto p dall’origine degli assi (nel nostro caso, dallo
scanner), θ e φ sono due angoli ed indicano, rispettivamente, l’inclinazione
lungo l’asse y e l’angolo della proiezione sul piano xz rispetto all’asse x.










Dal metodo di funzionamento dello scanner sappiamo che esso acquisisce
la prima superficie che riflette il raggio laser e che quindi non possono esitere
due punti differenti che mappano nelle stesse coordinate polari (dati due punti
p1 e p2 con coordinate polari (θ1, φ1) e (θ2, φ2) allora (θ1, φ1) 6= (θ2, φ2)).
Sfruttando tale proprieta` possiamo disporre i punti della nuvola su una
texture 2D (la nostra range map). A tal proposito portiamo θ e φ negli
intervalli, rispettivamente, di [0, 2pi] e [0, pi] e calcoliamo le coordinate u e v








I valori di scannerWidth e scannerHeight sono le dimensioni della mappa,
esse possono essere stimate in base al numero di punti della nuvola o fornite
direttamente con essa, poiche´ sono una caratteristica dello scanner utilizzato
per l’acquisizione. Una volta calcolate le coordinate e` sufficiente memorizzare
i valori delle coordinate 3D e delle normali per ciascun punto. In figura 4.2 si
vede, nella parte inferiore, la range map con le normali. Per ottenere questa
visualizzazione le normali devono essere scalate nel range [0, 1] e le coordinate







dove la normale n deve essere di lunghezza unitaria.
Calcolo Ambient Occlusion
L’intero calcolo dell’ambient occlusion viene svolto all’interno del fragment
shader. Esso riceve in ingresso le due mappe precedentemente calcolate e
ne restituisce una in output con i valori di AO. Sia p = (u, v) una posizione
sulle range map. Per calcolare il valore di ambient occlusion da restituire nella
mappa di output alle stesse coordinate si procede nella seguente maniera:
1. Si stabilisce un raggio massimo r di campionamento nello spazio delle
range map
2. Utilizzando le coordinate (u, v) si accede alle due mappe di input, recu-
perando posizione 3D (indicata con Pf ) e normale (indicata con Nf )
del punto associato a p
3. Si inizializza l’ambient occlusion a 0: AO = 0
4. Si trovano n campioni, distribuiti in maniera casuale all’interno di una
circonferenza di raggio r, costruita attorno alla posizione p sulle range
map
5. Per ciascun campione
(a) Si recuperano le sue coordinate 3D (indicate con Ps)
(b) Si calcola S, ovvero il vettore spostamento tra Pf ed il campione
preso in considerazione: S = Ps − Pf
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(c) Si calcola il prodotto scalare tra la normale Nf ed S, dopo aver
normalizzato quest’ultimo
c1 = max(Nf · S|S| , 0) (4.4)
si considerano solo i valori positivi di tale prodotto, in questa ma-
niera stiamo considerando solo i campioni sulla semisfera orientata
secondo la normale alla superficie. Inoltre facciamo in modo che
l’occlusione data dai punti particolarmente perpendicolari alla su-
perficie conti di piu` rispetto a quella data da punti molto tangenti
ad essa.
(d) Data una distanza di soglia t pesiamo il contributo del campione
tramite una funzione f(d), dove d indica la distanza, nello spazio
3D, del campione dal punto di coordinate Pf . Piu` esso e` lon-
tano meno contribuira` all’occlusione del punto. Se la distanza e`
superiore a t il contributo sara` nullo.
c2 = f(|S|) (4.5)
La funzione f(d) puo` essere una qualsiasi funzione crescente che
restituisca valori in [0, 1].
(e) Si calcola il valore di ambient occlusion dato da questo campione
e lo si somma a quelli precedenti:
AO = AO + (c1 ∗ c2) (4.6)






Il valore di ambient occlusion per ogni punto deve essere ricalcolato ogni
volta che viene modificato un parametro (raggio di campionamento o soglia
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di threshold) e memorizzato nell’apposita mappa. La mappa dell’AO appena
calcolata viene successivamente utilizzata in fase di rendering per modulare
il colore di ogni punto calcolato con il modello di illuminazione locale. Nei
dettagli implementativi si spieghera` come vengono campionati gli n punti e
quali funzione f(d) e` stata utilizzata.
Filtro di blur
I valori di AO calcolati possono contenere del rumore dovuto a variazioni
di alta frequenza. Per limitare questo problema alla mappa di AO viene
applicato un filtro di blur di tipo gaussiano. Si tratta di un filtro passa-
basso, ovvero utilizzato per rimuovere le alte frequenze dalle immagini, ed
e` necessario per rendere i bordi delle ombreggiature sfumati e gradevoli da
vedere (figura 4.3).
Figura 4.3: L’applicazione di un filtro di blur di tipo gaussiano toglie le alte frequenze
dall’immagine originale, rendendola particolarmente smooth.
Un filtro di blur consiste nella convoluzione di una matrice (detta ker-
nel) con l’immagine originale. Sia I la matrice che rappresenta l’immagine
originale, di dimensione n×m, e K la matrice kernel, di dimensione k × k.
La convoluzione delle due consiste nel sostituire ogni punto (i, j) ∈ I con la
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media pesata, attraverso i coefficienti di K, dei punti vicini a (i, j). In figura
4.4 si puo` vedere un piccolo esempio di applicazione del kernel.
Figura 4.4: La convoluzione tra due matrici. A sinistra abbiamo la matrice che rap-
presenta la nostra immagine, a destra il kernel. Nell’esempio il kernel e`
fatto in modo che ogni pixel venga sostituito da quello sovrastante, quindi
il risultato sara` uno shift dell’immagine verso il basso.








Nella nostra implemetazione abbiamo usato un valore di σ uguale a 1.5.
Tale distribuzione non assume mai valore nullo, richiederebbe quindi un ker-
nel di dimensione infinita. Essa viene troncata (valori tipici sono matrici
3× 3 e 5× 5) ed i valori all’interno del kernel sono normalizzati in modo che
la loro somma sia 1.
Una particolarita` del filtro gaussiano e` che esso e` definito separabile, ov-
vero, anziche´ calcolarlo con un’unica passata in O(k× k×n×m) e` possibile
scomporre il calcolo in due passate, utilizzando un filtro 1D prima in verticale
e poi in orizzontale, ottenendo una complessita` di O(k×n×m) +O(k×n×
m) = O(k × n×m).
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4.2 Dettagli implementativi
Range Map
Il calcolo delle range map segue l’algoritmo descritto precedentemente. La
dimensione delle mappe e` stata settata a priori, stimando le dimensioni di
lavoro dello scanner in base al numero di punti della nuvola.
Entrambe le range map sono texture 2D che contengono, per ciascun
texel, una terna di valori float a 32 bit:
m_funcs−>glBindTexture ( GL_TEXTURE_2D , m_coordMapTex [ actualIndex ] ) ;
m_funcs−>glTexImage2D ( GL_TEXTURE_2D , 0 , GL_RGB32F , scannerWidth , scannerHeight←↩
, 0 , GL_RGB , GL_FLOAT , bufferCoord ) ;
m_funcs−>glTexParameteri ( GL_TEXTURE_2D , GL_TEXTURE_MIN_FILTER , GL_NEAREST ) ;
m_funcs−>glTexParameteri ( GL_TEXTURE_2D , GL_TEXTURE_MAG_FILTER , GL_NEAREST ) ;
m_funcs−>glTexParameteri ( GL_TEXTURE_2D , GL_TEXTURE_WRAP_S , GL_REPEAT ) ;
m_funcs−>glTexParameteri ( GL_TEXTURE_2D , GL_TEXTURE_WRAP_T , GL_REPEAT ) ;
Nel caso delle normali, sebbene si sia soliti utilizzare una texture a 8
bit per componente, si e` deciso di sacrificare un po’ di memoria a favore di
una maggiore precisione. Il calcolo delle mappe viene eseguito in CPU al
caricamenteo della nuvola di punti e successivamente esse vengono copiate
su GPU. Anche se questa trasformazione puo` avvenire direttamente su GPU,
essendo eseguita solo in fase di inizializzazione non influisce sull’interattivita`
del programma.
Abbiamo constatato precedentemente che non possono esistere due pun-
ti, in coordinate polari, che abbiano coordinate angolari uguali. Ne deriva
che anche le posizioni u e v all’interno della range map dovrebbero essere
diverse per ciascun punto. Tuttavia, visto che le dimensioni della range map
utilizzata sono un’approssimazione di quelle reali a causa di arrotondamenti
numerici nel calcolo, accade che alcuni punti vadano a cadere sullo stesso
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texel. In tal caso si e` deciso di memorizzare il punto con ρ minore, ovvero
quello piu` vicino allo scanner.
Ambient Occlusion
Abbiamo visto a pagina 53 i passi per calcolare i valori di ambient occlusion
di ciascun punto della mappa. Restano da chiarire alcuni passaggi implemen-
tativi. Si noti che sia questo passaggio che il passaggio di blurring vengono
interamente eseguiti nel fragment shader senza inviare i punti della nuvola,
ma disegnando un quad della dimensione del piano immagine e poi acceden-
do ai valori delle texture in ingresso, ovvero le mappe equirettangolari con le
posizioni 3D e le normali.
I diversi campioni vengono presi all’interno di una circonferenza di raggio
r costruita attorno al punto p preso in esame. Si tratta di un punto di
coordinate (u, v) sul piano delle range map, a cui e` associato un punto nello
spazio 3D che indichiamo con P . Nella nostra implementazione il valore del
raggio r dipende dalla distanza di P dallo scanner: piu` un punto e` lontano,
piu` piccolo sara` il raggio di campionamento. Questo perche´, all’aumentare
della distanza dallo scanner, il campionamento diventa meno denso, quindi
aumenta la distanza tra un punto e l’altro in spazio mondo. Per ottenere
questo fissiamo un raggio massimo di campionamento in 3D rw, definito
nello spazio del modello (un campione non puo` stare all’esterno della sfera
centrata nel punto P e di raggio rw), da cui calcoliamo la dimesione del
raggio massimo della circonferenza in cui andare a campionare sulle range
map.
Dopo aver recuperato le coordinate 3D del punto si cerca un vettore che
si trovi sul piano dato da un ipotetico splat rivolto verso la camera. A tal
proposito si sfrutta il cross product tra il vettore che collega la camera ed un
vettore unitario lungo l’asse y. Al vettore trovato, trattandosi di coordinate
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nello spazio del modello, viene data la lunghezza rw:
vec3 normalizedFragPos = normal ize ( fragmentPosition ) ;
vec3 orthogonalVector = c r o s s ( normalizedFragPos , vec3 (0 , 1 , 0 ) ) * radius ;
i f ( orthogonalVector == vec3 (0 ) ) {
orthogonalVector = c r o s s ( normalizedFragPos , vec3 (1 , 0 , 0 ) ) * radius ;
}
Si somma il vettore trovato alla posizione P e si calcolano le coordina-
te polari del nuovo punto. Il calcolo delle coordinate polari viene eseguito
con le formule gia` viste nell’equazione 4.1. Dalle coordinate polari si passa
alle coordinate p2 = (u2, v2) sulla texture. Infine si calcola la distanza tra
coordinate 2D sulla texture, ovvero tra p e p2:
// xPos i t i on e yPos i t i on sono l e coord inate 2D ( s u l l a t ex ture ) de l nuovo ←↩
punto
f l o a t texRadius = length ( vec2 ( abs ( fragCoord . x−xPosition ) , abs ( fragCoord . y−←↩
yPosition ) ) ) ;
Per il calcolo dell’ambient occlusion si utilizzano un numero di campioni
pari a 32.
Il campionamento viene effettuato attraverso una texture di rumore (visi-
bile in figura 4.5). Ciascun texel rappresenta una terna di valori RGB, in cui
ogni canale occupa 8 bit. Due di questi valori vengono utilizzati per deter-
minare la direzione di spostamento rispetto al punto p. L’ultimo determina
invece la distanza dello spostamento.
La funzione utilizzata per trovare la direzione e` la seguente:
vec2 getSamplingDirection ( i n t randomX , i n t randomY , f l o a t texRadius , f l o a t ←↩
minRadiusLength ) {
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Figura 4.5: La texture di rumore utilizzata per campionare in maniera casuale i 32
punti all’interno del cerchio di raggio r.
vec3 randomDirection = texe lFetch ( randomTex , i v e c2 ( randomX , randomY ) , 0) .←↩
xyz ;
vec2 sampleDirection = normal ize (2* randomDirection . xy−1)*texRadius ;
f l o a t scaleFactor = randomDirection . z ;
i f ( l ength ( sampleDirection * scaleFactor ) >= 1) {
sampleDirection *= scaleFactor ;
}
r e turn sampleDirection ;
}
Per individuare la direzione sono necessari due valori casuali (randomX
e randomY ), utilizzati per accedere alla random texture. Quando si ricerca
il primo campione, tali valori sono determinati sfruttando le coordinate 2D
(u, v) del punto p considerato:
i n t randomX = i n t ( fragCoord . x ) % randomSize ;
i n t randomY = i n t ( fragCoord . y ) % randomSize ;
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Sia ci l’i-esimo campione con le sue coordinate 2D (ui, vi). I valori di
randomX e randomY per tale campione, nel caso in cui i > 1, vengono
calcolati sfruttando le coordinate del campione al passo precedente, ovvero
(ui−1, vi−1):
randomX = i n t ( sampleTexelCoordinate . x*scannerWidth ) % randomSize ;
randomY = i n t ( sampleTexelCoordinate . y*scannerHeight ) % randomSize ;
Ci resta da determinare la funzione f(d) utilizzata per scalare il peso di
ambient occlusion in base alla distanza, nello spazio, del campione dal punto
P . Sia g(l, h, v) una funzione che assume valori nulli quando v < l, assume




h− l , 0.0, 1.0)
g(l, h, v) = 3m2 − 2m3
(4.9)
Allora f(d) = 1−g(0, t, d), dove t indica una soglia di threshold oltre la quale
il peso del campione diventa nullo (poiche´ g vale 1). La funzione g(l, h, v)
appena definita viene detta interpolazione di Hermite e viene calcolata, in
GLSL, nella seguente maniera:
smoothstep ( 0 . 0 , threshold , dist ) ;
La soglia di threshold viene passata allo shader come parametro, mentre
dist e` la distanza, nello spazio del modello, tra i due punti considerati.
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Filtro di blur
Nel nostro caso la matrice kernel e` di dimensioni 5 × 5. Viste le ridotte
dimensioni non si e` sfruttata la separabilita` del filtro gaussiano. I coefficienti
da applicare sono stati precalcolati ed utilizzati nella seguente maniera:
f l o a t ao = texe lFetch ( aoTex , i v e c2 ( gl FragCoord . x , g l FragCoord . y ) , 0) . r ;
aoOut = 0 . 0 ;
f o r ( i n t i = 0 ; i < 25 ; ++i ) {
aoOut += texe lFe tch ( aoTex , i v e c2 ( gl FragCoord . x + offset [ i ] . x , ←↩
gl FragCoord . y + offset [ i ] . y ) , 0) . r * coeff [ i ] / 2 7 3 . 0 ;
}
In figura 4.6 viene mostrato il risultato dell’applicazione del filtro di blur
ad una range map equirettangolare.
4.3 Risultati
Risultati qualitativi
Nelle figure dalla 4.7 alla 4.12 presentiamo diverse mappe di ambient occlu-
sion della stessa nuvola di punti, calcolate variando il raggio di campiona-
mento e la soglia di threshold.
Come si puo` vedere le mappe di ambient occlusion variano notevolmente
al variare dei parametri. Mantenendo un raggio di campionamento molto
basso si crea un filtro per rilevare gli edge, mentre un raggio molto alto crea
ombreggiature estese e sfumate. Aggiustando la soglia di threshold si puo`
evitare che oggetti molto lontani dalle pareti creino degli aloni.
In figura 4.13 viene mostrato il particolare di un alone che compare
aumentando eccessivamente la soglia di threshold.
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Figura 4.6: Nell’immagine sopra e` visibile la mappa dell’ambient occlusion cos`ı come
viene calcolata dall’algoritmo proposto. Nell’immagine sottostante viene
applicato il filtro di blur.
Sfruttando la mappa dell’ambient occlusion calcolata possiamo applicare
un algoritmo di illuminazione locale (quindi molto veloce da computare) con
alcuni degli effetti tipici dell’illuminazione globale. Riproponiamo l’equazione
di Phong di pagina 11:
Ip = kaia +
∑
m∈lights
kd · 〈Np · Lp,m〉 · im,d + ks · 〈Rp,m · V 〉α · im,s
Modulando Ip con il valore (1−AO) riusciamo ad aggiungere le ombreg-
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Figura 4.7: Raggio: 1cm - Threshold: 40cm
Figura 4.8: Raggio: 20cm - Threshold: 40cm
Figura 4.9: Raggio: 100cm - Threshold: 40cm
giature a quei punti della scena a cui arriva meno luce. In figura 4.14 si puo`
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Figura 4.10: Raggio: 1cm - Threshold: 4cm
Figura 4.11: Raggio: 20cm - Threshold: 200cm
Figura 4.12: Raggio: 100cm - Threshold: 200cm






Figura 4.13: L’ombra della sedia sulla parete retrostante e` presente solo nella map-
pa in cui la soglia di threshold e` impostata a 2 metri. Nel momento
in cui si imposta una soglia di 1 metro la distanza tra sedia e parete
diventa eccessiva. In quest’ultimo caso la distanza tra un punto P ed
un generico campione ci e` superiore alla soglia, quindi la direzione viene
considerata libera.
Risultati quantitativi
La mappa contenente le normali e quella contenente le coordinate 3D vengono
precalcolate una sola volta al caricamento della mesh. Il tempo totale per il
loro calcolo e` di circa 818ms per una nuvola contenente circa 6000000 vertici.
Nella tabella 4.1 vengono mostrati i tempi per il calcolo della mappa di
AO gia` presentata in figura 4.7. Le sue dimensioni sono di 3538×1769 pixel.
Il numero di campioni considerato per ogni punto e` 32. Si presentano le
diverse tempistiche al variare dei parametri di raggio e soglia di threshold.
Non ci sorprende che il tempo di calcolo resti invariato all’aumentare della
soglia di threshold: questo limite non serve ad escludere punti dal calcolo del
coefficiente di ambient occlusion, ma ad assegnare un peso pari a zero a
quelli troppo lontani. Essi sono comunque considerati ai fini della media
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Figura 4.14: Nell’immagine a sinistra e` presenta la sola illuminazione locale, mentre,
a destra, la stessa illuminazione e` stata modulata sfruttando l’ambient
occlusion. Nella seconda scena possiamo vedere come i dettagli della
giacca appaiano molto piu` scuri.
finale dando luogo a direzioni senza occlusioni.
Puo` sorprendere invece il fatto che il tempo di calcolo aumenti all’au-
mentare del raggio di campionamento. Il numero di campioni analizzati
resta invariato, cos`ı come il numero di operazioni da effettuare, cambia solo
la dimensione della circonferenza entro la quale i punti vengono scelti. L’au-
mentare del tempo di calcolo e` dovuto all’utilizzo della memoria cache della
GPU per accedere alle texture 2D: quando il raggio di campionamento e` pic-
colo, gli accessi vengono effettuati in posizioni della texture tra loro vicine,
che hanno un’alta probabilita` di essere gia` state caricate nella cache. Diver-
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Threshold
1cm 20cm 100cm 200cm
Raggio
1cm 159ms 159ms 159ms 159ms
20cm 338ms 339ms 339ms 339ms
100cm 485ms 488ms 488ms 488ms
200cm 510ms 520ms 520ms 520ms
Tabella 4.1: Nella tabella sono rappresentati i tempi di calcolo della mappa di ambient
occlusion al variare dei parametri di raggio di campionamento e soglia
di threshold. Il numero di campioni e` pari a 32.





Tabella 4.2: Nella tabella sono rappresentati i tempi di calcolo della mappa di ambient
occlusion al variare del raggio di campionamento. Il numero di campioni
per ogni punto e` di 128 e la soglia di threshold e` stata fissata a 100cm.
samente, quando il raggio e` ampio, i valori della cache non includono i nuovi
campioni, generando piu` fault di cache.
Nella tabella 4.2 si presentano le stesse tempistiche nel caso di campio-
namento con 128 punti. Viene omesso il confronto sulla soglia di threshold
poiche´ si e` visto essere inutile ai fini dei tempi di calcolo.
Si puo` osservare che il tempo di calcolo e` proporzionale al numero di
campioni analizzati per ciascun punto. Il test al variare della risoluzione non
viene effettuato perche´ l’algoritmo lavora sulle range map precedentemente







Tabella 4.3: Nella tabella sono presentati separatamente i tempi di calcolo delle due
passate di shading necessarie per ottenere il valore di ambient occlusion.
Si considerano 32 campioni per ogni punto e si fa variare il raggio di
campionamento.
Come ultima tabella (tab 4.3) presentiamo separatamente le due passate
necessarie al calcolo dell’ambient occlusion: quella di ao e quello di blur.
Siamo ritornati a considerare 32 campioni per ciascun punto. La soglia di
threshold e` impostata a 100cm.
Come ci aspettavamo il tempo di calcolo del filtro di blur e` costante al
variare del raggio di campionamento. Durante questa passata viene eseguita
la convoluzione della matrice kernel sulla texture 2D, senza considerare alcun
parametro in ingresso se non la texture stessa.
Capitolo 5
Multiview Ambient Occlusion
Si e` gia` fatto notare che, a causa del metodo di funzionamento degli scanner
3D, le superfici acquisite da una singola scansione sono quelle immediatamen-
te visibili dal punto di vista dello scanner, ovvero non e` possibile catturare
cio` che si trova dietro ad un ostacolo. Per ovviare a cio` si e` soliti eseguire
piu` scansioni da diversi punti di vista, e ricostruire in seguito il modello 3D
completo.
Lo stesso problema si pone nel determinare lo screen space ambient occlu-
sion: le occlusioni vengono calcolate sugli oggetti che sono immediatamente
visibili (nel caso dell’utilizzo delle range map essi coincidono con la vista del-
lo scanner), senza considerare gli oggetti “coperti” da essi. Si fa notare che
questa e` la caratteristica che consente agli algoritmi di SSAO di essere estre-
mamente piu` veloci degli algoritmi ray-traced. Tuttavia, nel caso particolare
dell’acquisizione da scanner 3D, il numero di viste solitamente non e` alto e,
come abbiamo visto nel precedente capitolo, precalcolare l’AO per ciascuna
di esse non e` molto oneroso in termini di calcolo. E` quindi possibile sfruttare
l’ambient occlusion di ciascuna acquisizione per riuscire a migliorare quello
di una singola vista. Nella figura 5.1 si presenta un caso in cui questa fusione
di mappe porta a risultati in linea con la scena reale.
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(a) Scena completa
(b) Scena visibile da A (c) Scena visibile da B
Figura 5.1: Nell’esempio in figura la camera A non riesce a vedere il box vicino alla
parete, quindi non puo` applicare l’ambient occlusion alla parete stessa.
La camera B invece puo` catturare questa occlusione. Applicando i valori
di AO della camera B alla camera A, attraverso una funzione f(a1, a2) si
puo` rendere piu` consistente il risultato finale.
A tal proposito abbiamo sviluppato un piccolo framework che consenta
di provare diverse strategie per uniformare il valore di Ambient Occlusion
calcolato per ogni singola scansione indipendentemente.
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5.1 Algoritmo
Per poter fondere tra loro i diversi valori di ambient occlusion di piu` scansioni
e` necessario, innanzitutto, riuscire a rimappare i texel di una mappa mi su
di una mappa mj.
Esistono diversi algoritmi che servono ad allineare nuvole di punti cat-
turate da punti di vista differenti [BR07] e diverse soluzioni software che
consentono in maniera automatica o semi automatica di allineare diverse
nuvole di punti dello stesso ambiente (ad esempio MeshLab [CCR08]). At-
traverso essi e` possibile trovare una matrice di trasformazione Mi che porti
l’i-esima nuvola di punti in uno spazio di coordinate di riferimento.
Consideriamo la point cloud di indice i e prendiamo il texel di coordinate
(ui, vi) nella mappa mi. Prendiamo il punto pi corrispondente, espresso nello
spazio 3D locale a i. Supponiamo di voler esprimere tale punto nello spazio
di coordinate della j-esima point cloud. Applicando la trasformazione Mi al
punto pi esprimiamo le sue coordinate nello spazio di riferimento. Da qui,




Tramite l’equazione (4.1) di pagina 52 otteniamo le corrispondenti coordinate
polari e successivamente le coordinate (uj, vj) nella mappa mj.
Una volta ottenuti i valori di uj e vj e` possibile recuperare il valore di
ambient occlusion di quel punto memorizzato nella j-esima mappa. Svolgendo
lo stesso lavoro per un insieme di n mappe otteniamo n valori di AO:
A = {a1, a2, · · · , an} (5.2)
A questo punto e` necessario trovare una funzione f(a1, a2, · · · , an) per deci-
dere il valore di ambient occlusion finale. Il framework proposto permette
di creare e provare nuove funzioni in maniera rapida. Illustriamo di seguito
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le funzioni da noi testate. Per un confronto sui risultati ottenuti si rimanda
alla sezione 5.3.
Minimo
Il valore finale di ambient occlusion e` calcolato come il minimo dell’insiemeA.
In questa maniera si possono evitare falsi positivi dati dal rumore presente
in alcune zone della nuvola, tuttavia non permette di aggiungere dettagli
occlusi in alcune viste e visibili in altre.
Media aritmetica
Il valore finale di ambient occlusion e` calcolato come:
at =
a1 + a2 + · · ·+ an
n
Facendo la media dei diversi valori si riescono a rimuovere eventuali outliers
dati da particolari posizioni di acquisizione.
Media pesata con la distanza
Sia pi il punto di cui stiamo cercando di migliorare il valore di AO. Una volta
individuate le coordinate (uj, vj) sulla mappa mj, recuperiamo le coordinate
3D del punto corrispondente nella j-esima nuvola di punti (chiamato pj).
Calcoliamo, per ogni mappa, il valore dj, ovvero la distanza, in spazio mondo,
tra pi e pj .
dj = |pi − pj|











dove dmax indica un valore soglia oltre il quale il peso e` nullo. In questo modo i
punti molto vicini nello spazio danno un contributo maggiore rispetto a quelli
lontani.
Media pesata con la depth
Come nel caso precedente, mappando il punto pi sulla j-esima mappa, pos-
siamo ricavare le coordinate 3D del punto ad esso corrispondente (pj). Si
calcola la distanza di quest’ultimo punto dallo scanner, ovvero la quantita` ρj
che si avrebbe passando alle coordinate polari. Si stabilisce un valore soglia
ρmax. A questo punto i valori di ambient occlusion vengono pesati in base













I punti a distanza zero danno un peso pari a uno, che decresce in maniera
lineare fino alla distanza ρmax, dove viene assegnato un valore di 0.01. I punti
piu` vicini allo scanner sono quelli in cui la scansione e` piu` precisa e vengono
catturati con piu` dettagli.
Media pesata con il radius
Si procede come nel caso della media pesata tramite depth utilizzando, al
posto di quest’ultima, il valore del radius del punto. In questa maniera i
punti con radius zero danno un peso pari a uno, che decresce in maniera
lineare fino ad una soglia preimpostata, dove viene assegnato un valore di
0.01. I punti con un basso valore di radius si trovano in zone in cui vi e`
un’alta densita` di scansione, quindi la precisione e` maggiore. I valori di
depth e radius possono spesso essere messi in correlazione tra loro, poiche´
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zone vicine hanno densita` di scansione maggiore e quindi radius inferiori. La













Media pesata con la normale
Si valuta l’inclinazione della superficie scansionata rispetto al punto di vista








dove ti = normalize(posScanner−pi) e` il vettore unitario che indica la dire-
zione che va dallo scanner al punto considerato, mentre ni e` la sua normale
alla superficie.
Media con normale e radius
Si sono aggiunte delle funzioni per combinare i metodi precedentemente visti.
Ad esempio si e` pensato di sfruttare contemporaneamente l’inclinazione di
una superficie ed il radius dei punti che la compongono. Siano ni e ri due
coefficienti calcolati per l’i-esimo campione considerato, rispettivamente dal
metodo di media pesata con la normale e dal metodo di media pesata con il








5.2 Dettagli implementativi 76
Media con normale e depth
A differenza del metodo precedente, oltre all’inclinazione della superficie,
si sfrutta la depth dei punti considerati (ovvero la distanza dallo scanner).
Siano ni e di due coefficienti calcolati per l’i-esimo campione considerato,
rispettivamente dal metodo di media pesata con la normale e dal metodo di









Una volta precalcolate le singole mappe di ambient occlusion si creano degli
array di texture 2D contenenti le informazioni necessarie, ovvero i valori
di AO stessi e le coordinate 3D, le normali ed i radius di ciascun punto.
Vengono passate inoltre le matrici di allineamento per passare da uno spazio
di riferimento all’altro. Per eseguire un minor numero di accessi alle texture
si separano le informazioni in due sole texture: la prima con coordinate e
radius, la seconda con normali e valori di AO. Ciascuna di queste texture e`
di tipo RGBA32F, ovvero contiene quattro canali con valori float a 32 bit.
In output viene prodotta una sola texture con i valori aggregati di ambient
occlusion.
Anziche´ limitare la media ad un singolo valore per ogni mappa, si e` deciso
di inserire una finestra quadrata costruita attorno al punto (uj, vj) indivi-
duato sulla j-esima mappa. Le dimensioni della finestra sono settate da una
variabile uniform configurabile prima di invocare lo shader.
Come si e` visto precedentemente, alcuni oggetti visibili in determinate
viste, potrebbero non esserlo in altre. Per questo motivo, nel momento in cui
si va a rimappare un vertice da una mappa all’altra, bisogna controllare se il
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punto individuato corrisponde allo stesso punto visto da un’altra prospettiva,
oppure ad un punto di un oggetto differente. In quest’ultimo caso il punto
non va considerato ai fini del calcolo della media.
Questo check viene effettuato considerando il maggiore tra i radius dei
due punti:
rmax = max(ri, rj)
e scartando tutti i punti con distanza superiore a due volte il suddetto raggio.
Viene considerata la distanza in spazio mondo.
5.3 Risultati
Risultati qualitativi
Nelle figure dalla 5.2 alla 5.4 sono rappresentate le tre range map equiret-
tangolari utilizzate dall’algoritmo di multiview ambient occlusion. Esse sono
calcolate utilizzando un raggio di campionamento di 50cm ed una soglia di
threshold di 100cm. Nelle figure dalla 5.5 alla 5.12 vengono mostrate le
immagini relative alle diverse funzioni di fusione. La fusione avviene consi-
derando una finestra di 3 × 3 pixel. La nuvola di cui vogliamo migliorare
l’illuminazione e` quella riferita alla prima vista (figura 5.2).
Figura 5.2: Mappa di ambient occlusion dalla prima vista
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Figura 5.3: Mappa di ambient occlusion dalla seconda vista
Figura 5.4: Mappa di ambient occlusion dalla terza vista
Figura 5.5: Minimo
La funzione di minimo non aggiunge dettagli alla scena, ma fa da filtro
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Figura 5.6: Media aritmetica
Figura 5.7: Media pesata sulla distanza tra i punti
Figura 5.8: Media pesata sulla depth dei punti, con valore soglia a 3m
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Figura 5.9: Media pesata sul raggio, con valore soglia a 12mm
Figura 5.10: Media pesata attraverso il dot product 〈n,p〉
Figura 5.11: Media pesata su dot product e depth
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Figura 5.12: Media pesata su dot product e radius
di rimozione del rumore. Le zone planari (ad esempio le pareti), che prima
avevano una leggera tonalita` di grigio, ora vengono completamente schiarite.
La media aritmetica non fornisce ottimi risultati, ma e` un’ottima base di
partenza per confrontare le medie pesate successive. La media pesata sulle
distanze aumenta in maniera molto lieve l’ambient occlusion nelle zone in cui
le diverse scansioni forniscono molta densita` di punti. Tuttavia la distanza
non e` risultato essere un parametro soddisfacente per mediare l’ambient oc-
clusion. Sfruttando la media pesata sulla depth dei punti abbiamo ottenuto
un ottimo risultato, andando a migliorare tutte le zone che sono lontane dallo
scanner nella mappa originale (in figura 5.8 si puo` notare come la finestra
sullo sfondo sia molto delineata, a differenza dell’immagine di riferimento
5.5). La media pesata attraverso il radius puo` portare benefici nelle zone in
cui una scansione ha alta densita` di punti, mentre le altre scansioni no. Il
risultato complessivo sembra comunque inferiore a quello ottenuto sfruttan-
do le depth. Utilizzando le normali otteniamo un risultato simile a quello
ottenuto considerando il valore minimo, ovvero miglioriamo le zone planari
togliendo il rumore. A differenza del precedente metodo, pero`, riusciamo an-
che ad aggiugere qualche dettaglio alla scena. Questi dettagli aggiunti spesso
si traducono in piccole zone di rumore che disturbano il risultato finale (si no-
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ti anche accade anche con altri metodi, in questo caso il disturbo e` maggiore
perche´ questi dettagli risaltano di piu` sulle pareti piu` chiare).
Unendo tra loro i risultati ottenuti attraverso l’utilizzo delle normali e
della depth dei punti si e` raggiunto un giusto compromesso: in questo caso
abbiamo una pulizia generale delle zone planari senza aggiungere dettagli
fastidiosi, inoltre vengono migliorate in maniera netta le zone lontane dallo
scanner. Utilizzando il radius al posto della depth non si sono raggiunti
risultati altrettanto gradevoli.
Come abbiamo precedentemente visto le funzioni che sfruttano depth e
radius necessitano di un parametro di soglia. In base alla scena su cui si
sta lavorando tale parametro deve essere modificato. Diversi valori possono
portare a risultati molto differenti tra loro, che diano risalto a zone diverse.
La scelta di depth e radius e` quindi task dependent. Nel nostro caso abbiamo
scelto in maniera sperimentale dei valori che dessero dei risultati buoni per
una visualizzazione chiara dell’intero ambiente.
Risultati quantitativi
La creazione delle mappe globali (ovvero create unendo le diverse scansioni)
richiede una sola passata di shading. Si riporta di seguito la tabella (tab.
5.1) contenente i tempi di calcolo al variare della dimensione della finestra e
della funzione utilizzata.
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Funzione di fusione 1× 1 3× 3 5× 5
Minimo 69ms 257ms 518ms
Media aritmetica 69ms 255ms 513ms
Media pesata sulla distanza 70ms 260ms 525ms
Media pesata sulla depth 71ms 273ms 559ms
Media pesata sul radius 70ms 269ms 550ms
Media pesata con le normali 71ms 278ms 565ms
Media pesata con depth e normali 74ms 280ms 574ms
Media pesata con radius e normali 72ms 279ms 572ms
Tabella 5.1: Le performance delle diverse funzioni utilizzate per fondere tra loro le
mappe di ambient occlusion. Le colonne differiscono per il numero di
punti considerati per ciascuna mappa.
Capitolo 6
Conclusioni
Nel presente lavoro di tesi abbiamo affrontato il problema della visualizza-
zione effettiva ed efficace di nuvole di punti da due aspetti differenti: come
visualizzare una nuvola di punti a schermo, con lo scopo di ottenere una rap-
presentazione continua della superficie originale, campionata durante l’ac-
quisizione dallo strumento di scansione; come approssimare e precalcolare
delle informazioni di illuminazione di tipo globale da utilizzare durante il
rendering della nuvola di punti, per avere una comprensione migliore delle
forme acquisite e consentire l’interazione real-time con la nuvola stessa. Per
il primo aspetto, siamo partiti da un algoritmo noto in letteratura per la
visualizzazione di nuvole di punti, il Point Splatting, per svilupparne una
versione efficiente che sfrutti a pieno le caratteristiche della scheda grafica.
Per il secondo aspetto, si e` invece partiti da uno studio delle varie tecniche di
calcolo dell’Ambient Occlusion per modelli poligonali, i quali approssimano
la visibilita` media di ogni punto sulla superficie del modello, per sviluppare
un algoritmo che possa funzionare anche per nuvole di punti. Infine e` sta-
to presentato un framework per migliorare le informazioni di illuminazione
globale ottenute dagli algoritmi di Ambient Occlusion per una singola scan-
sione nel caso di acquisizioni da piu` punti di vista. L’idea e` stata quella di
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utilizzare le informazioni ottenute da piu` scansioni dello stesso ambiente, per
migliorare le stime di visibilita` media nelle aree dove la mancanza di dati
puo` portare a sottostimare o sopravvalutare le informazioni di illuminazione
globale.
La visualizzazione tramite Point Splatting ottenuta ha dato dei risultati
soddisfacenti, mostrando dei rallentamenti solo per nuvole di punti di grandi
dimensioni (circa 6000000 di punti) e solo da particolari punti di vista. Qua-
litativamente essa ha raggiunto gli obiettivi preposti: la scena non presenta
discontinuita` ed e` perfettamente comprensibile. Il mondo delle schede video
(e delle librerie grafiche che ne sfruttano le capacita`) e` in continua evoluzio-
ne: e` necessario mantenere il presente lavoro up-to-date con la tecnologia, in
modo che esso possa essere un punto di partenza per lo sviluppo di applica-
zioni dove la rappresentazione della nuvola in maniera effettiva ed efficace e`
di cruciale importanza.
Nonostante le difficolta` che derivano dall’utilizzo di nuvole di punti in-
complete, risultato di un’acquisizione tramite scanner 3D a tempo di volo,
l’Ambient Occlusion proposto ha raggiunto risultati in linea con il corrispon-
dente algoritmo per mesh poligonali, grazie all’utilizzo di range map appo-
sitamente create. Il tempo impiegato per il precalcolo della mappa finale e`
molto basso (sotto il secondo se si considerano 32 campioni per ciascun punto
della scena). Come si e` visto nello stato dell’arte esistono molteplici algo-
ritmi per il calcolo dell’Ambient Occlusion per mesh poligonali; di ciascuno
di essi sono stati fatti studi sia da un punto di vista del tempo di calcolo
necessario per generare il risultato finale, sia sulla qualita` di quest’ultimo.
Dopo aver introdotto le range map, nel presente lavoro si e` utilizzato uno di
questi metodi. In futuro sarebbe utile adattare gli algoritmi rimanenti, in
modo da avere risultati analoghi per il caso delle nuvole di punti e poter fare
un confronto tra tutti essi.
Il lavoro di ricostruzione della range map equirettangolare si basa sul
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principio di funzionamento di alcuni scanner 3D a tempo di volo. Sarebbe
utile ed interessante estendere i risultati ottenuti ad altre tipologie di scanner
(ad esempio a triangolazione) o a nuvole di punti ricostruite da immagini.
Gli ultimi risultati ottenuti riguardano il framework sviluppato per il mi-
glioramento dell’Ambient Occlusion di una scansione, attraverso i risultati
delle altre scansioni. Tale lavoro puo` essere considerato il maggior contribu-
to dato dalla presente tesi agli strumenti gia` esistenti nello stato dell’arte. Il
framework prodotto permette di provare con semplicita` diverse funzioni di
fusione ed aggiungerne di nuove all’occorenza. Delle funzioni provate, quella
che ci e` sembrata la migliore, e` la media pesata mediante normali e depth, che
fornisce ottimi risultati qualitativi ad un costo di calcolo irrisorio. Tuttavia,
in futuro, e` possibile concentrarsi sulla ricerca di funzioni migliori, che con-
siderino le proprieta` intrinseche della scena, quali, ad esempio, dimensioni,
densita` dei punti, rumore medio. Il tuning automatico dei parametri e` un
altro punto sul quale e` possibile lavorare.
Ringraziamenti
Eccoci infine giunti alla sezione dei ringraziamenti, quella che molti di voi
stavano cercando, probabilmente l’unica che molti di voi leggeranno. Non
vi lamentate se sara` eccessivamente lunga, inizialmente non avrei nemmeno
voluto scriverli, ma voi li avete chiesti, quindi ora ve li dovete sorbire tutti.
Non sono semplici da scrivere, dover ripensare a tutti i bei momenti passati
negli ultimi sette anni con nostalgia, fare un resoconto della mia vita univer-
sitaria, considerando che si sta per chiudere un capitolo importante della mia
vita; ma fuori piove e le nuvole non accennano ad andarsene, quale miglior
occasione per gettarsi in questa impresa?
Ho suddiviso il capitolo in sottosezioni per facilitarvi la lettura, poi non
venite a dirmi che non sono buono.
Famiglia
Vorrei cominciare con quache ringraziamento di rito, quei ringraziamenti che,
si sa, non possono mancare e vanno rivolti a quelle persone che sono state
importanti nonostante esulino dalla “vita universitaria”. Ringrazio quindi
la mia famiglia, che e` sempre stata presente, non solo in questi ultimi sette
anni, ma da molto piu` tempo. Se oggi mi trovo qui a scrivere queste righe e`
sicuramente grazie a loro, che fin da quando ho ricordo hanno segnato il mio
cammino, dai primi passi fino alla scelta di proseguire gli studi all’Universita`.
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Ringrazio mia mamma, che mi vuole troppo bene e mi considerera` il suo
piccolo bambino da coccolare ancora per diversi anni, anche se ormai di
piccolo bambino e` rimasto poco (mentre da coccolare molto!). Ti prometto
che un giorno ti presentero` una ragazza senza il bisogno che tu me lo chieda
ad ogni pranzo o cena di famiglia; fino a tale giorno puoi ancora considerarti
la donna della mia vita (bacino). Ringrazio mio padre, che fin da quando
ero in culla ha cercato di darmi quanto di piu` prezioso si possa donare ad
un bambino: la curiosita`! Ricordo quando mi teneva impegnato per giornate
intere con faticosi rompicapo, oppure quando alle scuole medie si mise un
intero pomeriggio a cercare nuovi indovinelli sul web per potermi preparare
alle imminenti selezioni per i Giochi Matematici. Ricordo anche tutte le belle
esperienze che mi ha fatto vivere: Gardaland, zoo, Formula 1 e chi piu` ne
ha piu` ne metta. Senza dubbio e` grazie a lui se ho deciso di intraprendere
la vita dell’informatico, quindi grazie papa`. Infine, arriviamo alla sorellina,
che per me rimarra` sempre piccola, anche se ormai e` una vecchietta pure
lei. Abbiamo passato troppi momenti assieme per poterli scrivere ad uno ad
uno, molti dei quali litigando, altri in maniera pacifica; ma, si sa, si litiga
solo con le persone a cui si vuole bene. La ringrazio perche´ e` quel tipo di
persona che ci sara` sempre, sia quando ne senti la necessita`, sia quando cerchi
la concentrazione per lavorare alla tesi e ti inonda di messaggi su Whatsapp
“come si pagano i biglietti del treno? Me li paghi tu? Ho sbagliato a fare
i biglietti......”. Le auguro di poter vivere una sua esperienza lontano dalle
mura di casa, per quella non si e` mai troppo vecchi, e tu la meriti tutta. Ti
voglio tanto bene!
Relatori
Fortunatamente la mia famiglia e` poco numerosa, quindi posso passare oltre
e ringraziare altre due persone fondamentali per questo lavoro di tesi, ovvero
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i miei relatori, Paolo e Gianpaolo. E` grazie al primo se ho deciso di buttarmi
nel settore della grafica 3D; grazie al suo corso tenuto all’Universita`, che ha
saputo allo stesso tempo fornirmi i concetti base e farmi appassionare alla
materia (che fino a poco tempo prima era semplicemente un sinonimo di
“videogiochi”). E` invece grazie al secondo dei relatori se questa tesi e` pronta
nei tempi previsti, grazie alla sua pazienza e disponibilita`, sia nel rispondere
alle mail, sia nel passare pomeriggi interi a scovare errori apparentemente
introvabili nel codice.
Amici
Terminati i ringraziamenti di rito si passa agli amici. Direi che in sette
anni son riuscito a conoscere molte persone, che sarebbe difficile ringraziare
tutte ad una ad una. Sappiate che ciascuno di voi ha contribuito in maniera
significativa al mio percorso universitario, quindi non prendetevela se mi
dovesse sfuggire qualche nome. Fatta questa premessa dovrei riuscire ad
evitare figuracce tipo Alessia che si scorda di Angela nei suoi ringraziamenti
(pacca sulla spalla ad Alessia).
Nord
Gli amici con cui sono cresciuto, gli amici della contrada dei Vandinei: Alisia
(che oltre ad essere mia sorella e` anche mia amica), Sara, Valentina, il mitico
zio Andrea detto s*** e, perche´ no, nonostante la differenza di eta` che fino
a qualche anno fa si sentiva, anche Faio Baio, che ci ha cresciuto come dei
figli ribattezzandoci a dovere. Su ciascuno di voi potrei spendere valanghe di
parole, ma non mi sembra il caso perche´ le copisterie costano e la tesi la devo
far stampare. Vorrei solo spendere mezza frase su Andrea, perche´ nonostante
si resti per mesi e mesi senza sentirsi minimamente, nel momento in cui torno
a casa mi pare di non essermene mai andato e si torna a mangiare pizza e
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giocare alla Play come ai vecchi tempi, grazie! A questi possiamo sicuramente
aggiungere Vincenzo e l’altro mio zio, Elvis. Vi siete inseriti con qualche anno
di ritardo al gruppo, ma vi siete inseriti alla grande!
Se dobbiamo parlare di amici “polentoni” non posso certo scordare tutte
le amicizie strette grazie a mia sorella: Rossella (detta “Snow”), Cristina,
Betta e Cristian, che non so come faccia a resistere senza di me con tutte
queste femmine. Stai tranquillo, nei momenti in cui torno a casa ci saro`
sempre per parlare di Anime con te! Ragazzi, ci si vede a Gardaland, su le
maniiiiii!!!!!
Anche la mia classe delle scuole superiori ha sfornato diverse amicizie,
che, seppur a causa della distanza ci si senta poco frequentemente, con-
tinuano a rimanere nel tempo. Non voglio fare un elenco di nomi: dalla
mia storica compagna di banco Stefania al mio storico compagno di autobus
Alialby siete tutti ringraziati! Mi riservo di ringraziare a parte solo Giovanni
Gasparotto, figura di riferimento per l’organizzazione di vecchie rimpatria-
te o semplicemente per rimanere aggiornati su pizzerie e locali dell’Ovest
Vicentino.
Sud (ovvero Pisa)
In quel di Pisa la situazione si complica: sette anni in una casa dello studen-
te, diversi anni giocando a pallavolo, le lezioni in Dipartimento, le amicizie
acquisite. . . meglio procedere per ordine ed assicurarvi che mi dimentichero`
qualcuno!
The Kernel
Ho appena ribattezzato The Kernel quel gruppo molto ristretto di amici che
ci sono dalle primissime ore dei primissimi giorni dei primissimi anni a Pisa.
Essi sono Ponza e Grandi, che hanno deciso di seguirmi temerariamente in
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quel di Pisa, partendo dal lontanissimo Nord, e, a seguire, Roberto, Giorgio
(meglio conosciuto come Bradipo, nonche´ mio storico e fantastico coinqui-
lino) e Andrea (aka Faenil). Aggiungo gli acquisiti Lucianone (conosciuto
in molte altre maniere) e Silvietta, unica componente femminile di questo
grezzo gruppo di allettanti maschioni. Forse negli ultimi anni non sono stato
cos`ı vicino a voi come nei primissimi, ma ci siete sempre stati e siete tra i
pochi che continuo a sentire nonostante vi stiate sparpagliando per il mondo,
una rimpatriata con voi, anche solamente in videocall, fa sempre piacere.
Secondo Piano Rosso
Se solo quel corridoio potesse parlare, ne ha viste di tutti i colori ed ha visto,
negli anni, le piu` diverse persone. Qui voglio ricordare solamente i primis-
simi membri (s`ı, anche quelli acquisiti Martina), coloro che, per intenderci,
lo hanno frequentato nei primi due anni. Vi scrivo in ordine sparso sicuro
di lasciarne fuori molti, se avete messo piede in cucina nei due anni di rife-
rimento consideratevi nella lista: Sara Ciampi, Saretta, Piero, Mario, Edo,
Manuelone, “il Fisico” (se scrivo il suo vero nome non si riconosce), Toru ed il
gruppo “metallari”, Marcarico, Manuelone, Daniele Tozzi, Jordan, Francesca
Fry RHCP, Martina, Alberto Biondo, Charlene, Chapas, Andrea Salvadori,
Giuzoppo, Francesca Brigante e penso molti altri.
Se non vi ritrovate nella lista i motivi possono essere due: perche´ mi
sono scordato (scusateeee) oppure perche´ vorrei spendere due parole in piu`
su di voi. Grazie ad Erikucciola, che mi ha piu` che sopportato al mio primo
anno di Universita`: direi che ne e` valsa la pena, in seguito hai trovato un
ottimo compagno per delle fantastiche serate “lambrusco e taralli”. Grazie
anche a mamma Claudia, la mia odontoiatra di fiducia: non ci si sente quasi
mai ma quando ci si sente il credito sul cellulare magicamente finisce. Il tuo
aiuto durante il mio secondo anno e` stato di vitale importanza, poi hai deciso
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di abbandonarmi, cattiva (scherzo)! Grazie a Marco Tranzatto, non c’e` un
motivo particolare, ma mi sono reso conto di averti escluso dalla lista generica
e “mi noia” tornare su di qualche riga, cos`ı ti meriti la menzione speciale
(scherzo, in realta` mi ha fatto molto piacere condividere diversi momenti
musicali con te e gli altri del gruppo, che citero` piu` avanti nell’apposita
sezione).
In questa sezione ci tengo a ringraziare anche la “camera dei disabili”: mi
hai accompagnato quasi fino alla fine, grazie 6-218!
Red Beard
Li ho citati poco fa, meglio ringraziarli subito, prima che me ne scordi. Rin-
grazio Enzo, Gaia, Giovanni, (di nuovo) Marco, Simone e Gianmarco. Perche´
si sa, tante volte la musica ti aiuta, e voi mi avete permesso di divertirmi e
suonare in una “vera” rock band per qualche mese. A questo gruppo vorrei
aggiungere Roberta Marziani, non so in che gruppo inserirti, quindi sei appe-
na diventata la nostra supporter numero 1. Ti ringrazio per il sorriso sempre
pronto, ma anche per la grande capacita` di scegliere ed abbinare vestiti e
borsette.
La Papessa ed il figliol prodigo
Non saprei che altro nome dare a questo gruppo, dei grandissimi amici, che
snobbano praticelli ma continuano a lovvare me che non intendo levare le
tende da qui. Si tratta di Serene Papa e Michael Marchello. Ho conosciuto
Serena moltissimo tempo fa, all’epoca era vista dal mondo come una persona
poco raccomandabile, una metallara con amicizie “tossiche” che non cono-
sceva altri vestiti se non le tipiche maglie nere con scritti i nomi di diversi
gruppi musicali inneggianti al regno di Lucifero. Da questa descrizione sem-
bra una persona pessima, e invece no! E` risultata essere una grandissima
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amica, un’ottima dottoressa (e` grazie a lei se sono riuscito ad arrivare alla
mia laurea triennale dopo aver tenuto le stampelle un paio di mesi) e, in ge-
nerale, una persona fin troppo disponibile. Certo, ha i suoi difetti, ma prima
o poi imparera` ad accettare i praticelliani come persone normali. Tocca a
Michael, uno dei migliori coinquilini che si possano avere, ha un solo piccolo
difetto: ascolta Madonna! No, non quella di Radio Maria, proprio quella di
“Like a Virgin”. Ammetto che negli anni e` riuscito a farla apprezzare anche
a me, ma spero che un giorno riesca a disintossicarsi. Che dire, di lui ricordo
il giorno in cui l’ho conosciuto, quando e` entrato in cucina timido timido ed
ha chiesto “qualcuno vuole delle caramelle gommose?”. . . da quelle caramel-
le ne e` passata di acqua sotto i ponti ed e` nata una grande amicizia, sono
contento che tu sia stato cos`ı goloso all’epoca. A voi due vorrei aggiungere
tutte le persone che mi avete presentato e che ritrovo sempre con piacere per
le strade di Pisa: Diletta, Rachele e Virginia.
Volley che passione
A chi piace la pallavolo? A troppe persone, visto che vorrei ringraziarle tutte.
Ringrazio chi mi ha fatto compagnia ai corsi del CUS, chi ha giocato con me
o contro di me al CPM ed al Green (Briganti, Banane Rosa, Kippintach. . . ),
chi mi ha fatto compagnia nella squadra degli Ospedalieri. Qualche nome?
Beatrice, Pippo, Laura M., Laura S., Fao, Principe, Diletta, JunioR, Matteo,
Francesca F., Salvo. . . e non dimentichiamo tutti i partecipanti del Tower
Fest e dell’MNF!
Food Bytes
Anche qui, un gruppo numeroso, ma e` doveroso ringraziare chi ti ciba una
volta al mese da almeno un paio d’anni. Siete nati come ottimi colleghi, ma
ora siete molto di piu`, ottimi compagni di bevute e mangiate. La lista e`
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lunga: Andrea B., Roberto Z., Marco P., Marco G., Giovanni C., Daniele
A., Emanuele S., Roberto T., Jacopo S., Andrea E., Francesco P., Lorenzo
V., Roberto L., Alejandra e Marta. Mi sono basato sul gruppo facebook e
sulla mia (scarsa) memoria, se non ho citato qualcuno, fatevi fb! Sono sicuro
che le nostre cene proseguiranno ancora a lungo nel tempo, ci attendono
emozionanti avventure in futuro.
La leonessa ed il suo branco
Sto diventando troppo bravo ad inventare nomi ai gruppi di amici. Qui vor-
rei ringraziare Valeria la Leonessa, Giulia, Aleksandra e Sparti! Ormai e` da
un po’ che non stanno piu` a Praticelli e che non ci si vede quotidianamente,
ma devo dire che, a suo tempo, ci siamo divertiti un mondo ad improvvi-
sare festicciole nelle cucine dello studentato, a fare torte e, soprattutto, a
mangiarle.
I Cavalli di Praticelli
Cari Cavalli, questo e` dedicato a voi! Siete tanti e vorrei ringraziarvi ad uno
ad uno, portero` sempre nel cuore la mangiate domenicali che ci siamo fatti
assieme, le feste dance anni ’90 che abbiamo organizzato, la gita a Lucca, i
Praty Party piu` grandi della storia e tanti altri avvenimenti. Penso di aver
conosciuto le persone giuste al momento giusto: all’epoca stavo attraversando
una fase particolare della mia vita universitaria, volevo conoscere nuova gente
e provare nuove esperienze, ed ho trovato voi, sempre proponitivi, sempre
allegri, sempre disponibili. Col passare del tempo il gruppo si e` un po’
sgretolato, ma questo non vuol dire che all’epoca non fossimo veramente
uniti, sono convinto che i mesi passati assieme siano stati importanti, che
non sarei lo stesso senza quel periodo trascorso in vostra compagnia. Seppur
mi senta di ringraziare tutti, vorrei nominare Cristian e Pietro, i teribbili, la
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miglior coppia calabrese che io conosca. Cristian, un vero divo di Hollywood,
uno sciupafemmine, un organizzatore di eventi, una persona che tiene in
grande considerazione il valore dell’amicizia; e Pietro, un vero artista a 360
gradi. Suonatore di organetto e danzatore di tarantelle (e non solo quelle),
imitatore di comici ed ex futura promessa del calcio nostrano. Sei l’unico
rimasto qui a Praticelli dei tanti del gruppo, e sono felice che sia rimasto
tu, e` sempre un piacere chiaccherare con te, che sia alle cinque del mattino,
di ritorno da una nottata da leoni in centro, mangiando un kebab sotto la
pioggia, oppure che siano tre parole dopo cena, per poi ritornare subito di
corsa a finire le rispettive tesi.
Voglio inserire qui anche Klesti “fsdhfs” Gjergji. La prima impressione
che ho avuto su di lui e` stata quella, spero non si offenda, di un ragaz-
zo appena uscito da Uomini e Donne. Posso ammettere di aver sbagliato
completamente: gli piace far festa, vestirsi con classe, conquistare giovani
donzelle indifese. . . ma e` anche un vero sportivo, una persona con dei valori
e degli ideali ben chiari, e` una persona intelligente ed allo stesso tempo una
persona a cui piace sempre mettersi alla prova con nuove sfide. Non vorrei
esagerare con i complimenti ma c’e` ancora una cosa che sa fare veramente
bene, l’unica in cui io non riesco ad eguagliarlo: passare la mano sul ciuffo!
Tra le ragazze, vorrei nominare quelle a cui sono rimasto piu` legato an-
che dopo la fine del gruppo dei Cavalli: Raffaella e Silvia! Di quest’ultima
voglio dire e` stato un onore poter essere tuo marito, anche se il destino ci e`
stato avverso e le nostre strade si sono divise; ma tranquilla, sono sicuro che




Sono sicuro che per un attimo abbiano pensato che mi fossi scordato di
ringraziarle. Parlo di Antonina e Rossana; aver fatto una sezione solo per
voi due mi pare gia` un grandissimo onore, quindi forse non dovrei dilungarmi
oltre. . . ma lo faro` lo stesso. Vi ricordate quella famosa giornata a Tirrenia?
Nonostante molti possano considerarla una semplice gita, nulla di piu` che una
giornata al mare tra amici, io la porto sempre nel cuore. Sono quei momenti,
apparentemente insignificanti, che prendono un significato ben preciso se si
pensa alle persone con cui si stanno condividendo. Ho conosciuto Antonina
trasportando a casa un’amica in comune visibilmente provata dagli effetti
dell’alcol. Quella stessa sera ho scoperto che lei fa parte di quel lato oscuro
dell’informatica chiamato “umanistica”; beh, posso ammettere che non se la
cava male per essere un’umanista (ed e` pure simpatica!). Abbiamo stretto
una grande amicizia che spero possa durare negli anni: vedi di venire a
trovarmi in laboratorio anche dopo aver finito la tua tesi!
E` venuto il momento di ringraziare quella capra di Rossana (per gli amici
“mela”): credo lei sappia benissimo di essermi stata veramente di grande
aiuto in diverse situazioni ed e` anche per questo motivo che la considero
un’amica speciale. Mi vengono alla mente molte occasioni in cui ci siamo
divertiti un mondo ma penso che un posto d’onore sia riservato a quel brunch
che abbiamo organizzato con tanto impegno: non puoi essere triste, perche´
io sono Chuck Bass! Sei una persona con la quale si puo` parlare di tutto,
che sa ascoltare e dare consiglio, e poi, quando meno te lo aspetti, mette il
sorriso con la sua sbadataggine. Ti prego di non cambiare, almeno fino a




Carletto, Mariagiovanna, Desire`e, Alessia, Irene ed il Conte Agolino: nuovo
anno, nuovo gruppo. A questo punto dei ringraziamenti e` quasi diventata
una formula di rito ma devo dirvi che ho trascorso dei bei momenti anche in
vostra compagnia. Non si puo` dire che questa squadra sia durata moltissimo,
o meglio, io vi ho raggiunto molto tardi. Dopo pochi mesi Carletto ha preso la
cattiva decisione di laurearsi ed andarsene, portando i ritmi latino-americani
altrove. Cos`ı hanno fatto anche gli altri e, infine, siete rimaste solo voi:
Mariagiovanna ed Alessia.
Penso di esser riuscito ad inventare mille e piu` maniere per scrivere il
nome “Mariagiovanna”, ma qui voglio essere corretto e non farla arrabbia-
re. . . che ringraziamento sarebbe altrimenti? Vorrei poter scrivere anche
per lei qualcosa che la contraddistingua e subito mi vengono in mente la sua
organizzazione e la sua precisione! Si dice che al mondo non esistano due
persone uguali, due caratteri uguali: bene, tra noi due questa cosa e` piu` che
vera, queste sue qualita` la rendono sicuramente una persona molto diversa
da quello che sono io (e potrei estendere il concetto all’intero nostro gruppo).
Ed e` questo il motivo per cui intendo ringraziarla, perche´, per quanto spesso
la si possa prendere simpaticamente in giro a causa della sua “pianificazione
ossessiva compulsiva” della vita, in un gruppo qualcuno lo deve pur fare, e
lei ricopre questo ruolo ottimamente.
Cara Alessia, sappi che questo fatto che tu non ci sia alla mia laurea
non mi sta proprio andando giu`, ti posso garantire che hai molto da farti
perdonare! Ma io sono una persona generosa e gia` so che ti perdonero`, quindi
ho deciso di scrivere comunque questi ringraziamenti per te. Se esistesse una
classifica per le amicizie sono sicuro che Alessia si troverebbe tra le prime
posizioni: sono riuscito a legare con lei fin dai primi istanti e penso di aver
perso il conto di quante nottate abbiamo passato a chiaccherare assieme. Pur
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sapendo che potrei cadere nello scontato e nel banale voglio che tu sappia
che ci tengo moltissimo a te, che riesci a mettermi di buon umore anche
quando la giornata e` cominciata con il piede storto e che sei un’insostituibile
compagna di mangiate (diurne e notturne).
Grazie a questo gruppetto di persone ho poi conosciuto Francesca Zocco e,
tramite lei, Eros, Pina e Giada. Si tratta di persone che incontro sempre con
piacere a mensa o lungo i corridoi di Praticelli, persone che non fanno parte
del mio gruppo piu` stretto, ma con cui cerco di scambiare quattro chiacchere
ogni volta che ne ho l’occasione. Ogni volta che ci si incontra mi allontano
poi con il sorriso stampato in faccia: vuoi per la battutina fatta a Giada o
Pina, per la pacca data ad Eros o per il complimento fatto a Francesca.
Il nuovo secondo piano rosso
Il secondo piano rosso si e` evoluto, molte persone se ne sono andate e molte
sono arrivate. Solo di recente ho cominciato a stringere un legame di amicizia
con i nuovi arrivati, ma subito mi sono reso conto che si tratta di persone
simpatiche e disponibili. Ho deciso di inserire tra questi ringraziamenti an-
che Samuela, nonostante di “nuovo arrivo” abbia ben poco: ormai identifico
questo nuovo gruppo con te, quindi sentiti nuova e giovane per questa occasio-
ne. Oltre a lei voglio ringraziare Sara, Doriana, Valeria, Christian, Federica,
Alessia, Cecilia ed Antonietta. Vi posso assicurare che, da quando la cucina
e` tornata a popolarsi, e` un vero piacere passare anche giusto per un saluto,
vedervi giocare, scambiare quattro chiacchere, mangiare la pizza e suonare
la chitarra. Penso che ogni cucina dovrebbe avere un gruppo come il vostro.
Palestra
Siamo quasi arrivati alla fine di questi lunghissimi ringraziamenti e vorrei
spendere un paio di parole sulle nuove amicizie strette in palestra. Ho fre-
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quentato per qualche anno la sala attrezzi, senza stringere particolari legami
con nessuno, fino a quando non ho deciso di provare a seguire qualche corso
di fitness. Devo ammettere che qui si e` creato un vero e proprio gruppo, tanto
che ciascuno, in sala, ha la posizione “prenotata” per il proprio step (che Eros
prontamente riesce a rubarmi). Direi che un doveroso ringraziamento va a
Lorenzo, il nostro fantastico istruttore, perche´ ci da` la grinta per arrivare fino
in fondo all’ora di lezione, si impegna a ricercare sempre nuove e divertenti
coreografie e sceglie accuratamente dell’ottima musica per accompagnare gli
esercizi. Molti dei miei compagni di corso sono gia` stati ringraziati in altre
sezioni, altri verranno ringraziati nella prossima, qui non mi resta che dire
un grazie a Nadia e Cristina. Conosco poco entrambe, ma sono riuscite a
conquistare da subito la mia amicizia. Con loro si ride, si scherza, ci si pre-
para a soffrire assieme l’imminente lezione di step: le compagne ideali per la
palestra. Mi auguro che in futuro il nostro rapporto possa consolidarsi anche
all’infuori dell’ambito sportivo.
Gente quasi normale
E finalmente, direte voi! Ho deciso di mantenere per il gran finale le persone
con cui attualmente passo tutte le mie giornate. Si tratta di un gruppo
veramente grande e, per questo motivo, molto eterogeneo: gente di ogni
dove e di ogni eta`. E` normale che all’interno di esso si siano creati dei piccoli
sottogruppi, dei legami piu` stretti tra alcune persone, ma e` veramente bello
quando ci si ritrova al completo e ci si rende conto che siamo come una
grande famiglia. Sappiate che probabilmente sarete l’ultimo ricordo che avro`
di Praticelli, di questa avventura durata sette anni, e mi considero veramente
fortunato che siate voi a ricoprire questo ruolo.
Di questo gruppo fanno parte anche Alessia e Mariagiovanna, gia` men-
zionate precedentemente. Comincio quindi ringraziando la mia cara Angela,
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che io prendo simpaticamente in giro molto spesso, ma credo sia una di quelle
persone che, nonostante le difficolta`, non si arrendono mai ed affrontano la
vita con determinazione. Anche se ci siamo conosciuti la prima volta ad una
serata di carnevale, penso che sia stato il video di Happy a consolidare il
nostro rapporto; visto che mi ha permesso di conoscerti meglio ed integrarti
nel gruppo, posso dire di avere avuto una grande idea. Ringrazio poi Suada,
che mi fa morire dalle risate con i suoi modi di fare, che sa essere allo stesso
tempo molto tenera ed incutere paura (in senso simpatico), che sa essere si-
ciliana ed albanese, e che, ogni tanto, a mensa, se ne esce di punto in bianco
con domande sul senso della vita. Credo che non dimentichero` mai la serata
in cui ti ho conosciuta, sicuramente il tuo modo di giocare a Lupus non mi
ha colpito nel migliore dei modi, ma ti sei rifatta in seguito. C’e` posto anche
per la sua coinquilina, la piccola Jessica, che sembra molto piccola ma dentro
e` un vero Puma! Fondatrice del club esclusivo degli uomini circa un anno
fa, non posso che ringraziarti per le perle di saggezza che riesci a sfornare di
tanto in tanto. Di questo club fa parte anche Neritan Lani, il miglior ragazzo
albanese che io conosca! Abbiamo modi di pensare completamente differenti,
ma mi sono sempre divertito a confrontare le mie idee con le sue, seppur nes-
suno dei due abbia mai intenzione di ricredersi. Nonostante questo suo modo
di vedere il mondo, lui e` una persona che tiene in grande considerazione gli
amici, che sa essere sempre disponibile, anzi, che addirittura si arrabbia se
non si accettano i contorni che offre a mensa. L’abbiamo capito tutti che in
fondo in fondo sei molto tenero, e apprezziamo questo tuo modo di essere.
Anche se ora lascerai Pisa, spero di poter continuare a mantenere i contatti
con te e, tra le tante cose, continuare a dimostrarti che non sai giocare a
Dota. Visto che l’abbiamo nominato, ora tocca a voi, Dota Team: oltre a
Neritan ci sono Pierpaolo, Giovanni, Stefano e Peppe Lanza. Con voi e` sem-
pre un piacere giocare, potersi distrarre un po’. So che ultimamente vi sto
trascurando, ma prometto che tra non molto saro` ancora dei vostri e vi in-
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segnero` nuove ed entusiasmanti tattiche di gioco. Oltre a ringraziarvi vorrei
chiedervi scusa, perche´ vi ho fatto infognare con questo videogioco. Spendo
due parole in piu` per Pier, visto che abbiamo condiviso assieme piu` momen-
ti, che siano stati essi bevute oppure. . . diciamo bevute. Stavo pensando
all’Enotour, ai limoncelli dopo cena, alle birre la sera, alle uscite in centro (a
bere) e mi sono reso conto che forse dovremmo darci un taglio, cominciamo
ad essere troppo grandi per queste cose. Vabbe` scherzavo! Comunque non
posso che ringraziarti per tutto l’alcol che abbiamo gustato assieme. Stefano,
giusto una riga anche per te, grazie per il tuo cuore d’oro; forse nel tuo caso e`
esageratamente dorato, ci saremmo accontentati anche di un cuore d’argen-
to, ma ormai ti teniamo cos`ı come sei! Ora sembra che stia escludendo solo
Giovanni e Peppe, quindi grazie anche a voi, perche´ effettivamente quando vi
mettete di impegno mi fate crepare dalle risate ed e` certamente una qualita`
non da poco. Un grazie anche ad Eglantina che, nonostante se ne sia andata
gia` da un po’ di tempo, continua a rimanere legata al nostro gruppone.
Un ringraziamento unico va ai tre chimici: Fabrizio, Tony ed Alessandro,
coloro che hanno portato il doppio senso tra di noi. Se le persone temono di
sbucciare una banana a mensa e` grazie a voi.
Ringrazio Nadia, credo che un giorno mi manchera` anche il suo insistente
parlare, e Mariarita, una conterranea acquisita che continua ad allietarci con
il suo sorriso nonostante non abiti piu` nello studentato: ricordero` sempre con
nostalgia l’organizzazione dell’Enotour.
Non vorrei scordarmi di J Kash, il mio ultimo coinquilino in doppia.
Abbiamo condiviso la stessa camera per poco tempo, ma mi sono sentito
veramente bene al fianco di un famoso rapper calabrese.
Voglio ringraziare un’altra conterranea acquisita: Micaela. Si e` unita al
nostro gruppo quando esso era gia` formato da tempo, ma e` riuscita ad inse-
rirsi rapidamente e diventare una parte fondamentale di esso. Che giornate
sarebbero in palestra senza di te? Ed in auditorium? Sono contento di averti
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conosciuto e di aver stretto un ottimo rapporto anche con te, spero che esso
possa durare nel tempo.
Sono molte altre le persone che vorrei ringraziare, tra cui: Giuseppe Ta-
gliavia, Anjela (non so bene come si scriva), Simona e Fabrizio, Ornela ed
Alessio e l’indimenticabile Nelsa, che cerca di farmi ubriacare ogni volta che
ci incontriamo.
Arrivati a questo punto mi e` rimasta una sola persona da ringraziare,
una delle piu` importanti di questo ultimo mio anno e sicuramente quella che
mi ha dovuto sopportare di piu` durante questo lavoro di tesi. Credo che in
questo momento non veda l’ora di leggere il proprio nome su queste pagine,
quindi grazie di cuore Antonella, per tutto quello che hai fatto e che continui
a fare. Sono passati quasi due anni da quando mi sono ritrovato all’improv-
viso con una nuova persona da scoprire, profondamente simile a me ed allo
stesso tempo profondamente diversa. Fin dai primi istanti ci siamo trovati
bene: ogni sera l`ı, sempre allo stesso posto, seduti a bere birra e suonare la
chitarra, a parlare di politica e di filosofia, del nostro passato e delle nostre
speranze per il futuro. Sono giornate che ricordo con grande piacere, perche´
mi hanno dato molto e mi hanno fatto crescere come persona: in genere non
trovo molto semplice aprirmi con gli altri ma, nel tuo caso, e` stato diverso;
forse perche´ ho trovato il tuo carattere molto simile al mio ed ho pensato
che potessi avere le mie stesse difficolta`, i miei stessi timori e che, assieme,
avremmo potuto affrontarli. Spesso hai cercato aiuto in me come io l’ho
cercato in te, ed il nostro legame di amicizia e` cresciuto a dismisura. Non
manca il lato oscuro di Antonella: sono sicuro che in tua assenza ora non
avrei nessun capello bianco, non sarei nervoso per almeno meta` delle mie
giornate e, in generale, la mia vita sarebbe molto piu` tranquilla. Nonostante
cio`, ho una grande considerazione di te e sai benissimo come io tema che i
nostri rapporti possano cambiare dopo che me ne saro` andato da Praticel-
li. Probabilmente sbaglio ad avere questi timori, il passato dovrebbe avermi
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insegnato che esistono quelle persone che, seppure a chilometri di distanza,
continuano a rimanere vicino a te costantemente, con una chiamata, con un
messaggio o anche, piu` semplicemente, con la consapevolezza che continuano
a pensarti nonostante gli anni trascorsi altrove. Ti avevo promesso tre righe,
ma penso di averne scritta qualcuna di piu`, spero che mi perdonerai. Grazie
ancora, ti voglio un mondo di bene.
Ho finito i ringraziamenti, non ci resta che brindare alla mia!
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