. Sinusoidal signal corrupted by impulsive and Gaussian noise (dotted), the actual polynomial prediction (solid), and the recursive prediction (dashed).
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I. INTRODUCTION
Blind identification of multiple-channel FIR system driven by a common source has recently received much attention due to its potential applications in wireless communications. In contrast to the traditional cost-function based adaptive approaches and the more recent higher order statistics (HOS)-based methods, the second-order statistics (SOS)-based methods have become a popular topic in this community since [3] , e.g., see [2] and the references therein. Among many SOS-based methods known so far is the subspace (SS) method shown in [1] . The SS method applies the MUSIC concept to a relation between the channel impulse responses and the noise subspace associated with a covariance matrix of the system output. In this correspondence, we present a new variation of the SS method. Instead of exploiting the full noise subspace, this new method exploits a minimum noise subspace (MNS). The MNS method represents a solid extension of an observation made in [1] that the full noise subspace of the system output covariance matrix is generally not necessary to asymptotically yield the unique (up to a constant scalar) estimate of channel responses. We will show that the minimum dimension of the noise subspace required for unique system identification is M 0 1, where M is the number of FIR channels. Although not any set of M 0 1 noise vectors yields unique identification, each vector in a proper set of M 0 1 noise vectors can be computed from one of M 01 covariance matrices that correspond to a proper set of M 01 (distinct) pairs of channel outputs. Any M01 pairs of channel outputs that span a "tree" pattern as shown in Fig. 1 are a proper choice. The MNS method is much more efficient in computation than the SS method. Simulations have shown that the MNS method is slightly less robust to channel noise than the SS method.
II. CHANNEL MODEL AND THE SS METHOD
We consider M parallel FIR channels driven by a common source. The output vector of the ith channel can be written as The matrix H is known as the M N 2(N+L) generalized Sylvester matrix [6] , which has the full column rank N +L under the following assumptions:
A1) The M channels do not share a common zero.
A2) N L + 1.
The blind identification problem here is to find H from the sequence fy(n) for n = 1; 2; 111; T g. The SS method [1] exploits the sample covariance matrix of all channel outputs:
where H denotes the conjugate transpose. As T becomes large, this matrix has the asymptotical structure Ry = HRsH In addition to assumptions A1) and A2) if A3) the source covariance matrix Rs has the full rank N +L, and A4) the noise covariance matrix R w is proportional to the identity matrix (which is true when the noise is white and T is very large) then it can be shown [1] that range (U n ) is the orthogonal complement of range (H). Hence, range (U n ) is referred to as the noise subspace. The SS method yields an estimate He of H by solving the equation U H n He = 0 in a least square sense (where H e is subject to the same structure as H). This estimate is uniquely (up to a constant scalar) equal to H under the assumptions A1)-A4) [1] .
III. THE MNS METHOD
In the MNS method, we first select M 0 1 distinct pairs from the M channel outputs fyi(n); i = 1; 1 11; M g. The M 0 1 pairs of channels (or channel outputs) must form a tree pattern, as shown in Fig. 1 , where the channels are the "nodes" of the tree. Then, for each pair of channel outputs, we compute the covariance matrix Note that each row of H(z) only has two nonzero entries and, hence, defines a pair of columns. The M 01 pairs of columns defined by the M 01 rows of H(z) also span a "tree" that connects all M columns of H(z) as its "nodes." This tree is identical to the tree spanned by the pairs of channel outputs (Fig. 1) . Note that removing a column and a row of H(z) associated with an "ending node" decreases the rank of H(z) by one, and when H(z) is 1 2 2, its rank is one. It follows by induction that H(z) has the full row rank M 0 1. Therefore, the solution for the M 21 vector h e (z) to the equation H(z)h e (z) = 0 must be unique up to a polynomial scalar [5] . Furthermore, since h(z) is a solution of degree L to H(z)h e (z) = 0 and there is no common zero among all channels (see A1)), h(z) must be the unique solution up to a constant scalar.
Lemma 3 has established that the MNS method yields asymptotically the unique estimate of H. This section has provided a much stronger result than a discussion in [4] on the MNS method. It is worth noting that the concept behind the MNS method would become much simpler if assumption A1) was replaced by the stronger assumption that "no pair in the set of channel pairs that span a tree has a common zero." Under the latter assumption, it is easy to show that the least eigenvector associated with each pair of channels yields the unique estimation for that pair of channels, and hence, the M 01 least eigenvectors associated with M 01 properly chosen pairs of channels uniquely determine all channels. However, this correspondence has presented a much stronger result than the above observation.
IV. PERFORMANCE OF THE MNS METHOD
In our simulation, we used a system of four (M = 4) parallel FIR channels. The first channel is given by the GSM test channel [7] with six (L = 5) delayed paths. The other three channels are generated by assuming a plane propagation model for each path with corresponding electric angles uniformly distributed in [0; =3].
A realization of the channel impulse responses is given in Table  I where N r is the number of independent runs (N r = 100); h is the true (unit-norm) vector of the impulse responses fhi(k) for i = Fig. 2 compares the performances of the SS and MNS methods. This figure (which is associated with the case defined by the table) is quite typical among all the cases that we considered in our simulation. In the region where the MSE is relatively small (say 035 dB), the MNS method required an SNR of no more than 3 dB higher than the SS method, to yield a given value of MSE.
