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Abstract
The clustering of unlabeled raw images is a daunting
task, which has recently been approached with some suc-
cess by deep learning methods. Here we propose an un-
supervised clustering framework, which learns a deep neu-
ral network in an end-to-end fashion, providing direct clus-
ter assignments of images without additional processing.
Multi-Modal Deep Clustering (MMDC), trains a deep net-
work to align its image embeddings with target points sam-
pled from a Gaussian Mixture Model distribution. The
cluster assignments are then determined by mixture com-
ponent association of image embeddings. Simultaneously,
the same deep network is trained to solve an additional
self-supervised task. This pushes the network to learn more
meaningful image representations and stabilizes the train-
ing. Experimental results show that MMDC achieves or
exceeds state-of-the-art performance on five challenging
benchmarks. On natural image datasets we improve on pre-
vious results with significant margins of up to 11% absolute
accuracy points, yielding an accuracy of 70% on CIFAR-10,
31% on CIFAR-100 and 61% on STL-10.
1. Introduction
Clustering involves the organization of data in an un-
supervised manner, based on the distribution of datapoints
and the distances between them. Since these properties are
closely tied to the representation of the data, the problems
of clustering and data representation are firmly connected
and are therefore sometimes solved jointly. In accordance,
in this work we start from a recent method for the unsuper-
vised computation of effective data representation (or fea-
tures discovery), and develop a clustering method whose
results significantly improve the state of the art in the clus-
tering of natural images. The method is illustrated in Fig 1.
A large body of work has been devoted to the problem
of clustering [21], see Section 2 for a brief review of some
recent related work. The task of unsupervised image clus-
tering is challenging and interesting, as the algorithm needs
to discover patterns in highly entangled data, and produce
Figure 1. Our algorithm partitions a set of images into k clusters by
aligning image embeddings of a deep network with target points
sampled from a Gaussian Mixture Model on the k-dimensional
unit sphere.
separated groups without explicitly specifying the grouping
features. In recent years, with the emergence of deep learn-
ing as the method of choice in visual object recognition and
image classification, emphasis has shifted to the computa-
tion of effective representations that will support successful
clustering [31]. Vice versa, unsupervised clustering loss has
been used to drive the computation of image representation
and the discovery of enhanced image features by making
it possible to use unsupervised data in the training of deep
networks, which traditionally require massive amounts of
labeled data.
When learning feature representation from unsupervised
data by minimizing a clustering-based loss function, one
danger is cluster collapse - the representation may collapse
to the trivial solution of a single cluster. In [3], a similar
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problem of representation collapse is managed by mapping
the network’s representation to a fixed set of randomly cho-
sen points in some target features space. Here we borrow
this mapping idea, and incorporate it into a clusering algo-
rithm.
More specifically, we first sample a fixed set of points
in some target space. Since our method is designed to par-
tition the data into k clusters, the target points are chosen
from a matched density function - Gaussian Mixture Model
(GMM) with k components. Our model trains a randomly
initialized neural network to align its image embeddings
with the sampled target points, directly inducing a partition
that is based on the mixture components. This is done by
simultaneously learning a one-to-one mapping between the
output of the network and the target points, and updating
the networks parameters to best fit images with their target
points as assigned by the mapping.
In the absence of ground truth, the proposed approach
is prone to instability as target points are continuously re-
assigned between images, creating a non-stationary online
learning environment. Such instability is often linked with
unsupervised learning tasks. To alleviate this problem, un-
supervised tasks such as representation learning may be
combined with self-supervision tasks to achieve better re-
sults [10]. Here we adopt the approach taken by [7] to deal
with the notorious instability of training generative adver-
sarial networks. Thus the model is jointly trained on the
main clustering task and on a self-supervised auxiliary task
as defined in RotNet [15], where all images are subjected
to 4 rotation angles. In this auxiliary task the network is
trained to recognize the 2D rotation of the image.
As its computation engine, our method uses off the shelf
convnets and standard SGD training with mini-batch sam-
pling in an end-to-end fashion. It is therefore scalable to
large datasets. We evaluate our method on several standard
benchmarks in image clustering and achieve or exceed state
of the art results. In all the reported experiments, the same
set of hyper-parameters is used.
The rest of the paper is organized as follows: In Sec-
tion 2 we briefly review recent related work. In Section 3
we describe our method in detail and elaborate on its various
ingredients. Experimental results are reported in Section 4.
2. Related work
Data clustering. The objective of data clustering is to par-
tition data points into groups such that points in each group
are more similar to each other than to data points in the other
groups. Traditionally, clustering methods have been divided
into density-based methods [24], partition-based methods
[12], and hierarchical methods [11]. Partition-based meth-
ods, such as the popular k-means [33, 1], minimize a given
clustering criterion by iteratively relocating data points be-
tween clusters until a (locally) optimal partition is attained.
Density-based methods define clusters as areas with high
density of points, seperated by areas with low density of
points [38]. Hierarchical based methods build a hierarchy
of clusters in a top-to-bottom [35] or bottom-to-top [17]
manner to determine clustering.
Representation Learning. Naı¨vely attempting to cluster
images with traditional approaches does not produce pleas-
ing partitions of the images, as they work on the raw rep-
resentations of the images in pixel space, and semanti-
cally similar images are not necessarily similar in the high-
dimensional pixel space the images reside in. In recent
years learning useful image representations in an unsuper-
vised manner has been dominated by deep-learning-based
approaches. Autoencoders (AEs) [2] encode images with
a deep network and are trained by reconstructing the im-
age using a decoder network. These include several vari-
ations such as sparse AEs, denoising AEs [37], and more
[29, 43]. Generative models such as Generative Adversarial
Networks (GAN) [16] and variational autoencoders (VAE)
[23] learn representations as a byproduct of learning to gen-
erate images. Tightly connected to our work, Noise-As-
Targets (NAT) [3] and DeepCluster [4] adopt a training
strategy of iteratively reassigning psuedo-labels to points
while training the network to fit them (see Section 3).
Self-supervised learning. A family of unsupervised
learning algorithms that gained popularity in recent years
are self-supervised methods. They learn representations by
training a deep network to solve a pretext task, where labels
can be produced directly from the data. Such tasks can be
jigsaw puzzle solving [32], predicting the relative position
of patches in an image [9], generating image regions con-
ditioned on their surroundings [34], or more recently pre-
dicting image rotations (RotNet) [15]. In self-supervised
GANs [7], predicting image rotations is used as an aux-
iliary task to stabilize and improve training, by enhancing
the discriminators representation capabilities. This is an ap-
proach we adopt as well and elaborate on later on.
Deep clustering. The dominant and most successful ap-
proach to clustering of images in recent years has been to
incorporate the tasks of representation learning and clus-
tering into a single framework. Prominent works in the
past years have been Joint Unsupervised Learning (JULE)
[41], where the authors adopt an agglomerative clustering
approach by iteratively merging clusters of deep representa-
tions and updating the networks parameters. Deep Adaptive
Clustering (DAC) [5] recasts the clustering problem into a
binary pairwise-classification framework, where cosine dis-
tances between image features of image pairs are used as
a similarity measure to decide if they belong to the same
cluster. Associative Deep Clustering (ADC) [18] jointly
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Figure 2. Our approach takes a set of images and solves two tasks in alternating epochs. In the primary task, a CNN is trained to produce
output which matches some predefined set of target points sampled from a Gaussian mixture model, and optimally aligned with the training
set. In the secondary task, given a rotated image, the same CNN is trained to predict the rotation angle of the image.
learns network parameters and embedding centroids with
an association loss in order to estimate cluster membership.
More recently, Invariant Information Clustering (IIC) [22]
adopts an approach that achieves clustering based on maxi-
mizing the mutual information between two sets: deep em-
beddings of images, and instances of the images that under-
went random image transformations while keeping the im-
age semantic meaning intact. IIC leverages auxiliary over-
clustering to increase expressivity in the learned feature rep-
resentation, improving the representation capabilities of its
network. This tactic bears resemblance to our incorporation
of rotation prediction as an auxiliary task.
3. Method
Our task is to partition a set of images into k clusters,
which reflect internal structure in the data. Fig. 2 shows
an overview of the proposed approach. The algorithm al-
ternates between solving the main unsupervised cluster-
ing task, and an auxiliary self-supervised task that helps
the training process. The ingredients of the method are
described next. The full method is summarized in Algo-
rithm 1.
3.1. Unsupervised learning
The starting point for this work is a an unsupervised
learning framework for learning image representation from
unlabeled data. The method, Noise as Targets (NAT, Bo-
janowski & Joulin [3]), learns useful representations of im-
ages by training a deep network to align its images’ embed-
dings with a fixed set of target points. The target points are
uniformly scattered on the d-dimensional unit sphere.
More specifically, let X = {xi}ni=1 denote a set of im-
ages, and fθ : X → Z the parameterized deep network
we wish to train. The output of fθ is normalized to have
`2 norm of 1, entailing that Z is the d-dimensional unit
sphere. NAT starts by uniformly sampling n targets on this
unit sphere. Let {ti}ni=1 denote the set of target points,
which remain fixed throughout the training. Each image
xi is assigned a unique target yi through a permutation
P : [n] → [n]. The optimization objective is formulated
as
min
θ,P
1
n
∑
i
`(fθ(xi), yi) yi = tP (i) (1)
where ` is the Euclidean distance.
This optimization problem is solved in a stochastic man-
ner, by iteratively solving it for mini-batches. Given a
mini-batch of images Xb, the current representation vec-
tors fθ(Xb) are first computed. Subsequently, Equation (1)
is optimized for P over the points in mini-batch Xb us-
ing the Hungarian method [26], which reassigns the cur-
rently assigned targets of the mini-batch to minimize the
Euclidean distance (`2) between images and their assigned
target points. Finally, the gradients of fθ onXb with respect
to θ are computed, and an SGD step is executed.
Intuitively, NAT permutes the assignment of image rep-
resentation vectors to target points delivered by fθ, so that
nearby embedding vectors are mapped to nearby target vec-
tors, and then updates θ accordingly. This process leads to
the grouping of semantically similar images in target space,
and to effective representations that perform well in down-
stream computer vision classification and detection tasks.
3.2. Multi-modal distribution of target points
The uniform distribution of target points on the unit
sphere, as described above, is not well suited for unsuper-
vised clustering, since it is likely to blur the dividing lines
Algorithm 1:
input: {xi}ni=1 - images
fθ - convnet with two heads
k - number of clusters
epochs - number of epochs to train
iters - number of iterations in an epoch
σ - variance of normal distribution
d - dimension of embedding space
λc, λr - learning rates
g - random image transformation
r - number of instances of g in a batch
P ← initialize with random assignments
θ ← initialize with random weights
T ← initialize empty list
for i = 1...n do
sample c ∼ Categ( 1K , ..., 1K )
sample u ∼ N(µc, σ · Id×d)
T [i]← ti = u‖u‖
end
for e = 1...epochs do
for i = 1...iters do
sample batch Xb and assigned targets Tb
compute fθ(Xb)
update P by minimizing Equation (1) w.r.t P
Xb ← initialize empty list
for i = 1...r do
Xb.append(g(Xb))
end
compute ∇θLc(θ) of Equation (1) for Xb
update θ ← θ − λc∇θLc(θ)
end
for i = 1...iters do
sample batch Xb
rotate Xb ∀r ∈ {0◦ , 90◦ , 180◦ , 270◦}
compute ∇θLr(θ) // Lr is cross-entropy loss
update θ ← θ − λr∇θLr(θ)
end
end
between clusters rather than sharpen them. Instead, multi-
modal distribution seems like a natural choice for the objec-
tive of clustering, as it directly produces separated groups in
target space.
In this work, we propose to use the mixture of Gaussians
distribution, projected to the unit sphere, for the sampling
of target points. Formally, this implies:
p(u) =
K∑
k=1
αk · pk(u) u ∈ Rd
p(ti) =
∫
u
‖u‖2=ti
p(u)du ti ∈ Z
(2)
where K denotes the number of Gaussians in the mixture,
d the dimension of the embedding space, αk=1..K a cate-
gorical random variable, and pk(u) the multivariate normal
distribution N(µk,Σk), parameterized by mean vector µk
and covariance matrix Σk. In the absence of prior knowl-
edge we assume that the mixture components are equally
likely, namely αk = 1K ∀k ∈ [K]. Finally, since the target
points are constrained to lie on the unit sphere, we project
the sample in Rd to the unit sphere by ti = u‖u‖2 .
We define the cluster assignment ci of image xi as fol-
lows
ci = arg min
k
‖fθ(xi)− µk‖2 (3)
Note that if the final network fθ fits that target points ex-
actly, namely fθ(xi) = yi, and if Σk are the same ∀k, then
with high probability ci is the index of the mixture compo-
nent from which target point yi has been sampled.
3.3. Random image transformations
Data augmentation is a useful and common technique
to improve performance of machine learning algorithms.
Usually, random image transformations such as cropping,
flipping, rotation, scaling and photometric transformations
are applied to images in order to expand the dataset with
new and unique images. In our task of unsupervised clus-
tering, these random transformations are essential, because
they provide several instances of the same image that ap-
pear different but share the same semantic meaning as they
contain the same object.
In our method, all instances of the same images are
mapped to the same target point. Specifically, let g denote
a random image transformation. Given a mini-batch of im-
ages Xb, we apply g to Xb r times, effectively creating a
batch of r · b images. When computing point assignment,
all r images are mapped to the same target point.
Why is this algorithmic ingredient useful? When train-
ing the convnet, it must find common patterns between the
transformed images when fitting them to the same target.
These common patterns are likely to appear in other images
in the dataset belonging to the same class. This pushes the
network to map images that contain the same objects closer
to each other, in a similar manner to the beneficial effect of
self-supervision.
3.4. Auxiliary task
While optimizing the clustering objective (1), the con-
vnet model simultaneously learns image representation and
partitions the images. The success of unsupervised clus-
tering is highly correlated with the quality of the learnt
representation. It has been repeatedly shown that self-
supervision methods can significantly improve the qual-
ity of representations in an unsupervised learning sce-
nario. To benefit from this idea, we employ RotNet [15],
MNIST Fashion CIFAR-10 CIFAR-100 STL-10
NMI ACC NMI ACC NMI ACC NMI ACC NMI ACC
k-means 0.499 0.572 0.511 0.471 0.087 0.228 0.083 0.129 0.124 0.192
AE+k-means 0.725 0.812 0.526 0.535 0.239 0.313 0.100 0.164 0.249 0.303
Spectral clustering [42] 0.663 0.696 0.630 0.551 0.103 0.247 0.090 0.136 0.098 0.159
DEC [40] 0.772 0.843 0.546 0.518 0.257 0.301 0.136 0.185 0.276 0.359
JULE [41] 0.913 0.964 0.608 0.563 0.192 0.272 0.103 0.137 0.182 0.277
DAC [5] 0.935 0.978 0.632 0.615 0.396 0.522 0.185 0.238 0.249 0.303
ADC [18] - 0.987 - - - 0.293 - 0.160 - 0.478
ClusterGAN [13] 0.921 0.964 - - 0.323 0.412 - - 0.335 0.423
N2D [30] 0.942 0.979 0.684 0.672 - - - - - -
IIC [22] - 0.992 - - - 0.617 - 0.257 - 0.4991
VGG (avg.) 0.963 0.981 0.601 0.656 0.422 0.534 0.189 0.243 0.471 0.576
VGG (±ste) ±0.007 ±0.007 ±0.016 ±0.021 ±0.010 ±0.021 ±0.002 ±0.003 ±0.007 ±0.010
VGG (lowest loss) 0.974 0.991 0.648 0.711 0.460 0.606 0.190 0.243 0.485 0.599
VGG (majority) 0.972 0.990 0.647 0.721 0.465 0.599 0.178 0.235 0.498 0.611
ResNet (avg.) - - - - 0.550 0.670 0.252 0.287 0.428 0.519
ResNet (±ste) - - - - ±0.008 ±0.011 ±0.002 ±0.004 ±0.004 ±0.011
ResNet (lowest loss) - - - - 0.572 0.700 0.259 0.312 0.443 0.525
ResNet (majority) - - - - 0.562 0.690 0.258 0.300 0.402 0.516
Table 1. Unsupervised clustering results. The results of our method are shown below the separation line, based on one of two convnet
architectures - VGG or ResNet (see Section 4.1). In each case, we show the average result over multiple runs and standard error (ste). We
also show ensemble-based results based on two selection criteria - lowest loss and majority vote (see Section 4.2). Above the separation
line we list state of the art results for comparison, see review in Section 2. Unreported results are marked with (-).
which is a self-supervised learning algorithm that learns
image features by training a convnet to predict image ro-
tations. Specifically, images are rotated by r degrees
(r ∈ {0◦ , 90◦ , 180◦ , 270◦}), and the model is subsequently
trained to predict their rotation by optimizing the cross-
entropy loss. RotNet produces competitive performance in
representation learning benchmarks, and has been shown
to benefit training in other tasks, when incorporated into a
model as an auxiliary task [7, 14, 28]. We incorporate Rot-
Net into our method, modifying the convnet training pro-
cedure to alternate between optimizing the main clustering
task and this secondary auxiliary task.
3.5. Refinement Stage
As we have no prior knowledge regarding the size of
the clusters, we begin by assuming that clusters’ sizes are
equal. When this assumption cannot be justified, we pro-
pose to augment the algorithm with an additional step, per-
formed after the main training is concluded. In this step
the assumption is relaxed, while target points are iteratively
reassigned based on the outcome of k-means applied to
fθ(x1), ..., fθ(xn), and assigning image xi to target µj with
label j ∈ [K] dervied from the outcome of k-means. This
method is similar to DeepCluster [4], proposed by Caron et
al. as an approach for representation learning, where they
perform the clustering on the latent vectors of the model
and not the final output layer. A possible alternative method
may start with this stage and discard the first one altogether,
as this approach makes no assumption on the size of the
clusters. However, we found that starting off with reassign-
ing labels based on k-means is not competitive and produces
less accurate clusters, for example, training on MNIST re-
sults in an accuracy of 81% (±2.67).
4. Experiments
We tested our method on several image datasets that are
commonly used as benchmark for clustering, see results in
Table 1. For comparison, state of the art results are also
shown in Table 1. In almost all cases our method im-
proves on previous results significantly, with the exception
of MNIST where our results match the state of the art1. Ex-
amples of clustering results on the STL-10 dataset of nat-
ural images are shown in Figure 3. The confusion matrix
when clustering the challenging CIFAR-10 dataset is shown
in Figure 4.
In the rest of this section we specify the implementation
details of our method, and analyze the results. We describe
two methods for model selection that improve the results
when obtaining several clustering instances of a dataset. Fi-
nally, we report the results of an ablation study evaluating
the various ingredients of the algorithm, which demonstrate
how they contribute to its success.
1Note that with STL-10, IIC reports an accuracy of 0.596 when using
the much larger unlabeled data segment that includes distractor classes.
airplane bird car cat deer dog horse monkey ship truck
Figure 3. Unsupervised image clustering results on STL-10. Each column shows images from a different cluster. The top three images in
each column are examples of images from the same class successfully clustered together. The images in the fourth row illustrate failure
cases, where the image is assigned to the wrong cluster (e.g., an airplane assigned to the ’bird’ cluster).
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0.35 0.01 0.02 0.00 0.01 0.00 0.00 0.00 0.56 0.04
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Figure 4. Results of unsupervised clustering by our method, show-
ing the confusion matrix for CIFAR-10. Some classes are easier
to separate from the others, such as automobiles, trucks and frogs.
Most significant confusions are between ships and airplanes, cats
and dogs, and deer and horses.
4.1. Implementation details and evaluation scores
Datasets. Five different datasets are used in our empirical
study. MNIST [27], Fashion-MNIST [39], CIFAR-10 [25],
the 20 superclasses of CIFAR-100 [25], and STL-10 [8],
see Table 2. We are most interested in the last 3 datasets
because they consist of natural images. These datasets are
commonly used to evaluate clustering methods.
Name Classes Samples Dimension
MNIST 10 70, 000 28× 28
Fashion-MNIST 10 70, 000 28× 28
CIFAR-10 10 60, 000 32× 32× 3
CIFAR-100 20 60, 000 32× 32× 3
STL-10 10 13, 000 96× 96× 3
Table 2. The image datasets used in our experiments.
Architectures. We describe experiments with two con-
vnet architectures. The first is a VGG model [36] with
batch normalization [20]. Each block in this neural net-
work consists of two convolutions, each followed by a batch
normalization layer and ReLU activation function, and ends
with a max pooling layer. Our model has three blocks, ex-
cept for STL-10, where we use four because images are
larger. The second architecture is a ResNet model [19] with
34 layers. These base models are followed by a linear pre-
diction layer, that outputs the cluster assignments. When
trained on the auxiliary task, the base model is also followed
by another head, consisting of three fully connected layers
(multilayer perceptron), which predicts the image rotation.
Training details. The network is trained with stochastic
gradient descent, momentum of 0.9 and `2 loss over the
weights θ. A learning rate of 0.05 is used for the VGG
models and 0.01 for the ResNets. We use batch size of 128
and perform random image augmentations which include
cropping, flipping and color jitter. When training on the
clustering task, each mini-batch is augmented by r = 3 ran-
dom transformations, where all 3 repetitions that represent
the same image are mapped to the same target point. When
training on the auxiliary rotation task, we rotate each im-
age by all four orientations, resulting in an effective batch
size of 512. As is commonly done in unsupervised learn-
ing algorithms [3, 4, 22], in order to avoid clustering based
on trivial cues such as color, the images are pre-processed
using Sobel filters.
Mixture of Gaussians. We examined several initializa-
tion heuristics to determine the Gaussian means {µk} in the
GMM distribution defined in (2), and concluded that us-
ing K different one-hot vectors in RK is most effective. A
comparison of different initialization schemes is provided
in Table 3. We set Σk = 0.05 · IK×K ∀k ∈ [K].
accuracy nmi
one-hot (d = 10) 97.47 (±0.11) 94.16 (±0.19)
uniform (d = 10) 96.6 (±0.44) 92.68 (±0.66)
uniform (d = 128) 93.04 (±1.59) 88.96 (±1.12)
Table 3. Comparison of different initialization schemes for the
mixture of Gaussians mean vectors when clustering MNIST.
All vectors lie on the d-dimensional unit sphere. Initialization
schemes 2 and 3 are sampled from a multi-variate uniform dis-
tribution within the range [−0.1, 0.1] and projected onto the unit
sphere. Other than varying the mean vectors, the training proce-
dure is the same, and does not include the refinement stage.
Evaluation scores. To evaluate clustering performance
we adopt two commonly used scores: Normalized Mu-
tual Information (NMI), and Clustering Accuracy (ACC).
Clustering accuracy measures the accuracy of the hard-
assignment to clusters, with respect to the best permuta-
tion of the datasets ground-truth labels. Normalized Mu-
tual Information measures the mutual information between
the ground-truth labels and the predicted labels based on the
clustering method. The range of both scores is [0, 1], where
a larger value indicates more precise clustering results. We
use center crops of images for evaluation.
4.2. Ensemble of networks
Different executions of the algorithm using the same
dataset lead to non-neglible variations in clustering quality
as evaluated by the two clustering scores - ACC and NMI.
This happens due to the stochastic nature of the method,
with the random initialization of parameters, mini-batch
sampling and random image transformations. A clustering
ensemble can be beneficial (cf. [6]), and we propose two
methods to improve the clustering results based on an en-
semble of networks. We report results with both methods in
Table 1.
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Figure 5. Clustering accuracy as a function of model loss.
Lowest loss. When comparing the train loss of the net-
work with its clustering scores in multiple runs, we noticed
a significant positive correlation between them as shown in
Figure 5. A possible explanation for this empirical result is
that if the mapping P : [n] → [n] assigns an image to a
bad target point, its neighbors are likely to be points from
another class, and the convnet’s attempt to generalize will
not produce a good fit for that point resulting in higher loss.
Majority vote. We implement majority voting as a strat-
egy to combine the solutions of a clustering ensemble.
Without ground-truth labels this task is not trivially solved,
as the absolute clustering labels are arbitrary and do not nec-
essarily align between multiple clustering solutions. To cir-
cumvent this, we fix one solution, specifically the one with
the lowest loss. We then find for each other clustering so-
lution the permutation that most agrees with the fixed one,
using once again the Hungarian algorithm [26].
4.3. Analysis
The results of our method when applied to five image
datasets are reported in Table 1. Clearly, our clustering al-
gorithm is able to separate unlabeled images into distinct
groups of semantically similar images with high accuracy,
improving the state-of-the-art in four of the more challeng-
ing datasets. Using an ensemble of clustering networks al-
most always improves the results over the average.
Figure 4 shows the confusion matrix obtained by the al-
gorithm when partitioning the very challenging CIFAR-10
dataset, without using its labels. The majority of images
in each cluster correspond to one of the 10 object classes
in a unique manner, where most of the false assignments
correspond to images from semantically similarly looking
objects such as cats and dogs, deer and horse, or airplanes
and ships. It is interesting that the smaller VGG architec-
ture performs better on the STL-10 dataset as compared
to ResNet, possibly because the more limited capacity of
the smaller VGG model is able to generalize better on the
smaller dataset.
The auxiliary task in our method, which is added to the
clustering task, is based on image rotation and is designed
for natural images. We use it to enhance the clustering of
CIFAR-10, CIFAR-100 and STL-10. In order to verify that
this auxiliary task is not the sole reason for the method’s
success, we trained the model with the auxiliary task alone
on CIFAR-10, and then clustered the images by applying k-
means to the output of the last layer of the base model. This
method achieved an accuracy of 0.385, much lower than the
accuracy achieved by our algorithm.
4.4. Ablation study
Next we describe the results of an ablation study examin-
ing the critical components of the algorithm. We start with
the basic model based on VGG, without image repetitions,
and without optimizing the auxiliary task. We then add im-
age repetitions. Then we add the auxiliary task, training to
predict rotation angle. Finally, we replace the simpler VGG
architecture with the bigger and more effective ResNet ar-
chitecture, which requires more resources to train. We use
the CIFAR-10 dataset as our study case. Results are shown
in Table 4, illustrating how each component contributes to
the performance of the final algorithm. In Figure 6 we show
how the training curves change with each added component.
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Figure 6. Training curves of different configurations in the ablation
study. Adding the methods’ components improves model accuracy
and stability. Note that the VGG based configurations are trained
for more epochs than showed.
Refinement stage. We compare clustering performance
with and without the proposed refinement stage in Table 5.
CIFAR-10
Vanilla 0.28
Image repetitions 0.48
Auxiliary task 0.60
ResNet 0.70
Table 4. Ablation study. Each row corresponds to the addition of
one component in our method. The last row corresponds to the full
configuration.
MNIST is the only dataset with class imbalance, as its
smallest class has 6313 samples while its largest has 7877.
The refinement stage helps the algorithm achieve near per-
fect clustering with accuracy of 99.1%.
Before After
MNIST 0.971 0.991
Fashion 0.721 0.723
CIFAR-10 0.700 0.697
CIFAR-100 0.312 0.287
STL-10 0.611 0.606
Table 5. Comparison of clustering performance with and without
the refinement stage.
5. Summary and discussion
We presented an end-to-end deep clustering method,
which out-performs all other clustering methods when ap-
plied to unlabeled natural images. The variant of our
method, which is based on running the algorithm repeat-
edly and choosing the solution that achieves the minimal
train loss, leads to very significant improvement in the state
of the art: for CIFAR-10 accuracy is improved from 62%
to 70%, for CIFAR-100 accuracy is improved from 26% to
31%, and for STL-10 accuracy is imroved from 50% to 52%
when using ResNet and to 61% when using VGG.
The algorithm is relatively efficient, using off the shelf
deep learning components such as ResNet or VGG. We note
that our method is quite robust - the same hyper-parameters
were used in all the experiments reported above. In order
to deal with unbalanced datasets, we discussed a refine-
ment stage which improved performance on the somewhat
unbalanced MNIST dataset, without significantly affecting
the results on the remaining 4 balanced datasets. Unbal-
anced datasets pose a challenge to all unsupervised cluster-
ing methods, a challenge which will be addressed in our
future work.
The basic ingredient of our method is based on a recent
unsupervised representation learning method [3], demon-
strating once again how the problems of unsupervised rep-
resentation learning and clustering are connected, and how
progress in one can advance the other.
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