To improve accuracy and reliability, Boolean combination (BC) can efficiently integrate the responses of multiple biometric systems in the ROC space. However, BC techniques assume that recognition systems are conditionally-independent and that their ROC curves are convex. These assumptions are rarely valid in practice, where systems face complex environments, and are designed using limited enrollment data. In recent research, the authors have introduced an Iterative BC (IBC) technique that applies all Boolean functions iteratively, without prior assumptions. In this paper, IBC is considered for fusion of different commercial biometric systems at the decision level. Performance of IBC is assessed for biometric authentication applications in which the operational response of unimodal iris-base systems are combined. Experiments performed with four different commercial systems using anonymised data collected by the Canada Border Services Agency indicate that IBC fusion with interpolation can significantly outperform related BC techniques and individual systems.
Introduction
The biometric recognition of individuals based on their behavioural or physiological traits, such as the face, finger print, iris, signature and voice, provides a powerful alternative to traditional authentication schemes (e.g., passwords and identification cards) presently applied in a multitude of security and surveillance systems (Jain et al., 2006; Kung et al., 2004) . There are three types of applications in biometric recognition. With verification applications, an individual that is enrolled to the system identifies himself and provides a biometric sample. Then, the biometric system seeks to authenticate that the sample corresponds to the specific individual. In contrast, with identification applications, an individual provides a biometric sample, and the system seeks to determine if the sample corresponds to one of the individuals enrolled to the system. Finally, surveillance or screening applications differ slightly from identification in that the sampling process is performed covertly, and they seek to determine if a given biometric sample corresponds to a restrained list of individuals of interest.
A unimodal biometric system captures raw samples of individuals using some sensor. Then, the system performs signal conditioning and segmentation to isolate samples of interest, from which invariant and discriminant features are extracted. During classification, the resulting features are assembled into patterns, and matched against the biometric model of one (verification) or of all (identification and surveillance) individuals enrolled to the system. Classification scores indicate the likelihood that the pattern corresponds to individuals, and is employed to provide application-specific decisions. For verification applications, the system accepts or rejects the authenticity, and for identification and surveillance applications, the system outputs a list of the most likely or of all possible matching identities, respectively.
Regardless of the application, biometric recognition may be modelled in terms of user-specific detection problems (Bengio and Mariéthoz, 2007) , each one implemented using one or more pattern classifiers with thresholds applied to classification scores (Barreno et al., 2008; Bergamini et al., 2009; Oh and Suen, 2002) . In practice, the accuracy of state-of-the-art neural and statistical classifiers applied to detection may decline because they face complex pattern recognition environments that change during operations, and because they are designed a priori using limited and imbalanced training data. The underlying data distribution corresponding to individuals enrolled to a biometric system may be complex due to inter-and intra-class variability and noise. In addition, the enrolment process typically involves some form of quality control or supervision to capture training samples, and classifiers used for detection are often trained using very few high-quality samples, contributing to a growing divergence between the biometric model of an individual and the underlying data distribution. Finally, recognition accuracy tends to decrease with the number of individuals enrolled to the biometric systems applied to identification and surveillance. These issues emerge, for instance, with current iris biometrics technology (Bowyer et al., 2008) , which is intensively used to support the expedited traveller programmes of many governmental agencies -Canada Border Services Agency, USA Department of Homeland Security, UK Home Office, etc. .
Evidence from several studies suggest that the accuracy and reliability of a biometric system can be improved by integrating the evidence obtained from multiple different sources of information (Bergamini et al., 2009; Jain et al., 2005; Kittler et al., 1998 Kittler et al., , 2006 Snelick, 2005) , including multiple samplings for a same biometric trait using different sensors, multiple different biometric traits, multiple instances and multiple samplings for a same biometric trait using a same sensor, or multiple feature extraction and classification algorithms processing a same biometric sample (Jain et al., 2006) . Low-quality samples trigger a failure to enroll, and may prompt the user to provide more training samples. Various studies have also shown that poor quality biometric samples lead to a reduction in the accuracy during operations. Fusion controlled by quality measures has been shown to offer a significant gain in accuracy, but falls outside the scope of this paper.
Biometric sources of information are typically integrated at the feature, score and decision levels (Tulyakov et al., 2008) . Since features extracted from sensor measurements contain richer information content about a biometric modality, feature-level fusion should provide the higher level of accuracy, although commercial systems rarely reveal their feature patterns. The combined feature patterns may also be incompatible and increase system complexity (Zhang et al., 2008 ). Techniques for score-level fusion are commonly employed in biometrics when scores generated by the different commercial systems may be accessed (Jain et al., 2005; Snelick, 2005) . The main limitations are the impact of score normalisation methods on the overall decision boundaries, and the availability of representative training samples. Despite reducing information, techniques for decision-level fusion may provide a simple and robust framework for combination, regardless of the specific type of biometric modality and system. Disadvantages include the limitations placed on decision boundaries due to the restricted operations that can be performed on binary decisions, and the need for independent data to design combination rules.
Boolean Combination (BC) has recently been investigated to combine the decisions of several crisp or soft detectors in the ROC space (Fawcett, 2006) , where the performance of detectors is commonly characterised. These threshold-optimised decision-level combination techniques (Tao and Veldhuis, 2008) optimise operation points with respect to performance. In fact, ROC-based fusion is achieved by optimising the combination of decision thresholds, since these thresholds correspond to operation points. BC techniques have been shown to outperform well-known decision-level techniques (like majority voting) in the Neyman-Pearson sense (in terms of the detection rate for any false alarm rate). Using BC based on AND or OR functions has been shown to improve accuracy over the Maximum Realisable ROC (MRROC) technique alone, and over detection systems based on a single best classifier (Haker et al., 2005; Oliveira et al., 2008; Scott et al., 1998; Tao and Veldhuis, 2008) . However, BC techniques found in literature assume that the classifiers are conditionally-independent, and that their corresponding ROC curves are smooth and proper. These idealistic assumptions are rarely valid in real-world biometric applications, where classifiers are designed using limited and imbalanced training data.
In previous research by the authors (Khreich et al., 2010) , the IBC technique has been proposed for efficient BC of responses from multiple soft, crisp, or hybrid detectors. It iteratively combines the ROC curve produced by various detectors using all Boolean functions, and does not require any prior assumption regarding the independence of detectors and the convexity of ROC curves. Applying IBC to the responses of a multiple-HMM system has been shown to provide a significantly higher level of accuracy than related techniques in literature on intrusion detection data, specially when the HMMs are trained with limited and imbalanced data (Khreich et al., 2010) . Although its iterative process does not necessarily provide an optimal set of combinations, its time complexity is linear with respect to the number of classifiers. Therefore, IBC represents a versatile information fusion technique for biometrics, where the ROC curves result from a wide range of biometric systems designed with different traits, sensors, feature sets, classifiers, training data and/or user-defined parameters.
In this paper, the IBC technique is considered for decision-level fusion of information produced by different commercial (black-box) biometric systems designed for iris-based authentication. It is assumed that the user does not have direct access to features or scores, but may control the discrimination (i.e., adjust decision thresholds) employed to produce decisions. Under this scenario, it is assumed that a same biometric sample is processed independently by all biometric systems, each one using different data processing algorithms. During the enrolment process, an iris scanner produces a single sample per individual that is independently used by each unimodal biometric system to design biometric (iris) models. During operations, when an unknown individual presents himself to the iris scanner and provides a sample, each system produces a classification score, and thresholds are applied to produce decisions for each enrolled individual. Simulations are performed with anonymised data sets collected by the Canada Border Services Agency (CBSA) for large-scale evaluation of state-of-the-art iris biometrics systems. The performance obtained using four individual unimodal biometric systems is compared to that of decision-level techniques that combine the responses of these systems with BC and IBC. The impact on performance of increasing the population of individuals enrolled to biometric systems is also assessed.
The next section briefly reviews techniques for fusion of biometric sources according to various levels of a biometric system. Techniques for decision-level fusion of responses in the ROC space are also described. Then, the IBC technique is presented in Section 2.3. Section 3 presents the experimental methodology used for proof-of-concept computer simulations, including details on the iris data and evaluation protocols. Finally, simulation results are presented and discussed in Section 4.
Fusion of biometric information

Levels of fusion and techniques
To improve accuracy and reliability of biometric recognition, the responses from different systems can be combined at various levels according to preand post-classification techniques (Kuncheva, 2004; Tulyakov et al., 2008) . Pre-classification fusion occurs at the sensor (raw biometric data) and feature levels, while post-classification fusion occurs at the score, rank and decision levels. Since sensor-level fusion is closely related to the specific sensor types and corresponding signal processing methods, it will not be discussed in this paper.
Biometric systems that perform information fusion at an early stage of processing are believed to be more accurate than those that perform fusion at a later stage. Features extracted from sensor measurements contain richer information content about a biometric modality than output scores or decisions from a classifier. Combining the features before prior to classification through, e.g., concatenation, should provide higher level of accuracy than other levels. However, fusion at the feature level is difficult to achieve in practice because proprietary Commercial Off-The-Shelf (COTS) systems do not typically divulge their feature patterns. In addition, the size of combined feature patterns may also increase system complexity, making it more difficult to design the classifier. Moreover, the feature sets of different systems may be incompatible, and infeasible to combine them on a common basis (Bouchaffra and Amira, 2008; Zhang et al., 2008) .
Pre-classification fusions techniques are based on the generation of Ensembles of Classifiers (EoCs), where base classifiers are trained on different data subsets selected using, e.g., data-splitting, cross-validation, bagging (Breiman, 1996) , and boosting (Freund and Schapire, 1996) techniques. Classifiers may also trained on different feature subsets using, for instance, the random subspace method (Ho, 1998) . Static ensemble selection attempts to select base classifiers from a pool based on various accuracy or diversity measures (Brown et al., 2005; Kuncheva and Whitaker, 2003) , and then combining their responses. An alternative consists in combining classifier responses and then selecting EoCs according to accuracy or diversity over independent validation data (Banfield et al., 2003; Ruta and Gabrys, 2005) . However, since combination is performed before EoC selection, its success depends on the chosen combination.
At the score level, information about the biometric modality is reduced from a feature pattern to a scalar classification score. Scores contain rich information about the biometric modality, and it is relatively easy to access and integrate scores generated by the different COTS systems. Consequently, techniques for post-classification combination at the classification score level are prevalent in biometric fusion (Jain et al., 2005; Snelick, 2005) . Three approaches are commonly employed for fusion of scores obtained from different unimodals biometric systems (Bergamini et al., 2009 ) -transformation-based, density-based, and classification-based fusion. In transformation-based fusion, weighted individual scores are normalised to generate a single scalar score, which is then used to produce a final decision (Jain et al., 2005) . These static fusion techniques are often implemented with a weighted sum or product of z-normalised scores, or using min-, max-, median-, mean-score techniques. The main disadvantage is that overall decision boundaries are influenced by score normalisation methods. In addition, normalisation of scores may be a difficult task for heterogeneous classifiers or across modalities.
Density-based fusion relies on the estimation of the joint densities of Genuine and Imposter scores, and is usually implemented using statistical likelihood ratio tests -the product of likelihood ratios and logistic regression are common density-based fusion techniques (Nandakumar et al., 2008) . Finally, in classificationbased fusion, each input pattern is labeled as either Genuine or impostor, and the individual scores produced by each biometric system are input as features to a global two-class classifier (Fierrez-Aguilar et al., 2005; Roli et al., 2002; Verlinde et al., 2000) (also known as stacked or meta-classifier). The limitation of density-based and classification-based fusion is the availability of sufficient representative training samples for accurate modelling of score distributions or to guarantee low generalisation error. For example, classification-based fusion are prone to overfitting if a representative and independent validation set is not available to estimate global parameters. Normalisation may also be an issue as these fusion techniques may affect the matching score densities.
When a biometric system is applied to identification applications, the system output may be viewed as a ranking of the enrolled identities -the set of possible matching identities sorted in decreasing order of confidence. Rank level fusion seeks to consolidate the output ranks by individual biometric systems in order to derive a consensus rank for each identity. Fusion at the rank level is mostly suitable for multi-class classification problems, where the correct class is expected to appear in the top of the ranked list. Logistic regression and Borda count (Ho et al., 1994; Van Erp and Schomaker, 2000) are among the more representative techniques at this level. Rank-level techniques simplify the combiner design since normalisation is not required.
Many COTS systems only provide access to the final binary decision. At the decision level, information content is further reduced from scores to binary decisions prior to being combined. Consequently, it is less investigated in literature than other levels of fusion. Despite only exploiting a compact set of operation points, such techniques may provide a simple and robust framework for combination that is independent of biometric modality and system. Technique for decision-level fusion include majority voting, Bayesian, and Dempster-Shafer techniques. A representative technique for decision-level fusion is the majority vote (Kittler et al., 1998) . It counts the number of decisions from individual classifiers, and chooses the majority of the decision as its output. The weighted majority voting version assigns different weights according to the performance of individual classifiers, transforming output values from labels to continuous scores. Some potential issues that appear with decision level fusion include the possibility of ties, therefore the number of classifiers must be greater than the number of classes. Moreover, some Dempster-Shafer techniques requires a large number of training samples and some independent validation data to design combination rules.
In this paper, decision-level fusion is considered to combine different commercial biometric systems. It is assumed that the user does not have direct access to features or scores, but may adjust decision thresholds (or discrimination) employed to produce binary decisions. The main disadvantage of decision-level fusion is the limitations placed on decision boundaries, because the operations are restricted to thresholding and Boolean functions. The next subsections describe some powerful techniques for decision-level fusion in the ROC space (Fawcett, 2004 ) that may address this limitation.
Decision-level fusion in the ROC space
Assume that each detector is implemented using one or more 1-or 2-class classifiers. The performance of a user-specific detector may be characterised in the ROC space (Fawcett, 2006) . A crisp detector outputs a binary decision and produces a single operational data point in the ROC space, while a soft detector assigns scores to the input samples, which can be converted to a crisp detector by thresholding the scores. A ROC curve is obtained by varying the threshold that discriminates between Genuine and Impostor classification scores. These scores are converted into a compact set of operational points, which indirectly convey information about the score distributions.
Given the responses of a detector for a set of test samples, the true positive rate (tpr) is the proportion of positives correctly classified over the total number of positive samples. The false positive rate (fpr) is the proportion of negatives incorrectly classified (as positives) over the total number of negative samples. A ROC curve is a parametric curve in which the tpr is plotted against the fpr. In practice, an empirical ROC curve is obtained by connecting the observed (tpr,fpr) pairs of a soft detector at each threshold. The Detection Error Trade-off (DET) space resembles the ROC space, but it plots the False Match Rate (FMR), where fpr = FMR, vs. the False Non-Match Rate (FNMR), where tpr = 1 -FNMR.
Each operation point on the ROC curve corresponds to a particular threshold applied to the scores. When the optimal operation points are obtained on a ROC, the thresholds of scores are also obtained. The operation points are tunable, and can be optimised with respect to performance. Given two operation points, say a and b, in the ROC space, a is defined as superior to b if fpr a ≤ fpr b and tpr a ≥ tpr b . If a ROC curve has tpr x > fpr x for all its operation points x then, it is a proper ROC curve. In practice, an ROC plot is a step-like function which approaches a true curve as the number of samples approaches infinity. Therefore, it is not necessarily convex and proper. Concavities indicate poor local performance that may provide diverse information.
The area under the ROC curve (AUC) or the partial AUC has been largely suggested as a robust scalar summary of classifiers performance (Walter, 2005) . The AUC assesses ranking in terms of class separation -the fraction of positive-negative pairs that are ranked correctly. For instance, with an AUC = 1, all positives are ranked higher than negatives indicating a perfect discrimination between classes. A random classifier has an AUC = 0.5, and both classes are ranked at random.
Given two or more crisp or soft detection systems, their decisions may be combined according to selected thresholds and Boolean functions. Decision-level techniques for fusion in the ROC space have been successfully applied in many realworld detection systems for biometrics (Tao and Veldhuis, 2008) , bio-informatics (Haker et al., 2005) and intrusion detection (Khreich et al., 2009) , etc., because they hold several advantages. For one, while common decision-level techniques combine responses directly on a fixed threshold, ROC-based combination of soft detectors involve sweeping the entire range of tpr and fpr, allowing for a flexible selection of the desired operating performance. A change of conditions, such prior class probabilities or costs of errors, lead to a shift in the optimal operating point on the composite convex hull, but the overall convex hull does not change. Fusion in the ROC space is not influenced by asymmetries in Genuine and impostor distributions, and normalisation of scores is not required because ROC curves are invariant to monotonic transformation of thresholds. The rest of this section briefly describes techniques for combination of detectors in the ROC space.
Maximum realisable ROC
The convex hull of an empirical ROC curve (ROCCH) is the smallest convex set containing its operation points or vertices, i.e., the piece-wise outer envelope connecting only the superior points of an ROC with line segments. It may be used to combining detectors based on a simple interpolation between the corresponding responses (Provost and Fawcett, 2001; Scott et al., 1998) . In practice, this is achieved by randomly alternating detector responses proportionately between the two corresponding vertices of the line segment on the convex hull where the desired operational point (fpr) lies. This approach has been called the Maximum Realisable ROC (MRROC) (Scott et al., 1998) since it represents a system that is equal to, or better than, all the existing systems for all Neyman-Pearson criteria. However, the MRROC discards responses from inferior detectors which may provide diverse information for an improved performance. It only considers the responses of potentially 'optimal' detectors that lie on the facet of the ROCCH.
Boolean combination
More recently, BC has been investigated to combine the decisions of several crisp detectors (1 operation point) or soft detectors (curve with n operation points) in the ROC space. Also referred to by Tao et al. as threshold-optimised decisionlevel combination techniques (Tao and Veldhuis, 2008) , BC techniques seek to optimise operation points (and decision thresholds) with respect to performance. Although considered to be decision-level techniques, such techniques can be seen as exploitings information from both score (or thresholds) and decision levels for fusion of detectors. They adaptively tune themselves between the two levels of fusion to improve overall performance (Tao and Veldhuis, 2008) .
Given two soft classifiers, the corresponding ROC curves are combined for improved performance by optimising the combination of decision thresholds, since these thresholds correspond to operation points. BC involves applying a threshold to each score from the first curve and to each score from the second. The resulting decisions are then combined, and the thresholds that most improve the convex hull are selected. Note that BC techniques requires control over the decision thresholds applied to individual soft classifiers. If one of the two classifiers is soft, all its scores (or thresholds) are varied and combined with the operation point of the other crisp classifier, and then the best combinations are selected. However, with two crisp classifiers, BC techniques are purely decision-level as Boolean functions are applied to the two corresponding points in the ROC space, and the best combination is then selected.
The Boolean conjunction (AND) and disjunction (OR) fusion functions were first introduced in BC techniques for combining crisp detectors (Daugman, 2000) that are conditionally-independent. As illustrated in Figure 1 , the AND function decreases the fpr at the expenses of the tpr, providing more conservative performance than that of the original detectors. Analogously, the OR function Source: Fawcett (2004) increases the tpr at the expenses of the fpr, providing more aggressive performance than that of the original detectors. Depending on detector interaction within the ROC space, these rules may produce a new composite convex hull that is superior to original detectors. Fusion with the OR function is especially useful in presence of outliers (Haker et al., 2005; Oxley et al., 2007; Shen, 2008; Tao and Veldhuis, 2008) , where Genuine biometric samples deviate from the Genuine distribution. The conditional independence assumption among the detectors simplifies the computation. In this cases, the combination rules depend only on the tpr and fpr (Black and Craig, 2002; Fawcett, 2004) . In the more realistic conditionally-dependent case, the performance of the composite crisp detectors depends on the positive and negative correlations between detectors (Black and Craig, 2002) . In order to avoid the restrictive conditional assumption among detectors, the combination functions were extended to include all Boolean functions (Barreno et al., 2008) . By ranking these combinations according to their likelihood ratios, an optimal combination is possible but due to the doubly exponential explosion of combinations, a global search for the optimal rules is impractical. Applying all Boolean functions, via an exhaustive brute-force search to determine optimal combinations leads to an exponential explosion of combinations, which is prohibitive even for a small number of crisp detectors (Barreno et al., 2008) .
Several authors have proposed using Boolean AND and OR functions to combine soft detectors (Haker et al., 2005; Oxley et al., 2007; Shen, 2008; Tao and Veldhuis, 2008) . For a pair-wise combination, the fusion function is applied to each threshold on the first ROC curve with respect to each threshold on of the second curve. The optimum threshold, as well as the Boolean fusion function, is then found according to the Neyman-Person test (Neyman and Pearson, 1933) . That is, for each value of the fpr, the point which has the maximum tpr value is selected, along with the corresponding thresholds and Boolean function to be used during operations. Using BC with either AND or OR functions has been shown to improve the accuracy over the MRROC technique, over some conventional score-and decision-level techniques, and over individual systems (Haker et al., 2005; Oliveira et al., 2008; Scott et al., 1998; Tao and Veldhuis, 2008) in the Neyman-Person sense.
Most research has addressed the problem of BC under the assumption that systems are conditionally-independent, and that their corresponding ROC curves are smooth and proper. In this ideal case, when both conditional independence and convexity assumptions are fulfilled, the AND and OR combinations have been proven to be optimal, providing a higher level of performance than the original ROC curves (Barreno et al., 2008; Haker et al., 2005; Thomopoulos et al., 1989) . In real-world biometric applications, where systems are designed using limited and imbalanced data, ROC curves may be improper and large concavities will appear. When either one of the assumptions is violated, AND and OR functions will not improve performance for inferior points that correspond to concavities.
Iterative Boolean Combination
In recent research, the authors proposed the Iterative Boolean Combination (BC ALL ) technique (Khreich et al., 2010) for efficient combination of responses from multiple soft and crisp detectors in the ROC space. IBC represents a versatile information fusion technique for biometrics, where the binary decisions may come from a wide range of systems designed with different traits, sensors, feature sets, classifiers, training data and/or user-defined parameters.
This decision-level combination technique exploits all Boolean functions iteratively, and requires no prior assumptions regarding the independence of detectors and the convexity of ROC curves. At each iteration, IBC ALL selects the combinations that improve the convex hull and recombines them with the original ROC curves until the MRROC ceases to improve. This process implicitly accounts for the effects of correlation among detectors. In Khreich et al. (2010) , IBC was successfully applied to the fusion of multiple-HMM systems for host-based intrusion detection. It has been shown to provide a significantly higher level of accuracy than related techniques in literature on real-world data, specially when the HMMs are trained with limited and imbalanced data. Although this iterative process does not provide an optimal set of combinations, its time complexity is linear with respect to the number of classifiers, and does not suffer from the exponential explosion (Barreno et al., 2008) .
The main steps of BC ALL are presented in Algorithm 1. It combines the responses of two detectors using all Boolean functions, prior to applying the MRROC to select the thresholds and Boolean functions that most improve the ROCCH. The BC ALL technique inputs a pair of ROC curves defined by their decision thresholds, T a and T b , and the labels for the validation set. Using each of the 10 Boolean functions, BC ALL combines the responses of each threshold from the first curve (R ai ) with the responses of each threshold from the second (R bi ). Responses of the fused thresholds are then mapped to points (fpr,tpr) in the ROC space. The thresholds of operation points that exceeded the original ROCCH of original curves are then stored along with their corresponding Boolean functions. The ROCCH is then updated to include the new emerging points. When the algorithm stops, the final ROCCH is the new MRROC in the Newman-Pearson sense. The outputs are the vertices of the final ROCCH, where each point is the results of two thresholds from the ROC curves fused with the corresponding Boolean function. These thresholds and Boolean functions form the elements of s * global , and are stored and applied during operations.
The BC ALL technique requires no assumptions regarding the independence of detectors. It directly fuses the responses of each decision threshold, accounting for both independent and dependent cases. In fact, by applying all Boolean functions to combine the responses for each threshold, it implicitly accounts for the effects of correlation. In the worst-case scenario, when the responses of detectors provide no diversity of information, or when the shape of the ROC curve on design data differs significantly from that of test data, the BC ALL is lower bounded by the MRROC of the original curves.
Exploiting all Boolean functions accommodates for the concavities in ROC curves. Indeed, AND and OR rules will not provide improvements for the inferior points that correspond to concavities (and make for improper ROC curves), or points that are close to the diagonal line in the ROC space. Other Boolean functions, for instance those that exploit negations of responses, may however emerge. BC ALL can therefore be applied even when training and validation data are limited and heavily imbalanced.
Cumulative combination of multiple ROC curves involves selecting any pair of the detectors or ROC curves then combine the resulting responses with the third, then with the fourth and so on, until the last ROC curve (Tao and Veldhuis, 2008) . As described in Algorithm 2, the thresholds (T 1 and T 2 ) of first two ROC curves are initially combined with BC ALL . Then, their combined responses (R 1 ) are directly input into line 8 of Algorithm 1 and combined with the thresholds of the third ROC curve (T 3 ). The time and memory complexity associated with the cumulative strategy can be considerably lower than that of for a pair-wise strategy due to the lower number of permutations. In additions, the pair-wise strategy requires combining all thresholds for each two curves, while combining the resulting responses with a new curve is less demanding since the number of selected responses is typically much lower than the number of thresholds.
Further improvements in performance may be achieved by re-combining the output responses of combinations resulting from the BC ALL (or BCM ALL ) with those of the original ROC curves over several iterations. The Iterative Boolean Combination (IBC ALL ) technique is presented in Algorithm 3, and maximises the AUC of K ROC curves by re-combining the previously selected thresholds and fusion functions with those of the original ROC curves over several iterations, until the overall ROCCH no longer improves. During the first iteration, the ROC curves of two or more detectors are combined using the BC ALL or BCM ALL . This defines a potential direction for further improvements within the combination space. Then, the IBC ALL proceeds in this direction by re-considering information from the original curves over several iterations. The iterative procedure accounts for potential combinations that may have been disregarded during the first iteration, but are useful when provided with limited and imbalanced training data. The iterative procedure stops when there are no further improvements to the AUC or when a maximum number of iterations are performed. The example in Figure 2 shows the impact of and iterative combination over all Boolean functions with IBC. Although sub-optimal, the IBC ALL algorithm overcomes the exponential growth in computational complexity associated with a brute-force strategy as in Barreno et al. (2008) . Given a pair of detectors, C a and C b , having respectively n a and n b distinct thresholds on their ROC curves. During the design of the IBC ALL system, the worstcase time complexity (required for computing all 10 Boolean functions to combine thresholds) and memory complexity (required to store the temporary results (tpr,fpr) of each Boolean function) is O(n a n b ). When the BCM ALL is applied to combine the response of several ROC curves of K detectors, the worst-case time can be roughly stated as K times that of the BC ALL algorithm. However, after combining the first two ROC curves, the number of emerging responses on the ROCCH, is typically very small with respect to the number of thresholds on each ROC curve. BC ALL is efficient in scenarios with limited and imbalanced data because the number of distinct thresholds is typically small. Figure 3 presents an application of IBC under two synthetic scenarios. In case 1 (Figure 3(a) ), Genuine and Imposter data samples are represented with two moderately overlapping Gaussian distributions centred at (0,0) and (2,2), respectively in a 2D feature space. Both distributions are spherical, with a covariance matrix of [1 0; 0 1]. In case 2 (Figure 3(b) In each case, IBC is used to combine responses of two Linear Discriminant Classifiers (LDCs), sys1 and sys2, where each classifier is trained independently. Respective decision bounds are shown to be vertical (sys1) and horizontal (sys2). The improvements achieved with IBC depend to some extent on the diversity of response by detectors, provided by using different data sets, feature sets, classification methods, etc., and is problem-dependent. Figure 3 (c)-(f) show the Probability Distribution Functions (PDFs) of Genuine and Imposter classification scores produced by sys1 and sys2 on data samples. Scores correspond to normalised Euclidean distance values measured between Genuine and Imposter samples and LDC boundaries. For case 1, sys1 and sys2 provide well separated score distributions (represents an easy biometric detection problem), and IBC(sys1,sys2) mostly exploits AND and OR functions over 5 iterations to improve the ROCCH (see Figure 3(g) ).
In contrast, sys1 and sys2 provide very overlapping score distributions (represents a complex biometric detection problem) in case 2, and IBC(sys1,sys2) is shown to exploit many different functions over four iterations (see Figure 3(h) ).
Experimental methodology
The main objective of experiments is to observe the performance and properties of IBC on real world biometric data. The performance is assessed for biometric authentication systems that perform decision-level fusion of responses from commercial iris-base biometric systems. The performance obtained using the unimodal biometric systems is compared to that of techniques that combine the responses of these systems with MRROC fusion (Scott et al., 1998) and with BC and IBC techniques. The impact on performance of increasing the population of individuals enrolled to biometric systems is also assessed in the ROC and DET spaces.
The experiments shown in this paper are conducted using binary decisions output from multiple different biometric systems for closed-set iris-based identification, as found in access control applications. Assume that a biometric sample is processed independently by four COTS systems, and that each one employs different preprocessing, feature extraction and classification algorithms. That is, during a prior enrolment process, an iris scanner produces a single sample per individual, and each unimodal biometric system uses that sample to design a user-specific iris model. So the individual presents himself or herself to the scanner, and produces a sample, but no other information. Then, during operations, when an unknown individual presents himself to the system and provides a sample, each system produces classification scores, and thresholds are applied to produce a decision for each enrolled individual. These decisions correspond to iris scan samples from N individuals enrolled to each system. It is assumed that scores are not directly accessible for decision-level fusion, but decision thresholds may be adjusted to produce decisions.
Proof-of-concept simulations with fusion techniques are performed with two anonymised data sets collected by the Canada Border Services Agency (CBSA) for large-scale evaluation of state-of-the-art iris biometrics systems. The datasets, named G-100 and G-500, are formed with enrolled and passage images, corresponding to the same individuals. G-100 is the smaller subsets of G-500. In particular, a G-N dataset has N 'enrolled' images and 6N 'passage' images corresponding to the N enrolled travellers, where each enrolled passenger has exactly six passage images. Only right eye images are used.
Images in the datasets are only formed with images of the 'matched' or correctly recognised individuals. Each passage image has already been matched by the operational system to its corresponding enrolled image. The letter 'G' in the naming of the datasets refers to 'Genuine' to indicate the all images in the dataset come from Genuine transactions. The images are captured by a commercial iris acquisition system that applies some image quality check. However, the enrolled images are normally of better quality than passage images, since they are captured in a controlled environment at the time of enrolment, and under the guidance from an enrolling officer, while the passage data are captured in the airport with no guidance. The captured images are securely store using the system's proprietary format.
The 'Import' function is used to extract images from their original proprietary format into JPEG format, which results in image quality degradation. To mitigate the effect of such conversion on the evaluation results, all captured (enrolled and passage) anonymised iris images available in the operational database are imported to the JPEG format using the system's 'Import' function. Then, the compressed version of each image is compared to its original using the image quality function provided by the system, which can read both compressed and original images. If the image quality of both (compressed and original) versions of an image is the same, then the image is marked as 'not degraded', and may be used in experiments.
According to the CBSA testing protocol, for which the G-N datasets have been created, all 6N passage images are matched to all N enrolled images, resulting in 6N Genuine comparisons, and 6N (N − 1) impostor comparisons. Therefore, both data sets contain six samples or passages images for each one of 100 or 500 enrolled individuals, respectively. The actual number of comparisons performed is often less than that due to a proportion of images being rejected by the system, due to the system's Failure of Acquire (FTA). Depending on the physical characteristics of the sensors, different systems failed to acquire different images. For an unbiased evaluation and combination of the systems, the FTA images have been filtered out. The result is the reduction of Genuine comparisons to 414 and Imposter comparisons 40, 536 for the G-100 data set, and the reduction of Genuine comparisons to 2000 and Imposter comparisons 975, 077 for the G-500 data set.
Genuine images are considered as non-target and impostor images as target. Passage images from each individual are matched against each enrolled image of those either 100 or 500 individuals. The number of Genuine and Impostor samples Figure 4 Normalised Probability Distribution Functions of genuine and imposter classification scores produced by each iris-based authentication system on the G-500 dataset. Note that in this case, the scores correspond to dissimilarity values (e.g., the Hamming distance) measured between passage and enrolment images. To present on common graphs, imposter and genuine distributions of each system were independently normalised according to respective transaction counts in Table 1 (see online version for colours) as well as the samples that triggered a Failure to Acquire (FTA) during enrolment (FTA.E) and passage (FTA.P) are shown in Table 1 for each system and each data set. The overall FTA is the sum of failures to acquire for enrolment and passage images, i.e., FTA = FTA.E + FTA.P. The histograms shown in Figure 4 illustrate the frequency distribution of Genuine and Imposter scores for the four individual COTS systems on G-500 data.
Simulation results and discussion
At first, the G-100 data set was used to compute the Boolean fusion functions for pairwise combinations of independent systems, and then for cumulative combination of all four systems according to the BC (with AND and OR) and IBC techniques (see Algorithm 3). Table 2 presents the partial AUC performance obtained by using the four individual systems, and with different combinations of these systems on G-100 data. Figure 5 shows the DET curves for these same cases. These curves allow to observe the FNMR as a function of FMR in the range of [10
AUC is a global objective function that is generally used in the ROC space. The partial AUC values shown in Table 2 are a strong indicator of accuracy achieved with G-100 data during the BC design process, when BC functions are computed. The lower partial AUC results obtained with sys3 reflect the significant overlap between Imposter and Genuine samples in the score distribution (see Figure 4(c) ). In the DET space, every pair-wise combination of individual systems improves the overall performance over the range of FMR values. Combining all four systems with IBC(sys-all) provides a considerably higher level of accuracy than any individual system or any pair-wise combination of systems. Results also show that IBC(sys-all) outperforms BC with OR(sys-all) and AND(sys-all).
To avoid excessive computational costs, the results shown in this paper reflect a uniform sub-sampling of only 2000 thresholds from each system prior to applying BC and IBC. Otherwise, with G-500 for instance (at about 1,000,000 samples per system), two curves would be combined with a resolution of 10 6 threshold points each, resulting in arrays F that require memory to store more than 10 12 floating point values. Unfortunately, the number of samples and the increment of selected thresholds (resolution of the ROCCH) affect the shape of DET curves more than ROC curves.
IBC design involves selecting thresholds and Boolean functions such that the AUC is optimised in the ROC space (see Algorithm 3). As the number of pairwise combinations grows, the number of vertices (operation points) on the ROCCH and DET curves tends to decrease. In an extreme case, an ideal ROCCH (single point at (tpr,fpr) = (1,0) in ROC space) corresponds to a single point in the DET space. An IBC technique adapted for the DET space should however constrain its optimisation solutions to areas in the ROC space that correspond to lower FMR values. In fact, this lower part of the DET curve is the most important in biometric applications. Alternately, one can design fusion functions with more thresholds that are relevant for this area of the DET space.
The low cost approach applied in this paper consists in interpolating between ROCCH vertices with low fpr values. The DET curves presented in Figures 5 and 6 result from the use of interpolation to sample between two vertices of the empirical ROCCH: the vertice with the highest tpr at fpr = 0, and the next vertice with fpr > 0. This allows to generate an arbitrarily high number of realisable systems between these two vertices of a ROCCH (using the MRROC approach from Section 2.2.1), which translate to realisable systems in the DET space with an arbitrarily low FMR. This approach is possible even when the first vertice corresponds to the virtual vertice at (tpr,fpr) = (0,0). As an example, combining all four systems with IBC and interpolation -IBC(sys-all) -produces a Boolean fusion function that achieves an FNMR below 0.005 for an FMR of 10 −6 . Table 2 also presents the partial AUC performance obtained on G-500 data. Figure 5 shows the DET curves for these same cases in a range of FMR ∈ [10 −6 , 1]. These curves are achieved by applying the BC and IBC combination rules obtained with G-100 (the design data). That is, BC functions produced on G-100 data are stored and then applied to the larger G-500 data set. Recall that for an unbiased combination and evaluation of systems, FTA images have been filtered out. The performance of each iris-based system is again compared to that of each pair-wise IBC combination of systems, and to that of a cumulative AND, OR and IBC combination of all systems.
When IBC is applied to combine multiple systems, the overall accuracy is seen to be fairly robust to variations of the number N of enrolled users, and thus to limited amounts of design data. As shown in Figure 6 , among the pair-wise combinations, Figure 6 The DET curves obtained by evaluating the IBC Boolean Combination rules (previously obtained using the G-100 data) on the G-500 data set (see online version for colours) the responses from IBC(sys3-4) achieve the highest level of AUC accuracy in lower parts of the DET space. The cumulative combination of all four systems provides the highest level of AUC accuracy. Although it has been designed with limited and imbalanced design data, IBC is shown to exploiting the complimentary information provided by different systems to improve the overall performance. In practice, combining all four systems may not be desirable for several practical, financial or other reasons. An alternative may consist of selecting the best pair-wise combination of individual systems. For instance, sys3-4 provides a sightly lower level of performance than with sys-all, while its performance is still considerably higher than with individual systems alone. Note that most of the combined systems rely mostly on a mixture of AND and OR functions (except sys1-4) because the corresponding ROC curves are smooth, proper and almost perfectly convex. The underlying score distributions (see Figure 4) are almost bi-normal. Figure 7 displays an illustrative example of the DET curve produced with IBC(sys1-4) on G-100 data. This curve is annotated with the thresholds and Boolean functions selected with IBC.
With BC and IBC, the order of pair-wise combinations has a significant impact on performance. Somewhat related is the availability of representative design data that corresponds to unique thresholds or operation points. Sys3 and sys4 are characterised by smooth and convex ROC curves. They provide good design data that contains a high density of unique operational points, while sys1 and sys2 produce many redundant points. By combining sys3 and sys4 first, BC and IBC limit the number of combinations related to redundant operation points.
IBC fusion appears to have an impact over all portions of the DET curve, although the lower portion has more significance for the biometric market. It should be emphasised that when plotting tradeoff DET or ROC curves, it is important to observe areas of prime interest -the area close to FMR = 0 for 'white-list' access- control applications, and the area close to FNMR = 0 for 'black-list' automated criminal screening applications. In the operational range that is suitable for white-list expedited border control in trusted traveller programmes, the FMR should be very low (e.g., FMR ≤ 10 −5 ). From the DET curves, BC and IBC with interpolation allow to design accurate systems for very low FMR values. This remains to be verified for black-list applications, where the FNMR should be very low (e.g., FMR≤ 10 −4 ).
Conclusions
Decision-level fusion is considered in this paper to design accurate and reliable systems for biometric recognition. Among decision-level techniques, BC efficiently integrates the responses of multiple systems by optimising the combination of decision thresholds corresponding to operation points. In the absence of prior knowledge on a detection problem, the Iterative BC (IBC) technique is an efficient approach to implement a full iterative search over all Boolean functions. This general fusion technique improves performance even when detectors are conditionally-dependent and when their ROC curves have concavities. IBC produces a composite ROC convex hull over the entire ROC space, and each vertice on the facets of the convex hull activates different thresholds from different classifiers combined with Boolean functions. The systems inherit all desirable properties of BC in the ROC space. It covers the whole performance range of fpr and tpr, which allows for a flexible selection of the desired operating performance. As conditions change, such as prior probabilities and costs of errors, the composite ROC convex hull of combinations does not change; only the portion of interest, and the optimal operating point shifts to other vertices on the convex hull.
In this paper, the performance of IBC is examined for fusion of decisions in biometric authentication applications, in which the operational responses of several state-of-the-art COTS systems are combined. Experiments are conducted on real-world operational data collected by the CBSA, and comprised of responses generated by four iris-based systems with a populations of N = 100 and 500 enrolled individuals. Simulation results indicate that fusion with IBC can significantly improve the accuracy over any individual system alone, and over related BC techniques, especially when systems are designed using limited and imbalanced data collected during enrolment, and even when using highly accurate COTS systems. IBC performance is robust to variations of N and to limitations on the amount of data. Finally, IBC can effectively combine different biometric systems without accounting for the specific type of biometric scanner, data pre-processing, feature extraction and classification methods, which could negatively affect performance at the feature and score levels of fusion.
The topic of future research includes adapting IBC such that its thresholds and fusion functions are selected in the DET space to minimise low FMR values for white-list applications, or low FNMR values for black-list applications. At present, IBC with ROC space interpolation allows to design accurate systems for very low FMR values in the white-list case. In addition, increasing the number of Genuine samples would improve resolution of DET curves in lower FMR regions. In practical biometric applications, the underlying data distributions are highly imbalanced (the number of Imposter samples is significantly greater than Genuine ones) and may vary over time, and the misclassification costs cannot be specified exactly. Since the ROC curves are not influenced by asymmetries in Genuine and Impostor distributions, they can present an overly optimistic view of system accuracy. IBC should be adapted for other decision spaces that explicitly account for skewed data and misclassification costs.
The performance of iris recognition systems has been evaluated using a transaction-based analysis in the DET space, and, as described in Gorodnichy et al. (2011) and Gorodnichy (2011) , FMRs and FNMRs allow for an order-1 analysis. However, this analysis presents a partial view of performance. Order-1 analysis does not, for instance, consider that a 1-to-N closed-set identification system intended for fully-automated access/border control applications may produce more than one match per transaction, indicating a lower confidence on decisions. The multi-order analysis presented in Gorodnichy (2011) provides a more comprehensive evaluation of performance. According to this analysis, a system with a worse DET curve may in fact be preferable to another system with a better DET curve. Furthermore, the performance of biometric systems may vary drastically from one person to the next, which is known as the 'Doddington zoo' effect (Tabassi, 2010) . In subject-based analysis, the number of false matches and non-matches is assessed with different users in mind, rather than with the overall number of transactions (over the entire population of users).
Disclaimer
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