Large-eddy simulation (LES) consists in explicitly simulating the large scales of the fluid motion and in modeling the influence of the smallest scales. Thanks to the steady growth of computational resources, LES can now be used to simulate realistic systems with complex geometries. However, when LES is used in such complex geometries, an adequate mesh has to be determined to perform valid LES. In this work, a strategy is proposed to assess the quality of a given mesh and to adapt it locally. Two different criteria are used as mesh adaptation criteria. The first criterion is defined to ensure a correct discretization of the mean field, whereas the second criterion is defined to ensure enough explicit resolution of turbulent scales motions. The use of both criteria are shown in canonical flow cases. As a second part of this work, a numerical strategy for mesh adaptation in HPC context is proposed by coupling the flow solver, YALES2, and the remeshing library, MMG3D, for massively parallel computations. This coupling enables an efficient and parallel remeshing of grids alleviating any memory or performance issues encountered in sequential tools. This strategy is finally applied to the simulation of the iso-thermal flow in a complex meso-combustor to demonstrate the applicability of the adaptation methodology to complex turbulent flows.
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MESH ADAPTATION CRITERIA

Definition of criteria
As stated in the introduction, grid-independent LES can not be expected for CFD code based on implicit filtering approach. A procedure has then to be defined to assess the quality and to adapt a given mesh, when LES is used to simulate flow in complex geometries. The LES resolved field can be divided in the mean field and the resolved turbulent field, by using a Reynolds decomposition.
The mean field is the same field resolved with the RANS approach. The mesh adaptation procedure should ensure a correct resolution of the whole resolved field. From the Reynolds decomposition, it means that the procedure should guarantee (i) an accurate resolution of the mean field and (ii) to explicitly resolve enough turbulent scales motions. Two distinct criteria are then used.
A first criterion has to be defined to ensure a correct resolution of the mean part of the LES resolved field. This criterion is defined to minimize the discretization error of the mean flow gradients. A well known example of this constraint is for the wall-bounded turbulent flows, where a fine mesh has to be used in the direction normal to the wall to accurately predict the strong mean velocity gradient in this direction. Note that this criterion is not specific to LES approach but also exists in RANS approach. In this work, the criterion is defined from an error estimation already proposed for mesh adaptation methodology [18, 19, 16] . From this error estimation, it can be shown that the error between the interpolation, g ⇤ , of a quantity, g, on a discrete space with a size mesh is limited by a quantity, Qc 1 , defined as,
In this equation we consider the maximal value of the second derivative in each of the three spatial directions. Note also that in the case where this procedure is applied to a vector field u instead of a scalar field, the Eq. 1 is modified in the following way:
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In this case, the maximum ranges not only on the derivation operator directions but also on the vector field components. The first criterion will be then defined as the minimization of Qc 1 applied to the mean velocity field in all the computational domain. Specific interpretation of this criterion can be given in LES context. Considering the time-average of an LES resolved velocity component, hūi, this criterion means that the filtering of the average of the resolved field, hūi = hūi should be close to the average of the resolved field, hūi, because the mean field will not have sub-grid scales contribution. Indeed, in the case of an isotropic filter, a Taylor series expansion of the filtering operator [20] leads to
which leads to the minimization of A second criterion has to be defined to ensure that a sufficient part of turbulent scales is explicitly resolved to guarantee that LES approach is used in its validity domain [8] . To be valid, the smallest resolved scales have to be far enough to the largest anisotropic scales. They have to be located in the inertial range, where an universal behavior of the scales transfer is expected, allowing to provide accurate modeling. Considering a fully developed turbulence with a classic Kolmogorov spectrum, it can be shown that enough scales are resolved if more than 80% of the total turbulent kinetic energy is explicitly resolved [12] . The second criterion can then be defined with a quantity Qc 2 as [21] ,
with E sgs the SGS turbulent kinetic energy and E R = 1/2hū 0 iū 0 i i, the resolved turbulent kinetic energy. E sgs is not explicitly known in LES, but it can be evaluated from the eddy viscosity, ⌫ sgs ,
given by the SGS model as [22] ,
with C ⇡ 100 (see references [12, 23] ). The eddy viscosity is known to theoretically vary as the filter size with a 4/3 power law [24] . This allows finally to predict the new mesh size, a , from the initial mesh size, i , to respect this second criterion, where Qc 2,i is the value of the second criterion computed on the initial mesh.
The proposed strategy to adapt mesh for LES specificity is then to evaluate Qc 1 and Qc 2 from an initial mesh and to define a new mesh by a minimization of Qc 1 and by using equation (5).
Application in canonical test cases
As an illustration, this strategy is now applied in the LES of canonical test cases: a turbulent plane jet and a turbulent pipe flow using the dynamic Smagorinsky model, as SGS model [25, 26] . For these test cases, the YALES2 flow solver [27, 28] is used. This code solves the low-Mach number NavierStokes equations for turbulent reactive flows on unstructured meshes using a projection method for constant [29] or variable density flows [30] . It relies on fourth-order central finite-volume schemes and on highly efficient linear solvers [31] , which enable the simulation and the post-processing of iso-thermal or reacting flows on massive unstructured grids [32, 33] .
As first test case, a turbulent plane jet is considered. The flow configuration is similar as the configuration studied by da Silva and Métais [34] . Thus, the inlet boundary condition is given by an analytic hyperbolic tangent profile with a white noise. The Reynolds number is Re = UH/⌫ = 3000, with H the initial thickness of the jet and U = U j U c with U j = 1.091 and U c = 0.091, the center jet and co-flow velocity, respectively. The computational domain size is size (an edge size is around 0.04H, as in da Silva and Métais [34] ). Figure 1 shows the jet dynamic.
The first stages of the jet correspond to the development of the Kelvin-Helmholtz vortices. Then, a secondary instability grows, leading the jet through a fully developed turbulent state. A first LES computation is performed with the same numerical set-up, but with a coarse mesh only composed of 1.7 millions of tetrahedral cells, with edge sizes increasing from 0.04H at the inlet, to 0.8H at the outlet. The quantities Qc 1 and Qc 2 are then computed (Fig. 2) . At the first transition stages, the major constraint for the mesh is due to the shear layers, where the mean velocity gradient is high. This is illustrated by the important value of Qc 1 . In this region, there is no turbulent scales, explaining the small value of Qc 2 . In the downstream region, the turbulent scales are developed according to the classic transition scenario in free shear flow. Then, Qc 2 grows first in the shear layers, and finally in all the turbulent jet after the end of the potential core. A second LES has been performed on an adapted mesh following the strategy described in the previous section. This new Figure 7 shows the mesh influence on statistic predictions, by comparison with DNS results of Wu and Moin [35] . As expected, the initial LES mesh is too coarse to allow a correct agreement with DNS results. This is due to an unsatisfactory discretization of the mean velocity gradient close to the wall. Moreover, the rms prediction are strongly under-estimate and the peaks of fluctuation are shifted to the core of the pipe. The adapted LES mesh allows to correct these behaviors. A very good agreement is found for the mean velocity profile and the locations of the rms peaks are better predicted. As already stated, note that rms predicted by LES is expected to be slightly underestimated in comparison with DNS, because the SGS part of the fluctuation is not known in LES.
AUTOMATIC MESH ADAPTATION STRATEGY IN REALISTIC LARGE-EDDY SIMULATIONS
Description of the parallel mesh adaptation algorithm
Numerical simulations and parallel mesh adaptation are performed using the finite-volume LES code YALES2 [27, 28] . The mesh adaptation module of YALES2 is based on the MMG3D library [36, 37] . MMG3D is a sequential anisotropic mesh adaptation library for tetrahedral elements based on local mesh modifications such as edge flips, edge collapsing, node relocations and vertex insertions driven by isotropic or anisotropic metric specifications.
In order to generate suitable meshes for LES problems, we develop a specific mesh optimization process driven by the improvement of the skewness [38] . The skewness of a tetrahedron K is defined as:
where V is the volume of K and V ref is the volume of the equilateral tetrahedron included in the circumsphere at K. The optimization procedure is based on edge swaps and node relocations. The main difference with a standard mesh optimization process is the way to perform the node relocations. This procedure is devoted to improve the element in term of skewness and so we find a new position for the vertex such as the skewness of all the elements sharing this vertex increases.
The designed parallel mesh adaptation algorithm is an iterative process based on sequential calls to the MMG3D library on each processor. In order to minimize the rebuilding of mesh connectivity in parallel, which is computational expensive, the MMG3D library calls do not modify the surfaces formed of triangles that are shared by two processors or at the boundary of the computational domain. The triangles that are shared by two processors do not satisfy the metric specifications after an adaptation step. Thus, these triangles need to be moved to the interior of a processor in Finally, given a grid, which is decomposed on a set of processors, the following procedure is carried out, illustrated by Fig. 8: 1. Sequential call to the MMG3D library on each processor leaving the boundaries on each processor untouched.
2. Splitting of the mesh on each processor to form cell groups.
3. Generation of a weighted connectivity graph between the cell groups with a strong weight on edges that are shared by two processors.
4. Parallel partitioning of the graph with an external library such as PARMETIS [39] or PT-SCOTCH [40] , which balances the cell groups per processor and minimizes the edge cut.
5. Rebuilding of the cell connectivity on each processor and in parallel.
6. Return to 1. if not all the cells were treated.
Based on numerous numerical experiments, this iterative procedure converges in three to four steps. This algorithm has been successfully applied to the mesh adaptation of grids counting more than 40 million tetrahedral cells on 128 cores.
As boundary cells cannot be moved into the interior of a processor, they are not modified by the adaptation procedure. This is clearly a limitation of the proposed methodology.
Cell count control for the interpolation error criterion Qc 1
While the second criterion based on the amount of resolved turbulent kinetic energy is fully determined with no adjustable parameter, the first criterion based on the interpolation errors of the mean fields has an intrinsic degree of freedom, which is the error level. In realistic LES, this error level has to be homogeneous in the whole computational domain while keeping an acceptable cell The total number of cells N i in a given initial computational domain D may be measured by the integral of the cell count density over the domain
Defining a local refinement ratio ⌧ as the cell size ratio between the initial and adapted meshes 
Subsequently, the ratio of the cell counts in the adapted and initial meshes is then written as
Considering the first adaptation criterion, which aims at homogenizing the interpolation errors of the mean fields, the local refinement ratio may be written as ⌧ = p Qc 1,i /Qc 1,a where Qc 1,i and Qc 1,a are the evaluations of the interpolation errors on the initial and adapted meshes, respectively.
From Eq. (1), the cell count variation reads
The homogeneity of the interpolation errors is obtained when Qc 1,a is constant over the full computational domain for a given cell count variation N a /N i . The previous equation enables to find this constant value:
To summarize, the homogenization of the interpolation errors over the computational domain while controlling the variation of the total cell count of the mesh, may be performed in five steps:
1. Evaluation of the Qc 1,i criterion from Eq. (1).
2. Computation of Qc 1,a for a given cell count ratio N a /N i from Eq. (11).
Calculation of the local mesh refinement ratio
4. Modification of the local mesh refinement ratio to cope with additional constraints: imposed minimum and maximum cell size, limitation of the cell size gradient, ...
Adapt the mesh.
Step 4 is an iterative procedure. Indeed, while an imposed minimum or maximum cell size or a limit of the cell size gradient are local constraints, the control of the total cell count of the final mesh 16 P. BENARD ET AL.
Figure 9. Qc 1 metric computation procedure with cell count control.
is a global constraint. The mesh refinement ratio needs to be adjusted over the whole computational domain to satisfy all the constraints. Consequently, a rescaling coefficient ↵ obtained from Eq. 9 is introduced and determined iteratively:
The coefficient ↵ is related to the effective refinement ratio ⌧ n+1 as ↵ = (⌧ n /⌧ n+1 ) 3 . The iterative procedure enables the coefficient ↵ converging towards unity. An error tolerance of 1% on the cell count is imposed in this paper. 
Adaptation strategy in realistic LES
For LES of realistic cases, the following global strategy is proposed. The objective of this strategy is to define an optimal mesh for LES computations, i.e. respecting both criteria with a minimum number of cells.
An iterative adaptation process is proposed here to produce new LES meshes. It can be described as follows: As the Qc 1 criterion targets the mean velocity resolution by homogenizing the truncation errors, it affects directly the wall normal resolution and so the wall unit value. The wall resolution in other directions is not changed by the adaptation procedure as the surface mesh is not modified. "Air" 23.68
"Fuel" 1.20 Table I . Operating conditions for the considered computation.
chamber is fed by two inlets: one for fuel, with a 1 mm diameter, another for air, with a 0.8 mm Non-reactive computations are performed using the YALES2 incompressible solver. Thus, a unique gas, with a constant density of ⇢ = 1 kg.m 3 and constant kinematic viscosity ⌫ = 1.517 ⇥10 5 m
2
.s 1 , is used here. The operating conditions are summarized in Table I . The turbulent viscosity WALE model [44] was used in this paper. Preliminary studies showed that it is the most appropriate model in our configuration [45] .
The feeding system is complex as the air flow enters the combustor tangentially to the wall, while the fuel enters perpendicularly to the air jet. As previous experimental work [42] and simplified DNS modeling [46] showed, the air jet impinges the upward wall, then deflects to create a very strong vortex at the center of the combustion chamber [47] . The coherent structures of the turbulent flow can be observed by means of the Q-criterion [48] 
As shown on Fig. 12 (a) , production of turbulent structures can be observed in the air inlet pipe when the flow is deviated by an elbow before entering the chamber, in the jet shear layers zones and at the impact of the impinging air jet on the opposite
wall. It appears that the injection area play a major role on the rest of the flow. It is also here that can be found the higher velocities and velocity gradients. As the most interesting part of the flow, the results that follow will be compared thanks to the injection plane showed in Fig. 12 (b) . 
Homogeneous mesh refinement study
Computations is performed with the M1 and MREF grids. Figure 13 shows the mean velocity fields on the injection plane. On these two meshes the shape and angle of the air jet is different between the coarse and the fine grids. Furthermore, it can be observed that the rest of the flow is dependent on the jet description and on the creation of the turbulent structures. grid. The mean wall unit value is around 2 on the M1 grid and lower than 1 on MREF. This allow the computation to be sufficiently resolved at the walls for both cases.
As the cell size is an input for LES sub-grid scale models, it can have a direct influence on the turbulent viscosity and then on the overall result of an LES computation. As a reminder, the mean cell size of MREF, around 24 µm, is so small that the turbulent viscosity in the domain by the SGS model is negligible. The MREF computation is assumed as a DNS case.
All these observations result in flow dynamics differences between the two computations. It is expected that an LES adapted mesh allow a better description of the velocity field compared to M1, but with less nodes as needed with MREF.
Local mesh refinement study
The parallel mesh adaptation procedure described in 3.1 was applied to the meso-scale configuration, starting from M1 mesh and with the help of mesh criteria of section 2.1. Statistics are collected on 200 ms which corresponds to ten times the mean residence time. The obtained metric is clipped between 20 and 500 µm in order to avoid too small or too large cells. Figure 15 shows the criteria Qc 1 and Qc 2 obtained on the A1 and A2 grids. On the A1 mesh, the Qc 1 field is homogeneous except at the walls where cells are not adapted. So the interpolation error is well distributed in all the domain. However, the Qc 2 is higher than 0.2 in a large part of the cutting plane. Turbulent kinetic energy is largely modeled here. The A2 grid show lower values of Qc 1 than A1 at the centre of the domain. As it contains more elements, the interpolation error is even lower.
On the other hand, the Qc 2 criterion is mostly below 0.3 in the domain, so largely reduced from A1. High Qc 2 values can be found in the inlet pipes but these areas show very low turbulent kinetic energy so the SGS model has no impact.
The overall grid statistics are summarized in Tab • Mesh adaptation improves largely the quality of the results with a moderate over-cost. This strategy is far more efficient than brute force homogeneous refinement.
• With the first criterion, which aims at decreasing the discretization errors of the mean flow field, the mean and rms velocities are improved even if the total number of cells is kept constant. Compared to the original simulation, the calculation with the adapted mesh is more costly due to small cells, which have a more stringent time step restriction.
• With the second criterion, based on the resolution of 80% of the turbulent kinetic energy, the rms velocity is better predicted than with the first criterion at the expense of an increased mesh size and an additional cost.
• The numerical experiments performed on the meso-combustor also shown that the multi-step refinement procedure for a given criterion converges towards an adapted mesh.
The present methodology can be further improved to target larger meshes or enable surface refinement, which was not possible with the former versions of the MMG3D library. The paper investigates only two basic refinement criteria but many other criteria can be developed based on the physics of the flow. Finally, as the multi-step refinement procedure converges to an adapted mesh, it would be interesting to check if the obtained meshes are independent of the initial mesh.
This would confirm that mesh-independent LES is tractable. Starting from the M1 mesh ( Fig. 17 (a) ), the grid converges towards a unique solution: elements are added into the inlet pipes and in the jet area. In order to keep a constant number of cells, some elements are removed to the centre of the domain where velocity gradients are weak. The obtained converged grid A1 is shown in Fig. 17 (b) . 
