We present an inversion algorithm for the retrieval of particle size distribution parameters, i.e., mean ͑effective͒ radius, number, surface area, and volume concentration, and complex refractive index from multiwavelength lidar data. In contrast to the classical Tikhonov method, which accepts only that solution for which the discrepancy reaches its global minimum, in our algorithm we perform the averaging of solutions in the vicinity of this minimum. This averaging stabilizes the underlying ill-posed inverse problem, particularly with respect to the retrieval of number concentration. Results show that, for typical tropospheric particles and 10% error in the optical data, the mean radius could be retrieved to better than 20% from a lidar on the basis of a Nd:YAG laser, which provides a combination of backscatter coefficients at 355, 532, and 1064 nm and extinction coefficients at 355 and 532 nm. The accuracy is improved if the lidar is also equipped with a hydrogen Raman shifter. In this case two additional backscatter coefficients at 416 and 683 nm are available. The combination of two extinction coefficients and five backscatter coefficients then allows one to retrieve not only averaged aerosol parameters but also the size distribution function. There was acceptable agreement between physical particle properties obtained from the evaluation of multiwavelength lidar data taken during the Lindenberg Aerosol Characterization Experiment in 1998 ͑LACE 98͒ and in situ data, which were taken aboard aircraft.
Introduction
Tropospheric aerosols play an important role in the Earth's radiation budget. Increased aerosol loading directly affects incident short-wave radiation through increased scattering and absorption. In addition, an increase in aerosol number density can influence the probability of and composition of water clouds in the troposphere by creating more nucleation sites for water droplets. This indirect effect of aerosols 1 can lead to clouds of higher albedo and greater persistence. These changes in cloud properties also have a strong effect on the Earth's radiation budget. Quantifying these aerosol effects is difficult, however. In the most recent Intergovernmental Panel on Climate Change ͑IPCC͒ report, 2 large uncertainties were attributed to both the direct and the indirect effect of aerosols. Depending on the amount of absorption by the aerosol, the direct effect on atmospheric radiation can be either positive or negative whereas the indirect effect can be as large as Ϫ2 W͞m 2 , which by itself could be responsible for as much as a 1-2 K cooling at the surface.
Experimental techniques that could permit a remote quantification of aerosol properties, particularly if cloud measurements could be made simultaneously and in the same volume, would provide valuable new tools for studying the influence of aerosols on climate.
Here improvements we present in the retrieval algorithms for the remote determination of aerosol properties using one such technique based on multiwavelength Raman lidar.
During the past 30 years numerous inversion techniques have been proposed for the retrieval of physical particle parameters from measurements of respective optical properties at multiple wavelengths. [3] [4] [5] [6] [7] [8] [9] These techniques are generally used in passive remote sensing, as, for example, in sunphotometry, which provides columnar-integrated aerosol properties. In contrast, active remote-sensing instruments, e.g., lidar systems, offer the opportunity to perform measurements of optical parameters with high vertical resolution. For this reason there have been numerous previous attempts to transfer the experience accumulated in passive remote sensing to the field of lidar remote sensing. 10 Unfortunately, the results of these attempts are not satisfying. The main obstacles in the application of these methods to lidar remote sensing was the poor accuracy of the retrieved particle backscatter and extinction coefficients 11 compared with passive instruments, and the small number of radiated wavelengths. Considerable accuracy of the input optical parameters is required for the retrieval of physical parameters by use of the underlying mathematical models, which are called ill-posed inverse problems and are characterized by a nonunique solution space for a given optical data set. [12] [13] [14] [15] Attempts were made to overcome these problems by use of a large number of a priori assumptions about the investigated solution space. Particle complex refractive index and shape of the size distribution were assumed to be known. Basically the developed techniques consisted of forward schemes for which optical data were calculated with the abovementioned assumptions and then compared with the experimental data. It became possible to derive, e.g., the particle mean radius. 16 -20 Unfortunately, the highly stringent a priori assumptions allowed only stratospheric particle parameters to be derived, because in this case the particle refractive index and the shape of the size distribution are rather well known. 19 However, most of the atmospheric particles are concentrated in the troposphere, where they exhibit large temporal and spatial variability. In addition, the chemical and physical properties are highly diverse. Consequently, it remained impossible to provide an accurate assessment of their influence on, e.g., the Earth's radiation budget, which is one of the major issues in climate research. 2 It was not until the end of the 1990s that a new approach proved to be successful. A new highly sophisticated scanning six-wavelength, eleven-channel aerosol lidar, 21 which makes use of the powerful Raman lidar technique, was set up at the Institute for Tropospheric Research ͑ITR͒. The independent measurement of signals that describe aerosol backscatter and extinction [23] [24] [25] [26] on the basis of the detection of Raman signals permits the retrieval of highly accurate profiles of the particle backscatter coefficients at 355, 400, 532, 710, 800, and 1064 nm and of particle extinction coefficients at 355 and 532 nm.
A specifically designed inversion scheme, 13, 15, 27 developed at the ITR, and which is based on the concept of Tikhonov's regularization, 3, 4 then allowed us to process this optical information into physical properties. This method of inversion with regularization followed from previous studies, dating back to the late 1970s, 28 -32 in which it could be shown that the introduction of basis functions and physical constraints, such as positivity and smoothness of the derived size distribution allowed the effective radius, volume, surface area, and number concentration to be derived. 32 The constraints are formulated as socalled penalty terms. The goal of the inversion is to minimize these terms, which stabilize the underlying ill-posed problem. 3, 4 A major breakthrough in particle characterization was obtained with the ITR algorithm when it was shown that the combined use of particle backscatter and extinction coefficients permitted not only the mean and integral parameters of particle size distributions to be derived, but also their mean complex refractive index. Consequently it became possible to calculate the single-scattering albedo, 15, 33, 34 which is one of the most important parameters in climate impact studies. Because the retrieval scheme requires high accuracy of the input optical data, preferably in the range of better than 20%, 14, 15 the Raman lidar technique again proved to be the key to a successful particle characterization.
However several obstacles remain to be resolved. From an instrumental point of view, despite the impressive capabilities of the ITR system, multiwavelength lidars are still expensive and complicated to operate. Therefore it is desirable to examine the possibility of obtaining an acceptable retrieval accuracy from simplified lidar systems. 35, 36 A lidar that uses only a triple Nd:YAG laser already provides backscatter coefficients at 355, 532, and 1064 nm, and extinction coefficients at 355 and 532 nm. A few studies meanwhile outline the potential of such a combination of data. 14, 35 The number of laser wavelengths can be increased while a still inexpensive laser source can be maintained if a hydrogen Raman shifter is added. Calculations have shown that the use of two additional backscatter coefficients, which are provided by the Raman shifter, improves the accuracy of the retrieved parameters.
From an inversion point of view it has been repeatedly demonstrated that, in general, particle number concentrations are difficult to derive. 14, 15, 33, 37 Depending on the specific measurement situation, the inversion into other parameters in some cases also showed large uncertainties that require further stabilizing procedure. Use of the above-mentioned reduced number of three backscatter and two extinction coefficients destabilizes the inverse problem and thus also calls for the introduction of additional stabilizing tools. 14, 35 Here we present a modified version of the Tikhonov approach that was developed at the Physics Instrumentation Center ͑PIC͒. In the modified version we average the solutions in the vicinity of the minimum penalty functions, in contrast with the classical Tikhonov method 4 that accepts only that solution for which the penalty function reaches its global minimum. We observed both a significant improvement in retrieval accuracy of the particle parameters, as well as the fact that the approach works for a small number of emitted laser wavelengths.
In Section 2 we present the methodology. In Section 3 we show the results of simulations with synthetic data. In Section 4 we present the application to experimental data and make a comparison with airborne in situ data and two other computer codes that were used to process the same optical data. A summary is presented in Section 5.
Methodology
The inverse problem of particle size distribution retrieval is formulated in the form of Fredholm integral equations. The following relations give the aerosol backscatter and extinction coefficients:
where r is the particle radius; m ϭ m R Ϫ im I denotes the complex particle refractive index, with real part m R and imaginary part m I ; i is the wavelength, K ␤ ͑m, r, i ͒ and K ␣ ͑m, r, i ͒ are, respectively, the backscatter and the extinction kernel functions, which can be calculated from Mie theory in the case of spherical particles. 38 The term f ͑r͒ is the particle size distribution expressed as the number of particles per unit volume between r and r ϩ dr. Equations ͑1͒ and ͑2͒ can be rewritten as a generalized integral equation:
where j is ␣ or ␤, g j ͑ i ͒ are the optical data at wavelength i , and r min and r max denote the lower and the upper limits of the particle radii. Equation ͑3͒ has no analytical solution. A detailed description of the following method of inversion with regularization is given elsewhere. 3, 4 In this approach, Eq. ͑3͒ can be rewritten in the following form:
where g p ␦ are the distorted optical data ͑␣ or ␤͒, f ␦ ͑r͒ is the corresponding function that describes the particle size distribution, and p ϭ j, . The integral of Eq. ͑4͒ can then be approximated by a sum that consists of the following superposition of base functions B j ͑r͒:
The term f ␦ ͑r͒ is an approximated solution of Eq. ͑5͒, ε is the error in the solution, and C j are constants or so-called weight coefficients. B j ͑r͒ are B-spline functions, which in our case have a triangular shape. These functions are given by the expression
0; r Ͼ r jϩ1 (6) where r 0 and r Nϩ1 limit the size range within which the inversion is performed. In the following this range is denoted as an inversion window, and N is the number of B-spline functions. Points r j are equally separated inside the interval ͓r 0 , r Nϩ1 ͔. In our algorithm N always coincides with the number of optical data. Using Eqs. ͑4͒ and ͑5͒ we can write the optical data as a linear combination:
where A pj and ε ٌ are calculated from the kernel functions, the base functions, and the errors as
By writing the optical data as a vector g ␦ ϭ ͓g p ␦ ͔, the weight coefficients as a vector C ϭ ͓C j ͔, the errors as a vector ٌ ϭ ͓ε p ٌ ͔, one can rewrite Eq. ͑7͒ in the following vector-matrix form:
where the matrix A ϭ ͓A pj ͔ is the so-called weight matrix, the elements of which are calculated from Eq. ͑8͒. The solution of Eq. ͑10͒ then gives the vector of weight coefficients as
where ϭ ϪA Ϫ1 ٌ is the error vector and A Ϫ1 is the inverse of matrix A. Hence the problem of inversion becomes a problem of determination of weight coefficients C j .
As outlined in Section 1, the simple solution of Eq. ͑11͒ is in general unstable. As a consequence, it is not possible to reconstruct the exact solution f. This instability could be suppressed by regularization. The idea behind it is illustrated when we rewrite Eq. ͑3͒ in the following operator form:
If instead of the exact value of g we know the approximate value of g ␦ , which means that the norm in Euclidean space
the essence of the regularization technique lies in the construction of an algorithm that determines element f ␦ appropriate to the pair ͑ g ␦ , ␦͒, such that the con-
f is realized. According to Tikhonov and Arsenin, 4 we define the function
where
2 is the discrepancy, ␥ is a nonnegative regularization parameter or so-called Lagrange multiplier, and ⌫͑ f ͒ is a penalty term that stabilizes the inverse problem.
The solution of Eq. ͑12͒ can then be found from the minimization of
In matrixvector form it is written as 3
So finally the weight coefficients can be derived from the following relation 3 :
The main difference between Eq. ͑11͒ and Eq. ͑16͒ is the so-called smoothing matrix H, which for eight B-spline functions has the following form 3 :
This smoothing matrix describes the physical constraint that size distributions do not show large oscillations within a small particle size range. The specific form of H influences the maximum difference between the weight factors of successive base functions. 3 The above-given H describes the change in weight factors of three successive base functions, which is equivalent to smoothness of the solution in the second derivative. 9 The Lagrange multiplier ␥, which can take values from 0 to ϱ, determines the degree of smoothing, i.e., the strength of H. There are different methods for the choice of Lagrange multiplier, the most common of which are the maximum-likelihood method, the Bayesian approach, the generalized cross-validation method, and the minimum discrepancy principle. 39 -41 For our study we chose the minimum discrepancy principle, because the criteria are the simplest and most natural. The main problem in the application of minimum discrepancy is the necessity to know a priori the expected error in the data. Otherwise the smallest discrepancy is observed for ␥ 3 0, and in this case the solutions oscillate from Ϫϱ to ϩϱ. For our situation this method can be modified. We can use the fact that the solutions have to be positive. In our modified discrepancy only modules ͉ f ␦ ͉ are used so f ␦ , for which ϭ ʈ A͉ f ␦ ͉ Ϫ g ␦ ʈ minimizes the function in Eq. ͑14͒, are accepted as solutions. For small ␥ the modified discrepancy 3 ϱ, with the increase of ␥ the value of decreases, and the solution f ␦ 3 f. For large ␥ the modified discrepancy coincides with the classical discrepancy Ј introduced in Eq. ͑14͒. It should be pointed out that the found solutions f ␦ could contain negative oscillations, because the constraint of nonnegativity is applied only to discrepancy, but not to solutions themselves.
To consider the relative errors of optical data, we normalize the discrepancy to 9
The value of ␥ depends on the inversion interval ͓r min , r max ͔, the optical data errors ␦, and the complex refractive index of the particles. The choice of solution in our approach includes the following steps:
The values of r min , r max and the complex refractive index m ϭ m R Ϫ im I are varied in the intervals ⌬r min , ⌬r max , ⌬m R , and ⌬m I .
R min ranges from 0.05 to 0.5 m. R max usually ranges from 0.1 to 1 m, but for the simulation of big particle retrieval this range could be increased up to 10 m. At the preliminary stage of calculation the step widths of the variation of R min and R max are 0.05 and 0.1 m, respectively. When the approximate locations of R min and R max are established, the calculations are repeated with a step width of 0.01-0.02 m within a smaller interval. In general, several hundred inversion windows are considered. As a consequence a better resolution of the investigated particle size distribution compared to the rather limited set of 50 windows used by Mü ller et al. 13 is achieved. The real part, m R , ranges from 1.1 to 1.8 and the imaginary part, m I , from 0 to 0.1. After preliminary estimation the range is decreased and the calculations are performed with a step width of 0.01.
For every value of r min , r max , m R , m I within the chosen intervals and for the set of ␥, the program calculates the solution f ␥ ␦ with Eqs. ͑16͒ and ͑5͒. The set of ␥ is determined as ␥ ϭ 2 K 10 Ϫb , where K ϭ 1, 2. . .25 is the calculation number. Parameter b is chosen between 20 and 28 to achieve the minimization of the function in Eq. ͑14͒ inside the calculation interval. The integration step in Eq. ͑8͒ is usually chosen to be 0.002 m.
For each solution we determined the discrepancy ͑␥͒. The f ␥ ␦ that corresponds to the minimum of ͑␥͒ is considered to be the solution of Eq. ͑4͒.
The use of modified discrepancy allows one to determine the Lagrange multiplier without initial guesses about data errors. An example is shown in Fig. 1 , where for synthetic optical data the discrepancy is plotted versus the calculation step K. If the Lagrange multiplier is chosen too large, the solution is oversmooth, and for small ␥ it oscillates. The corresponding illustrations can be found in Ref. 13 .
Simulations

A. Methodology
We performed computer simulations to estimate the optimum number of laser wavelengths, the proportions in which the backscatter and extinction coefficients should be combined, and the realistic accuracy of the retrieved particle size parameters. We considered the laser wavelengths within the 355-nm interval, which describes the triple harmonic, and within 1064 nm, which describes the fundamental wavelength of a Nd:YAG laser. Data obtained at shorter wavelengths could be affected by atmospheric ozone absorption, and the use of longer wavelengths significantly complicates the lidar system and the retrieval of optical data. Particle backscatter and extinction coefficients were calculated 38 under the assumption of wavelength-and size-independent complex refractive indices. The initial particle size distributions, which were needed for these calculations, were assumed to be log normal:
where n͑r͒ denotes the investigated particle number concentration distribution, n t is the total number of particles, and describes the width of the distribution. In the retrieval procedure we generally used a combination of particle backscatter and extinction coefficients. We used this approach because previous findings showed that this combination allows the retrieval not only of particle size parameters but also the complex refractive index. 13, 15 As mentioned before, accurate values for the extinction coefficient can be obtained with the Raman method, which demands high-power laser radiation. One has to observe that the Raman scattering cross section is proportional to
Ϫ4
. For this reason, lidar systems based on a Nd:YAG laser now provide extinction coefficients only at 355 and 532 nm but not at 1064 nm. Therefore, we restricted ourselves to extinction coefficients at 355 and 532 nm for the simulations. We consider three sets of optical data. Set 1 ͑2␣ ϩ 3␤͒ consists of two extinction and three backscatter coefficients. Set 2 ͑2␣ ϩ 5␤͒ contains two additional backscatter coefficients at 416 and 683 nm, which could be generated by Raman shifting the double and triple laser fundamental frequency in hydrogen. Set 3 ͑2␣ ϩ 6␤͒ consists of backscatter coefficients at 355, 400, 532, 710, 800, and 1064 nm, which are the operational wavelengths of the sixwavelength aerosol lidar of the ITR. 21 In the simulations we retrieve total number ͑n t ͒, total surface area ͑s t ͒, and total volume concentrations ͑v t ͒, as well as mean ͑r mean ͒ and effective ͑r eff ͒ radius. The latter are defined as
may be written for number ͑NK͒, surface ͑SK͒, and volume (VK) kernal functions. 28 In general, volume or surface kernel functions are preferred. 13, 14, 29 In this study we applied all three types of kernel function to the same data set in order to test whether one should be preferred over another. Errors in the optical data were introduced randomly. If we discuss error ε in optical data, it means that error in g i varies randomly from 0 to ε. For each radius r j ϭ r min ϩ j͓͑r max Ϫ r min ͒͞N͔, we calculate the average deviation of the retrieved size distribution from the correct one by
where N sol is the number of solutions. The mean, maximum, and minimum solutions are then defined as
The functions f max and f min allow one to estimate the scatter of the solutions and therefore the error of the retrieval. Figure 2 illustrates the efficiency of the minimum discrepancy criteria. For retrieval of the initial log normal distribution with r 0 ϭ 0.3 m, ln ϭ 0.15 m, and n t ϭ 1, we used three sets of optical data. The initial refractive index was m ϭ 1.4 Ϫ i0.04. In the inversion it was assumed to be unknown. Simulations have shown that, in the absence of errors in the optical data, the retrieval leads to good results for any combination of ␣ and ␤, and the more coefficients that were used, the better the precision of retrieval became. All three data sets permitted the retrieval of the aerosol mean radius and number concentration to within an accuracy of better than 1%. For volume and surface area concentration the accuracy was even better. The retrieved complex refractive index coincided with the initial refractive index. The situation changed dramatically when we included distorted optical data. Figure 3 shows the retrieval of the same initial distribution as in Fig. 2 , but includes a distortion of 20% for the optical data. The errors in the data were introduced randomly, so the retrieved distribution differs for each run. We performed the procedure ten times. Figure 3 presents the run that showed the largest deviation from the initial distribution. The errors of the average parameters are the largest for data set 3, when we used six backscatter and two extinction coefficients. This means that the inversion instability cannot be suppressed just by increasing the number of used coefficients. The error of the mean radius is ϳ23%, for number concentration it is ϳ73%, for surface area concentration it is ϳ10%, and for volume concentration it is ϳ8.5%. To improve the stability of the inversion we suggest an averaging procedure, the main features of which are outlined below.
B. Simulation Results
C. Averaging of Solutions
The solution that corresponds to the minimum discrepancy can still present significant oscillations ͑the solution is insufficiently smoothed͒, which leads to errors particularly in the number concentration estimation. To minimize these oscillations, it is reasonable to consider the complete set of solutions in the vicinity of the minimum discrepancy. Such consideration should be correct, because in ill-posed problems the solutions can be numerous, so any element f ␦ from the set of quasi-solutions that satisfy ͑ f ␦ , g ␦ ͒ Յ ␦ should be considered as an approximate solution of the inverse problem. So we are not searching for a single solution, but for a class of solutions, which would reproduce the observations with measurement accuracy. The mean of this class can be considered as a solution ͑in a certain sense͒, and, as such, the regularization approach described in Section 2 should be considered as a tool to determine the class of solutions. Figure 4 demonstrates the advantage of an averaging procedure for the example of six backscatter and two extinction coefficients. The plot shows the solution that corresponds to the minimum discrepancy f ␦ ͑ min ͒ and the solution f ␦ ͑ aver ͒ averaged over the interval ͓ min , max ϭ 10%͔. This interval includes approximately 500 individual solutions. The initial distribution was log normal with r 0 ϭ 0.4 m, ln ϭ 0.3 m, and n t ϭ 1. The complex refractive index m ϭ 1.45 Ϫ i0.02 was assumed to be unknown in the inversion. The mean distortion of the optical data was 10%. If the averaging procedure is not included, the solution f ␦ ͑ min ͒ differs significantly from the initial log normal distribution, but after averaging the retrieved distribution f ␦ ͑ aver ͒ comes close to the initial one. The dashed curves show the mean deviation of individual solutions ͑ f max and f min ͒ from the average value f mean . The averaging procedure takes advantage of the fact that different solutions can have oscillations of opposite sign, and that,
was assumed to be unknown; the inversion was performed with NK density functions. Fig. 3 . Size distribution retrieved from set 1 ͑crosses͒, set 2 ͑filled circles͒, and set 3 ͑open circles͒. The data errors were assumed to be 20%. The solid curve shows the initial log normal distribution with the same parameters as in Fig. 2. after averaging, the mean oscillation can become much smaller than the oscillations of individual solutions. It should be mentioned that, even for a small number of basis functions, the obtained distribution is smooth, because for every value of r min and r max the program defines the new position of the B-spline functions. Taking the average of many individual solutions smooths the mean solution.
The criterion of the choice of averaging interval is illustrated in Fig. 5 , where the number of solutions N sol inside the interval is plotted versus max . The interval ͓4%, 10%͔ is characterized by the highest solution density and contains approximately 10% of the total number of solutions. On the basis of this criterion the choice of averaging interval does not demand any a priori information. Even more important, this procedure is stable, i.e., the result obtained does not depend strongly on the interval size. The averaging over the interval ͓4%, 20%͔ leads to practically the same size distribution. The interval size depends on data errors, number of basis functions, and kernel type. Usually we choose max such that approximately 10% of the total number of solutions are inside the averaging interval. Figure 5 also shows the uncertainty of number concentration n t , volume concentration v t , and mean radius r mean as a function of max . The error of r mean is approximately 15% for min ϭ 4% and decreases to 1% when the averaging is done for the ͓4%, 10%͔ interval. For large the error increases to only 10%, which shows that the mean radius does not depend strongly on max . The averaging procedure is especially important for the evaluation of particle number concentration n t , which in previous studies has been shown to be affected with the largest errors. 13 The solution f ␦ ͑ min ͒ leads to an error of 40% in number concentration, but after averaging this value decreases to 12%. In fact, the number concentration also shows good stability with respect to the choice of max . Particle surface area and volume concentrations are usually more stable compared with number concentration. The behavior of v t and s t for the given example is similar, and the uncertainty in both cases is approximately 10%.
D. Refractive-Index Retrieval
One of the most remarkable features of this regularization approach is that it does not need the a priori knowledge of the complex refractive index. On the contrary, it allows the determination of this parameter. The possibility of refractive-index retrieval from multiwavelength lidar data was first outlined in Refs. 13 and 15. In this retrieval, the combination of particle extinction and backscatter coefficients becomes especially important. When the retrieval is performed for the known refractive index, the application of only backscattering coefficients leads to a better result. But as soon as the variation of refractive index is considered, the retrieval with only backscattering coefficients becomes unstable. The stabilizing role of extinction coefficients is illustrated in Fig. 6 , where the initial log normal distribution with r 0 ϭ 0.15 m, ln ϭ 0.3 m, and n t ϭ 1 is retrieved from different sets of optical data. In the simulations the number of backscattering coefficients was set to 3, 6, or 8, and the number of extinction coefficients was 0, 1, 2, 3, or 4. The average data error was 10%, and for the initial distribution evaluation we applied the averaging technique described above. The refractive index m ϭ 1.45 Ϫ i0.02 was unknown in the retrieval. The errors of the aerosol parameters retrieved are summarized in Table 1 . The error of number concentration estimation was the largest when only backscattering coefficients were used, and it decreased from 92% to 38% when one extinction coefficient was added. The optimal number of extinction coefficients for this configuration is 2-3 and the corresponding error of number density estimation is decreased to 16%. During modeling we experimented with extinction coefficients at different wavelengths from 355 to 700 nm, and we found a stabilizing effect for each. So the combination of backscatter and extinction coefficients allows a compromise to be achieved. The results of our simulation lead to similar findings as already given in Refs. 13 and 15. The number of backscatter coefficients in the retrieval procedure should exceed the number of extinction coefficients by a factor of 2-3.
For retrieval of the complex refractive index, we used the averaging procedure in the same way as for the other aerosol parameters. But for the refractiveindex retrieval we cannot use a too-large averaging interval, because for large max the refractive index m 3 ͑m max ϩ m min ͒͞2. In this case all possible solutions are averaged, and the averaging procedure loses its meaning. The averaging interval that contains 10% of solutions is usually a good compromise for both size distribution and refractive-index retrieval. Simulation results for the refractive-index retrieval are presented in Fig. 7 . The correct complex refractive index in the simulation was m ϭ 1.45 Ϫ i0.02. The real and imaginary parts of the refractive index are plotted as a function of max . For the simulation we used three sets of optical data ͑2␣ ϩ 3␤, 2␣ ϩ 5␤, 2␣ ϩ 6␤͒ and all three types of kernel function. For this example min was 1% and max should be taken around 7%. Approximately 10% of the total number of solutions is concentrated in this interval. In these simulations all three types of kernel function lead to similar results. Furthermore Fig. 7 shows that the retrieved refractive index for the number and the volume kernel functions is 1.47 Ϫ i0.03. This figure again emphasizes the advantage of averaging: the solutions that correspond to the minimum discrepancy can differ for different data sets, but the averaging creates similar results.
E. Accuracy of Retrieval
To estimate the uncertainty of the retrieved parameters from experimental data we can consider the average square deviation of individual solutions. We should however keep in mind that this overestimates the uncertainty, and, as shown in Fig. 4 , the actual accuracy is better after averaging. Another possibility is to perform the simulations for different mean radii and optical parameter combinations. We performed such simulations for the three sets of optical data, which are the focus of our study, i.e., 2␣ ϩ 3␤, 2␣ ϩ 5␤, 2␣ ϩ 6␤. The uncertainty depends on the mean radius. It is minimal in the center of the interval min Ͻ r mean Ͻ max and it rises Fig. 6 . Illustration of the stabilizing role of extinction coefficients. The retrieval is performed for 8␤ ͑filled circles͒, 8␤ ϩ ␣ ͑open circles͒, 8␤ ϩ 2␣ ͑stars͒, 8␤ ϩ 4␣ ͑crosses͒. Average data distortions are 10%. The solid curve represents the initial log normal distribution with r 0 ϭ 0.15 m, ln ϭ 0.3 m and n t ϭ 1. The initial refractive index m ϭ 1.45 Ϫ i0.02 was assumed to be unknown. The inversion was performed with VK functions. Fig. 7 . Retrieval of particle complex refractive index. The real ͑circles and triangles͒ and imaginary ͑squares͒ parts are plotted versus the averaging interval max . For the simulation the correct refractive index m ϭ 1.45 Ϫ i0.02 was used. The distortion of the optical data was 10%. For the retrieval the VK functions were applied to 2␣ ϩ 3␤ ͑open symbols͒ and to 2␣ ϩ 6␤ ͑filled symbols͒ data sets. The dash-dot vertical line represents the boundary of the averaging interval used for the retrieval. The initial size distribution was the same as in Fig. 4 . near the interval boundaries. The 10% errors were introduced into the optical data. Simulation was performed for initial log normal distribution with ln ϭ 0.3 m, so r mean Ϸ 1.1 r 0 , and the distortion of optical data was 10%. To estimate the retrieval accuracy, the procedure was repeated twenty times for each mean radius, and the maximum deviation of the retrieved parameters from the theoretical ones was used as the measure of accuracy. The results of the simulations for different values of particle mean radii for data sets 1 and 2 are summarized in Table 2 . The results obtained for set 3 are close to the results for set 2. All three types of kernel function lead to similar uncertainties. The results of the simulations shown in Table 2 can be summarized as follows:
The chosen set of wavelengths permits the retrieval of aerosol parameters for the radii 0.1 m Ͻ r mean Ͻ 1 m.
The application of three, five, or six wavelengths, corresponding to five, seven, and eight coefficients leads to a similar uncertainty level of particle parameter estimation. But for an evaluation of the shape of the size distribution three wavelengths are insufficient. The solutions found present strong oscillations. On the other hand, an increase in the number of backscatter coefficients from six to eight did not improve the accuracy of retrieval. These findings strongly support the requirement for data combination made previously. [13] [14] [15] The retrieval of the particle complex refractive index is unstable for small particles, and for r mean Ͻ 0.1 m it becomes unbelievable. In contrast, for large particles the results are quite stable and the accuracy of the real part estimation is Ϯ0.05. The accuracy of the retrieved imaginary part is better than 50%; see also the findings reported in Ref. 15 .
The most stable parameter in the retrieval is the particle surface area concentration. The uncertainty is approximately 10% for r mean Ͼ 0.1 m.
The different kinds of kernel function lead to similar results in mean parameter estimations and size distribution shape retrieval, so we cannot conclude that one type of kernel function is preferable to another. This observation sheds new light on previous approaches in which the volume and surface area density kernels were preferred over number density kernels, because these kernels increase the sensitivity toward retrieved parameters. Simulations here indicate that the additional averaging procedure introduced sufficiently stabilizes the inverse ill-posed problem so that the number density kernel can be used as well. However the complexity of the dependency of the solutions on individual input parameters and their uncertainties does not currently provide a final answer on this issue but rather requires further sensitivity studies.
When the 20% optical data error was considered, the uncertainty level was the same in the middle of the 0.1 m Ͻ r mean Ͻ 1 m interval, but near the boundaries the uncertainty almost doubled. Still we believe that the Raman technique allows one to achieve a 10% accuracy in the evaluation of the optical coefficients, so the uncertainties listed in Table  2 are realistic.
Application to Experimental Data
The PIC developed algorithm was applied to sixwavelength lidar data obtained within the framework of the Lindenberg Aerosol Characterization Experiment 98 ͑LACE 98͒. 42 It was conducted at the Meteorological Observatory in Lindenberg ͑52.2°N, 14.1°E͒ during July and August 1998. Several additional surface-based and airborne lidar systems as well as characterization of particle properties from airborne platforms allowed high-quality data to be retrieved. These data were used for the validation of two other inversion schemes, i.e., from the ITR 13 and from the Institute of Mathematics ͑IM͒ 14 at the University of Potsdam, Germany. Detailed descriptions of these results are given in Refs. 37 and 43. All the lidar measurements were performed at night.
For the testing, we used two measurement cases. The first describes the measurement from 9 August 1998. A particle layer was observed in the free troposphere in the altitude range from 3 to 6 km. This layer resulted from intense biomass burning in northwestern Canada, approximately six days prior to the lidar observations. For the inversion we chose two altitude ranges, i.e., from 4200 to 5400 m and from 3500 to 4000 m. The latter describes the conditions within the center of the pollution plume. The second case was the measurement taken during the evening of 11 August 1998. In this case we observed a polluted boundary layer that resulted from advection of air masses from within the European continent.
For both measurements the results could be compared to airborne in situ observations of particle properties. On 9 August 1999, an aircraft flew during the time of the lidar measurement. 37, 43 Because the relative humidity in this particle layer was below 50%, it was not necessary to apply correction for hygroscopic growth. On 11 August 1998, aircraft measurements were performed several hours prior to the lidar observations. 37 Because of the different measurement times backward trajectory analysis was used to identify those height ranges of the in situ observations, which were assumed to be comparable to the height ranges for which the lidar observations were used in the inversion. In addition the correction for hygroscopic growth, which was necessary for this measurement case, introduced additional uncertainty. A detailed outline of the error analysis is given in Ref. 37 .
In the following we focus on the height range from 3500 to 4000 m of the particle layer observed on 9 August 1998. The ITR and the IM algorithms had been tested for the complete data set, which consisted of six backscatter and two extinction coefficients ͑2␣ ϩ 6␤͒. Another test was done for the ITR algorithm with the reduced data set of three backscatter and two extinction coefficients ͑2␣ ϩ 3␤͒, the results of which are described in detail in Ref. 32 . Figure 8 shows the particle size distribution retrieved for the lidar measurements by the use of NK and VK density functions. The results obtained with the surface kernel density functions are always between the NK and the VK functions. The results of the retrieval are summarized in Table 3 . Figure 9 illustrates the estimation of the particle parameters. The particle effective radius, number, surface area, and volume concentration are plotted versus the size of the averaging interval. With respect to the effective radius the minimum discrepancy for the NK for the 2␣ ϩ 6␤ set is around min ϭ 1.2%, and the highest solution density is inside the ͓1.2%, 8%͔ interval. For the 2␣ ϩ 3␤ set min Ͻ 0.1% for all kernel types. Inside the averaging interval the value of r eff calculated with the VKs for a full data set smoothly varies from 0.26 to 0.31 m so the value of r eff must be taken in the middle of this interval with the uncertainty of retrieval covering the maximum and minimum values, thus giving r eff ϭ 0.28 Ϯ 0.04 m. The observed difference in the inversion with the density of the NK and the VK was unexpected for us, because during the simulation with synthetic data Fig. 8 . Particle size distribution retrieved from the ITR multiwavelength lidar data on 9 August 1998 for the height interval from 3500 to 4000 m. The distributions were obtained by the use of NK ͑squares͒ and VK density ͑circles͒ functions. For the inversion we used 2␣ ϩ 6␤ ͑filled symbols͒ and 2␣ ϩ 3␤ ͑open symbols͒ data sets. From the inversion of lidar data obtained from measurements in the height region from 3500 to 4000 m on 9 August 1998, 2200 -2400 UTC, and from in situ measurements of particle size distributions from 3400 to 3900 m aboard an aircraft. The NK and VK density functions are applied to the full and reduced ͑3␤ ϩ 2␣͒ data sets, respectively. both kernel types led to similar results. To illustrate this we have chosen the initial log normal distribution with r 0 ϭ 0.2 m, which is close to the distributions presented in Fig. 8 . Figure 10 shows the size distributions retrieved with the NK and the VK and for 10% data errors. Both types of kernel lead to similar concentrations, and the density of the NKs for this example reproduce the initial distribution even better than the VKs. One possible explanation of the observed difference in the case of the Fig. 9 . Retrieval of particle parameters from six-wavelength observations on 9 August 1998 for the height interval from 3500 to 4000 m. ͑a͒ Effective radius, ͑b͒ number, ͑c͒ surface area, and ͑d͒ volume concentrations, and ͑e͒ real and ͑f ͒ imaginary parts of the refractive index versus the averaging interval for solutions obtained with NK, SK, and VK density functions. The NK applied to the full set of data ͑filled symbols͒ and to data obtained from a triple Nd:YAG laser ͑2␣ ϩ 3␤, open symbols͒. The dotted curve in ͑a͒ shows the relative amount of solutions N sol inside the averaging interval for the NK functions. The dash-dot vertical line represents the boundary of the averaging interval used for the retrieval.
inversion of experimental data could be that we performed simulations for a single type of particle, whereas the real aerosol is a mixture of particles with different refractive indices. In fact, detailed analysis of the in situ data pointed toward an external rather than an internal mixture of particle types. 37 Still the observed difference is smaller than the estimated uncertainty of the method. It should also be noted, that the absence of spikes in the distributions presented in Fig. 8 and the concentration of solutions in the interval with max Ͻ 8% indicates that the mean error for these measurements is less than 10%.
The results obtained from the reduced data set for both the PIC and the ITR codes do not differ significantly from those obtained with the complete data set. However we note a slight increase of the uncertainty of the retrieved parameters in each case. It is worth mentioning that the same result, i.e., an increase of the uncertainty, has been found from the ITR algorithm. On the one hand the results for the experimental data further strengthen the argument that the use of a Raman lidar, which uses only one Nd:YAG laser, might be sufficient to provide important particle parameters. 35 On the other hand the increased uncertainty levels call for further investigation of the general applicability of the inversion schemes to the reduced data sets. Ϫ3 for the different kernel functions. The real part of the refractive index changes from 1.58 to 1.60, the imaginary part presents significant uncertainty, and we estimate it to be 0.01 Ϯ 0.01.
With respect to the size parameters all three algorithms show comparable values within the uncertainty for the lower height range on 9 August 1998. The largest scatter was found for number concentration for which the IM algorithm gives considerably higher values than the PIC algorithm. The ITR values lie between the two. The ITR and IM algorithms give the same complex refractive index. The PIC algorithm underestimates this parameter, particularly with respect to the imaginary part. The in situ data were restricted to particle sizes above 50 nm in radius, which is at the lower end of the optically active size range. In general the in situ size parameters and the real part of the complex refractive index are lower than the ones from the inversion. Yet there is acceptable agreement. In contrast, a larger imaginary part was derived from the in situ observations. In this context we should again mention that the complex refractive index from the in situ observations was derived on the assumption of an internal mixture of particles. In fact, the observations showed an external mixture. Further details can be found in Ref. 37 . The mean deviation of all the parameters derived with the PIC algorithm for the in situ values is approximately 30 -35%. The lowest deviation of 27% is given by the ITR algorithm for the lower height range. It is 34% for the IM algorithm. Fig. 10 . Size distribution retrieved with VK ͑filled circles͒ and NK ͑open circles͒ density functions. The solid curve shows the initial log normal distribution with r 0 ϭ 0.2 m, ln ϭ 0.4 m and n t ϭ 1. Optical data distortion is 10%, the refractive index m ϭ 1.54 Ϫ i0.02 was suggested to be unknown during the inversion. 37 Complex refractive indices from in situ data were not provided for this height range. So a comparison for this parameter is possible only among the three inversion results. Large differences between the three algorithms were found for effective radius and surface area concentration and for the imaginary part of the complex refractive index. Again the PIC algorithm underestimates the complex refractive indices provided by the ITR and the IM. The mean deviation for the in situ values increases to 46 -57% for the PIC algorithm. The deviation for the ITR algorithm increases to 53%, and the deviation for the IM increases to 75%. Table 5 shows the results for the height range from 1420 to 1700 m of the measurement from 11 August 1998. Comparison with the in situ parameters is complicated by the fact that a correction for hygroscopic growth had to be applied. If we consider the results only for 75% relative humidity, the parameters of the PIC algorithm deviate by less than 50% for effective radius, volume, and surface area concentration, and the real part of the complex refractive index. The imaginary part is a factor of 2 lower in the case of inversion with NK density, but 50% larger if VKs are used. The number concentration is a factor of 2-3 larger than the in situ values if the two kernel types are used in the inversion.
The PIC algorithm provided the lowest mean devi- , indicating a failure of the regularization. 37 Only the PIC algorithm provided somewhat reasonable values for this parameter. Table 6 shows the results for the lower height range on 11 August 1998. The PIC algorithm gives lower volume, surface area, and number concentrations than the ITR and the IM algorithms. Number concentration for this example is 1 order of magnitude lower. The real part is between the ITR and the IM values. The imaginary parts in all three algorithms are close. The best mean performance for this height range was achieved with the PIC algorithm. The number concentration was especially close to the in situ data. The mean deviation was 53-57%. The number concentration was again omitted in these calculations for the reasons given above.
Conclusion
We have developed a rather simple modification of a regularization algorithm, which is based on the minimum discrepancy criterion. The code retrieves particle size parameters from lidar observations at multiple wavelengths. Computer simulations demonstrate that application of the algorithm even to a From inversion of lidar data obtained from measurement in the height region from 1420 to 1700 m on 11 August 1998, 2020 -2220 UTC, and from in situ measurements of particle size distributions from 2000 to 2400 m at 1230 UTC. simplified set of lidar data obtained from a triple Nd:YAG laser, which might provide backscatter coefficients at 355, 532, and 1064 nm and extinction coefficients at 355 and 532 nm, allows the estimation of important microphysical particle parameters, i.e., effective radius, volume, surface area, and number concentration, and the complex refractive index within the radius range from 0.1 to 1 m. The development of such a relatively inexpensive lidar equipment with the capability to estimate these particle parameters significantly extends the area of lidar application. The retrieval accuracy might be improved if we combine a triple Nd:YAG laser with a hydrogen Raman shifter, which would add two more backscatter coefficients at 416 and 683 nm. The common approach in the inversion with regularization is to select only those solutions for which the regularization or minimum discrepancy term takes its minimum. In the modification developed here we average all individual solutions that are within a certain range around this minimum solution. As a consequence, the stability of the inversion, particularly with respect to number concentration, could be increased significantly compared with current approaches. In the simulations we also tested the influence of the number, surface area, and VK functions on the inversion results. These functions are input parameters for the algorithm. They describe backscatter or extinction for single particles. In general we observed no significant differences of the kernel functions for the different data combinations used in this study. Still we applied both NK and VK functions to each data set, and the uncertainty of retrieval covered the difference in the results that we obtained.
We compared the results of this algorithm with those of two other regularization codes, which are in routine operational use, and with results of aircraft in situ measurements. The optical data sets, which were obtained within the framework of the LACE 98, describe a biomass-burning particle layer and an anthropogenically polluted boundary layer. The quite different particle properties provided a benchmark test for the performance capabilities of the inversion. For the biomass-burning layer the presented algorithm showed good agreement with the results from the other two algorithms. Mean deviation to the in situ observation ranged from 30 to 57% and thus was within the range given by the other two algorithms. For the polluted boundary layer we found larger discrepancies than were found with the other two inversion schemes. The average deviation from the in situ observations was 23-57% and thus outperformed the results of the other two schemes. This was particularly the case for number concentration and might be the result of the additional averaging of solutions. However, we also noted a systematic underestimation of the complex refractive index. In general, the imaginary part was lower by a factor of 2 compared with the in situ data. We observed a maximum deviation of a factor of 4 compared with the results from the other two inversion schemes.
Our main goal was to establish the utility of the averaging procedure to determine the final solution, which was done for a monomodal size. We also performed preliminary retrievals for bimodally distributed aerosols indicating that the integral parameters, such as effective radius and the densities ͑number, volume, and surface͒, could be estimated. However, the accurate retrieval of a bimodal size distribution places a strong requirement on the quality and number of the input data and is the subject of future research.
The results presented here strengthen the technique for remote quantification of aerosols by use of lidar. These measurements provide new information about aerosol properties that would be useful for the study of the influence of aerosols on climate. It is interesting to point out as well that cloud liquid water measurements have also been made by use of Raman lidar. 44, 45 A retrieval technique has been demonstrated that uses Raman lidar measurements to quantify remotely cloud liquid water, cloud droplet radius, and cloud droplet number density. 46 The combination of these cloud measurements with those of the aerosols demonstrated here could permit all essential parameters that are necessary for the study of the indirect effect of aerosols to be measured with Raman lidar.
