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The temperature and the salinity fields (i.e. the hydrography) of the Baltic Sea determine
the density and hence the stratification and density depended circulation of the sea. These
features are affected by the changes in the hydrologic circulation, most importantly by the
changes in the atmospheric circulation and in the water exchange with the North Sea.
The aims of this thesis are to study the hydrographical conditions and changes for the period
1971 – 2007 of the surface and bottom layers of the Baltic Sea and the model sensitivity to
number of variables. The surface layer is well studied, but on the whole Baltic Sea scale,
the bottom layer studies are rare in number. The halocline and thermocline depths are
also included, since they provide information about the mixing. By combining the inform-
ation from the surface and the bottom, the overview for the whole hydrographical state
is provided. For the analysis, three hindcast simulations based on the three-dimensional
North-Baltic Sea model are used. The simulations differ in the number of vertical layers,
initial conditions and the strength of the bottom drag coefficient.
The results show that the vertical stratification is weaker in model than what is observed
in in-situ measurements. The simulations differ remarkably in the salinity level and in
its evolution. On average, the salinity is decreasing 0.1 – 0.4 %%per decade except on the
deepest parts of the Baltic Proper. The temperature is increasing at the surface and above
the permanent halocline on average 0.2 – 0.4 ◦C per decade. Large regional differences
between the west and east coast of the basins were found. The bottom temperature increase
up to 1 ◦C per decade was found in the eastern coast of the eastern Gotland Basin, whereas
on the Swedish coast the changes are more moderate and during some months, opposite.
On the opposite site of the Bothnian Sea and the Gotland Basin, monthly anomalies up to 8
◦C were found for autumn months. In the deeper layers, the temperature decreases 0.2 –
0.4 ◦C per decade.
The study showed that the Baltic Sea is undergoing a rapid change. In order to get a more
detailed view of the changes in stratification and circulation, the changes in density should
be studied next.
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Kumpulan kampuskirjasto
Itämeren lämpötila- ja suolaisuusrakenne (eli meren hydrografia) määrittävät veden tihey-
den ja siten kerrostuneisuuden ja tiheydestä riippuvan virtauskentän. Hydrografian määrit-
telee veden kiertokulku, jota hallitsevat Itämeren tapauksessa ilmastolliset olosuhteet ja
veden vaihto Pohjanmeren kanssa.
Tämän tutkielman tavoitteina on tutkia Itämeren hydrografian tilaa ja muutoksia vuosien
1971 – 2007 aikana pinta- ja pohjakerroksissa sekä tutkia merimallin herkkyyttä tietyille
muuttujille. Itämeren pintakerrosta on tutkittu paljon, mutta koko Itämeren kattavat pohja-
kerroksen hydrografian tutkimukset ovat harvassa. Tutkimukseen on myös sisälletty halo-
ja termokliinien syvyydet, sillä ne antavat tietoa sekoittumisesta. Yhdistämällä tulokset
pinnasta ja pohjasta saadaan yleiskatsaus Itämeren hydrografisesta tilasta. Analyysityö-
hön käytettiin kolmea 3-D Pohjanmeri-Itämeri -malliin pohjautuvaa simulaatiota, jotka
poikkeavat toisistaan vertikaalitasojen määrän, alkutilanteen ja pohjan kitkakertoimen
osalta.
Tuloksissa havaittiin, että mallin pystykerroksisuus on heikompaa kuin mitä on havaittu
in-situ mittauksissa. Simulaatioiden välillä oli huomattavia eroja suolaisuuden tasossa ja
sen kehittymisessä. Keskimääräinen suolaisuus laski tutkimusjakson aikana 0.1 – 0.4 %%per
vuosikymmen. Poikkeuksena oli Pohjanmeren veden kulkureitti Gotlannin altaalla, jossa
muutos oli pienempi. Sekä lämpötilan pinta-arvot että halokliinin yläpuolella olevat pohja-
arvot nousivat tutkimusjakson aikana keskimäärin 0.2 – 0.4 ◦C per vuosikymmen. Pohja-
arvoissa havaittiin paikallisia eroja altaiden itä- ja länsirantojen välillä. Itäisen Gotlannin
altaan rannikolla pohjalämpötilat kohosivat syksyllä jopa 1 ◦C per vuosikymmen, kun
Ruotsin rannikolla havaittiin pieniä ja osin jopa vastakkaisia arvoja. Altaiden reunoilla
kuukausianomaliat poikkesivat toisistaan jopa 8 ◦C syystäyskierron aikaan. Syvemmissä
kerroksissa lämpötila laski keskimäärin 0.2 – 0.4 ◦C per vuosikymmen.
Tutkimus havainnollisti, että Itämeri on muuttumassa nopeasti. Jotta kerrostuneisuus- ja
virtausmuutoksista saataisiin varmistus, pitäisi tutkia suoraan tiheyden muutoksia lämpöti-
lan ja suolaisuuden sijasta.
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Chapter 1
Introduction
By wide definition hydrography is a study of the spatiotemporal properties of physical
and chemical quantities in the sea water. Here we define the hydrography as a study of
temperature and salinity features of the sea water. These define the density and hence the
stratification and circulation of the seas and oceans. The hydrography of the sea or ocean
is controlled by the hydrologic cycle of the region. The hydrographical conditions also set
the environmental conditions of the marine life.
The ongoing climate change has an effect to the hydrography both on the global and
local scales. Globally one of the effects is the continental glaciers melting (Marzeion &
Hofer, 2012), which add a fresh surface layer to the high latitudes, and which further has an
effect on the ocean circulation (Rahmstorf et al., 2015) and the global climate. Locally, the
Baltic Sea is getting warmer (BACC-2, 2015) and the ice winters are getting milder (Vihma
& Haapala, 2009).
In order to understand the ongoing and the future changes, the hindcast and forecast
simulations are needed alongside with the in-situ measurements. Today, the computers
start to be effective enough and the numerical models realible enough, so that the climato-
logical studies can be carried out with a regional resolution.
The hydrographical observations have a long history in the Baltic Sea and it is one of
the most studied seas in the world. The measurement started from lighthouses, ships and
land stations by the end of the 18th century (Leppäranta & Myrberg, 2009). For example
in the southern Finnish archipelago, in the Utö island, the observations for sea ice, sea
temperature and salinity have be going on since 1900. The satellites and 3-D models were
introduced in the 1970s and from the 90s (Funkquist & Kleine, 2007) on the operational
ocean models started running. Nowadays the large international databases, for example
those provided by ICES (International Council for the Exploration of the Sea) and HELCOM
(Baltic Marine Environment Protection Commission - Helsinki Commission), provide
monitor the sea state and the near-real time data is available in public (e.g. for sailing
Nuortie (2014)).
1
2 CHAPTER 1. INTRODUCTION
1.1 Fundamental properties of Baltic Sea hydrography:
evolution and changes
Besides the direct hydrologic cycle, the location, the bathymetry and the water exchange
with the North Sea determine the hydrography of the Baltic Sea. Next, these features are
introduced and their effect on the hydrographical state of the Baltic Sea is presented.
The location in between the northern Atlantic temperate maritime and Russian contin-
ental subarctic climate zones causes seasonal, interannual and regional variations over
the Baltic Sea. The wind climate is not stable, but usually the westerlies dominate during
the winter, when the wind speeds are strongest (HELCOM, 2007). Because of the this,
the surface circulation is weakly cyclonic. The winds cause also upwelling (Lehmann
& Myrberg, 2008) and, depending on the direction and the strength, floods. The fresh
water budget, i.e, the balance between evaporation, atmospheric transport, precipitation,
runoff and storage, is dominated by the river discharge and is positive at annual scale. The
precipitation peaks during summer over runoff-area and during late autumn over the sea
(Kjellström & Ruosteenoja, 2007). The river runoff peaks during the spring due to the snow
melt (Leppäranta & Myrberg, 2009).
The meteorological studies for the Baltic Sea (HELCOM, 2007; Lehmann et al., 2011;
BACC-2, 2015) show that the meteorological conditions vary over the Baltic Sea and it
is hard to differ the decadal variability over the climate change. It seems, however, that
the rainfall has decreased over northwestern Baltic Sea and increased over Finland and
southern Baltic Sea (Lehmann et al., 2011). The reconstruction for the annual Baltic river
disharge for the period 1500 to 1995 (Hansson & Omstedt, 2008) did not show any long-
term trend. Due to the change in snow cover, precipitation and air temperature it is likely
that the spring flood occurs earlier than before and that the peak is damped.
The surface layer of the Baltic Sea respond to atmospheric conditions quickly and the
seasonal variability is considerable. The surface temperatures over the sea and land have
a greater variability than the sea surface temperature (SST). Beneath the surface layer,
the temperature decreases to a minimum of 0 – 2 ◦C in the halocline, i.e., relatively sharp
gradient in salinity at certain depth. This is due to the winter, when close to freezing point
temperature (T f ) surface water mixes its way downwards to pycnocline, i.e., relatively sharp
gradient in density. Beneath the halocline the water is warmer due to the advection and
the temperature variations are small. The bottom temperature (SBT) values are in between
3 – 8 ◦C. The summer thermocline, i.e., relatively sharp gradient in temperature, develops
from spring to autumn and reaches the depths of 15 – 20 meters until the water is mixed in
autumn. Over time scales longer than one year, the Baltic Sea is in the thermodynamical
balance with the atmosphere. (Leppäranta & Myrberg, 2009)
The surface air temperature over Baltic Sea has increased around 0.1 ◦C per decade
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since 1871 (BACC-2, 2015). This is greater warming than the global average of 0.045
◦C per decade (IPCC (2007)). During the recent decades the warming over the Baltic Sea
has been even stronger and according to the study of Lehmann et al. (2011), up to 0.4
◦C per decade. The change has been greatest in the Bay of Bothnia during the winter
months and over Gulf of Finland during the summer. The warmer air temperature reflects
to the sea and several studies have reported the increase of SST (e.g. Siegel et al. (2008);
Madsen & Højerslev (2009); Bradtke et al. (2010); Liblik & Lips (2011); Lehmann et al.
(2011)) during the recent decades. For example Lehmann et al. (2011) studied the SST
trend from infrared channel from satellites for period 1990-2008. The results show up
to 1 ◦C per decade changes to the northern Gotland Basin, the central Gulf of Riga, the
southern Gulf of Finland, the eastern Bothnian Sea and the Bay of Bothnia. The lower,
or even opposite trends were found in the Swedish coast. In the study of Lehmann et al.
(2012) the upwelling frequencies were studied and the increasing frequency was indeed
found along the Swedish east coast and the Finnish coast of the Gulf of Finland. Fonselius
& Valderrama (2003) studied the long term trend of the SBT for Baltic Proper and the Gulf
of Bothnia. The temperature rose in all stations, usually less than 1 ◦C per century.
Baltic Sea is at the edge of the seasonal sea ice zone. The average sea ice season length
in the Baltic Sea is 5 – 7 months (Leppäranta & Myrberg, 2009) starting on November in
the shallow coastal areas of the northern Bay of Bothnia and the eastern Gulf of Finland
and ending on May. The mean maximum sea ice extent is over 40 %, but on the severe
winters the whole Baltic Sea may freeze. The maximum sea ice extent is reached during
February or March. The sea ice cover changes the interaction with the atmosphere and sea
by preventing the wind introduced mixing and the part of the radiative forcing. Hansson &
Omstedt (2008) made a model study of the Baltic Sea seasonal sea ice sensibility and they
concluded that when the mean temperature of winter months (DJF) is lower than -6◦C the
whole Baltic Sea is ice covered whereas when the mean temperature is +2◦C there is no ice
formation.
During the latter half of the 19th century there is a swift towards the milder ice winters
and severe winters have become rare. For example all ice winters during the last a couple
of decades have been average, mild, or extremely mild. The length of the ice season has
decreased 14 to 44 days during the past century. Most of the ice thickness measurements
have taken in the land-fast ice region, and they do not show a clear trend during the
last century. However, during the last 20 years the ice thicknesses have been reported to
decrease. (Vihma & Haapala, 2009)
The bathymetry and the coastline of the Baltic Sea are complex. The main sub-basins,
the Baltic Proper (BP), the Gulf of Bothnia (GoB) and the Gulf of Finland (GoF), are divided
into a several sub-basins. The basins are separated from each other with sills (excluding
the Gulf of Finland) and islands. The map of the Baltic Sea with its sub-basins is presented
in a figure 1.1. The characteristic features of the main sub-basins are shown in a table 1.2.
4 CHAPTER 1. INTRODUCTION
The sea is shallow, with mean depth of 54 m (Leppäranta & Myrberg, 2009). The maximum
depth (459 m) is observed in the Landsort deep in the western Gotland Basin. The deep
circulation of the Baltic Sea is determined by advection and topography. The Danish straits
separate the Baltic Sea from the North Sea. The two main channels are the Belt Sea and the
Sound with Drass sill (18 m) and Drogen sill (8 m), respectively.
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Figure 1.1: The basins of the Baltic Sea: BoB Bay of Bothnia, BoS Bothnian Sea, GoF Gulf of Finland, GoR
Gulf of Riga, AS Archipelago Sea, nGB northern Gotland Basin, wGB western Gotland Basin, eGB Eastern
Gotland Basin, GdB Gdansk Basin, BB Bornholm Basin, AB Arkona Basin, Ka Kattegat and Sk Skagerrak. Gulf
of Bothnia ( GoB) includes BoB and BoS and Baltic Proper nGB, wGB, eGB,GdB, BB and AB. The bathymetry is
shown with blue colors, the darker indicating higher depths. The depth higher than 200 m are masked.
The Danish straits cause an estuarine circulation, when North Sea water flows in in the
bottom layer and the fresher Baltic Sea water flows out in the surface layer. The largest
inflows, which reach the whole Baltic Sea and renew the bottom water are called major
Baltic inflows (MBI) (Matthäus & Schinke, 1994). The meteorological conditions are usually
favorable to MBIs in winter. Together with the net fresh water inflow, the MBIs maintain
the stratification of the Baltic Sea and determine the salinity concentration of the Baltic
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Sea.
The mean salinity of the Baltic Sea is low, around 7.4 %% (Meier & Krauker, 2003; Lep-
päranta & Myrberg, 2009). This makes the water brakish, which means that the temperature
of the maximum density (Tm = 1.5 – 3.0 ◦C) is higher than the freezing temperature (T f ,
slightly below 0 ◦C). During the past 100 years, the mean salinity of the Baltic Sea has
varied in between 7 and 8 %% (Winsor et al., 2001). The surface salinity (SSS) is, in general,
few units less saline than the bottom salinity (SBS). The salinity varies from the oceanic
conditions in straits to freshwater conditions in the northern and eastern riven mouths.
During the intense inflows the salinity may increase several units in the southern Baltic
Sea. The recidence time of saline water in the Baltic Sea is about 30 years (Franck et al.,
1987).
The permanent halocline lies in 60 – 80 meters depth being the deepest in the eastern
Gotland Basin (Leppäranta & Myrberg, 2009). It is determined by advection, mixing and
sill depths. It is weak in the Gulf of Bothnia because of the sill in the Archipelago Sea and
in the Åland Sea and it may even disappear during long stagnation period in parts of the
Baltic Sea. During the MBI the secondary halocline may form to the deepest parts of the
Baltic Sea at depth of over 100 m (Mälkki & Tamsalu, 1985). The halocline causes a density
stratification which prevents the mixing of the surface and the deep waters.
Table 1.2: The characteristic features of the basins of the Baltic Sea. The abbreviations are as in figure
1.1. Seasonal ice = Probability of seasonal ice cover occurrence in %. Source: (Al-Hamdani & Reker, 2007;
Leppäranta & Myrberg, 2009).
Basin Mean
depth (m)
Maximum
depth (m)
Sill depth
(m)
Salinity
(%%)
Seasonal
ice (%)
AB 23 53 18 8–32 10–25
BB 46 105 45 8–21 0–10
GdB 57 114 100 5–10 10–25
eGB 77 249 60–80 5–10 25–50
nGB 71 150 115 5–10 75–90
wGB 71 459 100 5–10 25–50
GoR 23 51 20/5 6–10 90–100
GoF 37 123 - 0–7 90–100
BoS 66 293 70/18 4–6 75–90
BoB 41 146 25 2–4 100
Laine et al. (2007) studied stratification in Baltic Sea for the period 1965–2000. They
found that salinity and density stratifications have become stronger since the 90s. This
means that freshwater input to upper layer or the salinity in the deep waters has increased.
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The reason for stratification change is probably due to a long stagnation period from 70s to
90s in the Baltic Sea. Before 1980s the MBIs occurred several times per decade but since
then MBI are detected only three times, in 1993, 2003 and 2014. Meier et al. (2006) reported
shift towards medium-sized and small baroclinic inflows. Since 1996 the inflows started
to appear also during the summer months. These changes result the higher temperature
of intermediate (in between the seasonal thermocline and permanent halocline) and
near-bottom layers reported by Feistel et al. (2006); Mohrholz et al. (2006).
The model studies for Baltic Sea refer that the observed changes are going to continue
(e.g. BACC-2 (2015); Neumann (2010)). The whole water column is going to get warmer.
The SST could increase even four degree Celsius in the Bay of Bothnia by the end of the
century. In the intermediate and in the deeper layers the warming is probably going to
be more moderate than at the surface (Meier et al., 2012). Due to the warmer water, the
seasonal ice cover is going to decrease dramatically but there will probably be ice in the
northern parts of the Bay of Bothnia even at the end of the 21st century. The river discharge
is predicted to increase in the north and to decrease in the south (Graham, 2004). It is
likely that the spring flow peak is going to dump because of the changes in snow and
frost. This goes well together with predicted changes in precipitation by Kjellström &
Ruosteenoja (2007). In general the precipitation is predicted to increase in the Baltic Sea
area, especially during winter, when precipitation is likely to be in a form of water instead
of snow. During summer increased precipitation in the north is contrasted with a decrease
in the south of the Baltic Sea. Regional variations in future changes for Baltic Sea area are
high. According the model prediction of Meier et al. (2012), the salinity level of Baltic Sea is
going to decrease up to 2 %%by the end of the century.
The information presented above is gained from decade (or century) long in-situ or
satellite measurements and model studies. However, we still do not know all of the Baltic
Sea physics. For example, the absence of bottom layer or deep water studies is clear. The
reason behind this is that with remote sensing information is only gained from the surface
layer and with in-situ measurement, the spatial and temporal resolution is usually coarse
and the deepest areas are usually not studied in order to get the insturement back on board
safely. The models provided insight of the overall circulation, but they are mostly used to
study the complex flow system in straits and MBIs (eg. Bendtsen et al. (2009)). Of course
there are studies of the bottom layer of the Baltic Sea, but they are concentrate on the
benthos or oxygen (hypoxia) (eg. reviews of Reiss et al. (2014); Diaz & Rosenberg (1995)) in
a field of biology. The physical feature studies of the Baltic Sea deep and bottom layers are
rare in number (Fonselius & Valderrama, 2003).
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1.2 Outline
The main goal of this thesis is to explore the state and ongoing changes in the Baltic
Sea hydrography with NEMO Nordic model and compare the results with other studies.
The NEMO Nordic is a configuration for the North and the Baltic Seas and it is still in a
development state. The focus is in the atmospheric forcing driven surface layer and the
bottom layer. With those one can get a overall picture of the hydrographic state of the
Baltic Sea.
A second purpose is to study the sensitivity of the NEMO Nordic model to different kind
of parameterizations. Since the NEMO is created to be an ocean model the characteristic
parameters for brackish estuaries like Baltic Sea are not yet set. From the three simulations
one can find out the variables that are changing from simulation to another. Those vari-
ables are sensitive for these kind of parameterizations and needs to be look more into. The
analysis of the changes is focused for those variables which are steady in every simulation.
This study is structured as follows: This chapter introduces the main phenomena and
concepts which affect on the Baltic Sea hydrography. Chapter 2 gives an outlook to the
equations and the main approximations of the ocean dynamics. In the chapter 3 the
model and the main approximations as well as the simulations and analysis are presented.
Chapter 4 describes the main results from the analysis of the simulations. In chapter 5
these result are discussed and in chapter 6 a conclusive summary and future outlook are
given.
8 CHAPTER 1. INTRODUCTION
Chapter 2
Primitive equations of ocean dynamics
In order to understand the hydrography and its changes in the Baltic Sea, the primitive
equations of the ocean dynamics are presented in this chapter. The equations describe
the water movement such as circulation, currents and vertical movement as well as the
transfer of heat, mass and momentum inside the water and with the atmosphere. The base
of the geophysical fluid equations is in the principles of conservation of momentum (2.1),
mass (2.6), heat (2.8) and salinity (2.10) combined with the equation of state (2.12).
When using the geophysical equations, the ocean is usually assumed to be incompress-
ible. This means, that the density variations with pressure are assumed to be negligible
from the mean value and the density can be treated as constant: ρ = ρ0+ρ′ ≈ ρ0, where
ρ is in-situ density, ρ0 is the mean density and ρ′ is the time and space depending vari-
ation. This is a rather good assumption, since the relative observed density differences
in the oceans are smaller than 2 % or vary less than 3 kgm−3. For example in the deepest
(Landsort deep) point of the Baltic Sea the water column is compressed less than 0.5 m.
Even though this so-called Boussinesq approximation is widely used, it has some problems
with, for example, mass conservation and thermal changes (see detailed in Shchepetkin &
McWilliams (2011); Spiegel & Veronis (1960)).
First, these equations are presented for an incompressible fluid with the assumptions
listed above. Then the simplified equations for the NEMO Nordic are presented. When
switching from continuum to discrete models, the interactions between the grids must be
taken into account, smaller than the grid size phenomena must be parametrized and the
boundary conditions must included. The simplified equations used in the NEMO model
are the momentum balance (2.3), the hydrostatic equilibrium (2.5), the incompressibility
equation (2.7), the heat (2.9) and salt (2.11) conservation equations, and the equation of
state (2.12). For more detailed derivation of these equations, the reader is referred to the
books of Pond & Pickard (1983) and Cushman-Roisin & Beckers (2007) and for NEMO
model the book of Madec & the NEMO team (2012).
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2.1 Momentum equation
The momentum equation describes the conservation of momentum in water. The so-called
Navier-Stokes equation includes the inertial, pressure, viscous and external forces acting
on the water. The Coriolis force affects mainly in the horizontal plane and gravitational
acceleration in the vertical one. The friction, R, works inside the water and along the
boundaries. The minor forces, K , include for example the diffusion. The momentum
equation for the fluid on the surface of the earth (in a rotating system) with the terms
showed is
∂U
∂t︸︷︷︸
Eulerian acceleration
+ U ·∇U︸ ︷︷ ︸
Advection
+ g︸︷︷︸
Gravitational
acceleration
+2Ω×U︸ ︷︷ ︸
Coriolis
force
+ 1
ρ
∇p︸ ︷︷ ︸
Pressure
= R︸︷︷︸
Friction
+ K︸︷︷︸
Minor
forces
, (2.1)
where U is a three-dimensional velocity, t is time, g is gravitational acceleration,Ω is the
angular velocity of the Earth, p is pressure and ρ is water density.
The motion in the lateral and vertical directions differ both with scales and strength.
One of the reasons is that the gravitational acceleration limits the vertical motion. The typ-
ical current velocities in the Baltic Sea are 0.1ms−1 and 0.0001ms−1 (Leppäranta & Myrberg,
2009) for the horizontal and vertical velocities, respectively. Due to this anisotropy, the
momentum equation is usually divided between the horizontal and vertical components.
2.1.1 Horizontal momentum equation
When the incompressibility assumption is applied, the density in a horizontal momentum
equation is described with reference density ρ0 instead of the in-situ density ρ. Also for the
Coriolis force only the horizontal component with Coriolis acceleration, f = 2Ω ·k, is used:
∂Uh
∂t
+ (U ·∇U)h + f k×Uh +
1
ρ0
∇h p =Rh +Kh . (2.2)
In the model, friction and other smaller forces are parametrized and the interactions with
the boundaries are included. The horizontal momentum balance equation takes a form
∂Uh
∂t
=−(U ·∇U)h − f k×Uh −
1
ρ0
∇h p+DU +QU , (2.3)
where variable DU describes the parametrizations for smaller than grid size physics and
QU describes the time depending fluxes in the boundary layer. The latter will be discussed
in the section 3.1.
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2.1.2 Vertical momentum equation
In a vertical plane gravitation and the pressure are the main forces affecting to momentum
and the vertical momentum equation simplify to
∂w
∂t
=−∂p
∂z
−ρg +Rv +Kv , (2.4)
where w is the vertical velocity, and Rv and Kv are the vertical components of friction and
minor forces. The vertical component simplifies even more with a scale analysis into the
balance between gravitational acceleration and vertical pressure gradient:
∂p
∂z
=−ρg . (2.5)
This equation is called hydrostatic equation. The pressure acts in all directions equally.
This removes convective processes from the initial Navier-Stokes equations and so these
processes must be parameterized.
2.2 Continuity equation
The continuity equation is based on the conservation of mass assumption. This simply
means that inside the water body there are no sinks or sources of mass and what flows into
a volume, must also come out:
∂ρ
∂t
+∇·ρU= 0. (2.6)
When applying the incompressibility assumption the continuity equation transforms from
the conservation of mass to the conservation of volume and simplifies to a form
∇·U= 0. (2.7)
2.3 Conservation of temperature
Temperature is a conservative property of the sea water. This means, that it can be changed
only via the mixing or in the boundaries. The conservation of temperature equation de-
scribes how advection, diffusion and the solar forcing determine the temperature evolution
inside the water body:
∂T
∂t
=−U ·∇T +∇(KT∇T )+qs , (2.8)
where KT is the diffusion term and qs is the solar heat source. To complete the system, the
boundary conditions are required (Leppäranta & Myrberg, 2009).
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The temperature can hence change via radiation or diffusion and advection. The
surface heat exchange, Qatm , includes the incoming solar energy, QSW , the long wave
radiation, QLW , the sensible heat flux, Qs , the latent heat, QL, heat flux from the rivers
and the groundwater, Qr and Qg , and heat fluxes created by precipitation in the form of
the rain and the snow, Qpr ec and Qsnow . The terms are wildly studied and the derivation
of the terms can be find e.g. in Leppäranta & Myrberg (2009). The seasonal ice of the
Baltic Sea effects on the surface heat exchange terms. The incoming solar radiation can
be divided into the open water and ice-covered parts QSW = QoSW +Q iSW and the heat
exchange between the water and the sea ice, Q iw , can be included in the Baltic Sea studies.
Also, the sea ice advection via the straits, Qi ce , can be included. Together with the surface
terms, the heat evolution inside the water body is determined by advection or diffusion
or, to simplify, via the fluxes in, Qi , and out, Qo , of the volume. In a Baltic Sea scale, these
flows take place in the Danish straits. If the total change of the water heat content is zero,
the fluxes in and out balance the heat exchange with the atmosphere Qi −Qo =Qatm . This
is indeed the case with the Baltic Sea, where the thermal memory is only few months.
Omstedt & Rutgersson (2000) estimated the order of magnitude annual mean heat fluxes
for the whole Baltic Sea
Qi +Qo = (1− Ai )( Qn +QoSW )+ Ai ( Q iw +Q iSW ) +Qi ce +Qr +Qg
101 −101 = 102 −102 100 −100 −10−1 10−1 10−1,
where the unit is Watts per square meter [Wm−2], Ai is the total ice concentration and Qn
the open water surface heat exchange without solar radiation
Qn =QLW +Qs +QL +Qpr ec +Qsnow .
In the NEMO Nordic, the potential temperature, θ, is used instead of the in-situ temperat-
ure, T:
∂θ
∂t
=−∇· (θU)+Dθ+Qθ, (2.9)
where Dθ is the parameterization term and Qθ describes the boundary fluxes.
2.4 Water balance and conservation of salinity
2.4.1 Water balance
Baltic Sea gain its water from river outflow, Fr , precipitation, P , and from the North Sea,
Fi . The water is exported via the Danish straits, Fo , and evaporation, E . The fresh water
budget, P −E +Fr A−1S , where AS is the surface area of the Baltic Sea, is positive all year
round and it is dominated by the river discharge. The maximum is reached during May
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due to the spring flow and the minimum is during October. The annual value is around
480 km3, or 15 · 103 ms−1 (Rodhe, 1998), which corresponds to a 1.23 m uniform layer over
the whole sea (Leppäranta & Myrberg, 2009). This is balanced via the net outflow from the
straits.
The terms above have the greatest effect on the water balance. When the water balance
is determined by the conservation of the volume, the minor terms are the groundwater
inflow Fg , the land uplift, Fr i se , which decreases the Baltic Sea volume in longer time scales,
the ice advection from the Danish Straits, Fi ce , and the volume changes due to changes in
the heat content, FT , or in the salinity concentration, FS . The last two affect to the density
and for example, if the mean density would change by 1 kgm−3, the Baltic Sea water level
would increase by 0.05 m and the volume by 18.9 km3.
On the long time scales, the Baltic Sea is in a balance and the net volume change is zero.
Combining several model and measurement estimations (Omstedt & Rutgersson (2000);
Stigebrandt (2001); Peltonen (2002)) one gets the order of magnitude estimation of the
annual mean volume flows for the water balance of the Baltic Sea
As
d z
d t = Fi +Fo +(P −E)As +Fr +Fi ce +Fr i se +FT +FS +Fg
0= 105 −105 103 104 −102 −101 ±102 ±101 102,
where the unit is thousand cubic meters per second [103 m3s−1].
2.4.2 Conservation of salinity
The salinity concentration of the Baltic Sea is driven by the flows described above. It
is mainly determined by the salinity exchange with the North Sea, but the atmospheric
contribution has an local effect. The fresh water from rivers and the precipitation dilute
the surface layer whereas evaporation increases the surface salinity. The ice formation and
melting causes a seasonal variability which is comparable to evaporation and precipitation.
The changes due to atmosphere are small compared to the flux from the North Sea.
According to the IOW’s estimation (Mohrholz et al., 2015), the 2014 MBI inflow volume
and the amount of salt transported into the Baltic Sea were 198 km3 and 4 Gt, respectively.
This increased the salinity level by several units in the Bornholm Basin. The effect of the
atmosphere can be illustrated by a simple calculation. For example, if a 10 cm layer is
evaporated from the 10 m thick water layer, the salinity would increase from 7.00 %% to
7.07 %%and the density of a 10 ◦C warm water 0.053 kgm−3. On the other hand, adding the
mean effect of the net fresh water flow, 1.23 m (480 km3), to the same 10 m water column
would dilute from 7 %% to 6.23 %%and the density would decrease by 0.6 kgm−3. On average
the 1 unit change in salinity changes the density by 0.8 kgm−3.
Even though the salinity level of the Baltic Sea is low, the spatial and temporal variations
are large. Hence, salinity has a significant role in maintaining the stratification and circula-
tion of the Baltic Sea. The salinity of the sea water is, as the temperature, a conservative
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quantity. The salinity evolution equation presents how advection and diffusion modify
salinity inside a water body (according to Leppäranta & Myrberg (2009))
∂S
∂t
=−U ·∇S+∇(KS∇S), (2.10)
where S is salinity and KS is the diffusion coefficient. In the model, the boundary conditions
are added to the salinity equation and it takes a form
∂S
∂t
=−∇· (SU)+QS +DS , (2.11)
where QS describes the fluxes and DS is the advection and diffusion component.
2.5 Equation of state
The density of water is determined by temperature, salinity and pressure (depth). There is
no analytical formula for the state of the water and unlike the atmosphere, where the state
is determined by the ideal gas law(s), the equation of state is expressed as experimental
polynomial series. The equation of state is classically determined with temperature, T,
salinity in practical salinity units, S, and pressure, p according to EOS-80 (UNESCO, 1983).
This is also the base of the NEMO Nordic, where potential temperature, θ, is used instead
of in-situ one (Jackett & McDougall, 1995):
ρ = ρ(θ,S, p). (2.12)
The Jackett et al. (2006) discussed the errors which arise from the use of the these variables
in the ocean models. The newer way is to determine the density with conservative tem-
perature, CT, absolute salinity, SA, and pressure, p, as stated in TEOS-10 (IAPSW, 2008). To
understand the effect of each variable, it can be said that there is a same effect to density
for change of 5 ◦C, 1.2 %%or 200 bar (app. 200 m in depth) (Reid, 1954).
Chapter 3
Methods
Even though the primitive equations presented in the previous chapter describe the evolu-
tion of the water body, the models require additional information. The reliability of the
model output depends for example on the accuracy of meteorological forcing, description
of the vertical mixing, resolution of coordinates, description of the bathymetry and the
boundary conditions. To look these more into, the NEMO Nordic model is presented in
this chapter.
The model itself is introduced shortly, since it was only applied, not created for this
study. The approximations which affect the model results are, however, presented. The
more detailed description for the model is given in the report of Hordoir et al. (2013).
3.1 Introduction to NEMO Nordic model
NEMO Nordic is a 3-D dynamical ocean model for North and Baltic Seas. The model
domain is shown in the figure 3.1. Most of the Baltic Sea model include only the Baltic
Sea and have an open boundary in the straits. This is more computing efficient, but the
inflow and MBIs are then input information and not in a model itself. With both basins
included, the water and salt exchange in straits can be studied more realistically and the
Baltic Sea salt content is driven by the model, not forcing. Since the NEMO Nordic is
based on the NEMO, it has a large scientific community which takes care of the updates,
the evolution and the reliability of the model which can be applied straight to the NEMO
Nordic. The NEMO Nordic has the resolution and required features so that it can be used
both to operational and climatological studies.
The model basins are bounded by the complex coastlines, the bottom topography,
the air-sea or the ice-sea interface at the top and the open boundaries. The reference
bathymetry is taken from the HIROMB - Baltic Sea model (Funkquist & Kleine, 2007; Seifert
& Kayser, 1995). The minimum depth is artificially set to 6 m (Funkquist & Kleine, 2007).
The open boundaries of the NEMO Nordic are at the English channel (40 ◦W) and between
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Herbrid and Norway (59.5 ◦N).
Through these boundaries there can be transfer of heat, momentum or mass. The
initial state for variables and the boundary conditions are taken from measurements and
other models presented below.
From land to sea the major flux is a mass exchange of fresh water through river runoff.
For NEMO Nordic, the river data is from SMHI database and the salinity of the inflow is
set to 0.001 %% in order to prevent negative salinity values. Besides the river forcing at the
surface, the only considerable flux in the boundary is the momentum through frictional
processes, since the transfer of mass and heat are considered negligible. For this boundary,
the no-slip condition is used. This means that the water will have zero velocity relative to
the boundary. Since the transfer happens in small scales, it is parametrized (Beckmann &
Dösher, 1997; Campin & Goosse, 1999).
The boundary between ocean and atmosphere is the most dynamical one. In the
interface, there is exchange of heat due the radiation, horizontal momentum driven by
wind stress and atmospheric pressure field, and the mass in a form of precipitation and
evaporation. The NEMO Nordic is meteorologically forced by downscaled regionalization
of the ERA40 re-analysis over Europe using a regional atmosphere model for the hindcast
period 1961-2007 (Samuelsson et al., 2011) with 25 kilometer resolution. The standard bulk
formulae are used (Hordoir et al., 2013) at the surface.
The sea ice forms a seasonal surface boundary. In the interface, the sea and sea ice
exchange heat, salt, fresh water and momentum. The sea surface temperature is assumed
to be at the freezing point at the interface. Sea ice salinity is naturally very low compared
to those of the sea, and in the model the salinity of the ice is set to 0.001 %%. For the ice
description, NEMO is coupled with Louvain-la-Neuve sea Ice Model (LIM-3), which is
designed for climate studies and operational oceanography (Vancoppenolle et al., 2012).
In addition, for regional model like NEMO Nordic, the interface between open bound-
aries is forced by barotopic (Egbert et al., 1994; Egbert & Erofeeva, 2002) and baroclinic
(Egbert & Erofeeva, 1994) modes.
Inside the model domain, the sea features are presented at the discrete grid points.
In the 3-D model horizontal and vertical coordinates are defined separated due to the
asymmetry presented in the section 2.1.
The horizontal grid can be regular or irregular, which means that the size of the grid
may vary with the phenomena (eg. in the coast denser grid). Most commonly used shapes
are square and triangle. Near the coast, the grid is either land or water depending on
the percentage of coverage. Also diffusive coastal grids are possible, when the grid point
allows some flow through it. In the NEMO Nordic regular square non-diffusive grid with
resolution of 2 NM (approximately 3704 m) is used.
The vertical coordinates are more complex than the horizontal one. The problem rises
because finer resolution is required and one has to choose what are the features, which are
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needed to be correct in models. The coordinates can be geopotential, pressure, σ, terrain
or isopycnal following, with their own pros and cons discussed for example in Chassignet
et al. (2006). In NEMO Nordic the pressure-following coordinates with higher resolution at
the surface are used in order to prevent the artificial mixing in the Baltic Sea.
The scale of the ocean processes is wide from millimeters to hundreds of kilometers.
This means, that in order to maintain the calculation time reasonable, all phenomena
can not be included to the model. Hence, the smaller scales features, like subgrid-scale
mixing turbulence and internal waves are parametrized in order to appear in the model.
For mixing, a turbulence closure scheme of the k-² type with flux boundary conditions is
used (Hordoir et al., 2013). Since the area of Danish strait requires better resolution than
2 NM, the area is downscalled with IOWs (Seifert et al., 2001) bathymetry in order to get
better estimations for the water exchange.
The grid size does not determine the size of phenomena, that are accurately depict
in the model. One general rule is that it takes 5 grid points to accurately define a feature
without aliasing. The horizontal resolution of NEMO Nordic is two nautical miles. This
means that only features larger than 8 NM (around 15 km) can accurately be depicted at
the horizontal plane.
3.2 Simulations
For the analysis three simulations were used: S_84_h, S_56_h and S_56_l. The simulations
were created for the period 1961–2007 and the output was saved as monthly values. The
simulation S_56_h and S_56_l were stored from 1963 onwards so the longest continuous
timeserie is the period of 1963–2007. The differences between the simulations are presen-
ted in the table 3.2. The other parameters are as described in the previous section and in
the report of Hordoir et al. (2013). The main differences between the simulations are in
the number of vertical layers and in the initial conditions. S_84_h has the highest vertical
resolution, S_56_l has the lowest bottom drag coefficient and it is based on re-analysis
whereas the other two are based on the climatology.
3.3 Analysis
The simulations were created for the period 1961 – 2007 but the first 10 years were neglected
as a spin-up period for the simulations to find the balance with the forcing.
For validation of the surface and bottom temperature and salinity, 16 stations in the
northern part of the Baltic Sea were used. The locations are presented in the figure 3.3. The
stations included 5 coastal stations (Krunnit, Valassaaret, Utö, Tvärminne and Harmaja)
with long time series and high temporal resolution. The study of Juva (2014) was the first
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Figure 3.1: The domain of the NEMO Nordic model. The bathymetry is shown with blue colors, the darker
indicating higher depths. The depths greater than 200 m are masked.
where the coastal stations were used for model validation work. The other stations are
HELCOM stations and those are visited randomly by vessels mostly during the open water
season. The characteristics of the stations are presented in the table 3.4.
Since the depth of the halocline (thermocline) was not one of the output values of
the simulations, it was calculated afterwards. Halocline (thermocline) depth, Hcl i ne (xh)
is defined as the location of the maximum of the first vertical derivative of the salinity
(temperature):
Hcl i ne (xh)=H(max[
∆V (x)
∆z
]),
where V (x) is the monthly mean salinity (temperature) at the horizontal location xh and
the depth z. The gradient is calculated using the difference between the salinities (tem-
peratures) in two vertically neighboring grid cells ∆V (x) divided by the distance between
these grid cells ∆z.
For the 37-year time period the monthly maximum, minimum, median, standard
deviation and trend for temperature and salinity values for the surface and the bottom
layer, as well as for halocline and thermocline depths were calculated. The same was done
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for the whole study period. For the analysis only Baltic Sea area east of 13.7 ◦E was studied,
since the main focus is in the main basin and not in the straits. The area is shown in the
figure 3.3.
The three cross sections used to analysis are presented in a figure 3.3 by the red lines.
The lines are in the southern Gotland Basin at 56.15 ◦N from 15.7 ◦E to 21.0 ◦E, in the
southern Bothnian Sea at 61.2 ◦N from 17.2 ◦E to 21.4 ◦E and in the mouth of the Gulf of
Finland at 24.0 ◦E from 59.3 ◦N to 60.0 ◦N.
Table 3.2: The characteristics of the three hindcasts.
Simulation Vertical
layers (n)
Time step
(s)
Barotopic
time step (s)
Bottom
drag-coef. (N)
Initial state
S_84_h 84 400 40 2.5 ·10−3 Climatology
S_56_h 56 400 50 2.5 ·10−3 Climatology
S_56_l 56 360 60 8.0 ·10−4 Re-analysis
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Figure 3.3: Measurement stations used for validation and crosssections. The southernmost red line indicates
the western border of the study area. The indices for measurement stations: 1 = Krunnit, 2 = Valassaaret, 3 =
Utö, 4 = Harmaja, 5 = Tvärminne A, 6 = F2, 7 = BO3, 8 = US5B, 9 = SR5, 10 = F64, 11 = LL3A, 12 = LL7, 13 =
LL12, 14 = BY21, 15 = BY32, 16 = BY15.
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Table 3.4: Information of the measurement stations of the validation work. The number of measurements is
for the validation period (1971 – 2007) and the operation time is prior the 2011. Modified from the study of
Juva (2014).
Station Coordinates
(◦N,◦E)
Maximum
Depth (m)
Number of
measurements
Operation
time
Krunnit 65.34, 24.90 25 167 1968–2007
Valassaaret 63.36, 21.86 18 430 1919–2009
Utö 59.76, 21.38 90 285 1900–2005
Harmaja 60.10, 24.99 30 364 1900–1993
Tvärminne A 59.84, 23.25 30 444 1926–2010
F2 65.36, 23.43 86 19 1902–2011
BO3 64.31, 22.30 122 86 1961–2011
US5B 62.59 ,19.93 210 163 1962–2011
SR5 61.08, 19.58 120 171 1903–2009
F64 60.19, 19.14 290 172 1899–2011
LL3A 60.07 ,26.35 65 59 1974–2010
LL7 59.85, 24.81 108 269 1904–2010
LL12 59.48, 22.90 89 73 1964–2010
BY21 58.44,20.33 136 78 1904–2011
BY32 58.02, 17.98 215 243 1963–2011
BY15 57.32,20.05 253 390 1954–2011
Chapter 4
Results
In this chapter the main results of the analysis work are presented. First the validation of
the surface and bottom salinity and temperature is reviewed according the study of Juva
(2014). Then the Baltic Sea hydrographical features and changes according the simulations
are presented. The salinity is presented shortly, since the mixing parameters and the water
exchange with the North Sea requires modifications as seen further on. The analysis of
the model temperature outcome is divided in two seasons: the mean ice season from
December to May, and the open water season from June to November. For these seasons,
the characteristic features for the surface layer, the intermediate layer (above the halocline),
the sea ice parameters (from December to May) and the seasonal thermocline depth (from
May to October) are analysed. Since the analysis in monthly base produced over 100
figures, only the figures of the median values and the trends for the whole period, January,
April, July and October are shown. The deep water layer (below halocline) is presented for
its own, since the features differ remarkably to the intermediate layer. The last part of this
chapter is the analysis of the regional changes for the cross sections of the main sub basins.
4.1 Validation
In this section the main outcomes of the validation work of the simulations are reviewed.
In the study of Juva (2014), the measurements and outcomes are presented with more
detail.
The salinity level differs from simulation to simulation so that the simulation S_84_h
is fresher than the other two. At the surface, the simulations S_56_h and S_56_l have
a higher salinity level than the measurements and the simulation S_84_h has a lower
salinity level than the measurements. The mean difference between the simulations and
measurements in autumn is presented in the figure 4.1 (left panel). The exceptions are the
Tvärminne station during winter and spring, and BY 15 during spring (not shown) when all
the simulations are saltier than the measurements. On the other hand, at the Harmaja and
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Krunnit coastal stations the simulations S_84_h and S_56_h are during summer fresher
than the measurements. The standard deviation of the measurement in the seasonal
level is less than 0.5 %%both in the measurements and simulations. In the Gulf of Finland
and in the northern Gotland Basin, the standard deviation is higher, 0.5-1 %%. In the
simulations, the seasonal standard deviation is higher than in the measurements, over 1.0
%%. At the bottom layer (4.1, right panel), the seasonal standard deviation is smaller than at
the surface, in the simulations in between 0.5-1.0 %%and in the measurement 0.2-0.5 %%,
except at the coastal stations (excluding Utö), where standard deviation is over 1.0 %%. The
difference between the simulation and the measurements is similar at the bottom than at
the surface. The exception is the Gotland Basin, where the simulations are (excluding the
S_56_l) less saline than the measurements.
In simulations BatiX_V1_1 and S_84_h, salinity is decreasing more than observed
whereas in simulation S_56_h the trend is similar to observations. At the surface (figure
4.2, left panel) the simulation S_56_l has increasing trend of less than 0.2 %%per decade in
the Bothnian Bay. Other simulations, measurements and in the other areas the SSS level is
decreasing usually at the rate less than 0.2 %%per decade. The simulation S_84_h has the
clearest trend, with R2 -value over 0.8 in the Gulf of Bothnia during winter and spring and
trend of over -0.2 %%per decade (not shown). The R2 values are over 0.5 in the most of the
stations both in the measurements and in the simulations. At the bottom the SBS change
is more negative both in the simulations and in the measurements (figure 4.2, right panel)
than at the surface.
In the figure 4.3 the seasonal variability over depth at the station LL12 (at the mouth of
Gulf of Finland, depth around 80 m) is shown. Here the lack of halocline is evident but the
surface and bottom layer are quite close to observations. The simulation S_56_h has the
most similar salinity structure to the observations.
For temperature, the simulations are cooler at the surface and warmer at the bottom
than the measurements (figure 4.4, right panel for the surface, left panel for the bottom).
The difference between the SST of the simulations and the measurements is greatest
during the winter and spring (not shown), when the simulations are 1 – 1.5 ◦C cooler
than the measurements. During the summer and autumn, the simulations are closer to
measurements and the difference is in the between ± 1.5 ◦C. In the LL and BY stations the
simulations are warmer than the measurements. During the winter the seasonal standard
deviation is less than 0.5 ◦C and in the other areas in between 1.0–2.5 ◦C. The standard
deviation is greatest in the Gulf of Finland (over 2.5 ◦C) in spring. The measurements
have a larger standard deviation of the SSTs in summer than the simulations. Difference
between the SBT is larger in the bottom layer, where the atmospheric effect is smaller. The
simulations are 0-1.5 ◦C warmer than the measurements. The seasonal standard deviation
is smaller than 1.0 ◦C both in the measurements and simulations, excluding the coastal
stations.
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For temperature trend the R2 values are smaller than 0.2. The higher values in measure-
ments refer to a few observations. The SSTs (figure 4.5, left panel) are increasing both in
the simulations and measurements at the rate less than 0.3 ◦C per decade. The exceptions
are the decreasing SST in simulations in the spring in the Utö, Tvärminne and LL12 sta-
tions and in the measurement in the Åland Sea during summer and autumn. Despite the
coastal stations, The SBTs are decreasing in the simulations (figure 4.5, right panel). In the
measurements decreasing is observed only in the Åland Sea and LL3A stations during first
half of the year. The warming is stronger in the measurements than what can be seen in
the simulations. This refer to the regional differences, especially in the coastal area. For
trends and the level of the temperature, S_84_h-simulation is closest to measurements.
Simulations are too diffusive and because of this the bottom layers are too warm. The
thermocline develops in a right depth during the summer (Figure 4.6), but the heat is mixed
deeper than observed. This yields to lack of old winter water layer and weaker autumn
mixing, which leaves the bottom layers warmer than measured.
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Figure 4.1: Validation of Salinity. Inner circle shows the difference between median autumn (SON) salinities
in %%and the outer circle the standard deviation of the Autumn salinities. The negative values stands for
lower salinity level than measured in simulations. From the upper right corner to clockwise: the values of
measured, S_56_l, S_84_h and S_56_h values.
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Figure 4.2: Validation of Salinity. Inner circle shows the trends of autumn (SON) salinity in %%and the outer
circle the r-squared values of the autumn salinities. From the upper right corner to clockwise: the values of
measured, S_56_l, S_84_h and S_56_h values.
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Figure 4.3: Seasonal evolution of salinity in the LL12 – station showed by isohalines. The y-axis are not in a
same scale. Modified from the study of Juva (2014).
4.1. VALIDATION 25
57
.5
°N
60
°N
62
.5
°N
65
°N
20°E 25°E
Surface
57
.5
°N
60
°N
62
.5
°N
65
°N
20°E 25°E
Bottom
no data obs. <-1.5/0.5 <-0.0/1.0 >0.0/1.0 >1.5/2.5
Mean difference [ ◦ C] / std -value [ ◦ C]
Figure 4.4: Validation of Temperature. Inner circle shows the difference between the median autumn (SON)
temperature in ◦C and the outer circle the standard deviation (◦C) of the Autumn temperatures. The negative
values stand for colder than measured simulations. From the upper right corner to clockwise: the values of
measured, S_56_l, S_84_h and S_56_h.
57
.5
°N
60
°N
62
.5
°N
65
°N
20°E 25°E
Surface
57
.5
°N
60
°N
62
.5
°N
65
°N
20°E 25°E
Bottom
no data <-0.3/0.2 <0.0/0.5 >0.0/0.5 >0.3/0.8
Trend [ ◦ C/10y] / r2  -value [-]
Figure 4.5: Validation of Temperature. Inner circle shows the trend of the Autumn (SON) temperature in ◦C
per decade and the outer circle the r-squared values. From the upper right corner to clockwise: the values of
measured, S_56_l, S_84_h and S_56_h.
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Figure 4.6: Seasonal evolution of temperature in the LL12 – station showed by isotherms. The y-axis are not
in a same scale. Modified from the study of Juva (2014).
4.2 Features and changes of salinity
Even though there were some issues in water exchange in straits during the creation of the
simulations, the trends in salinity seemed to be close to observed in validation. Hence, the
salinity features and changes in simulations for the whole Baltic Sea are shortly presented
here.
The salinity does not have a similar seasonal variability as the temperature, since the
salinity is controlled by water fluxes presented in section 2.4. As mentioned in section 4.1,
the simulation S_56_l has the highest and the simulation S_84_h the lowest salinity level. In
general the salinity level in the simulation S_84_h is 1 %% lower than in the other two. The
SSS (figure 4.7, upper panel) varies in the simulation S_84_h (S_56_l) in the Bay of Bothnia
1(2)–4(5) %%, in the Bothnian Sea 3(4)–6(7) %%, in the Archipelago Sea 4(5)–8(9) %% in the
Gulf of Finland from east to west 1(1)–7(8) %%, in the northern Gotland Basin 4(5)–8(9) %%,
in the western Gotland Basin 5(6)–8(9) %%, in the eastern Gotland Basin 5(6) – 9(9) %%, in
the Gulf of Riga 2(3)–6(7) %%,in the Gdansk Basin 4(5)–9(9) %%and in the Bornholm Basin
6(7)–11(11) %%. The SBSs (figure 4.8, lower panel) are in general 1 %%higher than the SSS.
In the southern Baltic the SBSs are up to 15 %%. The greatest variability in SBS (standard
deviation = 1.0 – 1.5 %%) is in the Bornholm area.
In the simulation S_84_h the halocline is around 10 m deeper than in the other two
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simulation. As mentioned in section 4.1, and what can be seen in the figure 4.3, the salinity
stratification in the simulations is weaker than in the observations and the seasonal mixing
reaches higher depths. These may be the reasons why the median halocline (figure 4.8,
upper row) has a large seasonal and regional standard deviation (figure 4.8, lower row)
and why it has, in general, lower values than reported. The median halocline is in the
most part of the Baltic Sea 0–20 m. It is deepest during spring, when the halocline is in
the simulations in depths of 40–70 m (not shown). In other months, it is more common to
have the halocline in the surface layer. In the southern Bothnian Sea the halocline is up
to 90 m. In the Gulf of Finland, median depth of halocline is 20–30 m and the maximum
halocline depth is up to 70 m. In the nGB the median depth is 20–60 m and the maximum
depth is 90 meters. In the wGB the median halocline depth varies in between 0–50 m, and
the maximum values are in between 60–80 m. In the eastern Gotland Basin, the inflow area
is clearly seen as an area of a deeper halocline. Here, the median depths are 30–80 m and
the maximum depth is up to 100 m. In the southern basins the halocline is also deep, with
average values of 50 – 80 m. According to the simulations, the halocline is deepest in the
Gdnask Bay and in the eastern Gotland Basin.
Since the halocline varies from month to month and within the months, the change of
the halocline (figure 4.9) over the year is small (less than ± 1 m per decade). The exception
region is the eastern Gotland Basin (including the Gdansk Basin) and the Bornholm Basin,
where the halocline gets deeper at the rate 2 – 3 meters per decade. In the simulation
S_84_h, the general trend of the other areas is positive, whereas in the other simulations
the trend is in general negative.
The simulations have a strong decrease of salinity (figure 4.10). As noted in section 4.1,
the decrease is strongest in the simulation S_84_h and lowest in the simulation S_56_l. The
trend is smallest in the northern Bay of Bothnia and in the eastern Gulf of Finland, where
the salinity levels are already low. In simulation S_56_l the salinity is increasing in the Bay
of Bothnia, but this may be due to the fact that the northern most Baltic Sea requires longer
start up time than 10 years used (Juva, 2014). In the simulation S_84_h, the salinity trend is
between -0.2 %%and -0.5 %%per decade, in simulation S_56_h from -0.1 %% to -0.4 %%per
decade and in the simulation S_56_l less than -0.3 %% per decade. In the deepest layers
the decrease is bigger than in the surface, excluding the eastern Gotland Basin and the
Bornholm Basin, which are the inflow routes. In the Bornholm Basin the SBS trend is ± 0.3
%%per decade. The positive trend is in the inflow path of the North Sea water.
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Figure 4.7: The median salinity of the SSS (upper row) and SBS (lower row) in %% for period 1971-2007. The
values smaller than ± 0.05 ◦C are masked.
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Figure 4.8: The median halocline depth (upper row, in meters) and the standard deviation of the halocline
depth (lower row, in meters) of the study period. The values smaller than ± 0.05 ◦C are masked.
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Figure 4.9: The trend of the halocline depth in meters per decade for 1971-2007. The values smaller than ±
0.05 ◦C are masked.
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Figure 4.10: The Trend of the SSS (upper row) and SBS (lower row) in %% per decade for 1971-2007. The
values smaller than ± 0.05 ◦C are masked.
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4.3 Features of temperature
The average SST of the basins are in the Bay of Bothnia 0 – 4 ◦C, in the Bothnian Sea 2 – 6
◦C, in the Gotland Basin 4 – 10 ◦C and in Gulf of Finland 4 – 8 ◦C (figure 4.11, upper row).
The median values of the intermediate and deep SBT are close to each other (figure 4.11,
lower row). In the Bay of Bothnia, the intermediate SBT are cooler and in the Gotland Basin
warmer than the deep SBT. In the deepest parts of the Baltic Sea (the Gulf of Bothnia, the
Gotland Basin and the mouth of the Gulf of Finland) the standard deviation of the SBT
is less than 1 ◦C during the study period (not shown). The median temperature of these
deep basins are in the Bay of Bothnia 2 – 4 ◦C, in the Bothnian Sea 2 – 4 ◦C (up to 6 ◦C in
simulations S_56_l and S_56_h) and in the Gotland Basin and in the Gulf of Finland in the
simulation S_84_h 4 – 6 ◦C and in the simulations S_56_h and S_56_l 6 – 8 ◦C.
In December (not shown), the SSTs in the Gotland Basin are still above the temperature
of the maximum density and the warmest area is in the southeastern eastern Gotland Basin
(median temperature 6 – 7 ◦C in simulation S_84_h and in the other two 5 – 6 ◦C). The
greatest standard deviation (1.0 – 1.5 ◦C) occurs in the Gulf of Finland, in the Gulf of Riga
and in the coasts of the Baltic Proper. The smallest standard deviation (<0.5 ◦C) is in the
northern Bothnian Bay.
The ice season in the Baltic Sea varies from 5 to 7 months in the simulations (not
shown). on average, the seasonal ice occurs from December to May in the Bay of Bothnia,
in the northern Bothnian Sea and in the eastern Gulf of Finland and from January to April
in the gulfs and in the northern Gotland Basin. The maximum ice extent is reached in
February – March. The freezing starts from the coasts of the basins and the melting moves
from south to north and from west to east. The greatest standard deviation is in the ice
concentration in the Bothnian Sea, in the Gulf of Finland and in the Gulf of Riga.
In the ice-covered areas, the surface temperature is close to the freezing temperature.
From January to April (figures 4.12 and 4.13, upper rows) the median SST of the whole Baltic
Sea is colder or close the maximum density temperature (T <4 ◦C). Only the Gdansk Basin
is warmer than this. The centers of the bays are warmer than the coasts. The variation
of the SST (not shown) is greatest in the Gotland Basin (standard deviation <1.0 ◦C). The
variation is small until March-April, when solar radiation starts to heat up the sea.
On average, the ice cover disappears totally in May (not shown) and the warming of
the surface layer starts at the coastal areas. In the simulations S_56_h and S_56_l the
warming is more effective than in the simulation S_84_h. In the latter, the warming starts
at the coasts and the centers of the basins stay colder until summer. In the other two,
the temperature gradient is more along the south-north axis. The median temperature
gradient from north to south is from 4 ◦C to 9 ◦C.
In May the seasonal thermocline starts to develop south to 60 ◦ N to the depths of 0 –
10 m. In simulation S_84_h, the ice season is longer than in the other two simulations and
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the warming of the surface layer occurs later.
Above the halocline, the water mixes during spring and the autumn. During winter
season (figure 4.12, lower row), the ice-covered coastal SBT have around the same tem-
perature as the surface. On the other areas, the SBT is warmer than the SST. During these
months, the outflow of the river Neva is visible in the eastern Gulf of Finland as a warm
flow. The variation is greatest in the Bornholm Basin, in the western coast of the western
Gotland Basin, in the eastern coast of the eastern Gotland Basin, in the Gulf of Riga, in the
Archipelago Sea, in the coasts of the Gulf of Finland and in the southern Bothnian Sea (not
shown).
In February and March (not shown), the development of old winter water progress and
the water close to the temperature of maximum density mixes deeper down. On March
and April (figure 4.13, lower row), however, the coastal water starts to warm up again and
the old winter water layer reaches the maximum thickness. The warming starts in the
southern and eastern coasts of the Gotland Basin. As the spring continues, the upper 10
meters follows the surface water temperature and the deeper parts warm up slower. The
old winter water layer develops at the depth 20-50 meter. In simulation S_84_h the old
winter water layer is more clear than in the simulations S_56_h and S_56_l.
When the surface layer warms up, the simulation S_84_h is colder in the centers of the
basins and the other two are colder in the straits such as the Quark. These features are
visible until September. In June, the median temperatures are from the northern BoB of
10 ◦C to the southern eastern Gotland Basin 18 ◦C. During July (figure 4.14, upper row)
and August, the eastern coasts and western Gotland Basin between Öland and Gotland
warm up more than the other areas. The median SSTs are from 12 to 18 ◦C. From August to
October (figure 4.15, upper row) the southern and eastern coasts of the Eastern Gotland
Basin and southern Gulf of Finland are warmer than the surroundings. During summer
and autumn the temperature gradient is from northwest to southeast in all basins. The
highest variability (not shown) in temperature is in the Bornholm Basin near the Bornholm
island. The SST start to decline in September, when the simulations are also closest to each
other what comes to the regional patterns. The eastern coasts remain as the warmest areas.
The median SSTs varies from 10 to 16 ◦C. In November (not shown) the ice formation begin
in the northern parts of the Baltic Sea and the median SST varies from 2 to 9 degree Celsius
from north to south east.
In the Archipelago Sea the bottom limits the thermocline development. In simulation
S_84_h the seasonal thermocline is around 5 meters deeper than in the simulations S_56_h
or S_56_l. Also the standard deviation is largest in simulation S_84_h (up to 15 m). During
June and July (4.16, upper row) the seasonal thermocline develops in all parts of the Baltic
Sea to the depths of 0 – 15 m. The maximum thermocline depths are up to 40 meters in
central Bothnian Sea and in the eastern Gotland Basin (not shown), where the standard
deviation is also highest (figure 4.16, lowe row). In August and September the thermocline
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is at its deepest and the median depth is 5–30 m. The deepest thermoclines are in eastern
Gotland Basin, in the southern Bothnian Sea, in the northern Gotland Basin and in the
central Bay of Bothnia.
The features of the intermediate bottom layer follow the surface temperatures with a
time lag and are limited by the thermocline depth. The seasonal cycle is most visible in
the shallow eastern coasts. In June the coastal water temperature of the Bay of Bothnia
is still around 2 to 4 ◦C, whereas in the southern Baltic Sea the upper 10 meters reaches
the values of 7–13 ◦C. During July (4.14, lower row) and August the heat mixes its way
downwards and the SBTs are from 1 to 5 ◦C colder than at the surface. In the Gulf of Finland
the heat spreads from east to west and it reaches the deep water in GoF, GoR and BB. In
the simulation S_56_l the section between the Öland and Gotland is warmer from July to
October than in the other two simulations.
The old winter water layer narrow as the thermocline gets deeper during the summer
months until it disappears during the autumn mixing during September – November. The
autumn mixing starts from surface layer and in some part the "warm summer water" is
visible during October (4.15, lower row) in the median SBTs values.
In September the SBT start to decrease and the median temperatures are less than 14
◦C. The warmest area is in the eastern Gotland Basin, where the mean temperature is up
to 16 ◦C. In October and November the water column mixes and the weak thermocline
sinks towards the halocline depth. The SBTs are south to 60 ◦N 8 – 13 ◦C and north to 60 ◦N
between 4 and 9 ◦C.
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Figure 4.11: The median SST (upper row) and SBT (lower row) in ◦C for period 1971-2007. The values smaller
than ± 0.05 ◦C are masked.
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Figure 4.12: The median SST (upper row) and SBT (lower row) of January in ◦C for period 1971-2007. The
values smaller than ± 0.05 ◦C are masked.
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Figure 4.13: The median SST (upper row) and SBT (lower row)of April in ◦C for period 1971-2007. The values
smaller than ± 0.05 ◦C are masked.
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Figure 4.14: The median SST (upper row) and SBT (lower row) of July in ◦C for period 1971-2007. The values
smaller than ± 0.05 ◦C are masked.
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Figure 4.15: The median SST (upper row) and SBT (lower row) of the October in ◦C for period 1971-2007.
The values smaller than ± 0.05 ◦C are masked.
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Figure 4.16: The median thermocline depth in meters of July in m for period 1971-2007. The values smaller
than ± 0.05 ◦C are masked.
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4.4 Changes of temperature
The temperature change for whole study period is shown in a figure 4.17. At the surface
(upper row) the average trend is 0.2 – 0.4 ◦C per decade. It is smaller than this in the south-
ern Sea of Bothnia and larger (0.4 – 0.6 ◦C per decade) in the eastern Gulf of Finland and
eastern Gotland Basin. Below the surface (lower row), the intermediate layer is warming at
the rate up to 0.6 ◦C per decade. The small trends occur in the depths of 20 – 50 m. The
simulations differ most in the deepest layers (lower row and in figures 4.18 to 4.21, lower
rows). In the Bay of Bothnia and in the Gotland Basin the simulation S_84_h shows weak
or no trend. In the western Gotland Basin the trend is slightly negative and in the eastern
Gotland Basin the temperature was slightly increasing. In Bay of Bothnia the trends varied
with season, but in overall the bottom layer is getting warmer. In the Bothnian Sea the
temperature is decreasing in all simulations, more in the S_56_h and S_56_l (usually -0.2–
-0.4 ◦C per decade, up to -0.8 ◦C per decade from February to April) than in the S_84_h
(usually less than -0.2 ◦C per decade, up to -0.4 ◦C per decade). Also the bottom layer in
the Gotland Basin and in the Gulf of Finland are getting cooler in simulations S_56_h and
S_56_l at the rate of -0.0 – -0.4 ◦C per decade. The biggest decreasing is in the western
Gotland Basin.
During the study period there is no clear trend in the ice thickness (not shown) in
December, January or May. The ice thickness is decreasing in major parts of the Bay of
Bothnia despite the areas north to 65◦N, where ice is thinning at the rate if -5 cm – -10
cm per decade. In the Gulf of Riga the sea ice is thickening at the rate of 5 cm – 10 cm per
decade in March.
There is more noticeable change in the ice concentration (not shown) than in the ice
thickness. Ice concentration is shrinking in the Bay of Bothnia in December, in January
and in May, in the Bothnian Sea during February and in the eastern Bothnian Sea during
March and between 62 ◦N – 65 ◦N during April. On the other hand, sea ice concentration is
increasing in the Gulf of Riga and in the northern Gotland Basin in March and April, in the
Bay of Bothnia during February and during January in the northern Gotland Basin.
The changes in the ice season reflects to the SST changes during the winter. During
the December and January the SST (see figure 4.18 upper row for January) is warming
0.2 – 0.4 ◦C per decade in almost over the whole Baltic Sea. In the northernmost Bay of
Bothnia and in the easternmost Gulf of Finland the trend is close to zero. From February to
March the SST (not shown) change in the Bay of Bothnia, in the Bothnian Sea, in the Gulf
of Finland and in the Gulf of Riga are close to zero due to the ice cover. In the Baltic Proper
the temperature is changing on average 0.2 – 0.4 ◦C per decade in February and 0.0 – 0.2
◦C per decade in March.
During February and March, the southern Bothnian Sea has a weak decreasing in
temperature in the simulations S_56_h and S_56_l. In simulation S_84_h there is no trend
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in this area. On April and May (see figure 4.19 upper row for April), the cooling area
expands in all simulations from Bothnian Sea to the parts of the northern Gotland Basin,
the Archipelago Sea, the western Gulf of Finland and the Gulf of Riga. The trend is close to
zero, but in April and May also -0.2 – -0.4 ◦C per decade trends occur. Areas outside this
have a positive trend and during the May the warming of 0.4 – 0.6 ◦C per decade is reached
in the Bay of Bothnia in the simulations S_56_h and S_56_l.
During the December and January the whole intermediate layer (coastal zone) is getting
warmer (figure 4.18 lower row for January). In December the rate is on average 0.2 – 0.4
◦C per decade and in January north to 60 ◦N 0.0 – 0.2 ◦C per decade. The Gulf of Riga and
the eastern coast of the eastern Gotland Basin are warming 0.2 – 0.4 ◦C per decade from
December to March and 0 – 0.2 ◦C per decade from April to May (see figures 4.19 upper
row for April). In the Bornholm area the temperature is decreasing in the eastern side of
the island and increasing around it. The simulations differ here so that in the simulation
S_84_h the cooling area is smaller than in the other two simulations. From February to
March the the shallow area in the northern Gotland Basin to the Swedish coast in the
western Gotland Basin is getting warmer 0.2 – 0.4 ◦C per decade. In April and May the
trend less than 0.2 ◦C per decade. In May, the northern coasts of the Bay of Bothnia has a
positive trend up to 0.4 ◦C per decade.
In June, the SST is increasing (not shown) in the Bay of Bothnia at the rate up to 0.6-0.8
◦C per decade in the simulations S_56_h and S_56_l. In the simulation S_84_h the increase
is smaller and same as in the easternmost Gulf of Finland, 0.4-0.6 ◦C per decade. Despite
the cooling area in the Bay of Bothnia, the SST trend during the June and July (figure 4.20,
upper row) look similar to each other. In the western coasts of the Bothnian Sea and the
Baltic Proper and in the northern coast of the Gulf of Finland (the northern Gotland Basin)
the temperature change is close to zero or slightly negative. When moving across the bays,
the trend turns to positive and in the eastern (southern) coast the change is up to 0.6
◦C per decade. The temperature change is more noticeable in the simulations S_56_h and
S_56_l than in the S_84_h, where the close to zero trend expands to southern Bothnian Sea
in June.
From August to October (figure 4.21, upper row) the whole surface layer gets warmer.
In August on average 0.2 – 0.4 ◦C per decade and in September and in October on average
0.4 – 0.6 ◦C per decade. The coastal areas and the eastern Gotland Basin warm up more
than other parts of the Baltic Sea, but no clear patterns can be identified.
In November (not shown) the SST trend is close to what it is in June: in the western
Baltic Proper and in the Bothnian Sea the trend is close to zero, and in the other areas
the trend is 0.2–0.4. In the eastern coast of the Bay of Bothnia the trend is up to 0.6
◦C per decade.
In the intermediate water, the temperature changes are stronger than at the surface.
The two warming lines go from the southern coast of the Bornholm Basin via the eastern
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coast of the Gotland Basin and the Gulf of Riga to the southern coast of the Gulf of Finland.
The other one goes from the coasts of the Bay of Bothnia via the coast of Finland to the
Archipelago Sea.
The former gets warmer almost through the year and during the summer and autumn
the temperature changes are up to 1 ◦C per decade. Intensive warming starts from the
southern coast of the Arkona Basin, the Bornholm Basin and the Bay of Gdansk in May.
The warming area moves towards the north withing the year and it is most noticeable from
June to October (figures figs. 4.20 and 4.21, lower rows). The latter one starts to develop in
June from the northern coast of the Bothnian Bay. In July (figure 4.20, lower row), when
the warming is in maximum up to 1 ◦C per decade, the area reaches the Arcipelago Sea
and from August to October (figure 4.21, lower row) the line is completed. During the late
summer and autumn, the temperature changes are around 0.4–0.6 ◦C per decade. The
both lines reduce in November.
In the shallow areas of the southern Gotland Basin and of the western Bothnian Sea the
temperature is rising from July to November. In the eastern coast of Swedish the changes
are smaller than in the east and partly opposite. From August to October (figure 4.21,
lower row) the area is getting warmer in a very narrow area close to the coast. The trend
of warming is 0.2 – 0.6 ◦C per decade. The area around the Bornholm island is the very
dynamic. The temperature trend varies ± 0.6 ◦C per decade between the east and west
sides of the island. From May to August the eastern, and the deeper part of the Bornholm
has a postive temperature trend. Otherwise, the trend is negative.
The changes in the thermocline depth for the whole Baltic Sea are analysed from June
to September, since in May and October the well-mixed situation is common in parts of
the sea.
In May (not shown) in the simulation S_84_h the thermocline trend is similar to the
halocline depth trend, whereas in the simulations S_56_h and S_56_l the trends differ
and in the BoB thermocline has a strong negative trend indicating that the formation
of the seasonal thermocline starts earlier than before. In the southern coastal areas the
thermocline trend is positive, but less than 1 m per decade.
In June (not shown) south to 60 ◦N the thermocline it getting deeper at the rate of 0 –
1 m per decade. In the simulation S_84_h the change is larger, 1 – 2 m per decade at the
central Baltic Sea. In the Gdansk Bay, the thermocline change is up to 3 m per decade.
In the Gulf of Finland the northern coast has a slightly negative and the southern coast a
positive trend. North to 60 ◦N the change is small, ± 1 m per decade. In the simulation
S_84_h the Bohnian Bay has strong negative trend, which may indicate that the seasonal
thermocline develops earlier than before.
The change of thermocline depth in July (figure 4.22) has almost the same patter as
June, but in the eastern coast of the eastern Gotland Basin the trend is up to 4 m per decade,
and in the Gdansk Bay it is up to 5 m per decade. The trends in this area are comparable
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to the SBT trends. Also the western coast of the Gotland island has the trend of 1-2 m per
decade. In the Gulf of Riga, in the Bothnian Sea and in the Bay of Bothnia the pattern has
changed to difference in between east and west sides of the basins so that the western side
has a negative and the eastern side a positive trend. In the eastern cost of the Bothnian Sea
the trends are up to 2 m per decade.
In August (not shown) the difference between the east and the west basins is even
stronger. The negative trend is dominating in the western Gotland Basin, the Bornholm
Basin, the western nGB, the eastern Gotland Basin, central BoB and in the central BoS
(excluding the simulation S_84_h). The maximum positive trends in the eastern coast of
the eGB and the GnB are up to 3 m per decade and in the GoF and nGB the trend is west to
25 ◦E 1-2 m per decade. The trend is also positive in the coasts of the BoS and BoB.
In September (not shown) the halocline gets deeper in the eastern BS, GoF, eastern GB
and GoR at the rate of up to 2 m per decade. The negative trends are up to 2 m per decade
in the BB, east to Öland and wGB, and the western BoS.
In October (not shown) the thermocline trend is close to halocline trend north to 60
◦N. In the Baltic Proper the thermocline has a negative valueas, whereas the halocline has
positive ones. This can be explained for longer seasonal stratification period. Also in the
eastern coast of the eGB the thermocline trend is still visible as a narrow positive line.
40 CHAPTER 4. RESULTS
55
°N
60
°N
65
°N
15°E 20°E 25°E
S_84_h
55
°N
60
°N
65
°N
15°E 20°E 25°E
S_56_h
55
°N
60
°N
65
°N
15°E 20°E 25°E
S_56_l
55
°N
60
°N
65
°N
15°E 20°E 25°E
55
°N
60
°N
65
°N
15°E 20°E 25°E
55
°N
60
°N
65
°N
15°E 20°E 25°E -1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
Te
m
pe
ra
tu
re
, [
◦ C
/1
0y
]
Figure 4.17: The trend of the SST (upper row) and SBT (lower row) in ◦C per decade for period 1971-2007.
The values smaller than ± 0.05 ◦C are masked.
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Figure 4.18: The trend of the SST (upper row) and SBT (lower row) of January in ◦C per decade for period
1971-2007. The values smaller than ± 0.05 ◦C are masked.
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Figure 4.19: The trend of the SST (upper row) and SBT (lower row) of April in ◦C per decade for period
1971-2007. The values smaller than ± 0.05 ◦C are masked.
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Figure 4.20: The trend of the SST (upper row) and SBT (lower row) of July in ◦C per decade for period
1971-2007. The values smaller than ± 0.05 ◦C are masked.
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Figure 4.21: The trend of the SST (upper row) and SBT (lower row) of the October in ◦C per decade for period
1971-2007. The values smaller than ± 0.05 ◦C are masked.
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Figure 4.22: The trend of the thermocline depth of July in meters per decade for period 1971-2007. The
values smaller than ± 0.05 ◦C are masked.
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4.5 Temperature anomalies
Opposite temperature trends are visible at the opposite sides of the bays. Therefore this
was studied more thoroughly and three cross sections from the southern Gotland Basin, the
western Gulf of Finland and the southern Bothnian Sea with monthly means removed were
taken. For the analysis, the simulation S_84_h was used. The evolution of the SBTs was
studied with Hovmöller diagrams (figure 4.23). The anomalies show periodic patterns, but
on the coastal area a few opposite phase events can be seen. The coastal point pair from
each crossection was chosen with almost equal depth for further studies. The coordinates
and the used depths of these points are listed in the table 4.24.
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Figure 4.23: Temperature monthly anomalies by S_84_h from the southern Gotland Basin, the Bothnian Sea
and the Gulf of Finland. The red dots mark the analysis points.
The timeseries of these points are shown in a figure 4.25. For each coastal point pair
the long-term variability, when the anomalies are close to each other, can be seen. In
the southern Gotland Basin and in the southern Bothnian Sea also short-term variability,
when the temperature anomalies differ, is detected. In the Gulf of Finland, there is no
similar phenomenon even though the anomalies are greater in values than in the other
two basins. The difference of the temperature anomalies are up to 8 ◦C in the southern
Gotland Basin and up to 6 ◦C in the southern Bothnian Sea. The anomalies were compared
to NAO-index and to each other (not shown), but no statistically significant correlation
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Table 4.24: The location and the depth for the coastal point pair for monthly anomaly analysis.
Basin Coordinates
(◦N,◦E)
Depth (m)
Southern Gotland Basin 56.15, 16.1 26.17
56.15, 20.7 24.13
Southern Bothnian Sea 61.2, 17.5 26.17
61.2, 21.0 26.17
Western Gulf of Finland 59.4, 24.0 22.10
59.9, 24.0 18.06
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Figure 4.25: Temperature monthly anomalies and the bathymetry of the crossections by S_84_h from west
and east coast of the Gotland Basin, the Bothnian Sea and the Gulf of Finland.
were found. When the anomalies were studied one month at time, it was found that in
the southern Gotland Basin from the December to May the anomalies have a positive
correlation (R2 >0.5, p <0.001), in June and November there is no correlation and from July
to October the correlation is negative (R2 = 0.2 – 0.3, p <0.01). In the southern Bothnian
Sea the positive correlation is during December and January (R2 = 0.3 – 0.4, p <0.001) and
negative correlation during September and October (R2 = 0.2 – 0.3, p <0.01). In the Gulf of
Finland the positive correlation is strongest during the latter half of the year from October
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to December (R2 >0.4, p <0.001). In summer and autumn, it is common that only one side
of gulf has a strong anomaly. These seem to be stable patterns and no significant shift in
time can be seen.
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Chapter 5
Discussion
5.1 Model sensitivity
At the surface layer, the initial conditions are close to each other both for temperature
and salinity. The different initial state in between the simulation S_56_l and the other two
affected on the SBT in the Baltic Proper. Initially, the simulation S_56_l was 1 ◦C warmer
than the other two. Within the first five years, the simulation S_56_h reached the same
temperature level as S_56_l. The S_84_h remained cooler than the other two, but the
difference reduced with time. The initial difference was more noticeable in the SBS in the
Gulf of Bothnia, where the salinity level of the simulation S_56_l was 1 %% lower than in
the other two. In the northernmost part (in station F2, not shown) it took around 20 years
for simulation to reach the salinity level of the S_56_h. Since S_56_l overshoot the level of
S_56_h, the balance with environment is reached even later. Even though the spin-up time
used was long enough for temperature, the effect of the initial condition can be seen in the
SBS of the Gulf of Bothnia as maximum values and positive trends.
The major differences between the simulations is caused by the difference in the
number of the vertical layers, since after the initial state, the simulations S_56_h and S_56_l
are close to each other and differ from the S_84_h. Since both the used atmospheric forcing
and the sea ice model were same for each simulation, the differences in surface conditions
and the length of the sea ice season have to be explained by the simulation sensitivity.
One of the reasons might be that the heat content of the simulation layers, and hence the
exchange with the atmosphere or the sea ice, varied. In simulation S_84_h the uppermost
layers are thinner than in the S_56_h and S_56_l, so the heat loss of the layer and the
response to the atmospheric and the sea ice forcing is faster. In a thesis of Ronkainen
(2013) the sea ice features of the NEMO Nordic sea are discussed more in detail. She
concluded that the difference between the simulation and coastal station in the length of
ice season, freezing and break-up date are within the margin errors. The maximum annual
ice thickness is significantly smaller in model results since the model has not a fast-ice
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description. The the difference in the SBT values can be a combined effect of vertical
resolution and initial conditions, since when S_56_h and S_56_l have reached the same
level (in 70s), the values start to decrease. Also, the observations in the deep Baltic Proper
are close to S_84_h values. This means that when modeling the shallow areas like Baltic
Sea, the vertical resolution is an important factor. It could be worth taking the different
kind of vertical coordinates or used combined system in order to get the characteristic of
Baltic Sea correctly modeled.
Since there are no significant differences between the SBT values in S_56_h and S_56_l,
it seems that the Baltic Sea models are not sensitive to the value of the bottom drag coef-
ficient. It could, however, have an effect on the water exchange in the shallow straits.
Differences in the length of the time-steps did not yield to noticeable differences in simula-
tions.
5.2 Modeled Baltic Sea hydrography
The modeled Baltic Sea hydrography interannual variability of the hydrographical prop-
erties in NEMO Nordic seem to follow the measurements. In this section, the simulation
results are discussed in respect to other studies.
Salinity levels in simulations were close to observed (Leppäranta & Myrberg, 2009).
The evolution of salinity, however, had noticeable differences between the simulations.
In S_84_l, as discussed in a previous section, the salinity level was initially biased and
the evolution of salinity was affected by this. In the most fresh simulation, S_84_h, the
salinity is decreasing rapidly, 0.3 – 0.5 %%per decade. For the same initial condition, in the
simulation S_84_h the change is -0.1 – -0.3 %%per decade. This is close to what have been
shown in other model studies (Väli et al., 2013) and what have been reported by Winsor
et al. (2001): during the period 1971 – 1994 the Baltic Sea mean salinity drop 2.85 %%per
decade. The reduced salinity level for this period is explained by the increased runoff
together with increased westerlies and reduced salt water inflows during the stagnation
period(Meier & Krauker, 2003). The forecast by (Neumann, 2010) predict that the observed
change would continue and salinity level would drop by 2 %%by the end of this century.
The halocline depth had a large variations and it is evident that the seasonal halocline
is stronger in the weakly stratified model than the permanent halocline during runoff or
precipitation peaks. The halocline depths over 100 m was also found in simulations. These
can be linked to inflow as proposed in Mälkki & Tamsalu (1985). In a combined measured
and model study of Väli et al. (2013) the Baltic Sea halocline variability was studied for 1961
– 2007. They found similar features as in this study: the halocline varies with season in
and the interannual variability is considerable, up to 20 m in the Baltic Proper. The results
of this study show, however, even larger variability and in simulations S_56_h and S_56_l
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lower halocline depths than observed or reported before.
The most interesting outcome of this study is the temperature and thermocline changes
over the study period. The average modeled SST trend was 0.2–0.4 ◦C per decade, but there
are noticeable differences with the season and both within and between the basins. The
intense warming of the SST continues from June until December over the whole Baltic
Sea and south to 60◦N during the other months. This refer to shorter sea ice season and
therefore the longer time when the sea is exposed to the atmosphere and wind introduced
mixing. These results are similar to previous literature (see section 1.1).
During the summer and autumn both SST and SBT in regions shallower than 40 m
are getting warmer and the thermocline depth is increasing. The change is largest in the
eastern Gotland Basin in the Balkan coasts, where SST values are up to 0.8 ◦C per decade,
SBT up to 1 ◦C per decade and the thermocline is getting deeper in the eastern Gotland
Baisin and in the Gulf of Finland at the rate of up to 4 m per decade. On the other hand, on
the Swedish coast the opposite trends are found for SST from May to June and for cline
depths from July to September. During summer and autumn the mixing layer gets warmer
and deeper in all the simulations. The baroclinic inflows may have an effect to this but it
also likely that more heat is added from the atmosphere and the thermocline gets deeper
during the summer months than before. There is anomaly of the change in the lateral
(west-east) plane, which may be due to the changes in the upwelling frequencies or in the
atmospheric circulation. In the previous literature is lacking of description of the intense
warming of eastern Gotland Basin described in this study. In order to verify these results,
the measurements from the area would be necessary. Now used HELCOM dataset does
not have stations in the coastal areas, where the most noticeable changes are modeled.
The decreasing of SST in the Archipelago from February to June is partly explained
by the sea ice conditions, since this area is at the edge of the maximum ice extent for the
average ice winter and several ice winters at the end of the study period (from 2002 to 2007)
were average instead of mild. The area is similar to sea ice concentration increasing area in
March. The ice conditions do not explain, however, the decreasing of SST in late spring
and early summer, when the sea ice have already disappeared. Those changes should be
possible to explain with the changes in the surface air temperatures, but no reports of
decreasing spring air temperatures was found. Several satellite data based studies (Bradtke
et al., 2010; Siegel et al., 2008) have reported the decrease of SST over the Baltic Sea for
winter months during the recent decades. The change reported for northern Gotland Basin
and the Bothnian Sea for February and March were 0.5 ◦C per decade for period 1990 –
2004 (Siegel et al., 2008). These are larger values than found in this study, but are in order
the same scale.
The decreasing trend of the deep SBTs are not previously reported in measurement
based studies. Here, however, the deeper layers (depth over 60 meters) are cooling at
rate of 0 – -0.4 ◦C per decade. As discussed in previous section, the S_56_h and S_56_l
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simulations are warmer than measured in the Gotland Basin and that by the end of the
study period, they have reached the observed measurement level. It would be interesting
to study a longer time period to see, whether these two simulations follow the observed
temperature evolution or if the temperature continues to decrease in these simulations.
The negative trends were found, however, in all simulations in the western Gotland Basin,
in the Bothnian Sea and in the eastern GoF. These may be due to too diffusive mixing, when
the heat is moved from the warmer bottom layers upwards faster than in the reality.
The anomalies studied reaches the depth less than 40 meters witch is above the per-
manent halocline and hence in the mixing layer. The positive correlation was found during
the winter and spring months, when the water column is well mixed. The negative correla-
tion in Gotland Basin and in the southern Bothnian Sea in summer and autumn are partly
explained by changes in upwelling/downwelling frequencies. Lehmann et al. (2012) stud-
ied the coastal upwelling based on the satellite data for 1990–2009 from May to September.
They found that the trend for upwelling frequencies has increased in the Swedish coast and
in the northern Gulf of Finland, and decreased in the eastern coasts of Bothnian Sea and
eastern Gotland Basin, and southern Gulf of Finland, i.e., the cold anomalies has increased
in the Swedish coast and Finnish coast of GoF, and reduced in the eastern coast of the Baltic
Proper and Bothnian Sea, and Estonian coast of GoF. The earlier model study based on
vertical velocities for 1979–1988 by Myrberg & Andrejev (2003) found that the downwelling
frequencies in the eastern and southern coast have increased. Since the analysis were done
for whole period and not for each month separately and since they do not included the
autumn months, they can not applied straight to these results. However, they support the
results.
5.3 Impacts of the changes
The simulated salinity change is stronger at the bottom layer in a most part part of the
Baltic Sea than at the surface. This indicates, that the stratification of the water column has
reduced and the mixing of the water column reaches higher depths. The study of Neumann
(2010) predicted, that the density difference between the surface and bottom layer will
decrease during the next 50 years and due to the weakened stratification, the oxygen level
of the bottom waters would increase slightly. It is worth to discuss, whether the regional
changes in density are already great enough to have an effect on the stratification or on the
baroclinic circulation. Since only the salinity and temperature was looked in this study, no
conclusions can be drawn.
The modeled hydrographical changes have, together the interactions with multiple
anthropogenic forcing, impacts on the Baltic Sea ecosystem and the usage of the Sea area.
The majority of the Baltic Sea species are marine origin, for example around 70 % of the
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fish species of the Baltic Sea are marine. This means, that they have adapted to the saline
conditions and the decrease in the salinity level could led to disappearance of these species
in the Baltic Sea. The changes in the species would probably be smallest in the northern
Baltic Sea, where the salinity level and the number of species is already low. There have
been reports of the changed of dominance from marine species to typical brackish-water
species during the past decades in the Baltic Proper. (HELCOM, 2009)
The higher water temperature has been connected to the increase in the primary
production. This would decrease the visibility of the sea and reduce the oxygen level. It has
been predicted (Neumann, 2010; Meier, 2006; Kont et al., 2014), that the changes in winter
climate cause increasing flooding risk in the eastern Baltic Sea. The milder ice season
could benefit the marine traffic, since in the ice-free conditions more ships are able to use
the water ways.
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Chapter 6
Conclusion
In this study the Baltic Sea hydrography for the past decades was studied. The main focus
was in the surface and in the bottom layers. The surface layer is well studied, but studies
of the bottom conditions in the whole Baltic Sea scale are rare in number and this study
lighten the hydrographical changes for the whole water column. The analysis was carried
out with three hindcast simulations based on the North-Baltic Seas model, NEMO Nordic.
During the 37-year study period large regional changes over the Baltic Sea were found. The
main findings can be summarized as follows
• The model requires a spin time before the study period. Before the right initial
conditions and parametrizations are found, this is for salinity in the northern Baltic
Sea up to two decades.
• The vertical resolution of the North-Baltic Sea model is a crucial factor.
• The NEMO Nordic model responds well to the interannual variability both at the
surface and bottom layers. The model is slightly cooler at the surface and warmer
at the bottom than the measurements and the salinity level is highly simulation
depended. The biases may be due to too diffusive vertical mixing.
• The climate change effects the whole Baltic Sea. The major changes up to 1 ◦C per decade
are observed above the halocline late autumn.
• Modeled trends of SST and SBT manifest large regional differences. Locally, negat-
ive trends in 30 year time scale are found regardless of a positive trend in a Baltic
Sea scale. Regional differences are expected due to changes in circulation and in
upwelling/downwelling intensity.
According to the findings, the Baltic Sea is undergoing a rapid change. Since only the
temperature and salinity data was used, the changes in the circulation and stratification
are left to future studies.
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