A unique 4-cm-resolution data set of stratocumulus cloud liquid water content (LWC) made possible, for the first time, the generation of credible models of cloud LWC down to centimeter-scales, well below the photon mean free path (mfp) which is typically tens of meters. These models are exploited to study the errors in the usual assumption of LWC homogeneity within three-dimensional (3D) radiative transfer grid boxes, by doing Monte Carlo computations for 30-m cubes resolved down to IO-cm scales. Cloud models with and without vertical variability are compared. We found that vertically homogeneous but horizontally variable cloud structure produces cloud radiation biases of 3-5% relative to the assumption of complete homogeneity. The addition of vertical variability similar to the horizontal variability reduces these biases well below 1%. We therefore conclude that 3D cloud models resolved down to the mfp scale (20-30 m for marine stratocumulus clouds), with an incorrect assumption of homogeneity below that scale are sufficient for modeling radiative properties averaged over mfp and larger scales in both visible and near-infrared spectral regions. This conclusion is restricted to only the overcast cases.
Introduction
It is well recognized that any variability of cloud optical depth decreases the domain averaged radiation reflected from clouds;
this is a direct consequence of the convexity of the reflectance as a function of optical depth, and it is expressed mathematically as
R(rl) + R(z2)
Tl +T2
I R(-1, (1)
where R is reflected radiation and z is cloud optical depth. For marine stratocumulus (SC) clouds, the decrease in cloud albedo for a general circulation model (GCM)-scale grid (more than 100 km by 100 km) is around IO-15% [Cahalan, 1994; Chambers et al., I997a; Barker, 19961 . For homogeneous clouds to have the same albedo as inhomogeneous ones requires up to a 30% reduction in their cloud liquid water [Cahnlan, 19941. The extension of these results to small-scale satellite grids (e.g., 30 m for Landsat) is not obvious, however, because these scales are near the average photon mean free path (mfp) for solar radiation.
As a matter of fact, (1) assumes that radiative transfer in each vertical column does not depend on that in other columns [Cuhalnn et al., 19941; that is, R(zl) is independent of ~2. This is of course not valid for small, less than photon mfp, scales where any change of 9.2 will necessary affect R (T,) .
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As far as we know, there are only a few studies that address the issue of sub-mfp variability in cloud-radiative properties. Stephens et al. [ 19911 and Davis ef al. [ 199Ia] show that ensemble-averaged direct transmittance deviates from the standard exponential behavior, as already remarked by Romanova [1975] for spatial averages. Indeed, the classic derivation of Beer's law explicitly requires extinction to be constant.
Conversely, Davis [I9921 shows that if ensembleaveraged direct transmittance is exponential for all distances, then the medium is necessarily homogeneous.
As ,a result, photon free path is therefore exponentially distributed only in homogeneous media. More recently, Knyazikhin et al. [ 19981 applied radiative transfer to vegetation canopies with vertical structure simulated by the Cantor set [e.g., Mandelbrot, 19771 . They found that as soon as the Cantor-set-like small-scale variability is taken into account, the canopy transmittance no longer follows Beer's law; to force Beer's law to work again, one needs to exponentiate the optical depth by I/D where
19771 is the fractal dimension of the Cantor set.
Turning to multiple scattering, Cnhafan [1989] , Gabriel et al. [1990] , and Davis et al. [1990, 199la, b] performed numerical and/or analytical computations for cloud systems modeled with singular cascades.
In such scale-invariant models, liquid water content (LWC) is concentrated onto a rather sparse subset of space; photons therefore visit many grid cells with small but variable extinction values between two scatterings.
In all of these studies strong variability effects were found in the domain-averaged albedo. Ensembleaveraged results using nonfractal Markovian variability models lead to similar conclusions as soon as their parameters are tuned to yield extinction fluctuations at sub-mfp scales [Avaste and Vainikko, 1974; Titov, 1990; Malvagi et al., 1993; Byrne et al., 19961. A "mean-field" approach to multiple scattering in media with sub-mfp variability is to use homogeneous plane-parallel theory but without the standard assumption of exponentially 19 .557 distributed photon free paths.
In this spirit, Albrecht ef al., 1988, 19951 , plus high aircraft speeds, has prevented spatial resolution of better than 10 m, and most LWC data has a true resolution of no better than 30 m due to inadequate sampling statistics.
Lacking high spatial resolution data, it was necessary to make assumptions.
The nearly universal assumption was homogeneity, which creates unnatural scale break in the power spectrum of LWC but which was thought to introduce negligible errors. The opposite assumption is the extreme form of variability; singular (multi)fractal cascades with extreme intermittency lead to significant effects on cloud radiation from sub-mfp variability.
Recent 4-cm resolution measurements of LWC by Gerber et al.'s [I9941 Particulate Volume Monitor (PVM) allowed us for the first time to asses whether either of these assumptions, complete homogeneity or extreme variability, are useful or whether a better assumption than either is necessary. Davis et al. [1998b] applied scale-by-scale analysis to Gerber's data and found a strong centimeter-scale variability, which is consistent with Baker's [I9921 earlier findings and the recent report of a strong preferential concentration of cloud droplets by Shaw et al. [1998] . Davis et al. [1998b] simulated the Gerber probe to see if the centimeter-scale fluctuations were merely an artifact of the finite size of the sampling volume and instrumental filtering and showed that Poissonian noise imposed on a homogeneous background cannot explain the increased variability, which therefore is considered to be physical.
This effort makes it possible to generate credible models of cloud LWC all the way down to centimeter-scales, at least for marine Sc.
In this paper, we restrict our focus to single stratus layers, but we justify our models for internal cloud structure with data. More precisely, we exploit our new understanding of sub-mfp LWC variability to study the error in the usual assumption of homogeneity in three-dimensional (3D) radiative transfer grid boxes, by doing Monte Carlo computations for 30-m adjacent cubes, resolved down to IO-cm scales, with LWC modeled according to the results of the Gerber probe analysis. Sections 2 and 3 review the analysis of the high-resolution Gerber probe and indicate ways of generating 3D fractal cloud models based on this data. Section 4 shows the results of radiative transfer calculations for these modeled clouds and compares them with calculations for cloud models that assume homogeneous structure below a photon mfp. In section 5, we discuss our results in the light of a recent study on the general phenomenology of 3D radiative transfer [Davis et al., 1998a] . Concluding statements are made in section 6.
Variability in Cloud LWC Data
Analyzing LWC data obtained at an unprecedented 4-cm resolution [Gerber et al., 19941 during the Southern Ocean Cloud Experiment (SOCEX), Davis ef al.
[ l998b] discovered a power-spectrum scale-break around 2-S m (Figure 1 ). This break separates two distinct scaling regimes: the first from 8 cm (the inverse Nyquist frequency) to about 2-5 m and the second from 2-5 m to about 1 km. Fitting power laws to the two segments of the power spectrum in Figure 1 leads to two scale-invariant regimes: 
The scale-break around 2-5 m is robust and appears also in the multifractal statistics such as singular measures and structure functions [Davis et al., 1994, l998b] . The l.3-km upper bound is neither statistically nor physically important; it is just the length of the smallest data set analyzed by Davis et al. [ 1998b] . Other cloud LWC data measured during First International Satellite Cloud Climatology Project Regional Experiment (FIRE) [Albrecht et al., 19881 and Atlantic Stratocumulus Transition Experiment (ASTEX) [Albrecht er al., 19951 field programs show a scaleinvariant regime from lo-60 m to 30-50 km [Davis et al., 1994, 19961 .
The large-scale spectral exponent Plarge in SOCEX data is in good agreement with spectral exponents in FIRE and ASTEX LWC data. The spectral exponent p for each scaling regime is estimated by fitting the ensemble-average E(k) to a power law.
The ensemble average is obtained from 37 independent intervals of length 1.3 km (215 points). A scalebreak around 2-5 m is indicated.
In general, small-scale fluctuations can be caused by This cascade model is a singular discontinuous one; as i + -, cp(x+r) decorrelates from q(x) if scale r + 0. As a result, its spectral exponent is always less than 1, namely [Meneveau and Sreenivasan, 19871, w/')= d+)= { ;;,-p) } (0 <p < 1/2),
2"large t5b)
j= I
The spectral exponent of the large-scale fluctuation is given by (4~) and requires H = 0.31 to match the value in (2). For small scales we use fractal interpolation [Barnsley, 19881. As an interpolator, we choose a simple p-model, which is completely defined by psmall and gives us &,,,,I < I. We have
where ojk is the extinction coefficient at scale r = W2ntota' with
the total number of cascade steps ntotat = nlarge+n,,,ll, and consequently, the total number of points is 2ntota1. According to (2), this model is an appropriate candidate for the Figure 2a illustrates the wavenumber spectrum of the above small-scale regime of cloud LWC.
A simple way to obtain p > 1 is to reduce the variance of the model, where nlarge = 6 and n,,,ll = 7. We clearly see two distinct scaling regimes similar to those in Figure 1 . If we set multiplicative weights in (3b) at each cascade step. Taking the largest scale L = 300 m, then the scale-break r* = L/2"large = 4.7 m and the smallest scale ! = L/2nfotat = 0.04 m. The parameters remaining to be defined are the mean extinction coefficient (cr) and geometrical thickness h. We set (0) = 43.3 km-t and h = 0.3 km, respectively; these correspond to typical marine SC clouds with mean optical depth (T) = 13. Setting (7) = 13 gives a range of optical depth Z] from 2 to 70, while ti has a range from 3 to 36; here T,, an d z are local optical depths at scales ,!J2ntota' and Ll?"'"'$ respebtively.
Another characteristic of the optical depth distribution is the gamma function parameter v = (~)2/((~2)-(~)2). It is widely used as a measure of the width of the pdf of z [Barker ef al., 19961 . Our model yields v = 3, while the range of v for LWC measurements during SOCEX is from 2.3 to 3.9 [Davis et al.. 1998b] .
To summarize, in this model our clouds are viewed as a vertically homogeneous stratus deck of thickness h where both upper and lower boundaries are horizontal planes. The extinction field depends only on one horizontal coordinate,
Thus the local optical depth
0 also depends only on the x coordinate.
Large-and Small-Scale Cloud Models: T w o 20 Cases and One 30 Case
The 2D and 3D cascade models are straightforward generalizations of a 1 D model (e.g., see Mnrshak et al. [ l995a] for the 2D bounded model details).
Similar Outer curves correspond to x-y variability, while inner curves correspond to x-z variability.
At scale r* (4-5 m), each curve bifurcates into two branches which represent bounded and singular models.
Note that optical depth curves for x-z variability defined by (8b) do not distinguish between bounded and singular models. The resolution of Landsat is indicated for comparison.
restrictive, since it forces liquid water conservation at each point in space. Canonical models are less restrictive but only conserve cloud liquid water "in the long run."
Figures 2b (upper lines) and 2c illustrate energy spectra of 2D and 3D fields of extinction 0.
Here the 2D cascade model was simulated microcanonical, while the 3D one was simulated canonical.
Both energy spectra clearly show the scale-break separating two scaling regimes as observed in LWC data and described by (2).
The same 2D cascade model is used to simulate two different extinction fields. The first one is vertically homogeneous with x-y variability; that is,
Natural Scales
Radiative Smoothing
0)
The second model assumes variability in n-z directions,
thus the local optical depth field will vary in only one horizontal direction,
Note that the variability of optical depths T(X) defined in (6b) and (8b) are completely different.
While z(x) defined in (6b) has a lognormal-type pdf and a rich structure with an autocorrelation function identical to that of the extinction coefficient, the local optical depth field defined in (8b) is a weakly variable function (see lower curves in Figure 8 ) with a Gaussian-type pdf. Its wavenumber spectrum is scale-invariant ( Figure 2b ) with spectral exponent Btarge&smatt > Ptarge; this is another indication on the weaker variability of z-fields in X-Z geometry than in x-y one. For the multifractal properties of these models, see Naud et al. [ 19961. To illustrate the range of optical depth for both 2D models, in Figure 3 we plotted ziiiax and 'cd" of both z-fields defined by (7b) and (8b), respectively.
With 11 cascade steps, the range of scale varies from L = 300 m down to P = 15 cm. For x-y variability, we clearly see the effect of the scale-break at 4-5 m, while the range of optical depth for x-z variability remains almost unchanged.
As expected from (3b) and (4b) for n-y geometry, a singular model, as an interpolator, substantially increases Tmax and only slightly decreases Z,in. In contrast to the integration (7b), which is just the product of extinction o(x,y) and h, the integration (8b) substantially tames the variability of cr(x,z); the range of z (dependent on realization) is, on average, between 9 and 18.
The 3D model has similar scaling properties to that with x-z variability; its 2D optical depth field
is a weakly variable with no scale-break. Altogether we have four cloud models; each of them has extinction energy spectra similar to those of LWC measured during the SOCEX field program.
However, the properties of the corresponding optical depth fields are quite different. While the extinction fields with no vertical variability (x and x-y geometries) have optical depth fields similar to those of extinction, the x-z and x-y-z geometries produce less variable optical depths. As a result, these two classes of models (with and without vertical variability) represent extreme cases rather than a realistic structure of cloud liquid water. Unfortunately, no data of small-scale variability of optical depth to check the validity of our models are expected in the near future. It is very likely that the real cloud structure is somewhere between these two extreme cases but closer to the cases with vertical fluctuations (for x-z extinction fields retrieved from the combined microwave radiometer and millimeter-wave radar measurements, see Zuidema and Evans [ 19981) . Figure 4 schematically summarizes all four cloud models; number of cascade steps and scale ranges are added for convenience.
Three natural and two artificial scales are indicated.
For typical marine SC ((z) = 13 and h = 300 m), the natural scales are radiative smoothing scale (3hl(~)"~ = 200--300 m [Marshak et al, 1995b] ), mean mfp (hl(~) = 20-30 m), and LWC scale-break (= 2-5 m). The artificial scales used in this paper are the Landsat pixel (= 30 m) and the resolution of Gerber probe (PVM) LWC data (0.04 m). Note that while outer scales L for both vertically homogeneous and variable models are the same, the smallest scales ! are quite different; they depend on the maximum number of cascade steps for multidimensional models (11 cascades for 2D models and 7 for 3D models are defined by current limits of our computational power.) As a result, a ID model goes down to ! = 0.04 m while a 3D model only reaches ! = 1 m.
Finally, as an example, microcanonical properties were prescribed to 1D and 2D models, while canonical properties were prescribed to 3D models.
The only purpose of such an example is to show that the radiative transfer results reported in section 4 are valid for both microcanonical and canonical cases. However, a more physically justified 3D model will be microcanonical at large scales and canonical at small scales; this is more like what Shaw et al. [1998] For simplicity, we assume that no aerosol, no water vapor, and, finally, no surface reflectances are included into our "atmospheric" model.
Results
In this section we estimate the effects of sub-mfp variability on cloud radiation by comparing the reflectances of the above models with the ones that are scale-invariant down to the satellite grid-box (20-30 m) and homogeneous below this scale. Our focus will be on the reflectances at nadir, which is the viewing angle of the Landsat satellite.
In all calculations solar zenith angles are 0" and 60°.
X and X-Y Variabilities
We start with estimating the effect of x-y variability at different scales. Let with N = (Ur)2; denote the average over the grid-size LxL nadir radiance Ii computed for the 2D cloud model with a pixel-size rxr; below scale r the model is assumed to be homogeneous. The scale r = L corresponds to the plane-parallel case. We will first compare the results of Independent Pixel Approximation (IPA) and Monte Carlo (MC).
While the nadir radiance li computed by MC is a solution of the 3D radiative transfer equation [e.g., Marshak et al., 1995b] , the IPA radiance [Cuhalnn et al., 19941 N 
4&r) = i XII D(Ti) i= I (10b)
is just the average over all radiances computed on a pixel-bypixel basis using 1D radiative transfer. The difference between 3D and IPA illustrates the effect of net horizontal fluxes.
It is called the IPA bias; for marine SC the bias is about l-2% Chambers et al. 1997b] . Note that for sun in zenith, IIP ' I3D9 (lla) o eo=600; variable X variability F while for a slant illumination IIP < 13D.
(1 lb)
The inequality (11 a) has been theoretically justified by Davis [1992] ; for Landsat-derived cloud fields, both cases are discussed by Chambers et al. [ 1997b] .
The values z,,,(r) and T,i"(r) are scale-dependent maximal and minimal optical depths, respectively.
They represent scales r from L = 1000 m down to ! = 2 m; hence for these scales, the bounded model alone is sufficient to simulate the variability of cloud fields. The direct consequence of the "boundnesness"
(Tmax(r) < -) is the saturation of the nadir radiance 13D(L;r) for scales r below photon mean mfp, i.e., for r < I/(o) (= 20-30 m). To conclude, weak sub-mfp variability does not affect the radiances averaged over scales equal to or larger than photon mfp.
The conclusion will be different if we compare IjD(L;r) and IIp(L;r) for r running from L = 100 m down to JJ = 0.2 m. In this case, the small-scale variability is simulated with a singular model (Figure 5b) . First of all, note that the model becomes unbounded.
As a result of strong small-scale fluctuations of optical depth, the radiances keep decreasing with the increase of small-scale variability.
However, the decrease of the IPA radiances based on inequality (1) is much faster than the MC ones. The inequality (1 I a) does not work anymore; for any solar angle, MC radiances are larger than their IPA counterparts. Figure 5 . Biases between models with and without sub-mfp x-y variability for 16 Landsat-size (32x32 m2) pixels with optical depths simulated by a two-cascade 2D bounded model. Nadir radiances calculated for a model with no variability below 32 m are added for reference. 
for all 16 pixels and two solar angles. Here I is the nadir radiance calculated for a bounded model with no variability below 32 m; Ii (i = l,.. .,n) are the nadir radiances for the smallest resolution of ! = 6 cm and n = (29)2 = 262144 since nine cascade steps are needed to go from 6 cm up to 32 m. We see that while the average bias is around 3%, for some Landsatsize pixels, B can exceed 5%. As expected, the bias is larger for zenith sun than for a slant illumination.
Finally, a larger bias corresponds to pixels with smaller optical depths; this is understandable since the later case is closer to the broken cloud situation, where more radiation is transmitted through clouds and function I(T) has a larger gradient.
For better visualization, in Figure 7 we plotted nadir radiances computed for a cloud field with 1D variability only. The optical depth fields are added for reference. We see that the effects of x variability is similar to x-y variability, though it is less pronounced.
For example, the averaged bias between homogeneous 20 m pixels and variable down to P = 4 cm is only around 1%. As in the x-y case, the bias is larger for zenith sun and small optical depths. Note that in the 1D case we simulated horizontal variability from L = 300 m down to C = 4 cm using 13 cascades.
The effect of sub-mfp variability on cloud albedo [Cahalan, 19891 is different from the effect on nadir radiances. Using the singular cascade model (see (3a)-(3c)), Cahalan found that the mean albedo becomes insensitive to variations in optical depth on scales smaller than the photon mfp. Our numerical simulations with more realistic cloud models confirm this result: the average smallest-scale (! = 0.04 m) relative albedo bias does not exceed 0.5%. Averaging over 20-30 m brings the difference to negligibly small 0.1%.
For comparison, in our calculations (x variability only, 2t3 = 8192 pixels and P = 4 cm) the level of pixel-by-pixel Monte Carlo noise was 0.9% for fluxes and 1.5% for radiances. The average over 20 m (500 pixels) fluxes had only 0.04% noise, while radiances had 0.07%. The level of Monte Carlo noise for the case of x-y variability (22x1t = 4 IO7 pixels and I = 6.25 cm) averaged over 32x32 m2 was similar (= 0.05%), while, on the pixel-by-pixel level, it was 5.2% for fluxes and 8.4% for radiances.
X-Z and X-Y-Z Variabilities
In contrast to the only horizontal variability, X-Z and x-y-z cases assume similar fluctuation of the extinction coefficient in both horizontal and vertical directions.
As a result, the horizontal pixel-by-pixel variability of optical thicknesses r(x) or r(x,y) defined respectively by integrals (8b) or (9) is much weaker than the variability of their extinction counterparts.
The lower curve in Figure 8 illustrates 'r(x) for a homogeneous below photon mfp a(x,z) (4 cascades) and a variable down to Z = 15 cm extinction a(x,z) (1 1 cascades). We see that the horizontal distribution of optical depth has not been changed much with the increasing variability of o(x,z) (see Figure 3 for illustration of T,,,).
The effect of sub-mfp variability of o(x,z) on I(x) is minimal.
The average bias B, defined in (12) with n = 27 = 128 and Ii computed at I5 cm resolution, is less than 0.5% (which is much larger than the level of Monte Carlo noise). This bias remains unchanged even if the bounded model is extrapolated down to the smallest scale. In contrast to x-y variability, the bias is independent on either solar position or optical depth.
The effect of x-y-z variability on the radiation reflected from clouds is similar to that of x-z variability.
However, since our 3D cascade mode1 is canonical and does not conserve liquid water for each realization, the values of both radiances and albedos computed for models with different cascade steps have greater scatter than their microcanonical counterparts. The bold circles and squares in Figure 9 are the values of albedo R3D(L;r) and nadir radiance Z&L;'), respectively; Z&L;r) is defined in (10a) with L = 128 m, while R3&L;r) is its albedo counterpart.
Both RJD(L;r) and 13&;r) are averaged over three independent realizations of a cloud model and plotted versus scale r: from L = 128 m (plane-parallel case) down to e = 1 m (seven cascade steps). Even after averaging over three realizations. dots are still scattered.
Nevertheless, we can see that reflected radiation levels off below photon mfp; therefore sub-mfp variability of the extinction coefficient (see (J,,, and B,in To summarize, vertical variability of the extinction field o(x,y,z) substantially smoothes pixel-by-pixel fluctuations of cloud optical thickness r(x,y). As a result, the increasing strong variability of a(x,y,z) down to centimeter-scales does not decrease the radiances averaged over satellite-size grids not only for conservative scattering but also for absorbing wavelengths.
Discussion
In ID radiative transfer (i.e., horizontally homogeneous plane-parallel media), the basic transport phenomenology is determined by optical depth T: the dominant process will be ballistic motion if r << I and photon diffusion if r >> 1. In a recent study, Davis et al. [1998a] propose the norm of gradient of the inverse extinction,
x(x) = IV& 1, (14) as a diagnostic tool for the prediction of strong or weak 3D effects around point x. Like z, x is a nondimensional quantity. Illumination is the same as in Figure 9 . Nadir radiances I3D(L;r) computed for six different single scattering albedos liJo (1.000, 0.999, 0.995, 0.99, 0.98, and 0.95) and two different cloud structures (homogeneous below 32-m-cube and variable down to l-m-cube)
scatter-plotted against each other. The results are averaged over 128x128 m2 grid.
I. If x << I, we have "slow" variability, where l/o(x) varies little over a typical photon free path.
In this case, we anticipate relatively weak 3D effects that may possibly be modeled by approximate methods that are based on ID theory [e.g., Cahalan et al., 1994; Galinsky and Ramanathan, 19981 . This is the "linear mixing" regime in the theory of stochastic radiative transfer in binary media [Avaste and Vuinikko, 1974; Titov, 1990; Malvagi et al., 19931. 2 . If x >> I, we have "fast" variability, where many values of extinction are sampled over a typical photon free path. This case is similar to a homogeneous medium with extinction equal to the average because the cumulative optical distance can be approximated by mean extinction times the path length. This is called the "atomistic mixture" regime in stochastic radiative transfer.
In the random cloud models used in this paper, we go from the former extreme (at large scales) to the latter regime (at small scales), superposed onto the "slow" regime. That is why we find relatively small radiative effects of sub-mfp variability in simulated cloud liquid water.
Another common feature of these two extremes is that mfp is a well-defined quantity.
The rigorous definition of photon mfp at point x0 in direction Q is
where x(t) =x0 + tR. In the case of x >> I, mfp is close to the inverse of mean extinction obtained directly from average column liquid water.
In cases where x << I, extinction fluctuates relatively slowly around a well-defined mean; so global mean extinction is still a very relevant quantity.
In particular, it can be used to define a mfp, or at least a global mean mfp, without any detailed knowledge of the radiative transfer.
Because of the slow variability, this will be a good approximation to the average of (15) over all x0 and all directions R. Indeed in our calculations, the difference between mean values of photon mfp for homogeneous and inhomogeneous cloud structures are less than 0.5% for the large-scale fluctuations (x << I) and less than 1% for smallscale fluctuations (2 >> I).
Returning to (l4), strong 3D effects are anticipated only in the intermediate regime where x = I. In this case, we can predict strong horizontal fluxes and strong departures from exponential free-path distributions. As a result, along with the mean in (l5), all other statistical moments are required to describe photon transport.
As a concrete example of x = I in meteorology, consider a broken cloud field with around 50/50 cover. The Rayleighlaerosol atmosphere in which the clouds are embedded is optically thin; consequently, the "out-of-cloud" mfp can be tens to hundreds of kilometers which is several times the scaleheight of the atmosphere.
So, in sharp contrast with photons "rattling" around (technically "diffusing") inside the clouds, they cover great distances in cloud-cloud, cloud-ground. cloudspace, and ground-space interactions. These long paths will dominate any statistically meaningful mean. In broken clouds, the mfp is therefore at least as large as the intercloud gaps, which can easily exceed the cloud size. Consequently, all variability that is internal to the clouds is arguably submfp. It is important to emphasize this point as a limitation of the present study.
This study applies only to stratiform clouds, not so much because the 4-cm resolution data were collected in marine SC but because photon mfp is a key radiative transfer parameter only in stratus.
The above photon propagation scenario of incloud diffusion episodes separated by long ballistic intercloud jumps is the starting point of Davis and Marsh&s [I9971 Levy-flight model of atmospheric radiation transport.
This model, which replaces the standard exponential free path distribution with power-law counterparts, has received some empirical support in recent measurements of total photon path using 02 A-band spectroscopy [Pfeilsficker, 19981. 
Summary
Because of the lack of cloud liquid water measurements below spatial scales of a photon mfp (= 20-30 m in this paper), the problem of how sub-mfp structure affects the interpretation of high-resolution satellite data has been impossible even to address. Davis et nl.
[1998b] studied this marine SC data using a scale-by-scale analysis; they found two distinct scaling regimes separated at a characteristic scale of 2-5 m. While the large-scale behavior was similar to previously analyzed low resolution LWC data with the spectral exponent Ptarge = 1.5, the small-scale fluctuations showed a much larger variability with spectral exponent &,,a)t 5 I. A careful analysis and simulation of the PVM ruled out the possibility that this scale break is an artifact.
This new understanding of sub-mfp variability of cloud liquid water made it possible to generate credible cloud LWC models down to centimeter-scales.
Since no high resolution data of optical depth is available, we focused on simulating the extinction field o(x,y,z). As a result, we generated four models of 0: with x, x-y, X-Z, and x-y-z variabilities.
Each of these models uses bounded cascades [Cahafan, I9941 for the large scales, which are then interpolated to small scales using a singular p-model [Meneveau and Sreenivasan, 19871 in order to simulate the wavenumber spectrum measured by the PVM. The x and x-y variable models do not have vertical fluctuations.
Since the pdf of (3 has a long "tail" (roughly lognormal), the same holds for r. Integrated over z, the X-Z and x-y-z models have far less intermittency in the optical depth fields; their pdfs do not have long "tails."
To estimate the effect of sub-mfp variability on 3D radiative transfer through stratus clouds, we compared the results of Monte Carlo computations for several homogeneous "30-m cubes" to their inhomogeneous counterparts, resolved down to centimeter-scales.
We found that for vertically homogeneous models (x and x-y variabilities), the horizontal sub-mfp fluctuations of optical depth decrease reflected nadir radiance by 2-3% on average; for some 30-m pixels, with small optical depths, the decrease can exceed 5%. However, as soon as vertical fluctuations are added (x-z and x-y-z variabilities), the effect of sub-mfp inhomogeneity becomes insignificant, with the average bias less than 0.5%. The relative small magnitude of these effects is explained by Davis et al.'s [1998a] genera1 phenomenology of 3D radiative transfer. On the basis of our 3D radiative transfer simulations, stratus cloud models that assume homogeneity below a photon mfp (20-30 m) are quite appropriate for the interpretation of the high-resolution satellite data, and realistic sub-mfp structure in liquid water does not matter much. However, if we were to measure reflected radiation with centimeterto meter-scale resolution, the retrieval of cloud structure at that resolution would be nearly hopeless.
The results of this paper are restricted to overcast one-layer clouds with flat cloud top and cloud bottom, and relatively small geometrical thickness of 300 m. To extend this study to broken and/or multilayered clouds systems with variable cloud top and different geometrical thicknesses, more data, analyses, models, and computations are required.
