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ABSTRACT 
In this thesis, an analytical framework is developed for the assessment of the financial condition of 
South African public universities.  
Foundational constructs of nonprofit economics are applied in the consideration of financial 
theories of nonprofit organisations in general, and public universities in particular. From this review, 
a number of hypotheses are developed. Each of these specifies a positive or negative association 
between a university's financial condition and a particular dimension of its assets, liabilities, equity, 
revenues, expenses and surplus. From the nonprofit financial analysis literature, ratios and 
indicators relevant to these hypotheses are selected. Audited data from the annual financial 
statements of the universities for the seven year period 2007 to 2013 are substantially transformed 
in mitigation of failures in accounting, auditing and accountability. The adjusted accounting 
numbers are used to calculate the financial indicators applicable to each university. Exploratory 
factor analysis is implemented to categorise and organise this large indicator set on the basis of 
identified associations with a smaller number of factors.  
It is found that the financial condition of South African public universities is defined by two broad 
financial characteristics, capital and revenue. Assessment of the capital dimension is informed by a 
focus on institutional equity, with particular emphasis on expendable equity and its proportionate 
relationships with surplus, total capital, and total expenses. The revenue dimension is appropriately 
evaluated in the context of a comparative and interactive consideration of the three main 
components of South African public university revenue, as well as the proportionate relationship 
between non-staff operating expenses and total expenses. The framework displays considerable 
levels of stability and consistency over the seven year review period, and its constructs are, in 
addition, robust to the application of multiple alternative confirmatory tests involving financial data 
that are independent of the factor solutions. 
The financial condition assessment framework developed in this thesis offers a contribution to a 
broader discourse in nonprofit finance and accounting, with a focus on public university finances.  
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CHAPTER 1 INTRODUCTION 
1.1 Context 
In 2013, South Africa has more than 2.1 million students enrolled in approximately 4,000 institutions 
offering higher, further and adult education in the country's three-sector post-school educational 
system.1 The largest of the three sectors is higher education, with both public and private institutions. 
Although small in number, the 23 public universities examined in this thesis have the largest single 
block of post-school students in South Africa, with total enrolments in 2013 of 984,000. In comparison, 
there are approximately 800,000 and 250,000 students in further and adult education, respectively. 
The 113 private higher education institutions in South Africa share a total enrolment of less than 
120,000 students in 2013. 
Substantial growth occurs in the South African public universities over the 2007–2013 review period 
of this thesis. In 2007, there are 761,000 students at the 23 public universities. By 2013, this is close 
to the one million headcount total, as indicated above, a 29% increase. Over the review period, 
permanent academic (instruction and research) staff numbers increase by 14%, reaching 18,000 in 
2013, and the administrative (supervisory, technical and office) staff headcount increases to 27,000, 
which is 20% higher than in 2007. Institutional outsourcing activities, not efficiency improvements, 
cause the employment numbers of service staff (such as cleaners, caterers, gardeners, security guards 
and messengers) to fall by 26% over the same period, to approximately 4,000 in 2013.   
In nominal monetary units, and as measured in this study, direct state support of the public 
universities increases 86% from R12 billion in 2007 to R23 billion in 2013.2 In 2013, aggregate student 
fee revenue (tuition and accommodation) is R18 billion, up 121% since 2007, and third stream revenue 
(consisting mainly of gifts, research contracts and investment income) is 82% higher, at R17 billion in 
2013. In comparison, the three main cost categories (academic staff, administrative–service staff and 
operating expenses) show increases of 90%, 96% and 78% respectively, over the same period. 
                                                          
1 Student, institution and staff count data in Section 1.1 are from Department of Education (2009) and 
Department of Higher Education and Training (2015).  
2 Aggregated revenue and expense data for the universities are from this thesis; see Chapter 5.  
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This aggregated overview of the South African public higher education system is placed within a 
national context as follows.3 The population of South Africa in 2013 is 53 million, 10% higher than in 
2007. At 29% in 2013, the proportion of the population younger than fifteen is four percentage points 
lower than in 2007, indicating a reduction of approximately 400,000 people in the country's youngest 
age group. 
In nominal monetary units, the GDP of South Africa in 2013 is R3.4 trillion, 70% higher than in 2007. 
In 2013 (as in 2007), the two largest economic sectors are non-manufacturing business and financial 
services. The third-largest but fastest growing division of the economy is the government sector, and 
the fourth-largest but most rapidly shrinking sector is manufacturing. Although South Africa is famous 
for its mining history, this is, in 2013, only the fifth-largest economic sector.  
South Africa’s deficit on its balance of payments current account in 2013 is 6% of GDP. As a result of 
differences in the average 2010–2013 growth rates in imports and exports, of 17% and 12% 
respectively, the current account deficit in 2013 is double its recent minimum in 2010 of 3%. The deficit 
is also generally indicative of high levels of government and consumer spending relative to income, 
funded through increases in sovereign and household debt, as described below.  
For the fiscal year ended in 2013, total revenue to the South African central government from taxes is 
R814 billion, 57% higher than in 2007. There are three main sources of tax revenue in South Africa: 
individuals, value-added tax (VAT) and companies. Income tax on individuals is both the largest and 
the fastest growing source, contributing 34% in 2013 (2007: 28%) to the exchequer. In contrast, the 
proportionate contributions from VAT and companies have both decreased over the review period; in 
the case of VAT from 27% in 2007 to 26% in 2013, and from 24% in 2007 for companies, to 20% in 
2013. 
Total expenditure by the South African government in 2013 is R1,049 billion, 93% higher than in 2007. 
In 2013, the excess of government expenditure over revenues results in a fiscal (budget) deficit of 4% 
of GDP (2007: budget surplus of 1% of GDP). The vanished budget surplus and the subsequent increase 
in the deficit from 2007 to 2013 are explained by the comparative average annual rates of growth in 
government revenue and expenditure over this period, at 8% and 12% respectively. 
                                                          
3 Demographic and economic data are from National Treasury (2007a, 2007b, 2008, 2013a, 2013b and 2013c), 
South African Reserve Bank (2007, 2008, 2013 and 2014) and Statistics South Africa (2007a, 2007b, 2013a, 
2013b and 2015). 
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Total net government debt in 2013 is R1.1 trillion, which is 148% higher than in 2007. Growth in 
government debt over the review period of this thesis is largely a consequence of the consistency with 
which deficit spending occurs after 2007. In their 2013 analyses, all three major credit rating agencies 
comment unfavourably on the rising levels of South African government debt, as well as slow 
economic growth, labour unrest, the current account deficit and exchange rate volatility. (Electricity 
supply constraints are a further negative development which occurs only subsequent to the review 
period.) In 2007, the agencies rank South African sovereign debt at identical investment-grade levels 
(Fitch and S&P: BBB+; Moody’s (equivalent): Baa1). In 2013, Fitch and S&P both downgrade their 
ratings to BBB, while Moody’s maintains its Baa1 outlook. Although South Africa retains its investment 
grade status in 2013, for Fitch and S&P it is one level (Moody’s: two levels) clear of non-investment 
grade (junk) status.  
The consumer inflation rate in 2013 is 6% (2007: 7%; 2007–2013 average: 6%); the country’s central 
bank targets a range of 3–6%. The average wage settlement in 2013 is 8% (2007: 7%). Household debt 
as a percentage of annual disposable income is 76% in 2013 (2007: 77%). The slight moderation in 
South African household debt levels is consistent with global deleveraging subsequent to the great 
recession. However, the consolidated figures mask a near-doubling of unsecured borrowing by 
households since 2007, which is offset by a substantial reduction in mortgage borrowing linked to a 
poorly-performing property market during the review period of this thesis.  
From these numbers, certain contrasts become apparent. Between 2007 and 2013, South Africa's 
population grows by 10%, while enrolments in public universities increase by 29%, and the number of 
people aged fifteen or younger falls by 3%. Between 2007 and 2013, direct spending by the South 
African government on public universities increases by 86%, while total state revenues increase by 
57%, and sovereign debt increases by 148%. Between 2007 and 2013, consumer prices increase by 
43%, while the average tuition fee per student in the public universities increases by 71%, the total 
tax burden on households increases by 91%, unsecured borrowing by households increases by nearly 
100%, and total student indebtedness to the universities increases by 102%. Between 2007 and 2013, 
total spending by the public universities increases by 87%, while their costs per academic employee 
increase by 66%, and costs per administrative–service employee increase by 77%. 
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Figure 1.1   South African university and government revenue 2007–2013 
 
Figure 1.1 above depicts growth in the universities' aggregate fee revenue over the review period, in 
comparison with total tax revenue to the South African government, and subsidy transfers to the 
universities. (Subsidy transfers are simultaneously an expense to the state and revenue for the 
universities.) Three distinct periods are discernible. From 2007 to 2009, prior to the transmission of 
the full consequences of the great recession into the broader South African economy, fees, subsidy 
and taxes increase at roughly equivalent (and therefore sustainable) rates. In 2010, tax revenues 
decline sharply, but the state offers an economic shield to the universities, maintaining the historical 
growth rates in its subsidy transfers into 2011. Despite the financial crisis, fee revenue also continues 
increasing at broadly historical rates during this period. In 2012, there is a clear breakpoint in the rates 
of growth of both fees and subsidies. Fee growth visibly accelerates, while subsidy growth slows down. 
By 2013, tax revenue has failed to recover from the great recession, and is at a point substantially 
lower than either fees or subsidies.  
In confirmation of these trends, aggregate direct state subsidy to the universities grows from 0.61% 
of South African GDP in 2007 to 0.68% in 2013. Similarly, total university revenue as a percentage of 
GDP is 1.50% in 2007 and 1.73% in 2013, representing an average annual rate of growth of 2.5% in the 
portion of the South African economy that is attributable to public higher education. 
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This brief contextual overview suggests that the financial characteristics of the universities, and their 
interactions with the economy, are interesting and complex, and in addition, have an impact on many 
lives. Therefore, this thesis seeks to develop a valid construct by means of which the collective, 
comparative and interactive financial aspects of the 23 South African public universities for the seven-
year period ending on 31 December 2013 may be understood. 
1.2 Overview of the literature on nonprofit financial analysis 
South African public universities are under legislative compulsion (South Africa, 1997b and 2007) to 
prepare audited annual financial statements. Engstrom (1988) explores the possibility that university 
financial reports such as these might have relevance to a wider audience than, merely, the universities' 
councils and the regulatory authorities. Although some researchers present evidence of generally low 
to non-existent interest in university financial statements on the part of students, donors, staff, 
parents, alumni, local community or others (in addition to Engstrom, 1988, see, for example, Dixon et 
al., 1995 and Coy et al., 1997 and 2001), a far broader consensus exists in the literature that it is not 
the fundamental decision-usefulness of university financial reports that is in question. Instead, as 
Weisbrod et al. (2008), Bowman (2011b) and Granof and Khumawala (2011) argue, it is the key dual 
economic realities that public universities, as nonprofit entities, are, firstly, mission-driven and, 
secondly, do not have direct owners, that have resulted in analytical difficulties with their financial 
statements. In this context, it is unsurprising that neither the equity valuation framework generally 
attributed to Ou and Penman (1989a and 1989b), Lev and Thiagarajan (1993), Ohlson (1995), Feltham 
and Ohlson (1995) and Abarbanell and Bushee (1997), nor the corporate failure-prediction family of 
models derived from Beaver (1966), Altman (1968) and Ohlson (1980), would be transportable, 
without significant transformation, into a nonprofit environment. 
Chabotar (1989) represents an early attempt at bridging the divide between commercial and nonprofit 
financial analysis. On the basis of assertions that the managers of nonprofit entities share many of the 
concerns of those in a commercial environment, and that the key financial focal points of a nonprofit 
manager are stewardship and accountability, this study presents eight ratios appropriate for a 
nonprofit frame of reference. However, all are minor variations within the existing theme, and include 
no clear innovations; in particular, the proposed financial indicators, such as the current, quick, debt-
equity and net operating income ratios, are all already in common use in the analysis of commercial 
enterprises.  
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Tuckman and Chang (1991) are more influential, identifying four specialised indicators for use in the 
evaluation of nonprofit financial vulnerability. Their methodology is, however, essentially descriptive, 
identifying an organisation as being at risk if it scores in the lowest quintile of the data set for one 
indicator, and severely at risk if it places in the lowest quintile for all four. One key thread of 
subsequent research adds methodological rigour to the Tuckman-Chang framework by examining the 
predictability of nonprofit financial failure using variants of the Altman (1968) and Ohlson (1980) 
models that are well-established in a business context. Greenlee and Trussel (2000) regress the 
Tuckman-Chang indicators in a model of financial vulnerability of charities, and find that three of them 
have significant predictive ability. Hager (2001) does similar work for arts organisations, and tempers 
a conclusion that the Tuckman-Chang measures all appear to be generally relevant with the 
observation that there exists material variation in the significance of each measure across different 
types of nonprofit organisation. Trussel (2002) reacts to the discovery of evidence for functional 
variability by controlling for organisational sector. Trussel and Greenlee (2004) control for both size 
and sector, and experiment with alternative definitions of financial distress. Parsons and Trussel 
(2009) take a value-relevance approach in developing and interpreting their model. All find evidence 
for the decision-usefulness of the Tuckman-Chang measures. In the case of the last three studies listed 
above, this includes the higher education sector. 
Other researchers explore alternatives to the Tuckman and Chang (1991) model and its derivatives. 
Kingma (1993) models financial predictability on the basis of a theoretical adaption of portfolio theory, 
in order to establish optimal revenue-source combinations. Crittenden (2000) uses survey techniques 
to investigate the link between nonprofit strategic processes and financial performance. Gibelman 
and Gelman (2000) analyse publicised incidents of nonprofit accountability failure. Gentry (2002) 
examines the relationship between debt in the capital structure of nonprofit entities and investment 
in physical and financial assets. Ritchie and Kolodinsky (2003) apply factor analysis to identify three 
financial performance factors, each with two associated ratios. Abraham (2006) discusses the 
centrality of organisational mission in nonprofit financial analysis and applies a ratio set derived from 
the KPMG (2010) strategic model for universities. Kaufman and Woglom (2007) apply seven ratios 
asserted to be central to the financial analysis of nonprofit entities. Tinkelman and Donabedian (2007) 
propose a four-factor framework for the decomposition of a nonprofit entity’s financial performance 
that is inspired by the DuPont analysis of return on equity. Bhattacharya and Tinkelman (2009) 
examine the value-relevance of financial ratios used by nonprofit regulatory authorities. Gordon et al. 
(2009) study the information content of four financial efficiency and three financial capacity measures. 
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Tinkelman and Donabedian (2009) argue that non-financial measures must be included in order for 
any nonprofit financial analysis to have decision-usefulness. Ashley and Faulk (2010) test the 
significance of five financial health and efficiency ratios as predictive measures of the grants received 
by nonprofit entities. Bowman (2011a: 39) asserts that his framework, which examines financial 
capacity and sustainability in both short- and long-term frames of reference, "represents the first 
comprehensive alternative in twenty years to the Tuckman-Chang model". Ryan and Irvine (2012) 
propose a suite of ratios that capture information about a nonprofit entity’s financial stability, 
capacity, gearing and sustainability as a demonstration of management accountability. Bowman et al. 
(2012) identify five definitions of nonprofit surplus, and test the relevance of each under different 
conditions. 
Outside the academy, KPMG (2010) combines four ratios into a composite financial index in order to 
inform an analysis of the financial health of universities. Moody’s (2011) uses five broad factors in 
making ratings assessments in the higher education sector. Denneen and Dretler (2012) use one 
balance sheet ratio and one income statement ratio in a two-dimensional matrix to identify financial 
weaknesses in universities. 
In a South African frame of reference, Taylor (2000) and Taylor and Harris (2002 and 2004) investigate 
the technical (not financial) relative efficiency of ten South African universities between 1994 and 
1997 using both analytical techniques and data envelopment analysis. Arnold (2006) proposes 
disaggregation of university financial reports in order to facilitate decision making at faculty and 
departmental level, but offers no financial analysis framework. Barac et al. (2011) carry out a content 
analysis of the annual financial statements of South African universities, finding evidence of generally 
functional corporate governance structures. None of the above South African studies has direct 
relevance to the objective of this research.  
Steyn and de Villiers (2005 and 2006), de Villiers and Steyn (2006, 2007 and 2009), le Roux and Breier 
(2007) and de Villiers and Nieuwoudt (2010) concentrate on state funding in their various theoretical 
and empirical investigations of South African higher education. Wangenge-Ouma and Cloete (2008) 
and Wangenge-Ouma (2010 and 2012) discuss specific elements of the relationship between tuition 
fees and state funding. In their selective considerations of isolated dimensions of South African public 
university financial condition, none of these studies takes the same broad approach as this thesis. In 
a practitioner's analysis, not subjected to peer review, PricewaterhouseCoopers (PwC) (2014: 2) 
presents a two-year financial overview of South African public universities on the basis of their 2012 
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annual reports, and "either 2010 or 2011" for the second year. This represents a disjointed and highly 
condensed analysis, and the independence of its findings requires careful interpretation in light of the 
dominance that PwC enjoys in the audit market for South African public universities (a matter which 
is discussed in detail in Chapter 3, at 3.5).  
1.3 Objective 
The nonprofit financial analysis literature presents a bewildering array of different models, with an 
equally diverse range of ratios and indicators, ranging from two to twelve or more per paper. These 
models compete not only on the basis of ratio selection, but also on the meaning of financial health, 
vulnerability, sustainability, weakness, capacity, stability or any number of other synonyms and 
antonyms for a financial condition concept. There is, furthermore, little agreement on the manner in 
which such a concept, once defined by the researcher, should be operationalised for analytical 
purposes. This lack of consensus, broadly applicable to the nonprofit sector as a whole, extends more 
specifically to the finances of public higher education institutions. 
Accordingly, the objective of this thesis is to use the audited annual financial statements of the South 
African public universities for the period 2007 to 2013 in the development of an analytical framework 
for assessing their financial condition.  
1.4 Scope  
This thesis is most accurately located in the academic literature as a contribution to a broader 
discourse in nonprofit finance and accounting, with a focus on public university finances. However, in 
its attempt to derive utility (in the form of decision-useful information) from an underused resource 
(the audited annual financial statements of South African public universities), it also represents an 
objective, context and outcome that may be of interest to those outside the academy. Policy-makers 
and institutional managers should, however, bear in mind the limitation embedded in the first 
sentence of this paragraph.  
More specifically, those in the former group should not expect to construct a normative financial-
health ranking system for South African public universities on the basis of an unadjusted and 
unconsidered application of the results of this research. Those in the latter group will, of course, 
understand that this work is necessarily limited to deriving its data from external (public) annual 
reports, generally made available to university outsiders long after the relevant financial period has 
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ended. Internal (private) reports and budgets are obviously more timely, frequent and informative in 
managerial finance.  
A number of other observations related to the scope of the thesis are made, as follows. Firstly, this is 
an academic project, not a work of punditry or journalism. Therefore, no direct examination is made 
of widespread student unrest at South African universities, which began unfolding in October 2015 as 
this four-year project was nearing completion. However, the structures developed in this study are 
offered as a framework within which the financial consequences of the students’ demands (variously 
involving fee freezes, free education and service staff re-employment) may usefully be considered.   
Secondly, a seven year review period is specified in this thesis, commencing on 1 January 2007 and 
ending on 31 December 2013. The effects of subsequent changes to the regulatory environment, such 
as the 2014 regulations for annual reporting by South African public universities (South Africa, 2014) 
and proposed legislative amendments (South Africa, 2015), require appropriate attention in any work 
that extends the research reported in this thesis.  
Thirdly, and despite media and other reports of maladministration, fraud and corruption at a number 
of South African public universities (see, for example, Phakati, 2013 and Parliamentary Monitoring 
Group, 2013), no forensic accounting is done. Such work is generally carried out in direct support of 
criminal, civil or regulatory investigations, and is emphatically outside the scope of the academic 
research reported in this thesis. Where irregularities are specifically mentioned in the universities' 
audit reports, they are taken into account in the analyses. Otherwise, the financial data are left alone, 
so that they may speak for themselves. 
Finally, nonfinancial information is not used in this project, which is placed within the context of a 
substantial literature that addresses theoretical and empirical aspects of nonprofit financial condition, 
using only published and audited financial data.  
1.5 South African public universities as nonprofit organisations 
It is central to the theoretical and empirical approaches taken in this thesis that the South African 
public universities it examines are neither commercial operations nor state agencies. They are, 
instead, an entirely different kind of entity, part of neither the private nor the governmental sectors 
of the economy. Organisations in this third economic partition are variously referred to as not-for-
profit, nongovernmental, or (the term used in the present study) nonprofit.  
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Hansmann (1980: 838) defines a nonprofit entity as one that "is barred from distributing its net 
earnings, if any, to individuals who exercise control over it". The United Nations (1993: 112) similarly 
stipulates that nonprofit institutions may not "be a source of income, profit or other financial gain for 
the units that establish, control or finance them". In South Africa, the Nonprofit Organisations Act 
(South Africa, 1997a: 1) defines a nonprofit organisation as one that is "established for a public 
purpose, and the income and property of which are not distributable to its members or office-bearers 
except as reasonable compensation" (emphasis added).  
Therefore, there is a sense in which the nonprofit descriptor misleads more than it informs. Despite 
the name, a nonprofit entity may indeed permit, or even budget for, its revenues to exceed its 
expenses, thereby earning a profit (although the term usually used in this context is surplus). The 
defining characteristic of such an organisation is, instead, that it may not dispose of that surplus as a 
distributable dividend. Following Hansmann (1980), this restriction is generally referred to as the 
nondistribution constraint. 
Public higher education institutions are widely identified in the international literature as nonprofit 
entities. A similarly unequivocal classification of South African public universities is, however, 
regrettably problematic. The Nonprofit Organisations Act is not applicable to the universities. 
Although a nondistribution constraint does exist in the relevant South African legislative item, the 
Higher Education Act, it is both weak (South Africa, 1997b: 16): "any unexpended balance [of funds] 
must be carried forward as a credit to the following financial year", and applicable only to the Council 
on Higher Education, not the universities. The institutional statutes—the universities' founding 
documents—are entirely silent on the matter (see, for example, South Africa, 2002, 2005, 2010, 2012a 
and 2012b).  
It appears, therefore, to be the case that there are no legal restrictions upon the distribution of South 
African public university funds to external parties. Although this is a troubling oversight on the part of 
the legislature, an intensive further investigation of the matter is not within the scope of the present 
analysis. Instead, this thesis proceeds on the basis of the empirical observation that no external 
distributions of university funds are reported in the audited financial statements of any of the 
institutions at any point during the 2007–2013 review period. In other words, a de facto, not a de jure, 
nondistribution constraint is assumed to be consistently in place for the purposes of the research.  
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1.6 Terminology and referencing method 
At this point, two observations on terminology and one on referencing are made. The first of these is 
for the reader who is familiar with accounting rules and financial reporting. At the higher degrees 
committee approval stage of the project, this researcher was challenged by a colleague for allegedly 
using incorrect terminology; "balance sheet" and "income statement", instead of "statement of 
financial position" and "statement of comprehensive income", respectively. Although the assertion 
that the jurisdiction of the International Accounting Standards Board automatically extends into 
everything that may be written, anywhere, on accounting is repudiated by this researcher, he has 
generally found it to be more effective to respond that the standard-setter's own rules allow the terms 
used in this thesis (IASB, 2013: IAS 1).  
The second note on jargon is for those who are knowledgeable in the South African higher education 
policy discourse. The entities examined in this study are, formally, "higher education institutions" 
(South Africa, 1997b: 1). There are three categories of such institution: "universities", "universities of 
technology" and "comprehensive universities" (DHET, 2014c: 4). For clarity of exposition in this thesis, 
all are succinctly (and correctly) referred to as universities, unless the specific context requires 
differentiation. 
There are almost as many different manifestations of the author-date referencing method applied in 
this thesis as there are academic journals. Any claims that there are only a handful of major styles 
(such as American Psychological Association (APA), or Harvard) do not stand up to close scrutiny of 
the journals; the plethora of differences in capitalisation, italicisation, and use of the ampersand, for 
example, is indicative of referencing styles that are variously idiosyncratic or hybridised, rather than 
in exact conformance with any specified standard. Although scrupulous attention has been paid to the 
consistent application of the method used in this thesis, there is one particular matter that has an 
unfortunate capacity to irritate: multiple-author in-text citations, where three or more names are 
involved.  
In styles that most closely resemble the Harvard method, the abbreviation et al. is used to replace the 
names of all except the first author, including the first in-text citation. Amongst the South African 
accounting journals, Meditari Accountancy Research requires this treatment of multiple-author 
references. In contrast, APA-type styles require that all authors be listed in full in the first instance, 
and abbreviated thereafter. The South African Journal of Accounting Research takes this approach. In 
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this thesis, the former style is consistently applied, and all in-text citations of works involving three or 
more authors, including the first, are abbreviated. 
1.7  Structure 
The logical backbone of this study is as follows. Given the social and economic importance of the South 
African nonprofit universities, Chapter 1 argues that establishing their financial condition is a project 
that is both interesting and relevant. Financial analysis frameworks, that might be appropriate to this 
task, have existed for a long time. However, these have been designed and built specifically for the 
evaluation of commercial operations. Thus, their constituent ratios are intended for such purposes as 
helping investors decide whether a share should be bought, sold or held. It is probably wrong (or at 
least not proven to be right) to apply such a framework to an organisation whose stated intent is the 
provision of social services, not the maximisation of profit.  
Financial analysis models for nonprofit entities started appearing in the literature little more than 25 
years ago. This has not been enough time to resolve two major problems, both of which can be 
explained with reference to the financial evaluation of businesses. Firstly, there is general consensus 
that the relevant financial dimensions of a commercial operation are its liquidity, solvency, 
profitability and efficiency. In contrast, researchers have yet to reach agreement on identifying the 
key financial characteristics of a nonprofit entity. Some suggest that there are two (eg. capacity and 
sustainability), while others think that there may be four (eg. primary reserves, viability, net revenues 
and return on net assets), or even five (eg. market position, performance, capital investment, 
governance and debt). And there are those who say this is all nonsense, because nonprofit 
organisations must, surely, have the same financial dimensions as a business. 
The second nonprofit financial analysis problem is related to the identification of what, exactly, goes 
on the left hand side of the financial equation. In a for-profit context, researchers and practitioners 
are quite clear about the matter; it is one of two things, either (1) a share value, or (2) an answer to 
the question: "will this company go bankrupt next year?". This contrasts with nonprofit research, 
where there has been no convergence on what it is that is being measured in the absence of share 
values or active bond markets. Some assert that it is financial vulnerability, while others say that their 
models measure financial health, sustainability, strength, stability, resilience, or any number of other 
woolly descriptors.  
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For the researcher who wishes to contribute to the nonprofit financial analysis literature, that 
literature itself does not, therefore, appear to be a very good starting point. A return, if not to first 
principles, then at least to earlier principles, seems justified. The South African public universities 
operate within a two-good framework, described by Weisbrod et al. (2008: 2) as the pursuit of "both 
lofty social missions and crass money-making activities" at the same time. In the pivotal theoretical 
part of this thesis, Chapter 2, the implications of this economic frame of reference are considered 
within the context of financial theories of nonprofit organisations in general, and the South African 
public universities in particular. A number of hypotheses are derived from the financial theories, each 
indicative of an expectation about the relevance of a financial characteristic of the universities to a 
consideration of its financial condition.  
Chapter 3 is focussed on the external validity of the research, the empirical phase of which occurs 
entirely within the frame of reference of data derived from financial statements. Consequently, all the 
analyses and conclusions of this thesis are based on accounting numbers. It is demonstrated that, 
under a number of circumstances, these provide only a vague and superficial representation of a 
university’s underlying economic reality. Chapter 3 discusses these ontological challenges, and the 
measures taken to mitigate their effects.  
Chapter 4 describes the methods applied to establish an appropriate set of indicators for the 
assessment of the financial condition of South African public universities. Beginning with a larger set 
of plausible indicators, each of which is derived from the literature and linked to one of the study's 
hypotheses, multivariate data analysis techniques are applied in order to identify (1) a smaller set of 
indicators that still satisfactorily explains the data set's total financial variability, and (2) the 
institutional financial dimensions with which those indicators are most closely associated. 
In Chapter 5, the results of these procedures are calculated, reported and discussed. Two-thirds of the 
ratios proposed in Chapter 4 are eliminated on the basis that they do not provide a usefully 
incremental contribution to the financial evaluation of the universities. The remaining indicators are 
shown to be closely associated with two financial dimensions of the universities: capital and revenue. 
Thus, parsimony, structure and meaning are accorded to the assessment of the financial condition of 
South African public universities.  
The thesis concludes in Chapter 6 with a summary of its findings, a discussion of its regulatory 
implications, its limitations, and suggestions for future research. 
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CHAPTER 2 FINANCIAL CHARACTERISTICS OF THE NONPROFIT PUBLIC UNIVERSITY 
2.1 Introduction         
The public universities that are the subject of analysis in this thesis are neither profit-making 
businesses nor state agencies. They are an entirely different kind of entity, placed within an economic 
partition variously referred to as third sector, not-for-profit, nongovernmental or nonprofit. 
Although the applicable adjective suggests otherwise, a nonprofit organisation is in breach of neither 
law nor regulation if its revenues are in excess of its expenses. However, the organisation is 
constrained in the manner of disposition of the surplus which then results; simply put, this may not 
be distributed to anyone as a dividend. This restriction constitutes the fundamental divide between 
nonprofit and commercial organisations, and it has the following implications for this study. 
One of the key theoretical elements in the financial analysis of companies and other business 
enterprises is their owners’ expectation that they will receive future dividends. Another is the 
presumed existence of a profit-maximising production function across all business sector entities. 
Neither of these economic conditions is applicable for the nonprofit organisation, which has no 
shareholders, and which, as Newhouse (1970) points out, generally exists in order to achieve social, 
not monetary, outcomes.  
As nonprofit entities, the South African public universities therefore operate within an economic 
frame of reference substantially different from that which applies to companies. Accordingly, the 
current chapter represents a consideration of foundational principles, in the form of financial theories 
of the nonprofit organisation. Particular emphasis is placed on the nonprofit public university, as well 
as the South African context of this study, in order to develop a set of hypotheses, each of which is 
indicative of an expectation that a particular financial characteristic of the universities is relevant to a 
collective, comparative and interactive assessment of their financial condition.  
Each hypothesis makes reference to financial condition, a term deliberately selected for its non-
specificity. In contrast to descriptors such as sustainability or vulnerability, it appropriately leaves the 
outcome of this study an open question, not a closed one. Financial condition is also the term used in 
the earliest influential nonprofit financial analysis study, Chabotar (1989). Therefore, in addition to 
proposing a framework by means of which the financial condition of the universities may be assessed, 
it is necessary for the study also to accord specific meaning to this term. This recursive structure 
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creates something of a bootstrapping problem, and it is dealt with at this point by means of a reference 
to a dictionary definition for condition as "a favourable or unfavourable state of something" (Penguin, 
2001: 286). For the purposes of the hypothesis development which commences in the next section of 
this chapter, then, this "something" that is in this good or bad state is placed amongst the financial 
(monetary) characteristics of the university, not within the social services dimension of its activities. 
In the final part of the study (see Chapters 5 and 6), the results of its investigations are applied in 
proposing a formal specification for a financial condition concept relevant to South African public 
universities. The aspirational design characteristics of this specification are that parsimony, structure 
and meaning are accorded to the financial condition concept for South African public universities. 
Following a sequence broadly consistent with the structure of the balance sheets and income 
statements that are later to be subjected to analysis, each of the relevant financial components of the 
university is considered in turn. Although the results of the quantitative analyses of this thesis are 
presented in Chapter 5, consolidated numbers for each of the main financial components of the South 
African public higher education system are provided at this point, in order to establish a frame of 
reference for the theoretical constructs that follow. All systemic aggregates are determined in 
concordance with the accounting transformations specified in Chapter 4. 
The discussion commences with assets, after which capital, revenue, expenses and surplus are 
considered in turn.  
2.2 Assets 
2.2.1 Investments  
The total investment holding of the South African public universities amounts to R39.2 billion in 2013, 
representing 47% of the system's combined assets (2007: R18.6 billion; 46%). This is, in aggregate, the 
system's largest single asset category, although there is significant variation at institutional level. 
Between 2007 and 2013, the average annual growth in the universities' total investment holding is 
13.2%. 
In South Africa, universities generally do not refer to their investment holdings as endowment 
portfolios, the term commonly in use in the (predominantly American) nonprofit literature. However, 
Bowman et al. (2012) point out that, even in the United States, there is no consensus (legal, economic 
or accounting) on defining endowment. In the absence of a generally accepted formal interpretation, 
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they recommend that researchers specify the endowment portfolio as, simply, that portion of the 
entity's assets that consists of equities, bonds and similar financial securities. Accordingly, the 
discussion proceeds on that basis.    
Tobin (1974) takes an intergenerational equity perspective in his assertion that nonprofit endowment 
is unquestionably beneficial in maintaining institutional longevity, if not immortality. This is a 
contested analysis. Hansmann (1990: 9), for example, argues that in a university, "each dollar added 
to endowment represents a dollar less for current research or for educational services, . . . or a dollar 
more in tuition that must be charged current students". Under the reasonable assumption of 
maintained economic growth, future generations of students will be better off than those of the 
present, and the university's endowment may (he suggests) be little more than a cynical contrivance, 
by means of which transfers are made from the poor to the rich. Logically, therefore, the university 
that truly wishes to achieve an equitable outcome should, instead, borrow today and increase tuition 
fees tomorrow to repay the debt; in this manner, the wealthy future will appropriately subsidise the 
impoverished present.  
The iconoclastic Hansmann (1990) interpretation is interesting, but its usefulness as a potential 
avenue of academic enquiry is somewhat attenuated by the Granof and Khumawala (2011: 5) 
observation that, in more recent times, the intergenerational concept has been superseded by an 
outlook that is rather more near-term: under the requirements of interperiod equity, "entities should 
not transfer [their] costs even to future years, to say nothing of future generations". Furthermore, the 
effect on social justice and students' rights of wealth transfers between periods—however closely or 
distantly separated—is not the only dimension of the university endowment that is in dispute.  
Tuckman and Chang (1992: 86), for instance, develop a behavioural model for nonprofit equity, and 
interpret their findings as evidence that a large endowment is a source of economic and political 
power for nonprofit managers, who then "see fund accumulation as an end in itself". Gentry (2002) 
describes the use of tax arbitrage by nonprofit managers in order to build up endowment holdings at 
the expense of mission-productive assets. (South African universities do not have the right to issue 
tax-exempt debt, as they do in the United States. However, the fiscal mechanisms applied in inflating 
endowment holdings are less important, in this context, than the managerial motivation for doing so.)  
Bowman (2002) comments on the absence of market disciplines for nonprofit managers, with neither 
corporate raiders nor (more realistically) creditors having the ability to gain access to endowments. 
Helms et al. (2005: 341) argue that the effectiveness of university endowments as "financial buffers 
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and safety nets" is weakened by the "dead hand" of donor restrictions. Calabrese (2011c: 859) 
presents evidence that external support of the nonprofit entity decreases when donors and funders 
"perceive accumulated wealth as excessive". Heutel and Zeckhauser (2014a) note that, with 
stakeholder attention generally directed elsewhere, there is little pressure on nonprofit managers to 
perform well as investors. 
Large endowments are also problematic because of the complexities involved in managing them 
properly. Merton (1993) and Kaufman and Woglom (2003) demonstrate that, to be efficient, the 
endowment's asset allocation (investment mix) must take into account expected returns, variances 
and covariances not only for the traditional categories of financial securities, but also the university's 
non-financial wealth. This would be a challenging proposition even for a hedge fund. Lerner et al. 
(2008) describe the consequences of inept investment management at the University of Rochester, 
which in the 1990s invested heavily in Kodak and Xerox, on the well-meaning but ill-considered basis 
of localism. Barber and Wang (2013) examine hundreds of American university endowments for a 21-
year period ended in 2011, and present evidence that only elite institutions with sophisticated 
investment management structures consistently outperform the relevant benchmarks.  
It is axiomatic that unnecessarily large accumulations of university wealth in mission-unproductive 
financial assets would have detrimental consequences on students, taxpayers, donors and others. 
What is less plain, as Fremont-Smith (2004) observes, is the identification of the point at which the 
managerial diversion of nonprofit resources, from mission to savings, turns from sufficiency into 
excess. This creates a conundrum in developing appropriate endowment-related hypotheses for this 
thesis, addressed as follows. 
Firstly, even if there is a level at which endowment accumulation becomes suboptimal for the 
university, this absolutely does not mean that institutional savings are devoid of financial and mission-
supportive benefits. As articulated by Weisbrod et al. (2008), Bennett et al. (2010), Bowman et al. 
(2012), Tschampion et al. (2012), and others, endowments can provide supplemental funding to 
institutions whose internal inflation rates are higher than those in the wider economy (which is a 
condition internationally typical of the university). Endowment income can be used to reduce tuition 
fees, or to offer higher quality education, whilst holding fees constant. Financial aid can be provided 
to students. Unanticipated fluctuations in revenues or costs can better be withstood. With a 
substantial endowment, the university has a better chance of surviving a major financial shock. 
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Secondly, the main research objective of this thesis, and the innovation it offers to the nonprofit 
literature, is the development of an analytical framework for assessing the financial condition of South 
African public universities. Because the concept of financial condition has many dimensions, all 
demanding of attention, this project is necessarily broad in its perspective, whilst simultaneously being 
constrained in scope. This tension is such that, although many interesting intellectual questions (such 
as the excessive endowment issue) might emerge from the nonprofit financial theory, these must 
generally be left as suggestions for future research, with the present study confining itself to an 
examination of the less nuanced manifestation of each component of university financial condition. 
Thus, the first two hypotheses of this thesis are derived from an unembellished expectation that a 
substantial and well-managed endowment contributes positively to the financial condition of the 
university.  
Hypothesis 
number 
Category Description 
H1 Investment sufficiency Investment holdings are positively associated with university financial 
condition.  
 
Hypothesis 
number 
Category Description 
H2 Investment 
performance  
Investment returns are positively associated with university financial 
condition. 
2.2.2 Property, plant and equipment 
The physical assets of South African public universities are, according to their aggregated balance 
sheets, the next largest asset category in the system. Property, plant and equipment (the collective 
term used by accountants for these assets) are reported at a total of R28.0 billion, or 31% of total 
assets, in 2013. The comparative numbers from the beginning of the review period of this study, in 
2007, are R11.4 billion and 27% respectively. Between 2007 and 2013, the average annual growth in 
the universities' total physical assets is 16.2%. 
However, the confounding effects of the accounting rules are such that meaningful conclusions are 
not easily drawn from a direct comparison of the monetary amounts recorded in balance sheets for 
physical and financial assets. Financial assets are generally measured on the basis of fair value, which 
is (approximately) the amount that the reporting university could have raised, if it had sold them at 
year end. For physical assets, in contrast, the accounting situation is so complex as to require a major 
 
 
Page | 19  
 
part of the undergraduate curriculum in its explanation. The accountant, once suitably trained to the 
satisfaction of his or her profession, will say that these assets are reported at impairment-adjusted, 
depreciated historic cost or revalued amounts; what these things actually mean, however, is a 
different matter entirely. The only certainty is that the accounting number, most of the time, does not 
represent the physical asset's market value.  
This makes financial analysis difficult. One obvious response is the partial restoration of comparability 
by means of an adjustment to the reported financial statements, so that the universities' physical 
assets are, at least, all measured under the same accounting rules. As described in Chapter 3, the study 
does exactly this, by restating those assets that have been revalued (the minority policy amongst the 
South African universities) at historic cost amounts. However, this does not entirely resolve the 
problem. Even after adjustment, two otherwise identical lecture theatres, built three years apart 
under typically South African inflationary conditions, will be included in the balance sheet at materially 
different amounts. The historic cost balance sheet number for a perfectly serviceable administration 
building, constructed in the 1930s at a cost of £5,000 (R10,000 after South Africa dropped the pound 
in 1961) will, in 2013, be miniscule (if not zero), regardless of the fact that its current market and 
replacement values are many orders of magnitude greater.  
Other complications exist. University libraries generally treat the cost of books as an expense, not an 
asset, thereby rendering a central academic mission-related resource invisible to the reader of the 
balance sheet. Computer and laboratory equipment may still be useful to the university long past the 
date at which they are fully depreciated, and have been removed from the balance sheet. The market 
value of urban campus real estate is generally higher than equivalently-sized property in a rural 
setting. In perplexing contrast, geographic isolation may mean that the replacement cost of a building 
situated on a rural campus will be significantly higher than the equivalent structure in an urban 
environment.  
The accounting numbers derived from a balance sheet, therefore, offer only an incomplete and 
imprecise representation of the real-world utility of the university's physical assets. However, from a 
financial analyst's point of view, the matter is, to an extent, self-resolving. There are both legal and 
economic constraints on the physical assets of South African public universities: property may not be 
sold without the state's permission (South Africa, 1997b: 20), and as KPMG (2010) point out, even in 
the absence of this legislative restriction, physical assets would not be available to university managers 
for funding day-to-day cash outflows. The insight that emerges from this consideration is the 
 
 
Page | 20  
 
following. It is not clear what the illogical combination of non-additive amounts that comprises a 
university's balance sheet number for physical assets is supposed to represent. What is rather more 
certain is what it does not represent: namely, a financially expendable amount that is freely available 
to the institution for its operating, investing and debt service needs. Therefore, the next hypothesis 
for the thesis: 
Hypothesis 
number 
Category Description 
H3 Expendable asset 
availability  
The balance sheet number for property, plant and equipment is 
negatively associated with university financial condition. 
2.2.3 Cash 
Keynes (1936: 111) identifies three reasons for holding cash: a "transactions-motive", a 
"precautionary-motive" and a "speculative-motive", which refer, respectively, to the convenience, 
security and investment benefits of highly liquid assets. Theoretical constructs of the agency costs of 
managerial behaviour (Jensen and Meckling, 1976, and Fama and Jensen, 1983a and 1983b) suggest 
an additional explanation: as a consequence of a self-interested focus, managers derive personal 
utility from excessive amounts of organisational cash; and because this is an asset which is 
unproductive (or underproductive) and easily diverted, such an outcome has a suboptimal effect on 
the firm and its owners.  
In their influential study, Opler et al. (1999) present evidence in a commercial setting that is indicative 
of generally rational and optimal managerial behaviour in the presence of cash. Applying a static trade-
off interpretation (which has intellectual foundations in the Myers, 1984 capital structure model), they 
show that businesses target a level of cash at which there is an equilibrium of the marginal costs and 
marginal benefits involved in keeping a particular quantum of liquid assets on the balance sheet. 
However, their conclusion is tempered with the observation that "management accumulates excess 
cash if it has the opportunity to do so" (Opler et al., 1999: 44). 
In a nonprofit frame of reference, Handy and Webb (2003) report perverse incentives arising from the 
expectation of state support in times of crisis. Because governments tend to see cash balances as 
having an inverse association with financial need, some nonprofit organisations seek to apply political 
pressure by deliberately reducing their cash holdings to unsafe levels (with such reduction achieved 
by means of a wasteful escalation in current consumption expenditure). Fisman and Hubbard (2005) 
take a slightly different view, modelling the holding of cash as a precautionary device, which is used 
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to mitigate the effects of unexpected variations in income or expenses. In their analysis, a trade-off 
exists between the smoothing benefits of a cash-rich balance sheet, and the costs of reduced 
contributions from donors who wish to see their monies applied directly and immediately to the 
organisation's mission, not left idle merely for the peace of mind of its managers. Furthermore, the 
agency problem of cash appears to be prominent: Fisman and Hubbard (2005) present evidence that, 
in the absence of strong governance structures, a direct relationship exists between donation receipts 
and managerial compensation levels.  
Core et al. (2006) find similar associations between cash holdings and nonprofit manager pay, and 
argue that cash and agency problems appear inextricably linked. Gore (2009) determines that agency 
explanations dominate operational rationalisations for cash reserve levels in a municipal context. In 
contrast, Ramirez (2011: 653) concludes that a "harmless interpretation of cash holdings" is most 
consistent with his findings, even after controlling for differences in governance and managerial 
structures. He suggests that transactional, precautionary and speculative objectives explain nonprofit 
cash balances, with only mixed findings in support of the agency hypothesis. 
Both the nonprofit- and commercial-context literatures, therefore, are illustrative of a disputed 
interpretation of the organisational utility of cash. However, it seems clear that, even in those studies 
that argue for a preponderance of the optimal Keynes (1936) objectives (within both commercial and 
nonprofit frames of reference), the agency problem is never entirely absent. For South African public 
universities, the development of a valid financial construct for the interpretation of cash balances 
must, it seems, take into account similar nuances.  
Because this study derives its reliability and validity, in part, by means of a deliberate focus on audited 
annual financial reports, it is subject to the constraint of making only yearly observations of a system 
that has complex and lumpy intra-period funding flows. Cash balances are especially affected. The 
South African universities receive their annual state subsidy transfers in eight separate monthly 
tranches, starting on the first working day in April, and ending on the corresponding date in early 
November. The April and May transfers comprise one-quarter each of the university's annual 
allocation, and the others one-twelfth each (DHET, private communication, 8 October 2015).  
From the data sources applicable to this study, similar information on the timing of cash inflows 
related to student fees—after subsidy, the largest revenue source for the universities—is impossible 
to obtain. Anecdotally (see, for example, Rhodes University, 2015), the universities attempt (1) to 
secure large deposits from students before admitting them for study, (2) to obtain full settlement of 
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the fees accounts relatively early in the academic year, and (3) to withhold examination results in 
cases of unpaid fees. For evidence of only partial success in these credit-control endeavours, see the 
discussion of tuition fees and student debt at 2.4.3 below.  
What, then, to make of the apparently substantial cash balances in the South African public higher 
education system at 31 December each year (2013: R9.6 billion, 11% of assets; 2007: R6.4 billion, 16%; 
average growth 2007–2013: 7%)? In the development of an appropriate hypothesis, the following 
points are pertinent. Firstly, under a baseline assumption (admittedly simplistic; inflation also ignored) 
of completely even month-to-month expenditure of its annualised state subsidy receipts, each 
university should have one-quarter of the annual subsidy revenue total on its balance sheet, in cash, 
at 31 December each year; this being the minimum required to cover the three months until the next 
governmental cash transfer in early April the following year. Secondly, if student debt collection efforts 
tend to be more fruitful for the university during the annual examination results publication season 
(which, in South Africa, always coincides with financial year end), that would partly explain a higher 
December cash balance. Thirdly, it might be managerial policy to maintain a margin of safety over and 
above the minimum amounts required to smooth the effects of these uneven revenue inflows. Finally, 
substantial portions of cash might be externally restricted (eg. state infrastructure grants received in 
advance of the related developmental expenditure), and therefore not available to managers for 
operating expenditures. 
Before stating the cash hypothesis of this thesis, one further matter requires consideration. The theory 
indicates that, on the one hand, cash balances are generally supportive of financial health, particularly 
in the uneven funding environment of nonprofit organisations (and South African universities are no 
exception). On the other hand, there is, arguably, a level at which an overly conservative accumulation 
of cash by the university's managers becomes suboptimal for the institution. Quantification of this 
level is, however, a substantial question in its own right, has closer intellectual links with theories of 
governance and accountability than with the financial health focus of this thesis, and is left as a 
suggestion for future research. Within the current frame of reference, therefore, a simple and direct 
link between cash and financial strength is hypothesised: 
Hypothesis 
number 
Category Description 
H4 Cash sufficiency Cash balances are positively associated with university financial 
condition.  
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2.3 Capital 
2.3.1 Equity and debt 
The right hand side of the fundamental accounting identity—in terms of which assets equal capital, 
which is the sum of equity and liabilities—provides a focal point for a consideration of the capital 
structure decisions of the universities.  
The total capital of South African public universities in 2013 is R90.1 billion. This has increased at an 
average annual rate of 13.7% since 2007, when total capital is R41.7 billion. The main single 
component of capital is equity (accumulated surplus, restricted funds and other reserves), which 
grows from R31.8 billion in 2007 to R69.4 billion in 2013, or 13.9% per annum on average. Liabilities 
are represented by a heterogeneous collection of smaller accounts. Amongst these, two items are 
hypothesised to interact significantly with the universities' financial condition, and are accorded 
separate consideration in the analysis that follows: (1) debt (distinguished from other liabilities 
because it involves a direct contractual relationship with a bank or other financial intermediary), and 
(2) defined benefit liabilities (distinguished on the basis of size and growth characteristics). Debt is 
discussed in the current section of the thesis; for defined benefit liabilities, see 2.3.2 below. 
Total liabilities grow at 12.6% per annum on average, from R10.1 billion in 2007 to R20.6 billion in 
2013. Debt increases from R1.3 billion in 2007 to R1.9 billion in 2013, or 7.0% per annum. Considered 
at a systemic level, debt is therefore not a major capital component, representing 2.2% of the 
aggregate institutional capital base in 2013 (2007: 3.1%). However, the distribution of institutional 
capital components is uneven, both in the cross-section and longitudinally. In addition, it may (or may 
not) be the case that debt is an underused capital resource in South African public higher education. 
It is therefore appropriate to consider the theoretical and empirical contexts in terms of which the 
universities adopt particular combinations of equity and debt. 
For commercial organisations, the capital structure irrelevance theorem of Modigliani and Miller 
(1958), as extended by Kraus and Litzenberger (1973) and Scott (1976) for the costs of financial distress 
and the benefits of tax-deductible interest payments, results in the formulation of a theory of the 
existence of an optimal capital structure for a commercial enterprise. In terms of this interpretation, 
commonly referred to as the static trade-off theory (following Myers, 1984), the firm is able to 
determine (and therefore, target) an optimal capital structure for itself. 
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Also in the for-profit sector, Myers and Majluf (1984) provide intellectual rigour for an older, but 
previously only informally described, alternative explanation for the capital structure choices made by 
businesses. In their pecking-order theory, managers have inside information, investors are aware of 
this, and therefore any financing decision made by managers is interpreted by investors through the 
lens of information asymmetry. This creates a tension similar to that described in Akerlof (1970), and 
it results in similarly perverse consequences, with suboptimal capital structures ensuing: firms 
demonstrably prefer internal sources of finance to external, and only when the raising of external 
finance becomes unavoidable, is debt preferred to equity. Thus, the order of preference for financing 
any new project is, firstly, retained earnings, then borrowing, with the issuance of new shares being 
considered only as a last resort. 
Two obstacles face those who would apply these constructs to the nonprofit sector. Firstly, there is a 
lack of clarity on what, exactly, nonprofit equity represents. As Bowman (2002) points out, both of the 
dominant commercial sector capital structure theories are dependent on a traditional interpretation 
of equity; that is, a financial instrument representative of a residual claim on the organisation, the 
right of receipt of dividends, and the right of transferability. None of these three entitlements exists 
in the context of the nonprofit entity.  
The second problem involves taxation. In South Africa, as elsewhere, corporations pay income tax and 
nonprofit organisations do not. This means that no benefits accrue to the nonprofit entity from the 
tax deductibility of interest payments on its debt. Following this line of reasoning to its logical 
conclusion, the absence of any tax advantage from the issuance of debt means that the capital 
structure of nonprofit entities should consist exclusively of equity. Empirically, in both international 
and South African public higher education contexts, this is not the case.  
Wedig et al. (1988) present an early attempt to deal with these theoretical challenges, formulating a 
capital structure model in terms of which the nonprofit entity takes on debt when managers perceive 
that the opportunity cost of equity exceeds the interest rate on debt. Tuckman and Chang (1992: 78) 
similarly argue that the "administrator of a nonprofit receives satisfaction from his or her 
organization's equity accumulation", lending support to the plausibility of an interpretation that debt 
may be attractive to the equity-hoarding nonprofit manager, even when it carries no tax advantage. 
Wedig (1994: 258) more closely examines the nature of nonprofit equity, suggesting that donations 
to nonprofit entities are, in principle, identical to share issues, with donors receiving "'dividends-in-
kind' in the form of utility gained by seeing the organization’s goals advanced". However, this idea has 
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not subsequently enjoyed wide acceptance in the literature, with Bowman (2002: 294), for instance, 
arguing that "the analogy should not be pushed too far", and Jegers (2011) presenting a succinct 
analysis of the conceptual flaws of the Wedig (1994) interpretation within the framework of standard 
financial theory. 
Gentry (2002) evaluates the capital stock of the nonprofit entity on the basis of its supply of available 
cash. When the organisation has sufficient liquidity to fund its investments in physical assets, capital 
consists entirely of equity. On the other hand, the cash-poor institution that wishes to invest in 
infrastructure or other developmental projects has no option but to issue debt, with the cost of that 
debt increasing, the more cash-constrained the entity becomes. Jegers and Verschueren (2006) 
support this analysis, arguing in addition that generally low debt levels in nonprofit organisations may 
be indicative of a reluctance on the part of financial institutions to get involved in the sector. In 
contrast, Denison (2009: 155) finds the reluctance to be on the part of managers, not the banks, with 
only the most experienced nonprofit executives with strong financial credentials being "accepting and 
understanding of the benefits associated with the prudent use of debt". Smith (2010) concludes that 
nonprofit debt has an inverse association with two positive signals of organisational financial 
condition, liquidity and profitability. Calabrese (2011b) presents evidence that nonprofit entities 
prefer equity to debt, arguing that this supports a modified pecking-order capital structure hypothesis 
for the sector. Denison et al. (2014) examine American public universities and find no evidence in 
support of static trade-off capital theory, with wide variability in debt levels. 
In South Africa, a public university is permitted to borrow money from financial intermediaries, subject 
to gaining ministerial approval if institutional debt (including bank loans, mortgages and overdrafts) 
exceeds 5% of a rolling two-year average of the university's prior annual income, or other institutional 
cap set by the Department of Higher Education and Training (DHET) (South Africa, 1997b: 40). In 2013, 
systemic institutional debt is 3.9% of the universities' prior average total annual income, and in 2009 
(the earliest year in the review period for which this ratio can be calculated), it is 4.5%. This confirms 
the point made earlier in this section: that debt, on average, is very low in South African public 
universities. However, the same institutional-level variability, as observed by Denison et al. (2014) 
amongst American nonprofit universities, also exists in South Africa. Of more immediate concern for 
the development of an appropriate debt hypothesis for this thesis is the possibility that not enough 
debt has been taken on by the universities, particularly in light of the indebtedness of their two main 
funding sources, the state and South African households, as discussed in Chapter 1.   
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In the discussions of the investment and cash hypotheses at 2.2.1 and 2.2.3 above, it is noted that this 
thesis adopts a broad perspective. The research objective of developing an analytical framework for 
assessing the financial condition of South African public universities necessarily involves a 
consideration of a wide range of institutional financial components. This constrains the level of detail 
at which any single component can feasibly be subjected to analysis. In the case of both investments 
and cash, for example, theory suggests that there exist break-points at which financial advantage turns 
to disadvantage, and the predicted relationship inverts. In a project of this nature and scope, however, 
these intriguing possibilities must, unavoidably, be left as suggestions for future research. Similarly, 
theory indicates that there may be a level at which too little debt has been issued by the university, 
but this must, for the time being, be superseded by a more straightforward debt-distress hypothesis. 
Accordingly, the fifth hypothesis of this thesis:  
Hypothesis 
number 
Category Description 
H5 Debt vulnerability Debt is negatively associated with university financial condition.  
Attention is now turned to equity. The main source of this capital component for South African public 
universities is surplus, and this is discussed in detail at 2.6 below. At this point of the thesis, and 
following the capital adequacy interpretation of Gentry (2002), Jegers and Verschueren (2006) and 
others, undercapitalisation of the university and insufficiency of its equity are both hypothesised to 
be representative of poor financial condition: 
Hypothesis 
number 
Category Description 
H6 Capital adequacy Capital is positively associated with university financial condition.  
 
Hypothesis 
number 
Category Description 
H7 Equity sufficiency Equity is positively associated with university financial condition.  
2.3.2 Retirement benefit liabilities 
South African public universities offer a variety of retirement benefits to their employees. The most 
common form of arrangement is the defined contribution plan, in which the employee, upon 
retirement, receives a pension dependent on two factors: (1) contributions paid into the plan by (or 
on behalf of) the employee, and (2) subsequent investment returns. For such a plan, the university 
offers no guarantee in respect of the amount of retirement benefits eventually to be received by the 
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employee. If the plan underperforms, or makes losses on funds invested, those consequences must 
be borne by the employee. The university’s obligation is limited to the amount that it agrees to 
contribute to the plan, usually on a month-to-month basis; and once it has done so, it has fully 
discharged its financial responsibilities (although it may assist with the administration of the plan). 
Thus, for a defined contribution plan, no material liability appears on the university's balance sheet, 
and all related costs are contemporaneously captured in the income statement.  
The other type of retirement arrangement is the defined benefit plan. This category includes final-
salary schemes (formula-based pension promises made with reference to years of service and average 
final salaries), and post-employment medical plans. In 2007, as in 2013, very few of the universities 
have defined benefit schemes which remain open to new members. However, rather more have 
legacy arrangements with both active (currently employed) and retired members. In particular, a 
number of plans exist in which universities have made substantial and binding promises to pay medical 
aid contributions on behalf of former employees. 
The essential financial feature of a defined benefit plan is that the institution has accepted a legal or 
constructive obligation to make guaranteed future cash disbursements, whether pension, medical aid, 
or both, to the benefit of former employees. If inadequate assets are set aside by the institution for 
the purposes of funding those future payments (or if a pay-as-you-go decision has been made not to 
fund the plan), a representationally useful balance sheet would contain the appropriate negative 
economic signal. This takes the form of a liability, equivalent to the amount by which the present value 
of the promise to pay exceeds the fair value of the assets (if any) set aside to fund the payments. 
Investment losses (or returns that perennially fail to reach projected levels) are, in the case of defined 
benefit plans, entirely the university's problem, and the cumulative funding shortfall is reflected in an 
ever-increasing liability. 
It is this liability to which attention is now turned. In aggregate, retirement benefit liabilities related 
to pension and postretirement medical aid promises made by South African public universities are 
R5.2 billion in 2013 (2007: R2.8 billion). The average annual growth rate in this liability over the review 
period is 10.9%.  
Merton (2012: 523) laments the widespread and international decline in defined benefit plans, noting 
that ordinary members of defined contribution plans are expected to make complex investment 
decisions under conditions of substantial uncertainty about the future, and yet "we do not ask people 
to do their own medical surgery or other kinds of important activities which require a great deal of 
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specialization". However, he offers no challenge to the clear financial risk that the defined benefit plan 
presents for the employer, aptly described by Ezra (2015: 57) as "the sad spectacle of huge unfunded 
liabilities going hand in hand with failing corporations". 
This thesis is, of course, a financial study of the universities, not a treatise on the social justice 
implications of the decisions made by their managers (except where these might plausibly have an 
impact on financial condition). Those universities that deliberately maintain defined benefit plans are, 
arguably, more supportive of their employees than those that do not. However, it is equally 
demonstrable that they are at greater financial risk. Hence, the next hypothesis: 
Hypothesis 
number 
Category Description 
H8 Retirement benefit 
vulnerability 
Defined benefit plan liabilities are negatively associated with university 
financial condition.   
2.3.3 Working capital 
The near-term end of the continuum over which assets are expected to be used, and liabilities settled, 
is distinguished from the remainder of the organisation's capital structure in order to measure its 
liquidity. In a specification which is normatively imposed by the accounting standard-setter (IASB, 
2007: IAS 1), this is generally defined as the ability to meet those financial obligations that will fall due 
within twelve months of balance sheet date.   
Working capital is the surplus or deficit after deducting short term (also known as current) liabilities 
from short term assets. These three accounting components and their derivatives are used in the 
construction of indicators that are widely applied in the commercial sector as central elements in 
measuring the financial health of a business (see, for instance, White et al., 2003 and Robinson et al., 
2009).  
Working capital for the South African public universities consists of three substantial asset categories 
and one major liability: short term investments, cash, current receivables (including student debt), 
and current payables respectively. The financial effects of the first three, as separate asset categories, 
are discussed at 2.2 above and 2.4.2 below; in this section, their interactions with institutional short 
term liabilities are considered.  
The universities' total current assets grow at 11.0% per annum between 2007 and 2013, from R13.3 
billion to R24.9 billion. Over the same period, systemic current liabilities increase from R3.9 billion to 
 
 
Page | 29  
 
R7.1 billion, an average rate of 10.5% per annum. The favourable difference between these growth 
rates means that total institutional working capital increases by 11.2% per annum between 2007 and 
2013. 
One measure of working capital sufficiency is the current ratio, which is current assets divided by 
current liabilities, and which is interpreted as having a direct association with liquidity and, therefore, 
organisational financial condition. The current ratio is included in the empirical part of this study on 
the basis of its appearance in Chabotar (1989); see Chapters 4 and 5 for further details. At this stage 
of the thesis, it is introduced in order to illustrate an important difference between the universities 
and commercial enterprises. For a sample of 165 listed South African industrial companies studied 
over a ten-year period, du Plessis and Swanepoel (2002) report average current ratios of between 1.6 
and 2.1. In contrast, the average current ratio for the South African public universities for the review 
period of this thesis is 4.0.  
Thus, in comparison to South African companies, the universities appear to operate under conditions 
of comfortably high liquidity. Such a conclusion is, however, inappropriately facile. As noted elsewhere 
in this chapter, the aggregated numbers mask considerable variability at institutional level; in the case 
of the current ratio, the 2007–2013 range is from a minimum of 0.3 to a maximum of 13.5. In addition, 
the cash holdings and receivables of a public university are significantly different from those of a 
company. Cash flows for South African public universities are uneven, and at any given year end, three 
months remain before the next subsidy transfer from the state will occur (see 2.2.3 above). University 
cash at balance sheet date is, therefore, a seasonal anomaly. Cash may also be restricted (see, for 
instance, Bowman, 2010), and therefore unavailable for day-to-day operating costs. Finally, student 
debt is very different from commercial debt, and any presumption that such amounts are collectible 
by the university within the commercial sector's 30- or 60-day norms are, as discussed at 2.4.3 below, 
misplaced. 
Accordingly, and irrespective of high average liquidity levels in the universities, the ninth hypothesis 
of this thesis postulates that there exists a direct relationship between working capital sufficiency and 
financial condition: 
Hypothesis 
number 
Category Description 
H9 Working capital 
sufficiency 
Working capital is positively associated with university financial 
condition.   
 
 
Page | 30  
 
2.4 Revenue  
2.4.1 Total revenue 
The discussion now moves from the balance sheet to the income statement. The total revenue of 
South African public universities in 2013 is R58.7 billion. This has increased at an average annual rate 
of 11.8% since 2007, when total revenue is R30.2 billion.  
As befits the importance of revenue to any organisation, whether commercial or nonprofit (see, for 
instance, Foster, 1978, Drucker, 1990, Bell et al., 2010 and Bowman, 2011a), this particular financial 
component has the most hypotheses of this study associated with it. Five revenue-related postulates 
are advanced below, of which one is concerned with total revenue, and four with revenue source 
interactions. (For logical flow of discussion, a sixth hypothesis related to student debt is also addressed 
in this section.) 
In contrast with theories of interaction between revenue sources (as discussed at 2.4.2 and 
subsequent sections below), little controversy or complexity surrounds the premise that the nonprofit 
organisation should seek to maximise its revenue. As Weisbrod et al. (2008: 58) observe, 
  there is a fundamental simplicity. Every school [in the American usage: university] 
does two things: it raises revenue and it spends it. It spends money to pursue its 
mission and it raises revenue to finance those expenditures. Every school of every 
form must generate revenue to advance its goals, however different those goals 
may be. 
They proceed to emphasise the point with a reference to the amusingly recursive email signature of a 
nonprofit manager: "Mission: Make enough money to support the mission" (Weisbrod et al., 2008: 
60).  
Although focussed on a variety of specific revenue components, a broad literature stands uniformly in 
theoretical and empirical support of the nonprofit revenue-increasing imperative, including Yanikoski 
and Wilson (1984), Grønbjerg (1993), Brown (1994), Baade and Sundberg (1996), Marudas (2004), 
Buchheit and Parsons (2006), Parsons (2007), Trussel and Parsons (2008), Gordon et al. (2009), Neill 
(2009), Byrd and Mixon (2012), Hillman (2012), Surysekar and Turner (2012), Healey (2013), Grizzle 
(forthcoming) and Harris and Ruth (forthcoming). Therefore, the tenth hypothesis of this thesis is that 
there exists a direct relationship between a university's total revenue and its financial condition: 
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Hypothesis 
number 
Category Description 
H10 Revenue sufficiency Total revenue is positively associated with university financial 
condition.  
2.4.2 State subsidy 
In 2013, 39% (R22.9 billion) of total systemic revenue is in the form of state subsidies, a proportion 
which is two percentage points lower than in 2007, when the state transferred R12.3 billion to the 
universities. Despite this proportionate decrease, state subsidy consistently remains, in aggregate, the 
largest single source of revenue for the universities over the 2007–2013 review period. 
In South Africa, higher education funding policy is determined by the Minister of Higher Education and 
Training, subject to the concurrence of the Minister of Finance, and is implemented in terms of a 
funding framework (South Africa, 2003b), which is continuously applicable throughout the review 
period of this study, and at the time of writing (2015) has not been superseded.  
In the interpretation of the preceding sentence, and in the discussion and analyses that follow, it is 
relevant to note a substantial limitation on the funding powers of the Department of Higher Education 
and Training (DHET). The total fiscal allocation to higher education each year is subject to the approval 
of National Treasury (South Africa, 1997b: 39), which is in turn constrained by a number of interrelated 
factors, including conditions in the South African economy, tax revenues, and competing demands on 
the national budget (from, for example, health, social security and basic education). Whilst DHET may 
have substantial levels of control over the distribution amongst the universities of its annual funding 
quantum, therefore, it exercises considerably less authority, in the first instance, over the matter of 
establishing that amount. This important point is examined in greater detail below, after a description 
of DHET's funding procedures. 
DHET distributes the state's annual higher education budget on the basis (South Africa, 2003b) of a 
division of the total allocation into block grants (unrestricted transfers to the universities, which they 
then apply towards general operations) and earmarked grants (restricted transfers to the universities, 
as well as separate transfers to the National Student Financial Aid Scheme, NSFAS). For the 
government's fiscal year ended in 2013, block grants and earmarked grants amount to R17.4 billion 
and R6.8 billion respectively (DHET, 2013b). The comparative figures for the 2007 fiscal year are R10.7 
billion and R1.8 billion (Department of Education, 2007). Therefore, the block grant proportion of the 
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total higher education budget allocation falls by ten percentage points over the review period, from 
82% in 2007 to 72% in 2013. 
The block grant to each university is determined with reference to four factors: research output, 
teaching output, teaching input and an institutional factor. In each case, actual numbers (usually from 
two years previously, referred to in the funding framework as n – 2) and normative targets are 
weighted and combined by formula. Research output is measured on the basis of defined publication 
units, a proportionate measure of the research content of master's degrees awarded, and a weighted 
count of doctoral graduates. Teaching output is a weighted count of the university's certificate, 
diploma and non-research degree completions. Teaching input has the most complex determination. 
Full-time equivalent (FTE) enrolled student numbers are weighted with reference to classification of 
educational subject matter categories, course level, whether instruction delivery is on a contact or 
distance basis, and conformance with the institution's DHET-approved rolling enrolment plans. The 
fourth component of the block grant, the institutional factor, allocates funds on sliding scales to 
universities with (1) large (45% or greater) proportions of disadvantaged students (normatively 
identified as black and coloured South African citizens), and (2) small size (less than 22,000 FTE student 
enrolments).  
The earmarked grant portion consists of various items, the largest of which is for student financial 
assistance. This is paid to the NSFAS entity, not the universities; see further discussion at 2.4.3 below. 
The NSFAS allocation amounts to R1.1 billion in the 2007 fiscal year, and R3.4 billion in 2013, an annual 
average rate of increase of 20.7%. Transfers to NSFAS represent 8% of the total higher education 
budget in 2007. In 2013, the proportion is 12%. The next largest earmarked transfer is for specific 
infrastructure development projects, amounting to R440 million in 2007 and R1.8 billion in 2013. The 
remainder of the earmarked allocation consists of sundry smaller transfers for various DHET initiatives. 
For the analytical purposes of this financial study, all earmarked subsidy transfers directly received by 
individual universities are included with their annual block grants. 
In this thesis, 22 hypotheses are developed from economic and financial theories of nonprofit 
organisations and public universities. Only one of these makes direct reference to state subsidy 
revenue. By implication, this study looks in 21 places other than government funding for decision-
useful evidence on the financial condition of the universities. Therefore, and despite prodigious levels 
of technocratic and academic attention paid to the funding formula for South African universities (see, 
for example, South Africa, 2003b, Department of Education, 2004, 2005, 2006, 2007 and 2008, Ntshoe, 
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2004, Steyn and de Villiers, 2005 and 2006, Bunting, 2006, de Villiers and Steyn, 2006, 2007 and 2009, 
le Roux and Breier, 2007, Wangenge-Ouma and Cloete, 2008, DHET, 2009, 2010, 2012a, 2013a and 
2013b, de Villiers and Nieuwoudt, 2010, Wangenge-Ouma, 2010, HESA, 2011, and Finance and Fiscal 
Commission, 2012), this thesis implicitly adopts a sceptical stance on the received interpretation of 
the overwhelming (or, in some cases, even exclusive) importance of the DHET funding formula to the 
financial health of South African public universities.  
State subsidy is a substantial financial component of the universities, in both monetary and 
proportionate terms. Incremental significance is derived from the design specification of the South 
African funding formula as a steering mechanism for governmental direction of higher education 
policy (see, for example, Jongbloed, 2003 and 2004). Accordingly, it is clear that a consideration of 
state funding is relevant to the analysis. However, the existence of a number of other plausible 
explanations of nonprofit financial condition is equally indicative that the funding mechanism is not, 
by itself, sufficient for the adequate determination of the matter. Furthermore, even those who write 
in great detail about the funding formula concede, as in Steyn and de Villiers (2006: 56), that it "serves 
only as a division mechanism of a predetermined grant allocation". Wangenge-Ouma (2010: 484) 
similarly points out that the formula "is not driven by the actual costs of higher education provision 
but by the amount of funds made available in the national higher education budget". Admissions such 
as these suggest that the main achievement of the funding formula may be the encouragement of 
rent-seeking behaviour amongst the universities, causing them to engage in a fruitless arms race with 
each other, for ever-greater slices of an ever-shrinking pie.  
For the purposes of developing an appropriate subsidy revenue hypothesis for this thesis, the main 
theoretical question is whether or not the quantum of state support for the South African public 
university is positively associated with financial condition. Other issues, such as the normative 
objectives and unintended consequences of the policy-steering contrivances of the funding formula, 
or the political expediencies involved in expanding or contracting state expenditure on higher 
education, or the social justice implications of deciding, as Saunders (2012: 391) puts it, "who pays: all 
individuals [through taxes] or just those who attend university and their families?", whilst of significant 
interest in a sociological context, do not have a direct bearing on the financial focus of the current 
research.  
For the following two reasons, a negative association is hypothesised to exist between a South African 
public university's dependence on state subsidy and its financial condition. Firstly, as noted by Barr 
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(2004), Okunade (2004), McLendon et al. (2009), Titus (2009), Brown and Carasso (2013), Calabrese 
(2013) and McGettigan (2013), as well as in Chapter 1 of this thesis, the state's capacity to fund 
universities cannot be presumed to be able to continue growing without limit, even taking into 
account the political sensitivity of higher education in South Africa, as in other countries. Therefore, 
those universities that rely on the state for proportionately higher amounts of their revenue streams 
are more financially vulnerable to the effects of deflation or disinflation in state subsidy transfers.  
The second reason is more complex. Education White Paper 3, the National Plan for Higher Education, 
and the Schedule on the Funding of Public Higher Education (Department of Education, 1997 and 
2001, and South Africa, 2003b, respectively) jointly establish the foundational policy and funding 
framework for South African higher education, applicable for the entire period of analysis in this study. 
The White Paper (Department of Education, 1997: 7 and 11) sets out a post-apartheid vision of a 
"transformed, democratic, non-racial and non-sexist" higher education system that “must be planned, 
governed and funded as a single national coordinated system, in order to overcome the 
fragmentation, inequality and inefficiency which are the legacy of the past”.  
These objectives have only partially been realised. Finance and Fiscal Commission (2012) presents 
evidence that the policy framework has had unintended consequences; it may well have achieved a 
measure of political unification for a divided system, but in doing so, it ended up perpetuating the 
institution-level financial and other inequalities embedded within that system. This analysis is 
supported by DHET (2012b: 12), which openly admits that its own "funding model has made some 
attempts to bring about greater equity between historically black universities and those which were 
more advantaged in the past, but has not succeeded in doing so". Financial and Fiscal Commission 
(2012) notes that the institutional factor (as discussed above, the fourth component of the annual 
block grant to the universities) is, supposedly, the main mechanism for financial redress. However, it 
is an almost inconsequentially small portion of the total block grant to the universities (2007–2011 
average: 5.6%), and as a result, the formula is applied in a manner that signals the state's presumption 
that all South African universities, if not qualitatively identical, have the same levels of financial need. 
It is appropriate at this point to consider the direction (if any) of the arrow of causality arising from 
the preceding discussion. This study is not arguing that state subsidy support is being appropriately 
directed to financially weak institutions; on the contrary, exactly the opposite condition is implicit in 
the dysfunctionalities of the South African funding mechanism. The point being made is more subtle, 
and is instead related to the frames of reference in which individual levels of state support to the 
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universities are interpreted. In an already financially weak university, subsidy support may well seem 
to be disproportionately high. However, government generosity in such a context is entirely apparent, 
not real. In other words, the weak university's subsidy looks big, but only because everything else 
around it is so small. Hence, the state subsidy hypothesis: 
Hypothesis 
number 
Category Description 
H11 Subsidy dependence Proportion of revenue from state sources is negatively associated with 
university financial condition.   
2.4.3 Tuition and residence fees, and student debt 
Although revenue from student sources is, in aggregate, the smallest revenue source for South African 
public universities, it is also the fastest-growing revenue category. In 2007, the universities report a 
total of R8.2 billion in student-source revenue (including tuition and residence fees), which is 27% of 
total revenue in that year. In 2013, the comparative numbers are R18.1 billion and 31%. Student fees 
increase at 13.6% per annum over the review period, in comparison with growth in state subsidy of 
10.9%. 
Brown (1994) presents evidence that a managerial decision to increase tuition fees is more likely in 
the year following a deficit than in the year following a surplus, and interprets this as support for his 
hypothesis of a lagged inverse relationship between tuition fees and financial condition. In their 
developing countries study, Gill and Gill (2000) articulate the political challenges of finding a level of 
tuition fees that results in financial sustainability for the university, whilst still remaining affordable 
for the poor. Kaufman and Woglom (2007 and 2008) observe that tuition fee increases which are 
consistently greater than price changes in the broader economy are a consequence of financial 
pressure on universities, and also a cause of financial distress in households. In a South African higher 
education context, de Villiers and Steyn (2006), le Roux and Breier (2007), Wangenge-Ouma and 
Cloete (2008), de Villiers and Nieuwoudt (2010) and Wangenge-Ouma (2010 and 2012), amongst 
others, concur.  
Peruso (2010) and Alexander (2011) report an inverse relationship between tuition dependency and 
financial health. Byrd and Mixon (2012) find that attempts to fill funding gaps through online courses 
are fruitless at best, and have a negative effect in some cases, which they attribute to cannibalisation 
effects. Hillman (2012: 265) describes institutional reliance on tuition fees as an inverse function of 
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state subsidies, suggesting that "low levels of state financial support [result] in greater pressure to 
generate revenue from students through tuition".  
In developing the state subsidy hypothesis of this thesis, it is argued that the fiscal constraints on the 
South African government are severe enough, that the transfer of the economic consequences of 
these constraints into public higher education seems likely. Indeed, this process has, arguably, already 
begun, with an observable deceleration in the rate of growth in direct subsidy support to the 
universities during the second half of the review period.  
As demonstrated by the contemporaneous acceleration in the rate of increase in tuition revenue, the 
main response of the universities has been to attempt to transfer the financial burden onto students 
and parents. This is clearly problematic from a social justice perspective, but of more immediate 
relevance to the current research is the observation that the tax, inflation and debt pressures on South 
African households are such that they are as financially constrained as the government sector, if not 
more so. Therefore, high proportionate dependence on tuition fees is a consequence of financial 
weakness in a university, or a cause, or both: 
Hypothesis 
number 
Category Description 
H12 Fee dependence Proportion of revenue from student sources is negatively associated 
with university financial condition.   
Relative to the other main asset categories, student debt represents a small proportion of total assets. 
However, the financial burden on students is a politically sensitive matter in South Africa, as 
elsewhere, and is therefore a source of both operational and financial risk disproportionate to its 
relative size. In 2007, total public university gross student debt (unadjusted for bad debt estimates) is 
R2.6 billion. By 2013, this has more than doubled to R5.3 billion, representing an average annual 
growth rate of 12.6%. 
These totals do not include loans to students by the National Student Financial Aid Scheme (NSFAS) 
(South Africa, 1999), which is administered as an entity separate from the public universities. NSFAS 
provides means-tested financial aid to students in the form of low interest loans with favourable 
repayment terms. (In addition, up to 40% of a loan is convertible into a bursary on the basis of 
academic performance.) NSFAS loans to students are recorded on the balance sheet of the NSFAS 
entity, not in the financial statements of the universities. However, in much the same way that a 
consumer credit application for a vehicle loan requires consideration in the context of that person's 
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existing mortgage, overdraft and credit card commitments, it is relevant in this study to take note of 
aggregate student indebtedness to NSFAS. In 2011 (the earliest year for which data is made publicly 
available by the organisation), gross student debt (unadjusted for write-downs made in terms of 
managerial collectability estimates), is R12.3 billion (NSFAS, 2011: 81). In 2013, total gross student 
debt is R15.8 billion (NSFAS, 2013: 98), representing a 13.3% annual rate of increase over the limited 
two-year data availability period.  
Hazarika (2002) examines the relationship between credit constraints and enrolment cyclicality, 
concluding that, although there may well be a countercyclical increase in enrolments during 
recessions, the effect is much stronger for wealthy families. de Villiers and Steyn (2006 and 2007) 
describe the financial situation in South African higher education as deteriorating, and suggest that 
substantial increases in student debt are a contributing factor. In their 2006 study, they argue that 
"when one looks at the outstanding debt as a percentage of tuition fees, the picture becomes even 
bleaker" (de Villiers and Steyn, 2006: 46). 
Current receivables are most often subsumed within a larger liquidity dimension in financial health 
research, whether in the commercial or nonprofit sectors. However, the assumption that student debt 
contributes positively to liquidity and therefore financial condition may not be appropriate, for at least 
five reasons. Firstly, student debt is generally collected more slowly than commercial receivables: 
there are, for example, an average 108 days tuition fees in aggregated student debt at the end of 2013 
(2007: 118 days). Secondly, there are political sensitivities in aggressive collection enforcement. 
Thirdly, there are neither rights to withhold, nor encumbered assets to retrieve, from indebted former 
students who have dropped out. Fourthly, even for current and successful students, South African 
public universities have not shown conspicuous success in using examination results or degree 
certificates as liens. Finally, student debt is directly related to increased tuition fees, which are, as 
discussed above, possibly on a financially unsustainable trajectory. Therefore:  
Hypothesis 
number 
Category Description 
H13 Student debt Student debt is negatively associated with university financial 
condition.  
2.4.4 Third stream revenue 
In this section, revenue sources other than state subsidy and student fees are considered. Collectively, 
these sources are known as third stream revenue items, and they consist mainly of gifts, research 
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contracts, sundry sales of auxiliary goods and services (such as conference space) and investment 
returns. (For the purposes of this thesis, university revenue from the accommodation of students is 
analysed as part of student fees in Section 2.4.3 above, not third stream revenue.) 
Total third stream revenue increases from R9.7 billion in 2007 to R17.7 billion in 2013, representing 
an average annual rate of growth of 10.6%. In aggregate, this is the slowest-growing revenue source 
for the universities. The largest individual component within the third stream revenue group is 
investment income (interest, dividends and capital gains), which grows from R3.0 billion in 2007 to 
R7.5 billion in 2013, or 16.5% per annum on average. The next largest category is research contract 
income, which increases at 11.4% per annum, from R2.2 billion in 2007 to R4.2 billion in 2013. The 
aggregated contribution to total revenue provided by sales and gifts falls during the review period, 
from 11% in 2007 to 8% in 2013. 
James (1983: 350) observes that nonprofit entities are obliged by financial constraints to "take on 
activities from which they derive no satisfaction in order to subsidize activities that they regard as of 
higher value". Anheier (2005: 210) proposes a "value-return matrix" in which nonprofit organisational 
activities are mapped according to their contribution to mission, and financial return. He argues that 
activities which have a low mission value, but offer high financial returns (such as some components 
of a university's third stream revenue), should be sustained as a "necessary evil", because of their 
contribution to economic viability. 
Foster and Bradach (2005) warn that earned-income entrepreneurialism in a nonprofit entity may 
have negative consequences on mission, without bringing sufficient financial reward. Weisbrod et al. 
(2008: 281) similarly suggest that third stream revenue may be a "double-edged sword" and that there 
"should be no pretense that there is no 'downside' from generating revenue—there is, and it should 
be acknowledged". Bowman (2011a: 138) agrees, observing that the search for third stream income 
may result in "goal displacement" which diverts the energies of managers away from the university's 
mission. However, Maier et al. (forthcoming) examine the hypothesis that increasing reliance on 
revenue from sales and services might be associated with mission drift and commercialisation, and 
find only inconclusive evidence. 
In general, empirical studies find a positive association between third stream income and nonprofit 
financial condition, including Baade and Sundberg (1996), Sargeant and Kähler (1999), Etzkowitz et al. 
(2000), Trussel and Parsons (2008), Gordon et al. (2009) and Ashley and Faulk (2010). Ritchie and 
Kolodinsky (2003: 370) describe third stream income as an "index of public support". Bennett et al. 
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(2010: 445) argue that "investment in commercial activity can constitute a form of insurance for 
mission activity". Surysekar and Turner (2012: 162) present evidence of a negative association 
between donations and financial weakness, suggesting that "donors recognize financial vulnerability . 
. . and are cautious in donating to [such nonprofit organisations]". 
In this study, it is argued that the universities should seek to maximise revenue (Hypothesis 10), as 
well as reduce dependence on state subsidy (Hypothesis 11) and student fees (Hypothesis 12). Such a 
construct leads to the unavoidable conclusion that the relationship between third stream revenue and 
financial condition must, logically, be a positive one. It is fortunate, therefore, that the literature lends 
support to such an interpretation: 
Hypothesis 
number 
Category Description 
H14 Third stream  Proportion of revenue from third stream sources is positively 
associated with university financial condition.   
2.4.5 Revenue diversity 
Tuckman and Chang (1991), in their widely cited paper, assert that nonprofit financial vulnerability is 
reduced through revenue diversification. This they define by applying an index similar to the one first 
attributed to Hirschman (1964) (see Equation 2.1 below), which is generally used by economists in an 
entirely different context, namely measuring market concentration in industry sectors.  
Equation 2.1 𝐻𝐻𝐼 = ∑ 𝑅𝑖
2𝑛
𝑖=1  
where  
HHI is Hirschman-Herfindahl index, as applied to nonprofit revenue concentration 
Ri is proportion of revenue attributable to revenue source i 
n is  number of disparate revenue sources 
This conjecture has become one of the most curiously persistent in the nonprofit financial analysis 
literature, with a number of subsequent studies (amongst others, Chang and Tuckman, 1994, Froelich, 
1999, Greenlee and Trussel, 2000, Hager, 2001, Trussel and Greenlee, 2004, Yan et al., 2009 and 
Frumkin and Keating, 2011) suggesting various levels of empirical support for a simple and inverse 
relationship between revenue concentration, as measured using the Tuckman-Chang method, and 
nonprofit financial health.  
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With the noteworthy exceptions of Kingma (1993) and Wicker et al. (2015), as discussed in some detail 
below, the main subsequent methodological innovation offered to the nonprofit revenue diversity 
literature since 1991 is an entirely modest one, in the form of a new ratio (Equation 2.2 generalised 
from its n = 3 formulation in Carroll and Stater, 2008): 
Equation 2.2 𝑅𝐷 =
1−∑ 𝑅𝑖
2𝑛
𝑖=1
1−(
1
𝑛
)
 
where  
RD is  revenue diversity 
Ri and n are as defined in Equation 2.1 
However, the differences between Equations 2.1 and 2.2 are neither interesting nor theoretically 
substantive. As Table 2.1 below illustrates, one of the measures increases with increasing revenue 
diversity, and the other does the opposite; one is bounded by 0 and 1, and the other is bounded by 
1/n and 1; and that is about all.  
Table 2.1   Selected diversity measures for a three-revenue entity 
Revenue source 1 Revenue source 2 Revenue source 3 HHI RD 
100% 0% 0% 1 0 
80% 20% 0% 0.68 0.48 
50% 50% 0% 0.5 0.75 
40% 40% 20% 0.36 0.96 
35% 35% 30% 0.34 0.998 
33⅓%  33⅓% 33⅓% 0.33 1 
In this thesis, it is argued that the HHI and RD measures are based on a naïve heuristic (crudely put: 
not putting all one’s eggs in the same basket) that was supplanted with an intellectually rigorous 
examination more than six decades ago, as follows. 
Markowitz (1952) examines the relationships between risk and return in a diversified portfolio of 
investment assets and shows that, while portfolio return (Equation 2.3 below) is simply determined 
as the weighted average of its constituent asset returns, measurement of the riskiness of the portfolio 
is a more complex proposition (Equation 2.4). 
Equation 2.3 𝜇𝑝 = ∑ 𝑥𝑖𝜇𝑖
𝑛
𝑖=1  
Equation 2.4 𝜎𝑝
2 = ∑ ∑ 𝑥𝑖𝑥𝑗𝜎𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1  
where 
µi and µp are returns on security i, and a portfolio with n securities, respectively 
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xi and xj are percentages of the portfolio allocated to security i and j, respectively 
σp2 is  variance of the portfolio 
σij is  covariance of return on security i with j; σii = σi2 = variance of return on security i 
Making use of the relationship between covariance, correlation and standard deviation, Equation 2.4 
may alternatively be expressed as 
Equation 2.5 𝜎𝑝
2 = ∑ 𝑥𝑖
2𝜎𝑖
2𝑛
𝑖=1 + ∑ ∑ 𝑥𝑖𝑥𝑗𝜌𝑖𝑗𝜎𝑖
𝑛
𝑗=1
𝑛
𝑖=1 𝜎𝑗  [i ≠ j], 
and it is this version which, arguably, most clearly formalises one of the central foundations of modern 
financial economics. Assuming that variance is an appropriate measure of risk, Markowitz (1952) 
shows with Equation 2.5 that a portfolio’s total risk depends not just on the riskiness of each of its 
constituent securities (the first term on the equation’s right hand side), but also on the correlation of 
each security with all the other securities (the second). As a further consequence of the equation’s 
second term, diversification benefits (in the sense of risk reduction for a given level of portfolio return, 
or, equivalently, increases in portfolio return for a given level of risk) are available from any correlation 
(ρij) between securities that is less than positive 1.   
Although it is obvious that the above analysis of risk and return has an investment finance focus, its 
potential relevance to revenue diversity in the nonprofit sector seems equally clear. Kingma (1993) is 
the first to challenge the Tuckman and Chang (1991) conjecture, developing a nonprofit revenue-
diversity theory that is based on the same interpretation of risk as Markowitz (1952). Assuming, for 
the sake of clarity of argument, that the nonprofit entity in question has only two revenue sources, 
Equation 2.5 becomes: 
 𝜎𝑇
2 = 𝑥1
2𝜎1
2 + 𝑥2
2𝜎2
2 + 2𝑥1𝑥2𝜌1,2𝜎1𝜎2 , and because x1 + x2 = 1, this leads to 
Equation 2.6 𝜎𝑇
2 = 𝜎1
2 + 2𝑥1(1 − 𝑥1)𝜌1,2𝜎1𝜎2 
where 
σT2 is  variance of the nonprofit entity’s total revenues 
1 and 2 are weights, variances and correlations of (between) revenue sources 1 and 2 
Equation 2.6, which is a minor reformulation of the version in Kingma (1993: 110), presents a 
framework within which the weaknesses of Tuckman and Chang (1991) might clearly be illustrated. 
Diversification benefits (in this case, minimisation of the variance of the revenue stream, σT2) are not 
necessarily achievable simply by assigning x1 = x2 = 0.5 (ie. maximum Tuckman-Chang revenue 
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diversity, in the two-source case). Instead, the variances of each of the two revenue sources, as well 
as their correlation with each other, must also be taken into account.  
Applying a slightly different assumption from Kingma (1993), in this case that revenue sources 1 and 
2 are government funding and student fees, indicated by subscripts G and S respectively, a number of 
highly illustrative scenarios are possible. Firstly, it is only in the special case of absolute stability in 
government funding (σG2 = 0) that the riskiness of the total revenue stream (σT2) is minimised, also at 
0, by relying purely on government funding (xG = 1 and xS = 0). Secondly, if both governmental and 
student fee revenue sources are unpredictable, but the riskiness of the latter is greater (as seems 
reasonable to expect; σG2 < σS2), then σT2 is minimised when xG > xS, with the relative proportion of 
government funding (xG / xS; xG > 0.5 and xS  0) decreasing as the correlation between the two sources 
(ρG,S) decreases. Thirdly, Tuckman and Chang (1991) are correct (xG = xS = 0.5) only in the unique, and 
possibly implausible, case when governmental and student fee revenue sources have exactly the same 
risk (σG2 = σS2). 
According to carefully considered theory, then, brute maximisation of revenue diversity is an 
inadequate route to financial stability: such an approach ignores the demonstrated complexities 
introduced by the variances and covariances of the individual revenue components as key 
independent variables in the revenue mix decision. This suggests that the findings of any empirical 
studies (such as the Tuckman-Chang derivative studies mentioned above) that purport to represent 
evidence to the contrary may, in fact, be mere artefacts attributable to the largely unexamined 
nuances of the interrelationships between the revenue components of those nonprofit entities 
subjected to analysis. 
More recently, a number of nonprofit studies have begun to address the matter. Carroll and Stater 
(2008) appear to be the first since Kingma (1993) to make reference, in their literature review, to the 
logical link between modern portfolio theory and nonprofit revenue diversity. It is a disappointment, 
however, that in their subsequent methodology they proceed to consider neither the variances nor 
the covariances embedded within their data’s revenue mixes. As a result, they report findings in 
support of an exact one-third allocation to each of their three revenue components; this represents a 
naïve 1/n diversification approach no different from the Tuckman and Chang (1991) conjecture.  
Chikoto and Neely (2014), Kim (2014) and Mayer et al. (2014) all similarly cite Markowitz (1952). Once 
again, however, none of the model specifications in these papers finds a place for risk measures—let 
alone covariances—related to each of the individual revenue components. Probably the most 
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interesting aspect of these three recent papers is that they all report inconsistent relationships 
between their measures of revenue component diversity and total revenue stability. An opportunity 
is missed, however, when all three resort to qualitative explanations for their unexpected findings. 
Chikoto and Neely (2014) do not appear to have considered revenue interactions when they criticise 
the efficacy of the Hirschman (1964)–style metrics exclusively applied in their study. Kim (2014) 
suggests that her results are attributable to differences in the way revenues are classified across 
nonprofit entities, and Mayer et al. (2014: 388) draw the peculiarly tautological conclusion that 
“increasing diversification does not necessarily lower volatility” because “the impact of a change in 
diversification depends very much on composition of the [revenue] portfolio”.  
Wicker et al. (2015), in contrast, present an important theoretical innovation. Not only do they include 
a complete analysis of Markowitz (1952) in a nonprofit context, but they also extend this for the later 
implications of the capital asset pricing model (CAPM) of Sharpe (1964), Lintner (1965) and Mossin 
(1966). Applying the well-known mechanism (see, for example, Bodie et al., 2011: 245 or Hillier et al., 
2010: 273) of assuming the approximation of an equally-weighted portfolio of n revenue sources (and 
therefore xi = xj = 1/n), Wicker et al. (2015) show that Equation 2.6 may be restated as  
  𝜎𝑇
2 =
1
𝑛
∑
1
𝑛
𝑣𝑎𝑟𝑖
𝑛
𝑖=1 + ∑ ∑
1
𝑛2
𝑐𝑜𝑣𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1   [i ≠ j] 
Because average variance 𝑣𝑎𝑟̅̅ ̅̅ ̅ is 
1
𝑛
∑ 𝑣𝑎𝑟𝑖
𝑛
𝑖=1 , and average covariance 𝑐𝑜𝑣̅̅ ̅̅ ̅ is 
1
𝑛(𝑛−1)
∑ ∑ 𝑐𝑜𝑣𝑖𝑗
𝑛
𝑗=1
𝑛
𝑖=1 , a 
key precursor of the famous CAPM structure emerges: 
Equation 2.7 𝜎𝑇
2 =
1
𝑛
𝑣𝑎𝑟̅̅ ̅̅ ̅ +
𝑛−1
𝑛
𝑐𝑜𝑣̅̅ ̅̅ ̅ 
As diversification increases, 
1
𝑛
→ 0 and 
𝑛−1
𝑛
→ 1, thus eliminating the first term on the right hand side 
of Equation 2.7, and leaving the total risk of the revenue stream dependent solely (in the limit) on the 
average covariance of its constituent parts. Obviously, however, the typical nonprofit entity does not 
have an unbounded capacity to accumulate ever more revenue categories. Therefore, of more interest 
is another implication of Equation 2.7. The average covariance term is a measure of how the individual 
revenue components react, on average, to changes in conditions in a broader context. In CAPM, this 
larger frame of reference is operationalised by invoking the abstract existence of a whole-market 
portfolio consisting of the entire universe of investable assets. For their nonprofit study Wicker et al. 
(2015) use, instead, changes in GDP to represent the volatility of the economic system as a whole. 
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Applying this as a reference point, they divide the riskiness of a nonprofit organisation’s revenue 
stream into two components by modelling it as  
Equation 2.8 𝜎𝑇𝑖
2 = 𝛽𝑖
2𝜎𝐺𝐷𝑃
2 + 𝜎𝜀
2  
where 
σTi2 is  variance of total revenues of nonprofit i 
βi is covariance of revenues of nonprofit i with GDP, normalised on σGDP2 
σGDP2 is  variance of GDP 
σε2 is   variance of the error term 
The first term on the right-hand side of Equation 2.8 represents the systematic portion of total revenue 
volatility. This is undiversifiable, in the sense that exposure to a minimum level of background risk 
emanating from the broader economy is not avoidable, however well-diversified the individual 
components of nonprofit revenue. The other term quantifies entity-specific revenue risk. This is the 
portion of total risk that can be minimised through the application of appropriate revenue 
diversification strategies. Thus, a high value for the second term of Equation 2.8 indicates that the 
nonprofit institution has, through inappropriate action, inadequate action or simply inaction, taken 
on a risk component that could have been mitigated through better revenue mix decisions.  
Accordingly, the revenue diversity hypothesis of this thesis is stated as follows: 
Hypothesis 
number 
Category Description 
H15 Revenue diversity The risk of the university's revenue stream, as measured in terms of the 
variances and covariances of individual revenue components, is 
negatively associated with university financial condition. Revenue 
concentration, as measured in terms of Hirschman-Herfindahl or 
similar indices, has only a coincidentally inverse relationship with 
financial condition.  
2.5 Costs 
In 2013, South African public universities report total costs of R47.2 billion, representing an average 
annual rate of growth of 11.0% since 2007, when the comparative number is R25.2 billion. In this 
thesis, total costs are analysed in three major categories. Academic (instruction and research) staff 
costs increase at 11.2% per annum, from R6.7 billion in 2007 to R12.7 billion in 2013. The costs of 
employing staff not directly involved in the academic project (supervisory, technical, office and service 
personnel, referred to in this study as administrative–service staff) are reported at a combined total 
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of R7.0 billion in 2007 and R13.7 billion in 2013, an average annual rate of increase of 11.8%. Finally, 
operating (non-employment) expenses increase at 10.2% per annum, from R11.5 billion in 2007 to 
R20.8 billion in 2013. 
The average annual rate of consumer inflation in South Africa over the same period is 6.1%. The 
university cost increases reported in the preceding paragraph are not per-unit measures, and are 
therefore not wholly comparable with changes in consumer prices in South Africa. However, as 
discussed below, cost growth in the universities does indeed substantially outstrip consumer inflation, 
and the matter is therefore significant in the determination of the universities' financial condition. 
In addition to being the first to identify the stable productivity problem at the centre of nonprofit 
enterprise—an economic phenomenon that has come to be known as the cost disease—Baumol and 
Bowen (1965: 497) observe that   
 the objectives of the typical nonprofit organization are by their very nature 
designed to keep it on the brink of financial catastrophe . . . [its] goals constitute 
bottomless receptacles into which limitless funds can be poured. As soon as more 
money becomes available . . . corresponding new uses can easily be found, and still 
other uses for which no financing has been provided will inevitably arise to take 
their place. 
Nonprofit cost disease is not only a consequence of the "eternal strategic dilemma of infinite mission, 
finite means" (Sharrock, 2012: 323), as described above. Although technological advancements may 
reasonably be expected to have positive consequences on general productivity, there are sectors of 
the economy which are impervious to the effects of such progress. One example is the performing 
arts, where Baumol and Bowen (1965) refer to a violinist's fixed output per unit of time input, and the 
difficulty in reducing the number of actors required for a given Shakespearean play. In such an 
industry, rising input labour costs, combined with static output, result in rising prices for the goods or 
services produced, relative to the general economy. Higher education is similarly afflicted, with an 
additional element of irony: as Massy and Wilger (1992: 366) point out, the contribution made by 
universities to technological progress and, therefore, economic productivity means that "the better 
we do our jobs, the more cost pressure we experience".  
Other factors may plausibly be the causes of cost escalation in universities. Williamson (1963) 
specifies, in a commercial frame of reference, a model in which managerial self-interest, driven by 
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personal goals of salary, power, prestige and job security, results in suboptimal expense-seeking 
behaviour. Pew Higher Education Research Program (Pew) (1990) argues that the same kind of 
managerial entrepreneurism occurs in higher education. In their analysis, pervasive accretion of the 
non-academic function at universities is attributable to the Williamson (1963) administrative self-
interest interpretation, where staff expansion is an activity that offers its own intrinsic rewards to line 
managers, and "the result has been an extension of the scale and scope of an administrative lattice 
that has grown, much like a crystalline structure, to incorporate ever more elaborate and intricate 
linkages within itself" (Pew, 1990: 3).  
In the academy's search for explanations of administrative cost growth in higher education, the 
government does not, of course, escape attention. Pew (1990), Massy and Wilger (1992) and Leslie 
and Rhoades (1995) all argue that micromanagement by the state results in the imposition of 
expensive and excessive reporting demands on universities, the compliance cost of which is generally 
exacerbated by having to bring in the auditors. Given the context of the current research, it is relevant 
to observe in passing that the last of these papers is motivated by a well-documented 40-year pattern 
of consistently increasing administrative costs at American universities. 
In addition to the administrative lattice, the non-peer reviewed but nevertheless remarkable Pew 
(1990: 5 and 6) essay formulates a second, equally evocative, cost-related term for the nonprofit 
finance literature: each turn of the "academic ratchet" draws the attention and effort of academic 
staff "away from institutionally defined goals [such as undergraduate teaching] and toward personally 
and professionally defined pursuits [such as research and outside work]". In the Massy and Zemsky 
(1994: 2) interpretation, the ratchet is attributable to misaligned incentives for academic staff, 
because  
 institutional rhetoric about the importance of teaching notwithstanding . . . the 
reductions in discretionary time associated with more and better teaching usually 
are not compensated by additional salary or other rewards, whereas success or 
failure in regard to other obligations carry significant rewards and penalties. 
Ortmann (1997: 495) concurs, noting that a free-rider problem is created for the university which 
chooses to offer its academic staff "automatic pay increases that are not linked to research 
productivity, quality of teaching, curricular innovation, advising, or participation in governance". 
Ortmann and Squire (2000) unify the lattice and the ratchet in an innovative game-theoretic construct, 
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convincingly demonstrating the existence of toxic interactions between the two phenomena, to the 
ultimate detriment of the university's employment cost structure.  
Thus, the next two hypotheses of the thesis are based on the proposition that the university which 
has inadequate control over its administrative lattice or academic ratchet is a financially weakened 
one:  
Hypothesis 
number 
Category Description 
H16 Administrative–service 
salaries 
Administrative–service staff cost proportion is negatively associated 
with university financial condition.  
 
Hypothesis 
number 
Category Description 
H17 Academic salaries Academic staff cost proportion is negatively associated with university 
financial condition.  
Operating expenses collectively constitute the third major cost category for the South African public 
universities. These include all non-employment costs, such as library services, operation and 
maintenance of infrastructure (including university-provided student housing), stationery, printing, 
rent, utilities, depreciation, interest, internally-provided financial aid and scholarships to students, bad 
debts, advertising, promotional materials, and the like.  
Tuckman and Chang (1991) propose a surprisingly counterintuitive interpretation of the relationship 
between these costs and nonprofit financial condition, arguing that nonprofit entities with high non-
staff cost bases are afforded the opportunity, in the presence of a financial shock, to make reductions 
without affecting mission. Frumkin and Kim (2001: 266) address the non-staff cost question from a 
different viewpoint, but draw a comparable conclusion, arguing that "economizing may not always be 
the best strategy in the nonprofit sector". Lecy and Searing (forthcoming: 17) similarly describe the 
consequences of underinvestment in nonprofit overhead (non-staff) costs as a "starvation cycle . . . 
[the institution is] going to be hollowed out, resulting in . . . under-maintained buildings, out of date 
services, and many other symptoms of inadequately funded overhead".  
One possible challenge to the Tuckman and Chang (1991) hypothesis of financial strength through 
high operating costs are the findings of Anderson et al. (2003) who show that, in a commercial frame 
of reference, changes in general administrative costs are asymmetrical. They report that a 1% gain in 
sales is accompanied by an average 0.55% increase in costs, in contrast to the 0.35% reduction in costs 
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which occurs when sales decrease by an equivalent percentage. Such cost stickiness has not, to date, 
been studied in a nonprofit context, but Bradbury and Scott (2014) demonstrate its applicability in a 
local government frame of reference, thereby potentially weakening any conjecture of the agility with 
which any entity—whether commercial, state, or nonprofit—is able to make total cost savings in the 
presence of a revenue downturn.   
Bazzoli et al. (2000), Jacobs and Marudas (2009), Hedrick et al. (2009), Mosley et al. (2012) and 
Denneen and Dretler (2012) all report a negative relationship between total costs and nonprofit 
financial condition. However, neither these studies nor the cost stickiness hypothesis are necessarily 
in contradiction with the Tuckman and Chang (1991) interpretation. In an environment of financial 
distress, it seems plausible that attempts to achieve a reduction of total costs might be one of the 
main feasible managerial responses. The higher the proportion of non-staff costs, the greater the 
opportunity for the institution to succeed in cost reduction. This is particularly the case when 
considered within the context of South African labour market rigidities.  
Thus, the operating expense hypothesis: 
Hypothesis 
number 
Category Description 
H18 Operating expenses Operating expense proportion is positively associated with university 
financial condition.  
The final cost-related hypothesis of this thesis is concerned with senior executive salaries. In contrast 
with the intricacies of theories of nonprofit operating expenses, this presents a more tractable 
research prospect. In a commercial context, Williamson (1963: 1055) reports that a "nonnegligible 
part" of profits are absorbed by "executive salaries and possibly in perquisites of a variety of sorts". 
Early work by Holmstrom (1979 and 1982) on moral hazard, behavioural observability and teamwork 
is crystallised in the authoritative multi-tasking principal-agent model of Holmstrom and Milgrom 
(1991), which describes the substantial challenges involved in establishing optimal incentive 
structures for managers.  
Roomkin and Weisbrod (1999) are amongst the first to apply these theories in the nonprofit sector. 
They examine the compensation costs of the top two executive jobs in each of the organisations in 
their data set, and find that, in some cases, chief financial officers are paid more by nonprofit 
organisations than their otherwise comparable counterparts in the commercial sector. The evidence 
presented by Ehrenberg et al. (2001) is able to provide only weak support for a positive association 
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between American college president pay and institutional financial and operational performance. In 
his study of nonprofit entities in the United Kingdom, Jobome (2006: 351) refers to the "concern that 
the intrinsic motivation which is traditionally assumed to characterise managers and employees in the 
sector may be crowded out by relatively greater use of extrinsic (monetary) measures".  
Grasse et al. (2014) link nonprofit executive pay to organisational financial health, applying an 
interpretation in terms of which managers maximise their own utility even if this conflicts with the 
institution's objectives. Nikolova (2014: 703) presents an interesting behavioural analysis, suggesting 
that opportunistic donors may not be deterred by inappropriately high nonprofit executive 
compensation schemes, because they can, in return, obtain "naming gifts" which lead to "fame and 
recognition". Chikoto and Neely (2014) conclude that substantial transfers of nonprofit resources to 
executive pay packages have adverse consequences on organisational financial growth potential. 
Newton (2015: 195) reports "a significantly negative relationship between CEO-to-employee relative 
pay and multiple measures of nonprofit performance". Yan and Sloan (forthcoming) find that 
employee overcompensation has negative consequences on nonprofit revenue and therefore 
financial performance.  
Theory and evidence, therefore, suggest that the following hypothesis is suitable for consideration in 
this study:  
Hypothesis 
number 
Category Description 
H19 Senior executive 
salaries 
Senior executive salaries are negatively associated with university 
financial condition.  
2.6 Surplus and deficit 
In 2013, the universities report an aggregate surplus of R11 billion (2007: R5 billion). Although systemic 
surplus is volatile (and therefore reporting its average 2007–2013 growth rate would be 
uninformative), no total systemic deficit is recorded between 2007 and 2013. The consolidated 
analysis, however, masks significant differences in financial performance at an institutional level, 
where deficits are a common occurrence. 
Bowman (2011a: ix) suggests that by "minimizing surplus, nonprofits can maximise spending on their 
mission-related objectives" (emphasis in original). The idea that the nonprofit mandate unequivocally 
demands the maximisation of immediate spending so that quantity or quality can be increased, or 
price decreased—or all three simultaneously—is reminiscent of the Hansmann (1990) challenge to 
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intergenerational equity, as discussed at 2.2.1 above. Further weight is added to the surplus 
minimisation conjecture by a substantial literature indicative of accounting manipulation by nonprofit 
managers, in order to report a surplus that is as close to zero as possible (see review by Hofmann and 
McSwain, 2013). Similarly, as Chabotar (1989: 200) points out, a nonprofit surplus is a troublesome 
thing, "especially if [it is] persistent or large relative to total revenue . . . [because it] may prompt 
political or legal questions about the institution's nonprofit status". 
However, far more substance is accorded in the literature to the interpretation that a surplus is not 
only desirable for the financial health of a nonprofit entity, it is of critical importance. In their 
descriptive analysis, Tuckman and Chang (1991) argue that surplus acts as a buffer against financial 
shock: it places the organisation in a position where it is able to maintain its programmes at a reduced 
margin, without moving into deficit. Greenlee and Trussel (2000), Hager (2001), Trussel (2002) and 
Keating et al. (2005), amongst others, provide empirical support for the statistically significant inverse 
association between the Tuckman-Chang surplus indicator and nonprofit financial vulnerability.  
Bazzoli et al. (2000) find that, all else equal, nonprofit entities that report lower profits are in poorer 
financial condition. De Luca (2006) develops a model for predicting secondary school fiscal stress, in 
which her surplus variable features prominently. Tinkelman and Donabedian (2007 and 2009) 
maintain a focus on surplus in proposing a mechanism for expanding the financial analysis of nonprofit 
entities beyond the limits of using only accounting numbers as inputs. KPMG (2010) and Bowman 
(2011b) separately assert that surplus establishes a nonprofit organisation's long run financial 
sustainability, and, furthermore, that it is possible to establish "minimum conformance levels" 
(Eckerd, forthcoming: 15) in terms of which surplus can normatively be assessed. Calabrese (2012) 
presents evidence that even low levels of surplus contribute significantly to reducing nonprofit 
financial vulnerability. Ryan and Irvine (2012: 187) argue that "unless a [nonprofit] organisation can 
grow its asset base by at least the rate of inflation, then it will be going backwards", and the low 
average surplus in their Australian nonprofit data set indicates "a serious sustainability issue". 
Bowman et al. (2012) implicitly treat the importance of nonprofit surplus as axiomatic when they 
examine which surplus measure should be used.  
Calabrese (2013) argues that there is a limited set of possible responses to financial shocks involving 
revenue and expense mismatches, and that when managerial attempts to reduce expenses, increase 
revenues, raise additional debt or sell assets have been exhausted (or have failed), accumulated 
surplus may well be the only survival mechanism that remains to the nonprofit organisation. 
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Finally, Gordon et al. (2013), Thomas and Trafford (2013), Tevel et al. (forthcoming) and Mitchell 
(forthcoming) are recent empirical studies that all add to a considerable body of evidence that there 
is a direct relationship between surplus and nonprofit financial condition. Therefore: 
Hypothesis 
number 
Category Description 
H20 Surplus sufficiency Surplus is positively associated with university financial condition.  
2.7 Other financial matters 
2.7.1 Institutional size 
In their path-breaking study, Baumol et al. (1982) model cost functions in multi-product entities. They 
show that, in such a frame of reference, it is appropriate to disaggregate economies of scale into 
product-specific and ray components. The former concept refers to the returns associated with 
varying the output of one product, holding the quantities of all others constant. In contrast, ray 
economies of scale measure the change in the size of an enterprise's operations, assuming its entire 
product set is proportionately changed by the same amount.  
The tripartite mission of a typical higher education institution makes it an obvious candidate for such 
a multi-product analysis, and Cohn et al. (1989) and Dundar and Lewis (1995) are amongst the first to 
do so. Both studies demonstrate the existence of economies of scale in universities, the former at the 
level of the institution, and the latter for individual departments. Johnes et al. (2005) find ray 
economies of scale at all output levels of higher education in the United Kingdom, even though there 
are, in some cases, diminishing returns to scale in a number of product-specific contexts.  
Amongst studies that adopt a different perspective on the size hypothesis, Olswang (1987) discusses 
size reduction as a response to financial distress. Keating et al. (2005) report that nonprofit size is a 
significant (negative-coefficient) factor in the prediction of institutional financial distress. Peruso 
(2010), Huang (2014) and Lecy and Searing (forthcoming) all report a positive relationship between 
nonprofit organisational size and fiscal performance. Mosley et al. (2012) examine the relationships 
between a number of institutional characteristics and the types of adaptive tactics used by nonprofit 
organisations in the presence of financial stress. They find that size is positively and statistically 
significantly related to nearly all of their adaptive tactics, and conclude that large size may be 
advantageous because it provides both institutional capacity for the pursuit of a variety of adaptive 
tactics, as well as flexibility of choice amongst them. Calabrese (2013) reports a direct relationship 
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between nonprofit organisational size and financial strength. Heutel and Zeckhauser (2014a and 
2014b) find a positive association between institutional size and investment returns. 
Therefore, the penultimate hypothesis of this study: 
Hypothesis 
number 
Category Description 
H21 Size advantage Size is positively associated with university financial condition.  
2.7.2 Mergers 
At the end of 2001, there were 36 public higher education institutions in South Africa. By 2005, two 
years before the commencement of the review period relevant to this thesis, a series of institutional 
mergers, incorporations and dissolutions had reduced this number to 23 (although a number of 
universities were untouched by the process). The necessity for this comprehensive remodelling of the 
South African public higher education landscape was attributed by the then-Minister of Education 
(Department of Education, 2002: 1) to a system still burdened by apartheid, and which  
not only remains fragmented on race lines, but has been unable to rise fully to meet 
the challenges of reconstruction and development. The new institutional landscape 
. . . provides the foundation for establishing a higher education system that is 
consistent with the vision, values and principles of non-racial, non-sexist and 
democratic society. 
Although the merger policy framework also specified an economic objective—ensuring the efficient 
use of limited resources—it is clear from the Minister's preamble that the transformation process was 
to be dominated by the demands of social justice, with racial equity being a central concern. 
Accordingly, the efficiency objective appears only as a subsidiary consideration, and no substantive 
details are provided on the mechanisms by means of which a reduced set of public universities was to 
achieve economic improvements. Indeed, the merger implementation guidelines (Department of 
Education, 2003) are notable mainly for the diligence with which they identify the significant increases 
in the state's financial burden for higher education as a direct result of the mergers.  
The largely unchallenged expectation of economic gains through a reduction in the number of 
institutions may have been a consequence of the prevailing notion in the commercial sector that 
mergers are, generally, a good thing. Standard corporate finance references such as Arnold (1998), 
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Brigham and Ehrhardt (2005), Tirole (2006), and Chang and Moore (2011) typify the asserted benefits 
of mergers for a business enterprise, including synergy, diversification, increased market power, 
economies of scale, and the elimination of inefficiencies (managerial and otherwise) in the target 
company.  
Given the persistence of these claims in the textbooks, it is striking that empirical evidence does not 
offer uniform support. The review articles of Agrawal and Jaffe (2000) and Cartwright and Schoenberg 
(2006), as well as the meta-analysis of King et al. (2004), all demonstrate that the post-merger financial 
performance of merged firms is at best unchanged, and far more frequently negatively affected.  
Staying, for the time being, within the for-profit literature, various attempts have been made at 
explaining this inconvenient disconnect between theory and evidence. Roll (1986: 197), for example, 
proposes a managerial irrationality hypothesis, in terms of which "bidding firms infected by hubris 
simply pay too much for their targets". Jensen (1986) counters with the argument that managers 
behave rationally in seeking mergers. They are, however, motivated by a self-interested focus on their 
own compensation, which generally increases in relation to firm size, even when such growth is in 
excess of the point of optimality. Cartwright and Schoenberg (2006: S3) suggest that merger failures 
may be attributable to "the cumulative dysfunctional impact that the event itself, its associated 
uncertainty and the subsequent process of integration have on individual organizational members".  
Stahl and Voigt (2006) invoke a cultural difference hypothesis, in terms of which a poor cultural fit acts 
as an obstacle to the effective integration of the merged entity, but find only conflicting and 
inconclusive results. They conclude instead that managerial ability to achieve sociological convergence 
is more predictive of post-merger success than any simplistic measure of the cultural distance that 
separates the merged entity’s component parts. While King et al. (2004: 198) appropriately recognise 
the failure of decades of research in providing a convincing theoretical explanation for the financial 
underperformance of merged entities, they maintain that it seems, at least, to be clear that "vague 
rationalizations [for mergers] that go no further than the common 'synergy' argument should be 
viewed with scepticism". 
Returning to the nonprofit context of this thesis, it is obvious that the Roll (1986) overpayment 
hypothesis has little to contribute. The Jensen (1986) interpretation has similarly limited applicability: 
the South African university mergers were mandated by the state, not internally motivated by the 
universities' managers. However, there is one aspect of his managerial self-interest notion that is 
relevant, and this is addressed elsewhere in this thesis (see, for instance, the discussion of managerial 
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salaries in this chapter, at 2.5 above). The other three papers cited above are far more interesting; a 
series of nonprofit studies, in South Africa and elsewhere, appears to lend general support to their 
findings, even those as equivocal as in Stahl and Voight's (2006) consideration of the cultural distance 
postulate.  
Hay and Fourie (2002), Arnolds and Boshoff (2004), Wyngaard and Kapp (2004) and Martin and Roodt 
(2008) report on negative perceptions amongst the employees of pre- and post-merger South African 
universities, describing depression, fear, loss of self-esteem and reduced organisational commitment. 
Sehoole (2005) and Mabokela and Wei (2007) both take a managerial focus, arguing that inadequacies 
in institutional leadership may explain the lingering negative effects of complex mergers of South 
African universities with incongruent histories. Cloete and Moja (2005: 708) suggest that academic 
dysfunctionalities in post-merger institutions may at least partially be attributable to "endless 
transformation meetings, not to mention merger meetings, [putting] enormous time pressures on 
academics, who already have to cope with underprepared students from the struggling school 
system". Ten years after its creation through merger, van Vught et al. (2014) conclude that a particular 
South African university has generally failed to achieve the state's merger objectives of overcoming 
the apartheid-induced divide, development of a more equitable staff and student body, and building 
administrative and academic capacity. 
Studies of university mergers in other countries draw similar conclusions. With reference to merger 
activity in the late-1980s Australian higher education sector, Mahony (1990) is prescient in observing 
that the challenges and complexities of university amalgamations may have been inadequately 
understood. More than a decade later, Harman (2002: 107) describes the deleterious financial 
consequences of inter-institutional cultural disconnectedness, and how Australian "institutional 
mergers, apart from being wasteful of human and material resources, inflict pain and anxiety, are 
disruptive and can take years to settle down". Kyvik (2002) and Norgård and Skodvin (2002) argue that 
the Norwegian government's objectives in merging nearly 100 colleges into 26 new institutions are 
only partially fulfilled; in the case of the latter study, particular attention is drawn to the negative 
consequences of geographic separation. Mok (2005) provides an account of the complexity of mergers 
of Chinese higher education institutions. Aula and Tienari (2011: 22) examine university mergers in 
Finland, and comment on the inhibiting influence of "the ghost of past legacies" on effective 
unification.  
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In summary, theory and evidence indicate that a merger has repercussions on a university that are 
both negative and persistent. Although the consequences of a merger generally manifest as 
behavioural and sociological concerns, it is plausible that, in addition, they have an economic 
dimension. This leads to the final hypothesis of this thesis. 
Hypothesis 
number 
Category Description 
H22 Merger disadvantage Merger is negatively associated with university financial condition. 
Disconnectedness amplifies this relationship. [Disconnectedness: 
merger involves university and technikon, or historically white and 
historically black institutions, or merged institution is geographically 
dispersed.]  
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2.8 Conclusion 
For convenience of reference, Table 2.2 below combines the hypotheses of this chapter onto a single 
page. 
Table 2.2   Hypothesis matrix 
Hypothesis 
number 
Category Description 
H1 Investment sufficiency Investment holdings are positively associated with university financial 
condition.  
H2 Investment 
performance  
Investment returns are positively associated with university financial 
condition. 
H3 Expendable asset 
availability  
The balance sheet number for property, plant and equipment is 
negatively associated with university financial condition. 
H4 Cash sufficiency Cash balances are positively associated with university financial 
condition.  
H5 Debt vulnerability Debt is negatively associated with university financial condition.  
H6 Capital adequacy Capital is positively associated with university financial condition.  
H7 Equity sufficiency Equity is positively associated with university financial condition.  
H8 Retirement benefit 
vulnerability 
Defined benefit plan liabilities are negatively associated with university 
financial condition.   
H9 Working capital 
sufficiency 
Working capital is positively associated with university financial 
condition.   
H10 Revenue sufficiency Total revenue is positively associated with university financial 
condition.  
H11 Subsidy dependence Proportion of revenue from state sources is negatively associated with 
university financial condition.   
H12 Fee dependence Proportion of revenue from student sources is negatively associated 
with financial condition.   
H13 Student debt Student debt is negatively associated with university financial 
condition.  
H14 Third stream capability Proportion of revenue from third stream sources is positively 
associated with financial condition.   
H15 Revenue diversity The risk of the university's revenue stream, as measured in terms of the 
variances and covariances of individual revenue components, is 
negatively associated with university financial condition.  
H16 Administrative–service 
salaries 
Administrative–service staff cost proportion is negatively associated 
with university financial condition.  
H17 Academic salaries Academic staff cost proportion is negatively associated with university 
financial condition.  
H18 Operating expenses Operating expense proportion is positively associated with university 
financial condition.  
H19 Senior executive 
salaries 
Senior executive salaries are negatively associated with university 
financial condition.  
H20 Surplus sufficiency Surplus is positively associated with university financial condition.  
H21 Size advantage Size is positively associated with university financial condition.  
H22 Merger disadvantage Merger is negatively associated with university financial condition.  
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It is a central tenet of this thesis that the financial condition of the South African public university is 
not directly observable. In order to be a researchable proposition, an unobservable concept such as 
this must be made actionable; in other words, it requires description in measurable terms, as well as 
placement within a valid construct.  
In the chapter just concluded, progress is made towards the development of such a construct. 
Foundational economic characteristics of the nonprofit sector are applied in the consideration of 
financial theories of nonprofit organisations, with emphasis on South African public universities. A 
number of hypotheses are proposed, each indicative of an expectation that a particular financial 
characteristic of the universities is relevant to a consideration of its financial condition. The 
observability of each of these financial characteristics is demonstrated in Chapter 4 (the next chapter 
but one), where linkages between the hypotheses and measurable variables (ie. accounting ratios and 
indicators) are formulated, and defended. 
As indicated in the previous paragraph, a major part of this study is, therefore, concerned with 
construct validity and internal validity issues. Attention is paid to the former in the chapter just 
concluded. Internal validity is addressed in Chapter 4, where a description is provided of the controls 
applied in the design and implementation of the research methods.  
The next chapter is focussed on the external validity of this research. As described by Ryan et al. 
(2002), this is sometimes interpreted as constituting a technical problem, concerned mainly with how 
transportable a study's conclusions are, given the particular cross-section and time-series data 
selection decisions of the researcher. However, external validity is also seen as having to do with the 
representational faithfulness of the research, in the sense that to have external validity, it should be 
able to "be generalised to the 'real world'" (Smith, 2011: 36). 
The empirical phase of this study occurs entirely within the frame of reference of data derived from 
the audited annual financial statements of the South African public universities. Consequently, all the 
analyses and conclusions of this thesis are based on accounting numbers. Chapter 3 explains why this 
represents a potential threat to this study's external validity; why, in other words, it would be an 
unwise researcher who presumes that the accounting system guarantees a complete, unbiased and 
error-free representation of a university’s underlying economic reality.  
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CHAPTER 3 SOUTH AFRICAN PUBLIC UNIVERSITY ACCOUNTING AND ACCOUNTABILITY 
3.1 Introduction   
At first sight, financial reporting by South African public universities might seem reassuringly 
unproblematic, given that the accounting numbers are produced under an impressively complex and 
comprehensive system of financial reporting regulations, accounting rules and statutory audits.  
Each university is obliged to produce an annual report, part of which consists of the audited financial 
statements that are of particular interest in this thesis. The reporting regulations require that these 
financial statements "fairly present the financial position, financial performance, and cash flows of the 
institution" (South Africa, 2007: 21). In turn, fair presentation is presumed by the regulatory 
authorities to be achieved when the university is in compliance with a dense array of accounting rules, 
known as International Financial Reporting Standards (IFRS) (South Africa, 2007: 21–22). The financial 
statements must be audited to ensure accounting and regulatory compliance (South Africa, 2007: 32–
33), and then submitted to the Minister of Higher Education and Training (South Africa, 1997b: 41) 
within six months of the end of the financial year (South Africa, 2007: 24). 
The collective outcome of these requirements is that a generally familiar and seemingly orderly 
reporting environment is created for the financial analyst. The universities' financial statements 
consist of the usual components: auditors' report, statement of accounting policies, balance sheet, 
income statement, cash flow statement, statement of changes in equity, and notes. The accrual 
convention is applied, which means that, like companies, a university's transactions are recorded with 
reference to transfers of legal or constructive rights and responsibilities, not on the simplistic basis of 
the timing of cash flows.  
Assets are divided into long- and short-term classifications in the normal way, and where appropriate, 
are depreciated. The customary categories of liabilities appear in the balance sheet, as do (admittedly 
somewhat less familiar) equity numbers. In an entirely ordinary manner, revenues are recognised and 
expenses are deducted, leaving a positive or negative bottom line in the income statement. Further 
confidence is created by the identities of the universities' auditors; these are, most often, the same 
large firms whose names appear internationally in the financial statements of large corporations. Even 
the six-month reporting deadline is the same as that which applies to firms listed on the South African 
securities exchange. 
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However, familiarity of accounting technique within an inflexible regulatory context does not 
guarantee the representational validity of a financial report. It is a commonplace that accountants 
believe (and would wish others to believe) in the self-evident truth of the proposition that accounting 
information, as the main product of their tradecraft, has an obvious and intrinsic utility. For many, if 
not most accountants, it would be unthinkable to suggest that their profession might instead involve 
the merely mechanistic application of arcane processing rules, producing artefacts of questionable 
social or economic relevance along the way; or as Clarke and Dean (2007: 95) put it, data that are 
"pure fiction . . . they are not merely unrepresentative of what they describe, they have nothing to 
describe".  
This melancholic view of intellectual poverty in accounting is neither new nor unique. Paton and 
Littleton (1940: 2) refer to the ease with which accounting rules allow "vagueness, omissions, 
incompleteness, concealment of important details within totals, and the like" to be applied at liberty 
by the company manager. Chambers (1966: 449) concludes that accounting rules are "ostensibly 
founded to a material extent on the authority of persons rather than on the authority of reason". 
Sterling (1976: 86) uses depreciation as an example when he criticises accounting constructs as being 
"part of the furniture of accountants' minds . . . depreciation does not refer to empirical phenomena 
[and] no scientific test can shed light on the matter". Thirty years later, Sterling describes his career 
as a failure because "the same useless concepts, invalid claims and meaningless numerals that I 
studied in my first accounting class circa 1952 are in the current texts" (Sterling, 2006 in Lee and 
Wolnizer, 2012: 144). West (2003: 7) argues that although there has been a proliferation of accounting 
rules, they  
do not contribute to enabling more reliable financial instrumentation as they are 
not concerned with describing commercial phenomena . . . [Accountants have] a 
widely held presumption that compliance with accounting rules is of itself 
functional [and this]—rather than correspondence with financial facts—has 
become the substance of contemporary accounting. 
The external validity of this study is dependent on the supposition that the accounting numbers used 
in its analyses are a relevant and reliable depiction of a university’s underlying economic reality. It 
seems clear, however, that the accounting rules and managerial practices applied in the preparation 
of any set of financial statements—including those of the South African public universities—may be 
fundamentally inadequate to this representational task. 
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This chapter, therefore, is about failures in accounting, auditing and accountability, the consequences 
of these inadequacies on the universities' financial reporting, and the manner of their mitigation in 
the academic enquiry that is to follow. 
3.2 Accountability 
3.2.1 Stakeholders' right of access to university financial reports 
In South Africa, the accountability, transparency and integrity of listed (publicly-traded) companies 
are reinforced by the legislated requirements that their financial statements be produced annually 
and audited (South Africa, 2008b: 30), and that stakeholders have a right of access to these audited 
annual financial statements (South Africa, 2008b: 31). Furthermore, South African securities 
regulations mandate the placement of these financial reports within the public domain (JSE Limited, 
2013: 3.21). 
For South African public universities, the situation is somewhat different. Although the universities 
are under a similar legislative compulsion to produce annual audited financial statements (South 
Africa, 2007), there is no requirement that these should be in the public domain, or that even a 
narrowly-defined university stakeholder community should have a right of access to them. The 
legislation specifies only that the university "must, in respect of the preceding year and by a date or 
dates and in the manner prescribed by the Minister, provide the Minister with such information, in 
such format, as the Minister prescribes" (South Africa, 1997b: 41; emphasis added). The information 
referred to consists of the audited annual financial statements, amongst other reports (South Africa, 
2007: 21). 
In terms of the code of ethics applicable to the South African chartered accountants who are 
responsible for the preparation and audit of the annual financial statements of universities, a public 
interest entity is defined as "a listed entity [or] an entity … for which the audit is required by regulation 
or legislation to be conducted in compliance with the same independence requirements that apply to 
the audit of listed entities" (IESBA, 2014: 155). At least in a narrowly technical sense, therefore, the 
universities are public interest entities. This interpretation is confirmed by the observation (in the 
state’s own words—South Africa, 2007: 17 and 18 respectively; emphasis added) that South African 
public universities have considerable levels of statutory autonomy, and that this "makes it important 
that the structures of governance and management of these institutions should account to both 
internal and external stakeholders", and that universities must therefore report to the state "and, 
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according to accepted practice, to … other stakeholders, which would normally include staff and 
students of the institution, its donors and alumni and members of the community in which it is located 
or serving".  
This is a lamentably weak accountability mandate, and its direct consequences are entirely 
predictable. The financial reporting practices of South African universities are set out in Table 3.1 
below, where it is observed that only a minority choose to place their full sets of audited annual 
financial statements in the public domain. This study analyses 23 universities for the seven year period 
2007–2013, a data panel comprising 161 separate audited annual financial statements. Of this 
required total, 70 statements (less than 44%) are made public by the universities.  
Table 3.1   Public availability of full sets of audited annual financial statements1 
University2 Financial years publically available Total number of published years 
CPUT 
CUT 
DUT 
MUT 
NMMU 
NWU 
RU 
SU 
TUT 
UCT 
UFH 
UFS 
UJ 
UKZN 
UL 
UNISA 
UP 
UV 
Wits 
UWC 
UZ 
VUT 
WSU 
nil 
nil 
2005–2014 
nil 
2010–2013 
nil 
2008–2013 
1997; 1999–2014 
nil 
2001–2014 
nil 
nil 
2007–2014 
2005–2013 
nil 
2001–2013 
2005–2012 
nil 
2006–2014 
2008–2012 
nil 
nil 
nil 
0 
0 
10 
0 
4 
0 
6 
17 
0 
14 
0 
0 
8 
9 
0 
13 
8 
0 
9 
5 
0 
0 
0 
1. Based on: (1) google search terms “[university name] annual report” and “[university name] financial 
statements”; and (2) individual search of each university’s website. All sites accessed on 22 July 2015. Annual 
reports containing only summarised, managerially-selected financial data do not count. 
2. For convenience, there are two lists of university acronyms in this study: one in the preliminary section (at 
page xi), and one in Chapter 4 (at 4.3). 
Most institutions provide only highly summarised financial information as part of their annual reports. 
In a number of cases, only two or three pages of self-selected financial ratios, which are presumably 
intended to depict management in the best possible light, are included in annual reports which 
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otherwise run to hundreds of pages of expensively elaborate artwork and noninterpretive chronicle, 
and which are largely devoid of financially or operationally decision-useful content.  
A number of studies address the disclosure practices of nonprofit organisations. Gordon et al. (2002) 
find systematic differences in the voluntary publication of financial information by universities. Laswad 
et al. (2005: 118) examine the incentives for voluntary financial reporting in a public sector context, 
and show that "it is not seen by political managers . . . as a critical means of demonstrating self-
regulation in the form of compliance with 'best practice' reporting methods, even in the presence of 
intense political competition". Although universities generally publish teaching, research and social 
responsibility narratives with great enthusiasm, Gallego et al. (2009) show that they are mostly 
reticent when it comes to revealing financial information. Behn et al. (2010) find that it is only in the 
presence of a robust external monitoring system that a nonprofit entity is likely to respond favourably 
to requests for access to its audited financial statements. In concordance with the findings reported 
in Table 3.1 above, Gandia (2011: 57) concludes that nonprofit "websites are primarily ornamental". 
Saxton et al. (2012: 1051) present evidence that "voluntary disclosure regimes are not an especially 
effective means of promoting public accountability".  
In their prescriptive but informative analysis, Gordon et al. (2010) propose a number of dimensions of 
accountability for nonprofit organisations. They suggest that high quality performance-related 
information includes multiple years of comparative audited financial statements, specific quantitative 
links between financial inputs and nonfinancial outputs, and voluntary disclosure of all relevant 
matters, without overloading the reader.  
In this thesis, it is argued that the apparent culture of managerial secrecy that suppresses publication 
of the financial statements of most South African public universities has far-reaching and deleterious 
consequences for institutional accountability. From the point of view of professional analysts, 
PricewaterhouseCoopers (2014), for example, remark on the difficulties involved in gaining access to 
the required financial data. In an academic research context, similar data-collection obstacles are 
resolved in this study only with the direct assistance of the staff of the Department of Higher Education 
and Training (see Chapter 4, at 4.4).  
3.2.2 The restricted–unrestricted funds distinction 
One of the distinguishing characteristics of a typical nonprofit organisation is that it lacks full discretion 
over the deployment of its own assets. In many jurisdictions, including South Africa, donors are 
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entitled to make conditional transfers of funds to a nonprofit entity, as in, for example, an endowed 
chair or a research grant. Granof and Khumawala (2011) observe that such restrictions on the 
application or alienation of nonprofit assets are unknown in business (for-profit) entities. Accordingly, 
it would be reasonable to expect the relevant indicators in a nonprofit financial analytical model to 
take into account the distinction between restricted and unrestricted funds. KPMG (2005 and 2010), 
Bowman (2011a and 2011b) and Calabrese (2011a, 2011b, 2012 and 2013), amongst others, do exactly 
this.  
For South African public universities, restricted funds are defined as "those funds of a higher education 
institution that may be used only for the purposes that have been specified in legally binding terms by 
the provider of such funds or by another legally empowered person" (South Africa, 2007: 4). The same 
set of reporting regulations requires the compulsory disclosure of separate line items on the face of 
the university's balance sheet for restricted and unrestricted funds. (In the discussion that follows, it 
is relevant to note that even if a university's council designates, earmarks or otherwise restricts funds 
to a particular purpose, such funds are properly to be classified as unrestricted, because they are 
under the full control of council.) 
This study finds pervasive inconsistencies amongst the universities in their application of this aspect 
of the regulatory requirements. There are also egregious instances of outright noncompliance. The 
following examples are appropriately representative: (1) no distinction between council-restricted 
and externally-restricted funds (the former clearly constituting unrestricted funds under the 
regulations); (2) conflation of the terms earmarked and restricted (earmarked funds are restricted only 
if not so designated by council); (3) implausible revenue allocations to restricted funds (in particular, 
it is hard to see the mechanism by means of which tuition fees or sales of goods could appropriately 
be allocated to restricted funds); (4) no disclosure of the basis of allocation of joint costs between 
restricted and unrestricted funds; and (5) the total restricted fund numbers disclosed in the balance 
sheet and statement of changes in equity, if not equivalent, are not clearly reconciled.  
In respect of the first three practices listed, the impetus appears to be towards overstatement of 
restricted funds by the institution. The directional effects of the last two are more ambivalent, but 
they too are a source of significant difficulties in the analysis of university fund categories. In general, 
this study's findings on this particular aspect of South African public university financial reporting 
quality are in concordance with Gordon et al. (2007: 27) who report "inconsistencies . . . incongruities 
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. . . misstatements . . . discrepancies [and] errors", substantially compromising the usefulness of their 
data. 
The nonprofit financial analysis literature accords high importance to the restricted–unrestricted 
distinction. Similarly, the standard-setter in the United States recently noted that degradation in the 
utility of the financial statements of a nonprofit entity is caused by "misunderstandings and confusion 
about how restrictions or limits imposed by donors, laws, contracts, and governing boards affect an 
entity’s liquidity" (FASB, 2015: 1). In this context, the bewilderment of the analyst who tries, 
unsuccessfully, to unravel the restricted fund numbers reported by South African public universities 
is, perhaps, understandable. Such inability, however, clearly constitutes a material limitation on the 
work carried out in this thesis, and is acknowledged as such. A concluding note on the matter appears 
in Chapter 6. 
3.2.3  The recurring–nonrecurring distinction 
The reporting regulations require that South African public universities maintain a "separation 
between Recurrent and Non-Recurrent Income and Expenditure [which] must be strictly observed" 
(South Africa, 2007: 9). Given the regulatory prominence accorded to this separation (and even the 
attention paid to capitalising the words in question), it is somewhat surprising that no definitions are 
stated, nor is guidance provided on the bases in terms of which accounting items are to be allocated 
between the recurring and nonrecurring categories. A substantial number of university income 
statements during the review period simply ignore the distinction.  
Amongst those universities that do classify income and expense items on the basis of their nature as 
recurrent or non-recurrent, little consistency prevails. The variety of presentation choices has clear 
negative consequences on comparability. In addition, managerial decision-making on the likelihood of 
recurrence of a particular income or expense item is, demonstrably, arbitrary.  
However, neither lack of definition nor erratic compliance are of consequence to the study, because 
there is no support in modern practitioner or academic nonprofit literature for the presumption that 
such a categorisation provides decision-useful information. Therefore, all recurring and nonrecurring 
lines of the income statement are combined on a like-for-like basis in order to create a reunified 
document. (See further details in Chapter 4, at 4.5.) 
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3.2.4 Other instances of regulatory noncompliance 
Various instances of financial reporting regulatory noncompliance are observed during the data 
capture process; with one significant exception*, those that affected the analysis are listed in Table 
3.2 below. (* Not shown in the table, because of the pervasiveness of the problem, are widespread 
inconsistencies observed in restricted fund allocations, as discussed at 3.2.2 above.) 
Table 3.2   Instances of material financial reporting regulatory noncompliance1 
Description Noncompliance with Universities 
Revenue incorrectly disaggregated  South Africa, 2007: 9 2007–2008: DUT 
2007–2010: WSU 
2007–2011: UFH 
2007–2012: UP 
2010: NMMU 
2011–2013: UJ 
All years: MUT, SU, UKZN 
Academic and other staff costs not 
disaggregated  
South Africa, 2007: 9 All years: CUT 
Income statement not provided IASB, 2007: IAS 1 2008: DUT 
Statement of changes in equity not  
provided or partially provided 
IASB, 2007: IAS 1 2007: TUT 
2007, 2008, 2012: UFH 
2007, 2008: NMMU, RU 
Errors in cost and depreciation schedule 
for PPE 
IASB, 2007: IAS 16 2011–2012: MUT 
Historical cost amount for revalued PPE 
not disclosed 
IASB, 2007: IAS 16 2007–2011: UFH 
2010–2013: UZ 
2011–2013: UKZN 
2012–2013: UV 
Depreciation not determined on basis of 
separate asset components 
IASB, 2007: IAS 16 2008: MUT 
2007–2010: UKZN 
Remuneration of senior management 
not disclosed 
South Africa, 2007: 11 2007–2009: UFS2 
2008: UFH 
2009: UJ 
2009-2012: NMMU 
2010: WSU 
2013: UV, VUT 
All years: DUT, SU2, UP, Wits 
Operating lease commitments not 
disclosed 
IASB, 2007: IAS 17 All years: CUT, NMMU 
Operating lease expense not disclosed IASB, 2007: IAS 17 2007–2010, 2012-2013: DUT 
2013: VUT 
All years: UFS 
1. Only those instances that affected the data required for a full institutional analysis are recorded. This is not a 
complete list of observed instances of reporting noncompliance. 
2. Remuneration of registrar not disclosed. 
After the restricted–unrestricted distinction, the next most common occurrence of reporting 
noncompliance is in the disclosure of revenue components. The standardised revenue subtotals, as 
 
 
Page | 66  
 
specified in the reporting regulations (South Africa, 2007: 9), are: state subsidies, tuition fees, 
residence fees, contract income for research, contract income for other activities, sales of goods and 
services, private gifts and grants, and interest and dividend receipts. As noted in Table 3.2, there are 
42 instances (26% of the reviewed financial statements) in which the universities fail to comply. In 
three cases, the noncompliance extends to all seven years of the review period. Next in order of 
prevalence is nondisclosure of senior management remuneration, affecting 31 (19%) of the financial 
statements. Once again, three universities choose not to comply for the entire period. Where 
noncompliance results in missing data, the matter is addressed in the present research either by 
imputation techniques, or ignored. Specific details of these procedures are provided in Chapter 4 (at 
4.4). 
3.3 Accounting choices 
3.3.1 Introduction   
The accounting rules provide managers with a number of free choices in measuring and reporting 
various financial aspects of the South African public universities. Three accounting items are 
sufficiently affected as to require specific analytical reactions in mitigation. As indicated in Table 3.3 
below, and discussed in the remainder of this section, these are: property, plant and equipment (also 
known as fixed assets, or physical assets), infrastructure grants, and retirement benefit liabilities. In 
this section, an explanation of each problem is provided, along with a brief outline of the manner of 
its resolution. In Chapter 4, the specific adjusting debits and credits are itemised (at 4.5). 
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Table 3.3   Selected accounting policies 
Accounting policy alternative Universities  
PPE1 at historical cost 2007–2008: RU, TUT 
2007–2009: Wits, UZ 
2007–2010: UJ, UKZN 
2007–2011: NWU 
All years: CPUT, CUT, DUT, MUT, NMMU, UCT, UFS, 
UNISA, UP, UWC, Wits, VUT, WSU 
PPE at deemed cost2 2012–2013: UFH 
2010–2013: Wits 
All years: SU 
PPE at revaluation amount 2007–2011: UFH 
2010–2013: UZ 
2011–2013: UKZN 
All years: UL, UV 
PPE at reduced cost3 2009–2013: RU, TUT 
2011–2013: UJ 
2012–2013: NWU 
2013: SU  
All years: UFH 
Infrastructure grants in advance as equity 2007: UP, WSU 
2007–2008: MUT 
2007–2012: DUT, SU 
All years: NMMU 
Infrastructure grants in advance as liability 2008–2013: UP, WSU 
2009–2013: MUT 
2013: DUT, SU 
All years: CPUT, CUT, NWU, RU, TUT, UCT, UFH, UFS, 
UJ, UKZN, UL, UV, UWC, Wits, UZ, VUT 
Effects of defined benefit rights and obligations 
recognised in full 
2011–2013: UZ 
2013: CPUT, UCT 
All years: CUT, DUT, MUT, NWU, RU, SU, TUT, UFH, 
UNISA, UWC, Wits, VUT 
Effects of defined benefit rights and obligations 
partially recognised 
2007–2010: UZ 
2007–2012: CPUT, UCT 
All years: NMMU, UFH, UFS, UJ, UL, UNISA, UP, UV, 
UKZN, UZ 
No reported defined benefit obligation All years: WSU 
1. Property, plant and equipment (also known as fixed or physical assets). 
2. After a revaluation made under IFRS 1, upon transition from South African accounting rules to IFRS. See also 
note 3 in Table 3.4 below. 
3. After deduction of infrastructure grant. 
3.3.2  Property, plant and equipment 
Comparability of accounting data is degraded because the relevant financial reporting standard (IASB, 
2007: IAS 16) offers a free choice in accounting for property, plant and equipment. Some universities 
measure these assets at depreciated historical cost. Others apply a revaluation model, in terms of 
which property and other long term assets are recorded at amounts approximating fair value.  
 
 
Page | 68  
 
It is inappropriate in a study of this scope and context to engage in the vexed academic, practitioner 
and regulatory debate concerning the relative usefulness and reliability of historical cost and fair value 
information; the interested reader is, instead, referred to theoretical discussions in the manner of 
Whittington (2008), empirical studies such as Christensen and Nikolaev (2013), or the comprehensive 
review of Cascino et al. (2013). For the purposes of this analysis, all institutional financial statements 
containing revalued amounts for property, plant and equipment are restated so that these assets are 
carried at depreciated historical cost.  
The analytical decision to restore comparability in this accounting dimension through the uniform 
application of historical costs, rather than fair values, is an easy one: the accounting rules require those 
universities applying the revaluation model to provide additional disclosure of the counterfactual 
historical cost amounts in the notes to the financial statements, while the reverse requirement does 
not apply.  
3.3.3  Infrastructure grants and deferred income 
Occasionally, the state allocates funding to South African public universities for specific infrastructure 
development projects. It is commonly the case that the cash is transferred to the institution in 
advance. With the related building work sometimes taking years to complete, material unexpended 
amounts appear in various institutional balance sheets throughout the review period, usually 
described as deferred income. 
Some universities disclose such deferred income as a liability, and others as part of equity. The 
appropriate classification is not directly addressed in the accounting standards. In such situations, best 
practice requires the universities to consider the fundamental definitions of liability and equity 
contained in the theoretical framework for financial reporting (IASB, 2007: Framework). In this study, 
all deferred income balances are allocated to equity. Applying the financial reporting framework from 
an analytical viewpoint, it is argued that such classification more faithfully represents a situation in 
which, during the 2007–2013 review period, the state made no demands for the refund of 
infrastructure grants from any of the universities.  
Further adverse effects on comparability arise at the point of expenditure of infrastructure grants on 
property, plant and equipment. One of the alternatives allowed by the relevant accounting standard 
(IASB, 2007: IAS 20) is the recognition of a reduced cost, net of the state grant, for the relevant asset. 
Application of this method to a building costing, for example, R20 million, entirely funded through a 
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state transfer, results in the absence of that building from the institution’s balance sheet, because its 
deemed cost under the accounting rules is nil. For analytical purposes, this accounting outcome is 
repudiated as meaningless, and its effects are, accordingly, reversed. 
3.3.4  Retirement benefits 
As discussed in Chapter 2 (at 2.3.2), the universities offer both defined contribution and defined 
benefit retirement plans to their employees. Accounting for the former category of retirement 
arrangement is uncontroversial, offers no choice to university managers, and requires no adjustment 
in this study. In contrast, the applicable accounting standard (IASB, 2007: IAS 19) makes a number of 
alternatives available in the determination of a defined benefit liability.  
One of these methods results in recognition of the full economic amount of the liability, based on the 
best information available at the time of preparing the balance sheet. The other methods involve only 
partial recognition of the liability, applying the argument that its valuation is an uncertain affair, 
subject to market vagaries, the fundamental unknowability of the distant future, and the fallibilities 
of human judgement. Thus (the argument continues), it is reasonable to avoid the excessive volatility 
of the liability that arises from historical variations in the assumptions applied in its valuation. The 
consequence of the free choice offered by the accounting rules is that a number of universities leave 
sizable amounts of defined benefit liability unrecognised, and therefore off-balance sheet.  
In general, financial analysts (as in, for example, White et al., 2003 and Robinson et al., 2009) reject 
the assertion that the partial recognition of a defined benefit liability provides decision-useful 
information, and make the necessary adjustments to restore the measurement to its full economic 
extent. This study follows suit, reformulating all financial statements in order to bring all unrecognised 
actuarial gains and losses, and unrecognised past service costs, onto the institutional balance sheet.  
3.4 Accounting standards 
3.4.1 Introduction 
Two main types of accounting dysfunctionality have consequences for this study. In the first category, 
managers exercise discretion over the available accounting choices, resulting in weakened analytical 
comparability, and requiring the mitigations discussed in the previous section. The other category of 
problem arises from eccentricities in the accounting rules, and the unhelpful financial reporting that 
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compulsorily arises through their application, rather than from the accounting method preferences of 
university managers.  
Once again, each problem is described, along with a summary of the appropriate corrective actions. 
Specific details of the various account-adjusting debits and credits are provided in Chapter 4 (at 4.5). 
3.4.2  Returns on financial assets 
A majority of the universities hold various investments in financial assets, such as bonds and equities. 
The effective analysis of investment performance (and, indeed, the entire theoretical construct of 
modern finance; see Markowitz, 1952) requires the calculation of total holding period returns. Stewart 
et al. (2011: 91) provide a typical definition of total return: "the dollars earned over the period, 
including price appreciation and distributions, divided by the dollars invested" (emphasis added). The 
accounting standards (IASB, 2007: IAS 1, IAS 18, IAS 32 and IAS 39) produce disclosures of investment 
returns that are almost completely at odds with finance theory and the needs of professional 
investment practice, scattering the information on dividends, interest and capital gains and losses 
throughout the financial statements. In some cases, the investment return numbers are allocated to 
four different places in two different primary financial statements. In this study, these numbers are 
recombined in order to establish a single usable measure of each institution’s total annual return on 
financial investments. 
3.4.3  Other comprehensive income 
The applicable accounting standard (IASB, 2007: IAS 1) requires the division of the income statement 
into two parts or, equivalently, two separate statements. One of these displays the components of 
institutional revenue and expense, and the other contains accounting numbers variously asserted by 
the standard-setter as being appropriate for exclusion from the main part of the income statement. 
Items in the latter category are referred to as other comprehensive income. In the context of this 
study, the relevant transactions include fair value changes to financial assets, revaluation adjustments 
to physical assets, and gains and losses relating to defined benefit plans. 
Rees and Shane (2012) draw attention to the absence from the standards of a coherent definition of 
other comprehensive income, suggesting that the rules for allocations of income and expenses to this 
category appear to be entirely arbitrary. As a result, financial analysts have long been sceptical of the 
standard-setters' assertions of the decision-usefulness of such a structure. Penman (2013: 263), for 
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example, describes as "appropriately pejorative" the "clean" and "dirty" surplus terms commonly used 
to describe the two bottom lines in the divided income statement. In a devastating theoretical 
challenge to the practice, Ohlson (1995) and Feltham and Ohlson (1995) apply an assumption of clean 
surplus accounting (in other words, a complete, single-category income statement) in order to 
demonstrate that the cash distribution discount model of Williams (1938) and Gordon (in Gordon and 
Shapiro, 1956) is equivalent to an equity valuation model based on accounting numbers.  
Accordingly, in this study, all items of other comprehensive income are reassigned to the relevant 
revenue and expense lines of the income statement in order to restore it to a usefully complete state, 
with a single bottom line. 
3.4.4  Restatements of prior year financial statements 
Institutional financial reports are prepared on an accrual, not a cash, basis. Therefore, it is the 
occurrence of a transaction or event (established on the basis of a consideration of law and of fact) 
which gives rise to the recognition of an accounting number, rather than a simplistic reference to the 
timing of the related cash flows. The standard-setter's claim (IASB, 2007: Framework, 22) that accrual 
accounting provides information "that is most useful to users in making economic decisions" is 
generally accepted in the finance literature (as in, for example, Peasnell, 1982 and Penman, 1992).  
However, a key consequence of accrual accounting is that the measurement of transactions prior to 
the occurrence of the associated cash flows requires the accountant to make estimates and 
projections of future events. This, in turn, creates an opportunity for the manipulation of the 
accounting numbers by means of deliberately biased estimates, with obvious adverse effects on the 
validity of financial information.  
Such manipulation is sometimes politely described as earnings management. However diplomatic the 
description, the effect is stark: amounts are freely transferred between the current and future periods 
in order to depict the most flattering representation of managerial ability. In a good year, for example, 
excess surplus can be banked for use in future periods by creating over-large estimates of accrued 
liabilities. In a subsequent bad year, this liability is simply reversed, or unrelated cash outflows are 
charged to the accrual instead of the income statement. A very large academic literature (reviewed 
by Dechow and Schrand, 2004) examines the theory of earnings management, its detection, and its 
consequences on reducing financial reporting quality. The theoretical and empirical implications of 
 
 
Page | 72  
 
this matter for South African public universities are substantial, and are necessarily left as a suggestion 
for future research (see further discussion in Chapter 6, at 6.3.1). 
Accrual accounting, then, famously provides opportunistic managers with the means of shifting 
accounting numbers from the present into the future. Less well recognised in the literature is the 
opportunity, provided by a different set of accounting rules, for the transfer of inconvenient amounts 
into past periods. This is achieved under two specific conditions: the institution’s managers elect to 
change one of their accounting policies, or a material prior year error is detected. In either situation, 
the current year’s financial report is published alongside reference numbers from the prior year that 
differ from those originally published. 
According to the standard-setter (IASB, 2007: IAS 8.1), this practice "enhance[s] the relevance and 
reliability of an entity’s financial statements, and the comparability of those financial statements over 
time". In a striking contradiction of this assertion, this research finds that the retrospective 
restatement practices of South African universities are a means of gross obfuscation of the effective 
longitudinal analysis of trends in the accounting numbers. In some cases, restatements are made 
without the explanations and reconciliations that are required by the accounting rules, rendering 
impossible a meaningful comparison of the restated numbers with their previously published versions.  
In other cases, restatements (which, by their nature, are supposedly infrequent) are regularly made 
for two, three or more years in a row. Thus, for example, the income statement in a 2008 institutional 
report is superseded by one with different income and expense amounts, appearing as the 2008 
comparative schedule in the 2009 report. Further retrospective alterations to the 2008 numbers are 
made in 2010, and then again in 2011, by which point the 2008 comparative information has long ago 
fallen away, because the rules do not mandate the disclosure of three year-old numbers. Under such 
conditions, the financial analyst is left with insufficient information for the identification of the full 
retrospective consequences of multiple overlays of different accounting practices on transactions that 
originally occurred in 2008. 
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Table 3.4   Significant prior year restatements1 
Equity effect:  
rand amount and materiality2 
Attributed to University and 
financial year 
positive R3,913 million +126.3% Application of IFRS 13: PPE revaluation Wits 2010 
positive R2,500 million +69.3%4 Application of IFRS 1: PPE revaluation SU 2004 
positive R2,288 million +174.3% Policy change: PPE revaluation (R2.3bn) 
Error correction: operating expenses (R19m) 
UKZN 2011 
negative R210 million  -10.1% Policy change: defined benefit plan UKZN  2013 
positive R204 million  +13.8% Error correction: defined benefit plan NWU  2010 
negative R199 million  -7.7% Policy change: defined benefit plan UFS  2012 
negative R197 million  -15.6% Policy change: infrastructure grants NMMU  2009 
negative R190 million  -2.7% Policy change: infrastructure grants SU  2013 
negative R187 million  -11.7% Policy change: infrastructure grants (R181m) 
Error correction: VAT (R6m) 
DUT  2013 
negative R176 million  -24.6% Policy change: infrastructure grants WSU  2008 
negative R153 million  -7.0% Policy change: defined benefit plan (R141m)  
Error correction: subsidy revenue (R12m) 
CPUT  2013 
negative R141 million  -2.5% Policy change: infrastructure grants UP  2008 
negative R136 million  -56.0% Error correction: receivables (R63m) 
Error correction: leave pay (R73m) 
WSU  2010 
negative R133 million  -31.7% Policy change: infrastructure grants UV  2007 
positive R124 million +3.6% Application of IFRS 1: defined benefit plan UJ 2009 
negative R115 million  -14.8% Error correction: defined benefit plan RU  2012 
positive R108 million  +1.3% Error correction: various items UNISA 2013 
negative R95 million  -2.5% Error correction: defined benefit plan UJ  2010 
negative R94 million  -8.8% Error correction: various items UKZN  2009 
positive R75 million  +6.4% Error correction: defined benefit plan NWU  2009 
positive R70 million  +1.1% Policy change: defined benefit plan UP  2009 
positive R68 million +9.5% Error correction: infrastructure grants UFH  2013 
negative R65 million  -1.0% Policy change: consolidation Wits  2013 
negative R64 million  -1.5% Policy change: defined benefit plan UCT  2013 
negative R63 million  -6.4% Error correction: subsidy revenue WSU 2013 
positive R58 million +6.9% Error correction: PPE (R26m)  
Error correction: investments (R32m) 
TUT  2008 
positive R53 million +2.6% Error correction: defined benefit plan UFS  2009 
negative R29 million  -5.3% Policy change: infrastructure grants RU  2009 
negative R9 million  -69.2% Error correction: subsidy income UL  2007 
1. Only those restatements that are greater than R50 million or 5% materiality (see note 2 below) are listed. The 
full table is provided as an appendix to this chapter. 
2. Materiality of restatement is expressed as a percentage of year end equity. 
3. IFRS 1 is applicable when IFRS is first adopted by the reporting entity. South African accounting rules have 
long been aligned with IFRS, which is why, for the majority of the universities, the application of this standard 
causes no material changes to equity.  
4. The 2007 equity balance is used in calculation of the materiality of this (2004) accounting change. This 
understates the materiality by an unquantifiable amount. 
Table 3.4 above lists the largest restatements made by the universities during the review period. (The 
full list is located in the Appendix to this chapter.) Over the seven years of analysis, the total effect of 
the various error corrections and policy changes, measured in absolute value and nominal monetary 
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amount, is approximately R12.2 billion; this may, arguably, be viewed as a macro-indicator of general 
levels of accounting distortion at the universities. 
It is not only the need for analytical conjecture arising from missing information that is problematic. 
Retrospectively restated financial reports are intrinsically counterfactual things: they contain 
information that, to put it succinctly, was not available at the time of original publication. Ex post 
analysis and decision-making on the basis of such modified accounting numbers is, therefore, a clear 
source of look-ahead bias. In order to deal with these issues, the study proposes (and applies) an 
innovative methodological approach, that to the best knowledge of this researcher, has not previously 
appeared in the literature. All retrospective adjustments are moved into the period in which the 
change in policy or public announcement of error occurred. By way of example, an institution may 
change its accounting policy for defined benefit liabilities in 2010, and record a retrospective 
R10 million increase in the previously published 2009 defined benefit expense. In this analysis, the 
expense increase is recognised in the current year, and the original 2009 financial statements are left 
unadjusted.  
3.4.5 Operating leases 
Decades of academic research on the distortive effects of lease accounting rules (see, for example, 
Ro, 1978, Bowman, 1980, Imhoff et al., 1991 and 1993, Ely, 1995 and Lipe, 2001) were eventually 
followed by a reaction from the accounting standard-setter, which has published its intention to 
mandate the recognition of all "lease assets and liabilities on the balance sheet, initially measured at 
the present value of unavoidable lease payments" (IASB, 2015: 3). The new lease accounting 
requirements, however, are not yet (2015) in place, and for the entire time frame of this study all 
operating lease obligations therefore remain off-balance sheet. The amounts involved are sometimes 
very large, in both absolute and relative terms. In 2012, for example, one of the smaller universities 
reports R872 million in (off-balance sheet) future operating lease commitments; the total institutional 
capitalisation of this university is, in comparison, R898 million at the same date. 
Imhoff et al. (1991) describes a typical procedure for constructively capitalising operating leases, and 
similar methods are applied in the practitioner texts of White et al. (2003), Robison et al. (2009) and 
Penman (2013). With only minor variations in the theme, all recommend the adjustment of the 
financial statements for the creation of an asset and a corresponding liability, measured with 
reference to the present value of future noncancellable operating lease payments. This study follows 
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suit, applying South African prime overdraft rates to discount the operating lease payments disclosed 
in the notes to the universities' financial statements. Specific details are provided in Chapter 4, at 4.5. 
3.5 Auditing 
The accountability problems, noncompliance concerns, free choices in accounting method, and 
standard-setting failures documented in this chapter all occur in an environment of independent and 
expert attestation of each university's financial statements, called the audit. Although it is an 
acknowledged limitation of this study that there is little to be done in mitigation of dysfunctionality in 
the audit process (beyond those accounting responses already specified at 3.2, 3.3 and 3.4 above) it 
is appropriate for the present study to place on record the circumstances of its occurrence. 
PricewaterhouseCoopers, alternatively known as PwC, dominates the audit market for South African 
public universities, accounting for approximately half of the 161 audits carried out during the 2007–
2013 period, and 52.5% of the R609 million total audit and advisory fees charged (see Tables 3.5 and 
3.6 below).  
Table 3.5   Auditor diversity 
Auditor1 Number of university audits 
 2007 2008 2009 2010 2011 2012 2013 Total 
PwC 12 11.5 11.5 10.5 11.5 12 12 82 
KPMG 5.52 5.5 5 5 5 4 4 34 
EY 4 4 4.5 4.5 3.5 3.5 2.5 26.5 
Deloitte 0 0 1 1 1 1 3 7 
Other 1.5 2 1 2 2 2.5 1.5 11.5 
Total 23 23 23 23 23 23 23 161 
1. Some of the audit firm names in the table appear to be acronyms, but are not. EY, for example, was formerly 
known as Ernst and Young. Similarly, PwC switches freely between short- and long-form versions of its name. 
2. Joint audit counted as half.  
Table 3.6   Audit fees1,2 
Auditor Estimated audit and advisory fees from SA universities in Rm 
 2007 2008 2009 2010 2011 2012 2013 Total 
PwC 31.4 30.7 46.6 39.6 49.7 61.4 60.8 320.2 
KPMG 12.1 16.9 15.6 15.1 22.5 16.7 11.3 110.2 
EY 9.5 11.1 12.7 17.3 17.0 15.3 11.4 94.3 
Deloitte 0 0 3.8 5.7 6.0 5.7 20.5 41.7 
Other 4.4 6.8 3.8 8.5 8.5 6.8 4.2 43.0 
Total 57.4 65.5 82.5 86.2 103.7 105.9 108.2 609.4 
1. Undisclosed audit fees estimated by means of extrapolation and interpolation (see also discussion of data 
collection and cleaning in Chapter 4, at 4.4). In some cases, a new auditor helpfully revealed the prior year’s fee, 
which had not been made public by the former auditor. 
2. Fees for joint audits assumed to be shared on equal basis. 
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The Hirschman-Herfindahl index (HHI; Hirschman, 1964; see also equation 2.1 in Chapter 2, at 2.4.5) 
is used by economists to quantify market concentration in industry sectors, and is applied in this study 
to measure audit firm diversity in the context of South African public higher education. Higher diversity 
levels (ie. more auditors) correspond with lower HHI scores. In this particular scenario (and treating 
all firms outside the largest four as a single category), the highest possible diversity level occurs when 
fees are shared equally amongst all auditors, at which point HHI is 0.2. Minimum diversity (HHI = 1) 
occurs if all fees accrue to one auditor.  
Applying this indicator, auditor diversity improved over the first half of the review period, and then 
deteriorated. Calculated on the basis of total audit fees charged in each year, HHI was 0.38 in 2007, 
then improved to 0.30 in 2010 (recall that this is an inverse scale), but by 2013 had returned to the 
2007 level. This trend appears to be mainly attributable to two observations from Tables 3.5 and 3.6: 
firstly, an initial erosion of PwC’s market share, followed by a subsequent recovery, and secondly, a 
significant increase in the monetary quantum of Deloitte’s involvement with South African public 
universities in 2013. 
As indicated in Table 3.7 below, there are five audit reports which are not made available for this 
research. Of the 156 remaining audit reports, a substantial majority (146; 93.6%) are unqualified, 
meaning that, in the auditor's opinion, for each of those universities its "financial statements present 
fairly, in all material respects, the financial statements of [named university] as at [specified date], and 
[its] financial performance and cash flows for the year then ended in accordance with International 
Financial Reporting Standards and the requirements of the Higher Education Act of South Africa" 
(Rhodes University, 2013: 45; emphasis added).  
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Table 3.7   Audit opinions 
University Auditor(s) Opinion 
CPUT 
 
2007–2012: EY; 2013: KPMG All years: unqualified 
CUT 2007–2010: EY; 2011–2013: PwC All years: unqualified 
DUT 2007–2008: PwC/Ngubane&Co 
2009–2013: EY/SAB&T 
All years: unqualified 
MUT1 
 
All years except 2007: KPMG 
 
2007: unknown; 2008: qualified;  
2009–2013: unqualified 
NMMU All years: PwC All years: unqualified 
NWU 2007–2008: PwC/Ngubane&Co 
2009–2013: PwC 
All years: unqualified 
RU All years: PwC All years: unqualified 
SU All years: PwC All years: unqualified 
TUT 2007: PwC; 2008–2011: PwC/Xabiso; 
2012–2013: PwC 
All years: unqualified 
UCT All years: EY All years: unqualified 
UFH1 All years except 2011: PwC All years except 2011: unqualified 
UFS All years: PwC All years: unqualified 
UJ All years: PwC All years: unqualified 
UKZN 2007–2008: KPMG/SAB&T; 2009–2013: 
Deloitte 
2007–2010: qualified;  
2011–2013: unqualified 
UL1 All years except 2009: KPMG 2007–2008: qualified;  
2009: unknown; 2010–2013: unqualified 
UNISA All years: KPMG All years: unqualified 
UP All years: PwC All years: unqualified 
UV1 2007–2011 except 2009: KPMG; 2012–
2013: SNG2 
All years except 2009: unqualified 
Wits All years: PwC All years: unqualified 
UWC1 All years except 2008: EY All years except 2008: unqualified 
UZ All years: KPMG All years: unqualified 
VUT All years: PwC All years: unqualified 
WSU 2007–2009: PwC; 2010: SN2;  
2011–2012: SNG2; 2013: KPMG 
2007–2009: unqualified;  
2010–2012: qualified; 2013: unqualified 
1. Audit report for indicated year not made available by the institution for this research. 
2. SizweNtsabula to 2010; SizweNtsabulaGobodo thereafter. 
Only ten audit reports (6.4% of the available total) are qualified. Five of these audit qualifications, all 
by the auditor KPMG, are made for merely technical infringements of the accounting rules for 
noncurrent asset measurement (IASB, 2007: IAS 16), in that depreciation was not determined on a 
component basis; the universities affected are MUT 2008 and UKZN 2007–2010. These matters have 
no material consequences for the analyses in this study. 
Two further qualifications are also by KPMG, this time for UL 2007–2008, and the remaining three are 
by the auditor SizweNtsabulaGobodo, for WSU 2010–2012. These latter five qualifications all relate to 
irregularities involving unverifiable or unquantifiable assets, liabilities, revenues and expenses. 
Although these are material issues, it is relevant at this stage of the study to observe that none of 
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these qualifications is related to the going concern assumption, which is that the university "will 
continue in operation for the foreseeable future [and it has] neither the intention nor the need to 
liquidate or curtail materially the scale of its operations" (IASB, 2013: Framework 23). 
At a point in history (1945) when the accounting profession was petitioning the South African 
government for a legislative monopoly over the audit function, Verhoef (2011: 588) reports that "die 
Minister ongemaklik daarmee was dat sekere ouditeure net meganies finansiële state nagesien het en 
nie indringend ondersoek het . . . nie" (the Minister [of Finance] was uncomfortable with the fact that 
certain auditors only reviewed the financial statements mechanically and did not carry out a thorough 
investigation). The Minister's professed reluctance to give the auditors what they wanted turned out 
to have some justification, and concerns about audit quality have subsequently become a fruitful 
source of academic enquiry, in both nonprofit and commercial frames of reference.  
Krishnan and Schauer (2000) measure nonprofit audit quality using eight specific accounting rules as 
points of reference, and find substantial levels of noncompliance. Wing et al. (2004: 10) find that 
"users are relying on information prepared by or attested to by [professional accountants], and in 
many cases the information is incomplete, misleading, or inaccurate". In his evaluation of ethical 
failures in auditing, Staubus (2005) points out the conflicts of interest and obvious design flaws 
embedded in a tripartite economic arrangement where party A pays party B to provide information 
on party A to party C. Lowensohn et al. (2007) examine local government financial reporting, and 
conclude that, although big audit firms are uniformly associated with higher fees, the same does not 
apply to the quality of their audits.  
In their analysis of inconsistencies, errors and misstatements in the financial statements of nonprofit 
entities, Gordon et al. (2007: 27) report that the "employment of an outside preparer, such as a major 
CPA [accounting and auditing] firm, does not mitigate these reporting problems". The meta-analysis 
of Habib (2012) indicates that non-audit (management consulting and similar) fees are significantly 
and negatively associated with audit quality. (Substantial arrangements of this type are common in 
South African public higher education.) Bayou et al. (2011: 111 and 122 respectively) present a critical 
review of the activities of auditors and argue that, in the context of incoherent accounting rules, 
auditing is essentially a "vacuous activity" that renders "the act of verification . . . nearly impossible".  
During the data collection phase of this study, widespread mistakes, omissions, deficiencies, 
questionable accounting practices, and instances of regulatory noncompliance were found in the 
financial statements of South African public universities. In most cases, the auditors had signed 
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unqualified opinions on these reports. Given the manner in which the majority of the universities' 
financial statements are withheld from the public, it may be the case that deficiencies in accounting 
and auditing are directly attributable to accountability failure, and the managers and auditors are 
signalling a belief that they have no reason to believe that anyone would be looking closely at their 
work.  
The chapter concludes with a summary of the situation, and the responses applied in mitigation. 
3.6 Conclusion 
Although theories of the origins and consequences of accounting and auditing failures have extensive 
coverage in the literature, appropriate methodological responses to the problem have attracted 
considerably less academic attention. Kothari (2001), Lee (2004), Pope (2010) and Richardson et al. 
(2010) all observe that the comparative advantage of researchers in finance, who are also 
knowledgeable in the intricacies of accounting, remains mostly unexploited.  
Thus, quantitative researchers who use financial statements have long grown accustomed to direct 
transfers of the accounting numbers into their models, without modification. Given the specific 
circumstances of the current research, it is appropriate to refer to the recent PricewaterhouseCoopers 
(2014) financial review of the South African universities: in their uncritical acceptance of the numbers 
that, in a majority of cases, they had themselves audited, it is arguable that they inadvertently provide 
a germane illustration of the propensity of accountants to believe in their own artefacts.  
For those who would wish to adopt a more sceptical position on the representational validity of the 
universities' financial reports, such guidance on dealing with the issue that does exist in the literature 
is largely confined to practitioner sources, such as White et al. (2003), Robinson et al. (2009) and 
Penman (2013). These variously refer to a need to reformulate, redesign or repair the financial 
statements, in order that the accounting numbers might more adequately represent the relevant 
underlying economic reality. Accordingly, a number of such actions, as considered necessary in the 
context of the current study, are described and explained in this chapter. 
The chapter just concluded thus provides a bridge between the theoretical constructs of this thesis, 
and its empirical concerns. In Chapter 4, attention is now turned to specific matters of data collection 
and analysis.  
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APPENDIX TO CHAPTER 3 
Prior year restatements—full listing; Panel A (greater than R20 million) 
Equity effect:  
rand amount and materiality1 
Attributed to University  
and year 
positive R3,913 million +126.3% Application of IFRS 1: PPE revaluation Wits 2010 
positive R2,500 million +69.3%2 Application of IFRS 1: PPE revaluation SU 2004 
positive R2,288 million +174.3% Policy change: PPE revaluation (R2.3bn) 
Error correction: operating expenses (R19m) 
UKZN 2011 
negative R210 million  -10.1% Policy change: defined benefit plan UKZN  2013 
positive R204 million  +13.8% Error correction: defined benefit plan NWU  2010 
negative R199 million  -7.7% Policy change: defined benefit plan UFS  2012 
negative R197 million  -15.6% Policy change: infrastructure grants NMMU  2009 
negative R190 million  -2.7% Policy change: infrastructure grants SU  2013 
negative R187 million  -11.7% Policy change: infrastructure grants (R181m) 
Error correction: VAT (R6m) 
DUT  2013 
negative R176 million  -24.6% Policy change: infrastructure grants WSU  2008 
negative R153 million  -7.0% Policy change: defined benefit plan (R141m)  
Error correction: subsidy revenue (R12m) 
CPUT  2013 
negative R141 million  -2.5% Policy change: infrastructure grants UP  2008 
negative R136 million  -56.0% Error correction: receivables (R63m) 
Error correction: leave pay (R73m) 
WSU  2010 
negative R133 million  -31.7% Policy change: infrastructure grants UV  2007 
positive R124 million +3.6% Application of IFRS 1: defined benefit plan UJ 2009 
negative R115 million  -14.8% Error correction: defined benefit plan RU  2012 
positive R108 million  +1.3% Error correction: various items UNISA 2013 
negative R95 million  -2.5% Error correction: defined benefit plan UJ  2010 
negative R94 million  -8.8% Error correction: various items UKZN  2009 
positive R75 million  +6.4% Error correction: defined benefit plan NWU  2009 
positive R70 million  +1.1% Policy change: defined benefit plan UP  2009 
positive R68 million +9.5% Error correction: infrastructure grants UFH  2013 
negative R65 million  -1.0% Policy change: consolidation Wits  2013 
negative R64 million  -1.5% Policy change: defined benefit plan UCT  2013 
negative R63 million  -6.4% Error correction: subsidy revenue WSU 2013 
positive R58 million +6.9% Error correction: PPE (R26m)  
Error correction: investments (R32m) 
TUT  2008 
positive R53 million +2.6% Error correction: defined benefit plan UFS  2009 
positive R49 million  +3.3% Policy change: defined benefit plan (R41m)  
Error correction: donation (R8m) 
UWC  2009 
positive R41 million  +1.0% Error correction: various items UNISA 2008 
positive R40 million  +2.4% Error correction: private grants UKZN  2012 
positive R36 million  +1.9% Error correction: various items UW 2007 
negative R34 million  -1.5% Error correction: various items Wits 2008 
negative R32 million  -1.7% Policy change: defined benefit plan NWU  2013 
negative R29 million  -5.3% Policy change: infrastructure grants RU  2009 
positive R26 million +2.3% Error correction: various UV 2012 
negative R26 million -2.2% Error correction: defined benefit plan TUT 2011 
positive R22 million +4.2% Policy change: PPE measurement (+R39m) 
Error correction: staff costs (-R17m) 
TUT 2007 
negative R22 million -2.2% Error correction: current payables TUT 2009 
1. Materiality of restatement expressed as a percentage of fully adjusted end of year equity balance. 
2. 2007 equity balance used in calculation of materiality.  
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Prior year restatements—full listing; Panel B (less than R20 million) 
Equity effect:  
rand amount and materiality1 
Attributed to University  
and year 
positive R18 million +2.5% Application of IFRS 1: PPE revaluation UFH  2012 
negative R18 million -1.3% Error correction: PPE measurement VUT 2013 
positive R17 million  +2.6% Error correction: various items DUT  2009 
negative R16 million  -1.7% Error correction: staff costs UKZN  2008 
negative R15 million  -1.4% Error correction: municipal rates UKZN  2010 
positive R13 million  +2.7% Policy change: leave pay DUT 2007 
negative R9 million  -69.2% Error correction: subsidy income UL  2007 
negative R9 million  -1.6% Error correction: contract income UV  2008 
positive R8 million  +1.6% Error correction: PPE measurement VUT  2007 
positive R7 million  +1.2% Error correction: various items UL  2011 
negative R6 million  -1.4% Error correction: PPE measurement UL  2010 
negative R6 million  -0.3% Error correction: PPE measurement UZ  2013 
negative R5 million  -0.6% Error correction: various items WSU  2011 
positive R6 million  +0.1% Error correction: various items UNISA 2010 
positive R3 million  +0.1% Error correction: various items UNISA 2009 
positive R3 million  +1.5% Error correction: PPE measurement MUT  2009 
positive R2 million  +0.6% Error correction: current payables CUT  2007 
negative R2 million  -0.2% Error correction: current receivables UV  2013 
1. Materiality of restatement expressed as a percentage of fully adjusted end of year equity balance. 
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CHAPTER 4 DATA AND METHOD 
4.1 Introduction   
The hypotheses of this study are developed in Chapter 2, on the basis of a consideration of theories 
of the financial structure of nonprofit organisations and public universities. Chapter 3 deals with 
ontological concerns related to failures in the presumption that accounting numbers are a reliable and 
valid representation of a nonprofit entity’s underlying economic reality.  
The thesis now proceeds with a description of the data used and empirical methods applied in the 
examination of the evidence for the postulated associations between the specified financial 
characteristics of South African public universities and their financial condition.  
The discussion begins with a motivation for the selected review period. The remainder of the chapter 
continues with a listing of the universities included in, and excluded from, the analysis. This is followed 
by a description of the processes involved in obtaining and recording their accounting data. After that, 
details are provided of the mechanisms applied in order to mitigate the accounting dysfunctionalities 
described in Chapter 3. Finally, the main methods for testing the hypotheses of this thesis are 
specified. 
4.2 Review period   
South African public universities are required to provide the state (in the person of the Minister of 
Higher Education and Training) with an annual report (South Africa, 1997b: 41(2)), part of which 
consists of the audited financial statements (South Africa, 2007: 21) that are the fundamental 
analytical units for this thesis. The financial (fiscal) years of all the universities correspond with 
standard calendar years, and financial year ends are therefore identical in all cases, at 31 December. 
The selection of an appropriate review period for this study is informed by regulatory, funding and 
other considerations, as follows. Firstly, the regulations for university financial reporting are modified 
by the Minister from time to time, in reaction to the accumulation of changes in accounting and 
corporate governance standards. The 2003 reporting regulations (South Africa, 2003a) were 
superseded with effect from 1 January 2007 (South Africa, 2007), and these were in turn replaced by 
the 2014 reporting regulations (South Africa, 2014), applicable from 1 January 2014.  
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Secondly, state funding allocations are made to South African universities in accordance with a policy 
document (South Africa, 2003b) which was implemented for the first time in the state's 2005 fiscal 
year. This framework has not, as at the time of writing (2015), been superseded, although aspects of 
funding policy are under review by the Minister and others (see, for example, HESA, 2011 and DHET, 
2013b). 
Thirdly, the great recession of 2008 and its aftermath is likely to have had significant financial effects 
on the universities. In an international higher education context, Moody's (2009), Just and Huffman 
(2009), European University Association (2011), Huang (2011), Denneen and Dretler (2012), Sharrock 
(2012), Standard and Poor's (2014), and others refer to the especially deleterious consequences of the 
global financial crisis on universities. More generally, Ryan (2008: 1606) describes it as "the signal 
researchable-teachable moment of [his] two-decade-plus career as an accounting academic", viewing 
the worldwide extent of the economic and social damage as having created "a responsibility [for 
academics] to understand and employ the crisis to the benefit of our disciplines, students, and 
society".   
For these reasons, a seven year review period is specified, commencing on 1 January 2007 and ending 
on 31 December 2013. Apart from the existence of a consistent regulatory context during this entire 
interval (in terms of both financial reporting requirements and the funding framework), the terminal 
date of the review is, from the perspective of data acquisition, both appropriately and attainably 
recent. In addition, the seven year time frame represents a sufficiently substantial history (which in 
addition encompasses the great recession), for a decision-useful consideration of economic and 
financial trends and relationships.  
4.3 Universities included in the analysis 
In 2015, there are 26 public universities in South Africa. Of these, 23 are in continuous existence 
between 1 January 2007 and 31 December 2013, and are accordingly included in this study. See Table 
4.1 below, listing the universities in alphabetical order of acronym (except for UW, where the more 
common Wits is used); an order which is maintained throughout the analytical phase of study. Sol 
Plaatje University and the University of Mpumulanga, both founded in 2013 and admitting students 
for the first time in 2014, are excluded from the analysis, as is Sefako Makgatho Health Sciences 
University, established in 2015 from the Ga-Rankuwa campus of the University of Limpopo (this entity 
previously known as the Medical University of Southern Africa).  
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Table 4.1   South African public universities 2007–2013 
Institution name Acronym 
Cape Peninsula University of Technology 
Central University of Technology 
Durban University of Technology 
Mangosuthu University of Technology 
Nelson Mandela Metropolitan University 
North-West University 
Rhodes University 
Stellenbosch University 
Tshwane University of Technology 
University of Cape Town 
University of Fort Hare 
University of the Free State 
University of Johannesburg 
University of KwaZulu-Natal 
University of Limpopo 
University of South Africa  
University of Pretoria 
University of Venda 
University of the Witwatersrand 
University of the Western Cape  
University of Zululand 
Vaal University of Technology 
Walter Sisulu University 
CPUT 
CUT 
DUT 
MUT 
NMMU 
NWU 
RU 
SU 
TUT 
UCT 
UFH 
UFS 
UJ 
UKZN 
UL 
UNISA 
UP 
UV 
Wits 
UWC 
UZ 
VUT 
WSU 
4.4 Data collection 
Except as indicated in the next paragraph, the audited annual financial statements for each of the 23 
universities for each of the seven financial years ended 31 December 2007 to 2013 were obtained 
from the institution itself, or from the Department of Higher Education and Training (DHET). The 
relevant documents were supplied in a mix of electronic and printed formats. All financial statements 
that were made available electronically were in portable document format (pdf) files, not in 
spreadsheets.  
In two cases, both involving the 2009 financial year, annual financial statements could not be 
obtained: University of Limpopo and University of Venda. Neither institution responded to requests 
for the reports, nor was DHET able to locate them. However, the 2010 reports of both universities 
contained the required 2009 comparative data. Therefore, a full complement of 161 sets of financial 
statements in the 23-institution and 7-year panel is included in the study. 
An Excel spreadsheet file is created for each institution. For each of the seven financial years 2007 to 
2013, line items from the primary financial statements and selected notes are manually entered into 
standardised classification cells in these spreadsheets. During this initial data capture process, the 
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reported accounting numbers from each university’s audited financial statements are accepted 
without modification.  
Missing data are variously dealt with using imputation techniques, or ignored, as follows.  
Where the university does not disclose disaggregated employment costs for academic and other staff 
categories, an apportionment of total employment costs is made on the basis of staff headcount 
statistics published in Department of Education (2009 and 2010) and DHET (2011, 2013c, 2013d, 
2014b and 2015).   
Accounting items missing for specific financial years in an otherwise complete data series for a 
particular university are estimated using interpolation (average of the published numbers on either 
side of the missing year) or extrapolation (applying the arithmetic average rate of growth for that item 
at that university). 
In egregious cases of regulatory noncompliance, where the university consistently fails to publish the 
required accounting numbers for the entire review period, one of the following courses of action is 
taken. Firstly, if it is the institution's disaggregated revenue components that are inadequately 
disclosed, the matter is ignored; the revenue interaction indicators of this study are specified in such 
a manner that such situations are appropriately absorbed into the analysis. Secondly, noncompliance 
with the recurring–nonrecurring distinction is ignored, because the information so provided is 
irrelevant to this study (see also Chapter 3). Thirdly, if senior executive compensation is not disclosed, 
proportionate relationships from geographically and functionally similar institutions are used to make 
the necessary estimates.  
Error checking is carried out using the articulation of the financial statements (in terms of which, for 
example, the total monetary amount recorded for assets must equal the total institutional capital 
base) to identify imbalances requiring investigation and resolution. Following this, a rigorous process 
of cross-checking between source document and spreadsheet is applied. 
4.5 Data reformulation 
The initial standardised classification allocation process described at 4.4 above is merely a first step, 
intended to deal with data reliability and internal validity concerns, as well as minor differences in the 
financial disclosure practices of the universities. In order for the accounting data to have external 
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validity for the intended objectives of this study, further attention has to be paid to the functional 
limitations of financial reporting, as discussed in Chapter 3.  
These limitations are mitigated by means of the accounting adjustments specified below. Some of 
these transformations are necessary because the accounting rules provide the managers of South 
African universities with various free choices in accounting method. As a result, it is possible for the 
accounting valuation of otherwise economically identical items to differ by material amounts, in some 
cases involving billions of rand. Restoration of comparability in such cases requires some kind of 
appropriate reaction. The other category of adjustment arises from the idiosyncratic nature of the 
accounting rules and the unhelpful financial reporting that compulsorily arises through their 
application, rather than from managerial discretion over the available accounting choices.   
Property, plant and equipment (physical assets) are restated, where necessary, so that they are 
measured in the reformulated balance sheets at depreciated historic cost. In order to achieve this, 
two accounting practices require attention: revaluations, and cost reductions of assets that have been 
funded by state infrastructure grants.  
Revaluations are reversed by debiting equity and crediting physical assets with the cumulative 
revaluation surplus amount. Physical asset cost reductions are reversed by debiting physical assets 
and crediting equity with the cumulative infrastructure grant offset. (For convenience of reference, 
see Tables 4.3 and 4.4 below: in this study's standardised reformulated balance sheet and income 
statement, equity is code 30 and physical assets are code 4.) In keeping with the first-order 
approximation to be achieved by these reallocations, no adjustment is made to depreciation, which is 
in any case generally too small to have a material impact on the indicator set of this thesis. 
Deferred income balances related to state subsidy or infrastructure grants, which have been classified 
by the university as liabilities, are reallocated to equity. At financial year end t, the deferred income 
liability is eliminated in full by means of a debit adjustment. The corresponding side of the reallocation 
is in two parts: firstly, the liability balance at prior year end t – 1 is credited to equity (code 30), and 
secondly, the increase in deferred income from prior year t – 1 to current year t is credited to state 
subsidy revenue (code 56). (Adjusting debits and credits in this paragraph and the remainder of the 
section apply, mutatis mutandis, to decreases, increases, losses and gains in the associated item.) 
Adjustments are made for any amounts related to retirement benefit liabilities that are off-balance 
sheet, in order to restore the institutional obligation to its full economic extent. Unrecognised 
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actuarial losses and past service costs at current year end t, as disclosed in the notes to the financial 
statements, are credited to the retirement benefit liability (code 33). Once again, there are two 
components to the corresponding side of the adjustment. Other operating expenses (code 76) are 
debited with the increase in unrecognised losses and costs from prior year t – 1 to current year t, and 
equity (code 30) is debited with the balancing amount. 
Investment returns are determined by combining the following items into a single amount for total 
return on investments (code 64): interest and dividend income, realised capital profits disclosed in the 
income statement, unrealised gains disclosed in the statement of changes in equity, and recycling 
transfers between the two statements. 
All items of other comprehensive income are reassigned to the relevant revenue and expense lines of 
the income statement. For example, retirement benefit costs shown in the statement of changes in 
equity are transferred to other operating expenses (code 76), and unrealised gains on investments are 
allocated to total return (code 64). 
The recurring–nonrecurring distinction is removed from the income statements of those universities 
that apply it, by combining all individual income and expense items on a like-for-like basis. 
The full consequences of prior year restatements are reallocated to the relevant revenue and expense 
items in the current year. For example, an error correction in current year t, which announces a 
retrospective increase to expenses in prior year t – 3, is debited to other operating expenses (code 76) 
and credited to equity (code 30) in year t. 
Operating leases require the most complex accounting adjustment of this study. Lease obligations are 
constructively capitalised by applying South African prime overdraft rates (2007: 14.5%; 2008: 15%; 
2009: 10.5%; 2010: 9%; 2011–2013: 8.5%; South African Reserve Bank, 2015) to discount the 
universities' operating lease payments. There are two possible sources of information in the notes to 
the universities' financial statements for calculating this adjustment: (1) the current year's operating 
lease expense, and (2) the minimum lease payments schedule (which allocates expected future lease 
commitments into three periods on the basis of when they fall due after balance sheet date: less than 
one year, two to five years, and six or more years).  
In theory, there should be reasonable concordance between the amounts disclosed at (1) and (2). In 
practice, the current year operating lease expense is found, in a number of instances, to be materially 
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inconsistent with the future commitments schedule. No explanations are provided by the universities 
for this implausible mismatch. Therefore, the more reliable amount (current year expense, which is a 
question of fact, not forecast) is capitalised, as follows.  
At financial year end t, the net present value of the (uneven) operating lease expense amounts for 
years t + 1 to t + 5 is determined using the applicable discount rate at t, as indicated above. In order 
to determine estimates of lease expense for 2014 and later years, the arithmetic mean rate of change 
in the expense amount for 2007 to 2013 is determined, and this is applied to make the necessary 
projection. The calculated present value is debited to other noncurrent assets (code 10) and credited 
to other noncurrent liabilities (code 37). The income statement is not adjusted because total operating 
lease expense is a sufficiently close first-order approximation of the depreciation and interest costs 
related to the corresponding capitalised lease.  
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Table 4.2 below summarises the adjustments of accounting numbers that are carried out in this 
analysis. 
Table 4.2   Summarised accounting transformations 
Item 
[thesis section 
reference] 
Accounting problem  Response Mechanism  
Property, plant & 
equipment (PPE) 
[3.3.2] 
Free choice between 
historical cost and 
revaluation models  
Restatement of revalued 
PPE at depreciated 
historic cost 
Identify cumulative amount of 
revaluation surplus; debit this 
to equity, credit PPE 
PPE [3.3.3] Reduced-cost reporting 
of government-funded 
infrastructure  
Restatement of reduced-
cost PPE at depreciated 
historic cost 
Identify cumulative amount of 
cost offset; debit this to PPE, 
credit equity 
Deferred income 
[3.3.3] 
Free choice between 
liability and equity 
classification  
Reclassification of 
deferred income 
liabilities as equity 
Debit liability at year t, credit 
equity with year t – 1 liability, 
balance to year t subsidy 
income 
Retirement 
benefits [3.3.4] 
Off-balance sheet 
obligations  
Restatement of 
retirement benefit 
liability to include all 
unrecognised gains, 
losses and costs 
Debit expense with increase in 
unrecognised losses from year 
t – 1 to year t, credit liability 
with year t cumulative 
unrecognised losses, balance to 
equity 
Investment 
returns [3.4.2] 
Distributed disclosure of 
investment returns  
Reunification of the 
income statement 
Combine interest, dividends, 
capital gains (realised or 
unrealised) and recycling 
transfers into single number 
Other 
comprehensive 
income [3.4.3] 
Clean and dirty surplus 
accounting  
Reunification of the 
income statement 
Reassign other comprehensive 
income amounts to relevant 
income and expense lines 
Recurring–
nonrecurring 
distinction [3.2.3] 
Erratic compliance with 
reporting regulation that 
has doubtful relevance  
Reunification of the 
income statement 
Combine recurring and 
nonrecurring income and 
expense items on like-for-like 
basis 
Prior year 
restatements 
[3.4.4] 
Counterfactual changes 
to previously-published 
accounting numbers  
Reassign retrospective 
changes to the current 
year 
Identify nature and amount of 
error or policy change; debit or 
credit appropriate current year 
income or expense, balance to 
equity 
Operating leases 
[3.4.5] 
Off-balance sheet 
obligations  
Recognise right-of-use 
asset and corresponding 
liability 
Calculate present value of 
future operating lease 
payments; debit asset, credit 
liability  
The main standardised accounting classifications that follow from the data capture and reformulation 
processes are set out in the tables below. For convenience and clarity of reference in the subsequent 
discussion of the determinants of this study’s various ratios and indicators, the coded allocations to 
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the standardised spreadsheet templates are provided. Unless otherwise indicated, all amounts are 
recorded in million rand units. 
Table 4.3   Standardised reformulated balance sheet 
Code Description Comment 
4 
 
5 
 
10 
 
11 
14 
15 
 
16 
19 
20 
22 
30 
 
32 
33 
34 
 
37 
 
38 
40 
41 
42 
 
47 
48 
50 
52 
Property, plant and equipment 
(PPE) 
Noncurrent investments     
                
Other noncurrent assets 
 
Total noncurrent assets 
Current receivables 
Current investments 
 
Cash 
Other current assets 
Total current assets 
Total assets 
Total equity 
 
Noncurrent debt 
Retirement benefit liability 
Other noncurrent employee-
related liabilities 
Other noncurrent liabilities 
 
Total noncurrent liabilities 
Current payables 
Current debt 
Other current employee-related 
liabilities 
Other current liabilities 
Total current liabilities 
Total liabilities 
Total capital 
Long term assets; all measured at depreciated historic cost 
 
Financial assets expected to be held for longer than one year; all 
measured at fair value 
Long term assets not classified in above categories; includes 
capitalised operating lease asset 
Sum of codes 4, 5 and 10 
Includes student debt, net of provisions  
Financial assets expected to be held for one year or less; all 
measured at fair value 
Cash holdings at year end 
Short term assets not classified in above categories 
Sum of codes 14, 15, 16 and 19 
Sum of codes 11 and 20 
Total funds, including externally restricted, council-designated, 
earmarked and unrestricted 
Long term portion of borrowings from financial intermediaries 
Full economic value of defined benefit liability 
Long term portion of nonretirement contractual promises to 
employees; includes bonus and leave provisions 
Long term liabilities not classified in above categories; 
includes capitalised operating lease liability 
Sum of codes 32, 33, 34 and 37 
Short term operating liabilities 
Short term portion of borrowings, including bank overdrafts 
Short term bonus and leave provisions 
  
Short term liabilities not classified in above categories 
Sum of codes 40, 41, 42 and 47 
Sum of codes 38 and 48 
Sum of codes 30 and 50 
As a result of the adjustments made to the accounting numbers in order to achieve comparability and 
representational validity, all 161 sets of reformulated financial statements created in this study differ, 
sometimes substantially, from the originally published institutional versions.  
In the balance sheet (Table 4.3 above), for example, the property, plant and equipment and equity 
numbers are reduced—in some cases by hundreds of millions of rand—when the university has 
chosen to revalue this asset class. Similarly, the presence of substantial off-balance sheet operating 
lease commitments or unrecognised actuarial losses in the audited financial statements results in the 
recognition of considerably higher liabilities in the reformulated balance sheets used in this study.  
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There are corresponding differences between the reformulated income statements (Table 4.4 below) 
and the audited versions. The most significant of these are as a result of: (1) the reallocation to the 
current year of all income and expense items affected by prior year restatements; (2) the full current 
year recognition as subsidy revenue of any state infrastructure grant transfers; and (3) the 
reassignment of all dirty surplus items (ie. those classified as other comprehensive income) to the 
main part of the income statement. 
Table 4.4   Standardised reformulated income statement 
Code Description Comment 
56 
 
57 
 
58 
 
59 
 
60 
 
61 
 
64 
 
66 
68 
69 
70 
71 
73 
74 
76 
77 
78 
 
84 
86 
State subsidies and grants 
 
Tuition fees 
 
Contract receipts 
 
Sales of goods and services 
 
Residence fees 
 
Private gifts and grants 
 
Total return on investments 
 
Other income 
Total state source revenue 
Total student source revenue 
Total third stream revenue 
Total revenue 
Academic staff costs 
Other staff costs 
Other operating expenses 
Depreciation 
Finance costs 
 
Total expenses 
Surplus (equivalently, total 
comprehensive income] 
Total current year transfers from state sources, including 
infrastructure grants 
Full tuition fee billings, unadjusted for bursaries, discounts and 
doubtful collections 
Total current year inflows; including full amount of multi-year 
contracts   
Revenue items recognised under standard rules of accrual 
accounting 
Full residence fee billings, unadjusted for bursaries, discounts 
and doubtful collections 
Total current year inflows; including full amount of multi-year 
restricted amounts and endowments 
Interest, dividends and all capital gains, whether realised or 
unrealised 
Income items not classified in above categories 
Code 56 
Sum of codes 57 and 60 
Sum of codes 58, 59, 61, 64 and 66 
Sum of codes 68, 69 and 70 
Total cost to employer of teaching and research staff 
Total cost to employer of administrative and support staff 
Expenses not related to employment 
Recognised under standard rules of accrual accounting 
Recognised under standard rules of accrual accounting; no 
offset against investment returns at code 64 
Sum of codes 73, 74, 76, 77 and 78 
Code 71 minus code 84  
Finally, Table 4.5 below lists various other items from the universities' cash flow statements and notes 
to the financial statements that are also recorded, for the purposes of carrying out the reformulations 
and calculating the selected indicators. 
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Table 4.5   Other data from the financial statements 
Code Description Comment 
92 
 
93 
 
94 
 
95 
98 
 
99 
101 
102 
104 
105 
 
143 
 
150 
 
151 
152 
 
153 
162 
 
163 
 
164 
 
167 
Cash flow from operating 
activities 
Cash flow from investing 
activities 
Cash flow from financing 
activities 
Total cash flows 
PPE: cost 
 
PPE: accumulated depreciation 
Student debt, gross 
Provision against student debt 
Vice-chancellor's salary (R'000) 
Representative total: senior 
executives' salaries (R'000) 
Prior year restatement 
 
Date of council approval of 
financial statements 
Name of auditor(s) 
Audit report qualified or 
unqualified 
Audit fees 
Operating lease commitment  
< 1 year 
Operating lease commitment 
2–5 years 
Operating lease commitment 
> 5 years 
Operating lease expense 
Net amount of cash inflows from state, student and third stream 
sources, and cash outflows to employees and suppliers 
Net amount of cash flows related to acquisition and disposal of 
long term assets and investments 
Net amount of cash flows related to issuance and settlement of 
debt  
Sum of codes 92, 93 and 94 
Adjusted to historical cost where revaluation accounting is 
practised by the institution 
Amount reported by the institution 
Total unpaid amount of tuition and residence fees 
Estimate of uncollectible tuition and residence fees  
Total cost to employer 
Total cost to employer of vice-chancellor, chief financial officer 
(or equivalent), and registrar 
Nature and amount of retrospective adjustment made to 
previously published financial statements 
As indicated in council's signed statement of responsibility 
 
As indicated in audit report 
As indicated in audit report; reason for any qualification 
recorded 
Including audit and advisory 
Short term lease obligations not recognised in balance sheet 
 
Medium term off-balance sheet lease obligations 
 
Long term off-balance sheet lease obligations 
 
Total current year lease payments 
4.6 Development of an indicator set 
For two main reasons, this study does not leave intact any of the existing nonprofit financial evaluation 
models—not even those as influential as Tuckman and Chang (1991) or as (apparently) relevant as the 
KPMG (2010) monograph on universities—for unadjusted holistic application in a South African higher 
education context. Firstly, as will be made clear from the array of competing models presented below, 
there is little sign of an emerging theoretical consensus in the literature on which single model is most 
effective, let alone any appreciable level of empirical convergence within the universe of all possible 
constituent ratios. Therefore, whilst this study takes a broadly inclusive approach and accepts for 
consideration more than 30 individual indicators from the literature, a measure of scepticism about 
the efficacy of particular combinations of ratios, however famous the model, appears to be well 
founded. 
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Secondly, this thesis argues that there are valid reasons to question some of the a priori assumptions 
and assertions embedded in a number of the existing constructs. Turning again to the examples of 
Tuckman and Chang (1991) and KPMG (2010), the former is based on a theoretically vulnerable 
interpretation of revenue diversity (see discussion challenging this in Chapter 2); and the latter asserts, 
without clear justification for its remarkable specificity, a weighting schema of exactly 35/35/20/10 
for the four ratios used in its composite index of university financial health. The KPMG (2010) index, 
in particular, brings to mind the pithy Shalev (2007: 290) remark that an understanding of such real 
world phenomena is unlikely to be as precisely or easily achieved as in "to make a loaf of bread 
combine 1 part yeast, 2 parts water and 10 parts flour". 
Therefore, the approach taken is, instead, to deconstruct the existing models into their component 
parts. These are then used to accumulate a comprehensive initial set of plausible indicators for further 
consideration, distillation and reconstruction into a model with demonstrated validity in a South 
African higher education context. For convenience, the ratios are chronologically tabulated, starting 
with Table 4.6 below, into groups on the basis of prior research (showing only those indicators from 
each historical model that are relevant to the current study). However, as explained above, this 
presentation should not be misconstrued as an intention in this methodology to apply any of the 
models as a unified entity. 
Table 4.6   Altman (1968) indicators 
Indicator Numerator Denominator Hypothesis Use in nonprofit studies 
STA1 Surplus [86]2 Total assets [22] Surplus sufficiency 
[H20]3 [+]4 
Chu et al. (1991); Zeller et al. 
(1996); Bowman (2002); 
Keating et al. (2005); Bowman 
(2011b); Calabrese (2011b); 
Ryan & Irvine (2012a); Trussel 
(2012) 
TETA Total equity [30] Total assets [22] Equity sufficiency 
[H7] [+] 
Fischer et al. (2004); Keating et 
al. (2005); Bowman (2011b) 
TRTA Total revenue [71] Total assets [22] Revenue 
sufficiency  
[H10] [+] 
Zeller et al. (1996); Keating et 
al. (2005) 
1. Although many indicator codes happen to be acronyms, some are merely short-form mnemonics used to 
facilitate use of the statistical software, and also to avoid unnecessary clutter (eg. "surplus to total assets ratio") 
in the narrative sections of the thesis. 
2. In all tables in this section, numbered references in brackets (eg. [20]) are to the standardised accounting 
classifications in the reformulated financial statements, as indicated in Tables 4.2, 4.3 and 4.4 above. 
3. The hypothesis number links to Chapter 2. See also hypothesis–indicator listing in Table 4.23 below. 
4. The association between the indicator and the relevant aspect of financial condition is indicated [+] for 
positive and [–] for negative. 
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Table 4.7   Ohlson (1980) indicator1 
Indicator Numerator Denominator Hypothesis Use in nonprofit studies 
SIZE ln[total assets 
[22] x (100 / CPI 
deflator2)] 
Not applicable Size advantage 
[H21] [+] 
Bowman (2002); Keating et al. 
(2005); Parsons & Trussel 
(2008, 2009); Denison (2009); 
Yan et al. (2009); Calabrese 
(2011b, 2013); Trussel (2012); 
Cordery et al. (2013); Gordon et 
al. (2013); Tevel et al. (fc3) 
1. For all historical models in this chapter, only those indicators relevant to the current study are extracted and 
listed. There are, for example, five ratios in Altman's (1968) paper, and eight in Ohlson (1980). 
2. The CPI deflator is based at 100 in December 2007 (2008: 109.6; 2009: 116.5; 2010: 120.5; 2011: 127.8; 2012: 
135.1; 2013: 142.4) (Statistics South Africa, 2015). 
3. Forthcoming. 
Nonprofit finance researchers generally trace the earliest intellectual antecedents of their work to 
Chabotar (1989) and Tuckman and Chang (1991). However, the impressively enduring models of 
Altman (1968) and Ohlson (1980) (Tables 4.6 and 4.7 above) have also contributed ratios with 
demonstrated relevance to this field, despite the fact that their initial design purpose was to predict 
financial failure in commercial enterprise. Four of these are relevant to the present study. 
The income statement is evaluated on the basis of organisational ability to maintain expenses at a 
lower level than income, using STA (surplus as a proportion of total assets). Equity sufficiency is 
represented by TETA (total equity as a proportion of total assets), which takes a balance sheet 
perspective on the entity's long term financial capacity, and is positively correlated with financial 
condition. TRTA (total revenue divided by total assets) is a positive measure of revenue-generating 
capacity. The initial group of indicators is completed with SIZE, which is an inflation-adjusted 
lognormal metric of institutional size, measured in terms of this study's determination of total assets. 
The first of the specialised nonprofit models used as a source of indicators for this study is Chabotar 
(1989) (Table 4.8 below), which organises accounting ratios into four categories of financial condition. 
Short term financial capacity is evaluated with the current ratio, CURR. The ratio CHDE (for Chabotar, 
1989 interpretation of the debt–equity relationship) focusses on direct borrowing from financial 
institutions and excludes all other liabilities, in particular those related to defined benefit pension 
funds. As a measure relevant to the debt vulnerability hypothesis of this thesis, this ratio has a negative 
relationship with financial condition. The three related ratios ADEX, ACEX and OPEX are, according to 
Chabotar (1989: 198), "a much truer indicator of institutional priorities than any strategic plan, speech, 
or press release". They are informative of the administrative lattice, academic ratchet and operating 
expense hypotheses, as discussed in Chapter 2. The Altman (1968) indicator STA differs from the 
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Chabotar (1989) ratio NOR (net operating revenues) in that the former assesses the adequacy of 
institutional surplus in the context of total assets, and the latter uses total revenues as its reference 
point.   
Table 4.8   Chabotar (1989) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
CURR Total current 
assets [22] 
Total current 
liabilities [48] 
Working capital 
sufficiency [H9] [+] 
Chu et al. (1991); Zeller et al. 
(1996); Ryan & Irvine (2012a) 
CHDE Noncurrent debt 
[32] 
PPE [4] – 
noncurrent debt 
[32] 
Debt vulnerability  
[H5] [–] 
Zeller et al. (1996) 
ADEX Other staff costs 
[74] 
Total expenses 
[84] 
Administrative–
service salaries 
[H16] [–] 
Tuckman & Chang (1991); 
Greenlee & Trussel (2000, 
2004); Hager (2001); Trussel 
(2002); Keating et al. (2005); 
Tinkelman & Donabedian 
(2007, 2009); Parsons & Trussel 
(2008, 2009); Yan et al. (2009); 
Ashley & Faulk (2010); 
Calabrese (2011b); Ryan & 
Irvine (2012a); Calabrese 
(2013); Cordery et al. (2013); 
Mayer et al. (2014); Tevel et al. 
(fc) 
ACEX Academic staff 
costs [73] 
Total expenses 
[84] 
Academic salaries  
[H17] [–] 
OPEX Other operating 
expenses [76] + 
depreciation [77]  
Total expenses 
[84] 
Operating expenses 
[H18] [+] 
NOR Surplus [86] Total revenue 
[71] 
Surplus sufficiency  
[H20] [+] 
Tuckman & Chang (1991); Chu 
et al. (1991); Zeller et al. (1996); 
Greenlee & Trussel (2000, 
2004); Hager (2001); Trussel 
(2002); Fischer et al. (2004); 
Keating et al. (2005); Parsons & 
Trussel (2008, 2009); Yan et al. 
(2009); KPMG (2010); Ashley & 
Faulk (2010); Ryan & Irvine 
(2012); Cordery et al. (2013); 
Gordon et al. (2013); Mayer et 
al. (2014); Tevel et al. (fc) 
Although TETR (total equity scaled on total revenues; Table 4.9 below) assesses the adequacy of 
institutional equity when scaled on revenues, the intended logic underpinning this ratio is not that 
equity can be directly converted into revenue on a rand-for-rand basis. Instead, it is a broad equity 
sufficiency measure that takes an income statement focus. In comparison with this study's other 
(Altman, 1968) equity sufficiency indicator, TETA, which is based entirely in the balance sheet, TETR 
might plausibly contribute incremental decision-useful content. It is positively linked with financial 
condition. 
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For the theoretical reasons discussed in Chapter 2 (at 2.4.5), the naïve diversification measure CONC 
(revenue concentration) is not expected to have any association with financial condition. If the 
evidence of this study shows otherwise, that is, arguably, an artefact of empirical circumstance, and 
not evidence in support of any plausible underpinning theoretical construct. The alternative 
diversification indicators in Table 4.20 below, derived from the analysis of Wicker et al. (2015), are 
instead hypothesised to be meaningfully correlated with financial condition.  
Table 4.9   Tuckman and Chang (1991) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
TETR Total equity [30] Total revenue [71] Equity sufficiency 
[H7] [+] 
Greenlee & Trussel (2000, 
2004); Hager (2001); Trussel 
(2002); Keating et al. (2005); 
Parsons & Trussel (2008, 2009); 
Ashley & Faulk (2010); Cordery 
et al. (2013); Gordon et al. 
(2013); Tevel et al. (fc) 
CONC ∑ 𝑅𝑖
2𝑛
𝑖=1  [note 1] Not applicable Revenue diversity 
[H15] [–]2 
Greenlee & Trussel (2000, 
2004); Hager (2001); Trussel 
(2002); Keating et al. (2005); 
Carroll & Stater (2008); Parsons 
& Trussel (2008, 2009); Yan et 
al. (2009); Ashley & Faulk 
(2010); Calabrese (2011b, 2012, 
2013); Frumkin & Keating 
(2011); Ryan & Irvine (2012a); 
Cordery et al. (2013); Gordon et 
al. (2013); Chikoto et al. (2014, 
fc); Kim (2014); Mayer et al. 
(2014); Wicker & Breuer (2014); 
Tevel et al. (fc) 
1. Ri = (revenue source i) / total revenue [71]; i = state [56]; tuition [57]; contracts [58]; sales [59]; residence 
fees [60]; private gifts [61]; investments [64]; other income [66]. 
2. Theory indicates that there should be no relationship between this variable and university financial condition. 
However, evidence from some of the earlier papers listed in the table suggests that, if an empirical association 
does appear in the context of this study, it will be an inverse one. 
Chu et al. (1991) and Zeller et al. (1996) (Tables 4.10 and 4.11 below) contribute four ratios to this 
study. All have long been prominent in the commercial financial analysis canon, although these papers 
appear to represent the first time the ratios are proposed for use in a nonprofit context. CATA and 
CSTA (current assets and cash, respectively, as a proportion of total assets) inform a consideration of 
organisational working capital sufficiency. DI (defensive interval, which is a proxy for the number of 
days that liquid assets could support cash expenses) and COLL (average collection period for student 
debt) are measures of short term financial capacity. These indicators associate variously with financial 
condition, as indicated in the tables below. 
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Table 4.10   Chu et al. (1991) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
CATA Current assets 
[20] 
Total assets [22] Working capital 
sufficiency [H9] 
[+] 
 
CSTA Cash [16] Total assets [22] Cash sufficiency 
[H4] [+] 
 
Table 4.11   Zeller et al. (1996) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
DI 365 x (current 
investments [15] 
+ cash [16]) 
Total expenses [84] 
– depreciation [77] 
Working capital 
sufficiency [H9] 
[+] 
 
COLL 365 x gross 
student debt 
[101] 
Tuition fees [57] + 
residence fees [60]  
Student debt 
[H13] [–] 
 
Even without legislative restrictions on the alienation of the fixed property of South African public 
universities (South Africa, 1997: 20), such assets are generally not available to the institution for the 
purposes of funding its operating expenses or meeting its financial obligations. In contrast, the 
investment holdings of the university are under no such constraints. Therefore, the ratios PPE and 
INTA (property, plant and equipment and investments, respectively, scaled against total assets; Table 
4.12 below) are negative and positive indicators of financial strength, respectively. The correlation 
between these two ratios is expected to be negative, but not perfectly so, because of the existence of 
other asset categories.  
Table 4.12   Bowman (2002) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
PPE PPE [4] Total assets [22] Expendable asset 
availability  
[H3] [–] 
Denison (2009); Yan et al. 
(2009); Calabrese (2011b, 2013) 
INTA Noncurrent and 
current 
investments [5 + 
15] 
Total assets [22] Investment 
sufficiency  
[H1] [+] 
Keating et al. (2005) 
Three of the revenue-interaction hypotheses of this study are addressed in Tables 4.13, 4.14 and 4.15 
below. As discussed in Chapter 2, each university's proportion of revenue from state, student and third 
stream sources has the indicated direct or inverse relationship with its financial condition.  
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Table 4.13   Ritchie and Kolodinsky (2003) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
THTR Third stream 
revenue [70] 
Total revenue [71] Third stream 
revenue [H14] [+] 
Denison (2009); Yan et al. 
(2009); Calabrese (2011b, 2013) 
 
Table 4.14   Keating et al. (2005) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
SUTR State source 
revenue [68] 
Total revenue [71] Subsidy 
dependence  
[H11] [–] 
Denison (2009); Yan et al. 
(2009); Calabrese (2011b, 2013) 
 
Table 4.15   Denison (2009) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
STTR Student source 
revenue [69] 
Total revenue [71] Fee dependence 
[H12] [–] 
Calabrese (2011b) 
RBTA (Table 4.16 below) is linked to the hypothesis of institutional financial vulnerability arising from 
unsustainable postemployment promises made to employees.  
Table 4.16   Yan et al. (2009) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
RBTA Retirement 
benefit liability 
[33] 
Total assets [32] Retirement 
benefit 
vulnerability 
[H8] [–] 
Calabrese (2011b) 
The KPMG (2010) indicators listed in Table 4.17 below, in combination with NOR in Table 4.8 above, 
are applied in the context of a model which asserts (KPMG, 2010: 135) minimum acceptable levels for 
each ratio (PR (primary reserve ratio): 0.4; VBL (viability ratio): 1.25; RONA (return on net assets): 6%; 
NOR (net operating revenues): 4%), as well as the exact weighting of each ratio in the determination 
of a composite index of financial health (PR: 35%; VBL: 35%; RONA: 20%; NOR: 10%) (KPMG, 2010: 
136). This is a practitioner's model, and has little uptake in the academic literature. However, its 
designers intend it to be used specifically for the financial analysis of universities—albeit American 
ones—and its component ratios might, therefore, plausibly bring incremental information content to 
this study. 
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Table 4.17   KPMG (2010) indicators 
Indicator Numerator Denominator Hypothesis Use in nonprofit studies 
PR1 Total equity [30] 
– PPE [4] + total 
noncurrent 
liabilities [38] 
Total expenses [84] Capital adequacy 
[H6] [+] 
Calabrese (2013); Gordon et al. 
(2013) [as inverse] 
VBL2 Total equity [30] 
– PPE [4] + total 
noncurrent 
liabilities [38] 
Total noncurrent 
liabilities [38]  
Capital adequacy 
[H6] [+] 
 
RONA3 Surplus [86] Total beginning of 
year equity [30 - 
86] 
Surplus 
sufficiency  
[H20] [+] 
Chu et al. (1991); Zeller et al. 
(1996) 
1. The KPMG (2010) name for this indicator is primary reserve ratio. 
2. The KPMG (2010) name for this ratio is viability ratio. 
3. Return on net assets, where net assets are the same thing as equity. 
Neither of the previously specified working capital ratios CURR nor CATA represents a particularly 
sophisticated assessment of institutional capital adequacy. Although they are included in this study in 
case of empirical relevance for South African universities, they have attracted little interest in 
subsequent nonprofit research. More recently, Bowman (2011b) proposes an alternative indicator for 
evaluating an entity's capital adequacy. MSP (months of spending ratio; Table 4.18 below), which has 
a direct relationship with financial condition, may be interpreted as the length of time, in months, that 
the organisation would be able to maintain current spending levels in support of its operations, if all 
revenue sources disappeared. (This explanation is intended to be heuristic rather than representative 
of a likely reality.)  
Table 4.18   Bowman (2011b) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
MSP 12 x [total assets 
[22] – PPE [4] – 
(total liabilities 
[50] - total debt 
[32 + 41])] 
Total expenses [84] 
– depreciation [77] 
Capital adequacy 
[H6] [+] 
Ryan & Irvine (2012a); Tevel et 
al. (fc) 
One ratio is included in this study on the basis of work by Heutel and Zeckhauser (2014a and 2014b) 
on the investment performance of nonprofit organisations. INVP (investment performance; Table 4.19 
below) is a broad measure of total return on investments, including cash as well as long- and short-
term investment in its denominator. Institutions that are not engaged in effective cash management 
programmes (and therefore have inert cash holdings) will appropriately have lower values for this 
ratio. It is positively related to financial condition. 
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Table 4.19   Heutel and Zeckhauser (2014a and 2014b) indicator 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
INVP Total return on 
investments [64] 
Non-current 
investments [5] + 
current 
investments [15] + 
cash [16] 
Investment 
performance  
[H2 ] [+] 
 
For the theoretical reasons set out in Chapter 2, this study expresses discomfort with the Tuckman 
and Chang (1991) revenue concentration metric (CONC in Table 4.9 above). Therefore, two alternative 
indicators, based on Wicker et al. (2015), are used to examine evidence for the revenue diversity 
hypothesis of this thesis. Total revenue variance (equivalently, volatility) is partitioned into systematic 
(SVAR) and unsystematic (UVAR) components (Table 4.20 below). SVAR is formulated as a proxy for 
the risk of the university's revenue stream that cannot be diversified away—no matter how many 
additional revenue sources are added—because the university is unavoidably exposed to changes in 
broad economic conditions. There is no expectation of an association between SVAR and financial 
condition, because high systematic variance (in terms of this theory's high risk–high return 
interpretation) is appropriately rewarded by higher revenues. UVAR represents the university-specific 
revenue stream risk. Implicit within the construct of UVAR is the proposition that the institution has 
taken on a risk component that could have been mitigated through better revenue mix decisions. 
Therefore, theory indicates that UVAR has an inverse association with financial condition. 
Table 4.20   Wicker et al. (2015) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
SVAR 𝛽2𝜎𝐺𝐷𝑃
2   
[notes 1,2,3] 
Not applicable Revenue diversity 
[H15 ] [0]4 
 
UVAR TVAR – SVAR 
[note 5] 
Not applicable Revenue diversity 
[H15 ] [–] 
 
1. β = cov(TR,GDP) / σGDP
2 . 
2. TR is total revenue, based at 100 in 2007, according to the formula TRt = total revenuet [71] / total revenue2007. 
3. South African annual GDP is measured in nominal monetary terms, based at 100 in 2007, as follows: 2007 
(R2,016 bn): 100; 2008 (R2,256 bn): 111.9; 2009 (R2,408 bn): 119.4; 2010 (R2,674 bn): 132.6; 2011 (R2,933 bn): 
145.5; 2012 (R3,139 bn): 155.7; 2013 (R3,385 bn): 167.9) (Statistics South Africa, 2013). 
4. There is no expectation of an association between this indicator and university financial condition 
5. TVAR = σ2(TR). 
The cash flow indicator CFTR (cash flow from operating activities divided by total assets; Table 4.21 
below) contributes to an understanding of cash sufficiency, arguably providing information about 
organisational surplus (and thus financial condition) incremental to the accrual accounting measures 
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NOR and RONA. It is positively associated with financial condition. MCTR operationalises the senior 
executive compensation hypothesis, and has a negative relationship with financial strength.  
Table 4.21   Tevel et al. (forthcoming) indicators 
Indicator Numerator Denominator Hypothesis Use in other nonprofit studies 
CFTR Cash flow from 
operating 
activities [92] 
Total revenue [71] Cash sufficiency 
[H4 ] [+] 
Chu et al. (1991) 
MCTR Managerial  
salaries [105] 
Total revenue [71] Senior executive 
salaries [H19] [–] 
Behn et al. (2010) 
The final indicator of this study is related to the merger disadvantage and cultural difference 
hypotheses described in Chapter 3. MERG (Table 4.22 below) is a cumulative score, between zero and 
three, of disadvantageous circumstances related to institutional mergers. It is expected to be 
negatively correlated with financial strength.  
Table 4.22   New indicator for this study 
Indicator Numerator Denominator Hypothesis Theoretical basis for inclusion 
MERG ∑ 𝑀𝐼𝑖
3
𝑖=1  [note 1] Not applicable Merger 
disadvantage 
[H22] [–] 
Agrawal & Jaffe (2000); King et 
al. (2004); Cartwright & 
Schoenberg (2006); Stahl & 
Voight (2006) 
1. MI1 = 1 if the merger combined a university and a technikon; MI2 = 1 if the merger precursors were from both 
the historically white and historically black institutional sectors; MI3 = 1 if the merged institution is geographically 
dispersed; all MIi = 0 otherwise. 
4.7 Problems in the development of appropriate analytical techniques 
4.7.1 Introduction  
In this thesis, financial theories applicable to the nonprofit sector are examined in order to develop 22 
hypotheses, each of which is representative of a postulated association between a specified financial 
characteristic of a South African public university and its financial condition. Section 4.6 above reviews 
empirical studies of the financial health of universities and other nonprofit entities, in order to propose 
32 ratios and indicators which might plausibly inform a consideration of these hypotheses. Table 4.23 
below summarises the situation so far.  
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Table 4.23   Hypotheses linked to indicators 
Hypothesis 
number 
Description [thesis section reference] Relevant indicators [association with 
financial condition] 
H1 Investment sufficiency [2.2.1] INTA [+]  
H2 Investment performance [2.2.1] INVP [+] 
H3 Expendable asset availability [2.2.2] PPE [–] 
H4 Cash sufficiency [2.2.3] CSTA [+]; CFTR [+] 
H5 Debt vulnerability [2.3.1] CHDE [–] 
H6 Capital adequacy [2.3.1] PR [+]; VBL [+]; MSP [+] 
H7 Equity sufficiency [2.3.1] TETA [+]; TETR [+] 
H8 Retirement benefit vulnerability [2.3.2] RBTA [–] 
H9 Working capital sufficiency [2.3.3] CURR [+]; CATA [+]; DI [+] 
H10 Revenue sufficiency [2.4.1] TRTA [+] 
H11 Subsidy dependence [2.4.2] SUTR [–] 
H12 Fee dependence [2.4.3] STTR [–] 
H13 Student debt [2.4.3] COLL [–] 
H14 Third stream [2.4.4] THTR [+] 
H15 Revenue diversity [2.4.5] CONC [–]; SVAR [–]; UVAR [–] 
H16 Administrative–service salaries [2.5] ADEX [–] 
H17 Academic salaries [2.5] ACEX [–] 
H18 Operating expenses [2.5] OPEX [+] 
H19 Senior executive salaries [2.5] MCTR [–] 
H20 Surplus sufficiency [2.6] STA [+]; NOR [+]; RONA [+] 
H21 Size advantage [2.7.1] SIZE [+] 
H22 Merger disadvantage [2.7.2] MERG [–] 
With 32 indicators, it is appropriate to recall that this thesis examines just 23 universities, and is 
therefore unfortunately representative of the notorious too many variables chasing too few cases 
problem (described, for example, by Lijphart, 1971, Lieberson, 1991, Ebbinghaus, 2005 and Plümper 
et al., 2005). And this is not the only concern: the large number of independent variables further serves 
to draw attention to the conspicuous absence, at this stage of the thesis, of any discussion of 
dependent variables.  
4.7.2 Scarce dependent variables 
In a capital markets (for-profit) context, early work on the use of accounting ratios in financial analysis 
(Beaver, 1966 and 1968, Altman, 1968, and Ball and Brown, 1968) eventually divided into two clear 
threads. In the first of these—commonly referred to as the fundamental analysis literature—Lev and 
Thiagarajan (1993), Ohlson (1995), Feltham and Ohlson (1995), and Abarbanell and Bushee (1997) are 
influential in demonstrating empirical and theoretical support for the existence of a relationship 
between data extracted from financial reports, and subsequent equity returns. In the second category, 
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Blum (1974), Eisenbeis (1977), Ohlson (1980), Zmijewski (1984) and others use accounting indicators 
to develop corporate failure prediction models. 
The primary purpose of the first category of analytical techniques is to inform investment decisions, 
usually by establishing a value estimate for an equity interest that is listed on a public exchange. 
Accordingly, the dependent variable in a typical fundamental analysis model is a share price, or its first 
derivative. The unsuitability of such a construct in a nonprofit context is obvious, given the Hansmann 
(1980) nondistribution constraint, and the consequential absence from the equity markets of 
transferrable (and priced) instruments representative of the ownership of nonprofit organisations.  
In contrast, the second category of financial analysis, failure-prediction research, is prominent in the 
nonprofit literature. Companies and nonprofit organisations fail in different ways, and for different 
reasons. Nevertheless, the occurrence of a failure (however defined) is, for both types of entity, in 
essence a question of fact. This should, in theory, be supportive of the development of logistic, 
probabilistic or (more recently; see Shumway, 2001 and Gordon et al., 2013) discrete hazard 
regression techniques that examine the relationship between ex post institutional failure (as the 
dependent variable) and a priori accounting signals (as independent variables), regardless of the legal 
form of the economic actor involved.  
In a nonprofit context, the transformation of theoretical relevance into empirical tractability has, 
however, not been a trivial matter. One particularly troublesome problem has been the identification 
of a suitable dependent variable that reliably measures instances of nonprofit failure. Hager (2001: 
382; italics in original), for instance, refers to "difficulties in labeling organizations dead or alive; . . . 
[some] were initially labeled as dead (and subsequently removed from the study) but were found to 
be revived when I contacted them several years later for exit interviews". With mysterious 
resurrections such as these casting doubts on the validity of nonprofit failure-prediction research 
findings, it is unsurprising that a common response has been to define the study's dependent variable 
in terms of a proxy for failure (usually, but not always, derived from accounting numbers), rather than 
the failure itself.   
Thus, Greenlee and Trussel (2000) specify financial vulnerability as their dependent variable, and 
define it as the occurrence of three consecutive years of decline in a key organisational activity ratio. 
Trussel (2002) and Trussel and Greenlee (2004) both operationalise financial vulnerability as a 
reduction in equity of more than 20% over three years. Keating et al. (2005) test four different 
dichotomous dependent variables, variously defining a nonprofit organisation as financially distressed 
 
 
Page | 104  
 
if it has (1) negative equity, or a decline of more than 25% over one year in (2) equity, (3) revenue or 
(4) the Greenlee and Trussel (2000) activity indicator. Gordon et al. (2013) use negative equity as their 
measure for financial distress. Helmig et al. (2014: 1531) point out that nonprofit success and failure 
research generally "ignores mission accomplishment as a dependent variable". Tevel et al. 
(forthcoming) define vulnerability in terms of a simple average of a set of ratios, and examine whether 
the value of this index in year t - 2 is predictive of its value in year t. 
Except for the curiously internal validation approach taken by Tevel et al. (forthcoming), all of the 
above dependent variables are considered for application. All are rejected on the basis of an inability 
to provide discriminatory content to this study. The Hager (2001) dead-or-alive indicator is unsuitable 
because all 23 South African public universities survive the 2007–2013 review period (and, indeed, the 
two subsequent years as well). As far as the financial distress proxies are concerned, none of the 
universities records negative equity balances, or any of the other specified financial declines of the 
required intensity or persistence. Finally, the Helmig et al. (2014) indicator would require a public 
acknowledgment of mission-failure on the part of the organisation, a proposition that seems entirely 
devoid of empirical plausibility in a South African higher education context.  
The lack of utility of any indicator that is uniformly zero (or non-existent) throughout this study is plain. 
However, it may well be the case that an inability to identify a satisfactory dependent variable is of 
little consequence, if there is no regression model suitable for a small population and an even smaller 
time period. 
4.7.3 The small-N problem 
American authors and journals dominate nonprofit financial research, and their studies luxuriate in 
enormous data sets. Hager (2001), for example, examines 7,266 nonprofit organisations. This happens 
to be one of the smaller studies: Trussel (2002) considers 94,002 entities; Keating et al. (2005) have 
290,579 data points; and Parsons and Trussel (2009) start with 163,094 items, from which they select 
44,518. These numbers illustrate a particular concern for this thesis, in which N = 23. 
Although rare in nonprofit financial research, the small-N problem is familiar in empirical studies of 
comparative political economy. Anyone who wishes, for example, to construct a research instrument 
involving the European Union (EU) is faced with a current data population of 28 countries. 
Furthermore, the EU has admitted new members on a number of occasions since it was founded in 
1957, by six countries. Consequently, the longest period of membership stability available to the 
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empiricist is a nine-year period ending in 2003, during which time the EU consists of fifteen countries. 
Similar limitations on the range of cases are evident in comparative studies involving the Organisation 
for Economic Co-operation and Development (OECD), which was founded by 20 countries, and has a 
current membership of 34. 
At least since Alvarez et al. (1991), a common response in the social sciences has been to combine 
longitudinal and cross-sectional observations in order to create a larger pool of data, with more 
degrees of freedom, for the subsequent application of time-series cross-section econometric 
techniques. Following the Alvarez et al. (1991) study (sixteen countries over an eighteen-year period, 
N = 16 and t = 18, thereby achieving a panel size of 228), Huber et al. (1993), for example, analyse 
three aspects of the welfare state in a context of N = 17, and varying t of 29, 31 and 33 (panel sizes of 
493–561). Hall and Franzese (1998) assemble pooled data on developed democratic countries within 
the OECD (N = 18) for the period 1955–1990 (t = 36; 648 data points). 
Although such pooling techniques resolve some statistical problems for small-N studies, they create 
others, mainly related to the appropriate interpretation of the regression residual. Considered in 
isolation, the reliability of a single-period cross-sectional regression is highly dependent (amongst 
other assumptions) on constant variance of the error term across all cases. Purely longitudinal studies 
face a related problem: their reliability is negatively affected by correlations in the error term between 
time periods. In pooled combination, the confounding effects of heteroscedasticity (the cross-
sectional problem) and serial correlation (the longitudinal one) have the potential to create "the worst 
of both worlds . . . [exposing] regression estimates to the risks of trends in the error structure over 
time and systematic variation in the error term across units" (Shalev, 2007: 284; emphasis in original).  
The difficulties involved in disentangling such effects in pooled data have long vexed theoretical 
methodologists. Parks (1967) develops a generalised least squares solution, which is subsequently 
refined by Maddala (1971) and Mundlak (1978), amongst others. Beck and Katz (1995) propose an 
alternative ordinary least squares approach with panel-corrected standard errors. This has become 
the "de facto standard" (Plumper et al., 2005: 328) in modelling pooled data in small-N studies. Both 
the Parks (1967) and the Beck and Katz (1995: 644) techniques are, however, strictly limited to 
temporally dominated data, and if applied instead in a context in which N > t, "present results that are 
either logically impossible to obtain or are . . . simply artifacts of numerical inaccuracies". 
For this study, therefore, in which N = 23 and t = 7, the literature indicates that a regression model of 
the 161 university-year panel is unlikely to produce statistically defensible results. 
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4.8 Methods applied in this study 
4.8.1 Introduction 
The previous section describes theoretical and empirical challenges in developing a methodology 
appropriate to the characteristics of this study's data set. Solutions are now proposed, starting with 
the many-independent, scarce-dependent variable problem, before turning to the limitations of 
regression analysis in the constrained context of the financial analysis of South African public 
universities. As is typical of the techniques described below (see, for example, Everitt and Dunn, 2001, 
Lattin et al., 2003, Bartholomew et al., 2008 and Hair et al., 2010), the analysis consists of two parts. 
In the exploratory phase, the current set of 32 variables is examined in order to establish whether it 
can be described in terms of a coherent underlying structure, defined by fewer ratios. In the second 
phase, a number of comparative quantitative analyses are applied as further tests in confirmation of 
the proposed structure. 
4.8.2 Exploratory factor analysis 
Financial condition (Chabotar, 1989, and the term used in this thesis), financial vulnerability (Tuckman 
and Chang, 1991), financial health (Chu et al., 1991), financial stability (Kingma, 1993), financial 
performance (Zeller et al., 1996), financial distress (Trussel and Greenlee, 2004), financial situation 
(Kaufman and Woglom, 2007), financial capacity (Bowman, 2011b), financial sustainability (Bowman, 
2011b again), financial uncertainty (Besel et al., 2011), financial resilience (Ryan and Irvine, 2012a), 
financial viability (Swift, 2012) and financial warning signs (Gordon et al., 2013) are all terms that 
demonstrate more than an assiduous use of the thesaurus by researchers in this field.  
The variety of synonyms and antonyms for financial condition is suggestive of an idea or concept that 
has numerous dimensions, with little consensus on the nature of these dimensions. Given the number 
of indicators extant in the literature, many of which are demonstrably decision-relevant within their 
specific frames of reference, it is not the measurability of financial condition that is in dispute. What 
is, instead, problematic is the fact that the concept seems to be measurable in so many different ways. 
In addition, from amongst the diversity of available measures, it is hard to discern any underlying 
logical structure that provides a defensible description of financial strength (although this thesis has 
proposed a number of hypotheses in this respect). Finally, although it is reasonable to expect that the 
indicators will display at least some interdependence, there is no convincing basis within this study's 
frame of reference to assign the status of dependent variable to any of them.  
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Exploratory factor analysis, applying the principal component method (ie. examination of the total 
variance in the selected variables), is a multivariate analytical technique generally described as one 
which is appropriate to conditions such as these, and in a nonprofit financial analysis context is applied 
by Chu et al. (1991), Zeller et al. (1996), Ritchie and Kolodinsky (2003), and Marlin et al. (2009), 
amongst others. In a principal component (hereafter, factor) analysis, a large number of variables is 
categorised on the basis of the associations of those variables with a smaller number of factors. In the 
context of this thesis, there is an expectation, based on a consideration of the underlying theories on 
nonprofit finance and accounting, that the factors and their associated variables correspond in some 
manner to the structure described in Table 4.23 above. Establishing whether or not this is the case is 
a major objective of this study. 
A technical matter requires attention, before turning to the specific details of the factor analysis. 
Preacher and MacCallum (2002), Mundfrom et al. (2005), de Winter et al. (2009) and Jung and Lee 
(2011) discuss minimum sample sizes for factor analysis within the context of various academic 
disciplines. All present forceful critiques of the prescriptions and heuristics which are common in the 
standard textbooks, with those of Hair et al. (2010) being appropriately representative: sample size 
> 50 and a case-to-variable ratio > 5 (in this study: 23 and 0.79 respectively). Preacher and MacCallum 
(2002: 154) are quite blunt about such simplistic approaches, arguing that "it should be evident that 
general rules of thumb regarding the minimum required N are not valid". de Winter et al. (2009: 147) 
show that, under the conditions applicable to this thesis (high factor loadings, low number of factors 
and high number of variables), "data are well conditioned . . . [and] EFA [exploratory factor analysis] 
can yield reliable results for N well below 50". Jung and Lee (2011) demonstrate the validity of principal 
components analysis (the method applied in this thesis) for N as low as 15.  
Accordingly, a small-N factor analysis proceeds as follows, with appropriately adjusted benchmarks, 
and using the Real Statistics add-in for Excel (Zaiontz, 2015) to generate all analyses and statistical 
tests. Three indicators are eliminated from this part of the study, and are held aside for use in the 
latter comparative analytical phase. The nonmetric ordinal variable MERG (which is a count of 
qualitatively-defined adverse circumstances of institutional mergers) is unsuitable for inclusion at this 
point. (All other variables are measured on interval or ratio scales.) SVAR and UVAR (the two revenue 
volatility indicators) provide 23 data points each to the study, because the manner of their 
specification is such that they are determinable for each university in 2013 only. All other variables 
contribute 161 measurements each to the study. Therefore, the two volatility variables are held back 
on the basis of a correspondence mismatch with the rest of the indicators. 
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For the reasons discussed above (at 4.7.3), no time-series cross-section analyses of pooled data are 
carried out in this study. Instead, each of the seven years of the review period is subjected to complete 
and independent analysis, as follows. 
The remaining 29 variables are inspected for normality of distribution in each year, across the 23 cases 
(the universities). Following Hair et al. (2010) and Zaiontz (2015), the standard errors of skewness and 
kurtosis are estimated at √6/𝑁 and √24/𝑁 respectively. These standard errors are then applied to 
determine skewness and kurtosis z-statistics for each variable in each year. A critical value of ±1.96, 
corresponding to a 5% significance level, is specified for the z-statistic: if this is exceeded, for either 
skewness, or kurtosis, or both, then that indicator in that year is not normally distributed (a statement 
which is made with 95% confidence). There is no a priori expectation that any of the ratios will have 
logarithmic or exponential distributions, except for SIZE, which is already appropriately transformed. 
Therefore, no attempt is made to transform the non-normal indicators. Instead, they are removed at 
this stage, for later consideration in the comparative quantitative analysis phase of the study (see 4.8.3 
below).  
Because all data are extracted from audited financial statements, all financial statements have been 
approved by the university councils or administrators, and extensive manual cross-checking takes 
place throughout the data capture and ratio calculation processes, no data points are eliminated as 
outliers. Any apparent anomalies are traced back to the component accounting numbers and either 
resolved or confirmed. In addition, there are no missing data points requiring imputation techniques 
at this stage of the analysis. 
For each of the seven years of the review period, a correlation matrix is then generated for the 
remaining (normally distributed) variables. The suitability of the matrix for factor analysis is evaluated 
using partial correlations and the Kaiser-Meyer-Olkin (KMO; Kaiser, 1970) measure of sampling 
adequacy. Hair et al. (2010: 104) interpret KMO on the basis of ".80 or above, meritorious; .70 or 
above, middling; .60 or above, mediocre; .50 or above, miserable; and below .50, unacceptable", and 
suggest (somewhat surprisingly, given its level descriptor) that 0.50 be used as a benchmark. In this 
small-N study, the minimum acceptable level for KMO, for both individual variables and the overall 
matrix, is set higher, at 0.70. In an iterative process, the single variable with the lowest KMO < 0.70 is 
deleted, and the correlation matrix is recalculated, until a correlation matrix that passes the minimum 
KMO benchmark is generated. Deleted variables join the previously eliminated non-normal indicators, 
for later consideration in the second phase of the analysis. 
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Once the correlation matrix is confirmed as suitable, the principal component factor analysis module 
of the Real Statistics software is applied. Interpretation is facilitated by means of Kaiser (1958) 
orthogonal varimax rotation, in terms of which the axes of analysis are maintained at a 90⁰ angle (and 
which also means that factor scores can be calculated and applied, as explained later in this section). 
In a second iterative process, a factor matrix is produced. Variables (as previously discussed, the ratios 
and indicators of this study) are listed in the factor matrix rows. Factors, which correspond with macro-
level patterns in these variables (and which may alternatively be thought of as the financial dimensions 
of the universities), are indicated in the matrix columns. At this stage, the factors are simply labelled 
numerically in order of significance; naming happens later, as described below. 
There are three main categories of relevant information in the rotated factor matrix. The first of these 
is the correlation of each variable with each factor, also known as the loading. The squared 
correlations (ie. the coefficients of determination) provide a measure of the proportion of total 
variance in the data shared by that variable in combination with that factor. For example, a correlation 
(in this context, loading) of 0.71 between Variable A and Factor 1 means that they share approximately 
50% (0.712) of their variance. One of the key objectives of the factor analysis is the identification of 
which variables are most strongly associated with which factors. Hair et al. (2010) recommend a 
minimum loading of 0.70 (similar to the example above) for this purpose. However, de Winter et al. 
(2009) suggest that a higher level is appropriate in a small-N context (although they do not quantify 
this). Accordingly, this study establishes 0.80 as its minimum significant loading. 
In order to make a meaningful interpretation of the associations between variables and factors, each 
variable should, as far as possible, be materially correlated with a single factor. Where this is not the 
case, the matter is resolved by eliminating the affected variables, one at a time, until all cross-loadings 
are eliminated. 
The next important category of information in the factor matrix is the sum of the squared loadings, 
across all factors, for each variable (ie. the row totals of squared correlations). Known as the variable's 
communality, this provides a measure of the proportion of variance in the specified variable that is 
explained by the retained factors, in combination. The Hair et al. (2010) minimum recommended 
communality is 0.50. In this study, the small-N guidelines of Preacher and McCallum (2002) are, 
instead, applied. Variables not meeting a higher minimum communality benchmark of 0.70 are 
eliminated, one by one (lowest first), until the benchmark is met. 
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Thirdly, the sum of the squared loadings, across all retained variables, for each factor (ie. the column 
totals of squared correlations) is called its eigenvalue. The minimum acceptable value for retaining 
factor eigenvalues is established in terms of the Kaiser (1960) criterion as 1; the small-N literature 
does not recommend a variation from this widely-applied benchmark. The eigenvalue of each factor, 
when divided by the total number of variables retained in the factor solution at that point, also 
provides a measure of the proportion of the data's total variance that is explained by that factor. This 
concept is used to prepare a chart of the cumulative total explained variance of the factors, from 
largest to smallest. The Cattell (1966) scree test (identification of the position of the breakpoint at 
which the line starts becoming horizontal) is used in confirmation of the eigenvalue criterion.   
The retained factors are then labelled, with reference to those variables with which they have the 
strongest associations, in combination with the 22 hypotheses of the study. All loadings, positive and 
negative, that are greater in absolute amount than 0.80 are taken into account in proposing a 
substantive interpretation of each factor; loadings of 0.90 or higher are given particular emphasis. For 
example, (currently unlabelled) Factor 1 is found to have a negative loading of 0.95 on SUTR (subsidy 
revenue as a proportion of total revenue), a positive loading of 0.91 on THTR (third stream revenue 
scaled against total revenue), and a positive loading of 0.83 on OPEX (non-staff expenses divided by 
total expenses). SUTR is expected to have a negative association with financial condition, as specified 
in the subsidy dependence hypothesis of this study (H11). In contrast, THTR and OPEX are both 
hypothesised to be positively linked with financial condition, through H14 (third stream) and H18 
(operating expenses) respectively. The signs of the three loadings are, therefore, all in the 
hypothesised direction. In addition, the two most significant variables are directly related to revenue; 
although the third variable is not, it is also an income statement indicator. Therefore, Factor 1, which 
is positively associated with university financial condition, is labelled REVENUE. (Some factors are 
inversely associated with financial condition, and are labelled in parenthesis.) 
Because an orthogonal rotation has been applied, it is possible to calculate factor scores for each of 
the labelled factors. In this study, this is done using the Anderson and Rubin (1956) method. The factor 
scores, which represent a composite measure of each factor, are weighted totals of standardised (z-
score) values of each retained variable, where the weighting is on the basis of calculated coefficients. 
Thus, a quantitative and structured summarisation of the remaining variables is achieved, in which 
they are replaced with an even smaller set of indicators, each of which is directly related to a specified 
financial dimension of the universities. A detailed account of the outcome of the scoring procedure, 
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along with all the preceding steps in the factor analysis process, is provided in the next chapter, at 
5.2.1. 
All exploratory factor analysis procedures are carried out individually for each of the years 2007–2013. 
The inter-period consistency of associations between variables and factors is taken into consideration, 
in the specification of a structured and parsimonious framework for the assessment of the financial 
condition of South African public universities.  
4.8.3 Further tests in confirmation of the framework 
Having proposed a framework for the analysis of the financial condition of South African public 
universities, the study now proceeds to subject it to a battery of different confirmatory tests, the only 
common aspect of which is that each of them brings data into consideration that was not included in 
the factor analysis stage of this study. In this manner, the quantitative operationalisation of university 
financial condition, as determined by the factor score composites, is compared with patterns in other 
data relevant to the assessment of the financial states of the universities. 
The first two tests involve the establishment of a comparative frame of reference, using common size 
financial statements. These are described by Foster (1978), White et al. (2003), O'Regan (2006), 
Robinson et al. (2009) and Penman (2013) as an appropriate starting point for financial analysis. Each 
accounting number is expressed in terms of a relevant baseline; in this study, total assets are used as 
reference points for balance sheet items, and revenue and expense items are calculated as 
proportions of total revenues and total expenses, respectively. For longitudinal analyses, trends are 
calculated using 2007 as the base year. Common size financial data for selected institutions are then 
examined for congruence with the factor analysis results. 
The remaining confirmatory tests examine revenue diversity, merger disadvantage and accounting 
and accountability issues in combination with the factor solutions. In order to avoid "complicated 
methods [that] often move us away from looking at and thinking about the data" (Beck and Katz, 1996: 
31), a systematic mechanism for these evaluations is established with reference to the Shalev (2007: 
264) argument for "retaining named cases in the analysis [as] an efficient way of conveying 
information and letting readers evaluate it". Thus, a variety of techniques are applied, including the 
preparation of appropriately designed charts and graphs, as well as simple multivariate regressions. 
For the latter, the objective is not to present definitive models; instead, the intention is to enable the 
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separation of the individual components of multivariate financial relationships, so that they may be 
considered within the context of the proposed framework.  
4.9 Conclusion 
After identifying the review period, and explaining the selection basis for the universities that are the 
subjects of analysis, this chapter describes the collection and processing of the required accounting 
data. Then, a comprehensive review of the nonprofit financial analysis literature produces a set of 
candidate ratios. All those that are relevant to the hypotheses developed earlier in the thesis are 
retained for consideration in this study. Following that, a description is provided of the factor analysis 
technique used to establish a structured and parsimonious set of indicators for the assessment of the 
financial condition of South African public universities. The chapter concludes with an outline of the 
comparative techniques applied in a systematic financial evaluation of the factor analysis solutions. In 
the penultimate chapter of this thesis, the results of these procedures are calculated, reported and 
discussed. 
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CHAPTER 5 RESULTS 
5.1 Introduction      
The exploratory factor analysis method specified in the previous chapter, and implemented in the 
current one, is complex in detail but reasonably simple in concept. The following example is offered 
as an alternative and more tractable introduction to the technicalities and objectives of these 
procedures.  
A researcher wishes to measure the overall academic ability of a group of students. The data available 
are school examination results in six subjects: geography, history, home language, mathematics, 
science and second language. Therefore, there are six variables (examination results) for each case 
(student) in the study. All that is known at this stage is that academic ability is measurable by a number 
of variables, and the higher an individual variable, the better. This researcher faces the following two 
main questions. Firstly, are any of the six variables redundant, in the sense that they do not contribute 
incremental information to an assessment of academic ability? Secondly, are the remaining variables 
associated with each other in any recognisable pattern? 
The researcher carries out an exploratory factor analysis, and finds that history and home language 
results are strongly positively correlated with each other (but with no other subjects), and 
mathematics and science are similarly and uniquely correlated with each other. This allows the 
following conclusions to be made (within context, and also subject to the demonstration of 
satisfactory support for the reliability and validity of the research): (1) four subject results, in two pairs, 
are relevant to the assessment of academic ability; (2) two subjects do not contribute to this 
determination; (3) the paired subject indicators may be interpreted as (for example) Literacy and 
Numeracy; and (4) academic ability may be defined in terms of these two constituent characteristics. 
Separately from the factor analysis, but as a direct consequence of its results, academic ability may 
then be operationalised for further quantitative analysis in terms of two composite variables, instead 
of the original six.  
There are three main parts to this chapter. First, the exploratory factor analyses are highly repetitive 
procedures. Each year is separately analysed, and within each year, numerous iterations of the 
calculations are required before the factor solutions converge on the specified benchmarks. The 
intermediate procedural results of these iterations, although of potential interest to those who would 
replicate the results of this study, are not of substantive relevance to its main objective of proposing 
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a parsimonious and structured financial analysis framework for the universities. Therefore, the 
chapter commences with a detailed account of the 2013 factor analysis, from which it is possible to 
extrapolate an understanding of the individual steps taken in the other six years of the study. 
The second part of the chapter involves a collective consideration of the seven different factor 
solutions produced by the study. The stability and consistency of the associations between the 
variables and the financial characteristics of the universities, both longitudinally and in the cross-
section, are reported and discussed. From this consideration, a generalised interpretation of the 
results is provided as a framework for the analysis of the financial condition of the South African public 
universities. 
Thirdly, the framework is examined for robustness and validity. Data external to the earlier factor 
procedures are now brought into the study, and five different tests are applied in comparative 
quantitative scrutiny of this study's financial condition construct. These external data include the 
variables related to the revenue diversity and merger hypotheses, as well as other selected financial 
characteristics of the universities. 
5.2 The 2013 factor analysis in detail 
For the reasons discussed in Chapter 4 (at 4.7.3), no multiple-period data panels are created in this 
study. Each year of the review period is analysed independently. In this section, the 2013 analysis is 
described in detail, in order to provide a reference point for this study's intermediate procedural 
results. All steps described below are repeated in full, mutatis mutandis, for each of the other six years 
of the research. [For convenience of cross-referencing: (1) plain-language descriptions of the variable 
codes are provided in the preliminary section of this thesis, at page xi; (2) the hypotheses are 
consolidated on a single page in Chapter 2, at 2.8 (Table 2.2); and (3) variables are matched with 
hypotheses in Chapter 4, at 4.7.1 (Table 4.23).] 
The nonmetric merger disadvantage indicator, MERG, is withheld from this phase of the analysis, as 
are the revenue variance (volatility) measures, SVAR and UVAR, which are specified in such a manner 
that they cannot be determined for the full seven years of the study. The remaining 29 variables are 
inspected for normality, and CSTA (skewness: 1.1), CHDE (skewness: 3.1; kurtosis: 12.2), VBL 
(skewness: 4.4; kurtosis: 22.5) and MCTR (skewness: 1.4; kurtosis: 2.4) are eliminated from the 2013 
factor analysis on the basis of the absolute value of their skewness or kurtosis being in excess of the 
critical values of 1.02 and 2.04 respectively. [For clarity of discussion in this section, complete plain-
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language descriptions are provided only for the final set of ten relevant variables (see Table 5.1 below). 
Short-form codes are used for all other variables.]  
A correlation matrix is calculated for the remaining 25 (normally-distributed) variables. If the 
corresponding partial correlation matrix is not determinable (because the partial correlations are too 
small), the variable with the lowest number of significant correlations is deleted. The correlation and 
partial correlation matrices are then recalculated, until the partial correlations are large enough to be 
used in the next step. In this manner, ADEX (two significant correlations, but both below 0.50), STTR 
(two significant, both below 0.60) and CATA (three significant, below 0.60) are eliminated one by one, 
in the order listed. Following this, the partial correlation matrix is used in the calculation of Kaiser-
Meyer-Olkin (KMO; Kaiser, 1970) measures of sampling adequacy for each variable, as well as the 
variable set as a whole. The variable with the lowest KMO below the minimum benchmark of 0.70 is 
eliminated, and the correlation matrices are recalculated. This process is repeated until all variables, 
individually and collectively, have KMO measures in excess of 0.70. In this manner, CURR (0.066), PPE 
(0.16), ACEX (0.26), TRTA (0.38), CFTR (0.37), OPEX (0.48), STA (0.55), RONA (0.46), TETA (0.48) and 
RBTA (0.58) are deleted, in that order (KMO at point of deletion indicated; interactions between 
variables are such that monotonicity is not necessarily present).  
An exploratory factor analysis is then carried out, applying the principal component method (ie. 
examination of the total variance in the selected variables). In all years of the study, the variables 
converge on two factors, applying the Kaiser (1960) criterion, in terms of which all factors with an 
eigenvalue greater than 1.0 are retained. (Inspection of Cattell, 1966 scree plots confirms the two-
factor retention.) The Kaiser (1958) orthogonal varimax rotated factor matrix is inspected for cross-
loadings. The factor loadings of INTA are 0.625 (factor 1) and 0.592 (factor 2), and it is therefore 
eliminated. The process restarts with calculation of the correlation matrices, confirmation of KMO 
adequacy and factor analysis. No cross-loadings are evident after the elimination of INTA. However, 
COLL has a communality below this study's minimum benchmark of 0.70 (following the high 
communality recommendation of Preacher and McCallum, 2002 for small-N studies), and it is 
therefore eliminated.  
The final recalculations confirm a factor analysis solution that complies with all benchmarks, as further 
reported below. Table 5.1 lists individual case values and descriptive statistics for the final list of ten 
retained variables in 2013. These are: (1) INVP (the investment performance ratio, linked to the 
hypothesis of the same name); (2) MSP (the Bowman, 2011b months spending ratio, linked to the 
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capital adequacy hypothesis); (3) PR (the KPMG, 2010 primary reserve ratio, also representative of the 
capital adequacy hypothesis); (4) TETR (total equity scaled against total revenues, a measure of equity 
adequacy); (5) DI (the defensive interval, a working capital adequacy indicator); (6) SUTR (subsidy 
revenue as a proportion of total revenue, indicative of the subsidy dependence hypothesis); (7) THTR 
(the ratio linked to the third stream revenue hypothesis); (8) CONC (revenue concentration, associated 
with the revenue diversity hypothesis), (9) NOR (net operating revenues, representative of surplus 
sufficiency); and (10) SIZE (natural logarithm of inflation-adjusted total assets, indicative of the 
strength-through-size hypothesis). Of passing interest at this stage is the observation that the 
skewness and kurtosis values of all indicators are within the critical limits of normality.  
Table 5.1   Indicator values and descriptive statistics: 2013 
 INVP MSP PR TETR DI SUTR THTR CONC NOR SIZE 
CPUT 0.145 8.78 1.095 1.083 350.2 0.479 0.213 0.306 0.172 7.77 
CUT 0.114 6.28 0.560 1.184 181.2 0.584 0.100 0.434 0.093 6.43 
DUT 0.091 10.51 1.429 0.963 381.9 0.577 0.115 0.400 0.282 7.47 
MUT 0.035 4.45 1.477 0.744 185.8 0.577 0.205 0.417 0.117 6.63 
NMMU 0.085 8.17 0.705 1.221 284.5 0.429 0.282 0.282 0.128 7.43 
NWU 0.148 5.48 0.526 0.750 174.8 0.339 0.277 0.237 0.109 7.57 
RU 0.121 8.74 0.875 0.990 331.1 0.410 0.229 0.252 0.252 6.80 
SU 0.203 20.26 1.808 1.533 706.0 0.252 0.536 0.224 0.238 8.72 
TUT 0.149 2.15 0.548 0.524 141.0 0.574 0.123 0.397 0.115 7.60 
UCT 0.188 13.41 1.275 1.353 455.1 0.295 0.458 0.192 0.189 8.58 
UFH 0.097 5.06 1.201 0.876 151.1 0.398 0.188 0.277 -0.022 6.99 
UFS 0.178 26.75 2.379 1.463 897.5 0.397 0.349 0.267 0.441 8.04 
UJ 0.168 14.99 1.315 1.471 449.9 0.387 0.269 0.296 0.231 8.35 
UKZN 0.145 4.10 0.760 0.519 229.7 0.418 0.311 0.287 0.110 8.13 
UL 0.042 3.52 0.714 0.486 242.7 0.460 0.101 0.354 0.147 7.15 
UNISA 0.158 15.91 1.483 1.321 538.2 0.324 0.229 0.334 0.246 8.89 
UP 0.184 23.69 1.900 1.793 686.4 0.321 0.422 0.216 0.307 9.04 
UV 0.044 11.73 1.008 1.542 383.0 0.523 0.128 0.383 0.205 6.93 
Wits 0.109 5.53 0.527 0.865 193.9 0.310 0.423 0.206 0.054 8.27 
UWC 0.118 8.99 0.864 1.572 322.4 0.481 0.246 0.308 0.195 7.60 
UZ 0.090 26.94 2.078 1.839 556.5 0.515 0.175 0.347 0.455 7.21 
VUT 0.044 8.90 1.482 1.290 398.7 0.564 0.158 0.373 0.112 7.34 
WSU 0.011 3.95 0.670 0.716 152.0 0.631 0.010 0.479 0.043 7.12 
Mean 0.116 10.80 1.160 1.135 364.9 0.445 0.241 0.316 0.183 7.65 
Std dev 0.054 7.43 0.533 0.406 202.5 0.109 0.130 0.079 0.116 0.734 
Skew -0.284 1.01 0.619 -0.017 1.067 -0.011 0.534 0.253 0.725 0.308 
Kurtosis -0.871 0.211 -0.349 -1.038 0.754 -1.129 -0.032 -0.776 0.786 -0.784 
The correlation matrices for the ten variables in 2013 are set out in Tables 5.2 and 5.3 below. Two 
aspects of these are indicative of the suitability of this variable set for factor analysis. Firstly, a 
substantial number of the correlations (see Table 5.2) are significant at the 1% level: 22 out of 45, or 
49%. (Hair et al., 2010: 129 proceed with a worked example on the basis of the asserted adequacy of 
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a 37% proportion.)  Secondly, the KMO measures of sampling adequacy (see the numbers in the 
diagonal of Table 5.3, as well as the overall measure of 0.794) are all above this study's minimum level 
of 0.70.  
Table 5.2   Correlation matrix: 20131 
 MSP2 PR TETR DI SUTR THTR CONC NOR SIZE 
INVP 0.477* 0.298 0.333 0.532** -0.722** 0.735** -0.694** 0.370 0.746** 
MSP 1.000 0.871** 0.837** 0.939** -0.379 0.453* -0.342 0.879** 0.486* 
PR  1.000 0.654** 0.867** -0.208 0.339 -0.177 0.759** 0.356 
TETR   1.000 0.747** -0.266 0.367 -0.269 0.664** 0.342 
DI    1.000 -0.435* 0.523* -0.382 0.838** 0.577** 
SUTR     1.000 -0.866** 0.917** -0.163 -0.744** 
THTR      1.000 -0.880** 0.238 0.741** 
CONC       1.000 -0.178 -0.628** 
NOR        1.000 0.302 
SIZE         1.000 
1. * 5% significance; ** 1% significance. Pearson correlations. 
2. The INVP column (which is empty apart from the identity correlation) is omitted in order to fit the table into 
the available horizontal space. 
Table 5.3   Partial correlation matrix: 20131,2 
 INVP MSP PR TETR DI SUTR THTR CONC NOR SIZE 
INVP 0.930          
MSP 0.064 0.743         
PR -0.183 0.547 0.764        
TETR -0.098 0.723 -0.429 0.717       
DI 0.038 0.188 0.409 0.103 0.896      
SUTR -0.009 -0.342 0.266 0.306 -0.160 0.743     
THTR 0.164 -0.054 0.159 0.085 0.164 -0.004 0.878    
CONC -0.093 0.149 -0.038 -0.156 0.180 0.713 -0.533 0.730   
NOR 0.137 0.625 -0.332 -0.425 0.341 0.407 -0.214 -0.318 0.713  
SIZE 0.345 0.025 -0.107 -0.076 0.244 -0.320 0.230 0.297 -0.115 0.867 
1. Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy for each variable is indicated in bold in the diagonal. 
All other numbers are partial correlations.  
2. Overall KMO measure: 0.794. 
The final rotated factor matrix for 2013 is provided in Table 5.4 below. (The related hypotheses of this 
study are also included in the table, for the reasons given on the next page). Following the 
recommendation of de Winter et al. (2009) for high factor loadings in a small-N context, all loadings 
in absolute value above 0.80 (shown in bold, with those above 0.90 also underlined) are considered 
to be significant for the purposes of interpreting each year's factor matrix. No significant cross-
loadings are evident, and all variables display communalities above this study's minimum level of 0.70. 
The eigenvalues of Factors 1 and 2 (provided in the last row of the table) are, in 2013, quite similar, at 
4.24 and 4.16 respectively, although Factor 1 dominates the solution in most years (see the Appendix 
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to this chapter). The sum of these two eigenvalues, divided by ten (the number of variables retained 
at this stage in 2013), indicates that this factor solution explains 84.0% of the total variance in the final 
set of indicators. For completeness, it is also reported that the (excluded) third factor has an 
eigenvalue of 0.472, thus being insufficient to meet the minimum inclusion criterion of 1.0. 
Table 5.4   Factor matrix: 20131,2,3 
 Hypothesis [association with financial 
condition] 
Factor 1 Factor 2 Communality 
INVP H2 Investment performance [+] 0.277 -0.812 0.736 
MSP H6 Capital adequacy [+] 0.946 -0.279 0.973 
PR H6 Capital adequacy [+] 0.902 -0.115 0.827 
TETR H7 Equity sufficiency [+] 0.819 -0.185 0.705 
DI H9 Working capital sufficiency [+] 0.901 -0.359 0.940 
SUTR H11 Subsidy dependence [–] -0.101 0.949 0.911 
THTR H14 Third stream [+] 0.218 -0.915 0.884 
CONC H15 Revenue diversity [–] -0.079 0.925 0.863 
NOR H20 Surplus sufficiency [+] 0.909 -0.080 0.833 
SIZE H21 Size advantage [+] 0.293 -0.802 0.729 
TOTAL  4.244 4.157 8.401 
1. Small-N principal component analysis; Kaiser (1958) orthogonal varimax rotation. 
2. This solution explains 84.0% of the variance in the listed indicators. 
3. Loadings above 0.90 underlined; 0.80 in bold 
The factors are then labelled. Factor 1 has loadings above 0.90 for four variables (MSP, NOR, PR and 
DI), indicating strongly significant positive associations between this factor and these variables, each 
of which is, in turn, positively associated with university financial condition. In addition, a fifth variable 
(TETR), has a slightly weaker (but still significantly positive) association of 0.82 with Factor 1. Four 
different hypotheses of university financial condition are linked to these five variables: H6 (capital 
adequacy) in the case of both MSP (the months spending ratio) and PR (primary reserve ratio), H20 
(surplus sufficiency) for NOR (net operating revenues), H9 (working capital sufficiency) for DI 
(defensive interval), and H7 (equity sufficiency) for TETR (total equity scaled on total revenues). 
Although four hypotheses are involved, all are identified with one dimension or another of 
institutional capital: total capital (H6), short term capital (H9), the equity portion of capital (H7) or the 
main source of equity capital (H20). Therefore, Factor 1 is labelled CAPITAL. As measured by its 
constituent variables, the higher the CAPITAL factor, the better it is for this dimension of the financial 
condition of the university in question. 
The four variables most significantly associated with Factor 2 are all identified with various aspects of 
institutional revenue: investment performance (INVP; H2), government subsidy revenue as a 
proportion of total revenues (SUTR; H11), third stream revenue as a proportion of total revenue (THTR; 
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H14), and revenue diversity (CONC; H15). SIZE, which is only marginally above the minimum benchmark, 
is not used in developing the factor label, although it is included in the calculation of factor scores, as 
explained on the next page. The presence of negative loadings for Factor 2 has the following 
consequences. Two of the variables, INVP and THTR, are positively associated with university financial 
condition, and have negative loadings on Factor 2. Similarly, the variables that have an inverse 
relationship with financial condition are positively correlated with this factor. Therefore, Factor 2 is an 
inverse one, and it is labelled (REVENUE). (All inverse factors are indicated in this study by 
parenthesis.) The lower the (REVENUE) inverse factor, the more favourable it is for this aspect of the 
financial condition of the university. 
At this point in the 2013 analysis, ten indicators have been identified, out of the original set of 29, as 
being significantly associated with two components of university financial condition. Furthermore, 
these two dimensions, which have been empirically demonstrated to have the capacity for explaining 
a large proportion of the variance in the financial data, accord structure and meaning to the term 
financial condition.  
The two financial condition constructs, capital and (inverse) revenue, may now be operationalised for 
use in subsequent quantitative analyses as follows. The Anderson and Rubin (1956) method is applied 
to calculate factor score coefficients, shown in Table 5.5 below. These coefficients are used to achieve 
the final phase (for 2013) of this study's variable reduction process: two new composite variables, 
CAPITAL and (REVENUE), are created using Equations 5.1 and 5.2 respectively. Each composite is 
quantitatively representative of the indicated dimension that underpins university financial condition. 
Thus, two variables may validly be used in the analysis of their financial condition, instead of the 
original 29, or the intermediate set of 10. 
 Table 5.5   Factor score coefficients: 20131 
 CAPITAL (REVENUE) 
INVP -0.020 -0.104 
MSP 0.617 0.093 
PR 0.104 0.048 
TETR 0.052 0.015 
DI 0.244 -0.020 
SUTR 0.124 0.394 
THTR -0.070 -0.278 
CONC 0.082 0.252 
NOR 0.112 0.058 
SIZE -0.018 -0.099 
1. Anderson and Rubin (1956) method. 
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Equation 5.1 FSCap = –0.020(INVP) + 0.617(MSP) + 0.104(PR) + 0.052(TETR) + 0.244(DI) + 
0.124(SUTR) – 0.070(THTR) + 0.082(CONC) + 0.112(NOR) – 0.018(SIZE) 
Equation 5.2 FS(Rev) = –0.104(INVP) + 0.093(MSP) + 0.048(PR) + 0.015(TETR) – 0.020(DI) + 
0.394(SUTR) – 0.278(THTR) + 0.252(CONC) + 0.058(NOR) – 0.099(SIZE) 
where 
FSCap is composite capital factor score (positively associated with financial condition) 
FS(Rev) is composite revenue factor score (inversely associated with financial condition) 
INVP is the standardised (ie. z-score) value of INVP, and other variables as specified 
Table 5.6 below indicates the outcome of the calculation of the factor scores for each university in 
2013. For illustrative purposes only, at this point in the study (see Sections 5.3 and 5.4 below for 
further detailed analytical discussion of the scores attributed to individual universities), the composite 
variables have been separated into quartiles. The six universities with favourable scores, above the 
third quartile, for CAPITAL (which is positively associated with financial condition) are marked in bold 
with a darker shading. Similarly, the six universities with unfavourable scores below the first quartile 
are marked in italics with lighter shading. Opposite conditions apply for the inverse factor (REVENUE). 
For each factor, the eleven universities within the interquartile (middle) range remain unmarked. As 
would be expected from the use of standardised scores in these calculations, the mean and standard 
deviation of each factor score are zero and one, respectively.  
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Table 5.6   Factor scores: 20131 
 CAPITAL (REVENUE) 
CPUT -0.190 0.044 
CUT -0.418 1.239 
DUT 0.451 1.170 
MUT -0.476 1.110 
NMMU -0.516 -0.261 
NWU -1.175 -0.942 
RU -0.309 -0.227 
SU 0.915 -1.788 
TUT -0.990 0.738 
UCT -0.085 -1.654 
UFH -1.023 -0.221 
UFS 2.352 -0.341 
UJ 0.440 -0.444 
UKZN -1.091 -0.637 
UL -0.803 0.534 
UNISA 0.636 -0.498 
UP 1.436 -1.216 
UV 0.416 1.017 
Wits -1.334 -1.510 
UWC -0.166 0.073 
UZ 2.321 1.049 
VUT 0.176 0.962 
WSU -0.565 1.802 
Mean 0 0 
Standard deviation 1 1 
First quartile -0.684 -0.568 
Third quartile 0.446 0.989 
1. Universities in the favourable quartile are marked in bold with dark grey background shading; those in the 
unfavourable quartile are in italics with lighter shading (in the electronic version: pale orange). 
This concludes the detailed description of the steps involved in, and the intermediate results of, the 
factor analysis process. These methods are applied to all years of the review period, in addition to the 
2013 financial year, as specified above. A comparative consideration of each year's results, as 
described in the next section, enables an assessment of the stability and consistency of the factor 
solutions. 
5.3 According structure and meaning to the concept of financial condition  
5.3.1 Factor analyses 2007–2013 
Full details of all seven factor analysis solutions are provided in the Appendix to this chapter. Table 5.7 
below summarises these results. Over the seven years of this study, the average total variance in the 
retained variables which is explained by the factor solutions is 85.4%, which is above the "generally 
 
 
Page | 122  
 
accepted threshold of 70 to 80%" (Ritchie and Kolodinsky, 2003: 375). The lowest explained total 
variance is in 2011 (80.2%) and the highest is in 2009, when it was 91.6%. 
Table 5.7   Summary of factor analysis results 2007–20131 
 Factor 1 Factor 2 
 Label Associated indicators2 Label Associated indicators 
2007 CAPITAL DI, MSP, INTA, (PPE)3 (REVENUE)4 (THTR), SUTR, OPEX 
2008 CAPITAL TETR, PR, (TRTA), MSP, DI (REVENUE) (OPEX), SUTR, (SIZE) 
2009 CAPITAL MSP, PR, DI, TETR (REVENUE) CONC, (THTR), SUTR  
2010 REVENUE THTR, (SUTR), OPEX, SIZE ASSETS INTA, (COLL) 
2011 REVENUE THTR, OPEX, (SUTR), SIZE  CAPITAL DI, MSP, INTA 
2012 REVENUE (SUTR), THTR, OPEX, (CONC), SIZE CAPITAL MSP, DI, TETR, PR, NOR 
2013 CAPITAL MSP, NOR, PR, DI, TETR (REVENUE) SUTR, CONC, (THTR), (INVP), 
(SIZE) 
1. Full solutions are provided in the Appendix to Chapter 5. 
2. Indicators are sorted in descending order of loading on each factor. Loadings above 0.90 are underlined; 0.80 
in bold; above 0.70 in italics. 
3. Indicator in parenthesis has negative loading on associated factor. 
4. Factor in parenthesis has inverse association with financial condition. Otherwise, association is positive. 
Two factors are identified in each year of the study; the eigenvalues of the omitted third factors (all 
below the benchmark of 1.0) are indicated in the Appendix. Labelling of the factors follows the logic 
described earlier, in which the variables most strongly associated with a factor are traced back to their 
related hypotheses, paying attention to the directions of association. A label for each factor is then 
proposed on the basis of connections between groups of hypotheses. 
In 2007, 2008, 2009 and 2013, the factor solutions follow broadly similar patterns. DI (defensive 
interval, associated with working capital) and MSP (months spending, a total capital indicator) are 
significantly positively associated with Factor 1 in all four of these years; TETR (equity capital) and PR 
(primary reserve: total capital, again) appear in three out of four. Therefore, variables related to 
capital dominate Factor 1 in 2007–2009 and 2013, and it is labelled CAPITAL. Similarly, Factor 2 in the 
same four years is dominated by SUTR (subsidy revenue) and THTR (third stream revenue), along with 
other income statement–linked variables, such as OPEX (operating expenses as a proportion of total 
expenses) and CONC (revenue diversity). In all of these years, where a variable has a positive link with 
financial condition according to the hypotheses of this study, it associates inversely with Factor 2, and 
vice versa; there are no instances in which the directions of the logical links break down. Therefore, 
Factor 2 is labelled inverse revenue, (REVENUE), in 2007–2009 and 2013. 
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In 2010, 2011 and 2012, it is Factor 1 that associates strongly with the income statement variables 
SUTR, THTR and OPEX. Another difference from the four years discussed in the preceding paragraph 
is that SUTR (recall that this is inversely associated with financial condition) now has a negative loading 
on Factor 1; meanwhile, THTR and OPEX, both of which are positively associated with financial 
condition, now load positively on Factor 1. Accordingly, Factor 1 in 2010–2012 captures the same 
financial dimension as Factor 2 in 2007–2009 and 2013, but no longer as an inverse, and it is labelled 
REVENUE. There are no internal inconsistencies arising from changes in the labelling of the revenue 
factor from positive to inverse, because all across-period and within-period relationships between 
factors and variables maintain their expected directions. 
In 2011 and 2012, Factor 2 is labelled CAPITAL because of its significant relationship with the relevant 
variables. 2010 represents the single exception to the paired capital–revenue dimensions of financial 
condition identified for most years of this study. In this year, Factor 2 is significantly associated with 
only two variables, one of which is a measure of investment (endowment) sufficiency, and the other 
is indicative of the student debt hypothesis. Because there is no clear justification for linking this factor 
to capital, it is labelled ASSETS. 
Once again, with only one exception (TRTA in 2008; unexpectedly negatively associated with a positive 
factor; see discussion at 5.4.6 below), all variables in all years are consistently associated with each 
other, and with their factors, in the postulated directions. Where theory indicates that a variable is 
positively associated with financial condition, it has an inverse relationship with those variables in its 
same factor group that are postulated to be negatively correlated with financial condition. Scrutiny of 
the factor loadings detailed in the Appendix also indicates that, in all cases except for TRTA, signs of 
the loadings change horizontally and vertically, exactly in the manner predicted. 
Thus, the factor patterns display internal consistency. Furthermore, there is evidence that the two 
identified financial condition dimensions of capital and revenue are generalisable across all seven 
years of the study (except in the case of capital, for a single year in 2010). However, there is 
considerable interest in the behaviour of the factors before, during and after the great recession. From 
2007 to 2009, much the same variables in each year load on a capital factor and an inverse revenue 
factor. In each of these three initial years of this study, capital is the dominant dimension of university 
financial condition. In 2010, the most important factor becomes revenue (and it is no longer inverted). 
For the next three years, until 2012, it is this financial component that explains more than half of the 
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variability in the data. Then, in the final year of the study (2013), the factors return to their pre-2010 
pattern. 
It seems tempting to speculate that the universities collectively became more sensitive to the revenue 
dimension of their financial condition, as the effects of the financial crisis worked their way through 
the South African economy, and permeated the higher education sector. However, this study makes 
no definitive claims that the factor behaviours described above are directly attributable to the 
economic turmoil of the great recession. Instead, it is suggested that it may be a matter of worthwhile 
future enquiry to examine this aspect of the findings, especially as the available data set grows with 
the passage of time, and more post-crisis years are added to the analysis. 
Tables 5.8 and 5.9 below separately tabulate the composite values of the capital and revenue factors, 
for each university in each year. For positive factors, the six universities with composites above the 
third quartile are shown in bold with dark background shading. Those below the first quartile are 
indicated in italics with lighter shading, and these practices are appropriately reversed for the inverse 
factors. Each year's maximum and minimum score is flagged in each table. Because the factor scores 
are calculated on a standardised basis, the mean of the composite in each year is zero and its standard 
deviation is one. 
Considerable stability is evident in the results for both the capital and revenue factors. Even though 
the factor composites are determined by different equations in different years, the capital factor 
produces convincingly consistent results over time. Five universities (SU, UFS, UJ, UNISA and UP) have 
strong capital factor scores across at least six of the seven years under review. This group includes the 
largest three universities by assets (as measured in this study); large size would (all else being equal) 
be expected to be positively associated with the capital dimension of financial condition. In contrast, 
six universities are below the lowest quartile for the capital factor score in the majority of years (four 
or more): NWU, TUT, UFH, UKZN, UL and Wits. Although this group is a heterogeneous one in terms 
of size, the fact that it includes two universities whose managers made very large revaluations of 
physical assets—Wits, R3.9 billion in 2010, and UKZN, R2.3 billion in 2011—is suggestive (although not 
necessarily conclusively so) of the presence of institutional perceptions of capital distress. (These 
revaluations, and other accounting restatements, are discussed in Chapter 4, at 4.4.4.)  
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Table 5.8   Capital factor scores 2007–2013 
 2007 2008 2009 20101 2011 2012 2013 TYF4 TYU4 
CPUT 0.418 0.361 -0.185 -0.124 -0.362 -0.113 -0.190 0 0 
CUT -0.061 -0.074 0.538 0.264 0.382 -0.127 -0.418 0 0 
DUT -0.499 -0.447 -0.489 -0.440 -0.104 -0.018 0.451 1 0 
MUT -0.929 -0.289 -0.790 -1.645 -0.997 -0.587 -0.476 0 3 
NMMU 0.326 0.040 -0.172 0.574 0.040 -0.217 -0.516 0 0 
NWU -0.585 -1.203 -0.920 0.331 -1.172 -1.315 -1.175 0 5 
RU -0.642 -0.849 -0.905 -0.289 -0.970 -0.968 -0.309 0 3 
SU 1.908^ 1.975^ 1.596 0.718 1.982^ 1.546 0.915 6 0 
TUT -0.978 -1.243 -0.965 0.854 -0.957 -1.551~ -0.990 1 5 
UCT 0.627 0.711 0.575 0.742 0.508 0.312 -0.085 2 0 
UFH -1.123 -1.212 -1.246 -1.078 -1.143 -0.302 -1.023 0 6 
UFS 1.843 1.179 1.320 1.399 1.769 0.816 2.352^ 6 0 
UJ 1.604 1.330 1.140 1.340 0.634 0.884 0.440 6 0 
UKZN -0.846 -1.526~ -1.493~ -1.229 -1.229~ -1.451 -1.091 0 7 
UL -1.570~ -1.519 -0.847 -0.063 -0.328 -1.132 -0.803 0 4 
UNISA 1.501 0.979 0.916 1.771^ 1.219 0.877 0.636 7 0 
UP 1.293 1.083 2.168^ 0.821 1.396 1.646^ 1.436 7 0 
UV 0.025 0.597 1.001 0.594 0.565 1.529 0.416 2 0 
Wits -0.713 -1.214 -1.218 -0.034 -1.166 -1.369 -1.334~ 0 5 
UWC -0.129 0.265 -0.298 -0.723 0.077 0.032 -0.166 0 1 
UZ -0.910 0.614 0.186 -2.244~ -0.630 1.242 2.321 2 2 
VUT -0.345 0.807 0.599 -0.343 1.294 0.777 0.176 2 0 
WSU -0.214 -0.366 -0.512 -1.195 -0.808 -0.509 -0.565 0 1 
1. Asset factor in 2010 only. 
2. Favourable quartile scores: bold with dark grey background shading; unfavourable: italics with lighter shading. 
3. ^ = maximum factor score for indicated year; ~ = minimum. 
4. Total years with favourable (unfavourable) quartile scores. 
The revenue factor displays similarly impressive stability of results, despite inverting twice during the 
review period. The case of Wits is particularly illustrative. In 2007, 2008 and 2009 this university has 
the lowest (ie. most favourable) composite measure for the inverse revenue factor, in all three cases 
at more than two standard deviations below the mean. In 2010, when this factor manifests as positive, 
Wits promptly returns the highest, and therefore also most favourable, weighted total for the revenue 
construct, once again more than two standard deviations away from the mean (but this time above 
it).  
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Table 5.9   Revenue factor scores 2007–2013 
 20071 20081 20091 2010 2011 2012 20131 TYF4 TYU4 
CPUT 0.393 0.593 0.135 -0.318 -0.147 -0.219 0.044 0 0 
CUT 1.328 1.181 1.316 -1.341 -1.409 -1.236 1.239 0 7 
DUT 0.853 0.725 0.837 -0.650 -0.747 -0.631 1.170 0 4 
MUT 0.939 1.400^ 1.179 -0.730 -1.063 -1.175 1.110 0 6 
NMMU 0.657 0.140 -0.541 -0.099 0.130 0.348 -0.261 0 0 
NWU -0.790 -0.727 -0.861 -0.155 0.875 0.485 -0.942 3 0 
RU -0.430 0.445 -0.688 -0.189 0.253 0.184 -0.227 1 0 
SU -1.036 -0.781 -1.197 1.574 0.988 1.475 -1.788 7 0 
TUT 0.791 -0.133 0.824 -0.988 -0.021 -0.457 0.738 0 1 
UCT -1.033 -1.079 -1.385 1.205 1.249 1.538 -1.654~ 7 0 
UFH -0.603 0.510 -0.444 0.370 0.026 -0.238 -0.221 0 0 
UFS 0.397 0.096 -0.110 -0.249 -0.314 0.069 -0.341 0 0 
UJ 0.565 -0.088 0.128 -0.289 0.238 0.313 -0.444 0 0 
UKZN -0.768 -1.178 -0.769 1.244 1.137 0.866 -0.637 6 0 
UL -0.916 0.101 1.150 -0.866 -0.659 -0.486 0.534 1 2 
UNISA -0.488 -1.401 -0.481 0.636 1.032 0.876 -0.498 3 0 
UP -0.896 -1.918 -0.600 1.355 1.115 1.210 -1.216 6 0 
UV 1.084 1.054 1.205 -1.574~ -1.271 -1.477 1.017 0 7 
Wits -2.424~ -2.213~ -2.329~ 2.022^ 2.355^ 2.143^ -1.510 7 0 
UWC -0.475 0.523 -0.020 -0.122 -0.336 -0.273 0.073 0 0 
UZ -0.105 0.860 -0.035 1.239 -0.637 -0.819 1.049 1 3 
VUT 0.981 1.179 0.897 -0.835 -1.126 -0.754 0.962 0 6 
WSU 1.977^ 0.712 1.791^ -1.240 -1.668~ -1.743~ 1.802^ 0 6 
1. Inverse factor in 2007–2009 and 2013. 
2. Favourable quartile scores: bold with darker background shading; unfavourable: italics with lighter shading. 
3. ^ = maximum factor score for indicated year; ~ = minimum. 
4. Total years with favourable (unfavourable) quartile scores. 
For the revenue factor, there are again five universities in the favourable quartile for at least six years: 
SU, UCT, UKZN, UP and Wits; and six universities in the unfavourable group for four or more years: 
CUT, DUT, MUT, UV, VUT and WSU. There is no reason to expect that there would necessarily be 
symmetry between the capital and revenue factors, in terms of the universities returning favourable 
and unfavourable results for each factor: they are, after all, different orthogonal measures of financial 
condition, emphasising separate institutional dimensions. Therefore, it is of interest to observe that, 
in a majority of the years of this study (at least four out of seven): only two institutions (SU and UP) 
are in the favourable group for both factors, and no university is in the unfavourable group for both 
factors.  
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5.3.2 A framework for assessing financial condition  
The comparative consideration above is not presented as a summative analysis of the financial 
condition of any of the universities. Instead, the intention is to examine the consistency and stability 
of the two-factor, capital–revenue interpretation of the financial condition of the universities over the 
seven years of the review period. Having demonstrated substantial evidence in support of such an 
interpretation, attention now turns to the matter of specifying a framework for the assessment of the 
financial condition of South African public universities. This framework accords procedural guidance, 
parsimony, structure and meaning to financial condition, as follows. 
Firstly, the accounting numbers derived from the audited financial statements are, in many cases, 
unrepresentative of a university's underlying economic reality. Mitigation of this problem involves 
substantial accounting transformation, of the manner described in this thesis; without such 
adjustment, the financial statements do not provide decision-useful information.  
Secondly, the universities have two relevant financial dimensions, namely capital and revenue. This 
contrasts with the identification of liquidity, solvency, profitability and efficiency as the generally 
accepted financial categories of a commercial organisation.  
Assessment of the capital dimension is informed by a focus on institutional equity, and the 
proportionate relationships between equity and total capital, total revenues, and total expenses. The 
excess of revenues over expenses (surplus) is the main source of institutional equity. Therefore, 
surplus is also relevant in the assessment of the capital dimension of a university's financial state. 
Incremental decision-usefulness is accorded to all of these capital considerations through the separate 
identification of the portion of institutional equity that is expendable (in the sense that it is 
representative of assets that are both liquid and available to the university's managers). 
Determination of the revenue dimension of a university's financial state requires a comparative 
consideration of total revenue and its main components. The analysis of the revenue dimension is 
incrementally informed by the evaluation of the proportionate relationship between non-staff 
(operating) expenses and total expenses. 
Thirdly, the financial condition of a South African public university is appropriately to be understood 
as a non-additive (ie. separate) evaluation of the relative state (ie. in comparison with other 
universities) of two financial dimensions, capital and revenue. This means that, as the financial 
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condition term is constructed in this study, the statement "University A is in good financial condition" 
is incorrect, for two reasons: (1) it makes reference to an absolute state, and (2) it implicitly and 
inappropriately combines the two dimensions. Instead, this framework enables conclusions similar to 
the following: "As measured in this study, the capital dimension of University B compares favourably 
with other universities", or "The revenue indicator for University C, as calculated and aggregated in 
this study, is worse than the same indicator for University D".   
Finally, it is neither necessary nor appropriate that a financial assessment framework should be 
formulated as a highly specified model. Although this study reports factor solutions for each of the 
seven years of the review period, the coefficients in these should not be mistaken for authoritative 
quantifications of the postulated relationships between the accounting indicators and the two 
dimensions of financial condition. Other alternatives are available for making financial condition an 
actionable concept, such as the use of summated scales, or averages (weighted or unweighted) of the 
constituent accounting indicators, or the selection of a single representative variable for each financial 
dimension. All require consideration as options by researchers that follow. 
5.3.3 Unexamined hypotheses  
Out of this study's 22 hypotheses, eight do not appear in any of the factor solutions for the review 
period. As a result, and as shown in Table 5.10 below, they do not contribute to this study's proposed 
framework for assessing the financial condition of South African public universities. Absence from the 
proposed framework of this study is not, however, to be misconstrued as confirmation that these 
hypotheses are irrelevant to an assessment of the universities' financial condition: the situation is far 
too nuanced for such a simplistic summation to be correct. As the discussion in Chapter 2 makes clear, 
for example, the (apparently) substantial cash balances within the South African public higher 
education system mean that monotonicity of association between cash and financial condition would 
not necessarily be assured, in theory or in evidence. Similar considerations of relationships that are, 
possibly, U- or S-shaped apply to the generally low overall levels of debt at the universities.  
There are clear benefits to be derived from the abilities of the factor analysis technique in creating an 
underlying structure for a financial condition concept, as well as reducing the required number of 
variables. However, the unexamined hypotheses are a reminder that these advantages are not 
costless; although a defensible framework is produced, it is not designed to capture, in minute detail, 
every financial aspect of the universities.  
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Bearing in mind the political sensitivities involved with the student fee dependence, administrative–
service salaries and academic salaries hypotheses, it is appropriate to make a final observation on the 
exclusion of these from the factor analysis solutions. The logical articulation of these hypotheses with 
others that remain within the framework means that their exclusion is more apparent than real. For 
example, a revenue factor is presented in all seven factor solutions, and within this factor, variables 
that measure subsidy and third stream revenue are consistently prominent. Because the revenue of a 
university consists of three broad components, evidence from the factor solutions that subsidy 
revenue is inversely associated with financial condition, and third stream revenue has a positive 
association, are generally (although, admittedly, not conclusively) in support of the fee dependence 
hypothesis. (Recall that this postulates an inverse relationship between fees and financial condition.) 
Similar considerations apply to the administrative–service and academic salaries hypotheses, which 
are indirectly supported through the positive association of the OPEX variable with financial condition. 
However, disentangling the relationships between these two staff categories and financial condition 
remains a matter for possible future enquiry, as is the case with senior executive salaries. 
Table 5.10   Hypotheses excluded from the 2007–2013 factor analysis soutions1 
Unexamined 
hypothesis  
Category Description Eliminated 
indicators 
H4 Cash sufficiency Cash balances are positively associated with 
university financial condition.  
CSTA [+]; CFTR [+] 
H5 Debt vulnerability Debt is negatively associated with university 
financial condition.  
CHDE [–] 
H8 Retirement benefit 
vulnerability 
Defined benefit plan liabilities are negatively 
associated with university financial condition.   
RBTA [–] 
H10 Revenue sufficiency Total revenue is positively associated with 
university financial condition.  
TRTA [+]2 
H12 Fee dependence Proportion of revenue from student sources is 
negatively associated with financial condition.   
STTR [–] 
H16 Administrative–
service salaries 
Administrative–service staff cost proportion is 
negatively associated with university financial 
condition.  
ADEX [–] 
H17 Academic salaries Academic staff cost proportion is negatively 
associated with university financial condition.  
ACEX [–] 
H19 Senior executive 
salaries 
Senior executive salaries are negatively 
associated with university financial condition.  
MCTR [–] 
1. Except for H15 (revenue diversity; SVAR and UVAR) and H22 (merger disadvantage; MERG) which are separately 
considered at 5.4.3 and 5.4.4 below. 
2. TRTA is listed here because it appears in only one year's factor solution (2008), with an anomalously negative 
loading. 
 
 
 
 
Page | 130  
 
5.4  Tests in confirmation of the framework 
5.4.1 Introduction  
The framework is now independently evaluated by means of comparative quantitative analyses. The 
interpretation of the financial condition of the universities as consisting of two main components, 
capital and revenue, is subjected to five different tests. Each test involves a comparative analysis of 
the factor score composites with patterns in other data (not previously used in the factor analysis 
stage) relevant to the financial state of the universities. Where these comparisons demonstrate 
concordance of interpretation between framework and independent data, support for the financial 
condition construct of this thesis is indicated. Unless otherwise specified, the most recent (2013) 
factor interpretation is used to operationalise financial condition in the tests that follow.  
5.4.2 Common size analyses 
Figure 5.1 below maps the universities' capital and revenue factors for 2013 into four quadrants. The 
capital factor is represented on the horizontal axis, and is positive (ie. favourable) to the right of the 
origin, and negative to the left. The axes are inverted for the revenue factor, so that it is increasingly 
favourable (with higher negative scores) above the origin, and unfavourable (positive) below. The 
north east quadrant is unequivocally favourable, according to the factor interpretation developed 
earlier (and which is now tested for validity in this part of the thesis). The south west quadrant is, 
similarly, clearly unfavourable, with values for both capital and revenue factors below the mean 
(where below is used in the sense of disadvantage). The other two quadrants represent mixed financial 
circumstances, with south east placements indicating favourable capital–unfavourable revenue 
dimensions, and the reverse applying for universities to the north west of the origin. 
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Figure 5.1   Capital and revenue factors combined: 2013 
 
No macro-level pattern is evident in the mapping; nor is one expected, because the two factors are 
generated orthogonally and from a standardised scoring method. Therefore, the representation above 
is of two approximately normal distributions, each with a mean of zero and a standard deviation of 
one, and which are at 90⁰ to each other. However, it is possible to identify representative institutions 
from each quadrant, with (relatively) extreme values, for consideration against common size financial 
data. In this manner, evidence will be sought in support of the factor solutions having a satisfactory 
level of logical consistency with the underlying financial conditions. 
Accordingly, the following universities are identified, starting with the north east quadrant and moving 
clockwise: SU, UP, UZ, WSU, TUT, NWU and Wits. Figure 5.2 below shows the standardised capital 
structure of these universities in 2013; SU, for example, is funded in the proportion 81.2% equity and 
18.8% liabilities, and the capital of TUT consists of 56.0% equity and 44.0% liabilities. There appears 
to be a clear logical correspondence between these capital structures and the relative positions of the 
universities in the horizontal dimension of this study's two-factor space, as represented in Table 5.1 
above. The capital structures of SU, UP and UZ are all characterised by an equity proportion in excess 
of 80%, and all place well to the right of the origin, in advantageous capital dimension territory. 
Similarly, universities to the left of the origin in Figure 5.1 (WSU, TUT, NWU and Wits) all have markedly 
lower proportionate equity levels, as indicated in Figure 5.2. 
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Figure 5.2   Selected universities, capital structure: 2013 
 
Figure 5.3 below examines the proportions of the selected universities' total revenues that are 
attributable to the three main components of subsidy, fees, and third stream. The three universities 
with the highest subsidy proportion, as indicated in Figure 5.3 (UZ, WSU and TUT), are all 
disadvantageously positioned below the origin in the vertical (revenue) dimension of Figure 5.1. These 
universities also have the lowest third stream revenue proportions. In contrast, SU, UP, NWU and Wits 
all have substantial third stream revenues, relatively low proportionate subsidy revenue, and all place 
above the origin in advantageous revenue factor territory. There does not appear to be a particularly 
clear relationship between student fee proportion and financial condition, a finding which contributes 
to confirmation of the financial condition interpretation of this thesis.  
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Figure 5.3   Selected universities, revenue structure: 2013 
 
Figure 5.4   Selected universities, cost structure: 2013 
 
The cost structures of the selected universities are examined in Figure 5.4 above. This shows the two 
categories of staff costs, as well as operating expenses, as percentages of total institutional costs. 
Recalling that nonprofit financial theory indicates a positive relationship between an institution's 
operating expense proportion and financial condition (see Chapter 2, at 2.5), and this thesis finds 
supporting evidence (see 5.3 above), the comparison of Figures 5.1 and 5.4 contributes additional 
weight to this somewhat counterintuitive notion. The three universities that have the highest 
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operating expense proportion are also (within this group) the most advantageously placed in the 
vertical revenue dimension of the factor map. Although the pattern is, admittedly, somewhat 
indeterminate at the other end of the scale, there do not appear to be any patterns that stand in clear 
contradiction of this interpretation.  
5.4.3 Comparative growth rates 2007–2013 
In Table 5.11 below, the capital and inverse revenue composite factor scores for each university in 
2013 are compared with the geometric average annual growth rates in their key financial components 
(revenues, expenses, equity, liabilities and assets).  
It is reasonable to expect that it would be advantageous to a university's financial condition for it to 
maintain, over time, an average growth rate in its revenue that exceeds the growth rate in its 
expenses. Similarly, if equity grows faster than assets, the institution is funding its physical growth 
through internal sources of capital (ie. surplus) rather than external sources (ie. debt). Finally, when 
revenue grows faster than assets, the university is (at least in a purely financial sense) making 
increasingly effective use of its buildings and equipment. Accordingly, the last three columns of Table 
5.10 indicate favourable (Y) and unfavourable (N) comparisons of the relevant growth rates. 
Inspection of individual cases does not indicate the existence of any implausible or unexplainable 
correspondences between this study's factors and the growth rate data. For example, SU and UP are 
in the top group for both capital and revenue factors in 2013, and both institutions either have positive 
differentials for all three growth rate comparisons, or only small deficits (eg. for SU, the income–
expense growth deficit is -0.18%, and the equity–asset deficit is -0.45%). The four other universities 
above the highest quartile for the capital factor also all have favourable equity–asset growth 
differentials, or small deficits. Similarly, five out of the six universities in the most favourable group 
for the revenue factor have, as might be expected, growth rates in revenue that exceed growth rates 
in expenses, or only a small negative difference between these rates. The single exception is Wits, 
with growth rates of 9.8% and 11.6% for revenues and expenses, respectively. (For a possible 
explanation, see Table 5.1 above, which shows that this university has one of the highest values for 
THTR in 2013. This suggests that third stream revenue strength has beneficial compensatory effects 
on financial condition.) 
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Table 5.11   Annual growth rates in key financial components 2007–20131,2,3 
 CAP (REV) Inc Exp Equ Liab Asset I > Ex I > A Eq > A 
CPUT -0.190 0.044 11.58 9.23 9.00 11.69 9.87 Y Y Y 
CUT -0.418 1.239 9.95 12.56 15.36 5.08 13.75 N N Y 
DUT 0.451 1.170 14.64 11.20 22.02 16.28 19.77 Y N Y 
MUT -0.476 1.110 15.20 12.46 15.14 18.42 17.07 Y N N 
NMMU -0.516 -0.261 8.70 11.03 14.87 -0.25 12.87 N N Y 
NWU -1.175 -0.942 11.72 10.79 16.44 2.53 11.76 Y Y Y 
RU -0.309 -0.227 13.55 8.61 14.80 10.64 13.98 Y Y Y 
SU 0.915 -1.788 12.74 12.92 11.93 14.44 12.38 Y Y Y 
TUT -0.990 0.738 8.80 9.16 18.83 9.15 13.47 Y N Y 
UCT -0.085 -1.654 12.66 12.66 13.22 17.60 13.77 Y N Y 
UFH -1.023 -0.221 10.84 11.03 29.81 21.79 25.01 Y N Y 
UFS 2.352 -0.341 14.49 7.52 13.58 16.86 14.05 Y Y Y 
UJ 0.440 -0.444 13.51 11.41 10.34 16.47 11.01 Y Y Y 
UKZN -1.091 -0.637 11.29 10.25 13.68 13.86 13.79 Y N Y 
UL4 -0.803 0.534 8.75 8.17 28.77 8.52 15.31 Y N Y 
UNISA 0.636 -0.498 13.03 11.17 14.38 6.87 12.80 Y Y Y 
UP 1.436 -1.216 12.04 10.11 12.58 15.49 12.85 Y Y Y 
UV 0.416 1.017 12.11 14.54 20.60 6.43 18.34 N N Y 
Wits -1.334 -1.510 9.82 11.58 14.30 16.56 14.80 N N Y 
UWC -0.166 0.073 8.17 12.46 16.06 26.74 17.30 N N N 
UZ 2.321 1.049 15.60 6.82 16.05 4.03 14.61 Y Y Y 
VUT 0.176 0.962 14.50 18.10 17.69 22.25 19.29 N N N 
WSU -0.565 1.802 9.01 12.36 9.26 15.23 11.63 N N N 
Mean5 0 0 11.71 11.00 13.90 12.73 13.63 Y N Y 
1. Universities in the favourable quartile are marked in bold with darker background shading; those in the 
unfavourable quartile are in italics with lighter shading. 
2. Key: CAP and (REV) = 2013 factor scores; Inc = total revenue; Exp = total expenses; Equ = total equity; Liab = 
total liabilities; Asset = total assets; I > Ex, I > A, Eq > A = growth rate in income (equity) in excess of growth rate 
in expenses (assets), with 1% margin of error allowed. 
3. Factor scores are standardised composite values. All other numbers are annual percentage geometric average 
growth rates for 2007–2013. 
4. 2008–2013 growth rates for balance sheet components. 
5. Mean annual growth rates are calculated on basis of a systemic consolidation, with the result that larger 
universities are more heavily weighted. 
Although the analysis is more nuanced for the twelve universities with one unfavourable factor score 
(none have two), there is still evidence of the expected associations between the factor analysis results 
and the relative growth rate data. Within this unfavourable group, for example, 83% of the universities 
have balance sheets that are growing faster than their income statements (ie. higher growth rates for 
assets than revenue), in contrast with the favourable group, where the proportion is only 40%. 
Similarly, 42% of institutions with unfavourable factor composites have two or more negatively-
flagged growth rate differentials, while the comparative number for institutions at the positive end of 
the financial condition continuum is much lower, at 8%. Whilst it is clearly the case that some 
difficulties are involved in making clear sense of the growth rate numbers on the right hand side of 
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Table 5.10, these complexities serve more as an illustration of the usefulness of the factor analysis 
composites on the left hand side of the table, than as a challenge to the information they convey.  
As a final note on the growth rate analysis, the debt vulnerability hypothesis does not contribute to 
any of the seven factor solutions. The growth rates in total liabilities, as tabulated in Table 5.10 above, 
suggest possible reasons for this. Relatively high rates of growth in institutional liabilities are 
associated with favourable composite measures of financial condition in 2013 (eg. SU, UFS and UP) as 
well as unfavourable (DUT, MUT, UFH, UKZN and WSU). In a similar manner, no logical pattern appears 
for institutions with low liability growth. UNISA and UV, for example, both have liability growth rates 
of approximately 6%, and yet the former records a positive factor composite result, and the latter a 
negative. These inconclusive relationships do not stand in contradiction to the factor solutions, 
however, because the relevant variable (CHDE) is excluded from all seven matrices (see discussion at 
5.3.3 above).  
5.4.4 Revenue diversity in more detail 
In Chapter 2 (at 2.4.5), a measure of unease is expressed about the naïve revenue concentration 
measure, CONC. Although this indicator originates in the highly influential Tuckman and Chang (1991) 
publication, and appears in many subsequent nonprofit studies, its theoretical underpinning 
(essentially based on a rule of thumb) is not convincing. Furthermore, and as also discussed in Chapter 
3, empirical support for this indicator has incrementally weakened in recent years. In this study, the 
usefulness of the CONC metric as an indicator of university financial condition is indirectly (not 
conclusively) tested by means of its inclusion in the factor analyses. The absence of revenue 
concentration as a significant variable in four out of the seven review years suggests that this thesis 
contributes yet another equivocal finding to the literature, to join those of Chikoto and Neely (2014), 
Kim (2014), Mayer et al. (2014) and Chikoto et al. (forthcoming).  
Therefore, some attention is accorded to the alternative Kingma (1993) and Wicker et al. (2015) 
theoretical construct for revenue diversity. This does not assume that financial condition is enhanced 
merely through the simplistic accumulation of additional revenue sources. Instead, it presents a more 
sophisticated interpretation, in terms of which interrelationships between the revenue components, 
in the form of their variances and covariances, are taken into account.  
In combination with the two composite factor scores, Table 5.12 below shows the 2013 values for the 
variables SVAR, UVAR and revenue beta. The total variance (equivalently, in this context: volatility) of 
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each university's revenue stream over the 2007–2013 review period is disaggregated, using the 
method described in Chapter 2, into a systematic, non-diversifiable portion (SVAR) and a university-
specific (diversifiable; UVAR) portion. This analysis also generates historical revenue beta estimates. 
Although the theoretical construct is intricate, a university's revenue beta may more simply, and still 
adequately, be understood as the sensitivity of changes in its total revenues in comparison to changes 
in South African GDP. The average beta of 1.4 in 2013 means, for example, that for every one 
percentage point change in GDP (up or down) over the 2007–2013 period, the average university's 
revenues changed by 1.4%, in an identical direction.  
Table 5.12   Revenue volatility: 20131 
 CAPITAL (REVENUE) SVAR UVAR Beta 
CPUT -0.190 0.044 0.119 0.004 1.520 
CUT -0.418 1.239 0.049 0.004 0.973 
DUT 0.451 1.170 0.144 0.014 1.672 
MUT -0.476 1.110 0.207 0.003 2.003 
NMMU -0.516 -0.261 0.052 0.001 1.007 
NWU -1.175 -0.942 0.113 0.002 1.484 
RU -0.309 -0.227 0.161 0.006 1.767 
SU 0.915 -1.788 0.139 0.010 1.642 
TUT -0.990 0.738 0.038 0.002 0.859 
UCT -0.085 -1.654 0.112 0.005 1.471 
UFH -1.023 -0.221 0.085 0.024 1.286 
UFS 2.352 -0.341 0.149 0.010 1.700 
UJ 0.440 -0.444 0.140 0.015 1.647 
UKZN -1.091 -0.637 0.099 0.003 1.383 
UL -0.803 0.534 0.046 0.004 0.946 
UNISA 0.636 -0.498 0.146 0.008 1.685 
UP 1.436 -1.216 0.087 0.006 1.300 
UV 0.416 1.017 0.095 0.010 1.358 
Wits -1.334 -1.510 0.062 0.001 1.098 
UWC -0.166 0.073 0.049 0.001 0.974 
UZ 2.321 1.049 0.144 0.010 1.669 
VUT 0.176 0.962 0.155 0.005 1.735 
WSU -0.565 1.802 0.076 0.025 1.214 
Mean 0 0 0.107 0.008 1.409 
1. Favourable quartile values: bold with darker background shading;  
unfavourable: italics with lighter shading. 
Wicker et al. (2015) point out potential concerns with their interpretation of revenue volatility, 
including criticisms of the capital asset pricing model (on which it is based) as being restricted by 
unrealistic assumptions. Nevertheless, SVAR, UVAR and beta seem, at the very least, to be useful as a 
plausible context within which the robustness of the factor solutions may be considered.  
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The main expectations for these variables are as follows. Total volatility has two components. The first 
of these is systematic volatility, which arises from unavoidable (undiversifiable) exposure to changes 
in the university's broader economic context. Systematic volatility may equivalently be considered 
either in terms of SVAR (measured as a variance) or beta (measured as a covariance-standardised 
version of exactly the same thing). Implicit in the revenue volatility construct is the prediction that 
there would be no strong association between beta (equivalently, SVAR) and university financial 
condition, because a high beta revenue structure would (in terms of this theory's high risk–high return 
interpretation) be appropriately rewarded by higher revenues.  
The second component of total volatility is its unsystematic portion, UVAR. In contrast with SVAR, this 
would be expected to be inversely associated with financial condition, because it is university-specific, 
and therefore representative of an institution whose managers—through deliberate action, 
inadequate action, or simple inaction—have taken on a risk component that could have been 
mitigated through better revenue mix decisions. In conformity with this expectation, it is evident from 
Table 5.11 above that 67% of the universities with unfavourable revenue factor scores have 
unsystematic variances above the national mean of 0.008: DUT, UV, UZ and WSU. Similarly, 83% of 
the universities in the favourable revenue factor group have UVAR measures below 0.008 (NWU, UCT, 
UKZN, UP and Wits). 
Table 5.13   Correlation matrix for volatility indicators: 20131 
 CAPITAL  (REVENUE) SVAR UVAR Beta 
CAPITAL  1     
(REVENUE) 0.000 1    
SVAR 0.446* -0.004 1   
UVAR 0.186 0.266 0.140 1  
Beta 0.464* -0.047 0.994** 0.180 1 
1. * 5% significance; ** 1% significance.  
Table 5.13 above examines further evidence for these expectations. In passing, it is interesting to note 
that the correlation matrix confirms: (1) the orthogonality of the factor solution (the correlation 
coefficient of the two factor scores is zero), and (2) the close theoretical links between beta and SVAR 
(r ≈ 1). In addition, it is curious that beta has a significantly positive relationship with the capital factor. 
Although this unexpected result does not, in any way, represent a contradiction of this study's factor 
solutions, it may be worthy of future investigation, possibly on the basis that a high beta is associated 
with financial condition through currently unidentified independent variables. 
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Of more immediate relevance are two other associations in the correlation matrix. Firstly, and as 
expected, a significant relationship does not exist between beta and the revenue factor, with r ≈ 0. In 
contrast, UVAR has a much larger (although admittedly still not statistically significant) positive 
correlation (r = 0.266) with the revenue factor. Because UVAR and (REVENUE) are both inversely 
associated with financial condition, this relationship is also in the expected direction. 
5.4.5 Merger disadvantage 
In this study, it is hypothesised that institutional mergers are inversely associated with university 
financial condition. The matter is operationalised for empirical examination as follows, starting with 
Table 5.14 below. Institutions unaffected by merger are allocated a zero value for the relevant 
variable, MERG. Otherwise, this variable is a total, between one and three, of the adverse 
circumstances of merger: the combination involved a technikon and university, or a historically black 
and historically white institution, or geographically separated institutions.  
The majority of the sixteen universities that are affected by merger have MERG values of 2 or more. 
Four institutions (CUT, UJ, UNISA and VUT) have the maximum adverse score of 3. The most common 
merger circumstances arise from the combination of historically black and historically white 
institutions that are also geographically separated, which occurs in ten separate instances. Seven 
universities (MUT, RU, SU, UCT, UV, Wits and UZ) are unaffected by merger. 
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Table 5.14   Higher education institution mergers1 
Current 
institution 
Pre-merger constituents Adverse circumstances of merger2 
T & U HB & HW Geo sep MERG 
CPUT 
 
Cape Technikon (HWT); Peninsula 
Technikon (HBT) 
0 1 0 1 
CUT Technikon OFS (HWT); 
Welkom campus of VU3 (HBU) 
1 1 1 3 
DUT Technikon Natal (HWT); ML Sultan 
Technikon (HBT) 
0 1 0 1 
MUT Mangosuthu Technikon (HBT) 0 0 0 0 
NMMU University of Port Elizabeth (HWU); Port 
Elizabeth Technikon (HWT); Port Elizabeth 
campus of VU (HBU) 
1 1 0 2 
NWU Potchefstroom University (HWU); 
University of Bophuthatswana (HBU) 
0 1 1 2 
RU Rhodes University (HWU) 0 0 0 0 
SU Stellenbosch University (HWU) 0 0 0 0 
TUT Technikon Pretoria (HWT); Technikon 
Northern Transvaal (HBT); North West 
Technikon (HBT) 
0 1 1 2 
UCT University of Cape Town (HWU) 0 0 0 0 
UFH University of Fort Hare (HBU); East London 
campus of RU (HWU) 
0 1 1 2 
UFS University of the Orange Free State 
(HWU); Bloemfontein campus of VU (HBU) 
0 1 0 1 
UJ Rand Afrikaans University (HWU); 
Technikon Witwatersrand (HWT); Soweto 
and East Rand campuses of VU (HBU) 
1 1 1 3 
UKZN University of Natal (HWU); University of 
Durban-Westville (HBU) 
0 1 1 2 
UL4 University of the North (HBU); 
Medical University of South Africa (HBU) 
0 0 1 1 
UNISA University of South Africa (distance); 
Technikon South Africa (distance); 
distance division of VU (HBU) 
1 1 1 3 
UP University of Pretoria (HWU); Mamelodi 
campus of VU (HBU) 
0 1 1 2 
UV University of Venda (HBU) 0 0 0 0 
Wits University of the Witwatersrand (HWU) 0 0 0 0 
UWC University of the Western Cape (HBU); 
Dental School of SU (HWU) 
0 1 1 2 
UZ University of Zululand (HBU) 0 0 0 0 
VUT Vaal Triangle Technikon (HWT); Sebokeng 
campus of VU (HBU) 
1 1 1 3 
WSU University of the Transkei (HBU); Border 
Technikon (HBT); Eastern Cape Technikon 
(HBT) 
1 0 1 2 
Total  6 14 12 32 
1. See key on next page. 
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Key to Table 5.14 
1. Sources: Department of Education (2001 and 2002);  
www.southafrica.info/about/education/universities.htm (accessed 4 June 2015). 
2. Adverse circumstances: T & U—merger of technikon and university; HB & HW—merger of historically black 
and historically white institutions; Geo sep—researcher's assessment of significant geographical separation of 
campuses after merger. 
3. Vista University 
4. This merger reversed in 2015 with the creation of Sefako Makgatho Health Sciences University. 
Figure 5.5 below represents a combined mapping of the composite value of the inverse factor 
(REVENUE) for all four of the years in which it is identified (2007–2009 and 2013). Although the trend 
line has the expected positive slope (in the context of plotting increasing merger disadvantage against 
decreasing financial condition), its coefficient of determination is very low, at approximately 3%. This 
is not indicative of a significant relationship. The positive factor CAPITAL is also tested for the same 
four years; however, this exercise produces similarly inconclusive results and the details are not 
reported.  
Figure 5.5   Merger disadvantage and the inverse revenue factor: 2007–2009 and 2013
 
Inspection of the details of merger circumstance, as tabulated in Table 5.13 above, suggests that 
institutional size may be confounding the analysis, with some of the largest South African public 
universities disproportionately clustered at extreme values of the MERG variable. For example, SU, 
UCT and Wits (respectively, the third, fourth and sixth largest universities by assets, as measured in 
this study) are all unaffected by merger. In contrast, UNISA and UJ (second and fifth largest) both 
record maximum levels of adverse merger conditions. Therefore, the analysis of the inverse revenue 
Trendline (R² = 0.0315):
y = 0.1625x - 0.2261
Increasing merger disadvantage
Decreasing
financial
condition
(REVENUE)
MERG      3210
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factor is repeated, this time controlling for the variable SIZE. A very simple multivariate regression of 
the form  
(REVENUE) = intercept + (coefficient 1)MERG + (coefficient 2)SIZE + error term 
indicates that, as expected, the merger coefficient is positive and the size coefficient is negative (recall 
that the dependent variable in this case is an inverse factor). Of more interest is that the p-value of 
the merger coefficient is reported as 0.0021, and the size-adjusted merger analysis has a coefficient 
of determination (as measured by adjusted R2) of 0.467. A 1% significance level, for a postulated 
relationship which explains nearly 47% of the variance in the factor in question, is presented in this 
study as evidence that the expected inverse relationship between mergers and financial condition 
does, indeed, exist amongst the South African public universities, after controlling for size. 
The regression is also run for the CAPITAL factor, and inconclusive results are returned, with a p-value 
for the merger coefficient of 0.84, and an adjusted R2 of 0.208. These numbers do not disappoint, 
however, because they permit a more refined understanding of the consequences of mergers within 
this study's context. It appears to be the case that financial condition is adversely affected by merger, 
not because of what happens to the institution's balance sheet, but as a result of repercussions in the 
income statement. Further scrutiny of the constituent variables of the inverse factor (REVENUE) may 
usefully inform a detailed consideration of the issue. The constraints of the current broad-based study, 
however, require that this interesting line of enquiry remains a question for future research. 
5.4.6 Accounting and accountability 
The primary objective of the consideration of accounting and accountability issues in Chapter 3 is the 
identification of the accounting transformations required in mitigation of representational failures in 
the accounting system. However, it is plausible that interesting associations exist between the 
accounting and accountability data and the factor solutions. Evidence from this study appears to lend 
support to this conjecture.  
For example, inspection of the factor solution map in Figure 5.1 above indicates that six of the seven 
universities in the south west quadrant (ie. unfavourable in both capital and revenue dimensions) 
publish zero sets of the audited annual financial statements required for this study. Similarly, 
universities that revalue physical assets at some point during (or prior to) the review period appear to 
be concentrated mainly to the left of the origin, in the disadvantageous capital factor zone. The same 
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two quadrants to the left of the vertical axis also contain all institutions whose audit reports were 
qualified at least once between 2007 and 2013.  
In each case, there are fairly convincing reasons to suppose that the link is not coincidental. A 
financially underperforming institution would not, for example, be expected to be an enthusiastic 
voluntary publisher of its results; and a university whose managers perceive the existence of capital 
distress may be persuaded that an equity boost by means of an asset revaluation will at least be 
flattering, if not economically useful. 
Table 5.15   Accounting and accountability red flags: 2007–2013 
 CAPITAL (REVENUE) Nonpublic1 Audit2 Regulatory3 Policies4 
CPUT -0.190 0.044 7 0 0 7 
CUT -0.418 1.239 7 0 14 0 
DUT 0.451 1.170 0 0 16 1 
MUT -0.476 1.110 7 2 10 0 
NMMU -0.516 -0.261 3 0 14 8 
NWU -1.175 -0.942 7 0 0 9 
RU -0.309 -0.227 1 0 2 2 
SU 0.915 -1.788 0 0 7 9 
TUT -0.990 0.738 7 0 1 1 
UCT -0.085 -1.654 0 0 0 7 
UFH -1.023 -0.221 7 1 15 15 
UFS 2.352 -0.341 7 0 10 9 
UJ 0.440 -0.444 0 0 4 9 
UKZN -1.091 -0.637 0 4 14 13 
UL -0.803 0.534 7 3 0 15 
UNISA 0.636 -0.498 0 0 0 8 
UP 1.436 -1.216 1 0 13 9 
UV 0.416 1.017 7 1 3 15 
Wits -1.334 -1.510 0 0 7 6 
UWC -0.166 0.073 2 1 0 0 
UZ 2.321 1.049 7 0 4 15 
VUT 0.176 0.962 7 0 2 0 
WSU -0.565 1.802 7 3 5 3 
Total   91 15 141 161 
Mean 0 0 3.96 0.65 6.13 7.00 
Std dev 1 1 3.25 1.17 5.70 5.21 
1. Number of years 2007–2013 with unpublished audited financial statements. Source: Table 3.1. 
2. Number of years 2007–2013 with qualified or unpublished audit report. Source: Table 3.7. 
3. Total instances of material financial reporting regulatory noncompliance. Source: Table 3.2. 
4. Total count of years in which: (a) PPE is carried at revalued amount (including IFRS 1 deemed cost); (b) defined 
benefit liability is partially recognised; and (c) a material prior year restatement is made. Sources: Tables 3.3 and 
3.4. 
Therefore, the accounting and accountability data are brought into use again in this study, this time 
for the secondary purpose of contributing to its final robustness test. In addition to showing the capital 
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and revenue factor scores for 2013, Table 5.15 above represents a count of red flags related to: (1) 
the nonpublication of financial statements, (2) audit reports qualified, or not provided for the 
purposes of this research, (3) instances of regulatory noncompliance, and (4) accounting policy choices 
that are, in this thesis, argued to have a manipulative element. 
Two separate multivariate regression analyses of very simple form, similar to that applied in the 
merger hypothesis test (at 5.4.5 above), are used in determining whether there is an association 
between the factor scores and the accounting and accountability data of this study. The first 
regression (capital factor) does not return significant results. However, it is found that the capital 
factor does demonstrate a significant individual inverse association with the Audit variable, which is a 
count of the number of years with qualified or unpublished audit reports. Although the evidence is 
admittedly weak, this lends some support to an interpretation of a link between adverse 
circumstances related to audit and the financial condition of the universities.  
More interesting results are produced by the revenue factor regression. This time, the regression F-
statistic (6.24; p-value 0.0025) indicates that at least one of the independent variables makes a 
significant contribution to the variation in the dependent variable. There are two individually 
significant independent variables. The first of these is Nonpublic (total number of years with 
unpublished financial statements), with a coefficient of positive 0.19 and a p-value of less than 0.001. 
Recalling that the revenue factor is inversely associated with financial condition, the association 
between the Nonpublic variable and the revenue factor is both strong and in the expected direction. 
The second significant variable in the revenue factor regression is Policies (total count of the specified 
accounting policy choices; p-value 0.024). The small but negative coefficient of -0.074 for this variable 
is, at first sight, surprising. However, it is possible that this is related to attempts by the university 
managers to report an institutional surplus as close to zero as possible, an issue that is discussed in 
Chapter 6, at 6.3.1. 
5.4.7 Overview of the tests in confirmation 
The framework is subjected to a series of five independent tests. Each of these attempts to find 
disparities between the framework's assessment of the financial condition of South African public 
universities, and the independent evaluation indicated by financial data that were excluded from the 
developmental stage of this study. In all tests, substantial concordance is found in the comparative 
quantitative analyses of financial condition, suggesting that the framework consistently identifies 
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distinctive financial characteristics of the universities, relevant to the assessment of financial 
condition. 
5.5 Conclusion 
This chapter reports on the results of the empirical procedures of this thesis. Accounting data from 
the audited financial statements of South African public universities for the seven year period 2007–
2013 are collected and recorded. Following this, the accounting numbers are extensively adjusted and 
transformed in response to failures in accounting rules and practice. Based on a detailed consideration 
of nonprofit financial theory, more than 30 ratios and indicators are selected. All of these have 
hypothesised links, positive or negative, with the financial condition of the universities. Exploratory 
factor analysis eliminates two-thirds of the indicators, because they do not provide usefully 
incremental information to the financial evaluation goals of the thesis. The remaining indicators are 
shown to be closely associated with two financial dimensions of the universities: capital and revenue.  
Capital and revenue, therefore, are identified as the two key financial characteristics of South African 
public universities. In (non-additive) combination, they define the meaning of financial condition, and 
enable its assessment. Consideration of a university's equity in relation to its total capital, its total 
revenues, and its total expenses informs an assessment of the capital dimension of financial condition. 
Surplus (ie. the excess of revenues over expenses), as the main source of institutional equity, is also a 
prominent component of the capital dimension. Incremental decision-usefulness is provided by means 
of the identification of that portion of institutional equity that is expendable, in the sense it is 
representative of assets that are both liquid and available to the university's managers. 
Assessment of the revenue dimension of a university's financial condition involves a determination of 
the relationships between its subsidy and third stream revenues and total revenues, as well as 
between its non-staff (operating) expenses and total expenses. This consideration is usefully informed 
by the additional evaluation of revenue diversity, although the evidence presented is indicative of 
problematic consequences when this is simplistically determined using Hirschman (1964)-type 
concentration measures. 
A number of approaches are available to those who would operationalise the framework described 
above. Although this thesis sets out to propose a framework, rather than a highly specified model, 
Equations 5.1 and 5.2 in this chapter (see Section 5.2 above) are offered as one potentially decision-
useful method for assessing the financial condition of the universities in years subsequent to the 
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review period of this study. Other combinations of the variables identified in this study, including 
equal-weighting, may also contribute to an understanding of interactions between the financial 
components of the universities.  
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APPENDIX TO CHAPTER 5 
2007 factor matrix1,2 
 Hypothesis [association with 
financial condition] 
Factor 
load 13 
Factor 
load 2 
Comm4 Factor 
score 15 
Factor 
score 2 
INTA H1 Investment sufficiency [+] 0.860 -0.360 0.869 0.180 -0.009 
PPE H3 Expendable asset availability 
[+] -0.822 0.373 0.815 -0.119 0.013 
MSP H6 Capital adequacy [+] 0.925 -0.137 0.874 0.239 0.085 
DI H9 Working capital sufficiency 
[+] 0.959 -0.173 0.949 0.596 0.188 
SUTR H11 Subsidy dependence [–] -0.223 0.937 0.927 0.132 0.558 
THTR H14 Third stream [+] 0.147 -0.939 0.903 -0.127 -0.433 
OPEX H18 Operating expenses [+] 0.398 0.781 0.769 -0.002 -0.129 
Total  3.419 2.687 6.106   
Label  CAPITAL6 (REVENUE)    
1. Explained total variance: 87.2%. Omitted third factor eigenvalue: 0.411. 
2. Small-N principal component analysis; Kaiser (1958) orthogonal varimax rotation. 
3. Loadings above 0.90 underlined; 0.80 in bold; above 0.70 in italics. 
4. Communality. 
5. Coefficients from Anderson and Rubin (1956) method. 
6. Factor labelled in parenthesis is inversely associated with financial condition. Otherwise, the association is 
positive. 
7. Notes 2–6 apply to all other years below. 
2008 factor matrix1 
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
MSP H6 Capital adequacy [+] 0.916 -0.321 0.942 0.224 -0.058 
PR H6 Capital adequacy [+] 0.953 -0.210 0.953 0.333 0.079 
TETR H7 Equity sufficiency [+] 0.955 -0.161 0.938 0.267 0.107 
DI H9 Working capital sufficiency [+] 0.889 -0.331 0.900 0.123 -0.044 
TRTA H10 Revenue sufficiency [+] -0.933 -0.080 0.876 -0.162 -0.163 
SUTR H11 Subsidy dependence [–] 0.003 0.849 0.721 0.051 0.176 
OPEX H18 Operating expenses [+] 0.174 -0.942 0.918 -0.149 -0.631 
SIZE H21 Size advantage [+] 0.466 -0.804 0.864 -0.030 -0.285 
Total  4.567 2.546 7.113   
Label  CAPITAL (REVENUE)    
1. Explained total variance: 88.9%. Omitted third factor eigenvalue: 0.439. 
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2009 factor matrix1 
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
MSP H6 Capital adequacy [+] 0.943 -0.298 0.979 0.703 0.098 
PR H6 Capital adequacy [+] 0.937 -0.157 0.902 0.166 0.060 
TETR H7 Equity sufficiency [+] 0.893 -0.142 0.818 0.086 0.032 
DI H9 Working capital sufficiency [+] 0.930 -0.214 0.911 0.174 0.047 
SUTR H11 Subsidy dependence [–] -0.233 0.937 0.931 0.083 0.339 
THTR H14 Third stream [+] 0.180 -0.946 0.927 -0.093 -0.328 
CONC H15 Revenue diversity [–] -0.189 0.954 0.946 0.124 0.446 
Total  3.552 2.861 6.413   
Label  CAPITAL (REVENUE)    
1. Explained total variance: 91.6%. Omitted third factor eigenvalue: 0.299. 
2010 factor matrix1 
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
INTA H1 Investment sufficiency [+] 0.233 0.864 0.801 -0.246 0.669 
SUTR H11 Subsidy dependence [–] -0.866 -0.345 0.868 -0.355 0.065 
COLL H13 Student debt [–] -0.264 -0.809 0.725 0.152 -0.438 
THTR H14 Third stream [+] 0.926 0.143 0.877 0.555 -0.398 
OPEX H18 Operating expenses [+] 0.838 0.353 0.827 0.252 -0.028 
SIZE H21 Size advantage [+] 0.705 0.575 0.827 0.085 0.258 
Total  2.930 1.996 4.925   
Label  REVENUE ASSETS    
1. Explained total variance: 82.1%. Omitted third factor eigenvalue: 0.533. 
2011 factor matrix1 
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
INTA H1 Investment sufficiency [+] 0.417 0.791 0.800 0.048 0.068 
MSP H6 Capital adequacy [+] 0.260 0.909 0.894 -0.054 0.207 
DI H9 Working capital sufficiency [+] 0.221 0.961 0.972 -0.358 0.868 
SUTR H11 Subsidy dependence [–] -0.868 -0.269 0.826 -0.337 0.091 
COLL H13 Student debt [–] -0.670 -0.278 0.527 -0.092 0.021 
THTR H14 Third stream [+] 0.872 0.182 0.794 0.298 -0.091 
OPEX H18 Operating expenses [+] 0.872 0.255 0.825 0.339 -0.093 
SIZE H21 Size advantage [+] 0.748 0.485 0.796 0.213 -0.027 
Total  3.574 2.859 6.433   
Label  REVENUE CAPITAL    
1. Explained total variance: 80.4%. Omitted third factor eigenvalue: 0.657. 
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2012 factor matrix1  
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
MSP H6 Capital adequacy [+] 0.332 0.925 0.966 -0.024 0.638 
PR H6 Capital adequacy [+] 0.107 0.836 0.710 -0.024 0.076 
TETR H7 Equity sufficiency [+] 0.142 0.895 0.820 -0.037 0.130 
DI H9 Working capital sufficiency [+] 0.286 0.904 0.899 -0.021 0.216 
SUTR H11 Subsidy dependence [–] -0.950 -0.140 0.923 -0.380 0.104 
THTR H14 Third stream [+] 0.932 0.133 0.886 0.252 -0.070 
CONC H15 Revenue diversity [–] -0.896 -0.055 0.806 -0.147 0.050 
OPEX H18 Operating expenses [+] 0.920 0.030 0.848 0.195 -0.071 
NOR H20 Surplus sufficiency [+] -0.163 0.799 0.664 -0.046 0.073 
SIZE H21 Size advantage [+] 0.849 0.287 0.803 0.123 -0.014 
Total  4.392 3.933 8.325   
Label  REVENUE CAPITAL    
1. Explained total variance: 83.3%. Omitted third factor eigenvalue: 0.600. 
2013 factor matrix1 
 Hypothesis [association with 
financial condition] 
Factor 
load 1 
Factor 
load 2 
Comm Factor 
score 1 
Factor 
score 2 
INVP H2 Investment performance [+] 0.277 -0.812 0.736 -0.020 -0.104 
MSP H6 Capital adequacy [+] 0.946 -0.279 0.973 0.617 0.093 
PR H6 Capital adequacy [+] 0.902 -0.115 0.827 0.104 0.048 
TETR H7 Equity sufficiency [+] 0.819 -0.185 0.705 0.052 0.015 
DI H9 Working capital sufficiency [+] 0.901 -0.359 0.940 0.244 -0.020 
SUTR H11 Subsidy dependence [–] -0.101 0.949 0.911 0.124 0.394 
THTR H14 Third stream [+] 0.218 -0.915 0.884 -0.070 -0.278 
CONC H15 Revenue diversity [–] -0.079 0.925 0.863 0.082 0.252 
NOR H20 Surplus sufficiency [+] 0.909 -0.080 0.833 0.112 0.058 
SIZE H21 Size advantage [+] 0.293 -0.802 0.729 -0.018 -0.099 
Total  4.244 4.157 8.401   
Label  CAPITAL (REVENUE)    
1. Explained total variance: 84.0%. Omitted third factor eigenvalue: 0.472. 
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CHAPTER 6 CONCLUSION 
6.1 Summation 
A university does not exist as a closed system. It is part of a wider historical, political, economic and 
social milieu, and even if the narratives that purport to describe or prescribe the nature and extent of 
the university’s external interactions with these dimensions of its broader environment remain in 
dispute, it is appropriate to accord recognition to this larger context in a quantitative and financially 
focussed examination, such as the present study. This is particularly the case where the country 
involved is South Africa, a place in which both history and current realities have brought about a 
society that remains "fundamentally flawed by inequities, imbalances and distortions" (NCHE, 1996: 
1). 
The results of this study indicate that those South African public universities that are most dependent 
on revenue from the state and from private households are, in most cases, the same ones that have 
the worst financial circumstances. This is a matter of significant concern, because the South African 
government’s capacity to continue the current rates of increase in its spending and borrowing is not 
limitless. Similar fiscal limits apply to the household sector, which is, in addition, under the further 
constraints of apartheid's toxic legacy, swingeing taxes, unemployment, inflation and the world’s most 
unequal economy. The #feesmustfall student protests of October and November 2015, which 
occurred as this four-year doctoral project was drawing to a close, are only coincidentally one highly 
visible manifestation of multiple financial pressures on the South African higher education system that 
have been growing, behind the scenes, for years. Furthermore, it does not require the highly detailed 
and technical constructs of this study to conclude that the tuition fee freeze for 2016, in combination 
with worker-insourcing demands, carry great risks for the system. This thesis suggests that there will 
be financial and operational consequences, in the manner that a squeezed balloon inflates elsewhere.   
It is within this frame of reference that this study applies a neglected (indeed, frequently concealed) 
information resource—the audited annual financial statements of the South African public 
universities—in the development of an analytical framework for assessing their financial condition. 
This framework may be summarised as follows.  
Firstly, the accounting numbers derived from the audited financial statements are, in many cases, 
unrepresentative of a university's underlying economic reality. Mitigation of this problem involves 
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substantial accounting transformation, of the manner described in this thesis; without such 
adjustment, the financial statements do not provide decision-useful information.  
Secondly, the universities have two relevant financial dimensions, namely capital and revenue. This 
contrasts with the identification of liquidity, solvency, profitability and efficiency as the generally 
accepted financial categories of a commercial organisation.  
Assessment of the capital dimension is informed by a focus on institutional equity, and the 
proportionate relationships between equity and total capital, total revenues, and total expenses. The 
excess of revenues over expenses (surplus) is the main source of institutional equity. Therefore, 
surplus is also relevant in the assessment of the capital dimension of a university's financial state. 
Incremental decision-usefulness is accorded to all of these capital considerations through the separate 
identification of the portion of institutional equity that is expendable (in the sense that it is 
representative of assets that are both liquid and available to the university's managers). 
Determination of the revenue dimension of a university's financial state requires a comparative 
consideration of total revenue and its three main components (subsidy, student and third stream). In 
addition, revenue component interactions are relevant to this analysis. These are appropriately 
evaluated within the context of their variances and covariances, not by means of the naïve mechanism 
of a revenue-source concentration index. The analysis of the revenue dimension is incrementally 
informed by the evaluation of the proportionate relationship between non-staff (operating) expenses 
and total expenses. 
Thirdly, the financial condition of a South African public university is appropriately to be understood 
as a non-additive (ie. separate) evaluation of the relative state (ie. in comparison with other 
universities) of two financial dimensions, capital and revenue. This means that, as the financial 
condition term is constructed in this study, the statement "University A is in good financial condition" 
is incorrect, for two reasons: (1) it makes reference to an absolute state, and (2) it implicitly and 
inappropriately combines the two dimensions. Instead, this framework enables conclusions similar to 
the following: "As measured in this study, the capital dimension of University B compares favourably 
with other universities", or "The revenue indicator for University C, as calculated and aggregated in 
this study, is worse than the same indicator for University D".   
Finally, it is neither necessary nor appropriate that a financial assessment framework should be 
formulated as a highly specified model. Although this study reports factor solutions for each of the 
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seven years of the review period, the coefficients in these should not be mistaken for definitive 
quantifications of the postulated relationships between the accounting indicators and the two 
dimensions of financial condition. Other alternatives are available for making financial condition an 
actionable concept, such as the use of summated scales, or averages (weighted or unweighted) of the 
constituent accounting indicators, or the selection of a single representative variable for each financial 
dimension. All require consideration as options by researchers that follow. 
This work represents, in the first instance, an academic endeavour, intended mainly for placement 
within a wider literature on nonprofit finance and accounting. Although it is also offered as a 
contribution to those for whom the well-being of South African public higher education is a matter of 
direct personal or institutional concern, the framework is not claimed to be appropriate as a regulatory 
or managerial policy instrument. However, it may well be the case that this study contributes some 
utility to informing the development of normative financial models for the universities.  
The findings of the thesis are subject to at least three other limitations. The review period, in the 
context of which the framework is developed, includes the financial crisis of 2008 and subsequent 
years. Although this study's interpretation of financial condition maintains an impressive stability of 
construct during the global economic turmoil, no claim is made that the framework necessarily has a 
similar ability to withstand the financial consequences of the 2016 fee freeze, or service staff re-
employment demands. At this point, this remains an interesting and important question for future 
research.  
In addition, the three new South African public universities that were constituted after 2014 represent 
uncharted financial territory. The decision-usefulness of this study's framework, within a context that 
is expanded to include institutions in their very early developmental phases, is not self-evidently 
secure. Similarly, the thesis is developed and placed specifically within a South African frame of 
reference. Those who would wish to consider the transfer of the financial condition framework to the 
universities of other countries should carefully consider the implications of differences in historical, 
regulatory, economic and other relevant contexts. 
Two final matters are dealt with before the thesis concludes. Firstly, a number of regulatory concerns 
were identified during the research process. None of the matters discussed at 6.2 below has been 
resolved in the new set of regulations for reporting by the public universities (South Africa, 2014), 
applicable from 1 January 2014. Secondly, at 6.3 below, some suggestions for future research are 
added to those that have already been proposed in earlier chapters. 
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6.2 Regulatory implications 
6.2.1 Nondistribution constraint 
The South African public universities are part of neither the state nor the private sectors of the 
economy. Instead, they are nonprofit organisations. It is internationally accepted that the most 
important defining characteristic of such an entity is the nondistribution constraint, in terms of which 
surplus may not be transferred outside of the organisation. However, this constraint is non-existent 
for South African public universities; the Higher Education Act (South Africa, 1997b) and individual 
institutional statutes are all entirely silent on the matter. This omission requires legislative correction. 
[Full discussion in Chapter 1, at 1.2.] 
6.2.2 Access to audited financial statements 
Accountability is impaired because the universities are not compelled to publish their audited annual 
financial statements. Less than half of them do so voluntarily. Instead, most publish a few pages of 
self-selected accounting ratios and charts. This is problematic for at least three reasons. Firstly, 
university stakeholders (such as students, parents, employees, donors and taxpayers) are denied 
access to a key institutional information resource. Secondly, active research into South African public 
university financial condition, whether by practitioners or academics, is restricted. Thirdly, a key 
governance mechanism for maintaining discipline over managerial behaviour is absent.  
Following Gordon et al. (2010), the regulations should require publication of full sets of audited annual 
financial statements on the university websites. At the latest, these should start with the 2007 
financial year, with subsequent sets being added until at least ten years of comparative audited 
reports are continuously maintained in the public domain. [Full discussion in Chapter 3, at 3.2.1.] 
6.2.3 The restricted–unrestricted funds distinction 
Decision-usefulness of the universities' financial statements is adversely affected by inadequacies in 
establishing and reporting a consistent distinction between restricted and unrestricted categories of 
equity. The definition of restricted funds in the new reporting regulations (South Africa, 2014) is 
identical to the one in the old (South Africa, 2007), and no clarifying guidance on making the distinction 
is provided in either document. 
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In contrast to commercial enterprises, nonprofit public universities do not have full discretion over 
the deployment of the assets that appear on their balance sheets. If a donor (even a deceased one) 
has placed legally binding restrictions on the university, the funds in question may be applied for the 
specified purpose, and no other. Such constraints are clearly relevant to a financial analysis of the 
universities. However, this study is unable to establish a meaningful separation between restricted 
and unrestricted funds, because of pervasive inconsistencies amongst the universities in their 
application of this aspect of the regulatory requirements.  
Although this regulatory deficiency requires attention, its resolution will be complex. Engstrom (1988: 
71) makes an early observation of the importance of disclosing "separate balances for restricted and 
unrestricted resources" for the users of university financial statements. Nearly three decades later, 
the American standard-setter (FASB, 2015: 13) is still grappling with the problem, finding it necessary 
to create, modify or supersede detailed rules for "net assets with donor restrictions, net assets without 
donor restrictions, permanent restriction, permanently restricted net assets, temporarily restricted 
net assets, temporary restriction, unrestricted net assets [and] unrestricted support", amongst other 
technicalities. The proposed rules on these and related matters run to 265 pages. [Full discussion in 
Chapter 3, at 3.2.2.] 
6.2.4 Regulatory noncompliance and auditing quality 
This study finds substantial levels of distortive accounting practices and egregious instances of 
regulatory noncompliance at a number of universities. Unqualified (clean) audit reports are, more 
often than not, attached to such financial statements. These phenomena may plausibly be attributed 
to a single factor: the nonpublication of the majority of the universities' financial statements. As a 
consequence of the apparent right of secrecy afforded them, university managers and their auditors 
may be signalling the belief that no one (or rather, no one who is knowledgeable in financial analysis) 
will be reading their financial reports.  
In the commercial sector, there are capital market disciplines that tend (admittedly, imperfectly) to 
act in mitigation of accounting and auditing failure, such as an aggressively intrusive securities 
regulator, bond rating agencies, and litigious shareholders. These are generally absent in a nonprofit 
context; indeed, Herzlinger (1996) suggests that a Securities and Exchange Commission–style 
organisation would be an appropriate mechanism for dealing with reporting inadequacies in the 
nonprofit sector. Such arguments only lend further support to the recommendation that the South 
African public universities be compelled to place their audited financial statements in the public 
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domain. At the very least, it is arguably the case that such a requirement is a rational and easily-
achieved first step, following which further regulatory mechanisms for improving and monitoring 
accounting and auditing quality can then be investigated as necessary. [Full discussion in Chapter 3, at 
3.4.4 and 3.5.] 
Following the general lack of substantive evidence on achieving improved financial reporting quality 
through the compulsory rotation of audit partners, audit firms or both (see Lennox et al., 2014), no 
recommendation is made in this study for enforcing either dimension of audit rotation at South African 
public universities. 
6.2.5 XBRL 
Attempts to standardise financial reporting and analysis through the electronic labelling process 
known as XBRL (eXtensible Business Reporting Language) have generally failed to live up to their early 
promise (see, for example, Debreceny et al., 2010, Bartley et al., 2011 and Blankespoor et al., 2014). 
Therefore, no recommendation is made in this study for requiring the implementation of XBRL at 
South African public universities. 
6.3 Suggestions for further research 
6.3.1 Accounting manipulation  
There is a substantial literature on accounting manipulation and financial reporting quality in the 
nonprofit sector. Avenues of enquiry include: (1) tax-motivated distortions (Yetman, 2001 and Yetman 
et al., 2009); (2) manipulation of key ratios through revenue and expense misallocations (Gordon et 
al., 1999, Krishnan et al., 2002, Trussel, 2003, Eldenburg and Vines, 2004, Khumawala et al., 2005, 
Jones and Roberts, 2006, Krishnan et al., 2006, Tinkelman, 2006 and 2009, Keating et al., 2008, 
Thornton and Belski, 2010, Krishnan and Yetman, 2011, Szper, 2013, Yetman and Yetman, 2013, and 
Parsons et al., 2014); (3) attempts to misrepresent surplus so that it is as close to zero as possible 
(Leone and Van Horn, 2005, Pinnuck and Potter, 2009, Verbruggen and Christiaens, 2010, Eldenburg 
et al., 2011, Verbruggen, 2011, Jegers, 2013 and Liu, 2014); (4) attempts to reduce earnings volatility 
(Beisland and Mersland, 2014 and Boterenbrood, 2014); and (5) the inverse association between 
accounting manipulation and effective governance (Jegers, 2010, Chaney et al., 2011, Yetman and 
Yetman, 2012, Lindahl and Schadéwitz, 2013, and Vermeer et al., 2014). Except for the first category 
(not relevant because of the tax exempt status of the universities included in this study), any of these 
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would be a worthwhile academic research endeavour within the context of South African public higher 
education. 
6.3.2 Nonfinancial data 
The literature suggests various options for combining nonfinancial data (such as student, staff and 
building space numbers) with financial data (such as the indicators in this study).  
Data envelopment analysis, generally attributed to Farrell (1957) and Charnes et al. (1978), is an 
evaluation technique relevant to complex multiproduct entities (such as universities), in which 
multiple financial and nonfinancial items feature prominently in the production function. Data 
envelopment analysis applies linear programming to maximise each entity’s efficiency with reference 
to a nonparametric efficient frontier over the available input and output factors. Following Bessent 
and Bessent (1980), and as noted by Johnes et al. (2005), Johnes (2006) and Liu et al. (2013a and 
2013b), this methodology has been widely applied in higher education, including in the United States 
(Bougnol and Dulá, 2006 and Tauer et al., 2007), Australia (Hanke and Leopoldseder, 1998, Avkiran, 
2001, Abbott and Doucouliagos, 2003, Carrington et al., 2005 and Worthington and Lee, 2008) and 
the United Kingdom (Athanassopoulos and Shale, 1997, Flegg et al., 2004 and Johnes and Johnes, 
2009), amongst a number of other countries. However, there appears to be only one published data 
envelopment analysis of South African universities (Taylor and Harris, 2004), which uses 1997 data. 
Nonprofit mission statements have also received the attention of researchers. Kirk and Nolan (2010: 
473) attempt to make a link between mission statement attributes and financial performance, but find 
only a weak association, "calling into question common assumptions about the importance of the 
mission statement to the nonprofit organisation". It may indeed be the case that such research has 
fundamental difficulties, given that many university mission statements appear to incorporate the 
deliberate design characteristic of being unfalsifiable. However, Helmig et al. (2014) suggest that such 
problems with mission specification can be overcome by applying theory-based approaches, as well 
as the more careful identification of input and output dimensions. 
Finally, an opportunity for including nonfinancial indicators in the consideration of the universities’ 
financial performance is presented by the Tinkelman and Donabedian (2007) multifactor analysis of 
the return on nonprofit equity.  
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