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Abstract
In the present work we carry out a systematic study of the renormalization properties of the
integral equation that determines the momentum evolution of the effective gluon mass. A detailed,
all-order analysis of the complete kernel appearing in this particular equation reveals that the
renormalization procedure may be accomplished through the sole use of ingredients known from
the standard perturbative treatment of the theory, with no additional assumptions. However,
the subtle interplay of terms operating at the level of the exact equation gets distorted by the
approximations usually employed when evaluating the aforementioned kernel. This fact is reflected
in the form of the obtained solutions, whose deviations from the correct behavior are best quantified
by resorting to appropriately defined renormalization-group invariant quantities. This analysis, in
turn, provides a solid guiding principle for improving the form of the kernel, and furnishes a well-
defined criterion for discriminating between various possibilities. Certain renormalization-group
inspired Ansa¨tze for the kernel are then proposed, and their numerical implications are explored
in detail. One of the solutions obtained fulfills the theoretical expectations to a high degree of
accuracy, yielding a gluon mass that is positive-definite throughout the entire range of physical
momenta, and displays in the ultraviolet the so-called “power-law” running, in agreement with
standard arguments based on the operator product expansion. Some of the technical difficulties
thwarting a more rigorous determination of the kernel are discussed, and possible future directions
are briefly mentioned.
PACS numbers: 12.38.Aw, 12.38.Lg, 14.70.Dj
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I. INTRODUCTION
A recent development in the ongoing study of the basic QCD Green’s functions within the
nonperturbative framework of the Schwinger-Dyson equations (SDEs) [1–18] is the derivation
of the particular integral equation that governs the momentum evolution of the effective
gluon mass [19–22]. As has been argued in a series of works [23–26], the generation of
such a mass offers a natural and self-consistent explanation for the infrared finiteness of the
(Landau gauge) gluon propagator and ghost dressing function [11, 19, 20, 27, 28], established
in large-volume lattice simulations, both in SU(2) [29] and in SU(3) [30–33].
The systematic scrutiny of this equation could eventually place the gluon mass generation
on an equal conceptual footing as the more familiar phenomenon of constituent quark mass
generation [1, 34–38]. In order to reach an equivalent level of understanding, however,
several theoretical tasks need be carried out. In particular, one of the main unresolved
issues in this context is the proper renormalization of this homogeneous integral equation.
The renormalization procedure, in turn, may impose crucial restrictions on the form of
its kernel, which, even though is formally known, for all practical purposes must undergo
approximations and modelling [21].
In the present work we study in detail the general renormalization procedure, and, most
importantly, the properties of the mass equation, and its corresponding solutions, under the
renormalization group (RG). This is a rather technical endeavor, whose main field-theoretic
points may be summarized as follows.
To begin with, it is important to recognize that the renormalization of the mass equation,
as well as the gluon mass itself, is accomplished entirely by means of the same renormaliza-
tion constants familiar from the perturbative treatment of Yang-Mills theories, namely those
associated with the gluon and ghost propagators, and the various interaction vertices [39].
The deeper field-theoretic reasons for this fact may be traced back to the intricate dynamical
mechanism that generates this effective mass; specifically, the formation of non-perturbative
massless bound states [40–44], which act as would-be Goldstone bosons, trigger the well-
known Schwinger mechanism [45, 46], without ever modifying the original Lagrangian. In
addition, a crucial identity enforces the total annihilation of any potential quadratic di-
vergence, related to seagull-type integrals [47]. As a result, no bare gluon mass needs be
introduced at any stage; this is absolutely essential, since a term of the type m20A
2
µ is for-
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bidden by the local gauge invariance of the Yang-Mills Lagrangian [10, 19].
Furthermore, it is clear that the correct implementation of the aforementioned renormal-
ization procedure relies crucially on the precise properties of the kernel of the mass equation
under the RG. If the kernel is treated at the formal level, these properties are automatically
enforced, as a direct consequence of the corresponding RG properties of the basic ingredients
that build it up. However, the kernel is expressed in terms of a complicated diagrammatic
expansion, which, for all practical purposes, must be truncated, and further simplified or
approximated [21]. As a result, the exact RG properties of the kernel may be compromised;
this flaw, in turn, will make its way into the solutions obtained from the corresponding mass
equation. Thus, depending on the quality of the approximations employed for the kernel,
the corresponding gluon masses will encode their formal RG properties with variable degrees
of accuracy.
The quantitative study of the situation described above may be best accomplished by
using RG invariant (RGI) quantities, which, by construction, maintain the same form before
and after renormalization, and are independent of the value of the renormalization point µ,
used to implement the various subtractions [19, 27]. In particular, an RGI gluon mass may
be defined, and then subsequently constructed from the solutions of the mass equation, for
any given Ansatz for the kernel, and for several different values of µ. Then, the amount
by which the resulting quantity departs from the perfect µ-independence can serve as a
discriminant of the various possible Ansa¨tze for the kernel.
The article is organized as follows. In Section II we introduce the relevant notation, define
the basic renormalization constants, and discuss in detail the particularities of the gluon mass
and its renormalization. In Section III we carry out the full renormalization of the gluon
mass equation, and explore its properties under the RG. Then, in Section IV we study the
tensorial structure of the main unknown ingredient that composes the kernel, and determine
how its various form factors affect the infrared behavior of the mass equation. In Section V we
outline the procedure for estimating the discrepancies from the correct RG behavior induced
by the various approximations to the kernel. This procedure is then applied to the original
version of the mass equation, and considerable deviations are found. In Section VI we present
two RG-inspired improvements of the kernel, which, a priori, seem to capture more faithfully
its formal RG properties, and determine the corresponding departures of the new solutions
from the ideal µ-independence. This study reveals a significant improvement, in accordance
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with the initial expectation. The asymptotic behavior of one of these “improved”solutions
is further analyzed, suggesting a possible connection with general arguments originating
from the operator product expansion (OPE) [48–50]. Finally, in Section VII we present our
discussion and conclusions.
II. RENORMALIZATION AND THE GLUON MASS
In this section we set up the notation, and introduce the field theoretic relations and
concepts necessary for carrying out the renormalization of the gluon mass equation, and for
exploring its properties under the RG.
A. General renormalization relations
In the Landau gauge, the full gluon propagator (quenched or unquenched) assumes the
general form
i∆µν(q) = −i∆(q
2)Pµν(q); Pµν(q) = gµν − qµqν/q
2. (2.1)
At any finite order in perturbation theory, the scalar cofactor ∆(q2) is conveniently
parametrized in terms of the inverse gluon dressing function, J(q2),
∆−1(q2) = q2J(q2). (2.2)
In addition, the full ghost propagator, D(q2), is usually parameterized in terms of the
corresponding ghost dressing function, F (q2), according to
D(q2) =
F (q2)
q2
. (2.3)
We will now consider the combination of the pinch technique (PT) [19, 51–55] with the
background field method (BFM) [56], known as the PT-BFM scheme [10, 57, 58]. Within
the PT-BFM formalism, the natural separation of the gluonic field into a “quantum” (Q)
and a “background” (B) part, gives rise to an increase in the type of possible Green’s
functions that one may consider [56]. In particular, three types of gluon propagator make
their appearance: (i ) the conventional gluon propagator (two quantum gluons entering,
QQ), denoted (as above) by ∆(q2); (ii ) the background gluon propagator (two background
gluons entering, BB), indicated by ∆̂(q2); and (iii ) the mixed background-quantum gluon
propagator (one background and one quantum gluons entering, BQ), denoted by ∆˜(q2).
4
The conversion between quantum and background two-point functions is achieved through
the so-called background-quantum identities (BQIs) [59, 60]. For instance, ∆̂ and ∆, as well
as their corresponding components, are related by
Ô(q2) = [1 +G(q2)]2O(q2); O = ∆−1, J, m2,
O˜(q2) = [1 +G(q2)]O(q2). (2.4)
The function G(q2) represents the gµν component of a special Green’s function, Λµν(q),
typical of the PT-BFM framework [55], i.e., Λµν(q) = G(q
2)gµν + L(q
2)qµqν/q
2; for various
field-theoretic properties of the above functions, see [61] and references therein. Here it
should suffice to mention that, for practical purposes, one often uses the approximate (but
rather accurate) relation
1 +G(q2) ≈ F−1(q2), (2.5)
which becomes exact in the deep IR [27, 61–63].
At any finite order in perturbation theory, the renormalization of the pure Yang-Mills
theory proceeds through the standard redefinition of the bare fundamental fields, gluon
Aaµ0 (x), and ghost c
a
0(x), and the bare gauge coupling, g0; specifically, the corresponding
renormalized quantities, Aa µR (x), c
a
R
(x), and gR, are given by
Aaµ
R
(x) = Z
−1/2
A A
aµ
0 (x), c
a
R
(x) = Z−1/2c c
a
0(x); gR = Z
−1
g g0. (2.6)
Then the associated two point functions are renormalized as
∆R(q
2) = Z−1
A
∆0(q
2); DR(q
2) = Z−1c D0(q
2), (2.7)
or, equivalently,
JR(q
2) = ZAJ0(q
2); FR(q
2) = Z−1c F0(q
2). (2.8)
Similarly, the renormalization constants of the three fundamental Yang-Mills vertices (gluon-
ghost, three-gluon, and four-gluon vertices) are defined as [64]
Γµ
R
= Z1Γ
µ
0 ; Γ
µαβ
R
= Z3Γ
µαβ
0 ; Γ
µαβν
R
= Z4Γ
µαβν
0 . (2.9)
The standard Slavnov-Taylor identities (STIs) of the theory enforce a set of important
relations on the various renormalization constants [64], namely
Zg = Z1Z
−1/2
A Z
−1
c = Z3Z
−3/2
A = Z
1/2
4 Z
−1
A
, (2.10)
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which will be used extensively in Section III.
In the BFM one introduces, in addition, the wave-function renormalization constant ẐA,
associated with the background gluon B. Then, ∆̂(q2) renormalizes according to
∆̂R(q
2) = Ẑ−1
A
∆̂0(q
2). (2.11)
Due to the Abelian Ward Identities (WIs) of the BFM, Zg and ẐA are related by the
fundamental QED-like relation [56]
Zg = Ẑ
−1/2
A . (2.12)
Finally, the renormalization relation for G(q2) reads [61]
1 +GR(q
2) = ZG[1 +G0(q
2)], (2.13)
where, due to Eqs. (2.4) and (2.12), ZG = Ẑ
1/2
A Z
−1/2
A = Z
−1
g Z
−1/2
A .
B. Gluon mass renormalization
Nonperturbatively, the dynamical generation of an effective gluon mass accounts for
the infrared finiteness of the (Landau gauge) gluon propagator, observed in a variety of
large-volume lattice simulations [29–32]. To describe this behavior, the parametrization in
Eq. (2.2) is modified according to (Minkowski space) [20]
∆−1(q2) = q2J(q2)−m2(q2), (2.14)
with m2(0) 6= 0. In addition, the generation of the aforementioned mass explains also, in
a natural way, the corresponding saturation of the ghost dressing function, F (q2) [4, 11].
Moreover, both ∆̂(q2) and ∆˜(q2) are also infrared finite, and must be parametrized in a
way exactly analogous to that of ∆(q2) in Eq. (2.14), namely in terms of Ĵ(q2), m̂2(q2), and
J˜(q2), m˜2(q2), respectively [21].
It is important to emphasize that the generation of a gluon mass does not interfere, in any
way, with the renormalization of the theory, which proceeds exactly as before. In particular,
the following main points must be stressed:
(i ) The Lagrangian of the Yang-Mills theory (or that of QCD) is never altered; the
generation of the gluon mass takes place dynamically, without violating any of the underlying
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symmetries. In particular, no bare gluon mass is introduced, since a term of the type m20A
2
µ
is forbidden by the local gauge invariance.
However, although no such term is ab-initio introduced, the possible appearance of the
so-called “seagull” divergences at later stages of the analysis could force its emergence.
Such divergences are produced by integrals of the type
∫
k
∆(k), or variations thereof [47];
in dimensional regularization they give rise to terms of the type m20(1/ǫ), while, in the case
of a hard cutoff Λ, they correspond to terms proportional to Λ2 (quadratic divergences).
Evidently, their disposal would require the introduction in the original Lagrangian of a
counter-term of the form m20A
2
µ, which would be violating the basic assumptions stated
above. Nonetheless, it turns out that, due to a set of subtle relations, particular to the
PT-BFM framework, all such divergences are completely canceled [47].
(ii ) Even though there is no “bare gluon mass”, in the sense explained above, the
momentum-dependent m2(q2) undergoes renormalization, which, however, is not associated
with a new renormalization constant, but is implemented by the (already existing) wave-
function renormalization constant of the gluon, namely ZA. Specifically, from Eq. (2.14), and
given that ∆−1(0) = m2(0), we have that the gluon masses before and after renormalization
are related by
m2
R
(q2) = ZAm
2
0(q
2). (2.15)
(iii ) The above renormalization condition is fully consistent with (and may be inde-
pendently derived from) the general procedure that implements the gauge-invariant (i.e.,
STI-preserving) generation of a gluon mass. Specifically, within the PT-BFM framework,
the fully dressed vertex BQ2, before mass generation, satisfies the WI [54]
qαΓ˜αµν(q, r, p) = p
2J(p2)Pµν(p)− r
2J(r2)Pµν(r), (2.16)
and, given the first relation in Eq. (2.8), the corresponding vertex renormalization constant,
Z˜3, must obey
Z˜3 = ZA. (2.17)
Then, for gauge-invariance to be preserved, one must modify this vertex according to [20]
Γ˜′αµν(q, r, p) =
[
Γ˜(q, r, p) + V˜ (q, r, p)
]
αµν
, (2.18)
where the special vertex V˜ (q, r, p) is completely longitudinal, i.e.,
P α
′α(q)P µ
′µ(r)P ν
′ν(p)V˜αµν(q, r, p) = 0, (2.19)
7
i/q2
Uαµν (q, r, p) =
Iα(q)
p
r
ν
µ
Bµν(q, r, p)
q
α
+ . . .
Bρσ
FIG. 1: The vertex Uαµν is composed of three main ingredients: the transition amplitude, Iα(q),
which mixes the gluon with a massless excitation, the propagator of the massless excitation i/q2,
and the massless excitation gluon vertex Bµν . The omitted terms are not relevant for this analysis;
they can be found in [65, 66].
and contains massless poles of purely non-perturbative origin [40–44], which will be ulti-
mately responsible for triggering the well-known Schwinger mechanism [45, 46]. Now, Γ˜ and
Γ˜′αµν must be renormalized by Z˜3, and so,
V˜ αµν
R
(q, r, p) = ZAV˜
αµν
0 (q, r, p). (2.20)
Since, in order for the WIs to remain intact, V˜αµν must satisfy
qαV˜αµν(q, r, p) = m
2(r2)Pµν(r)−m
2(p2)Pµν(p), (2.21)
one finally concludes that Eq. (2.15) must be fulfilled.
(iv ) We emphasize that the “mass renormalization” introduced above is not associated
with a counter-term of the type δm2 = m2
R
− m20, as is typical in the case of hard boson
masses, such as in scalar theories, or the electroweak sector of the Standard Model. Instead,
it is akin to the renormalization that higher order Green’s functions must undergo, in order
to be made finite, even though no individual counter-term is assigned to them.
Consider, for instance, a scalar φ4 theory (in d = 4), and the (one-particle irreducible)
n-point functions, G(n)(pi) with n ≥ 5. It is well-known that any such function ought to
be made finite by means of the renormalization constants already defined for n ≤ 5, since
no counter-terms of the form φn (with n ≥ 5) are allowed [64]. Indeed, G(n)(pi) can be
made finite by expressing the bare mass and coupling constant (µ0, λ0) in terms of their
renormalized counterparts (µR, λR), and then multiplying by Z
1/2
φ for each external leg, i.e.,
G
(n)
R (pi, µR, λR) = Z
n/2
φ G
(n)
0 (pi, µ0, λ0).
A similar situation arises when considering the gluon mass within the so-called “massless
bound-state formalism” [65, 66], where one focuses on the details of the nonperturbative
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formation of the pole vertex mentioned in (iii ). Specifically, the relevant vertex part, denoted
by Uαµν (see Fig. 1), has the form
Uαµν(q, r, p) = Iα(q)
(
i
q2
)
Bµν(q, r, p), (2.22)
where Iα(q) represents the transition amplitude that mixes a quantum gluon with the mass-
less excitation, i/q2 corresponds to the propagator of the massless excitation, and B is
an effective vertex describing the interaction between the massless excitation and gluons.
Obviously, Lorentz invariance dictates that Iα(q) = qαI(q
2). In addition [66],
Iα(q) =
∫
k
Γαµν∆
µσ(k + q)∆νρ(k)Bρσ + · · · , (2.23)
where the ellipses indicate the graphs omitted in Fig. 1 (see [65] for the complete version);
their inclusion does not modify the basic argument, it simply makes it lengthier. In the equa-
tions above we have introduced the dimensional regularization measure
∫
k
= µǫ
∫
dd k/(2π)d
where d = 4− ǫ is the space-time dimension and µ the ’t Hooft mass.
We now renormalize the effective vertex B by introducing the renormalization constant
ZB,
Bρσ
R
= Z−1
B
Bρσ0 , (2.24)
and combine Eq. (2.22) and Eq. (2.23). Since U forms part of the three-gluon vertex (of the
type Q3), it renormalizes as UµαβR = Z3U
µαβ
0 , and with the help of Eqs. (2.7) and (2.9), one
concludes that (note that the dependence of U on B is effectively quadratic)
ZB = Z
−1
A
. (2.25)
With these ingredients at hand, we now turn to the basic formula relating the gluon mass
with the transition amplitude [65, 66], namely
m(q2) = gI(q2). (2.26)
Let us consider Eq. (2.26) written in terms of unrenormalized quantities, and substitute in
its rhs the corresponding renormalized ones, by introducing the appropriate renormalization
constants. Suppressing Lorentz indices and using Zg = Z3Z
−3/2
A [see Eq. (2.10)], one finds
m0(q
2) = Z
−1/2
A gR
∫
k
ΓR∆R(k + q)∆R(k)BR, (2.27)
which clearly requires the renormalization dictated by Eq. (2.15) in order to be converted
into the manifestly renormalized form
mR(q
2) = gRIR(q
2). (2.28)
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C. The basic RGI quantities
Let us finally consider certain RGI combinations of Green’s functions, that will be useful
in the ensuing analysis. We recall that, by definition, a RGI combination maintains exactly
the same form when written in terms of unrenormalized or renormalized quantities.
To begin with, as is well-known, and easy to verify directly using Eq. (2.12), the combi-
nation [27, 62]
d(q2) = g2∆̂(q2) =
g2∆(q2)
[1 +G(q2)]2
, (2.29)
is an RGI quantity (note that in the second equality the BQI of Eq. (2.4) was employed).
It is then natural to define a RGI gluon mass, to be denoted by m(q2) [21], as
m2(q2) = g−2m̂2(q2) = g−2[1 +G(q2)]2m2(q2). (2.30)
We emphasize that the m2(q2) defined above is a convenient quantity to introduce, because,
as will become apparent in the rest of this work, it helps us quantify the faithfulness of certain
approximations with respect to the RG. Note, however, that no special physical meaning is
ascribed tom(q2) at this stage; in particular, despite its RGI nature we explicitly refrain from
promoting it to a physical observable, for the simple reason that, at least within our present
understanding, it is a quantity that depends on the gauge-fixing parameter. Specifically, all
recent work related to the gluon mass equation has been performed in the Landau gauge,
mainly because the corresponding lattice simulations have been carried out in this privileged
gauge. In fact, the question whether the gluon propagator continues to saturate in the
infrared when computed away from the Landau gauge is practically unexplored, both on the
lattice as well as within the SDE framework.
We finally point out that the definition of the RGI gluon mass introduced here differs
from the alternative proposed in [67], namely m2(q2) = m2(q2)J−1(q2). The problem with
this latter definition is that, while formally RGI, gives rise to an ill-defined expression, due
to the singular behavior of the quantity J(q2). Specifically, the contribution of the massless
ghost loop forces J(q2) to reverse its sign and finally diverge logarithmically in the deep
infrared [68]; of course, the combination q2J(q2), appearing in the definition of ∆−1(q2) [see
Eq. (2.14)] is perfectly finite.
Let us next introduce three additional RGI quantities, to be generically denoted by Ri,
formed out of special combinations of propagators, vertices, and the gauge coupling constant.
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m˜2(q2) =
1
q2
qµ ×


µ µ
+
ν
V˜
×qν


Γm
˜
(a0) (a5)
FIG. 2: Diagrammatic representation of the gluon mass equation.
In particular, we define
Rµαβ1 (q, r, p) = g∆
1/2(q)∆1/2(r)∆1/2(p)Γµαβ(q, r, p),
Rµ2 (q, r, p) = g∆
1/2(q)1/2(r)D1/2(p)Γµ(q, r, p),
Rµαβν3 (q, r, p, s) = g
2∆1/2(q)∆1/2(r)∆1/2(p)∆1/2(s)Γµαβν(q, r, p, s). (2.31)
The RGI nature of the above quantities may be verified directly, by employing the relations
listed in Eq. (2.10).
III. RG PROPERTIES OF THE FULL GLUON MASS EQUATION
In this section we study the RG structure of the integral equation that controls the
momentum evolution of the gluon mass. The main result of this analysis is that the complete
kernel of this equation acquires a form that allows both of its sides to be written in terms
of the RGI quantities introduced in the previous section.
As has been demonstrated in [21], the complete gluon mass equation is given by (see
Fig. 2)
m2(q2) =
1
2
ig2CA
1 +G(q2)
qµqν
q2
∫
k
[(a0) + 2(a5)]
µαβ∆αρ(k)∆βσ(k + q)V˜
νρσ(q, k,−k − q), (3.1)
where CA is the Casimir eigenvalue in the adjoint representation [CA = N for SU(N)], V˜ is
the pole vertex introduced in the previous section, (a0) is simply the tree-level three-gluon
vertex,
(a0)µαβ = Γ
(0)
µαβ(q, k,−k − q), (3.2)
with
Γ
(0)
µαβ(q, r, p) = (q − r)βgαµ + (r − p)µgαβ + (p− q)αgµβ , (3.3)
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=β, c α, b
µ, a
p
q
r + + + + +
K1 K2 K3
(a0) (a1) (a2) (a3) (a4) (a5)
+ + + + +
K1 K2
(a0)
(a1) (a2) (a3)
(a4) (a5)
K3
FIG. 3: The SDE for the three gluon vertex, in the conventional (first row) and Bethe
Salpeter version (second row). Note that the Bose symmetry of Γabcµαβ(q, r, p) implies that
(a4)
abc
µαβ(q, r, p) = (a5)
acb
µβα(q, p, r); when the color has been factored out, as in Eq. (3.5), we have
instead (a4)µαβ(q, r, p) = −(a5)µβα(q, p, r).
and (a5) denotes the vertex subgraph nested in the “two-loop” self-energy graph (see also
Fig. 3).
Using the fact that V˜ satisfies the WI of Eq. (2.21) i.e.,
qνV˜νρσ(q, k,−k − q) = m
2(k)Pρσ(k)−m
2(k + q)Pρσ(k + q), (3.4)
and after appropriate shifts of the integration variable, we arrive at [21]
m2(q2) =
ig2CA
1 +G(q2)
qµ
q2
∫
k
[(a0) + (a4) + (a5)]
µαβ∆αρ(k)∆
ρ
β(k + q)m
2(k2), (3.5)
where (a4)µαβ(q, r, p) = −(a5)µβα(q, p, r) (see also the first row of Fig. 3).
Let us now turn to the SDE satisfied by the conventional (Q3) three gluon vertex
Γabcµαβ(q, r, p), shown diagrammatically in Fig. 3, and derive a relation necessary for the treat-
ment of Eq. (3.5). On the first line of Fig. 3, the vertex SDE is expressed in terms of the
standard multiparticle kernels, Ki, while on the second the Bethe-Salpeter version of the
same equation is presented. Note that in this latter version the vertices with the external
momentum q are fully dressed; consequently, the corresponding Bethe-Salpeter kernels, Ki
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differ from the Ki, since certain diagrams, allotted to dress the vertices, must be excluded
from them, in order to avoid overcounting (Ki and Ki are related through a non-linear
integral equation (see, e.g., [1] and [39]).
If we express the various diagrams (ai) in terms of renormalized quantities, denoting by
(aRi ) the resulting expressions, it is relatively straightforward to demonstrate that
(a1) = Z
−1
3 (a
R
1 ); (a2) = Z
−1
3 (a
R
2 ); (a3) = Z
−1
3 (a
R
3 );
(a4) = Z
2
gZ
2
A
Z−13 (a
R
4 ); (a5) = Z
2
gZ
2
A
Z−13 (a
R
5 ). (3.6)
Thus, for the original, unrenormalized vertex SDE we have (suppressing all indices)
Γ = (a0) + (a4) + (a5) + (a1) + (a2) + (a3)
= (a0) + Z
2
gZ
2
A
Z−13 [(a
R
4 ) + (a
R
5 )] + Z
−1
3 [(a
R
1 ) + (a
R
2 ) + (a
R
3 )], (3.7)
and so, after introducing the renormalized vertex ΓR = Z3Γ [see Eq. (2.9)], we arrive at
Z3(a0) + Z
2
gZ
2
A
[(aR4 ) + (a
R
5 )] = ΓR − [(a
R
1 ) + (a
R
2 ) + (a
R
3 )]. (3.8)
Returning to Eq. (3.5), and rewriting it in terms of renormalized quantities, we have
m2
R
(q2) =
iCAg
2
R
1 +GR(q2)
qµ
q2
∫
k
{
Z3(a0)+Z
2
gZ
2
A
[(aR4 )+(a
R
5 )]
}µαβ
∆Rαρ(k)∆
R ρ
β (k+q)m
2
R
(k2), (3.9)
which, in view of Eq. (3.8), may be written exclusively in terms of renormalized quantities
(i.e., with no reference to the cutoff-dependent Zi), as
m2
R
(q2) =
iCAg
2
R
1 +GR(q2)
qµ
q2
∫
k
Gµαβ∆Rαρ(k)∆
R ρ
β (k + q)m
2
R
(k2), (3.10)
where
Gµαβ ≡
[
ΓR −
3∑
i=1
(aRi )
]µαβ
, (3.11)
namely the rhs of Eq. (3.8).
We next study the properties of Eq. (3.10) under RG transformations. To that end, it
is convenient to recast both sides of this equation in terms of appropriately chosen RGI
quantities. Clearly, by virtue of Eq. (2.30), a simple multiplication by g−2[1 + G(q2)]2
converts the lhs of Eq. (3.10) into the RGI mass m2(q2) introduced in Eq. (2.30). On the
other hand, the demonstration that, after the aforementioned multiplication, the rhs is also
RGI, is slightly more involved.
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FIG. 4: Schematic representation of the conversion of a typical diagram into its RGI equivalent.
To prove this statement, we will employ the three RGI quantities, Ri, introduced in
Eq. (2.31). In particular, it is relatively straightforward to establish that when the terms
(aRi ) are multiplied by the factor gR∆
1/2
R (q)∆
1/2
R (r)∆
1/2
R (p) they become functions of the Ri;
so, we have (see Fig.4)
gR∆
1/2
R (q)∆
1/2
R (r)∆
1/2
R (p)(a
R
i ) = Fi(R1,R2,R3). (3.12)
As a consequence,
gR∆
1/2
R (q)∆
1/2
R (r)∆
1/2
R (p)G(q, r, p) = R1 −
3∑
i=1
Fi ≡ R. (3.13)
Note finally that the ratio f(p1)/f(p2) of any two-point function f(p) is also a RGI quantity.
Armed with these results, we may now re-express Eq. (3.10) in terms of manifestly RGI
quantities. Specifically, after the aforementioned multiplication by g−2[1+G(q2)]2, and some
appropriate manipulations, we arrive at [with p = −(k + q)]
m2(q2) =
iCA qµ
q2d1/2(q2)
∫
k
RµαβPαρ(k)P
ρ
β (p)d
1/2(k2)d1/2(p2)
{
1 +G(p2)
1 +G(k2)
}
m2(k2), (3.14)
which is a manifestly RGI integral equation.
IV. GENERAL STRUCTURE OF THE THREE-GLUON KERNEL
In the previous section we have demonstrated that the mass equation, as captured in
Eq. (3.10), has built in it the exact RG properties that one expects on general theoretical
grounds. Evidently, in order to proceed further, and deduce from Eq. (3.10) the momentum
dependence of the gluon mass, further information on Gµαβ , or directly on its divergence,
qµG
µαβ , is needed.
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It is clear that the diagrammatic decomposition of Gµαβ involves the three Bethe-Salpeter
kernels K1, K2, and K3, whose complicated skeleton expansion renders their full determina-
tion impossible. It is therefore necessary, for practical purposes, to introduce approximations
or Ansa¨tze for the quantity Gµαβ , which ought to encode, as well as possible, some of its
salient field-theoretic properties.
To that end, it is essential to consider the tensorial decomposition of Gµαβ , and exploit
its Bose-symmetric nature, together with the fact that, when inserted into Eq. (3.10), it is
contracted by two transverse projectors. Specifically, in a straightforward basis composed
by the momenta r and p, one has1
Gµαβ(q, r, p) =
14∑
i=1
Ci(q, r, p)b
µαβ
i , (4.1)
with
bµαβ1 = r
µgαβ; bµαβ2 = p
µgαβ; bµαβ3 = p
αgµβ;
bµαβ4 = r
βgµα; bµαβ5 = p
µpαrβ; bµαβ6 = r
µpαrβ, (4.2)
and
bµαβ7 = p
βgµα; bµαβ8 = r
αgµβ; bµαβ9 = r
µrαrβ; bµαβ10 = p
µpαpβ;
bµαβ11 = p
µrαpβ; bµαβ12 = p
µrαrβ; bµαβ13 = r
µpαpβ; bµαβ14 = r
µpαpβ. (4.3)
The form factors Ci(q, r, p) are in general related among each other by conditions imposed
by Bose-symmetry. Particularly important to our purposes are the relations
C2(q, r, p) = −C1(q, p, r); C4(q, r, p) = −C3(q, p, r). (4.4)
The tree-level values of the form factors Ci are determined by setting G = Γ
(0); as one can
check by substituting q = −(r + p) into Eq. (3.2), and using the above basis to express the
result, on has C
(0)
1 = 1, C
(0)
2 = −1, C
(0)
3 = 2, C
(0)
4 = −2, C
(0)
7 = −1, C
(0)
8 = 1, with all the
remaining Cs vanishing.
Now, when contracted with Pαρ(r)P
ρ
β (p), the second set of tensors, (b7)− (b14), vanishes
identically, while for the first set, one can effectively use the replacements
bµαβ3 → −q
αgµβ; bµαβ4 → −q
βgµα; bµαβ5 → p
µqαqβ; bµαβ6 → r
µqαqβ. (4.5)
1 Alternatively, one may use the standard Ball and Chiu decomposition [69], arriving at exactly the same
conclusions.
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It is then relatively straightforward to establish that
qµG
µαβPαρ(r)P
ρ
β (p) =
{
[(p2 − r2)S + q2A]gαβ +Bqαqβ
}
Pαρ(r)P
ρ
β (p). (4.6)
where
S(q, r, p) =
1
2
[C1(q, r, p) + C1(q, p, r)],
A(q, r, p) =
1
2
[C1(q, p, r)− C1(q, r, p)],
B(q, r, p) = (q · p)C5(q, r, p) + (q · r)C6(q, r, p) + [C3(q, p, r)− C3(q, r, p)]. (4.7)
The terms A and B emerge when writing the total contribution from b1 and b2 as the sum
of a symmetric and an antisymmetric piece under r ↔ p, namely
[C1(q, r, p)r
µ + C2(q, r, p)p
µ]gαβ = [S(q, r, p)(r − p)µ + A(q, r, p)qµ]gαβ. (4.8)
In addition, note that we have used Eq. (4.4) to eliminate C2 and C4 in favor of C1 and C3,
respectively.
Let us now comment on the way that the terms of Eq. (4.7) contribute to the mass
equation in the limit q → 0. It is easy to verify that the terms associated with A(q, r, p)
and B(q, r, p) are subleading in this limit. Indeed, first of all, the q2 that multiplies the
A(q, r, p) and the qαqβ that multiplies B(q, r, p) compensate the (1/q2) in front of the mass
equation. Then, since A(q, r, p) is antisymmetric under r ↔ p, we have that A(0,−p, p) = 0,
and therefore, when q → 0, A(q, r, p)→ O(q). Similarly, the terms in B proportional to C5
and C6 are multiplied by an additional power of q, and are manifestly subleading, while the
remaining term is antisymmetric under r ↔ p, and therefore this too is of order O(q). Thus,
the only term that contributes to the mass equation in the IR limit is the one associated
with S. Note finally that out of the three terms defined in Eq. (4.7), only S has a tree level
value, namely S(0) = 1.
After these considerations, we can write down the final form taken by the mass equation.
Setting r = k, p = −(k + q), and passing to Euclidean space following standard rules [21],
(and suppressing the index “E” throughout), we have
m2(q2) = −
g2CA
1 +G(q2)
1
q2
∫
k
m2(k2)∆αρ(k)∆
ρ
β(k + q)K
αβ(q, k,−k − q), (4.9)
where, according to the above discussion, the total kernel Kαβ may be naturally decomposed
into a contribution that is leading in the IR, to be denoted byKαβL , and one that is subleading,
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to be denoted by KαβSL , namely
Kαβ = KαβL +K
αβ
SL , (4.10)
with
KαβL = [(k + q)
2 − k2]Sgαβ,
KαβSL = q
2Agαβ +Bqαqβ, (4.11)
where the common argument (q, k,−q − k) in all above quantities has been suppressed.
V. RG PROPERTIES OF THE ORIGINAL MASS EQUATION
Let us now compare Eq. (4.9) with the one derived originally in [21]. There, the mass
equation considered had the form of Eq. (3.9); in other words, one dealt directly with the
term [Z3(a0) + Z
2
gZ
2
A
[(aR4 ) + (a
R
5 )], without passing to the rhs of Eq. (3.8). The way to
handle the renormalization constants was to set them directly equal to unity, and assume
that the remaining terms had been rendered UV finite. This procedure finally amounts to
the effective replacement
qµ
{
Z3(a0) + Z
2
gZ
2
A
[(aR4 ) + (a
R
5 )]
}µαβ
→ Kαβ(k, q), (5.1)
with
Kαβ(k, q) = [(k + q)2 − k2] {1− [YR(k + q) + YR(k)]} g
αβ
+ [YR(k + q)− YR(k)](q
2gαβ − 2qαqβ), (5.2)
where
Y (k2) =
g2CA
4k2
kα
∫
ℓ
∆αρ(ℓ)∆βσ(ℓ+ k)Γσρβ(−ℓ− k, ℓ, k). (5.3)
The renormalized version of Y is simply
YR(k) = Y (k)− Y (µ), (5.4)
namely the form corresponding to the momentum-subtraction (MOM) scheme.
A direct comparison of Eq. (5.2) with the generic form given in Eq. (4.11) establishes
that, in this case,
S = 1− [YR(k + q) + YR(k)]; A = YR(k + q)− YR(k); B = −2A. (5.5)
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Note that S is symmetric under the interchange k ↔ (k + q), as expected from its general
property given in Eq. (4.7); similarly, the A of Eq. (5.5) is antisymmetric under the same
interchange, exactly as the A of Eq. (4.7). Finally, S(0) = 1, as it should.
In [21] an approximate form for Y (k) was obtained by substituting tree-level expressions
for all quantities appearing inside the integral in Eq. (5.3). The result is given by
YR(k
2) = −
15
16
t(k), (5.6)
where
t(k) ≡
(
αsCA
4π
)
log
(
k2
µ2
)
, (5.7)
and αs = g
2/4π is the value of the Yang-Mills charge at the subtraction point µ chosen.
In the analysis of the gluon mass equation presented in [21], the rhs of Eq. (5.6) was
multiplied by a constant C, with C > 1. As has been explained in detail there, the main
reason for this is the need to counteract the (destabilizing) effect of the negative sign in
front of the integral on the rhs of Eq. (4.9), and obtain positive-definite solutions for the
gluon mass, at least within a reasonable range of physical momenta. In particular, for
αs = 0.22, which is the “canonical” MOM value for µ = 4.3 GeV, and C = 9.2, the function
m2(q2) is positive in the range of momenta between 0 to 5.5 GeV ; past that point it turns
negative (but its magnitude is extremely small, around 10−5GeV2, as shown in the inset of
Fig. 10) [70]. As we will see in the next section, this unwanted feature may be eventually
rectified, by modifying appropriately the form of S.
A. Quantifying the kernel quality: The basic procedure
In order to quantitatively determine to what extent a given approximation for S respects
the RG properties of the full mass equation, it is necessary to establish a reference situa-
tion, and then compute possible deviations from it. To that end, we will employ a general
procedure that consists of the following main steps.
(i ) We consider the RGI quantity
d(q2) = g2 F 2(q2)∆(q2), (5.8)
namely that of Eq. (2.29) with the approximation Eq. (2.5) implemented, and compute its
shape using F (q2) and ∆(q2) from the lattice, for different values of the renormalization
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point µ. To that end, we use the standard formulas [27]
∆(q2, µ2) =
∆(q2, ν2)
µ2∆(µ2, ν2)
, F (q2, µ2) =
F (q2, ν2)
F (µ2, ν2)
, (5.9)
which allow one to connect a set of lattice data renormalized at µ with the corresponding
set renormalized at ν. It is clear that, since these changes amount to the multiplication of
the product F 2(q2)∆(q2) by an overall constant, we can adjust the value of g2 (or αs) for
each µ, such that the curves of d(q2) so produced lie exactly on top of each other. Thus,
this procedure fixes the values of αs(µ), such that, the (formally RGI) d(q
2) is indeed RGI.
As we will see, the resulting values for αs(µ) are rather compatible with those predicted by
standard MOM calculations.
(ii ) We next solve the gluon mass equation for the same set of µ’s used in the previous
step. Specifically, for the ingredients entering in the rhs of Eq. (4.9), such as g2, F , and
∆, we use the corresponding quantities found in (i ), for any given µ; note that YR is also
µ-dependent, and is accordingly modified. This procedure furnishes a set of µ-dependent
solutions, m2(q2, µ2); note that the value of the constant C that multiplies YR also varies
(rather mildly) with µ.
(iii ) The various masses, m2(q2, µ2), found in (ii ) are now used to construct the RGI
mass defined in Eq. (2.30) [using again Eq. (2.5)], namely
m2(q2) =
m2(q2)
g2F 2(q2)
. (5.10)
Now, ideally speaking, when the variousm2(q2, µ2) are inserted into Eq. (5.10), together with
the corresponding (µ-dependent) g2F 2(q2), one ought to obtain the same identical curve for
each value of µ.
In practice, of course, deviations between the various curves are expected, precisely be-
cause our knowledge of S is imperfect. Therefore, a theoretically motivated way to dis-
criminate between possible approximation for S is to choose the one that produces the best
coincidence (in the sense of minimizing the relative error) for the various m2(q2).
B. Numerical analysis
Throughout the numerical study presented here, as well as in the next section, we will
evaluate the relevant field-theoretic quantities at three different values of the renormalization
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FIG. 5: (color online) The quenched lattice data and the corresponding fits for the SU(3) gluon
propagator (left panel) and ghost dressing function (right panel) renormalized at three different
scales µi. Lattice data are taken from [31].
point µi; in particular, we will use µ1 = 4.3 GeV, µ2 = 3.0 GeV, and µ3 = 2.5 GeV. In the
various plots, the curves of a quantity A(q2, µ2i ) produced for these three different values of
µi will be depicted as follows: A(q
2, µ21) with squares or solid (black) curve; A(q
2, µ22) with
circles or dotted (red) curve; A(q2, µ23) with triangles or dashed (blue) curve.
The first step in this analysis is to consider the lattice data for ∆(q2) and F (q2) given
in [31]; these data are fitted using the functional forms reported in various recent articles [20,
37, 71]. Then, repeated use of Eq. (5.9) allows us to generate the three curves for ∆(q2) and
F (q2) renormalized at µi (with i = 1, 2, 3), which are shown in Fig. 5. It is clear that, due
to multiplicative renormalizability, expressed by Eq. (5.9), each curve may be obtained from
the other by a simple rescaling. Specifically, the curves ∆(q2, µ22) and ∆(q
2, µ23) are obtained
from ∆(q2, µ21) through multiplication by the factors of 1.20 and 1.33, respectively; in the
case of F (q2), the corresponding rescaling factors are 1.09 and 1.15.
Next, we form the RGI combination d(q2) given in Eq. (5.8). Concretely, for each specific
value of µi, we combine the corresponding ingredients entering into the definition of d(q
2). As
mentioned before in step (i ), the value of g2 (or αs) for each µi is fixed by requiring that the
three curves of d(q2) so produced lie exactly on top of each other; so, the corresponding αs(µi)
must be rescaled by an amount that will exactly compensate the corresponding rescalings
introduced to the product ∆(q2, µ2i )F
2(q2, µ2i ). Specifically, starting with αs(µ
2
1) = 0.220,
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FIG. 6: (color online) Left panel: The RGI combination d(q2)/4pi obtained using Eq. (2.29) for the
three renormalization points µi chosen. Right panel: The running coupling in the MOM scheme,
αMOM(q) [73] for ΛQCD = 350 MeV and Nf = 0. Each point represent the values used for αs(µi) in
our calculations.
which is the value that best fits the lattice data in the recent SDE analysis presented in [72],
we obtain the values αs(µ
2
2) = 0.320 and αs(µ
2
3) = 0.392.
On the left panel of Fig. 6 we plot the three curves for the dimensionful quantity d(q2)/4π.
As expected, by construction, we can see that the three curves are indeed on top of each
other, thus making manifest that, for the particular set of values of αs(µi) quoted above,
d(q2) is µ-independent.
It is important at this point to check whether the values for αs(µi) obtained from the
above procedure are compatible with the MOM expectations. This is done in the right panel
of the same figure, where the gray continuous line represents the αMOM(q
2) obtained from
the nonperturbative analysis of [73], for ΛQCD = 350 MeV and Nf = 0; the aforementioned
three values used for αs(µi) are denoted by the corresponding symbols. As we can see, the
values of αs(µi) that implement the µ-independence of d(q
2) are indeed in good agreement
with the MOM predictions.
We now turn to the gluon mass equation; evidently, since its kernel is composed of
µ-dependent quantities, for each value of µi we will obtain a different solution, m
2(q2, µ2i ).
On the left panel of Fig. 7 we show the corresponding solutions for the three renormalization
points chosen. The corresponding infrared saturation points, m2(0, µ2i ) = ∆
−1(0, µ2i ), are
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FIG. 7: (color online) Left panel: The numerical solution for the dynamical gluon mass, m2(q2, µ2),
for the three values of µi. Right panel: The corresponding RGI mass 4pim
2(q2) obtained
from Eq. (2.30) for the three values of µi.
given by m(0, µ21) = 375 MeV, m(0, µ
2
2) = 412 MeV, and m(0, µ
2
3) = 434 MeV. In addition,
as anticipated, also the values of the arbitrary constant C display a mild µ-dependence:
C(µ1) = 9.2, C(µ2) = 8.5, and C(µ3) = 8.4.
Now we are in the position to determine the behavior of the RGI mass m2(q2). To
that end, we substitute into Eq. (5.10) the µ-dependent results for m2(q2, µ2i ), F (q
2, µ2i )
and αs(µi) obtained above. This is shown on the right panel of Fig. 7, where we plot the
quantity 4πm2(q2) for the three values of µi. As we can see, we have a nice agreement
between the three curves in the range from 0 to 0.05GeV2. However, for higher values of
q2 they separate from the other, reaching the biggest discrepancy at q2 = 7.5GeV2, where
the percentage error between the (black) continuous and the (blue) dashed curves is around
64%.
Evidently, the considerable deviations from the exact RG-invariance displayed in Fig. 7
indicate that the form of the function S employed in the mass equation needs to be improved.
As we will see in the next section with some specific examples, such an improvement is indeed
possible, and can be obtained by resorting to basic RGI arguments.
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VI. RG IMPROVED VERSIONS OF THE KERNEL
As has been established in Eq. (3.13), the quantity G must be such that, when multiplied
by g∆1/2(q)∆1/2(r)∆1/2(p), ought to give rise to an RGI combination. This information may
be used to obtain some well-motivated Ansa¨tze for S, which, in turn, may lead to solutions
for m2(q2) that are better behaved under the RG. In this section we will explore the explicit
realization of this possibility. The study presented here is by no means exhaustive; it is
simply indicative of how RG-improved versions of the gluon mass equation may be obtained
in principle.
A. Two simple models
Specifically, let us set
S(q, k, k + q) = F (q)W (k, k + q), (6.1)
where, in accordance with the general properties of S, the W is symmetric under the ex-
change k ↔ k+q. In addition, at tree level we must haveW (0) = 1, so that, since F (0)(q) = 1,
we get S(0) = 1, as required.
If we now use the S of Eq. (6.1) to construct the lhs of Eq. (3.13), we have
g∆1/2(q)∆1/2(k)∆1/2(k + q)S = [gF (q)∆1/2(q)]
{
∆1/2(k)∆1/2(k + q)W (k, k + q)
}
= d1/2(q2)
{
∆1/2(k)∆1/2(k + q)W (k, k + q)
}
. (6.2)
It is clear now that the presence of F (q) facilitates the realization of the RGI combination,
by providing the missing ingredient for the formation of d1/2(q2); it is, therefore, an advan-
tageous starting point. The remaining structure must obviously come from W , which must
convert the combination inside the curly bracket into another RGI quantity.
In order to devise an approximate expression for the (dimensionless) W , let us first
consider the one-loop expression of ∆−1(k) = k2J(k), in the MOM scheme. For the (dimen-
sionless) J(k2) we have
J(k) = 1 +
13
6
t(k), (6.3)
and so,
J1/2(k)J1/2(k + q) = 1 +
13
12
[
t(k) + t(k + q)
]
+O(α2s) . (6.4)
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FIG. 8: (color online) The gluon dynamical mass m2(q2, µ2) (left panel) and the corresponding
RGI mass 4pim2(q2) (right panel) obtained using the model of Eq. (6.6) for the three values of µi.
Thus, at order O(αs) the minimal necessary structure for W is
W (1) = 1 +
13
12
[
t(k) + t(k + q)
]
. (6.5)
Of course, this minimal form may be multiplied by a µ-independent function, which, at the
given order, will provide the (unknown) rhs of Eq. (3.13). Evidently, use of the minimal
W (1) gives rise to a lhs equal to unity.
These observations motivate the study of two simple extensions of Eq. (6.5), where some
additional structure has been added in order to model higher order effects or purely non-
perturbative contributions.
The cases we will consider are
W1 = 1 +
13
12
[
t(k) + t(k + q)
]
+ c1
[
t2(k) + t2(k + q)
]
+ c2t(k)t(k + q), (6.6)
and
W2 = 1 +
13
12
[
t(k) + t(k + q)
]
+ c. (6.7)
We next study the numerical implications of the above two possibilities.
B. Numerical analysis
On the left panel of Fig. 8 we show the numerical solution for m2(q2, µ2i ) using the model
presented in Eq. (6.6). In particular, we choose, for the three different µi, the parameters
24
1E-3 0.01 0.1 1 10 100
0.00
0.05
0.10
0.15
0.20
 
 
m
2 (
q2
)[G
eV
2 ]
q2[GeV2]
Gluon mass with W2
 s( 1)=0.220; c=-1.50
 s( 2)=0.320; c=-1.62
 s( 3)=0.392; c=-1.72
1E-3 0.01 0.1 1 10 100
0.00
0.02
0.04
0.06
0.08
0.10
 
 
4 
 m
2 (
q2
) [
G
eV
2 ]
q2 [GeV2]
RGI mass with W2
 s( 1)=0.220; c=-1.50
 s( 2)=0.320; c=-1.62
 s( 3)=0.392; c=-1.72
q2 [Ge 2] q2 [ e 2]
m
2
(q
2
,µ
2
)
[G
eV
2
]
4
pi
m
2
(q
2
)
[G
eV
2
]
FIG. 9: (color online) The numerical solution form2(q2, µ2) (left panel) using the model of Eq. (6.7)
for the three renormalization scale µi; the corresponding RGI mass 4pim
2(q2) given by Eq. (2.30)
is shown on the right panel.
c1(µ1) = −3.62 and c2(µ1) = −33.97; c1(µ2) = −7.36 and c2(µ2) = −17.13; c1(µ3) = −7.42
and c2(µ3) = −13.81.
Although the general qualitative behavior of m2(q2) appears rather similar to that shown
in Fig. 7, the RGI masses obtained from them show a definite improvement with respect to
those of Fig. 7. Indeed, as one can clearly see on the right panel of Fig. 8, the three curves
coincide within a wider range of momenta than in the previous case. More specifically, the
less favorable region of momenta is around q2 ≈ 3.5GeV2, where the relative error between
the curves is smaller than 12%. However, the downside of the formW1 is that the appearance
of a negative UV tail for m2(q2) (past q2 ≈ 3.5GeV2) persists.
It is important to mention that the mass equation admits solutions for a variety of
additional choices for c1(µi) and c2(µi); however, the particular values quoted above are
singled out because they yield m2(q2) that are as close to being perfectly RGI as possible.
In that sense, our scanning through the possible values of c1(µi) and c2(µi) is by no means
exhaustive, but only indicative of certain general trends in the type of solutions obtained.
We next analyze the second model, where Eq. (6.7) is used in the kernel of the gluon
mass equation. The results for this particular case are presented in Fig. 9. On the left
panel we plot m2(q2, µ2i ), for the three values of µi chosen. The right panel shows the RGI
quantity 4πm2(q2); evidently, the results for the three µi practically collapse on a unique
curve. In fact, the less favorable point is located at q2 ≈ 25GeV2, where the relative
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FIG. 10: (color online) Comparison of the numerical results obtained for m2(q2, µ21) using the
original gluon mass equation (black continuous); the improved versions with W1 of Eq. (6.6)(blue
dashed) and W2 of Eq. (6.7) (red dotted). The inset shows a zoom in the UV tail of the same
quantities.
error is around 10%. In addition, the solutions obtained with W2 remain positive and
monotonically decreasing through the entire range of physical momenta. For the curves
presented in Eq. (6.7), we have chosen c = −1.50 for µ1; c = −1.62 for µ2, and c = −1.72
for µ3.
In Fig. 10 we compare the numerical solutions for m2(q2, µ21) obtained from the three dif-
ferent models. The solution of the original version of the gluon mass equation is represented
by the (black) continuous curve, while the solutions using Eq. (6.6) and Eq. (6.7) are indi-
cated by (blue) dashed and (red) dotted curves, respectively. When the gluon propagator is
renormalized at the point µ1, its saturation value in the deep IR is given by
∆−1(0) = 0.14GeV2 = m2(0) ≡ m20. (6.8)
Therefore, the three masses coincide at the origin, i.e., m0 = 375 MeV. However, in the
intermediate region we clearly see differences in their momentum dependence. Notice that,
in this particular region, the original equation produces a m2(q2) that falls off slower than
the improved versions. On the other hand, the m2(q2) obtained with the W1 decreases
considerably faster than the other two cases. The UV tails of these solutions are shown
separately in the insert; as already mentioned, only the one originating from Eq. (6.7) stays
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FIG. 11: (color online) The numerical solution for m2(q2) obtained using the RG-improved Ansatz
W2 of Eq. (6.7) (black circles). The (black) continuous curve represents the fit of Eq. (6.9) while
the (blue) dashed curve is the asymptotic fit for the ultraviolet tail given by Eq. (6.10).
strictly positive for all momenta.
C. A physically motivated fit
It turns out that the three different masses in Fig. 10 may be fitted very accurately by a
single, particularly simple function, namely
m2(q2) =
m20
1 + (q2/M2)1+p
. (6.9)
The corresponding sets of optimal values, (M, p), for the mass scale M and the exponent
p are as follows: (i ) (557 MeV, 0.08) for the black continuous curve; (ii ) (381 MeV, 0.26)
for the blue dashed curve; (iii ) (436 MeV, 0.15) for the red dotted curve. All fits have a
reduced χ2 ≈ 0.99. Note thatM is just a dimensionful fitting parameter, not to be confused
with the characteristic QCD mass scale, Λ; in fact, within the MOM scheme that we use,
and for αs = 0.22, we have that ΛMOM = 280 MeV [73].
In order to appreciate the quality of the above fit, in Fig. 11 we superimpose the numerical
solution for the RG-improved Ansatz W2 when α(µ1) = 0.22 (black circles) and the fit
of Eq. (6.9)(black continuous curve). Clearly, the coincidence between the two curves is
striking.
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Let us now take a closer look at the asymptotic form of m2(q2) for large q2, to be denoted
by m2
UV
(q2). From Eq. (6.9) it is clear that, for sufficiently large values of q2, the 1 may be
depreciated in the denominator of Eq. (6.9), yielding
m2
UV
(q2) =
m20Λ
2
q2
(
q2/M2
)
−p
. (6.10)
As is shown in Fig. 11, the onset of the asymptotic form (6.10) is clear already at momenta
of the order of a few GeV.
The particular asymptotic behavior described in Eq. (6.10) corresponds precisely to the
so-called “power-law” running of the effective gluon mass, first conjectured in [74], and
subsequently studied in [75, 76]. Its main physical implication is that the condensates of di-
mension two do not contribute to the OPE expansion of m2
UV
(q2), because otherwise the cor-
responding running would have been logarithmic. Then, in the absence of quarks, the lowest
order condesates appearing in the OPE of the mass are those of dimension four, namely the
(gauge-invariant) 〈0|:GaµνG
µν
a :|0〉, and possibly the ghost condensate 〈0|:c
a
 ca:|0〉 [77, 78].
Since, on dimensional grounds, these condensates must be divided by q2, one obtains (up to
logarithms) the aforementioned power-law running for the mass.
It remains to be seen if Eq. (6.10) is a fortuitous coincidence related to a particular Ansatz
for the kernel (namely W2), or if it really reflects an intrinsic feature of the gluon mass.
VII. DISCUSSION AND CONCLUSIONS
In this work we have presented a detailed study of the RG structure of the integral
equation that controls the dynamical evolution of the gluon mass. Specifically, we have
shown that the renormalization of this equation can be carried out entirely by means of the
renormalization constants employed in the standard perturbative treatment, namely those
associated with the gluon and ghost wave functions and the fundamental vertices of the
theory. In addition, by making explicit use of the diagrammatic equivalence between the
skeleton expansion of the three gluon vertex in the SDE and BS formalisms, the kernel of the
gluon mass equation can be written exclusively in terms of the renormalized Green’s func-
tions, with no reference to any cutoff-dependent renormalization constants [see Eq. (3.10)].
The RG properties of the full mass equation are inevitably distorted when approximate
expressions are used for its kernel. The departure of the solutions from the correct RG
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behavior is quantitatively described in terms of the RGI gluon mass, m2(q2), and can serve
as a discriminant for the various Ansa¨tze employed for the kernel. Using this criterion, we
have established that the m2(q2) constructed using as input the solution m2(q2) obtained
from the original version of the mass equation [21], deviates considerably from the optimal
RGI behavior (see Fig. 7).
Then, motivated by the RG properties that the kernel must satisfy, two new versions of
the gluon mass equation were put forth [see Eqs. (6.6) and (6.7)], which are expected to
display an improved RG behavior. Indeed, our numerical analysis reveals that the m2(q2)
obtained from both RG-improved Ansa¨tze capture more faithfully the RG properties of the
exact equation. Specifically, the deviations between the m2(q2) obtained for different µ’s
displays, in the less favorable regions, a relative error around 12% and 10%, respectively.
In addition, and contrary to the other two cases, the Ansatz of Eq. (6.7) presents a well-
defined positive UV tail in all range of momenta. We therefore conclude that, overall, the
best available functional form for the kernel is given by Eq. (6.7).
Interestingly enough, W2 has a simpler structure than W1, in the sense that it contains
a single adjustable parameter instead of two, and yet it produces results that are in better
compliance with the basic theoretical principles that we have considered. The reason for
that may be related to the overall sign of the gluon mass equations, and the degree at
which each Ansatz succeeds to effectively reverse it. Specifically, as already mentioned
after Eq. (5.7), the negative sign on the rhs of Eq. (4.9) must be compensated by negative
contributions coming from the kernel. In the case ofW2 this is accomplished directly, and in
a rather elementary way, because the parameter c is simply chosen such that 1 + c becomes
sufficiently negative. Instead, W1 performs the same task in a less efficient way, which
may be reflected in the slightly enhanced departure of the resulting mass from the perfect
RG-invariance, and the change of its sign in the deep UV.
It is clear that a more rigorous determination of the kernel is required, in order to further
substantiate our analysis. It is worth pointing out that, in this effort, one may want to keep
open the possibility of working with the lhs of Eq. (3.8), rather than its rhs. Indeed, whereas
for the formal demonstration presented in Section III the rhs of Eq. (3.8) seems to be advan-
tageous, because it is free of the renormalization constants Z, for the actual computation of
Gµαβ the lhs may turn out to be easier to handle. Of course, in order to make progress with
the lhs, in addition to obtaining a better approximation for the quantity Y (k), one ought to
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provide appropriate expressions for the renormalization constants Z. These tasks are tech-
nically particularly subtle and laborious, because they require, among other things, a tight
control on the structure of the various fully-dressed vertices of the theory. In fact, the mul-
tiplicative renormalizability and the correct cancellation of overlapping divergences depends
crucially on the detailed knowledge of the transverse (automatically conserved) part of the
corresponding vertex (in our case of the three-gluon vertex), which forces one to go beyond
the usual gauge-technique inspired Ansa¨tze for the vertex in question [3]. These difficulties
have been exemplified, and only partially circumvented, in the studies of the gap equation
that controls the chiral symmetry breaking and the dynamical generation of a constituent
quark mass [1–3, 37]. We hope to make progress on some of these issues in future works.
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