Abstract-This work describes a modular open source AAL framework for event recognition and smart home control. Various integrated tools simplify the configuration task, the personaliza tion as well as the learning of activity models by a novel approach.
Flexibility, standard compliant interfaces as well as the ability to transfer the system into new environments with little efforts have a strong focus. The paper describes the system architecture and the algorithms used.
I. M OTIVATION & B ACKGROUND
The motivation of the activities and the work presented here are mainly driven by the demographic changes and the need for ambient assistive technologies for supporting a longer independent living of the elderly. Behavior pattern recognition based on non obtrusive sensors is a challenging task but seen to be of fundamental importance for AAL technologies being accepted by the end users [1] .
A. State-oj-the art in smart home technologies Future smart home solutions are demanded being able to increase the comfort and safety on the habitants and to save energy at the same time. Nowadays state-of-the-art smart home solutions are based on simple pre-defined rules to switch devices based on movement detectors or timers, but there is still very less intelligence built in due to the following reasons:
• Too many systems on the market are proprietary and cannot be connected to each other
• Very few smart appliances are available on the market (smart fridge, ... )
• Living environments differ significantly and standardized solutions will not work
• This leads to a very high configuration effort and high costs subsequently
The key towards smart systems is seen to be activity recognition and a lot of research was done over the last years.
Even if many approaches and algorithms exist, there are still many problems to solve to gain a system which is able to be used in real environments in everyday life.
Besides the former focus on safety features for assistive enironments there has been increasing research in the area of activity and pattern recognition for diagnoses and therapy sup port. Sensor data is used for behavior monitoring and regarding trend analysis for early detection of neurodegenerative dis eases (e.g. dementia) in several research projects. The project SO F TCAR E for instance aims to develop a home monitoring system including the following features fall detection indoors and outdoors, behavior pattern recognition based on activity and location information and risk situations detection based on expert knowledge [2] , [3] . A further German project with a diagnoses support goal is SAMDY [4] where a sensor-based adaptive monitoring system for behavior analysis for seniors is developed.
One of the first AAL Joint Programme projects in this area is the BEDMOND project where the authors are involved in and which aims at the development of an IC T-based system for an early detection of Alzheimer's disease and other neurodegenerative diseases, focused on elderly people while living at home [5] , [6] . With such an early detection health professionals can later on apply an also early treatment which will help the elder to live longer in an independent way at home by delaying as long as possible Alzheimer's disease appearance. The project has started in June 2009, is now in its trial phase and will last until May 2012.
BEDMOND is based on a constant monitoring of the elders' behavior during their daily living so it can be continuously matched against a user profile set up within a training period.
The results of this periodical matching can provide relevant information to the health experts to evaluate whether an Alzheimer's disease at early stage could appear to start. So, all the data gathered by the BEDMOND system, initially taken from home sensors network, later processed to daily activities recognition patterns and finally interpreted through a rule based engine (where health professionals knowledge is the key), will be later, periodically presented to the medical expert to determine whether, at the sight of the reports, activity by activity, the behavior changes shown may mean the beginning of a cognitive decline or just a casual deviation. After detec tion, health experts will very likely apply a pharmacological treatment to the elderly person and the BEDMOND system will keep on monitoring user behavior in order to assure that the supported treatment takes effect on the delay of Alzheimer's disease appearance. 
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B. Related Work
Human activity recognition is a challenging task and has been an active, fast growing and huge research area and a multitude of approaches and algorithms have been proposed.
Ro ughly, approaches can be categorized by vision-based, sensor-based, wearable or object based activity recognition, whereby this paper is focused on nonobtrusive sensor based activity recognition. Algorithms used in activity recognition can be divided into two major groups. The first one is based on machine learning techniques including supervised and unsupervised learning methods. The second one is based on logical modeling and reasoning [I] .
For probabilistic activity recognition a wide range of algo rithms exist. This includes Hidden Markov Models (H MMs) [7] , Bayes networks [8] , decision trees and other classical pattern recognition methods. Among these, HMMs and Bayes networks are the most popular used.
An approach similar to Hidden Markov Models are that of probabilistic finite state automata (P FSA) [9] . PF As have been introduced to describe distributions over strings but have been successfully used in several fields, including pattern recogni tion. Finite state machines in general are widely used for all kind of control tasks, as they appear in smart environments as well.
Another approach for the detection of patterns in behavior are T-Patterns [10] . T-Patterns were created for finding hidden or non obvious temporal patterns in behavior. Fine grained configuration options allow detailed access to functionalities in each OS Gi bundle [12] . All of these technologies are used to realize important aspects for an AAL service platform: namely security, modularity, extendibility and interoperability.
Furthermore HOMER makes use of several standards, namely:
• Independent Living Activity Hub specialization ISOI IEEE 11073-10471.
• ISOI IEC 14543-3: KNX is a standardized OS I-based net work communications protocol for intelligent buildings [16] .
In the laboratory prototype typical off-the-shelf home au- figure 3 .
With an appropriate pre -processing in means of detection outliers, incomplete or corrupted data, activity recognition can be performed with finite state machines. For example, good results could be achieved for the indoor localization task by reaching the second place at the EvAAL competition in 2011 [17] . In figure 2 the administration interface with a simple state machine is depicted.
III. A CTIVITY RECOGNITION

A. Sensors integrated
The sensors used in for behavior detection are off -the -shelf and low-cost conventional KNX home automation sensors and wireless xComfort sensors from EA TON [18] , which use a proprietary protocol, are applied and connected to HOMER. needs. Actually it has a day care centre for 20 olders, assisted living houses (10 apartments) and a shared housing setting.
As an example the configuration of one of the selected flats is presented here. Figure 4 shows the floor plan with the locations of the used sensors. The table I lists all the integrated sensors.
B. Pattern recognition (T-Patterns)
The conceptual and algorithmic develo p ment behind T Patterns was initially stimulated by research regarding the structure of behavior and interactions with varying focus on real-time, probabilistic, and functional aspects, as well as hierarchical and syntactic structure, creativity, routines and planning [10] , [19] . When dealing with real world sensor data, the data are sparse in means of long observational periods and clustered in short periods. Figure 5 shows long periods without activity, and short periods with high activity. This must be considered when using the T-Pattern approach since the discrete observa tional time contributes to the computation of the significance value, what means that at first the discrete time points have to be normalized (e.g. to the shortest distance between to events to be one) and a very small significance level has to be chosen, otherwise long patterns will be recognized (0: = 10-8 ).
A histogram of recognized T-Patterns based on 3 different sensors is depicted in figure 7 . Several patterns appear sig nificantly more often than others, and those can be assumed to be essential for an activity to be recognized. This detected patterns will found the basis with further processing when probabilistic state automata are going to be generated.
C. Behavior model generation
The T-Patterns detected with the procedure described in the previous section are the base for a further processing and activity model creation. For modeling a modified version of the algorithm for learning of variable memory length Markov processes is used as proposed in [20] , [21] . In contrast to the original application in text recognition, where patterns consist of subsequent characterss, the patterns in our data might be noisy due to other sensor data which have been recorded in parallel but in another context. Since the noise might overweight the true patterns of interest, we see the T Pattern approach as a preprocessing procedure to be a good method avoiding that disturbances. Activity processes can be described by a subclass of prob abilistic finite automata which are called Probabilistic Suffix Automata (PSA) by the authors of [20] . Probabilistic automata have similarities to widely used Hidden Markov Models, as analyzed e.g. in [22] . On the other hand finite state machines are already used in the HOMER [11] system and PSAs seemed to be a logical extension to handle also uncertainty in cases which can't be solved with pure finite state automata. In [20] the authors propose a learning algorithm using Prediction Suffix Trees which can be transformed to PSAs.
It is shown that for every PSA there exists an equivalent PS T of roughly the same size, but PS Ts are easier to learn.
A PS T T, over an alphabet �, is a tree of degree I�I. Each edge in the tree is labeled by a single symbol in �, such that from every internal node there is exactly one edge labeled by each symbol. the nodes of the tree are labeled by pairs (s,/s) where s is the string associated with the walk starting from that node and ending in the root of the tree, and /s : � -+ [0, 1] is the next symbol probability function related with s. It is required that for every string s labeling a node in the tree, �aEE/s(O") = 1. A PS T T generates strings of infinite length, but only probability distributions induced on finite length prefixes of these strings are considered. The probability that T generates a string T = TIT2 ..
where sO = e, the empty string, and for 1 :::; j :::; N -1, sj is the string labeling the deepest node reached by taking the walk corresponding to TiT i-I ... TI starting at the root of T.
The learning algorithm is as follows: The sample statistics is used to define the empirical probability function F and a suffix tree T is constructed which is a subtree of T with high probability. String with a single node labeled as the empty string e, nodes are added which are seen to be in the tree. This is the case when for the node v the following holds.
The empirical probability of s, F(s), is non negligible, and for some symbol 0", F(O"ls), differs substantially from the empirical probability of observing 0" following the suffix of s, which is F(O"lsuffix(s)). The decision rule is dependent on the ratio between F(O"ls) and F(O"lsuJfix(s)) and a given node is added only when this ratio is substantially greater than 1. The detailed algorithm can be found in [20] as well as the transformation to a slight variant of a PSA. A learn PS T based on real sensor data is shown in figure 6 .
D. Detection of path
The detection of repeating paths inside a home was one of the main indicators in the BEDMOND project [23] , [24] . 
IV. CONCLUSION AND OUT LOOK
The HOMER system is under current development and it will be extended in means of interoperability, pattern recog nition methods and self-learning capabilities. The algorithms described beforehand will fundamentally increase the effi ciency of the system in terms of configuration efforts due to automated processes. A conceptual structure of the system is depicted in figure 8 . [27] .
The HOMER system aims to provide modules to the uni versAAL framework in means of administration interfaces and pattern recognition. To do so, the self-learning features of HOMER will be further extended and improved, and coupled with a context ware multi-device user interface system as under current development in den AALuis project [28] .
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