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Abstract
The development of modelling in aquatic ecology has focused on mechanistic biogeochemical 
models.  However, such models have substantial data requirements for inputs and also for proper 
validation, which hinders their use for less studied systems.  Another significant problem with 
complex models is their structural and computational difficulty, and thus often an associated 
absence of proper uncertainty analysis for the model results. This makes the use of the outputs 
for public policy making (e.g. in lake management) rather questionable.  We see no compelling 
reason (other than lack of awareness of choices) why all lakes and all questions should necessarily 
be studied using the same high-profile models. Here we review two alternative statistical 
approaches, Linear Mixed Modelling and Structural Equation Modelling, and the different 
ways they have been used to extract maximum information from existing data. These methods 
offer promise for tackling the problems highlighted above, although our aim is not to promote 
any one method over the others.  Rather, we want to stimulate debate about the remaining 
unknown factors in lake modelling as well as about the balance between data and models, and 
the still too uncritical way in which model outputs are interpreted and used for decision making.
Keywords: Chlorophyll a; lake management; phytoplankton; statistical modelling; uncertainty.
Introduction
With ecological modelling there is a need to consider 
carefully, not only the theoretical validity of the model 
equations, but also their reliability and consistency in 
describing biological systems.  Arhonditsis & Brett (2004) 
showed through meta-analysis that the performance of 
mechanistic aquatic biogeochemical models declines the 
more they shift from physical and chemical processes to 
biological components of planktonic systems.  Also, when 
the models are used for forecasting or as baselines to study 
new systems, there is a need to consider very carefully the 
uncertainty in the model outputs and the information they 
are actually yielding (Clark et al., 2001).
In this review we do not intend to go deeper into 
the purely scientific aspects of how modelling should 
face these questions.  Rather, we wish to consider how, 
from a more practical and basic standpoint, these issues 
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affect application of models in lake management.  At 
present, attention seems to be focused on further and 
joint-development of the (strongest) existing mechanistic 
biogeochemical models, with very detailed descriptions 
of the aquatic system (see Jørgensen, 2010; Mooij et al., 
2010; Trolle et al., 2012).  Although the development of 
these models has been intense during recent decades and 
many methodological improvements have been achieved 
(see  Jørgensen, 2010 for a short review), it is not clear 
that the problems highlighted above are overcome when 
applying the models to study new interactions outside 
their base equations and the environment into which they 
are fixed (Rykiel, 1996).  For this reason, the most apparent 
drawback with applying process-based biogeochemical 
models for management purposes (besides expensive 
licenses, high computational costs and complexity) is 
that they require a substantial quantity of both detailed 
data for input and independent data for validation.
This means that for a lake that has not been well 
studied, the credibility of the model and its function in 
the new system may become impossible to judge and its 
validity cannot be confirmed (discussed by Oreskes et 
al., 1994; Rykiel, 1996; Arhonditsis & Brett, 2004).  Indeed, 
this is often the situation when utilising models in lake 
management, even though the predictive power of models 
during the decision-making process would then be 
crucial.  For example, many of the lakes covered by the 
EU Water Framework Directive (European Parliament & 
Council, 2000), that presents water quality requirements, 
have not been studied sufficiently intensively to permit 
good quality process-based modelling.  One solution 
could be to apply less complex models for less studied 
systems.  However, in many cases the simple equations 
are not sufficient for the questions of interest and for 
exploring the system function.  The right time and 
space scale is crucial for addressing more detailed 
questions, and the often averaged predictions of simple 
models can only offer insight into large-scale processes.
Statistical methods have received surprisingly little 
attention in ecological, and especially in aquatic modelling 
(Arhonditsis et al., 2006; Kruk & Segura, 2012), even 
though they could offer more efficient and reasonable 
ways to exploit sparse data.  An even stronger reason 
to think that statistical methods can represent a good 
option is the possibility for sufficient uncertainty analysis. 
Even when provided with ostensibly sufficient data, the 
interactions among different variables in open systems 
are neither clear nor stable, so that the possibilities to 
make accurate measurements of everything essential 
are limited (Oreskes et al., 1994).  Yet proper evaluation 
of the predictive accuracy of mechanical models has 
received too little attention, probably because when the 
very detailed models inevitably become very complex 
the task becomes extremely difficult (Robson et al., 2008; 
Doherty & Christensen, 2011).  This has raised particular 
criticism of the use of biogeochemical models as a basis 
for public policy decisions (Oreskes et al., 1994; Malve, 
2007; Ramin et al., 2012).  Similarly, the scientific value 
of the model outputs can be difficult to judge if no 
uncertainty analysis is performed, Arhonditsis & Brett 
(2004) reporting on the lack of uncertainty analyses in 153 
modelling studies undertaken between 1990 and 2002.
However, with most commonly used statistical 
methods, we soon face the (often ignored) problem that 
data or model residuals do not meet the assumptions 
of either normality or homogeneity, fixed explanatory 
variables, independence of observations or a correct model 
specification (Zuur et al., 2009).  Using the methods anyway 
or not understanding the true meaning of the assumptions 
can in the worst case lead to false models and false 
interpretations of the system.  Especially with observational 
data, problems arise with traditional linear models (and 
regressions) as one of their essential features is to assume 
only the dependent variable to be subject to measurement 
error or other uncontrolled variation.  With ecological field 
data, this is not achieved (Zuur et al., 2010).  Thus, there is 
a need to identify novel methods that do not have, or can 
handle, the non-fulfilment of those assumptions, because 
if we seek to learn about causal relationships in nature we 
cannot rely only on controlled experiments (Shipley, 2002).
Here we consider two methods, linear mixed modelling 
(LMM) and structural equation modelling (SEM), to 
promote the idea that instead of concentrating too much 
on developing all-embracing models we should constantly 
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seek new and adequate modelling tools to extract the most 
ecological information from the available data, while at the 
same time acknowledging the unpredictability and multi-
dimensionality of nature, that may be simply impossible 
to compress into equations.  It is crucial to recognise 
the stochasticity of nature and handle it in the right way 
(Clark et al., 2001), as well as to bear in mind the heuristic 
nature of models (Oreskes et al., 1994; Otto & Day, 2007).
Both LMM and SEM appear to represent interesting 
alternatives for studies with environmental data, although 
at present their ecological applications, especially for 
aquatic environments, are still growing.  The reasons these 
methods have not been used more in general have mostly 
been inadequate computing power and lack of freely 
available software (Zuur et al., 2010).  In addition, these 
methods are of course more complicated to adopt than 
some more common statistical methods (Zuur et al., 2009). 
In the case of path analysis, from which SEM is derived, and 
the original work of geneticist Sewall Wright,  it was also 
not able to compete with Fisher’s methods at the beginning 
of the 20th century and was ignored (Shipley, 2002).
We will introduce the use of LMM and SEM for 
phytoplankton- and eutrophication-related studies 
of lakes and summarise their benefits compared to 
more customary methods.  Although there are several 
other methods, these two were selected because they:
• have interesting, novel approaches to study ecological 
questions;
• are relatively easy to adopt with the help of some 
statistical support;
• do not require extensive input data;
• are executable using normal computing power;
• already have some published applications for 
aquatic environments, including phytoplankton, for 
comparison;
• can be applied with free software like R (R 
development core team, 2012).
In addition, they can be combined with Bayesian 
inference.  In the Bayesian mode of thinking, external 
information outside the observed dataset can also be 
used in the analysis.  Assimilating this so-called prior 
information from earlier studies or literature helps to 
utilise all the available information about the phenomenon. 
Moreover, any new information gained afterwards can 
easily be added into the model.  In Bayesian inference, 
model parameters are considered as random variables 
and they are assigned a probability distribution (Ellison, 
2004).  In environmental decision making, the Bayesian 
approach is appealing, as the uncertainty and error in 
data and in the predictions can be statistically quantified 
and considered.  One limitation of Bayesian analyses 
has been its computational difficulties and thus greater 
requirement for computing power.  However, this 
problem is overcome with the help of modern computing 
software.  A thorough and mathematically emphasised 
introduction to Bayesian data analysis can be found in 
Gelman et al. (2003) and a more practical introduction 
for ecologists in Ellison (2004) and Clark (2005).
Linear Mixed Modelling and 
Structural Equation Modelling in 
phytoplankton studies
We undertook a search in the Web of Science (http://
thomsonreuters.com/web-of-science) concentrating on 
those articles that actually introduced an application for 
phytoplankton and perhaps linked this to eutrophication 
problems.  Because the selected statistical methods can 
be referred to by different terms, for structural equation 
modelling we conducted the search with: (‘phytoplankton’ 
OR ‘chlorophyll’) AND (‘structural equation model*’ OR 
‘causal model*’ OR ‘latent variable structural equation*’ 
OR ‘analysis of covariance structure*’) (taken from Rigdon, 
1998).  For mixed effects models we wanted to include 
possible non-linear applications and did the search with: 
(‘phytoplankton’ OR ‘chlorophyll’) AND (‘hierarchical 
linear model*’ OR ‘multilevel model*’ OR ‘random effects 
model*’ OR ‘mixed effects model*’ OR ‘mixed model*’).
For SEM the number of relevant articles was 13 and for 
LMM seven.  We could not access one of the SEM articles 
(Kenney et al., 2009), but according to its abstract and list of 
authors it is closely related to some of the other papers.  From 
the 19 papers used for this review, seven used a Bayesian 
approach.  Some additional papers listed in the search had 
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chlorophyll a only as a proxy for some other factor and 
so these were omitted from this review.  None of the 19 
papers reviewed was published before 2004 and most were 
quite recent.  As a comparison, a query for SEM without 
the restricting terms phytoplankton and chlorophyll a 
gave over 19 000 papers, most from the field of psychology 
and a little over 300 falling into the Ecology category.  For 
mixed effects models the total number of papers was over 
30 000, of which about 900 were in the Ecology category.
When looking at the number of citations and the 
citation history of the 19 SEM and LMM papers referred to 
here, two issues arose.  Firstly, the papers have not generally 
gained many citations, and secondly they are mostly cited 
in journals like Ecological Modelling and Environmental 
Modelling and Software.  This indicates that currently they 
do not really represent the ‘mainstream’ aquatic modelling 
that reaches the more common limnology-related journals.
Mixed effects models
After using linear regression, the step towards linear mixed 
effects (or hierarchical) modelling (LMM) should not be too 
difficult, because they have much in common.  Besides the 
lme and gls packages for R, some basic statistical programs 
like SPSS (IBM) have a guided function for mixed 
modelling.  The advantages of LMM compared to linear 
regression arise from its capacity to cope with temporal 
and spatial correlation and repeated measurements for all 
types of data.  LMM is especially suitable for complicated 
data structures, like nested or hierarchical data (Zuur et 
al., 2009).  These data structures are common in ecology 
where the observations are naturally grouped so that the 
individual samples in the same group are not independent.
In the linear mixed model the response variable is 
expressed as a linear sum of so-called fixed and random 
variables (=mixed).  The fixed part of the model is usually 
the ‘regression part’ and fixed parameters contribute to the 
overall mean value of the dependent variable, in which 
we are usually interested.  The random part of the model 
expresses the covariance structure of the data, and we are 
not interested in the variables as such (see e.g. Clark, 2007). 
Thus in lake water quality modelling the fixed part could be 
the main and/or joint effect of nutrients on phytoplankton 
and the random part the covariance structure of selected 
variables between and within lakes.  Constructing LMM 
starts by defining the fixed variables of the model, in 
the same way as for linear regression modelling.  By 
adding random variables one by one (lake effect, lake 
type effect, etc.) the sufficient covariance structure 
will be found (see Zuur et al., 2009 for more details).
Besides being linear, mixed effects models can also 
be additive, depending on the relationships between the 
variables.  Zuur et al. (2009) have given a good example of 
how to apply additive mixed modelling to phytoplankton 
time series data that have several complicating factors. 
They used data for which the environmental variables and 
phytoplankton variables had sometimes been measured 
at different times, and containing a large number of 
phytoplankton species, possible temporal and spatial 
correlation, as well as heterogeneity and non-linear trends 
over time.  In addition the data were irregularly spaced 
and the phytoplankton had been counted in different 
laboratories.  The example is a very good introduction and 
discusses not only the advantages of mixed modelling, 
but also the emerging problems and possible solutions.
In practice, a hierarchical model structure has proved 
useful when we want to utilise effectively large datasets 
(for example from environmental monitoring) in which 
the number of monitored lakes is large but the number of 
observations for some individual lakes may be small.  Thus, 
to make predictions for one lake, all pieces of information 
can be put together by weighting the most relevant 
(lake-specific) data, but filling the gaps in information with 
the help of the whole dataset (so-called ‘borrowing strength 
theory’).  The selected papers gave examples of how water 
quality data can be further grouped into intermediate 
hierarchy levels based on different ecoregions (Lamon & 
Qian, 2008), landscapes (Wagner et al., 2011) or lake types 
(Malve & Qian, 2006) to acknowledge the differences and 
similarities that these features may bring at the lake level to 
the processes of interest.  This demonstrates the advantage 
over normal regression, as we can acknowledge the effect 
of, say, lake depth on the phosphorus–chlorophyll a 
relationship (see also Phillips et al., 2008), without having to 
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split the big dataset for separate regression, and thus gain 
a more powerful yet realistic model (Malve & Qian, 2006).
The idea can also be used the other way round, 
to test into what kind of groups it is reasonable to 
divide lakes for their assessment, so that the groups 
actually explain variation in the responses (Cheruvelil 
et al., 2007).  For the intercalibration of ecological data 
within EU countries, Thackeray et al. (2013) used 
hierarchical modelling to show that variation within 
certain proxies for eutrophication (chlorophyll-a 
concentration, Phytoplankton Trophic Index and total 
cyanobacterial biovolume) was highest at the among-lake 
level and not among persons handling the samples.
All the above mentioned studies applied LMM, 
whereas the additive method has been used by Carvalho 
et al. (2011) when trying to determine risk factors for 
cyanobacterial blooms.  Their modelling showed that at a 
national scale the lake water colour followed by alkalinity 
increased the risk.  The additive method has also been used 
to study and acknowledge differences among lakes and 
years when estimating the effect of nutrient availability 
and temperature on different phytoplankton groups 
(Salmaso et al., 2012).  Thus, the studies are very similar 
to those done with LMM, but with the additive method 
allowing non-linear relationships between variables.
In three of the papers (Malve & Qian, 2006; Lamon & 
Qian, 2008; Wagner et al., 2011), Bayesian inference has been 
included into the modelling.  Lamon & Qian (2008) stated 
that, because of problematic data, the Bayesian method 
was essential for their model estimates.  When the number 
of hierarchy levels and the number of model parameters 
grow, the parameter estimation becomes difficult due 
to complex equations.  Thus, obtaining analytical or 
closed-form solutions to them becomes impossible, leaving 
the Bayesian sampling-based approach as the only option 
(Clark, 2007).  Actually it is more a rule than an exception 
that Bayesian inference is used in the mixed effects model 
analysis.  On the other hand, the term ‘fixed effects’ in the 
Bayesian context is a bit confusing, as all the parameters are 
random (Gelman et al., 2003).  Therefore, it is more common 
to use the term hierarchical Bayes, whenever there is a 
mixed/multilevel modelling and a Bayesian approach is 
involved.  From a more practical point of view, the posterior 
distributions from Bayesian analysis give a more tangible 
idea of the uncertainty in estimates (Malve & Qian, 2006).
LMM and additive modelling seem to be efficient 
tools to make the most of sparse monitoring data, and, 
on the other hand, to make deductions that take into 
account the natural variation between sites.  Malve & Qian 
(2006) showed how the hierarchical model fit for three 
different lakes was better than that of a non-hierarchical 
lake type specific model.  However, sometimes the 
preciseness of the hierarchical levels may not be clear. 
For instance, there has been debate (Lamon et al., 2008) 
about the accuracy of dividing Finnish lakes into the 
different types that are used in Malve & Qian (2006), 
whereas Wagner et al. (2011) point out that they had to 
make a lot of assumptions with the landscape data.  Of 
course, the selected hierarchy may not always highlight 
any notable differences; for example, the growth of some 
phytoplankton species may be more consistent among 
different lakes than that of others (Salmaso et al., 2012).
Structural equation modelling
Structural equation modelling (SEM) is a component of 
applied multivariate statistical analyses that emphasises 
causal effects through the study of path relations.  It is not 
directly a statistical technique but a scientific framework 
within which new techniques can be added as they 
become available (Grace et al., 2010).  Essentially SEM 
is an extension of the general linear model, but a rather 
deeper introduction to SEM than to LMM is probably 
needed, and a thorough explanation of the different steps 
of SEM can be found from Shipley (2002).  Nevertheless, 
using SEM programs does not actually require a very 
detailed understanding.  R has packages for SEM, but it 
may be easier first to adopt the technique using some of the 
commercial packages, which are more visual.  Some free 
student versions are available, for instance SPSS AMOS 
(IBM), but unfortunately that does not include the Bayes 
function.
Unlike for linear regression, in SEM it is possible to 
include multiple dependent variables and hence to obtain 
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a better overall picture of the system function.  SEM 
can also handle difficult data, like time series with auto 
correlation as well as non-normal or incomplete data.  One 
useful property for ecosystem studies that distinguishes 
SEM from simple path models is the inclusion of latent 
variables (Shipley, 2002).  A latent variable is one that 
cannot be measured directly, and hence it can be more 
hypothetical and theoretical (Hershberger et al., 2003). 
However, it is usually more convenient and justifiable to 
include a latent variable if it can still be observed through 
directly measurable variables that are linearly related to 
it (Shipley, 2002).  The inclusion of latent variables also 
allows us to capture the unreliably of measurement in 
the model.  For instance, we can measure some nutrient 
fractions from the water, but since we know they do 
not explain the growth of phytoplankton directly as 
such, we create a latent variable ‘nutrients’ (see e.g. Fig. 
4 in Arhonditsis et al., 2006 for illustrative example).
SEM can be used either to confirm a theory by testing 
it against empirical data or to explore the potential 
relationships between different variables and build up 
theories (Hershberger et al., 2003).  Especially when 
building up theories it is necessary to consider very 
carefully what is the quality and the representative-
ness of the data.  The first step in SEM is to establish a 
conceptual model and a path diagram of the interactions 
between different variables and to form a framework for 
model development (this is why using R instead of the 
commercial packages may feel difficult at first, because 
with them the model building starts simply by drawing the 
variables and paths between them, which is not possible 
in R).  Besides literature, principal component analysis 
(Chou et al., 2012) and/or linear regressions (Liu et al., 
2010) can be used to identify the major sources of influence 
on responsible variables, before constructing SEM.
Of the 12 articles we selected, half introduce SEM for 
studying the effect of nutrients and other ambient factors 
on chlorophyll-a concentrations and phytoplankton 
biomass but also on different phytoplankton groups 
within the community (Arhonditsis et al., 2006, 2007a, b; 
Liu et al., 2010; Salmaso, 2011; Gudimov et al., 2012).  One 
climatic-change-related review uses SEM as part of the 
analysis to elucidate some of the key causal relationships 
that affect the interplay between different variables and 
phytoplankton (Shimoda et al., 2011).  The planktonic 
food web and prey–predator interactions are studied in 
one of the articles (Shinada et al., 2005), and four articles 
focus on biodiversity, often also including a regional 
or latitudinal effect (Korhonen et al., 2011; Stomp et 
al., 2011; Chou et al., 2012; Matthews & Pomati, 2012).
After establishing the conceptual model, estimates 
for the paths (parameters) are calculated with the help 
of maximum likelihood estimation or weighted least 
squares, so that the model is able to create a variance-
covariance (or correlation) matrix for the variables, 
congruent to the one observed (see Hershberger et al., 
2003).  A key element in model building is that inclusion 
or exclusion of a pathway should be based on theoretical 
justifications instead of being an automatic procedure. 
In addition, the pathways should be kept to a minimum 
and the model as simple as possible (Grace et al., 2010). 
Indeed, SEM with too many interacting variables becomes 
onerous to interpret and follow (as in Stomp et al., 2011).
The null hypothesis in SEM is that the observed 
covariance matrix equals the model-implied one and 
that the model can be accepted.  Hence, a very important 
feature for the interpretation of results is that the aim is 
the acceptance of H0, not rejection.  For instance X2-test 
can be used to test the congruity between the observed 
and modelled matrices.  The value of X2 should be as 
small as possible, degrees of freedom should be high and 
p higher than 0.05 (see e.g. Shipley, 2002; Hershberger et 
al., 2003; Grace et al., 2010).  There are also other options 
that can be used instead of or together with the X2-test, like 
the root mean square error of approximation (RMSEA) 
and the goodness of fit index (GIF) (used in Shinada 
et al., 2005; Arhonditsis et al., 2007a; Chou et al., 2012).
When the best possible model is identified, the direct 
paths between different variables can be examined 
to see the direction and strength of their interactions. 
The (usually) standardised path coefficients between 
variables are equivalent to the slopes in normal 
regression.  However, when latent variables are included, 
the total standardised effect of measured variables on 
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the dependent variable is calculated by multiplying 
the effect between the measured and latent variables 
and that between the latent and dependent variables.
Interestingly, the studies selected show that physical 
factors, especially temperature, more consistently 
influenced phytoplankton growth and dynamics (e.g. 
Arhonditsis et al., 2007a; Chou et al., 2012), although 
the influence was not uniform between different 
places (Arhonditsis et al., 2007b).  The role of nutrients 
varied and the addition of some key growth element 
such as phosphate (if comparing Arhonditsis et al., 
2007a and b) did not markedly improve the model.  As 
Arhonditsis et al. (2006) pointed out, in phosphorus-
limited environments the normal monitoring sampling 
frequency is too low for detecting the actual relationship 
between phytoplankton and phosphate concentrations, 
the latter usually falling under detection limits.  Models 
that included separate phytoplankton groups instead 
of total chlorophyll a seemed to be more efficient in 
elucidating the more detailed interactions, such as between 
temperature, nutrients, zooplankton and phytoplankton 
(Arhonditsis et al., 2006; Shimoda et al., 2011).
The interpretation of SEM results is perhaps the 
most critical part, especially when latent variables are 
present.  Some of the articles were confusing to read, 
when for instance SEM with X2 = 183.9 and  p < 0.01 (no 
degrees of freedom given, Matthews & Pomati, 2012) 
was reported to be the best model.  Also, there was some 
incoherence in interpreting the results.  In Liu et al. (2010) 
the latent variable ‘toxic substances’ was included in the 
model and some of the substances were argued to have 
a relatively large effect on phytoplankton.  However, the 
total standardised effects of cyanide, arsenic, cadmium 
and fluoride can be calculated to be (-0.0022) to (-0.0001), 
which does not support the authors’ interpretation.
Besides illustrative introductions to applying 
SEM correctly in ecological studies (Shipley, 2002; 
Hershberger at al., 2003; Grace et al., 2010), there are 
good papers discussing how to incorporate results 
from SEM studies into research papers (Hoyle & Panter, 
1995; Boomsma, 2000).  With methods like this that 
can be applied in many different ways it is crucial not 
to confuse the reader or omit any information that 
enables the logic of modelling to be followed and the 
right interpretation of the results.  With the freedom that 
is mentioned as one of the appealing features of SEM 
(Arhonditsis et al., 2006), there also comes responsibility.
There were four studies that combined Bayesian 
inference with SEM (Arhonditsis et al., 2006, 2007a, b; 
Gudimov et al., 2012).  One of them (Gudimov et al., 
2012) used Bayesian networks, which enables assessment 
of the uncertainty in the final result when integrating 
various models (with uncertainties) into one framework. 
The biggest advance in including the Bayesian approach, 
especially with SEM, is that it does not rely on asymptotic 
theory, thus allowing smaller sample sizes (Arhonditsis 
et al., 2006).  As the inferential tests of SEM are otherwise 
asymptotic, the required sample size is high (Shipley, 2002). 
Some extra information can also be gained compared 
to the maximum likelihood method, if there is more 
than one local maximum for describing the phenomena.
Concluding remarks
LMM and SEM are both illustrative and interesting tools 
to explore aquatic environments.  With both methods 
some new ideas about the interactions between different 
variables and phytoplankton are highlighted in published 
studies.  For this reason – the possibility of deriving 
‘hints’ of underlying processes, even of those not directly 
observable (Malaeb et al., 2000), which can then be used 
in developing further ideas and studies – ecological 
modelling with different techniques should be encouraged 
(Oreskes et al., 1994).  There should be more space for 
exploration and creativeness when using models as a tool, 
instead of the idea that we should aim for a ‘perfect’ model, 
capable of describing the system as we see it.
Yet we emphasise that the techniques reviewed here 
are by no means the only ones, or necessarily the most 
suitable for addressing every question.  There are some 
notable differences even with LMM and SEM, as LMM 
seem to be more suitable for refining information from 
sparse, big datasets, whereas SEM can more readily 
elucidate the patterns within systems.  It is perhaps easier 
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to understand how LMM (like regression) can be utilised 
in lake management and predictions, but for SEM there 
is also a good demonstration in Arhonditsis et al. (2006). 
Although it puts one outside of ‘the comfort lines’, 
whether the customary model is the best one to be used 
for new kinds of questions should always be considered. 
No one is capable of mastering all the techniques, which 
strengthens the case for interdisciplinary cooperation.
Whatever the technique, it is important to keep in 
mind that, although the theory behind the statistical 
models is fixed, there is always, as in any kind of 
modelling, some degree of subjectivity involved when 
determining the interactions between different variables 
and setting up models.  Because the models can be built 
up in many different ways, there needs to be enough 
information in the publications for anyone interested to 
repeat the modelling process to judge its logic (Hoyle 
& Panter, 1995; Boomsma, 2000).  This is especially 
true when introducing novel methods. However, since 
free software for statistical modelling is available, and 
the calculations are done through standard statistical 
equations, the methods are actually, at their best, 
very transparent ways for using models in science.
As discussed earlier, proper uncertainty analysis 
should be customary in ecological modelling, especially 
when used as a basis for public policy making.  In fact, 
not all LMM and SEM papers referred to here considered 
the uncertainty adequately.  If any, the 95 % confidence 
intervals or similar were most used for model outputs 
(Malve & Qian, 2006; Arhonditsis et al., 2007a, b; Wagner 
et al., 2011; Gudimov et al., 2012) and some papers 
including Bayesian analysis introduced few posterior 
distributions for the estimates (Arhonditsis et al., 2006; 
Gudimov et al., 2012).  The benefit of proper uncertainty 
analysis is not just in the awareness and in the possibility 
to evaluate the model performance.  In situations when 
the uncertainty in model results for management 
planning becomes unacceptable, they can still be used 
to indicate where future monitoring efforts should be 
targeted to decrease the uncertainty (Lamon & Qian, 2008). 
Related to this, there should in general be some 
consideration of the minimum amount of data that is 
needed to do any kind of modelling for a study lake, 
especially if we go into more detailed questions about 
eutrophication or phytoplankton.  In management projects, 
models are unfortunately sometimes seen as a substitute 
for sampling.  Otto & Day (2007) framed this very concisely:
‘- - - But without data, collected in the field or in the lab, 
mathematical models can never tell us what has happened 
or what is happening.  Thus, it would be foolish to promote 
mathematical biology above other areas in biology.’  Even with 
adequate sample sizes, but too long sampling intervals, 
SEM was not able to catch all the interesting interactions. 
Another issue is the importance of sampling done after 
modelling, to verify the model results and see if they hold.
Besides these questions about proper modelling 
technique and data, we agree with Ramin (2013) that more 
critical evaluation of the limits of modelling is needed.  Our 
trust in models is sometimes too great, although there are 
still many indisputable unknown factors.  A good example 
is how many current modelling studies aim to illustrate 
the effects of climate change.  While the question is of 
high importance, the use of models to predict the future 
from certain offsets and assumptions is in the worst case 
highly misleading.  The predictive power of models 
decreases fast the further the simulation proceeds from the 
starting point, especially with phytoplankton (Arhonditsis 
& Brett, 2004; Benincà et al., 2008).  In addition, the 
environment for which we now calibrate the models will 
not be the same in a hundred years, which challenges the 
credibility of the predictions (see Rykiel, 1996; Clark et 
al., 2001).  As a more concrete point of comparison with 
aquatic modelling, one can consider the long tradition 
of meteorological studies and modelling, and the 
accuracy of weather forecasts for the coming weekend!
The validity of the model results is of course also a 
matter of the scale of modelling, with the bigger, more 
average processes being easier to ‘capture’.  However, then 
the information content (see Clark et al., 2001) of model 
outputs suffers, and in a way they become ‘predictable’. 
Instead of putting high effort to ‘confirm’ what is already 
known (which is often done through calibration and really 
ignores the true cause of results), should we instead be 
more committed to preventing these possible scenarios 
DOI: 10.1608/FRJ-6.2.704
71Alternative lake models
Freshwater Reviews (2013) 6, pp. 63-74 
from taking place, and at the same time focus the modelling 
effort towards exploring the unknown?  Of course, any 
development and progress needs these kinds of first steps, 
but whether the present way of modelling is justifiable 
for management and public policy making should be 
evaluated very carefully.  That it ‘saves money’ is often 
the strongest, but very unfortunate justification.  Without 
proper uncertainty analysis it can even be a false one.
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