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ABSTRACT
The first and most critical step in any coastal hydrodynamics and transport process
modeling is identifying land-water boundaries. In a coastal wetland, this has always been a
challenge due to the complexity of the wetland and lack of efficient methods, calling for efficient
and effective methods to extract and digitize the shorelines. While coastline feature extraction has
been increasingly researched, its application in hydrodynamic and environmental modeling,
without morphological adjustment, remains limited and suboptimal. Further, there has been a
paucity of cost-effective, contextually adaptive and high-quality methods to generate meshes,
especially for coastal hydrodynamic modeling. This study has developed and demonstrated
innovative, automatic, efficient, cost-effective and high-quality methods for addressing the above
needs. Specifically, the study has developed a library of unique algorithms to digitize,
morphologically adjust shorelines, and yield finished geometries for hydrodynamic and
environmental modeling by employing a hybrid remote sensing and image processing method. The
study has also developed a novel element sizing algorithm for generation of high-quality
unstructured grids. The study derived mathematical formulations for computations of three
components of hydroperiod in a coastal wetland. The major methods developed in this dissertation,
including automatic shoreline extraction, the element sizing algorithm for mesh generation; and
mathematical formulations of hydroperiod components, have direct advantages to hydrodynamic
modeling efforts and its application to ecosystem modeling. The application of the methods was
demonstrated using Advanced Circulation (ADCIRC) hydrodynamic model. The ADCIRC model
was used to simulate hydroperiod in a coastal wetland and captured the spatial and temporal
dynamics of hydroperiod, hydrologic signature of the wetland. The results have been evidenced
with suitable examples, and model runs with verifiable findings and quality checks.

xii

CHAPTER 1. BACKGROUND AND LITERATURE REVIEW
1.1

Introduction
The traditional shoreline digitization is time taking and error-prone process for geographers

and coastal scientists. Coastal managers and authorities need accurate shoreline data to make
informed decisions. Researchers have struggled with the challenge of digitizing shorelines
efficiently and accurately. In addition, accurate shoreline data is a prerequisite and fundamental
step for most hydrodynamic and hydrologic modeling. Despite the advancement in technologies
where artificial intelligence (AI) is highly utilized to exceed limitations, assist humans in reading
and interpreting data, shoreline digitization did not benefit much from machine learning
technology. In this study, we propose an automatic method to digitize, make an adjustment to the
coastal geometry per modeling requirements using a hybrid remote sensing and image processing
method. A novel algorithm that changes the digitized geometry into 2D unstructured mesh
generation will be discussed. The algorithm uses the digitized geometry as input and generates the
element sizing function based on feature detection algorithm. The feature detection algorithm is
done by classifying hillshade of the distance function, which generates a medial axis created from
the irregular digitized geometries. The classified hillshade matrix, which is the medial axis is
utilized to detect features from the geometry.
The element sizing function is calculated as a function of the mean distances of the distances
from boundary and features with user-defined constants, minimum element size, and gradient. The
element sizing function is used to generate high-quality 2D unstructured mesh using a mesher
called Surface-water Modeling System (SMS). The mesh elements get denser where the size
values are smaller and coarser where the size values are larger. After the meshes are generated
using SMS, the qualities of the mesh elements are assessed. Hydrodynamic modeling is developed
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using the 2D unstructured mesh and a two-dimensional (2D) ADvanced CIRCulation (ADCIRC)
code to compute time-varying and spatially varying water surface elevations. The output from the
model, water elevations across the model domain, is used to simulate the hydroperiod based on
mathematical formulations that are developed in the study.
1.2

Background
The fields of geosciences and coastal management require the identification and mapping of

shorelines as an essential input for the effective implementation of various functions and
forecasting applications (Rishikeshan & Ramesh, 2017). It is essential to understand what
constitutes a shoreline for its useful mapping. In simplistic geographic terms, a shoreline is referred
to as the line of an identifiable unbroken spatial interface between land and water (Liu et al., 2011).
The development of efficient techniques for the representation of the coastal wave and tidal
induced dynamics is dependent on an effective shoreline extraction. The highly dynamic nature of
shoreline changes in the coastal areas also makes shoreline extraction and mapping data an
essential input for the assessment of coastal hazards (Lipakis et al., 2008). As per Di et al. (2003),
mapping and detection of shorelines are critical for safe navigation, effective management of
coastal resources, protecting the coastal environment from degradation, and to carry out overall
sustainable development and planning of the coastal zones through hydrodynamic modeling and
implementation.
The changes in shorelines are among the most dynamic processes in the field of coastal
science. The past methods for the automated gathering of shoreline features involved field and
aerial surveys, which were not only time taking but also costly (Maiti & Bhattacharya, 2009).
Additionally, the dependence of conventionally automated feature extraction on the morphological
features like rocks, cliffs or beach shapes and elevations, make them even more exhausting.
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Moreover, the complexity of automatic feature extraction through the conventional ground survey
methods has made remote sensing techniques one of the preferred means of shoreline feature
extraction. The delineation, mapping, and extraction of the shorelines is a vital task, and the need
to use remote sensing data, to achieve automated extraction of shoreline features has significantly
increased in recent years. They offer distinct advantages over the conventional methods apart from
the time and cost benefits, by virtue of being a macroscopic, comprehensive, and dynamic set of
methods for feature extraction (Rishikeshan & Ramesh, 2017).
Recent progress in remote sensing and geographic information system (GIS) has brought
about significant improvements in the study and management of shorelines, as well as ensured
much higher accuracy in the shoreline information. It has enabled more refined coastal analysis in
both space and time dimensions. However, the enhanced capability in terms of the data generation
is limited by the need to effectively process and analyze the rich and large amount of basic image
data produced by remote sensing (Di et al., 2003; Liu et al., 2011). Lipakis et al. (2008) have
asserted that the accuracy of the imagery, as well as the classification and rectification of imagery,
are also important for interpreting and modeling this abundant data for coastal applications.
The shoreline extracted through the remote sensing process can be an optimal input for the
hydrodynamic analyses, only when the geometry is well defined, and adjustments to the extracted
shoreline have been made. This is to ensure that simplified and homogenized inputs for more
accurate modeling are possible. The transformation of the satellite data into a format that is
compatible with hydrodynamic analyses heavily relies on the characteristics of the shoreline
(Rishikeshan & Ramesh, 2017). The morphological features as captured by the shoreline
extraction upfront can be very complex to decipher manually owing to the dynamic shapes, sizes
and neighborhood features of the shoreline. Many studies in the past (Braga et al., 2013; Monica
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et al., 2008; Sinha et al., 2017; Thakur & Sumangala, 2006), considered only the simplistic digital
number (DN) of the image pixels, for classification of images as inputs for hydrodynamic analysis.
However, this method cannot account for the complex morphological adjustment required for
hydrodynamic modeling. A model has to be simplified to represent the features of the physical
object or process being studied. Therefore, it is important to simplify the geometry of the objects
being considered. This effectively aids the subsequent phase of modeling, such as meshing, for
hydrodynamic modeling (Rishikeshan & Ramesh, 2017).
Towards this end, the mathematical morphology (MM) correction strategies in image
processing methods had been developed and applied in different studies. As a purely analytical
technique, MM has been around for the last few decades and was first elicited by Matheron (1975)
and later used by Serra (1982) for image analysis. This technique yields a large array of operators
to the area of image processing, which revolves around certain fundamental concepts grounded in
set theory. Within the purview of image processing, many studies have discussed and applied MM
within the last two decades, as a distinct area of research and academic interest (Gonzalez &
Woods, 2002; Puissant et al., 2008; Soille, 2004; Deng et al., 2014). Reconstruction of the
extracted shoreline using MM is especially useful, as it enables better extraction of critical details
of the shapes in an image, which can be further processed easily (Gonzalez & Woods, 2002).
A mesh is a discretized representation of a geometric domain or shape into smaller and
simpler forms. In two dimensions, such discretization takes place into shapes like triangles or
quadrilaterals, and in three dimensions, into shapes like tetrahedral or hexahedra. In geographical
and coastal applications, the meshes give well-defined representations of terrain data. In computer
graphics applications, most shapes and object designs are reduced to meshes before delivering
them for various dynamic shape modeling applications. Meshes are of great use in the numerical
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solutions of differential equations, which emerge in response to the need for physical simulation
of objects and shapes. Meshes are categorized broadly as structured, in which all the interior
vertices are topologically similar; and unstructured ones, in which the local neighborhood points
of the internal vertices may vary arbitrarily. Unstructured meshes offer advantages over structured
meshes for finite element analyses in terms of greater adaptability and, consequently, a better fit
to complex geometric domains (Bern & Plassman, 1997).
Unstructured meshing techniques have gained much popularity in the past few decades
(Chen et al., 2017; Hua & Wong, 2000; Marviplis, 1997; McDaniel & Morton, 2009; Owen, 1998,
Yousefi et al., 2013). However, Chen et al. (2017) point out that the generation of an appropriate
input for the unstructured meshing has been a major challenge in terms of designing and modeling
performance. The geometric domain and appropriate size function, also governed by the geometry,
are important components of mesh. While the need and importance of geometric domain
development, based on MM techniques, is evident from the discussion in the preceding subsection
on finished shoreline geometry, the role of an appropriate sizing function is reviewed and discussed
further ahead.
Literary evidence suggests that considerable research has gone into the development of
appropriate 2D as well as 3D mesh generation algorithms over a couple of previous decades
(Owen, 1998; Quadros et al., 2004; Quadros et al., 2010; Shimada et al., 1999). As an important
input of the unstructured meshing algorithms for high-quality meshing, the development of
appropriate mesh-sizing techniques has also gained much research and academic attention
(Shimada et al., 1999). The generation of an unstructured mesh itself requires inputs in the form
of an appropriate sizing function, which in turn are based on the geometric domain of the shape,
and its medial axes. The medial axes are essentially the geometric aggregates of points representing
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the median of the shortest and farthest distances from the shape boundary and manifested as the
perceptual skeletons of the object shape (Blum, 1967; Katz & Pizer, 2003). Medial axes detection
or generation acts as a vital step towards shape analysis and extraction of features, which are
critical in defining the object shape with respect to the medial axes, as an important input of the
sizing function for mesh generation (Foskey et al., 2003).
Mesh sizing function as an input for mesh generation has been crucial for producing highquality meshes. Many different researchers developed mesh sizing functions using different
methods over the past couple of decades (Quadros et al., 2004; 2010; Shimada et al., 1999; Xiao
et al., 2014). Various algorithms for defining 2D and 3D mesh sizing function in a less userinteractive manner using a two-step domain analysis and automated shape, size and orientation
input, had been proposed (Owen, 1998; Quadros et al., 2004; Quadros et al., 2010; Shimada et
al.,1999). The distinguishing feature among these algorithms was the background mesh adopted.
Most of the algorithms have been based on a cartesian mesh since its creation is easily
automated (Deister et al., 2004; Pirzadeh, 2010). However, the computation of a sizing function
based on Cartesian cells puts a greater strain on computational and storage resources (Kania &
Pirzadeh, 2005; Quadros et al., 2010). A flexible alternative to the cartesian mesh method was the
use of an unstructured background mesh with reduced computational resources (Owen, 1998).
Specifically, sizing algorithms employing geometry adaptive technique (Quadros et al.,
2004), sizing function storage, identification of geometric features through source entities, and
disconnected skeletons enabling 2D and 3D proximity for size control and reduced elements
(Quadros, Vyas, Brewer, Owen, & Shimada, 2010) have been used. Also, size maps based on userdefined and geometric parameters for unstructured background mesh (Xiao, Chen, Zheng, Zeng,
& Zheng, 2014) and CAD model for unstructured input of geometric and user-defined features as
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well as non-linear programming (NLP) based smoothing (Chen et al., 2017) have been employed
for arriving at sizing functions. The successive methods have strived to and enabled more
controlled sizing functions with fewer elements, at optimally high quality, as well as minimal
computational resources (Persson, 2005; Quadros et al., 2004; Xiao et al., 2014). This has
facilitated greater shape and design analysis and helped evolve mesh-generation as a skill and an
art. This greatly enhanced its applicability to various other areas, as diverse as medical field, which
has employed 2D and 3D geometry adaptive mesh generation techniques, for instance, towards
application in defibrillation and electrocardiography, maxillo-facial surgery, and MR imaging;
(Berti, 2004; Fedorov et al., 2005; Schmidt et al., 1995); and the field of aeronautics, using
unstructured mesh generation for complex aerodynamic applications (Pirzadeh, 2010).
The geometry adaptive sizing function, also termed as skeleton sizing, is a good precedent
to the method employed in this research. This method is similar to ours as it arrives at a perceptual
skeleton of the shape, which is similar to the medial axes employed in our study (Quadros et al.,
2004; 2010). The medial axes in this method use numerous proximity and feature size measures
and background overlay. However, there are various limitations to this method of medial axes
generation, including limited model and software applicability, lack of flexibility and need for
scale and gradient reduction. Moreover, a large number of underlying features make it even more
complex. Hill-shading, based on the distance of shape plane points from boundary is a simplistic
yet robust method as also employed in our study, which addresses the limitations of the complex
nature of developing element sizing function.
In this study, I employ mesh generation as an important input in arriving at a hydrodynamic
model for computing the wetland hydroperiod. An unstructured mesh helps define the dynamics
of land and open ocean boundaries towards obtaining the tide elevations or characteristics of ocean

7

water inundation duration on a wetland, through allocation of finer mesh elements to the areas to
be studied (Medeiros & Hagen, 2013). Various past studies notably that by Morris (2006),
attempted to compute the hydroperiod in different ways, though they estimated hydroperiod only
in non-dimensional terms, while still others in terms of either frequency, tidal elevations or
duration of inundation (Beauchard et al., 2011; Foti et al., 2012; Wu et al., 2016). However, none
of these studies addressed the complete components of hydroperiod, due to limited computational
and mathematical modeling abilities, necessitating the development of a conventional
mathematical method to compute hydroperiod.
The time-series water surface elevation obtained through ADCIRC hydrodynamic tidal
model is analyzed to obtain hydroperiod in terms of the flood depth, frequency, and duration.
Alizad et al. (2016) and Hagen et al. (2013) employed a 2D hydrodynamic finite element model
to simulate tidal hydrodynamics using ADCIRC modeling techniques. ADCIRC consists of a
stable wetting and drying algorithm and uses a predefined set of tidal constituents (Medeiros &
Hagen, 2013). Unstructured meshes and ADCIRC codes have been used by various researchers to
generate tidal solutions for modeling water elevation changes (Alizad et al., 2016; Bacopoulos et
al., 2011; Gallien et al., 2012; Hagen et al., 2013; Samaras et al., 2016).
1.3

Study area
The location of the study area is the Bay of St. Louis, MS (figure 1.1). St. Louis Bay (SLB)

is a small estuary located on northern region of Gulf of Mexico in the state of Mississippi on the
southern coast. SLB receives freshwater from two major sources, the Jourdan and Wolf rivers on
the west and east side of the estuary, respectively. SLB is classified as one of "impaired"
waterways by the United States Environmental Protection Agency due to high fecal coliform levels
in the waters from an urban development on the bay and surrounding waters. Tidal range
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(difference between the mean high and low water elevations) at the entrance of the estuary (Bay
Waveland Yacht Club, MS) is 0.46 meters. The highest and lowest observed tides are 3.04m
(09/01/2008 16:12) and -1.49m (09/02/1985 13:36) with respect to mean sea level (MSL).

Figure 1.1. Location of study: St. Louis Bay, MS. located on northern region of Gulf of Mexico in
the state of Mississippi on the southern coast.
1.4

Overall goal and objectives
The overall goal of this study is to develop automatic shoreline digitization and mesh

element sizing for applications of hydrodynamic modeling. Specifically the objectives of this study
are: (1) To automatically digitize shorelines from satellite imagery; (2) To adjust the digitized
geometry so that it can be used for mesh development; (3) To generate element sizing function
from the adjusted digitized geometry; (4) To develop a mathematical method to compute wetland
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hydroperiod; and (5) To develop a hydrodynamic modeling that simulates hydroperiod using the
mesh and mathematical formulations specified above.
Moreover, the following research questions are addressed in this dissertation.
•

Is it possible to extract shoreline geometry from remote sensing imagery? If so, is it possible
to adjust the shoreline geometry according to model requirements?

•

What element sizing function algorithm can be developed for a 2D unstructured mesh
generation based on feature detecting criteria suitable for hydrodynamic modeling
application?

•

What is hydroperiod? Can we measure hydroperiod with a single parameter? Is it possible to
develop a method to calculate and model hydroperiod in a continuously flooded coastal land
surface?

1.5

Organization of the dissertation
This dissertation is organized into six chapters (see figure 1.2). Chapter 1 provides an

introduction, study area, overall objectives of this study. Chapter 2 intended to develop automatic
shoreline extraction and operation methods from satellite images. Chapter 3 intended to develop
an algorithm that produces element sizing function from irregular geometries for the use of 2D
unstructured meshing. Chapter 4 has been published in the Journal of the Society of Wetland
Scientists (Kefelegn, 2018) and intended to develop mathematical formulations for computing
hydroperiods in a coastal wetland. Chapter 5 intended to develop hydrodynamic modeling using
the mesh that is developed from chapter 3 and a 2D ADCIRC code to simulate water level
fluctuations driven by tides, wind, and river inflows in the St. Louis Bay model. The water
elevations are then post-processed to compute hydroperiod based on formulations from chapter 4.
Chapter 6 presented the major findings of this study.
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Figure 1.2. Structure of the dissertation.
1.6

Scope of the study
This study focuses on developing a method to digitize a near-infrared image to extract

water-land boundaries and adjust the boundaries according to model requirement; a method to
generate element sizing function for automatic unstructured mesh generation; a mathematical
method for formulation of three components of hydroperiod namely, depth, duration and frequency
hydroperiod; and a method to model the spatial and temporal distributions of hydroperiod in the
study location. The limitations of each study are described as follows. The 4-band near-infrared
image used and tested in the study has a specific band range. The wavelengths of red range 619651 nm; green band 525-585 nm; blue band 435-495 nm; and near-Infrared 808-882 nm. The
11

study does not cover the mesh generation techniques or algorithms instead it uses a mesher called
SMS (Surface-water Modeling System) software that is capable of using element sizing function
developed in this study to produce unstructured meshes. The modeling of hydroperiod is limited
to a typical wet month and its corresponding dry month of the same year within a growing season.
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CHAPTER 2. AUTOMATIC SHORELINE DIGITIZATION AND MORPHOLOGICAL
OPERATION OF REMOTE SENSING IMAGERY FOR MESH GENERATION
APPLICATION
2.1

Introduction
Numerical models have been widely used to understand the ever-changing coastal waters

and the dynamic interface between land and water in different applications. The high-resolution
models involved in hydrologic and hydrodynamic modeling generally require a model boundary
that defines shoreline geometry. The shoreline describes the boundary of the shore and defines the
line along which the dry land meets the water. The exact position of the shoreline can vary
depending on the tides. Extracting the shoreline geometry, which represents the boundary for
models, is a significant initial step that determines a major portion of model performance in coastal
morphodynamics and hydrodynamics. However, the commonly used manual shoreline extraction
is a difficult and time taking process (Aedla et al., 2015). In addition, hydrologic simulations and
hydrodynamic modeling are useful applications for assessment and examination of hydrologic
environments, such as changes in shorelines (Fugara et al., 2011). The shoreline detection and
extraction is basic and essential to various forecasting studies, such as those pertaining to coastal
zone management, coastal erosion monitoring, updating the geographic information system (GIS)
database and defining the watershed and flood, and other forms of disaster management, as well
as assessment of water resources (Rishikeshan & Ramesh, 2017). The development of efficient
techniques for the representation of the coastal wave and tidal induced dynamics relies on shoreline
extraction. Towards this end, high-resolution hydrodynamics modeling provides a wide range of
solutions for coastal planning and decision-making and shoreline mapping in particular (Gaeta et
al., 2018). Studies in the last decade have also focused on the development of methodological
frameworks, based on advanced numerical modeling for hydrodynamic and coastal engineering
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applications (Davidson, 2017; Eissa & Lebleb, 2015; Kaergard & Fredsoe, 2013; Vaidya et al.,
2015). The development and use of automatic feature extraction reduce the time and cost of manual
extraction techniques (Di et al., 2003; Liu et al., 2011; Rishikeshan & Ramesh, 2017).
Shoreline changes are considered to be among the most dynamic processes in coastal areas.
However, the automated gathering of shoreline features is complex and inefficient when
implemented through field survey-based research methods. Therefore, it is essential to map the
shoreline changes and extract shorelines in a more efficient fashion in keeping with the dynamic
nature of the changes (Rishikeshan & Ramesh, 2017). However, the accuracy of imagery, as well
as the classification and rectification of imagery, is also important (Lipakis et al., 2008). Remote
sensing has provided a means for more accurate, detailed, macroscopic, high-resolution, dynamic,
and cost-efficient shoreline extraction and mapping (Rishikeshan & Ramesh, 2017). Recent
advances in remote sensing and GIS have led to improvements in the coastal studies and greater
accuracy in the shoreline information, as well as enabled more refined analysis on both spatial and
temporal dimensions (Di et al., 2003; et al., 2011; Li et al., 2014; Nandi et al., 2016). Liu et al.
(2011) developed an algorithm that segments and classifies remote sensing imagery and LiDAR
data to produce the shorelines that separate land from water. Their method confirmed that the
remote sensing technique is a powerful tool that can be utilized to extract shoreline features from
different types of remote sensing data. Di et al. (2003) developed a shoreline extraction method by
segmenting remote sensing imagery into homogenous regions by the mean shift segmentation. In
their study they tested their method using 4m- and 1m-resolution IKONOS images and found that
their method was capable of extracting shorelines with an accuracy of 8.5 m and 2-3 m,
respectively. Even though the availability of remote sensing data with high spatial-spectral
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resolutions provides great potential for the generation of shoreline, its direct application for
hydrodynamic modeling without morphological adjustment is limited.
The extraction of shoreline image features has been investigated in recent years by
researchers. The first major review of the contemporary status of the employment of remote
sensing for mapping, extraction, and monitoring of coastal shorelines was conducted by Gens
(2010). He found that the extraction of coastlines, first by examination of shoreline indicators and
then remote sensing techniques, had been developed to the extent to be applied in operational
settings. Chen and Chang (2009) estimated the shoreline position and changes owing to tidal
variations using satellite images. Zhang et al. (2013) presented an automated method for extracting
the shoreline of aqua-cultural coasts using multi-spectral remote sensing images. However, these
studies did not consider the morphological operations enabled by detailed geometric extraction
techniques. Many of the studies, such as that by Braga et al. (2013), went only as far as extracting
a digital number (DN) value and image classification and homogenization based on the simple
geometric equation proposed by Monica et al. (2008). The classification was based on the
predetermined threshold value using an edge detection technique that helped extract a rough
shoreline. Since a model is a simplified description of various processes, the geometry itself needs
to be simplified further to accommodate the subsequent phase of modeling processes such as
meshing. However, existing tools do not consider modeling requirements, and they require laborintensive extra manual work to make the necessary adjustment. Regardless of the data source, there
is a need to maintain accuracy while correcting edges and scattered water bodies, which would
affect the efficiency and time of computational resources. A hybrid remote sensing-image
processing method can overcome the new challenges brought by the complexity of the problem
that models are expected to solve. Features that cannot be represented with mesh resolution need
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to be identified for adjustments of the boundary. The adjustments include removing finer
resolution creeks and water bodies based on a threshold creek width, perimeter, and area. The
adjustments can also include widening (enlarging) of water bodies if the features are found to be
very important and need to be included for the hydrodynamics. In other words, given nothing but
the shape of the coastline, identifying and editing important features (holes, edges, and sensitive
spots) is an essential task for modelers to determine where the mesh resolution must be fine and
where it can be coarse.
The primary objective of this study is to present a hybrid remote sensing and image
processing technique for digitizing and morphologically operating shorelines for hydrodynamic
and environmental modeling purposes by creating a unique library of algorithms. The remote
sensing involves land water separation by the adaptive thresholding of a near-infrared band image,
obtained from the 2016 Coastal Mississippi National Agriculture Imagery Program (NAIP). The
image processing method was used to perform morphological adjustments. Considerable contrast
between land and water masses in the near-infrared band range makes it suitable for separating the
water from the land by thresholding locally using pixels statistics. The automated algorithms
increase the efficiency of modeling efforts, thereby reducing time and costs for manual digitization
and operations. With the new algorithms, the level at which digitization is performed is
deterministic, meaning that the resolution and scale of used data and accuracy of digitized output
data are known. Several examples, including a real meshing scenario, are used to illustrate the
effectiveness, applicability, and implementation of the proposed algorithms for automatic
digitization and operation of coastlines.
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2.2

Materials and methods

2.2.1 Data
The NAIP high-resolution color infrared orthoimagery with a maximum resolution of 0.6 m
was collected through USGS in collaboration with the U.S. Department of Agriculture’s Farm
Service Agency for NAIP. The NAIP imageries are generally useful for many purposes, including
land use planning and natural resource assessment. The visible and near-infrared imagery used in
this study was collected using the following digital sensors: Leica ADS-100 (Serial Number
10532), Leica ADS-100 (Serial Number 10542), Leica ADS-100 (Serial Number 10547), and
Leica ADS-100 (Serial Number 10548) with Flight and Sensor Control Management System
(FCMS) firmware 4.54. Red, Green, Blue, and Near-Infrared image bands were collected with the
band specification of Red 619-651 nm, Green 525-585 nm, Blue 435-495 nm, and Near-Infrared
808-882 nm. The image data was downloaded from https://coast.noaa.gov/. The study area
(location of the data) is the bay of St Louis, a tributary estuary of the northern Gulf of Mexico,
Mississippi, U.S.A., as shown in figure 2.1. The resolution of the imagery is 0.6 meters, and pixel
data

are

presented

for

42248

columns

and

30780

rows

referenced

to

NAD_1983_UTM_Zone_16N. The near-infrared images were collected during peak growing
season.
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Figure 2.1. a) 4-Band 8 Bit Orthomosaic Imagery; b) The near-infrared (NI) band image excluding
the visible bands; c) complementary band of NI (CNI), equivalent to 255-NI, image; d) A falsecolor image composed of CNI, NI, and NI in the order of blue, green, and red, respectively.
2.2.2 Methods
The automatic shoreline digitization process starts with importing and storing Remote
Sensing Imagery data. The flowchart in figure 2.2 summarizes the steps required to extract and
process shorelines for use in hydrodynamic and environmental modeling. The imagery is read and
vectorized to four bands (Red, Green, Blue, and Near Infrared (NI)). All the four bands range from
0 -255 in an RGB (initials of the three principal colors, red, green, and blue) space format even
though they all describe different ranges of frequencies. In the NI band, 0 corresponds to 100%
absorption, and 255 corresponds to 100% reflection. It is universally known that different surfaces
reflect or absorb lights in different ways. The NI band gets absorbed strongly by water, whereas
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the other bands penetrate better through water (see figure 2.1b). On the land portion, the nearinfrared band is strongly reflected by vegetation, while the blue color is strongly absorbed by
vegetation for photosynthesis (Khan et al., 2018). In general, the land reflects, and the water
absorbs the NI band (figure 2.1a). Turbid water can increase the reflectance mainly in the visible
region. In this chapter, the dissimilarity between reflectance and absorption of NI band on the land
and water respectively is used to determine the land-water boundary. First, the complement band
of NI (CNI) is calculated by subtracting the NI band values from 255 (see figure 2.1c); then, a
false-color image is created by combining, in the order, NI, NI, and CNI (see figure 2.1d). The
selection of only two bands for the false-color composite can maximize the detection of water and
non-water features while avoiding the use of the visible bands. The false-color image is converted
from the false RGB (red, green and blue) color model to HSV (hue, saturation, and value).
Histograms are computed for the saturation (S). In terms of color description, HSV is often
chosen over the RGB model. S determines the difference between maximum and minimum RGB
values at a given pixel normalized by the maximum RGB value, and it ranges from 0 to 1. The
saturation component of the HSV dimension is similar to brightly colored shades and represents
the vibrancy of the image where a value of 1 is brightest. The S component of HSV has advantage
of stretching contrast between the land and water mass improving the segmentation of the image
in to a binary format. The considerable contrast between land and water masses in S confirms a
bimodal distribution provided that the imagery has both land and water. Individual histograms are
fitted with normal kernel distributions to produce the probability distribution function (pdf) of S.
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Figure 2.2. Flowchart showing a step by step procedure for extraction and adjustment of shorelines.
Determining the threshold that separates the land from water is a critical step in the
algorithm. Accurate determination of the threshold is a major factor in separating the land from
water accurately. The threshold value lies between the two peak modal values being the minimum
value in between. These threshold values vary from one image to the other. After deriving
threshold values locally for an image, separating the land pixels from water pixels generates the
initial binary image. The image processing method then takes over the step to clean, filter, and
20

conduct the remaining adjustment and the process is called morphological operations of an image.
The majority of the process is based on morphological adjustments of binary images to modify
image components per modeling requirements. The background concepts for the morphological
operations are logical operations, such as AND, OR, and NOT, which involve binary images and
two-dimensional matrix of 0’s and 1’s for off and on pixels, respectively.
Matlab image processing tool has a library of inbuilt functions that implement logical
operations to perform specific tasks (such as erosion, dilation, opening, and closing). The most
basic morphological operations are erosion and dilation. The erosion removes pixels from the
boundaries, shrinking the objects, while the dilation adds pixels to boundaries and thus expand
objects. The dilation and erosion are often employed in combination with specific image
preprocessing applications, such as filling holes (bridging gaps) or removing small objects
(cleaning). Other morphological operations are conducted by extending the capabilities of the
operating functions on a pixel by pixel basis. Among them, open and close functions are very
common inbuilt functions that use erosion and dilation in a unique combination. The open
functions perform morphological opening on binary images when erosion is followed by a dilation,
whereas the close operation is the opposite, a dilation is followed by an erosion. Fundamental
operations in image processing and many of the image processing inbuilt functions are based on
these tools, and the algorithms developed in this study outlines the unique combinations of the
morphological operations to remove, adjust or widen objects from binary images. In most
operations, the functions involve a flat structuring element, a binary-valued neighborhood in
different shapes, in which the on pixels (1’s) are included in the morphological operations. The
center of the structuring element pixel determines the pixel in the image being processed. The
shapes of these structuring elements can vary from a simple 1D line to 3D spheres depending on
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the intended image processing. An example is presented in figure 2.3 to show how the dilation,
erosion, open, and close functions alter a binary image using a 2D two by two matrix square
structuring element. The morphological operations are a powerful set of operations for extracting
useful information from an image. There is a theoretical foundation for each inbuilt function that
is used to operate binary images. The Matlab toolbox supports a wide range of image processing
operations, including geometric operations, neighborhood and block operations, linear filtering
and filter design, transforms, image analysis and enhancement, binary image operations, and the
region of interest operations.

Figure 2.3. Morphological operations using a structuring element: a) Initial binary image: the
values 0 and 1 defines the off and on pixels, which are shown in black and white colors,
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respectively. The red lines show the boundary pixels between the on and off pixels; b) A 2 by 2
square structuring element used for morphological operation; c) Dilated binary image: the on
pixels are expanded to the off-pixel regions by the size obtained from the structuring element; d)
Eroded binary image: the square structuring element is applied to erode the binary image using
erosion function, the on pixels are eroded by the structuring element; e) The open function
applied to the binary image by eroding the dilated binary image with the structuring element; f)
Close function applied to the binary image by dilating the eroded binary images, respectively,
with the structuring element.
2.3 Initial boundary extraction algorithm
Input:
1. An MxN 4-Band 8 Bit Orthomosaic image
Outputs:
1) An MxN Geo-referenced binary image (BI)
2) CSV file containing x and y coordinates of the digitized line for the boundary that can be
read using ArcGIS and Surface-water Modeling System (SMS).
Procedure:
1) Start
2) Read Image
3) Write false-color image in RGB (NI, NI, and CNI)
4) Convert RGB colormap image to an HSV color map
5) Compute the probability distribution of S from HSV
6) If - the probability of distribution is bi-modal
Determine the threshold that separates the bi-modal distribution into two.
Else - Go to next image
End
7) Generate the initial binary image using the threshold.
8) Extract the boundary
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9) Export the outputs
10) End
2.4

Image morphological operations
The image morphological operations involve three MATLAB-based image processing steps.

Morphological operations apply a structural element to an input image, creating an output image
of the same size. In a morphological operation, the value of each pixel in the output image is
determined based on a comparison of the corresponding pixel in the input image with its neighbors.
By choosing the size and shape of the neighborhood, a morphological operation, which is sensitive
to specific shapes in the input image, can be constructed.
2.4.1 Morphological operation 1 (MO1) algorithm
MO1 produces a clean and continuous shoreline. MO1 uses a combination of Open, Close,
Dilate and Erode operations from MATLAB Image processing tools. The user-defined disk size
of structuring elements (strel) is defined for MO1 operations. MO1 removes coastal features that
are below threshold lengths and areas. User assigned threshold value will be used to determine the
water-land bodies that need to be removed.
Input:
1) An MxN Geo-referenced binary image (BI)
2) User-defined structuring element size (Resolution)
3) User-defined pixel lengths and pixel area for removing small objects
Outputs:
1) An MxN Geo-referenced binary image (BI2)
2) CSV file containing x and y coordinates of the digitized line for the boundary that can be
read using ArcGIS and Surface-water Modeling System (SMS).
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Procedure:
1) Start
2) Read initial BI
3) Remove small objects based on user-defined minimum feature areas: The function
‘bwareaopen’ removes objects that have fewer than ‘Smallest Acceptable Area’ pixels
from the binary image.
𝐵𝐼2 = ~𝑏𝑤𝑎𝑟𝑒𝑎𝑜𝑝𝑒𝑛(𝐵𝐼, 𝑆𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝐴𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 𝐻𝑜𝑙𝑒 𝐴𝑟𝑒𝑎);
4) Export outputs
5) End
MO1 produces a clean and continuous water-land boundary. MO1 uses morphological
operations from MATLAB Image processing tools. MO1 removes coastal features that are below
a threshold area. User assigned threshold value is used to determine the water-land bodies that
need to be removed.
2.4.2 Morphological operation 2 (MO2) algorithm
Input:
1) An MxN Geo-referenced binary image (BI2)
2) User-defined structuring element size, Minimum Creek Width
Outputs:
1) An MxN Geo-referenced binary image (BI3)
2) CSV file containing x and y coordinates of the digitized line for the boundary that can be
read using ArcGIS and Surface-water Modeling System (SMS).
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Procedure:
1) Start
2) Read BI2
3) Create a disk-shaped structuring element:
𝑆𝐸 𝑐𝑟𝑒𝑒𝑘 = 𝑠𝑡𝑟𝑒𝑙(‘𝑑𝑖𝑠𝑘’, 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝐶𝑟𝑒𝑒𝑘 𝑊𝑖𝑑𝑡ℎ/2);
4) Create a homogeneous binary image: The combination of close, open, dilate, and open in
the following order removes noises, fills holes, and produces a homogeneous binary image.
𝐵𝐼3 = 𝑖𝑚𝑜𝑝𝑒𝑛 (𝑖𝑚𝑐𝑙𝑜𝑠𝑒 (𝐵𝐼2, 𝑆𝐸 𝑐𝑟𝑒𝑒𝑘), 𝑆𝐸 𝑐𝑟𝑒𝑒𝑘);
5) Export outputs
6) End
MO2 Removes creeks if the creek width is below a threshold value. Due to computational
cost, there is a limitation in defining the resolution of models. Hydrodynamic models may not
describe every creek. There is always rigorous manual work to remove small creeks that cannot
be described by the model resolution due to computational limits. MO2 operation uses a binary
image file from MO1 and the desired minimum creek width to remove the small creeks beyond
the model resolution.
2.4.3

Morphological operation 3 (MO3) algorithm

Input:
1) An MxN Geo-referenced binary image (BI3).
2) User-defined structuring element sizes, Minimum Creek Width, and Maximum Creek
Width.
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Outputs:
1) An MxN Geo-referenced binary image (BI4).
2) CSV file containing x and y coordinates of the digitized line for the boundary that can be
read using ArcGIS and Surface-water Modeling System (SMS).
Procedure:
1) Start
2) Read BI3 for the minimum creek width, BImin
3) Create a disk-shaped structuring element:
𝑆𝐸 𝑐𝑟𝑒𝑒𝑘 2 = 𝑠𝑡𝑟𝑒𝑙(‘𝑑𝑖𝑠𝑘’, 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐶𝑟𝑒𝑒𝑘 𝑊𝑖𝑑𝑡ℎ/2);
4) Remove creeks using MO2 for the maximum creek width.
𝐵𝐼3𝑚𝑎𝑥 = 𝑖𝑚𝑜𝑝𝑒𝑛 (𝑖𝑚𝑐𝑙𝑜𝑠𝑒 (𝐵𝐼3, 𝑆𝐸 𝑐𝑟𝑒𝑒𝑘 2), 𝑆𝐸 𝑐𝑟𝑒𝑒𝑘 2);
5) Apply ‘thicken’, ‘erode’, and ‘AND’ morphological operations. The function ‘thicken’
adds pixels to the on pixels (land) until the small width creeks, less than the maximum
creek width, turns in to a 1 D line. The function ‘imerode’ erodes the land back to a creek
width of maximum creek width. The function ‘&’ sets values to 1 if all input arrays contain
a non-zero pixels at that same pixel location. Otherwise, that element is set to 0.
BI4= bwmorph(𝐵𝐼3𝑚𝑖𝑛 , 'thicken', Maximum Creek Width/2);
BI4=imerode(BI4, SE creek 2);
BI4= BI4 & 𝐵𝐼3𝑚𝑖𝑛 & 𝐵𝐼3𝑚𝑎𝑥 ;
Export outputs
6) End
MO3 widens creeks when required. In many instances, there may be important creeks that
need to be represented in the model, but the model resolution may be coarser than the creek width.
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In this case, there is a need to artificially widen the creeks so that they can be captured in the
modeling process. MO3 uses a binary image file from MO2 or MO1 and desired maximum creek
width as inputs and widens all creek widths to a new creek width as set by the user.
2.5

Result and discussion
The results are presented through figures with three examples. The examples capture a

complete range of operations for the shoreline extraction, starting with user-defined inputs in a
graphical user interface of the software running the algorithms. The image shown in figure 2.1 was
split into multiple images of a smaller size (4000 × 4000) for computational purposes. The
graphical user interface (figure 2.4) was developed for the user to select the appropriate files,
directory, minimum pixel length, minimum pixel size (area), minimum creek width for removing
creeks, and minimum and maximum creek widths for widening selected creeks.
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Figure 2.4. The graphical interface of the shoreline extraction process.
Two images (figures 2.5 and 2.10) were selected to demonstrate the first two examples for
the shoreline extraction and operation process. Examples 1 and 2 show a step by step procedure
for extracting the shorelines, removing different widths of creeks from the original images, and
widening creeks with different width sizes. Figures 2.5 and 2.10 illustrate the input 4-band 8-bit
Orthomosaic Imagery along with a portion of the image on the right showing false-color images.
Figures 2.6 and 2.11 illustrate plots of probability density function of S. Figures 2.7 and 2.12
illustrate initial steps of generating initial binary images and MO1 binary images. Figures 2.7(b)
and 2.12(b), initial binary images, reveal details of the creeks and other features (such as marshes,
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bridge, private boat docks, jetties, and piers). All features were captured at the image resolution
pixel (1 pixel = 0.6 m) level that determines the accuracy level of the algorithm. For all
morphological operations, features with 100-pixel length and 2500-pixel area removed from
analysis. Disk structuring elements were used for MO2 and MO3 morphological operations.
Figures 2.7(c) and 2.12(c) illustrate the MO1 for different resolution adjustments. Figures 2.8(bd) and 2.13(b-d) illustrate the MO2 for different resolution adjustments resulting in a more
simplified version of the coast geometry by removing smaller features from MO1 binary image.
Figures 2.9(b-d) and 2.14(b-d) illustrate the MO3 for different creek width widenings resulting
artificially widened creeks. Figures 2.13(d) and 2.14(d) show that some features, such as marshes,
bridge, private boat docks, and jetties or piers, are now removed, resulting very simple geometries
that are convenient for modeling purpose. The level of simplicity depends on the intended
application, and the user needs to select the appropriate minimum and maximum creek widths for
the morphological operations.

Figure 2.5. 4-Band 8 Bit Orthomosaic Imagery and a portion of the image (4000x4000 size) on the
right showing false-color imagery (NI (red), NI (green), CNI (blue)) showing water bodies in blue.
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Figure 2.6. Example 1: Probability density function of S.
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Figure 2.7. Example 1: a) Initial binary image; b) Inset view of a: coastal features as small as 0.6
m were captured; c) MO1 binary image; d) Inset view of c: small objects are cleaned from initial
binary image; e) MO1 shoreline mapped on to the false-color image; f) Inset view of e.
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Figure 2.8. Example 1: MO2 for different resolution adjustment. a) Original binary image from
MO1; b) Inset view of a; c) Creeks with width less than 10 m are removed; d) Inset view of c; e)
Creeks with width less than 30 m are removed; f) Inset view of e.
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Figure 2.9: Example 1: MO3 for different resolution adjustment. a) Original binary image from
MO1; b) Inset view of a: c) Creeks with width less than 10 m are widened to 10 m; d) Inset view
of c; e) Creeks with width less than 30 m are widened to 30 m; f) Inset view of e.
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Figure 2.10. Example 1: Combining MO1, MO2, and MO3 for meshing application; a) Original
binary image from MO1; b) Inset view of a; c) Creeks with width less than 10 m are removed,
creeks and creeks width less than 30m are widened to 30 m; d) Inset view of c.

35

Figure 2.11. 4-Band 8 Bit Orthomosaic Imagery and a portion of the image (4000x4000 size) on
the right showing false color imagery (NI (red), NI (green), CNI (blue)) showing water bodies in
blue.

Figure 2.12. Example 2: Probability density function of S, Example 2 HSV image.

36

Figure 2.13. Example 2: a) Initial binary image; b) Inset view of a: coastal features as small as
0.6 m were captured; c) MO1 binary image; d) Inset view of c: small objects are cleaned from
initial binary image; e) MO1 shoreline mapped on to the false-color image; f) Inset view of e.
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Figure 2.14. Example 2: MO2 for different resolution adjustment. a) Original binary image from
MO1; b) Inset view of a; c) Creeks with width less than 10 m are removed; d) Inset view of c; e)
Creeks with width less than 30 m are removed; f) Inset view of e.
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Figure 2.15. Example 2: MO3 for different resolution adjustment. a) Original binary image from
MO1; b) Inset view of a: c) Creeks with width less than 10 m are widened to 10 m; d) Inset view
of c; e) Creeks with width less than 30 m are widened to 30 m; f) Inset view of e.
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Figure 2.16. Example 2: Combining MO1, MO2, and MO3 for meshing application; a) Original
binary image from MO1; b) Inset view of a; c) Creeks with width less than 10 m are removed,
creeks and creeks width less than 30m are widened to 30 m; d) Inset view of c.
In addition, a real hydrodynamic model meshing scenario to remove 10-meter creeks and
widen all the creeks, which are below 30-meter width, to 30-meter is presented in Example 3.
Figures 2.17 – 2.19 demonstrate the application of the algorithms for meshing. The meshing
example of a real-hydrodynamic model assumes that the model is intended to describe up to 1040

meter creek width. However, the minimum element size to be able to assign is 10 meters, and a
minimum of three elements are required to describe a creek. For this resolution, it is necessary to
artificially widen the creeks that are below 30 meters to 30 meters. Figure 2.17a shows the initial
boundary without any morphological operation. Without simplifying the shoreline feature this
cannot be used as a model boundary to generate mesh per the assumed requirement. Figure 2.17b
shows the simplified shoreline after removing and widening of the required creeks. At this stage
the simplified shoreline can be used to generate the mesh. Figure 18 shows the mesh generated
using Surface-water Modeling System (SMS), a mesher, using the paving method. Zoom-in
images of plots of example 1 and 2 areas are provided to demonstrate the advantage of the method
in figure 2.19.
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Figure 2.17. a) Shoreline extracted from the initial binary image. b) Shoreline extracted after use
of morphological operations.

Figure 2.18. Mesh using the corrected shoreline geometry.
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Figure 2.19. Zoom in showing creeks represented by mesh elements; a) from example 1; b) from
example 2, notice how the road did not disconnect the creeks from two sides without human
interference to edit shoreline manually.
The results have demonstrated the use of a hybrid technique involving remote sensing and
image processing for shoreline extraction and geometry correction for modeling applications. The
remote sensing technique applied has enabled the use of high-resolution imagery, which reads a
four-band image, vectorizes the four bands, uses S values, and thereby facilitates an efficient
determination of the shoreline through the separation of land and water boundary to obtain an
initial binary image. The image processing has facilitated the cleaning and filtration of the binary
images obtained from remote sensing, as well as adjustment of the geometry via functions for
removal and widening of creeks, based on mathematical morphology.
The examples illustrate the step-by-step method of extracting the shorelines, removing
creeks with a range of widths starting from the original images, transitioning via binary image,
morphological operations, and mapping the final result, to false-color imagery. The underlying
algorithms are not just an efficient, but also a novel technique based on the bimodal or binary
image analysis. It enables a set of smooth morphological operations like dilation and erosion via a
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defined structuring element, based on the image saturation and thresholding for delineation of the
bimodal domains.
Firstly, the study uses mathematical morphology for the purpose of shoreline digitization.
The literature on shoreline digitization and extraction suggested that mathematical morphological
operations, though in extensive use for various different applications or fields (such as in surface
meteorology or dimensional meteorology (Lou et al., 2014)) in agricultural science for crop disease
recognition (Diao et al., 2008), have not been applied much for shoreline extraction and modeling.
Secondly, although several methodologically close studies were conducted, they did not
go as far as this study in terms of meshing applicability. For instance, the study by Dayasagar et
al. (1995) presented some possible applications of mathematical morphological operations in
computing the basic measures of surface water bodies. Puissant et al. (2008) used mathematical
morphology with spatial and spectral knowledge for coastline extraction.
More recently, various studies also used mathematical morphology for shoreline
extraction, most notably that by Rishikeshan and Ramesh (2017), who also used a novel
mathematical morphology-based algorithm for shoreline extraction from satellite images.
Lubczonek (2017) analyzed automatic shoreline extraction using selected image processing
methods; and Paravolikadis et al. (2018) performed automatic coastline extraction using edge
detection and optimization procedures, based on mathematical morphology as well. However, all
these studies focused on the shoreline extraction itself. The closest study, Rishikeshan & Ramesh
(2017), also went only as far as the shoreline extraction stage. The library of algorithms created in
this study, on the other hand, not only performs the extraction of shorelines but, very importantly
performs shoreline adjustment to post-extraction, according to the model requirement. This is a
significant and valuable input for meshing, as clearly demonstrated in Example 3 through Figures
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2.17 – 2.19. The novel library of algorithms presented in this study, thus, is capable of producing
a finished geometry for meshing and is a crucial ingredient in hydrodynamic modeling.
In terms of the practical benefits and contributions, this study makes valuable
methodological contributions. Supplementary examples provided in the appendix section shows
the practical benefit of the tool for meshing application. In addition to the meshing application,
this study can help in monitoring shoreline changes caused by coastal morphological responses to
a climate change where determining of the shore’s response to a rising sea-level is needed. Firstly,
the automatic algorithmic digitization and adjustable extraction of coastlines using the new hybrid
remote sensing and image processing technique is a highly efficient way to extract and apply
shorelines for further modeling purposes. It is a very time efficient and fully automatic process.
To perceive the efficiency of the hybrid technique, one must consider for instance, the fact that the
digitization of the coast of Maryland, which is 5000 km in length, on a scale of 1:250, at a rate of
1 cm/sec on a computer screen, is equivalent to 2.5m/sec on the ground. This would take close to
700 days to finish manually. The new hybrid technique, presented in this paper, does it in a few
minutes with minimal human interventions. Thus, it minimizes errors and offers the utmost
precision and accuracy. The accuracy of the initial BI is the same as the pixel size of 4-Band nearinfrared image resolution which is 0.6 m in our case. Supplementary qualitative examples are
provided in the appendix section to showing applicability of the developed algorithms for meshing.
The efficiency and precision of the hybrid technique also emanate from the fact that it is
based on the pixel scale of the image. To my knowledge, this is the first time shoreline digitization
precision reached to its pixel size level. Furthermore, the hybrid technique offers a consistent
quality shoreline geometry, which proves very valuable for hydrodynamic modeling. Most
importantly, the hybrid technique eliminates the need for shoreline adjustment and post-extraction,
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which is usually a time-consuming and error-prone process in conventional shoreline extraction
techniques, irrespective of the quality of the digitized geometry obtained.
Despite the above benefits and contributions to the field, there are certain limitations to the
hybrid technique. Firstly, the hybrid technique works only for 4-band imagery that consists of the
near-infrared wavelength, which can impede effective digitization and extraction of shorelines, as
it narrows the choice and availability of data. Such imagery data may not always be available and
may hamper the consistent flow of coastal modeling inputs. In addition, the algorithm extracts
instantaneous shoreline which requires precise knowledge of time and date when the imagery was
created otherwise this may lead to an error where mean tidal ranges are significantly higher. Also,
the quality of the images may be affected by weather; for example, clouds may cover parts or all
portions of the image, which can render them unusable.
2.6

Concluding remarks
This chapter presents a unique library of algorithms for digitizing and morphologically

operating shorelines for hydrodynamic modeling purposes using a hybrid remote sensing and
image processing technique. The accuracy of the digitization emanates from the input image
resolution. Initial digitization is found to be at the order of the resolution pixel (0.6 m) accuracy
that can describe small features such as docks, small creeks, and bridges in a coastal landscape.
Digitizing shorelines using the hybrid technique can facilitate modeling studies in identifying
physical boundaries of land and water (creeks, lakes, ponds, and shorelines). The automated
algorithms increase the efficiency of modeling efforts and thereby reduce time and costs for
manual digitization. The hybrid technique, presented in this chapter, clearly showed that fully
automated shoreline extraction from remote sensing images for hydrodynamic modeling
applications is possible. Innovative features of individual algorithms can be concluded as follows:
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(1) The initial boundary extraction generates the initial shoreline geometry in the order of
its pixel size accuracy by converting a near-infrared band of 4-band 8-bit Orthomosaic image into
an HSV color space and finding the threshold saturation value, which separates the water body
from the land.
(2) The morphological operation 1(MO1) algorithm cleans the initial shoreline geometry
by removing shoreline features that are below a threshold length and area.
(3) The morphological operation 1(MO2) algorithm removes creeks that are below a
threshold creek width, which cannot be described by models.
(4) The morphological operation 1(MO3) algorithm widens creeks that are below a
threshold creek width to a user-defined new creek width enabling the representation of the creeks
in the modeling process.
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CHAPTER 3. A NOVEL SIZING FUNCTION FOR GENERATION OF 2D
UNSTRUCTURED MESHES
3.1

Introduction
Unstructured meshes offer advantages over structured meshes particularly for finite element

analysis in terms of greater adaptability, as they have arbitrarily varying neighborhoods and thus
provide a better fit to complicated geometric domains (Bern & Plassman, 1997). While
unstructured meshing techniques have gained much acceptability and applicability over the past
few decades, the preparation of an appropriate input for unstructured meshing to be used in finite
element analysis has been a challenge. The essential ingredients of this input include a geometric
domain and an appropriate sizing function for the same (Chen et al., 2017). The generation of the
appropriate geometric domain has already been discussed in the review of relevant literature in
chapter two. The focus here thus is on the sizing function.
Mesh sizing is not only complex and time taking if performed manually but is also a crucial
aspect of successful generation of a high-quality 2D or 3D mesh and affects accuracy of results
and computational resources. Therefore, there has been a high demand for efficient and effective
techniques for generation of finite element mesh sizing function. However, since the algorithms
that generate finite element meshes do not recognize the geometric complexity of domains by
default, a one-step development of an algorithm for mesh generation is difficult. Thus, a two-step
mesh generation process has been employed, whereby, first the 2D or 3D complex domain is
analyzed and functions are generated to yield the size, shape, and orientation of the desired
elements; second, the mesh is generated using the size, shape, and orientation through the mesh
generation algorithm (Quadros, et al., 2004). Considerable research efforts had already gone into
the development of automatic 2D, and 3D mesh generation algorithms between latter part of 1990s
and over the previous decade (Owen, 1998; Quadros et al., 2004; Quadros et al., 2010; Shimada
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et al.,1999). These algorithms help define the sizing function in a less user-interactive manner.
However, without the use of an appropriate mesh sizing function, the meshing algorithms have
been known to fail to generate high-quality meshes, also termed as graded meshes, or at best
generate poor quality meshes (Quadros et al., 2004).
A high-quality or graded mesh consists of fewer elements without sacrificing the mesh
quality. Therefore, it tends to reduce the strain on computational resources in terms of time
consumed and memory used (Persson, 2005; Quadros et al., 2004; Xiao et al., 2014). Since the
mesh size depends on the dimension of the smallest feature, the number of elements in an ungraded
or uniform mesh is larger than that in a graded mesh. The graded mesh minimizes the number of
elements, and at the same time contains the fine elements at the smaller features. Thus, it does not
affect the accuracy of the results (Quadros et al., 2004; Yu et al., 2014; Zhou et al., 2016).
Moreover, a good sizing function will generate slightly smaller elements at the boundary, since a
finite element mesh better represents the geometric domain at the defining points such as those at
the boundary (Mazzolari et al., 2013; Quadros et al., 2010). Therefore, a sizing function that
defines smaller element scales wherein the geometrical and correspondingly physical features
exist, such as at the boundary, and larger elements elsewhere, is considered a better function (Chen
et al., 2017).
Computational resources are directly related to the number of elements used to represent the
model, and in general there is an inverse relationship between number of elements and mesh
quality, which requires a trade-off between the two. Many optimized mesh generation techniques
help achieve a good quality of mesh with lesser number of elements (Chen et al., 2017). Ways to
improve mesh quality need either modification of the mesh topology by inserting or deleting nodes
or use smoothing techniques that do not modify the mesh topology. Computational time in both
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methods requires time-taking processes. Accurate element-sizing, efficient generation of surface
meshes with a reduced number of elements is a major factor that directly determines the accuracy
of finite element models (Chen et al., 2017).
This chapter presents also an algorithm that extracts medial axis from a surface that is used
to detect features and to produce the intended sizing function according to the proximity of features
from arbitrary points in the model domain. A medial axis is a collection of points within a
boundary, where two or more closest distances exist from the boundary. The need for
representation of perceived shape qualities has long been felt and attempted by scientists. Medial
Axes generation techniques represent one such set of attempts, which were first put forth by Blum
(1967), who proposed his Medial Axis Transform (MAT) as an embodiment of a perceptual
skeleton of an object or shape. However, despite being there for last four decades, it has been
difficult to apply in a robust manner (Katz & Pizer, 2003).
The medial axis is a powerful technique for shape analysis and feature extraction (Fabri et
al., 2002). Over the years, much research has gone into arriving at medial axes for creation of
shape representations, which define natural decomposition of an object into its various shape
features (Blum & Nagel, 1978; Katz & Pizer, 2003; Pizer et al., 1998; Zhong & Chen, 2018). The
detection of these features, relative to the medial axes is important for easy access to information
for complete shape analysis (Foskey et al., 2003).
The computation methods of medial axes have been classified broadly as thinning
algorithms, algebraic methods, and surface sampling techniques (Foskey et al., 2003). The
applications of medial axes have been limited particularly owing to their instability and algebraic
complexity. Experts (Culver et al., 1999; Reddy & Turkiyyah, 1995; Sherbrooke et al., 1995)
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proposed tracing algorithms to arrive at medial axes, which have however been found to be time
consuming and limited to models with a few hundred triangles.
Katz and Pizer (2003) have argued that the underlying cause of these limitations has been
that medial axes represent both the features as well as connections between the adjacent features.
The Blum’s MAT did not address this dichotomous aspect of features. Katz and Pizer (2003)
presented a method to separate the features and the connections. They considered every axis point
to have two components both calculated on a measure between 0 and 1. The medial point shape
calculations were integrated over an aperture centered at that point, and measures were created on
each medial axis point and to categorize the amount of feature information and the connection
information to define the features perceptually. However, their method was limited in the range of
perceptual analyses it allowed.
Foskey et al. (2003) used a fast algorithm, based on a spatial subdivision scheme to compute
a distance field and gradient for a simplified medial axis, which they referred to as θ-SMA, which
was parametrized by a separation angle θ. However, they did not use their method for mesh
generation and shape analysis. Zhong and Chen (2018) proposed a method to compute robust and
compact medial axis transformation of 2D point cloud with noise using a signed distance function.
Researchers in the past (Etzion & Rappoport, 1999; Vleugels & Overmars, 1995) also
approximated medial axes from a generalized Voronoi diagram, which is a plane partitioning or
decomposition of shape plane into regions, based on proximity to a particular plane subset.
However, their methods were applicable only to a few polygons. Recently, Peethambaran et al.
(2018) approximated the medial axes from the Voronoi diagram (VD). The set of inner Voronoi
vertices approximated the medial Axes of a curve in a plane. However, their approximation of the
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medial axes was also limited by the sampling density of the data inputs, as well as the smoothness
of the shape curve.
Mesh generation, if conducted manually, is a time-taking and error-prone process. Therefore,
the overall goal of this study is to present a novel algorithm for automatically generating an element
sizing function for construction of high-quality 2D unstructured mesh. To that end, the proposed
algorithm uses complex geometric features and user assigned element gradient to produce the
element sizing function. Surface-water Modeling System (SMS), a surface mesher, is used to
construct the mesh using the sizing function defined with the proposed method. The new method
gives the user flexibility to define the gradient and avoids the manual iterative procedure by
determining a good element-sizing function that defines small element scales in the region where
geometrical and physical characteristics exist and large scales elsewhere. Examples are provided
to demonstrate the quality of the resulting mesh and application of the proposed method for
automatic generation of unstructured 2D mesh.
3.2

Methods
The mesh generation process starts with the detection of geometric features (Figure 3.1). The

first step is to determine the Euclidean distance from the boundary (DB). The DB is generated in
a grid points with a uniform spacing of half of the intended minimum element size for meshing.
The same grid points are used to store the calculated sizing function. The algorithm to extract the
medial axis, also called topological skeleton, from the distance function is developed by hillshading the DB. The medial axis is used to detect features on the geometry. Euclidean distance
from features (DF) is computed. The average distances from the boundary and features give the
mean distance (MD). The MD is used to generate the sizing function, based on the minimum
element size (ME) and gradient (G) of mesh elements in the domain. The determination of medial
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axes uses hill-shading of the distance function. Hillshading is the process of adding light to a
surface at a specific angle and height to highlight important features of the surface. It measures the
relative intensity of light (values range from 0 to 255) that is reflected from the surface to the
source of light. The intensity of reflected light depends on the shape of the object and, thus, is very
useful in arriving at the medial axes for pattern recognition and feature detection (Horn, 1981).

Figure 3.1. Flow chart illustrating the methodology.
Herein, as a novel approach, a hill shading technique has been employed for extraction of
medial axes from the DB of the surface points, with source of light located at 90 degrees from the
object. The brightness pattern in an image depends on the shape of the object being imaged. The
amount of light reflected by a surface is dependent on the orientation of the surface in relation to
the light source and the observer. This makes hill shading and extraction of the medial axis through
the same, a crucial aspect of the method employed in this research. The medial axis serves as a
pivotal tool to arrive at the features and the relevant distance functions, from the geometric inputs
(Figure 3.1), which serve as inputs to the optimal Sizing Function (SF), which in turn is essential
for generation of a good quality mesh. The generation of the medial axis is thus, a central aspect
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of the process employed in this research. The process starts with initial geometrical input
transitions into the detection of features, computation of distances and arrival at the sizing function.
Thus, in order to have greater clarity and better perspective regarding the overall method, it is
important to understand the process employed for generation of medial axis as described below.
3.3

Medial axis
The generation of the medial axis, as also mentioned above, is dependent on a tool called

hillshade (also known as reflectance map). The hillshade measures the amount of light reflected
into the observer point and provides important information about the shape of surface. The shading
of the surface depends on the geometry of the surface and the angle of the light source with respect
to the object. If the light hits a surface at 90o altitude (vertical direction) over an inclined plane
(3.2), the amount of light reflected to the light source location depends on the angle between the
incident light and the surface normal. If the light is illuminated over a horizontal surface, the light
is fully reflected, and a large reflection index (hillshade value of 255) is assigned. The large angle
between the incident light and surface normal implies little reflection (lower hillshade values).
These angles determine the shading used in the hillshade map. Based on the illumination angle,
the output values range from 180 to 255, with 180 representing the dark areas and 255 the brightest
(θ = 00). Hillshading values of irregular surface at a 90o altitude light source can detect features.
These features for a distance function are the boundary geometry and medial axis.
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Figure 3.2. The amount of light reflection to the light source depends on the angle between the
light incident direction and the surface normal; a) Angle of illumination greater than 0o from the
surface normal; b) The light is fully reflected when the angle of illumination is 00 with the surface
normal, or the surface is perpendicular to the light source.
3.3.1 Algorithm for medial axis generation
The following algorithm is used to explicitly extract the medial axis from the distance
function surface. This is the first technique to directly extract medial axis using hillshade, and it is
a simplistic, yet robust method of generating medial axes. The algorithm is followed by an example
to illustrate the same.
Input:
1. Distance function
Outputs:
1. Medial axis
Procedure:
1. Compute hillshade function; values range from 180 to 255;
2. Start iteration: Set a threshold index, start an iteration with 180 and continue to 255 until
convergence criteria break the iteration loop.
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3. Change hillshade function to binary function based on the threshold value, set values of
ones if values are below the threshold hillshade value and zeros for the remaining matrix.
4. Identify values near the edges using initial geometry and user-defined buffer width.
5. The buffer width will be the minimum element size (ME) for the mesh generation process
and determined by the user.
6. Compute density of non-zero values in the buffer zone.
7. Simplify the medial axis until convergence criteria are met.
8. Stop iteration if the density of non-zero values is less than user-defined values (e.g., 0.25)
and the difference between consecutive iteration densities is below user-defined values
(e.g., 0.001).
9. End.
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Figure 3.3. User interface with parametrization for extraction of the medial axis .
As an example, a petal shape (Figure 3.4) is produced using polar equations of
trigonometric functions of the form r= 500 Sin(5θ) for θ = [0 2π]. The polar equation creates five
numbers of petals with an amplitude of 500 units. The geometry of the petal consists of five
moderate curves at the tips of each metal and five sharp bends in between the petals. Figure 3.5
shows an oblique view of the geometry and the distance function representation with respect to
the hill-shade for greater clarity.
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Figure 3.4. Left: Petal geometry; Right: Petal’s distance function.

Figure 3.5. Distance function in oblique view exposed to infinitely far away light source at 900
altitude.

a

)
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Figure 3.6. a) Hillshade matrix generated from the distance function; b) inset showing hillshade
values depicting the medial axes locations; and c) medial axes after classifying the hillshade
matrix using initial threshold value of 180.

Figure 3.7. Final Geometry of Medial Axis after applying the medial axis algorithm with 25%
density of non-zero values around boundary (10-unit buffer zone) and convergence criterion of
0.001 between consecutive iteration.
Figure 3.6 a through c shows the intermediate stages of medial axis generation as part of
the algorithmic iterations referred to above. The final geometry of the medial axis generated is
shown in Figure 3.7. Quite importantly, the proximity of the medial axes from the points on the
boundary serves as an important guide for detection of the features in the shape. Therefore, upon
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the determination of the medial axes using the above algorithm, the distances of points on the
shape plane and thus, also the medial axes were used to detect features.
Since these distances are minimal at sharp edges, corners, curves, and bends, the medial
axes tend to be closer to these features. Thus, this closeness helps detect and identify these features,
with respect to the points in the shape plane, from the detected features. This is an important input
of the mean distance (MD), along with the medial distance of all points on the shape boundary
(DB). The sizing function (SF) was generated from the mean distance, based on the user-defined
gradation and minimum element size and is represented through the following equation:
𝑆𝐹 = 𝑀𝐸 + 𝐺 ∗ 𝑀𝐷

(3.1)

where, ME is the user-defined minimum element size, which represents the resolution of the mesh.
G or the gradation is the coefficient of the mean distance in the sizing function.
Further, the mesh is generated using the sizing function and the model boundary, using
SMS. The graphical user interface (Figure 3.3) enables effective interactions of the user with the
mesh generation system, wherein the minimum element size, gradient, feature detection criteria,
and the medial axis convergence criteria are defined by the user. Thus, these quantitative features
and criteria were used as important inputs towards mesh generation through sizing function and
model bounds. Quite importantly, since the detection of features of the geometry depends on how
far from the medial axis they exist, the distance between the medial axis and geometry was
assigned by the user, which enabled smaller elements to be generated in the highly curved area.
This is crucial for ensuring quality mesh generation. It is relevant to mention here that a sizing
function, which defines smaller elements at the features and larger ones elsewhere, is considered
a better function and yields a higher quality mesh. The quality of the mesh is analyzed using
geometry quality of the triangular elements. A finite element analysis performance is a direct
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function of the shape of the triangular elements used in the mesh. In order to analyze the geometric
qualities of each of the triangles, the following equation was used (Bank & Smith, 1997; Bhatia &
Lawrence, 1990; Sarrate et al., 2003):

𝑞𝐴𝐿𝑆 =

4√3 𝐴
𝑙12 +𝑙22 +𝑙32

(3.2)

where l1, l2, and l3 are lengths of the three sides of the triangular elements. A is the area of the
triangle; thus, qALS denotes the quality of the mesh, in terms of the Area (A) and the lengths (L)
of the sizes (S) of the triangular meshing elements (Sarrate et al., 2003). The value q representing
the qALS score gives maximum quality of 1 for equilateral triangles and approaches to 0 for
degenerated elements.
3.4

Results
The proposed algorithm was tested on the petal geometry first, owing to its simplicity. To

demonstrate the capabilities of the algorithm, three different gradients (0.1, 0.2, and 0.4) were
considered. Additionally, the feature detection criteria affect the sizes and distribution of the mesh
elements, and this was demonstrated through another set of tests. The tests employed two feature
detection criteria (25 and 50 units) with gradient of 0.4. Further, another test was conducted to
describe additional features. This was done by introducing additional features in the middle of the
petal, with a gradient of 0.4 and medial axis distance of 25 units from geometry, which serve as
inputs to the sizing function defined above. For all petal geometries, the minimum element size
was set to 10 units. Finally, different examples (3.2 through 3.8) are provided below to show the
robustness of the proposed algorithm and overall method employed and the different inputs and
criteria for the mesh generation process through the sizing function. The results of the different
examples of input variants are correspondingly represented in Figures 3.8 through 3.18.
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3.4.1 Example 3.1: petal with DF=25 units, G= 0.1, 0.2 and 0.4 (Figure 3.8)

Figure 3.8. a) Input geometry; b) distance from boundary; c) medial axis and distance between
the boundary and medial axis; d) detected feature from geometry based on 25-unit feature
detection criteria; e) distance from the detected features; f) mean distance, the average distances
between DB and DF; g), j) and m) are the size functions for G=0.1, 0.2 and 0.4 respectively; h),
k) and n) show the meshes i), 1) and o) shows quality of the mesh elements for G=0.1, 0.2 and
0.4 respectively.
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3.4.2 Example 3.2: petal with G=0.4 and DF=50 units (Figure 3.9)

Figure 3.9. a) Input geometry; b) distance from the boundary; c) medial axis and distance
between the boundary and medial axis; d) detected feature from geometry based on 50-unit
feature detection criteria. Detection of the features was based on medial axis distances from the
boundary that are a less than a user-defined 25 units; e) distance from the detected features; f)
mean distance, the average distances between DB and DF; g) shows the size function for G=0.4;
h) 1908 mesh elements for G=0.4; and i) shows quality of the mesh elements for G=0.4.
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3.4.3 Example 3.3: petal with DF=50 units, G=0.4, and additional feature (Figure 3.10)

Figure 3.10. a) Input geometry; b) distance from the boundary; c) medial axis and distance
between the boundary and medial axis; d) detected feature from geometry based on 50-unit
feature detection criteria. Detection of the features was based on medial axis distances from the
boundary that are a less than a user-defined 25 units; e) distance from the detected features; f)
mean distance, the average distances between DB and DF; g) shows the size function for G=0.4;
h) 1908 mesh elements for G=0.4; i) shows quality of the mesh elements for G=0.4.
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3.4.4 Example 3.4: LSU with DF=25 units and G=0.4 (Figure 3.11)

Figure 3.11. a) Medial axis; b) 1961 mesh elements; and c) shows the quality of the mesh
elements.
3.4.5 Example 3.5: rabbit with DF=25 units and G=0.4 (Figure 3.12)

Figure 3.12. a) Medial axis; b) 611 mesh elements; and c) shows the quality of the mesh elements.
3.4.6 Example 3.6: butterfly shape geometry with DF=25 units and G=0.4 (Figure 3.13)

Figure 3.13. a) Medial axis; b) 860 mesh elements; and c) shows the quality of the mesh elements.
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3.4.7 Example 3.7: World map with DF=25 units and G=0.4 (Figure 3.14)

Figure 3.14. World map; a) Medial axis; b) 42,899 mesh elements; and c) shows the quality of the
mesh elements.
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3.4.8 Example 3.8: St. Louis Bay with DF=25 units and G=0.4 (Figure 3.15)

Figure 3.15. SLB. a) Medial axis; b) 111,160 mesh elements; and c) shows the quality of the mesh
elements; d) Inset view of b. e) Inset view of d.
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3.4.9 Example 3.8: St. Louis Bay with DF=25 units, G=0.4, and additional features (Figures
3.16-3.18)

Figure 3.16. Bathymetric elevation (left) and additional features (right). The blue line describes
the location of marsh edges, and the red line is the bathymetric feature.
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Figure 3.17. SLB with additional features. a) Medial axis; b) 151,093 mesh elements; and c) shows
the quality of the mesh elements; d) Inset view of b. e) Inset view of d.
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Figure 3.18. Figure showing how bathymetric features described better a) and b) bathymetry and
mesh without bathymetric feature c) and d) bathymetric plot and mesh with bathymetric features
added.
The overall results of different geometric domains, such as the petal geometry, the shapes
and figures like ‘LSU’ and rabbit and the shoreline geometry, indicate that the algorithm is capable
of producing optimal results for different input criteria suitable for each of the different geometries
and purpose of the meshing in each case. The increase in gradient for a given feature detection
criteria has been found to be associated with a decrease in the number of elements (Figures 3.8 h,
k, n). However, for a given gradient, an increase in the feature detection units yields an increase in
the number of elements (Figure 3.9). The introduction of a feature representing a bathymetric
feature inside a domain requires finer elements around introduced feature and increases the total
number of elements as well (Figure 3.10). The examples also show that the algorithm is capable
of producing good meshes for a range of shapes including symmetric and asymmetric, as well as
irregular geometric domains, and the number of elements has been minimized in the domain parts
other than those representing features of interest (Figures 3.11 through 3.18). Notably, the quality,
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as measured in terms of the qALS score, is high (≥ 0.93) across the examples (Sarrate et al., 2003).
The above examples and results are further discussed in the next section.
3.5

Discussion
The results from this chapter, as illustrated through the various examples have shown that

the algorithm can produce optimal meshes for different purposes, without compromising the
quality. The examples cover variants of different meshes generated through the meshing algorithm,
employing a novel sizing function developed for the purpose. Example 3.1 is concerned with mesh
generation of a petal with feature detection distance and gradient input variants as represented in
Figure 3.8. It shows the automated algorithmic process of the feature detection of a petal,
transitioning from the input geometry to the medial axis and then to detection of features and
ultimately arriving at the mesh through the sizing function inputs. Notably, a key part of the
algorithmic process is the generation of the medial axes, which is crucial in generation of sizing
function inputs for mesh generation. Figures 3.8 (a) through (g) capture the feature detection and
sizing function generation process for feature detection criteria input = 25 units. The distance
function inputs are transformed into the sizing function. The examples clearly demonstrate that the
algorithm can produce a sizing function, which optimizes the distance of points in the petal from
the boundary as well as the features for a gradient G=0.1 and a minimum mesh element size of 10
units.
Increasing the gradient from 0.1 to 0.4 results in denser sizing function near the features
and gradually lesser so in other areas, including even those near the boundary, if those parts of the
boundary are farther away from the features. What this means in terms of the mesh characteristics
is that for a simplistic domain like a petal, increasing the gradient, while keeping the feature
detection input constant, yields mesh variants, which progressively favor the features more.
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Favoring the features here implies that the element sizes are being minimized, producing finer
elements in the feature areas of the domain, with subsequent increase in gradient. Herein, the sizing
function is in fact, being minimized in those regions. Since smaller elements mean a finer mesh,
in the said areas, the quality is being enhanced more in the feature areas by increasing the gradient.
However, the overall quality, as measured by the qALS score, is marginally decreasing
correspondingly (Figure 3.8. i, l, and o).
If an analyst is interested in features more than just the boundary, the inputs can be
optimized to yield a mesh as shown in Figure 3.8 (g) than that in, say 3.8 (k) or still further than
in (h). However, depending on the extent of interest in studying the boundary along with features,
the analyst may choose to generate the mesh as in Figure 3.8 (k) or still better as in (h), which
progressively shows slightly better-defined meshes in that order, as apparent visually. The
marginal differences in the visual quality of the meshes through finer and more homogenous
elements correspond to the marginal differences in the quality scores ranging from q=0.94 to 0.95.
As per Sarrate, et al. (2003), a high-quality mesh, based on the qALS criteria, which has also been
adopted in this paper, is one which is represented by well-shaped triangles as measured through
the qALS score (q), such that q ∈ (0.9,1.0). This means that a very good quality qALS score should
be within a range of 0.9 and 1.0. In this case, the range of q for the above example can be considered
very good for all these mesh variants. Thus, variations in the input features in the algorithm can
yield optimal meshes, based on the purpose of modeling, with high quality.
Another very important aspect of this illustration is the number of mesh elements
generated, which is related to the quality, and on the other hand to the computational capability
(Field, 2000; Shewchuk, 2002). In terms of quality, a decrease in number of meshes means larger
meshes and, thus, progressively coarser elements. However, on the flip side, the reduction in the
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number of elements in the mesh also means lesser strain on the computational ability of the mesh
generation system. This implies greater meshing efficiency, which in this case, is increasing with
the increase in the gradient from 0.1 to 0.4 (Figures 3.8 h, k, and n). Most importantly, this exhibits
flexibility and choice of inputs, to arrive at purposeful mesh variants, as important features of the
meshing algorithm and methodology employed, as shown on the petal geometry.
Example 3.2 shows petal mesh generation for G=0.4 and feature detection distance of 50
units through the same process and algorithm as in the previous examples. However, the variation
in the feature detection distance (from 25 in the previous case to 50 units in this case) enables the
algorithm to identify a larger number of features. This includes even those features that are on the
boundary and are at a greater distance from the features at the convergence of the medial axis.
These additional features on the boundary of the petal, which are nevertheless close to the medial
axis, and could not be detected in previous example, have been detected in this example (Figure
3.9 (d) as opposed to Figure 3.8 (d)). This yields a petal mesh that is better defined and has a
greater number of elements or is finer. This means that the mesh element density at features has
been enhanced simply by virtue of an increased number of elements due to additional features
detected by increasing the feature detection distance. What this implies for the utility of the
algorithm is that, it allows the analyst to increase detectability of features and by implication, the
local mesh resolution, to achieve a relative enhancement in the mesh quality, as also reflected in
quality score of q=0.94 as per Figure 3.9 (i) (Busch, et al., 2016). This is an important feature of a
good meshing system (Taramon, et al., 2019).
Example 3.3 is yet another variant of the petal mesh generation process, with an additional
feature introduced in the middle of the petal shape. The sizing function inputs, as well as the feature
detection input, are same as those in the previous example. The feature introduced is unevenly
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shaped and has been introduced in proximity to the medial axis of the petal domain. Also, the
feature detection distance is high enough to detect the large and uneven feature in its entirety along
with the other features. The resultant mesh thus, shows that the algorithm can produce fine mesh
elements around the local boundary of the added feature. Thus, if the purpose of meshing is to
detect and study such an additional feature inside the domain, the analyst may choose the input
settings commensurate with this example. This yields a well- defined mesh with not just finer
elements near the petal features, but also around the introduced feature. Also, the number of
elements generated (1908) shows an overall high quality, as also supported by the quality score
(q=0.94). This shows a choice offered by the algorithm, to produce optimal and well-defined
meshes with additional features inside a domain. Since the feature introduced is uneven and
resembles a bathymetric shape, suggesting that the algorithm could be useful in producing good
quality meshes for shoreline geometry.
The examples discussed thus far, pertained to a simplistic petal shape with mesh variants,
based on different input variables. However, the algorithm needs to be tested for applicability and
validity along with certain other representative shapes, for the successful generation of welldefined and quality meshes. Example 3.4 (Figure 3.11) considers the application of the same
algorithm to bold lettered shapes ‘LSU’ which is slightly more complex in terms of geometry.
However, as shown in the figure, the algorithm generates a well-defined and good quality mesh
(q=0.94), with 1961 elements and G=0.4. In order to identify and map this shape, one would be
interested in the regions with sharp bends, which are close to the medial axes for the figure domain.
These are mostly the areas near the curves of the letter shapes in the figure, and the mesh consists
of very fine elements near these edges and corners.
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The results similarly proceed with gradually increasingly different and complex geometries
in examples 3.5 through 3.7. In Example 3.5, the algorithm generates a mesh for a 2D rabbitshaped domain with 611 elements and G=0.4 (Figure 3.12). The features like the curves and bends
around say the tail and body or leg and body junctions are well defined, and despite the relatively
lower number of elements, the mesh is fine and is supported with high quality score (q=0.95).
Notably, the eye of the rabbit shape is akin to an inland bathymetric feature and yet again suggests
that the algorithm allows meshing shoreline and bathymetric elements.
Similarly, examples 3.6 and 3.7 show high-quality mesh results for a butterfly shape
(Figure 3.13) and the world map (Figure 3.14) respectively. The world map mesh is quite close to
what an analyst studying bathymetric features would be interested in. It shows the capability of
the algorithm performing complex meshing operations in an automated way, applicable to the
generation of shoreline meshes. The shoreline is clearly well-defined, with high quality or finer
elements, especially along the coastline and coarser in other parts. The same has been finally
demonstrated, in Example, 3.8, which shows the mesh generation of an actual shoreline that is St.
Louis Bay (SLB) Estuary. Well-defined and high-quality meshes are generated in Figures 3.15
and 3.17. Owing to a long and uneven shoreline, the generated mesh yields 111,160 elements for
G=0.4, with high quality (q=0.95). The figures show how a near-shore inland water body is
meshed, with optimally fine elements defining the shape of the round inland feature. Figure 3.16
shows the same domain in terms of the bathymetric elevation, wherein points adjunct to the
shoreline are represented with orange color on the spectral elevation scale, with elevation close to
0 in the left part image. The right part describes the same on an actual map, with red line
representing the bathymetric feature and the blue line marking the shoreline. The mesh generated
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as shown in Figure 3.15, closely corresponds with the representations in Figure 3.16 and exhibits
the accuracy of the algorithm.
Figure 3.17 represents meshing focused on a different part of the SLB shoreline, with more
bathymetric features included yielding a characteristically different mesh with 151, 093 elements,
though the quality score is still high (q=0.95). Figure 3.18 describes how the same domain is
meshed in stages, such that the algorithm produces finer elements near the bathymetric features
and thus, helps define them better. Moreover, a consistent mesh quality in both Figure 3.17 and
3.15 is obtained for a relatively small increase in the number of elements generated, despite many
complex features introduced. Therefore, it is evident that the algorithm can help generate highquality meshes describing not just the shoreline, but also the complex and numerous bathymetric
features while minimizing the elements for less important parts of the domain. In other words, the
algorithm allows human interferences by incorporating additional features that may represent the
boundary condition or bathymetric gradient to generate high quality meshes.
The above examples, as represented in the figures demonstrate that the new algorithm
created in this study for mesh generation enables the user or analyst to arrive at well-defined
meshes, and optimizes the meshes for computational ability and thus, is an efficient method. The
examples also show that the quality of the meshes is high as suggested by the quality score (qALS
(q) ≥ 0.93) across the different domains represented in the result examples. It is, however,
important to establish the strength, validity, and applicability of the quality measure used. Notably,
several different measures of mesh quality have been developed and used in the past, as pointed
out by (Sarrate, et al., 2003) and they have listed several of them. However, they have also asserted
that a good quality measure favors element shapes, as close to an equilateral and by implication
equiangular triangle as possible, while disfavoring the degenerate triangular elements in terms of
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quality score. This assertion is supported by Ng et al. (2010, p.13), who observed that a good
quality mesh is one that maximizes the minimum angle of a triangle. Sarrate, et al. (2003, p. 8)
pointed out that both these measures are more pronounced in the qALS measure than other quality
measures. Shewchuk (2002) compared different meshing quality measures for triangles and
showed that qALS is not just among the fair measures of all those studied, it is one of the few
smooth functions. Moreover, as per them, qALS is also a recommended triangle quality measure
by Bhatia and Lawrence (1990).
The strength of a qALS measure can also be shown in graphical terms, through a contour
plot. A triangle with base unit length and vertices located at (0,0), (1,0) and (X, H), as shown in
Figure 3.19, can be used as an illustrative example. The thick baseline highlights the base of a
triangular element, a perfect equilateral triangle, with a height of √3/2, which yields a qALS score
of 1.0.
qALS can be defined in terms of height and base variables of the triangle, as shown below.
𝑞𝐴𝐿𝑆 = 4√3𝐴/(𝑙1 2 + 𝑙2 2 + 𝑙3 2 ) = > 𝑞𝐴𝐿𝑆(𝑋, 𝐻) = √3𝐻/(𝑋 2 + 𝐻 2 − 𝑋 + 1)

(3.3)

The redefined qALS function is represented on a contour plot as q ALS (X, H), as shown
in Figure 3.19 (b) below.
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Figure 3.19. a) Representative quality triangular element with edges defined in base and height
unit terms b) Contour Plot for qALS.
The contour levels in the Contour plot (Figure 3.19. b) describe the qALS at the vertices
of the element represented in Figure 3.19. a. According to Field (2000), a good or fair measure of
elemental shapes encompasses the ability to detect all degenerate elements, non-dimensionality,
boundedness, and normalization. Degenerate elements are characterized by values of zero element
quality that possess a zero area or volume elements, as also represented in Figure 3.19 (b). The
dimensionless aspect confirms similar triangles to have the same quality as represented by the
contour levels in the same Figure 3.19 (b). Normalization helps to bind the values between 0 and
1. The qALS contours as shown in the same figure, are bounded between 0 and 1. Boundedness
prevents the quality level from getting infinitely large. All these properties as mentioned by Field
(2000) are exhibited by the qALS measure as also represented in qALS element and qALS (X, H)
plot in Figure 3.19. Moreover, Field (2000) has explicitly endorsed qALS as a fair measure of
meshing element quality.
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Thus, qALS is a strong measure of quality. However, the accuracy of the finite element
analysis for the purpose of meshing is dependent not only on the shape of the elements but also on
the context or the purpose of meshing (Ng, et al., 2010). The mesh generation method employing
the novel sizing function algorithm in this paper also optimizes and balances the quality of the
mesh with the context or purpose of modeling, as suggested by the foregoing discussion. The
different contexts with respect to the qALS scores, as elicited by the examples discussed above,
are summarized and compared in table 3.1.
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Table 3.1. Comparison table for qALS quality measure results.
Input
Geometry used
Petal
Petal
Petal
Petal
Petal
LSU
Rabbit
Butterfly
World Map
SLB
SLB

ME
(unit)
10
10
10
10
10
10
10
10
10
10
10

G
0.1
0.2
0.4
0.4
0.4
0.4
0.4
0.4
0.4
0.4
0.4

Mesh
DF
(unit)
25
25
25
50
50
25
25
25
25
25
25

Additional
features
No
No
No
No
Yes
No
No
No
No
No
Yes

Nodes
1,613
930
495
940
1,138
1,227
370
522
25,896
65,555
88,761
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Elements
2,973
1,662
840
1,584
1,908
1,961
611
860
42,889
111,160
151,093

qALS
Min
0.84
0.84
0.81
0.77
0.77
0.83
0.77
0.70
0.74
0.77
0.78

Max
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99
0.99

Mean
0.97
0.96
0.94
0.94
0.94
0.94
0.95
0.94
0.93
0.96
0.95

STD
0.023
0.028
0.034
0.034
0.035
0.046
0.037
0.042
0.055
0.033
0.030

It can be seen from the table 3.1, that the results and examples are contextualized by the
purpose of the meshing represented by the geometry used along with the features introduced as
required. The contextual requirements were fulfilled through appropriate sizing function inputs,
wherein user input variations in gradient (G) and feature detection inputs (DF) as per the context
enabled the best-defined mesh. Additional features introduced at two points in the process, as
shown in the table for the last petal and the second SLB example, show only marginally
incremental changes in the number of elements while attaining a relatively greater contextual
leverage in terms of meshing the additional features introduced. As also discussed above, the
quality of the meshes generated is consistent across all the examples and mesh variants.
The quality consistency is further illustrated in Figures 3.20 through 3.22, which plot the
probability density functions of the qALS score of meshes obtained for different geometries and
their variants as per SF inputs, wherein all the highest probabilities lie within 0.90 and 1, which
shows excellent quality across domains or geometries. Figure 3.20 compares only the petal
geometries, and the petal variants with lower G and DF show marginally better quality, though all
of them still within an excellent range. Comparing petal geometries with other geometries shows
only marginal quality difference between them, though all are still within an excellent range. This
consistently high quality is accomplished despite reduction in fineness in certain parts, achieved
through input variations owing to contextual and efficiency considerations (Figure 3.21). Figure
3.22 shows almost nil effect on the quality of the introduction of the additional features in the SLB
domain for meshing, which still remains high.
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Figure 3.20. Comparison of the qALS PDFs of the petal geometries.

Figure 3.21. Comparison of qALS PDFs of petal geometries with other geometries.
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Figure 3.22. Comparison of qALS PDFs of the two SLB geometries.
3.6

Conclusion
A new algorithm was developed to define small elements in the region where geometrical

features exist and larger elements elsewhere, with a controlled (smooth) gradient. The controlled
gradient allows a smooth transition from initial to optimal stages of algorithm iterations for
meshing. This involved the employment of the hill-shading method to develop the medial axis,
which helped generate the sizing function of the meshing elements, by serving as a critical input
for feature detection and the distance functions. The novel algorithm presented in this chapter
produces a sizing function as an important part of the process, which allows flexibility of inputs,
like the gradient and mesh resolution for mesh generation. The feature detection criteria and inputs
have been shown to be important for feature detection and for the sizes and distribution of the
mesh and help regulate mesh quality.
The quality assessment shows that the algorithm is capable of producing consistently highquality meshes. The qALS measure used for assessing the mesh quality in this paper is a fair and
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strong measure of quality, thereby adding to strength, viability and applicability of the algorithm
and meshing process employed. The algorithmic sizing function and mesh generation technique
developed and illustrated herein also apply well to the shoreline geometry and yield consistently
high-quality meshes, even after introducing new features without compromising on the
computational ability or efficiency. Overall, the automated algorithmic method optimizes the mesh
quality in an iterative manner, with computational ability on the one hand and the context or
purpose of modeling on the other.
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CHAPTER 4. MATHEMATICAL FORMULATIONS FOR THREE COMPONENTS OF
HYDROPERIOD IN TIDAL WETLANDS
4.1

Introduction
Coastal wetlands, characterized by cyclical and frequent flooding, are the home to numerous

wetland species. Hydrologic parameters, such as flooding depth and duration, are major factors
among many that can influence the type and growth of wetland species (Morris et al. 2002,
Fagherazzi and Kirwan 2012). In general, astronomic tides control water levels in a coastal wetland
system, and the periodicity and amplitude govern the water level and inundation time (i.e.,
hydroperiod). Hydroperiod is known for its key role in developing a “hydrologic signature” of a
wetland (Mitsch and Gosselink 1993). Different areas of tidal wetlands are subject to diverse
hydroperiods associated with changes in vegetation type (Wiegert et al., 1990). Alterations in
hydroperiod, for example, due to relative sea level rise, have a substantial impact on coastal
wetlands and their natural diversity (Phillips, J. D., 2017). A change in hydroperiod has a direct
biological influence in the production of marsh vegetation (Wiegert et al., 1990, Morris et al.,
2002, Doyle et al., 2007, Friedrichs, 2011 and Belliard et al., 2016). Coupled hydrodynamicecological models have been used to determine interactions between the physical and biological
processes in salt marsh systems (D’Alpaos et al., 2007, Temmerman et al., 2007).
Many studies have defined hydroperiod and noted its importance to ecological studies in
their literature. Beauchard et al. (2011) defined hydroperiod as a function of marsh and tidal
elevations that determine the inundation time and the rate of flooding (frequency). Wu et al. (2016)
stated that the percentage of time salt marshes flood (hydroperiod) plays a key role in determining
the growth of vegetation on marsh surface. A study by Foti et al. (2012) determined that specific
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location preference and organization of vegetation species is a direct function of hydroperiod regime. Mitsch and Gosselink (2000) showed how flooding frequency can be used to identify
vegetation zones and that marsh species preferred particular flooding frequencies. Figure 4.1
illustrates the sorting of vegetation in a typical tidal marsh with hydroperiod changes. In the figure,
elevation differences across the tidal system corresponds to different flooding duration and
frequency structuring different vegetation species.

Figure 4.1. Relationship between hydroperiod and vegetation types in a typical tidal marsh;
adapted from Mitsch, W. J., & Gosselink, J. G. (2000).
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Hydroperiod also has a central role in the exchange of carbon dioxide in saltmarshes
(Jimenez et al., 2012). Jimenez et al. (2012) compared marshes with short- and long-hydroperiod
and found that they showed a unique pattern in the balance of carbon dioxide (CO2) signifying the
alteration of hydroperiod can lead to change in the carbon dynamics of the marsh. White et al.
(2016) used frequency of inundation to approximate hydroperiod and explained the significance
of hydroperiod and marsh elevation in determining the complex spatial pattern of ecological zones.
Spier et al. (2016) identified the role of hydroperiod as a major driver of change in the distribution
of mangrove and salt marsh species. Surface water performance measures like hydroperiod can
determine the soil moisture regime, an important variable in climate system (Sharma et al, 2014).
Sharma et al. (2014) used long-term hydrological time series data to examine the complementary
effects of surface water on soil moisture variation and their result showed strong positive
correlations of soil moisture and hydroperiod in a tropical coastal wetland where the dominant
vegetation is mangrove forest. Karacker et al. (2009) stated hydroperiod as an important factor that
structures amphibian communities. In their study, amphibians showed faster development and
larger body sizes in a longer-hydroperiod than the drying wetland. A similar study by Rowe et al.
(1995) revealed that shorter hydroperiods can cause a complete reproductive failure to amphibians
due to drought. Lucas et al. (2014) confirmed that Amazonian floodplain forests' standing biomass
increases with increasing hydroperiod.
Brown et al. (2013) studied values of wetland to wildlife and discussed the effects of
hydrology on birds and mammals. In their analysis, bird species prefers a roughly 50:50 ratio water
to vegetation wetlands and normal range of flooding frequency. Turner et al. (2009) tested a
hypothesis if physid snail's occurrences follow a random distribution across freshwater ecosystem.
Their analysis showed that physid snails, sorted along a hydroperiod gradient, were dominant in
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shorter hydroperiod sites where there is low abundance of invertebrate and fish predators. Solomon
et al. (2014) used time of inundation to study effects of sea level rise on abundance, growth, and
survival of oysters within Apalachicola Bay, Fl.
Hydroperiod can also be a key factor in determining the seasonality of disease occurrence
such as oyster norovirus outbreaks. Wang and Deng (2016) developed a probability-based model
for predicting oyster norovirus outbreaks for oyster-harvesting coastal waters. Their study
confirmed change in water depth, hydroperiod, is a potential predictor of oyster norovirus
outbreaks. The practical significance of their findings is low water depth reduces dilution of
sewage-contaminated runoff from antecedent rainfall, thus potentially increasing norovirus
concentrations in oyster-growing waters and extreme cases of very low tides (or water depths) in
winter could potentially indicate norovirus outbreaks. Several additional studies indicated that
hydroperiod has a central importance in determining marsh species ecology (Busch et al., 1998;
Childers et al., 2006; Montalto et al., 2006; Morris et al., 2006; Maltby et al., 2013; Roner et al.,
2016 and Spier et al., 2016).
Hydroperiod, defined by flooding depth, frequency, and duration, aids in determining the
vegetation structure in a coastal wetland (Foti et al., 2012). And the coastal wetland has unique
role in the hydrologic cycle. It reduces floods, recharge ground water flows and evaporates more
water than dry lands (Bullock et al., 2003). Cowardin et al. (1979) classified tidal hydroperiod as
“subtidal,” “irregularly exposed,” “regularly flooded” and “irregularly flooded.” Based on the
definition given by Cowardin et al. (1979), a subtidal wetland is permanently flooded in which
case both duration and frequency of flooding can be interpreted as 100% of the total time. A
regularly flooded wetland is characterized by alternating floods that expose the land surface at
least once daily (Cowardin et al., 1979). However, the definition by Cowardin et al. (1979) does
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not provide enough information about the duration of flooding. For example, if a single day is
considered as a period of interest, flooding every day can be interpreted as a flooding frequency
of 100%. The other two classifications provided by Cowardin et al. (1979), irregularly exposed
and irregularly flooded, can also be interpreted similarly using hydroperiod parameters based on
the frequency of flooding. Even though flooding depth, duration, and frequency are used to
describe and classify hydroperiod, they are distinctly different. Nuttle (1997) explained that
hydroperiod cannot be measured with a single parameter. It is estimated by the average water level,
intensity or amplitude of fluctuation, the period of interest embedded in the rising and falling of
the water level, and the timing of inundation.
While defining and classifying hydroperiod may appear trivial, computing hydroperiod is
actually complex because of daily fluctuating water levels in tidal marsh. Microtopography, the
small-scale topographic variability of the tidal marsh, adds further complexity to the computation
of hydroperiod (Coutwright et al., 2011). Coutwright (2011) showed that hydrological alterations
can lead to changes in surface elevation of tidal wetlands and elevation changes in turn cause
hydrological alterations, vegetation changes and ecosystem functioning. Moreover, modeling
topographic variability of wetlands (microtopography), in hummocks and hollows needs good
understanding of flooding regimes caused by the elevation changes in the boreal peatlands
(Nungesser et al., 2003, Coutwright et al., 2011). Obtaining water level data of high spatial and
temporal resolution from field measurements in a tidal cycle requires extensive field campaigns
and is a major technical challenge (Cole et al., 1997). Also, computing hydroperiod is complex
due to the daily fluctuating water levels from tides, river flows, and meteorological events. Many
studies have used different methodologies, models, and approaches to determine the hydroperiod.
Nuttle (1997) used harmonic analysis to characterize hydroperiod quantitatively by obtaining the
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amplitude and dominant period in a time series of water levels. However, the study demonstrated
a statistical approach and did not incorporate other physical factors, such as water surface and land
elevations, to measure wetland hydroperiod. McKenna (2013) parameterized marsh inundation
using wetland elevation data and observed tidal datum from tide gauges. The parameterization
used by McKenna (2013) is limited to its accuracy of computing inundation by assigning a
common tidal datum for marsh groups. Eaton et al., (2009) defined hydroperiod as conjugate
proportion of time over which inundation and its depth of inundation and estimated it as integral
of the water level fluctuation function over time, i.e. the area under the hydrograph curve. They
assumed constant mean bed slope and inundation occurs immediately adjacent to tidal channels to
derive expressions for hydroperiod. Their study requires identification of approximate bed slope
and excludes application of spatially variable land elevations.
White at al. (2016) used time-series near-infrared photography to quantify tidal flooding of
the marsh surface. This method appears to be effective and economical. However, its application
is limited to deliver first-hand observations of hydroperiod data where there is accessibility and
cost challenges for a study. Díaz-Delgado et al. (2016) used remote sensing techniques to estimate
wetlands' hydroperiod. Their study used 391 long time series images covering the 1974–2014
period to evaluate spatial and temporal patterns of marsh flooding including hydroperiod. The
major drawback in using remote sensing in hydroperiod calculation is that there are limitations in
using images to detect submerged aquatic vegetation and submerged reefs. Another major
limitation of using remote sensing is that it cannot get accurate measurement of water depth.
Considering these limitations and constraints such as the number of times a satellite can pass over
a study area, remote sensing techniques are restricted to estimate "seasonal" hydroperiod, and
hence a more direct and flexible approach is needed if high resolution spatial and temporal
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hydroperiod is desired. Morris (2006) conducted experiments and statistical analysis to develop
an equation that relates the hydroperiod to biomass production in the Marsh Equilibrium Model
(MEM). The model uses marsh platform elevation, mean high water (MHW), and mean low water
(MLW) to estimate hydroperiod using the ratio of the relative MHW to the marsh elevation over
the tidal frame (elevation difference between MHW and MLW). MLW can be computed in tidal
creeks and open water where the region is always wet and computing hydroperiod across marsh
platform require interpolation method such as Inverse Distance Weighting (IDW) using the values
computed from the areas that are classified as always wet to periodically dry locations. The Dupuit
equation, interactive hydrogeology tool for analysis of steady-state flow conditions, can be used
to simplify the interpolation methods (Coleman, 2015). Such interpolation technique, however, is
subjected to uncertainty, and accurate computation of hydroperiod is required to reduce the errors
and inaccuracies in the output data across the marsh platform.
Despite the efforts made in defining and determining the hydroperiod, computation of
hydroperiod remains challenging due to the lack of high-resolution water level data at relevant
spatial scales and absence of a conventional method to compute it. Hydrodynamic models may be
used to simulate the water level in the coastal region to determine the spatial and temporal water
levels over a high-resolution grid in a given coastal landscape accurately. However, there needs to
be an efficient and accurate mathematical method to process the model output data to compute
hydroperiod. Ecological models need more reliable and accurate hydroperiod input data to
efficiently determine marsh productivity. The primary objective of this study is to develop an
efficient and effective method for calculating the hydroperiod (flooding depth, duration, and
frequency) in a flooded coastal land surface.
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4.2

Materials and methods
In a non-tidal wetland, astronomic tide range is essentially zero; hydroperiod is often

described with the seasonal pattern of water level (e.g., in months) (Nhiwatiwa et al., 2016).
However, in many tidal wetlands hydroperiod changes daily due to changes in astronomic tides
caused by Earth's orientation relative to the Sun and Moon. Elevation of the wetland surface and
local tidal elevations determine inundation of its surface (hydroperiod), which is a general
indicator of the flooding frequency and duration (Montalto et al., 2006). The flooding depth is also
a good representation of hydroperiod (Morris, 2003). It influences the growth and distribution of
marsh species (Silvestri et al., 2005). The relative water surface elevations (inundation depth)
determines the wetting and drying of a wetland surface at a specific time. Figure 3 is a schematic
diagram showing the coastal land scenario where the land surface gets inundated periodically by
the tide. The land surface inundates when the water level exceeds its platform elevation. By
progressively analyzing the water levels on the land surface it is possible to compute the
hydroperiods in terms of flooding depth (hereafter referred to as “DEHP”), duration (hereafter
referred to as “DUHP”) and frequency (hereafter referred to as “FRHP”).
4.2.1 Data collection
Historical time series of water level data used in this study were obtained from nine NOAA
gauge stations that are located along the East, Gulf, and West coast of the United States. The 6minute interval water level data were obtained for a duration of 90 days from 11/01/2016 to
02/01/2017. Four gauge-stations are located on the East Coast, three in the Gulf Coast and the
remaining two gauge-stations on the West Coast (figure 4.2). Table 4.1 lists all the gauge stations
by NOAA station ID and their respective region. The tide range for each location varies and
produces different tidal regimes. Tidal regimes can be classified into macro-, meso- and micro92

tidal coasts based on their mean tidal ranges. Macro-tidal regimes possess mean tide range greater
than 4 m; the meso-tidal range is between 2 and 4 m, and micro-tidal regions have a tidal range
less than 2 m (Davies et al., 1964). All the tide gauges selected in the Gulf coast region
(Apalachicola, FL, Pascagoula, MS and Grand Isle, LA) are micro-tidal regimes. Eastport, ME is
classified as a macro-tidal regime classification, Mayport, FL is micro-tidal, and Boston, MA, and
Charleston, SC are meso-tidal coast. San Diego, CA and Redwood City, CA are micro- and mesotidal regimes, respectively. The water level datasets were used to compute the hydroperiods.
Although NOAA provides tidal datums based on observed water over a 19-year tidal cycle, mean
height of high-water levels (MHW), mean height of low water levels (MLW), and the mean of
MHW and MLW (MSL) were computed based on the 90 days of observed 6-minute interval water
levels. The water levels were all referenced to the North American Vertical Datum of 1988 (NAVD
88).

Figure 4.2. Nine NOAA tide gauges along the U.S. East, Gulf and West Coasts were chosen to
compute hydroperiods. Four gauge-stations (Eastport, ME, Boston, MA, Charleston, SC and
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Mayport, FL) are located on the East Coast. Three gauge-stations (Apalachicola, FL, Pascagoula,
MS and Grand Isle, LA) are located on the Gulf Coast, and the remaining two gauge-stations
(San Diego, CA and Redwood City, CA) are located on the West Coast. Station locations are
shown in purple, blue and red to indicate the three tidal regimes, macro-, meso- and micro-tidal
regimes, respectively.
Table 4.1. Station ID, name and coastal region of the tide gauge stations that are obtained from
NOAA website for the duration of 90 days.
NOAA Station ID
8410140
8443970
8665530
8720218
8728690
8741533
8761724
9410170
9415144
4.3

Station Name
Eastport, ME
Boston, MA
Charleston, SC
Mayport, FL
Apalachicola, FL
Pascagoula, MS
Grand Isle, LA
San Diego, CA
Port Chicago, CA

Coastal Region
East Coast
East Coast
East Coast
East Coast
Gulf Coast
Gulf Coast
Gulf Coast
West Coast
West Coast

Flooding depth
Flooding depth has been defined as a good representation of hydroperiod (Morris, 2003)

and can be estimated by getting the difference between MHW and land surface elevation (Morris
et al., 2006). Figure 3 shows a typical tide and its flooding over a given land elevation for a single
tidal period. The land is inundated when water surface exceeds its elevation. The flooding depth
(d) for a single tidal period describes the difference between high water (HW) and the land
elevation (EL). By definition, MHW is the average of all high-water heights observed over a tidal
datum (Shennan et al., 2015). For a single tidal period (T) there is only a single high-water level
and therefore high water (HW) =MHW. Therefore, the flooding depth (d) is computed as shown
below:
𝑑 = 𝐻𝑊 − 𝐸𝐿

(1)

and DEHP (average flooding depth of hydroperiod) for n number of multiple tidal periods
is defined as:
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𝑛

∑𝑛𝑖=1 𝑑(𝑖) 1
𝐷𝐸𝐻𝑃 =
= ∑(𝐻𝑊(𝑖) − 𝐸𝐿) = 𝑀𝐻𝑊 − 𝐸𝐿
𝑛
𝑛

(2)

𝑖=1

where d is the flooding depth for a single tidal period, and n defines the number of tidal
periods analyzed.

Figure 4.3. Typical tide over a coastal land elevation. The land elevation gets flooded when
water surface (solid red line) exceeds its elevation (EL). d describes the flooding depth,
difference in high water mark (HW) and its EL (solid green line). Fd describes the amount of
flooding time in a single tidal period (T). Broken red line depicts a hypothetical water surface
elevation below EL.
4.4

Flooding duration ratio
The flooding duration describes the amount of flooding time during which water covers

the land surface. DUHP, the ratio of flooding duration (Fd) to the total tidal period (T) can be
formulated as shown below. Referring to Figure 4, DUHP for a single tidal period (T) is:

DUHP =

Fd
T

(3)

And DUHP for n number of multiple tidal periods is computed as:
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Figure 4.4. (a) Representation of D with series of straight lines (blue) forming a triangular curve.
Fd’ is D’s approximation of flood duration. Fd describes the amount of flooding time in a single
tidal period (T). Δ (shift in marsh elevation) describes the error due to the assumption of straight
line tidal curve fitting. b) Zoom in view of water surface elevation and D representation of the
tide curve in a half tidal period.
DUHP =
4.5

∑ni=1 Fd (i)
∑ni=1 T

(4)

Flooding frequency
The number of times a region is flooded within a specific period (period of interest) such

as half a day, daily, monthly or yearly, is known as the flood frequency. The period of interest
needs to be defined to calculate FRHP. Proper selection of the period of interest (k) is required to
determine the required FRHP. For example, if a marsh platform is flooded every other day at a
given point and a period of interest of 1 day is chosen; the number of period of interests in two
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days would equal to 2. Consequently, the average FRHP value for the two days would be 0.5 (i.e.,
one flooding event divided by two periods of interests). If the value of the period of interest is
changed to 2 days, the number of period of interests in two days would now equal to 1.
Consequently, the average FRHP value for the two days would now be 1 (i.e., one flooding event
divided by one period of interest). For a single period of interest, FRHP will have a value of one
if the coastal land is flooded at least once by the tide, and 0 otherwise. This can be described
mathematically as below:
𝐹𝑅𝐻𝑃 = {

0 𝑖𝑓 𝐹𝑑 = 0
1 𝑖𝑓 𝐹𝑑 > 0

𝑓𝑜𝑟 𝑎 𝑠𝑖𝑛𝑔𝑙𝑒 𝑡𝑖𝑑𝑎𝑙 𝑝𝑒𝑟𝑖𝑜𝑑

(5)

And FRHP for n number of multiple tidal periods is computed as:
(𝑛⁄𝑘)

𝐹𝑅𝐻𝑃 =

4.6

∑1

𝐹𝑅𝐻𝑃(𝑖)⁄
(𝑛⁄𝑘)

(6)

Non-dimensional depth (D)
Morris (2006) used field experiments and statistical analysis to develop the equation that

relates the hydroperiod to biomass production to employ in the Marsh Equilibrium Model (MEM).
The model takes MHW and MLW from observed gauge data and applies it to estimate the
hydroperiod as a non-dimensional depth (D):
𝐷=

𝑀𝐻𝑊 − 𝐸𝐿
𝑀𝐻𝑊 − 𝑀𝐿𝑊

(7)

Morris’ (2006) hydroperiod estimation is based on a single parameter (flooding depth)
defined by the tidal datums (MHW and MLW). This method is similar to computing DEHP, except
that it is normalized by the tidal range. For a specific location in a tidal creek, there exist distinct
values of MHW and MLW. The tidal datum can be derived from either direct water level
measurements or by using tidal models. Morris’ (2006) technique, with a single variable EL and
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constant values of MLW and MHW, can be interpreted as a linear equation that relates the two
variables, D and EL, with slope -1/(MHW-MLW) and D-intercept MHW/(MHW-MLW) as shown
in Equation 7.
4.7

Results
Nine different locations were chosen to determine DEHP, DUHP, FRHP, and D and

compare the hydroperiods for different surface elevations. The selected gauges are suitably located
in always wet regions so that a full water surface elevation record can be obtained to compare the
different hydroperiod terms.
4.7.1 Flooding depth
The flooding depth, DEHP, was computed using Equation 2 for 9 gage stations and
displayed in figure 5 with the pink lines. MHW for each gauge was computed and referenced to
NAVD88. All gauge stations resulting DEHP are linear with a slope of -1. At land elevations
equivalent to the deepest water depth, DEHP becomes larger and reduces to zero when it
approaches MHW. For land elevations above MHW, the DEHP is always negative. At MLW,
DEHP is equivalent to the mean tidal range, difference between MHW and MLW, for each
location. The mean tide ranges (DEHP at MLW surface elevation) at the Gulf coast are smaller
than the East and West coasts of the U.S. For example, the mean tide range at Apalachicola, FL
station, micro-tidal range, is found to be in the order of 0.40 m whereas it is 2.8m at the Boston,
MA, meso-tidal regime, and 5.4m at the Eastport, ME station, macro-tidal range.
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Figure 4.5. Hydroperiod terms (DEHP, DUHP, FRHP and D) for nine different locations along the U.S. Coasts. (a) –(d) Hydroperiods
for gauge stations on the East Coast. (e) – (g) Hydroperiods for gauge stations on Gulf Coast (h) and (i) Hydroperiods for gauge
stations on the West Coast. D estimates hydroperiod better when marsh platform elevation gets closer to the MSL, and the estimated
hydroperiod for marsh elevations farther from MSL shows divergence due to the increment of Δ term. In general, DUHP becomes
more linear within the tidal range and gets closer to D for higher tidal ranges.
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4.7.2 Flooding duration
DUHP was computed using Equation 3. Flooding durations (Fd) were computed first for
all gauge stations. The ratio of total flooding duration to the total time gives the DUHP. The blue
lines represent the DUHP in figure 5. The DUHP values are bounded between 0 and 1 for all
elevations very similar to modified sigmoid function (Zhang et al., 2017). All DUHP curves are
found to be point symmetrical about DUHP = 0.5 and MSL. In general, the DUHPs approach to
0, 0.5 and 1 when surface elevation gets closer to MHW, MSL, and MLW respectively.
4.7.3 Flooding frequency
Equation 6 was used to compute the FRHP. Flooding durations (Fd) were first computed
for all gauge stations. The frequency of flooding for a single period of interest is computed using
Equation 5 for each tidal period analyzed. The ratio of total flooding frequencies to the total
number of period of interests gives the FRHP, as defined in Equation (6). The computation was
done by artificially varying the wetland surface elevations within the tidal regime. The green lines
represent the FRHP in figure 5. Similar to the DUHPs, the FRHP values are bounded between 0
and 1 for all elevations. However, unlike DUHP the curves approach to 0 and 1 at variable surface
elevations referenced to their tidal datum (MHW, MSL, and MLW). In general, the FRHPs
approach to 0 at a higher surface elevation from MHW. For all gauges at the East and West coast,
FRHPs approach to 1 at a surface elevation above MSL whereas for the Gulf coast stations FRHPs
approach to1 when the land elevation gets closer to MLW.
4.7.4 Non-dimensional depth (D)
Equation 7 was used to compute the non-dimensional depth (D). The ratio of relative
surface elevation with MHW to the respective tidal range gives D. The computation was done by
artificially varying the wetland surface elevations within the tidal regime. The red lines represent
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D in figure 5. The dimensionless depth D varies linearly with variable slopes depending on gauge
stations. The slopes of each station are inversely proportional to the tide ranges. The Eastport, ME,
with the highest tidal range among the selected stations, has the lowest slope whereas Grand Isle,
LA gauge station, with the lowest tidal range among the selected station, has the highest slope.
4.8

Discussion
Obtaining high resolution (spatial and temporal) hydroperiod data is a key component in

many ecological, hydrological and biogeochemical studies. And ecological models (such as MEM)
need more reliable and accurate hydroperiod input data to efficiently determine biological effect
of fluctuating hydroperiod. The lack of high-resolution historical water level data can be solved
by using advanced hydrodynamic models. However, the art of modeling tidal hydroperiod has
never been a well-established science, and there is no conventional method to compute it in a
coastal landscape scale. Identification of efficient method to determine hydroperiod of a coastal
land surface is therefore needed that can lead to improvements in ecological and coupled
hydrodynamic ecological models.
The first finding of this study is the development of a method that delivers hydroperiod
terms (flooding depth, duration, and frequency). Previous studies traditionally compute a single
hydroperiod parameter, usually defined by the duration of inundation, for their field experiments
and statistical analysis to develop a zero-dimensional equation that relates hydroperiod to biomass
production (Morris, 2006 and McKenna, 2013). Whereas, in this study, three categories that
describe the hydroperiod (flooding depth, duration, and frequency) were identified. All of them
can be computed from time series water elevations based on iteration of flooding/drying that is
determined by the land elevation. The three hydroperiod terms (flooding depth, duration, and
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frequency) can be included in the formulation of ecological models’ governing equations to
improve models predicting capability.
A comparison between the non-dimensional depth (D), derived from a parametric equation,
and DUHP, obtained from observations of water levels, showed that they are well comparable
(figure 5 and 6). Figure 5 shows the four hydroperiod terms plotted together for each tide gauge
stations. All gauges' stations' D has a linear property with variable slopes that intercept DEHP,
DUHP, and FRHP at a point close to MHW, MSL, and MLW respectively. D estimates
hydroperiod better when land platform elevation gets closer to the MSL and diverges for land
elevations farther from MSL. The divergence is more observable at the Gulf Coast tide gauge
stations (Apalachicola, FL, Pascagoula, MS and Grand Isle, LA). It is important to note the
accuracy of D varies with the geographical location which is associated with the tidal ranges.
Figure 6 shows the relationship between DUHP and D for all gauge stations. In general, the curves
are bounded between 0 and 1 and point symmetrical about DUHP=D= 0.5, at MSL, where their
difference approaches 0. The D values show divergence above and below MSL for all stations. In
general, D is a good representation of hydroperiod for the East Coast region stations where the
curves are closer to the 1:1 line (D=DUHP line). However, there is a substantial difference for
locations with smaller tidal ranges. For example, the Apalachicola, FL station in the Gulf Coast
region shows the most deviation (figure 6). Table 2 tabulates the errors and error statistics
associated in estimating hydroperiod with D at MHW and MLW elevations where the errors
become maximum within the tidal range. The averages of errors for the East Coast, West Coast
and Gulf Coast stations are 11.63%, 18.83% and 13.5% respectively. One-way ANOVA (Analysis
of Variance), a statistical procedure, was used to assess whether these differences in errors are
statistically significant. In ANOVA, higher variability (a great difference of variance) indicates
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that there is a significant difference. The null hypothesis assumes the three mean errors from the
East, Gulf and West Coast hydroperiods computations are equal. Results of the ANOVA analysis
are summarized in table 3. The small p-value (1.77x10-6) suggests that there is a statistically
significant difference among the three group of mean errors. The criteria for rejecting the null
hypothesis was set when F is greater than the critical F (Fcrit) at significance level of 0.05. Table
3 shows that the null hypothesis is rejected since F (36.35)> Fcrit (3.68). However, the ANOVA
does not tell where the difference lies. A post hoc test using Turkey’s Honest Significant
Difference (HSD) method, pair wise comparisons of means, returned both q-statistic and p-value
indicating significant difference between Gulf Coast to both East and West Coasts at significance
level of 0.01 (Table 3). However, the p-value indicated that there is no significant difference
between East and West Coasts’ mean errors (i.e. p > 0.01). The statistical test signifies that D
estimates hydroperiod better for the macro-tidal regime locations. I further investigate the
mathematical relationships between DUHP and D. Going back to Equation 7 that represents a
linear relation between D, and surface elevation, series of straight lines can be assumed to fit the
tidal curve as shown in figure 4(a). A zoomed-in version that shows the tidal curve and interior
triangle is plotted in figure 4(b) for clarity. Law of triangles is applied to relate flooding durations
to the tidal datum and land elevation (EL) for a single tidal period (T) as shown below:
𝐹𝑑 ′
𝑑
=
𝑇⁄
𝑀𝐻𝑊 − 𝑀𝑆𝐿
2

→

𝐹𝑑 ′
𝑑
=
𝑇
2(𝑀𝐻𝑊 − 𝑀𝑆𝐿)

(8)

𝐹𝑑
𝑑+𝛥
=
𝑇⁄
𝑀𝐻𝑊 − 𝑀𝑆𝐿
2

→

𝐹𝑑
𝑑+𝛥
=
𝑇
2(𝑀𝐻𝑊 − 𝑀𝑆𝐿)

(9)

where Fd' is reduced flood duration due to straight line fitting of the tidal curve; Fd equals
to flood duration; T is single tidal period; d is the relative mean high water elevation from the land
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surface. Δ is elevation shift due to the assumption of straight line tidal curve fitting. Substituting
MSL= (MHW+MLW)/2 to Equations 8 and 9 yields:
𝐹𝑑 ′
𝑀𝐻𝑊 − 𝐸𝐿
=
𝑇
𝑀𝐻𝑊 − 𝑀𝐿𝑊

(10)

𝐹𝑑
𝑀𝐻𝑊 − 𝐸𝐿
𝛥
=
+
𝑇
𝑀𝐻𝑊 − 𝑀𝐿𝑊 𝑀𝐻𝑊 − 𝑀𝐿𝑊

(11)

DUHP and D for a total number of tidal periods computed for n number of tidal periods as:

𝐷=

∑𝑛𝑖=1 𝐹𝑑 ′
𝑀𝐻𝑊 − 𝐸𝐿
=
𝑛
∑𝑖=1 𝑇
𝑀𝐻𝑊 − 𝑀𝐿𝑊

𝐷𝑈𝐻𝑃 = 𝐷 + 𝜖;

𝜖=

𝛥𝑎𝑣𝑒𝑟𝑎𝑔𝑒
𝑀𝐻𝑊 − 𝑀𝐿𝑊

(12)

(14)

where, ϵ measures the error between DUHP and D.

Figure 4.6. DUHP and D were calculated by varying elevations from always water to dry land
elevation. (a) The difference between the curves to the 1:1 line (DUHP=D line) depicts the error.
(b) and (c) Zoomed in plots of D vs. DUHP in the blue and red boxes for clarity. In general, the
curves are point symmetrical about DUHP=D= 0.5, at MSL, where the error approaches 0. D
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represents hydroperiod better for the East Coast region stations where the curves are closer to the
1:1 line (D=DUHP line). However, there is a substantial difference for locations with smaller
tidal ranges. Apalachicola, FL gauge station, red dotted line, shows the most deviation whereas
Eastport, ME. Red broken line, shows the lowest deviation of hydroperiod from DUHP.
Table 4.2. Station name, DUHP, errors for estimation of hydroperiod using D and error statistics
categorized by coastal region. The highest errors are located on the Gulf Coast of the united states.
Error statistics
At EL=MHW (D=0) At EL=MLW (D=1) Coastal
Region N Sum Average Variance
DUHP Error (%) DUHP Error (%)
0.10
Eastport, ME
10
0.90
10
0.11
Boston, MA
11
0.88
12
East Coast 8 93
11.63
1.98
Charleston, SC 0.12
12
0.86
14
0.11
Mayport, FL
11
0.87
13
Apalachicola, FL 0.22
22
0.8
20
Gulf Coast 6 113 18.83
3.77
Pascagoula, MS 0.17
17
0.83
17
Grand Isle, LA 0.19
19
0.82
18
San Diego, CA 0.13
13
0.85
15
West Coast 4 54
13.50
1.67
Port Chicago, CA 0.12
12
0.86
14
Station Name

Table 4.3. Result of ANOVA and post hoc test. The null hypothesis, means of the three samples
are equal, is rejected since F > F crit. A post hoc test using Turkey’s HSD method shows where
the difference lies.
ANOVA
Source of
Variation
Between Groups
Within Groups
Total

SS

df MS

F

182.74 2 91.37 36.35
37.71 15 2.51
220.44 17
Turkey's HSD

Comparison

Tukey
HSD
q-statistic

East Coast vs Gulf Coast
East Coast vs West Coast
West Coast vs Gulf Coast

11.91
2.73
7.37

P-value

F crit

1.77E-06

3.68

Tukey
HSD
p-value

Tukey HSD
inference

1.01E-03
p<0.01
1.64E-01 insignificant
1.01E-03
p<0.01

The mathematical derivation, second finding of the study, showed that D estimates
hydroperiod by representing the tide curve with a linear equation that forms triangular curves. ϵ is
105

shown to be inversely proportional to the tidal range (Equation 14), and as a result, D estimates
hydroperiod better for the macro-tidal system than the micro-tidal system. ϵ is directly proportional
to average Δ i.e. D estimates hydroperiod better when land platform elevation gets closer to the
MSL where their difference (shift in land elevation) gets closer to zero. The estimated hydroperiod
for land elevations farther away from MSL has larger values of ϵ due to the increment of Δ term
for the same values of MHW and MLW.
Estimation of hydroperiod with D is restricted to creeks and open water regions since MLW
is only available in those areas. MLW cannot be technically calculated over coastal wetland surface
since marsh land regions get dry in tidal cycles. Estimation of hydroperiod using the parametric
equation of MEM uses a predictive approach as a result there is always uncertainty in estimating
hydroperiod with D. Whereas the hydroperiods computed from a time series water level data (using
Equations 2,4 and 6) have lower level of uncertainties.
The third finding is that being able to demarcate accurately land-wetland-water boundaries
using hydroperiod as delineator. Wetlands share boundaries with “lands” and “waters” in a coastal
landscape. One major factor that distinguishes coastal wetlands from land forms is the frequent
presence of water and they do not always flood like open waters. The physical meaning of DUHP
ranges from no flooding (DUHP=0) or land to (DUHP=1) or open water leaving the wetland in the
range between 0 and 1. Therefore, hydroperiod can be used to classify the land cover types as land,
wetland, and water which increases the potential of coupling hydrodynamic models to ecological
models to accurately determine the vegetation and land cover. This supports the study of Foti et
al. (2012), who presented similar finding, that hydroperiod determines the vegetation structure in
a coastal marsh.
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In summary, my research shows that the mathematical method developed in this study can
be applied to any ecosystem modeling that requires hydroperiod as its parameter or input.
4.9

Conclusion
Given the central roles of hydroperiod in ecology, to understand the interactions of water

dynamics to organisms and plant species, hydroperiod needs to be computed. A more complete
mathematical formulation of hydroperiod defines depth, duration and more importantly the
frequency of inundation. Systematic mathematical formulations of hydroperiod terms are
developed in this study based on their simple theoretical definitions. The novelty of the work
presented is that the hydroperiod is computed directly from the physical dynamics of water surface
movements that are responsible for the existence of hydroperiod. The water level data can be
obtained either from actual observation data or well validated model outputs for a given site.
Different components of hydroperiod (flooding depth, duration, and frequency) were computed
using the mathematical formulations. Furthermore, duration component of hydroperiod (DUHP)
was compared with Morris non-dimensional depth (D). It was found that D approximates the
sinusoidal tidal curve with a linear-triangular profile and it is a good representation of hydroperiod
for locations with higher tidal ranges. D, computed from parametric equation, estimates DUHP
with 11.63% and 13.5% average errors on the East and West coasts respectively where the tide
ranges from meso- to macro-tidal regimes. For the micro-tidal regimes, the deviation of D from
DUHP increases significantly inside MHW and MLW (18.83% average error). To summarize
result of D vs. DUHP, this study has confirmed estimation of hydroperiod with D requires careful
selection of study location where tidal regime is characterized with higher tidal ranges whereas the
new formulated method is not limited to variations in tidal regimes and location.
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CHAPTER 5. HYDROPERIOD MODELING IN A TIDAL WETLAND
5.1

Introduction
Coastal engineers and researchers employ shallow water equations to model the

hydrodynamic behavior of oceans and coastal wetlands. The finite element models based on
discretized geometric domains are used to solve these equations, by guiding the modeling program
as to which parts of the domain need to be modeled exactly. Based on these finite element models,
the program can easily identify and simulate tidal flow through the marsh systems, which is termed
as hydrodynamic modeling (Matte et al., 2017). These are very useful in modeling the hydroperiod,
which is, in turn, used to arrive at ecological models, such as those measuring the effect of sealevel rise (SLR) on marsh productivity (Alizad et al., 2016).
Hydrodynamic modeling has distinct advantages for studying coastal areas. It offers a vast
array of data and capabilities pertaining to simulated wetland conditions, tidal dynamics, and
hydrodynamics (Samaras et al., 2016). Gallien et al. (2011; 2012), for instance, showed that local
flood predictions improved by the application of hydrodynamic modeling to Newport Harbor.
Hydrodynamic modeling has been applied by researchers in different ways using various different
numeric modeling techniques. Among the early works, notably, Ozer et al. (2000) incorporated a
revised, vertically-integrated 2D shallow water wave equation hydrodynamic model, with depthaveraged current surface elevation, from the mean sea level (MSL) for a coupling module for tides
and waves. Gallien et al. (2012) employed a finite-volume, 2D, shallow water model with a stable
wetting and drying algorithm for simulation of tidal dynamics, which allowed for flow
discontinuities due to abrupt elevation changes. Samaras et al. (2016) also employed
hydrodynamic modeling based on solutions to 2D shallow-water Saint-Venant equations over the
flow depth. Barnard et al. (2014) applied a hydrodynamic model coupled with wave models to
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predict storm impacts on high energy coast. However, these hydrodynamic models were limited
by the underlying numeric modeling approaches to their respective application areas (Samaras et
al., 2016).
As such, the prediction of tidal heights and currents has been a subject of study, owing to
its importance in different industries. Presently, the most efficient way to model tides is solution
of basic governing numerical equations through high computational power. Major approaches to
tidal modeling or simulation include the finite difference method, the finite element method, and
the finite volume method. However, finite element method is currently more popular in tidal
modeling owing to easy adaptability for complex problems and coastal geometry. 2D models,
which integrate the tidal-depth, are currently the most widely used numerical models (Wang,
2008).
Tidal dynamics as an important component of hydrodynamic modeling has been employed
by researchers, notably Hagen et al. (2013) and Alizad et al. (2016), primarily to study the effects
of tidal hydrodynamics on wetland ecosystems. Blain et al. (2002), underlined the importance of
accurate measurement of tidal heights, machine independence of the numerical modeling system
and mobility of the tidal prediction models. Ozer et al. (2000) developed a tidal model combined
with waves and surges, using pre-operational numerical models with minimal adaptation. A tidal
model consists of tidal constituents primarily consisting of the amplitude and phase of the partial
tides, whose identification is crucial for tidal modeling, as they are used as tidal forcing in the
model. These constituents vary with time, data and analysis type and the underlying knowledge is
still under development. Bacopoulos et al. (2011) presented seven prime tidal constituents (M2,
S2, N2, K1, O1, K2 and Q1), which contributed to around 90% of the tidal changes, and were also
adopted by Hagen et al. (2013) in their tidal model. Alizad et al. (2016) also adopted the same
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constituents along the open ocean boundary, which allows tides to travel through the domain and
within the creeks as well as inter-tidal areas.
Tides are the main driving force for water level changes near the coast. The temporal water
level changes, hydroperiod, influences the type and growth of species in a coastal wetland. Linking
hydroperiod to the distribution of wetland vegetation has been the focus of many studies. However,
modeling of hydroperiod remained to be challenging mainly due to the selection of model type
and unavailability of mathematical formulation to compute it. Chapter 4 presented the
mathematical formulations of the three components hydroperiod, flooding duration (DUHP),
flooding frequency (FRHP) and water depth (DEHP). This chapter presents an efficient and
accurate method for modeling hydroperiod, which is one of the most effective parameters for the
formation and regulation of wetland ecosystem. The study used the mesh ready geometry digitized
from a remote sensing image from chapter 2 and the unstructured mesh generated using the sizing
function algorithm developed in chapter 3 to develop a 2D ADCIRC hydrodynamic modeling that
computes the surface water fluctuations in the study domain. The spatial and temporal water
fluctuations along with the bathymetric elevations, are then used to compute the hydroperiod in
the wetland regions according to the formulations developed in chapter 4 for the three components
of hydroperiods mentioned above.
5.2

Study location
The study location is St. Louis Bay (SLB), MS in southern Mississippi (see figure 5.1).

The Bay (39 km2 in area) is characterized by a shallow water body (average water depth of 1.5m)
and narrow inlet (3 km) that connects with the Mississippi sound in the offshore direction. SLB
receives freshwater from two major tributaries, the Wolf and Jordan rivers. Half of the Bay is
located in Hancock, and the other half falls in Harrison County.
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Figure 5.1. Location of the study showing the four major Basin Hydrologic Units (HUCs)
considered in this study.
SLB had been considered an impaired water body due to pathogens caused by fecal
coliform bacteria per the Mississippi Department of Environmental Quality (MDEQ) numerous
times in the past (Liu et al., 2008; MDEQ, 2001; MPCA, 2018; Sawant, 2009). Despite the massive
restoration efforts over the years (Brady et al., 2015; MPCA, 2018), the area is still not entirely
free from impairment, and certain parts of SLB have recently been declared as impaired by MDEQ
(MDEQ, 2018; 2019). However, SLB remains to be an important coastal region in Mississippi for
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the use of recreation and shellfish harvesting (Liu et al., 2008). SLB is known for the extensive
damage it had received from Hurricane Katrina that made landfall on 08/29/2005 causing 9.1m
storm tide (Marshall, 2005; 2006). Major portion of SLB’s wetland and its coastal streams lies
within four major Basin Hydrologic Units (HUCs), as shown in figure 5.1. HUC 12-031700091305
in the west refereed here in after Region I, HUC 12-031700091306 in the bay refereed here in after
Region II, HUC 12-031700091203 in east refereed here in after Region III and HUC 12031706090603 southeast of the bay refereed here in after Region IV.
The Jourdan and Wolf watersheds are predominately forested and rural, containing the
majority of estuaries’ wetland. The tide range at the nearest NOAA gage station (Waveland) is
0.46 m. The focus of this research is to determine the hydroperiod and its variability in terms of
water depth, duration, and frequencies for the four regions mentioned above based on the HUC
classification shown in figure 1.
5.3

Method and data collection
The ADCIRC (Advanced Circulation) is one of the most widely used hydrodynamic

modeling applications in coastal oceans, inlets, and rivers. ADCIRC employs shallow water
equations to model the hydrodynamic behavior of oceans and coastal waters. The finite element
models are used to solve these equations. ADCIRC (Leuttich Jr. et al., 1992; Westerlink et al.,
1994) is one such model, which is based on the generalized wave continuity equation (Kinnmark
,1986) to achieve high computational power and consequent accuracy and numerical stability.
ADCIRC has been used by various authors such as Hagen et al. (2013) and Alizad, et al. (2016) to
derive tidal forecasts and simulate hydrodynamics. ADCIRC consists of a stable wetting and
drying algorithm, which allows elements to alternate between on (wet) and off (dry) conditions
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during computation (Medeiros & Hagen, 2013). ADCIRC uses a least-squares harmonic analysis
to arrive at the predefined set of tidal constituents.
The tidal models use finite element analysis for the generation of unstructured meshes to
represent tidal elevations and resistance to flow (Gallien et al., 2012). An unstructured mesh helps
define the land boundaries as well as open ocean boundaries and is used to allocate finer mesh
elements to the areas to be studied, as well as tidal creeks and marsh platforms to account for the
wetting and drying process in the wetlands (Medeiros & Hagen, 2013). Finite element meshes
have been used by various researchers to generate tidal solutions for hydrodynamic modeling
(Alizad, et al., 2016; Bacopoulos et al., 2011; Gallien et al., 2012; Hagen et al., 2013; Samaras et
al., 2016).
Obtaining high resolution (spatial and temporal) hydroperiod data is a key step in many
ecological models. In this study, the 2D ADCIRC hydrodynamic model was employed to compute
time series spatial water surface levels over the model domain. The hydroperiod is modeled in
terms of the flood depth, frequency, and duration, calculated from time series water elevations.
Quadratic bottom friction law, nonlinear friction formulation, is applied to explain the type of
bottom stress depending on the type of land cover for the tidal simulation (Bacopoulos et al., 2012;
Demissie & Bacopoulos, 2017). Thus, this study used the geometry, mesh, and the mathematical
formulations of hydroperiod from chapters 2,3 and 4, respectively, for the hydrodynamic modeling
to arrive at the hydroperiod of wetlands at the St. Louis Bay, MS. The hydrodynamic model was
calibrated and validated against data obtained from MDEQ. The location of gage stations and
observation dataset is shown in figure 5.2.
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Figure 5.2. Model Domains, boundaries, and observation points. Names of observation stations
(MS1, SLB1, SLB2, BP1, and WR1) are adapted from the original MDEQ naming convention.
The in-bank model domains, shown in figure 5.2 (solid blue line), define the bay area, and
tributaries using digitized geometry developed from Chapter 2. The Wolf River and Jourdan River
extend approximately 12 km and 7 km upstream, respectively. The open (ocean) boundary at the
south for calibration and validation simulations is provided near the NOAA Waveland tide station
(shown with blue broken line in figure 5.2). The time-series water level data for the inactive NOAA
Waveland station was obtained from MDEQ. As a result, it was required to cut the model domain
near the NOAA Waveland tide station, as shown in figure 5.3c, for simulating calibration,
validation, and application runs that used a time series water level data from the NOAA Waveland
gauge. The larger domain (figure 5.3a) is used to simulate application run of an ideal case of “tideonly” (excluding wind, atmospheric, and inflow forcing) simulation forced with prime tidal
constituents at the curved ocean boundary.
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Figure 5.3. Model domains showing the bay area and tributaries using an unstructured grid. a) SLB
domain mesh; b) SLB bathymetric elevation plot for the domain; c) Curtailed or smaller domain
grid as per area of interest for study; d) Bathymetric elevation plot for the domain in c.
The larger unstructured grid system, shown in figure 5.3a, consists of 262130 nodes and
517974 elements, whereas the smaller domain (figure 5.3c) contains 257349 nodes and 508931
elements to define the computational points for the bay area. The mesh resolution in both cases
reaches up to a maximum of 10 m near the marsh (study) area and the narrow navigation channel
in the interior of the Bay to describe the navigation channel bathymetric features in the interior of
the SLB. The channel runs in a zig-zag manner from the Cedar Point boat launch area on the
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western side of the Bay to the eastern side, where it struts into a stream at Bayou Portage Coastal
reserve. A small sub-channel appends from almost the middle of the channel to the Wolf river
estuary, near Little Bay on the eastern side of SLB. The channel is 100 ft. (~30.0 m) wide and 4-6
ft. (1.20 – 1.8 m) deep (NOAA, 2019).

The bathymetric data obtained from USGS was

interpolated to the grid points in the model domain as shown in figure 5.3b and 5.3d detailing all
bathymetric features and important creeks within the wetland zone. The bathymetric dataset for
SLB, major rivers, and small bayous was obtained from United States Geological Survey (USGS)
through Mississippi Automated Resource Information System (MARIS) and Digital Coastal. The
bathymetric data is referenced to mean sea level (MSL).
Table 5.1. Data used for modeling.

Water
Level

Agency

Waveland Station ID:
8747766

MDEQ*

MS1

MDEQ

SLB1

SLB2

Collection
Date/Year

4/1/1999 4/25/1999
7/1/1998 7/19/1998
7/1/1998 7/19/1998
4/1/1999 4/25/1999
7/1/1998 7/19/1998
4/1/1999 4/25/1999
7/1/1998 7/19/1998

(table cont’d.)
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√
√
√
√
√
√
√

Application

Data
Name/Description/Location

Validation

Data

Calibration

Used for

Collection
Date/Year

MDEQ

4/1/1999 4/25/1999

Water Level

√

BP1
7/1/1998 7/19/1998

4/1/1999 4/25/1999

√

√

WR1
7/1/1998 7/19/1998
Wind Speed
and
Direction

Slidell and Gulfport
meteorological station

Atmospheric
Pressure

River Inflow

MDEQ

Wolf River

4/1/1999 4/25/1999
7/1/1998 7/19/1998
4/1/1999 4/25/1999
7/1/1998 7/19/1998
4/1/1999 4/25/1999
7/1/1998 7/19/1998

(table cont’d.)
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√

√
√
√
√
√

√

Application

Data
Agency
Name/Description/Location

Validation

Data

Calibration

Used for

Agency

Water Level

Tidal
Constituents

Bay Waveland Yacht Club
Station ID: 8747437

NOAA

Wind Speed
and
Direction
Atmospheric
Pressure
River Inflow
Tidal
Constituents
Bathymetry

Collection
Date/Year

1/1/2009 12/31/2018

√

‒

√

√

3/1/2014 3/31-2014 and
9/1/2014 9/30/2014
Station ID 02481510
ADCIRC tidal database
version ec2015
Coastal_2015_DEMs **
2014 USGS CoNED Topo
bathymetric DEM ***

√
√

USGS
adcirc.org

USGS

Application

Data
Name/Description/Location

Validation

Data

Calibration

Used for

‒

√

2015

√

√

√

1888 - 2013

√

√

√

*Inactive NOAA tide station obtained from MDEQ.
**1.0 m resolution USGS data obtained from Mississippi Automated Resource Information System (MARIS).
***3.0 m resolution USGS data from Digital Coastal.

As shown in Table 5.1, water level, inflow, and meteorological data used for the calibration
and validation of the model were obtained from MDEQ. The precision of the observed water level
data used was in the order of 1 cm resolution and another study (Liu et al., 2008) used the same
data to calibrate and validate their model. Water levels were measured at five stations within the
bay and estuary. Information on wind speed and direction from the nearest meteorological station
were also obtained from MDEQ to define wind conditions within the model domain. Measurement
of stream flows at the upstream model boundary of Wolf River was conducted for the dates
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03/26/1998 – 07/24/1998 and 01/01/1999 – 05/31/1999 by MDEQ. The other upstream boundary,
streamflow from Jourdan River, does not have measurable flow (Blain & Veeramony, 2002), and
hence a boundary with no normal flow condition and free tangential slip was provided in the
model. Inflow and tidal water levels obtained from MDEQ were applied to the model upstream
and downstream boundaries, respectively. The atmospheric and wind data obtained from MDEQ
were applied uniformly throughout the model domain.
Inflow data, water level, wind speed, and atmospheric pressure used to execute calibration
and validation runs have been graphically represented in figures 5.4 through 5.7 respectively.

Figure 5.4. Flow data obtained from MDEQ. a) upstream Wolf River flow data used for calibration
and b) upstream Wolf River flow data used for validation.
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Figure 5.5. Water level data obtained from MDEQ. a) downstream SLB water level data at NOAA
inactive Waveland tidal gauge station used for calibration and b) downstream SLB water level data
at NOAA inactive Waveland tidal gauge station used for validation.

Figure 5.6. Wind speed and direction obtained from MDEQ. a) Wind speed and direction used for
calibration and b) Wind speed and direction used for validation.
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Figure 5.7. Atmospheric pressure obtained from MDEQ. a) Atmospheric pressure data used for
calibration and b) Atmospheric pressure data used for validation.
For both calibration and validation runs, the initial condition for water level was set to 0
m, MSL. The calibration of the model was done by changing the bottom roughness (Manning’s
n). The best result was finally achieved by using a Manning’s n of 0.020 for water and 0.035 for
the wetland and dryland areas.
5.4

Model application: hydroperiod modeling
In tidal wetlands such as SLB, hydroperiod changes daily, seasonally, and annually. The

temporal and spatial variability of water depth and flooding is confirmed in researches (Nyman et
al., 2009). This duration, depth, and frequency of flooding determine the natural diversity of the
wetlands (Donnolley & Bertness, 2001; Phillips, 2018). The spatial and temporal dynamics of a
hydrologic regime is responsible for the biological diversity of marshes. Therefore, seasonal
patterns need to be recognized when calculating hydroperiod for any wetland. The application runs
to investigate seasonal variability of hydroperiod and compare it with an ideal case of a tide-only
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event, removing other components of the physical forcing such as inflow, wind, and atmospheric
pressure. 10 years of water level data (01/01/2009 – 12/31/2018) was obtained from NOAA at the
Bay Waveland Yacht Club (Station ID: 8747437). The Bay Waveland Yacht Club is located 2km
north of the inactive NOAA Waveland gauge station. The 10-year water level data were analyzed
to determine the typical wettest month and the corresponding driest month in a growing season.
The monthly means were plotted in figure 5.8a, which shows month of September to be the highest
in terms of tidal flooding. Once the wettest month is determined to be September, 10 years of
September’s water level data were further analyzed to determine the typical September tidal
condition.
Daily mean water levels for the 10-year data were computed and plotted for the month of
September along with the 10-year daily mean water levels (figure 5.8b). The Root Mean Square
Error (RMSE) values were computed for each year and compared against the 10-year mean water
level profile using equation 5.1 below.
1

2
𝑅𝑀𝑆𝐸 = 𝑁 √∑𝑁
𝑖=1(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙𝑖 )

Where N denotes the number of sample points.
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5.1

Figure 5.8. a) Monthly mean water levels at Bay Waveland Yacht Club (01/01/2009 – 12/31/2018);
b) Daily mean water levels at Bay Waveland Yacht Club compared with the 10-year mean daily
water level to determine the typical year for the month of September.
The daily mean water level RMSE was found to be minimum (RMSE = 0.08 m) for
September 2014 that determined it to be the representative water level for a typical wettest month
in a growing season. This enabled us to arrive in 2014 as the typical year for September, as
mentioned above. Growing seasons vary from place to place and over time with climate change
but for SLB, the growing season starts in March and ends around November (Weatherspark, 2019).
Hence, the corresponding driest season in 2014 within the growing season, was found to be the
month of March (figure 5.8a). Therefore, the first two application runs were selected to be
September 2014 and March 2014. Figure 5.9 shows a time-series hourly water level that was
obtained from NOAA at Bay Waveland Yacht Club station.

123

Figure 5.9. a) Year 2014, September’s hourly water levels recorded at Bay Waveland Yacht Club
b) Year 2014, March’s hourly water levels recorded at Bay Waveland Yacht Club.
Daily flow data (figure 5.10) at the Wolf River was obtained from USGS (Station ID
02481510) (USGS, 2019). The daily flow data recorded for the March and September 2014 at
Wolf River site USGS 02481510 where march inflow is distinctly higher, especially close to the
mid and the end of the months, wherein there is a sudden surge in discharge in March 2014. Hourly
wind data (figure 5.11) and atmospheric pressure (figure 5.12) were also obtained from NOAA
from the same gauge station.
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Figure 5.10. Daily flow data at the Wolf River recorded at USGS 02481510 WOLF RIVER NR
LANDON, MS.
It is clear from figure 5.9a, the water levels for September are distinctly higher than that
for March, the highest and lowest plots of data at Bay Waveland Yacht Club. Figure 5.8b shows
the minimal variability in daily mean water level plot for the year 2014, as also supported by the
minimum RMSE = 0.08 m. This enabled us to arrive at 2014 as the typical year for September, as
mentioned above.
A comparison of the hourly water levels for the months of September 2014 and March
2014, also shows clear distinctness between the two months. The overall water levels in September
are higher than in March.
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Figure 5.11. a) The hourly wind speed recorded at Bay Waveland Yacht Club for the month of
September 2014 b) hourly wind speed recorded at Bay Waveland Yacht Club for the month of
March 2014.
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Figure 5.12. a) Hourly atmospheric pressure recorded at Bay Waveland Yacht Club for the month
of September 2014 b) hourly atmospheric pressure recorded at Bay Waveland Yacht Club for the
month of March 2014.
The wind speed patterns in terms of both speed and direction of the wind (figures 5.11a &
b) and the hourly atmospheric pressure (figures 5.12a & b) show clearly distinct patterns over the
months of September compared to March. 10-year wind data were analyzed for the two months to
understand the dominant wind speed directions in both months. 10 years of wind speed and
direction data (01/01/2009 – 12/31/2018) were obtained from NOAA at the Bay Waveland Yacht
Club (Station ID: 8747437). The 10-year data for both months are presented in the wind rose as
shown in figure 5.13. Figure 5.13a shows the wind rose for September. As shown in the figure the
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dominant wind is coming from southeast and northeast directions. On the contrary, for the month
of March (figure 5.13b), the dominant wind comes from the southeast direction only. The 2014
wind speed and direction have similar pattern with the 10-year statistics. In summary, month of
September is characterized with higher tidal water elevations, lower freshwater inflow, lower wind
speed magnitude, and mixed northerly and southerly wind whereas the month of March is
characterized with lower tidal water elevations, higher freshwater inflow, higher wind speed
magnitude, and more frequent northerly wind.

Figure 5.13. The wind rose diagram. a) 10-year statistics for month of September wind b) 10-year
statistics for month March wind.
The third scenario from the application runs is the tide-only. The ideal case of tide-only
was simulated by removing seasonal tide constituents such as SA (Solar annual constituent), SSA
(Solar semiannual constituent), wind forces, and river inflow from the model. A tidal motion is
modeled in terms of specifics of tidal constituents. The phase and amplitude of the partial tides are
the primary tidal constituents. As the determinants of the tidal motion, their identification is
critically important for successful tidal modeling, since they are used as tidal forcing inputs in the
model. These constituents are time, data and analysis type variant and the underlying body of
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knowledge behind these constituents and their use is still evolving. Notably, Bacopoulos et al.
(2011) identified seven key tidal constituents (M2, S2, N2, K1, O1, K2, and Q1), which account
for about 90% of the changes in tidal movement. The same constituents are also used in this study.
The summation of these sinusoidal curves produces a spring-neap tide cycle, whereby the tidal
range fluctuates from a maximum (spring tide) to a minimum (neap tide) and back to the maximum
over a 28-day cycle. The tides in SLB are classified as the microtidal as the tide range falls below
2.0 m.
5.5

Results & discussion
The water surface elevations were extracted from the time series data outputted from the

model. The outputted water surface elevation values thus arrived at, were compared with observed
data from MDEQ for the respective stations. The results from the simulations of the model for the
stations MS1, SLB1, SLB2, BP1, and WR1 were employed for testing the model through
comparison with the observed data from the respective stations for both calibration and validation
runs (figures 5.14 - 5.15). In the Bay area and the major tributary, the SLB2 and WR1 represent
the areas as the typical stations for the areas, respectively.
The correlations (CORR) and RMSE were calculated for each station in both the calibration
and validation runs as measures of model fit. RMSE (Equation 5.1) is a measure of the spread of
the error in terms of deviation between the model and observed data points. The correlation
(Equation 5.2) is a measure of association of data sets and, thus, indicates the strength of
association or extent of coincidence between the model and observed datasets. Lower the RMSE
and higher the correlation; greater is the model fit with the data.
𝐶𝑂𝑅𝑅𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑,𝐴𝑐𝑡𝑢𝑎𝑙 =

∑(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 −𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑚𝑒𝑎𝑛 )(𝐴𝑐𝑡𝑢𝑎𝑙𝑖 −𝐴𝑐𝑡𝑢𝑎𝑙𝑚𝑒𝑎𝑛 )
√∑(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 −𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑚𝑒𝑎𝑛 )2 ∑(𝐴𝑐𝑡𝑢𝑎𝑙𝑖 −𝐴𝑐𝑡𝑢𝑎𝑙𝑚𝑒𝑎𝑛 )2
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5.2

As is apparent from figures 5.14-5.15 and represented by the stations SLB2 and WR1, the
model was found to reasonably fit the observed data and thus, evidently simulated the tidal range
and phase in the study of SLB across all locations, including the estuary and the major tributaries.
The correlation between the simulated or model and observed water level was high (CORR>=
0.97), across all stations for the calibration runs. In terms of model fit, for the calibration results,
WR1 shows the greatest fit between the observed and simulated data (RMSE = 0.06 m), whereas,
BP1 shows the lowest fit (RMSE=0.10 m). However, as with CORR, the RMSE values are also
close to each other except for WR1.
For the validation run, the CORR between the model and data for SLB2 and WR1 as
representative stations was 0.85 and 0.50, respectively. This shows relative variability between
stations, in terms of the model fit since RMSE varies between 0.047 and 0.087. The greatest model
fit is exhibited by the data from MS1 station (RMSE=0.047; CORR = 0.96). The variability in
terms of the data, however, is minimal, as indicated by the similarity in graphical patterns of the
water elevations across stations (figure 5.15). Both calibration and validation results compared
well with previous modeling study (Liu et al., 2008) in terms of both RMSEs and CORRs.
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Figure 5.14. Calibration results with RMSEs and CORRs values.
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Figure 5.15. Validation results with RMSEs and CORRs values.
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Since the first two application runs use the open boundary forcing from NOAA Bay
Waveland Yacht Club, which is 2 km upstream from the open boundary, the water level from the
model were compared between station MS1 (the closest observation point, to the open boundary)
and NOAA Bay Waveland Yacht Club station. It was verified that there was no significant
difference between the two locations by comparing water level outputs at the boundary to Bay
Waveland Yacht Club station (see figure 5.16). The RMSE values were found to be 0.011 m, and
0.016 m for the calibration and validation runs, respectively, whereas the correlation coefficients
were found to be 1.00 and 0.99 for the calibration and validation runs respectively. This
comparison provided a reasonable assumption to use Bay Waveland Yacht Club station water level
data to force our downstream boundary for the first two application runs, typical wet month (later
found to be September, 2014) and its corresponding dry month (later found to be March, 2014) in
a growing season by analyzing a 10-year water level data at to Bay Waveland Yacht Club station.

Figure 5.16. Water level compared between MS1 (a station close to the open boundary) and Bay
Waveland Yacht Club. a) Calibration b) Validation.
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The third application run, tide-only, was run for 30 days to be consistent with the other two
application cases. The tide-only scenario uses the larger domain shown in figure 5.3a and 5.3b.
The harmonic re-synthesis at NOAA gauge station Bay Waveland Yacht Club was compared with
the model data and found to yield acceptable RMSE (0.034 m) and correlation coefficient (0.99)
(see Figure 5.17).

Figure 5.17. Harmonic re-synthesis, Bay Waveland Yacht Club.
Once all application runs were executed, hourly time series of spatial water levels for the
SLB model domains were outputted by the system based on the meshing computational location
inputs. The hourly output of water surface fluctuations was then analyzed to determine the three
components of hydroperiods. The three hydroperiod terms are the flooding depth (DEHP), which
means average water level below high water levels over the complete tidal periods (Equation 5.3);
duration hydroperiod (DUHP), which is the amount of time coastal land gets flooded over the
complete tidal periods (Equation 5.4); and frequency hydroperiod (FRHP), which means the
number of times coastal land gets flooded at least a single time over the complete tidal periods
(Equation 5.6). Notably, as also indicated above, mathematical formulations developed in chapter
4 were used to calculate each component of hydroperiods as shown below.
Depth hydroperiod (DEHP) for complete tidal periods.
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DEHP =

∑n
i=1 d
n

1

= n ∑ni=1(HW − EL) = MHW − EL

5.3

Duration hydroperiod (DUHP) for complete tidal periods.
DUHP =

∑n
i=1 Fd
∑n
i=1 T

5.4

Frequency hydroperiod (FRHP) for a single cyclic period.

FRHP = {

0 𝑖𝑓 𝐹𝑑 = 0
1 𝑖𝑓 𝐹𝑑 > 0

5.5

Frequency hydroperiod (FRHP) for complete cyclic periods.
n

FRHP =

( ⁄ )
∑1 k FRHP
(n⁄k)

5.6

Where Fd is flooding time in a single tidal period (T), n is total number of tidal periods analyzed,
k is the cyclic period, the ratio of n to k defines the total number of cyclic periods, MHW is Mean
high water, MLW is Mean low water, MSL is Mean sea level, and HW is High water level.
DEHP, DUHP, and FRHP were computed from water surface elevations and marsh
elevations and plotted in figures 5.18 through 5.20. It was found that at deepest water depth
elevations DEHP becomes larger and minimizes towards marsh areas, which is also consistent
with bathymetric observations. The DUHP and FRHP values ranged between 0 and 1 for all
computational points, and this enables easy comparison between the hydroperiod representations
of September, March, and tide-only cases.
The spatial differences were further analyzed, based on US HUCs regions that were
described in figure 5.1. The mean values of DEHP, DUHP, and FRHP were calculated and
presented in Table 5.2, and the same was represented with error bar (standard deviation of the
error) in figure 5.21 for the four regions (Region I, II, III and IV).
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Figure 5.18. DEHP, depth hydroperiod. a) September 2014; b) March 2014; c) Tide-only case.
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Figure 5.19. DUHP, duration hydroperiod. a) September 2014; b) March 2014; c) Tide-only
case.
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Figure 5.20. FRHP, frequency hydroperiod. a) September 2014; b) March 2014; c) Tide-only
case.

138

Table 5.2. Statistics of the regional hydroperiod data for the four regions of the study area.
Regio
n
I
II
III
IV

Statistic
s
Mean
STD
Mean
STD
Mean
STD
Mean
STD

March 2014
Hydroperiod
DEH DUH FRH
P (m)
P
P
0.09
0.16
0.20
0.09
0.17
0.17
0.12
0.18
0.29
0.09
0.17
0.15
0.49
0.26
0.32
0.18
0.16
0.16
0.04
0.08
0.09
0.06
0.13
0.13

September 2014
Hydroperiod
DEH DUH FRH
P (m)
P
P
0.11
0.25
0.35
0.11
0.20
0.22
0.16
0.32
0.49
0.12
0.20
0.24
0.11
0.22
0.30
0.11
0.18
0.21
0.05
0.13
0.16
0.07
0.17
0.17

Tide Only
Hydroperiod
DEH DUH FRH
P (m)
P
P
0.03
0.20
0.22
0.06
0.20
0.20
0.09
0.19
0.28
0.09
0.19
0.20
0.03
0.11
0.15
0.06
0.15
0.16
0.01
0.07
0.07
0.03
0.12
0.13

Figure 5.21. Mean of DEHPs, DUHPs, and FRHPs and error bar denoting the standard deviation.
a) Region I; b) region II; c) Region III; d) Region IV.

139

The calibration and validation run, though were the preparatory phases for the overall
model testing, yielded important insights about the spatial and temporal fluctuation of water levels
in the model domain. The study was conducted in the same area, and the calibration and validation
datasets were similarly collected and employed in a different model used by (Liu et al., 2008) for
MDEQ. The similarity in terms of the data used and boundary conditions deserve a comparative
look. The results of the above study by MDEQ in terms of model fit for calibration and validation
runs are quite comparable, as evident from the graphical representations for the respective station
data. This is supportive of our results. A comparison of Liu, et al. (2008) results with our study
shows that for the two representative stations (SLB2 and WR1), their results (RMSE = 0.08; CORR
= 0.99), were only marginally better than our results (RMSE = 0.099 m; CORR = 0.98) for SLB2;
whereas our results (RMSE = 0.060; CORR= 0.97) were better than theirs (RMSE = 0.08; CORR=
0.61) for WR1 calibration run. Overall, the results are comparable and supportive of our methods.
From the results of the application runs, the water level data used to force the model at the
southern boundary shows greater variability and high distinctness in temporal patterns, between
the first two application runs. The water levels for September are distinctly higher than that for
March, as represented by monthly mean at Bay Waveland Yacht Club, and the extent of
distinctness in the variability of the temporal pattern is also visible (figures 5.8-5.9). Similarly,
the daily inflow data, for Wolf river, hourly speed wind data, and the atmospheric pressure data
for Waveland Yacht club, also show a clear distinctness in temporal patterns between the months
of September and March.
The distinctive trends in spatial and temporal terms discussed thus far were incorporated
into the modeling and helps to understand the variability of hydroperiod. In the buildup to the final
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model implementation, this indicates that the hydroperiod output of the model is expected to be
spatially and seasonally variable for the study area.
The findings from the model implementation and hydroperiod calculation, as well as
graphical representation of the three components of the same, have shown that hydroperiod is
spatially and temporally dynamic and variable. In temporal terms, figure 5.18 shows the overall
composition of depth hydroperiod (DEPH) over the domain of September 2014 is different from
that in March 2014. In general, the September plot for the DEHP shows greater hydroperiod levels
across the study area except for Region III, as compared to the plot for March. This is supported
by the fact that September is the typical wet period, and March is the typically dry month of the
growing season. This general trend is contradicted in the region near the Wolf River, however,
where the greater freshwater inflows contribute to greater hydroperiod, as represented clearly by
the greater bluish and greenish patches on the plot for March 2014, as compared to those for
September 2014.
The tide-only case representation of DEHP (figure 5.18), in general, shows a unique
scenario that is different from both March and September. Most of the wetland flooded in March
receive low DEHP. This can be accounted for by the fact that tide-only case, which is devoid of
seasonal effects, meteorological forcing, and freshwater inflow, would experience only minimal
tidal dynamics within the wetland. Comparing the September’s DEHP vs. tide-only clearly
indicates the northerly winds, absence from tide-only run, contribute greatly flooding of the
wetland areas.
Comparing the temporal dynamics of the hydroperiod between September and March, as
represented in graphical terms with respect to the other components of the same, namely the DUHP
(figure 5.19) and FRHP (5.20) also yield similar observations in temporally relative terms. This
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implies that the three components of the hydroperiod are congruent measures of hydroperiod and
capture temporal variations well. To compare the regional or spatial variations between the
hydroperiod components, let us look DUHP and FRHP plots for September only (figures 5.185.20). The same scale of graphical measures across the three representations allows us to make
this comparison in terms of the extent of the respective component in a given area. In both cases
(DUHP and FRHP), like DEHP, in region I, II, and IV, month of September has higher hydroperiod
measurements. Region III, however, shows higher hydroperiod measurements for the month of
March. This is again due to higher freshwater inflow from Wolf River. Interestingly, the means of
FRHP and DUHP in region III for the month of March (DUHP = 0.26, FRHP = 0.32) and
September (DUHP = 0.22, FRHP = 0.30) are closer when compared against the DEHP values of
March (DEHP = 0.49m) and September (DEHP = 0.11m). This is because of the sudden purges in
inflow that resulted a higher water depth within a short time on two occasions for the month of
March (see Figure 5.10). Thus, for the same period and region, the frequency, depth, and duration
of hydroperiod can vary in relative and localized terms.
The simplistic comparisons were further supported by the statistical assessment of the
modeling data in both spatial and temporal terms. Table 5.2 shows the descriptive statistics (mean
and standard deviation) of the regional hydroperiod data in terms of all three components in a
region-wise manner. The same statistics are graphically presented in figure 5.21. The Seasonal
water level fluctuation, for instance, is captured in Table 5.2 and figure 5.20, as near the Wolf river
it is mostly dry in September, whereas it is mostly wet during March due to higher (DEHP>0.6m
and DUHP and FRHP = [0.2, 0.7]) inflow during this time. The Northern Bay marshes’ (Region
II) mean hydroperiod is highest (DEHP = 0.16m; DUHP = 0.32; FRHP = 0.49) during the month
of September due to the higher tidal water level, driven by the northern wind during this time as
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compared to other regions (Table 5.2; figure 5.21). However, at the same time, the area also has
the greatest variability in hydroperiod in terms of standard deviation (SD DEHP = 0.12; SD DUHP
= 0.20; SD FRHP = 0.24). This could be a possible indicator of and help study the wetland’s
biodiversity in the region. Similarly, Region I, II and IV showed higher hydroperiod for the month
of September as expected higher hydroperiod (DEHP, DUHP & FRHP) is during the growing
season in September for the most part. However due to higher inflows from Wolf river, Region III
showed lower hydroperiod especially in terms of depth (DEHP = 0.11m) as compared to March
(DEHP =0.49m). In all regions the hydroperiod in terms of DEHP for the tide-only case was found
to be the lowest. This signifies that the wind and inflow contribute significantly to the flooding of
the wetland. Overall, the least variability exists in DEHP when it is compared with DUHP and
FRHP. The highest variability exists in FRHP when compared with DUHP and DEHP.
The above comparisons though simplistic, are quite powerful and show that the specific
combinations of the three components of hydroperiods in certain temporal or regional contexts can
help predict the coastal biodiversity of the region. The flooding quantities (hydroperiod in terms
of DEHP, DUHP, and FRHP) combined with vegetation assessments improve our ability to assess
the ecological status of wetlands. For example, productivity of the marsh can be related to
hydroperiod to access the wellbeing of the marsh (Morris, 2006). Wetland assessment without a
good evaluation of water level changes (hydroperiod) is not feasible (Foti, et al., 2012). This
finding is supported by past studies on hydroperiod, which mostly measured only one component
of hydroperiod and studied its effect on the immediate coastal ecosystem. For example, Mitsch
and Gosselink (2000) showed how frequency of flooding, could be used to determine the coastal
vegetation zones effectively and that certain marsh species favored particular flooding frequencies.
In terms of the flooding duration, for example, Rowe and Dunson (1995) showed that shorter
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hydroperiods could cause a complete reproductive failure of certain amphibian species. Based on
the depth component, Wang and Deng (2016) showed that change in water depth is a potential
predicting factor of oyster norovirus breakout. Therefore, wetlands’ s hydroperiod needs to be
carefully computed with the context of its application. Hydrodynamic modeling can be used to
expand wetland vegetation assessment. The hydroperiod model developed in this part of the
research can thus, help study and manage this biodiversity and coastal ecology by modeling the
hydroperiod in very specific and complete terms.
One limitation of this study is that the ADCIRC uses a wetting and drying algorithm that
makes elements to wet and dry, based on a user-specified threshold depth. This can lead to a mass
balance problem due to the numerical process. However, the model appropriately simulated the
time series water levels, which have been adequately validated against observation data in multiple
locations in the marsh, which shows the wetting and drying algorithm in the marsh platform is
working well.
5.6

Conclusion
The computation of hydroperiod is crucial for a good evaluation of the Wetlands. A 2D

ADCIRC hydrodynamic model was developed using the geometry digitized from remote sensing
image and the mesh generated using a novel sizing function algorithm. The ADCIRC model
computes reasonable surface water fluctuations in SLB and the estuary. The simulated water level
is used to compute the three components of hydroperiod per the formulations provided in chapter
4. The bathymetric data and the forcing (Wind, atmospheric pressure, river inflow) and
observations (time-series water level) data for the calibration and validation simulations were
collected. The data was put through calibration, validation runs, and there was good model fit
between the observed and model data. A comparison with a similar study supported the model fit
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results. The first two sets of application runs were conducted for a typical wet and dry growing
season. The third application run was a tide-only scenario. Months of September (wet month) and
March (dry month) of 2014 were selected for calculations of hydroperiod from the growing season
based on an assessment of 10 years data. Water level and wind data were obtained from NOAA
website at Waveland Yacht Club tide station. The inflow for the Wolf River was obtained from
USGS. Further, the hydroperiod was modeled, and the hydroperiod data was calculated in terms
of the three components namely DEHP (depth), DUHP (duration), and FRHP (frequency) of
flooding. It was found that Hydroperiod is spatially and temporally dynamic, as indicated by the
comparative analysis of the hydroperiod plots for the September, March, and tide-only cases in
terms of all the three components of hydroperiod. A statistical assessment of the mean and standard
deviations of hydroperiod data presented in both tabular and graphical form supported the findings.
The hydroperiod components were also found to be locally variable to some extent, for the same
region and time, and could be used to predict the biodiversity and also productivity at a very
localized level. Flooding quantities (hydroperiod in terms of DEHP, DUHP, and FRHP) combined
with vegetation assessments improve our ability to assess ecological status of wetlands. Thus, the
model and findings of this study can help manage the biodiversity and coastal ecology by modeling
the hydroperiod in very specific and complete terms.
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CHAPTER 6. GRAND SUMMARY AND CONCLUSIONS
6.1

Introduction
The coastal wetland ecosystem is characterized by regular flooding in cyclical patterns,

and this affects biodiversity and has a substantial impact on the human lives and the ecological
habitats in coastal regions (Morris, et al., 2002). The spatial and temporal dynamics of a hydrologic
regime are what determine the biological diversity of the marsh regions. The dynamics of the sea
level rise and the duration of inundation of the coastal sites, also known as the hydroperiod has
been subjected to the interest of numerous studies over the past several years (Alizad et al., 2016;
Matte et al., 2017). To study the hydroperiod and the coastal dynamics affecting the coastal
ecology, the effective digitization of shorelines is required, which has been a challenge for the
coastal engineers.
The advancement in the technology notwithstanding, an overall efficient, accurate, and
effective method to digitize shorelines and suitably model the tidal dynamics characterizing the
hydroperiod has been elusive so far. This study has developed and demonstrated innovative,
automatic, efficient, and high-quality methods to digitize the coastlines using unique library of
algorithms for correction of shorelines, novel sizing function algorithm for creating high-quality
meshes, new and mathematical formulations of hydroperiod and models the hydroperiod. Each of
the steps towards the hydrodynamic model has been a complete and innovative work in itself and
has yielded the best intermediate and final results in terms of modeling. Moreover, some of the
methods developed, such as the morphological operation algorithms and the novel sizing function
for meshing can have potential applications other than hydrological modeling for enhancement of
respective results. The sections following this introduction of the conclusion chapter, discuss the
major findings and contributions of this research while summarizing the preceding chapters of this

146

dissertation report in a coherent manner. The chapter-wise summary of the results and
contributions is followed by a final conclusion of the dissertation.
The figure below shows broad overview of the research process followed.

Figure 6.1. Overview of the research process.
6.2

Major findings & contributions

6.2.1 Shoreline digitization algorithms
Consistent with the overall objective of the development of an automatic method for
shoreline digitization and mesh sizing elements, this research started with the development and
demonstration of an efficient method for automatically extracting and digitizing shorelines from
satellite imagery. As a significant initial step in hydrologic and hydrodynamic modeling, the
extraction and correction of shoreline go a long way in determining the model performance in
hydrodynamics studies. Towards this end, this part of the research presented an automatic,
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efficient, and accurate alternative to the traditional method of manual extraction of shorelines,
which is complex and time-consuming (Aedla, Dwarakish, & Reddy, 2015).
A library of unique algorithms for morphological operations of the shoreline in the study
area was developed and applied to demonstrate a hybrid remote sensing and image processing
technique. The remote sensing technique involved primary land water separation, which used an
adaptive method of thresholding the shoreline. The remote sensing method used herein, employed
high resolution infrared orthoscopic data, with a maximum resolution of 0.6 meters, which ensured
high accuracy of the imagery data collected. The image was read and vectorized into four color
bands (Red, Green, Blue and Near Infrared) for easier detection. The complement of NI (CNI) was
calculated by deducting the NI band values from 255. The false-color image (RGB) or NI, NI, CNI
was converted to an HSV (hue, saturation, and value) image and broken down into multiple smaller
images. The thresholding method ensured the determination of the best-estimated separation of
two different color saturations, on the image for bimodal or binary image analysis. This was
achieved by plotting the probability density functions (PDFs) of the color saturation component of
the HSV image and finding the lowest point of saturation between the two modal functions. The
aggregation of these points from different adjacent image sections yielded the most accurate initial
shoreline possible. This was subjected to three sets of morphological operations, achieved through
the corresponding unique algorithms developed for the purpose.
The primary outputs of the three algorithms were extraction of ideal shoreline, removal of
creeks, and widening of creeks where required. The process and outputs of these three algorithms
are correspondingly referred to as MO (morphological operation) 1, 2 & 3 respectively. Of these
operations, MO1 and MO2 are important from the point of view, cleaning and smoothing, whereas
MO3 is important from an individual hydrological significance viewpoint. This underlies a need,
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wherein certain features like creeks may be important enough to be retained. However, with
resolution less than that of the model, they may require artificial widening, just enough to make
them detectable for retention in the model towards further processing. The graphical user interface
designed for the purpose allowed easy access and flexibility in performing the operations. The
flexibility in inputs and the unique use of the morphological operations helped generate very
simple geometries, which are quite convenient for modeling purposes. The simplified shoreline
geometries generated from the library of algorithms employed herein have been shown to generate
a well-defined mesh using a mesher called Surface Water Modeling System (SMS). The strength
of the method employed to extract the shoreline geometry for meshing lies in the efficient, hybrid
and novel technique applied, which eliminates the need for any corrections, post-extraction. The
efficiency and accuracy of morphological operations have also been enhanced by the highresolution pixel images used for the purpose, which helped identify small features such as docks
and bridges in a coastal realm.
The findings are significant since past studies in the field (Fugara, et al., 2011; Gaeta et al.,
2018; Puissant, et al., 2008; Rishikeshan & Ramesh, 2017) could not demonstrate the level of
meshing applicability as achieved here. Thus, the hybrid technique employed herein, clearly
demonstrated that a fully automated extraction of shorelines from remote sensing images for
meshing and eventual use in hydrodynamic modeling applications is achievable.
6.2.2 Sizing function algorithms for unstructured grid mesh
The finished geometry obtained from the methods developed in chapter two, served as the
starting point for the generation of a novel sizing function developed as an important input of the
meshing algorithm. The possibility of generation of high quality meshes in a time and cost-efficient
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manner, as demonstrated through the examples discussed therein, was the purpose of this part of
the research.
The research employed a novel technique to develop the sizing function and employed the
lesser used, simplistic, yet powerful hill-shading technique to arrive at the medial axis of the shape
geometries considered in the study. The medial axis helped arrive at the features, and the two
critical inputs, namely distance from boundary (DB) and distance from features (DF) were
calculated, to arrive at the novel sizing function (SF). The different domains or shape geometries
and their variants were considered as initial inputs for the demonstration of the set of algorithms
to arrive at the meshes. The different meshes signified the different representative applications or
purposes, for which the method and the algorithm were tested. Firstly, the algorithm was tested on
a petal geometry and its variants, in terms of the inputs of the sizing function and the feature
detection distance, which represented mesh resolution, due to its simplicity. In the examples, two
feature detection criteria namely 25 units and 50 units were used. The algorithm allowed the user
to define finer elements at the features and thus, enabled better defined and quality meshes. The
running of algorithm on the different geometries and their variants in terms of SF and detection
inputs yielded differently yet quality results. It was demonstrated through meshing of geometries
like petal, shapes like LSU letters, Rabbit, and St. Louis Bay shoreline, that the algorithm could
produce optimal meshes based on different input criteria. The gradient of the sizing function was
found to be associated with a decrease in the number of elements, keeping the feature detection
distance same.
The algorithms employed have been shown to be capable of producing optimal and welldefined meshes for different purposes. The process and method employed help optimize the
meshes for computational ability. Despite the variations in inputs and results to suit the purpose of
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the meshing and efficiency or cost goals of the process, the quality of the meshes generated is
consistently high (qALS (q) ≥ 0.93). The study has also established the strength, validity, and
applicability of the qALS quality measure used. The relative strength and fairness of the qALS
measure has been established as recommended in the literature (Bhatia & Lawrence , 1990; Field,
2000; Ng, et al., 2010; Sarrate, et al., 2003; Shewchuk, 2002) as well as in graphical terms, through
a contour plot and probability density functions of the qALS comparing a. different petal
geometries, b. the petal geometries and other shapes and c. the two versions of the SLB geometry
with and without additional features.
A table summarizing and comparing the results across geometries was also presented,
which clearly shows the consistently high quality of meshes across results. Additionally, it has
shown that the algorithm is flexible and smooth as well as controlled in that it allows the fulfillment
of contextual requirements for meshing to arrive at the best-defined mesh under the constraints
while retaining the quality. Quite significantly, the addition of features yields greater contextual
leverage meshing the introduced features, with only a marginal increase in the number of elements,
retaining both the computational ability and the meshing quality. Overall, the method and
algorithm set yields meshes with an effectively balanced context, computational cost, and ability,
as well as high quality.
6.2.3 Hydroperiod
Further to the generation of a novel sizing function to serve as a suitable input for mesh
generation, the research proceeded towards fulfilling the objective of development of a
mathematical method for the computation of wetland hydroperiod in terms of the frequency, depth
and duration of the wetland inundation owing to tidal dynamics.
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Despite a large body of literature on the effects of hydroperiod, such as those on the coastal
ecosystem, there was a void in terms of a holistic measure of hydroperiod, thereby implying
suboptimal results (Brown et al., 2013; Karraker & Gibbs, 2009; Jimenez et al., 2012; Morris,
2006 ; Rowe & Dunson, 1995; Spier et al., 2016; Sharma et al., 2014; Lucas et al., 2014). Even
the studies with a methodological focus on measurement and formulation of hydroperiod did not
provide enough information about one or the other attributes of hydroperiod (Beauchard et al.,
2011; Foti et al., 2012; Mitsch & Gosselink, 2000; Wu et al., 2016). The hydroperiod measures
developed in this part of the research, thus, have a key role in describing the hydroperiod in more
complete terms than as described in any past research on the topic.
This research presented the formulations of the three components of hydroperiod (flooding
depth, duration, and frequency). The flooding duration (DUHP) was formulated as ratio of the
flooding duration to the total tidal period. The flooding depth (DEHP) was formulated as average
difference between high water level and elevation over a range of tidal periods. The flooding
frequency (FRHP) was formulated as the ratio of the flooding duration to the total tidal period.
Additionally, flooding depth of hydroperiod, normalized by tidal range, as a non-dimensional
measure of flooding depth as formulated by Morris et al. (2008) has been found to be effective
measure of the same.
The data for the research came directly from the physical dynamics of the time series water
surface elevations. These data were obtained over a 90 days window for 6 minutes daily intervals,
collected from a total of twelve gauge-stations spread across four locations. The tidal ranges for
each location varied and were classified as macro, meso, and micro-tidal regimes. Studying
different tidal regimes was important to account for the variations in the measures of hydroperiod,
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owing to the differences in the tidal ranges. The hydroperiods obtained by transforming the data
through the four formulations were compared across the sites.
The results showed all the formulated and applied measures of hydroperiod were well
comparable and consistently related to each other. The flooding depth (DEHP) is large at lowest
water levels and approaches zero near the mean high-water levels and negative above that and
varies across stations according to the tidal regime. The flooding duration DUHP is found to be
symmetrical about the tidal range. It is 0 at high water level and maximizes symmetrically towards
lowest water level. The flooding frequency (FRHP) approaches minimum value at higher surface
elevation while varying in value across tidal datums for lower water levels.
Further statistical comparison of DUHP with non-dimensional depth D (Morris D) showed
that the latter is a good representation of the former, though, only at higher tidal ranges. Thus, the
study concluded that while D as a pre-existing measure of hydroperiod varies with tidal regime
and thus location, the new formulated method in terms of three components does not require
caution in choosing the location for effective measurement. Overall, the new formulations
presented in this part of the research can serve as a powerful tool towards determination and
modeling of hydroperiod.
6.2.4 Hydrodynamic modeling of hydroperiod
Wetland assessment without a good evaluation of water level changes (hydroperiod) is not
possible. Therefore, wetlands’ hydroperiod needs to be computed. Hydrodynamic modeling can
be used to expand the wetland vegetation assessment. The generation of high resolution (spatial
and temporal) hydroperiod data is crucial for the development of hydrodynamic modeling.
Towards this end, in this part of the study as a final phase of research, a 2D ADCIRC
hydrodynamic model was developed, using the geometry digitized from remote sensing images,
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and the mesh was generated using a novel sizing function algorithm. The unstructured mesh as an
input for the modeling helps define the land boundaries, as well as open ocean boundaries, and
serves as a reference base for tidal modeling. It is especially useful since it can be used to allocate
finer elements for better study in the areas of interest in the hydrodynamic model. The ADCIRC
model computed reasonable surface water fluctuations in the St. Louis Bay (SLB) and the estuary.
ADCIRC consists of a stable wetting and drying algorithm, which allows elements to alternate
between on (wet) and off (dry) conditions during computation (Medeiros & Hagen, 2013). The
simulated water level was used to compute the three components of hydroperiod as per the
formulations provided in chapter 4.
The bathymetric data used for the model was obtained from the USGS. As part of the
modeling process, the forcing (wind, atmospheric pressure, river inflow) and observations (timeseries water level) data for the calibration and validation simulations were obtained from MDEQ.
The calibrated and validation data were compared to identify the model flaws and to make
improvements if required. The calculated Root Mean Square Error (RMSE) and correlation
coefficients (CORR) between simulated and observed water levels were satisfactory. Once the
data was validated through comparisons from the above test results, the research proceeded to the
application of the model. Application runs were conducted to serve as the final and deterministic
results of the model applicability and strength towards modeling of hydroperiod and use in
prediction of the coastal wetland at specified sites.
The application runs were conducted for a typical growing season for the month of September
and March and tide only cases. Ten years data of tidal water levels at Bay Waveland Yacht Club
were analyzed. The application results showed the highest tidal water surface elevation for the
month of September. September 2014 was found to have the closest water level to the 10-year
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mean water levels with RMSE of 0.08 m. Thus, September 2014 was considered a representative
of September’s water level. Months of September and March of 2014 were selected for
calculations of hydroperiod, based on the growing season. Water level and wind data were
obtained from NOAA website for Waveland Yacht Club tide station. The inflow for the Wolf
River was obtained from USGS.
The results reaffirmed that hydroperiod is spatially and temporally dynamic. Seasonal water
level fluctuation was captured near Wolf River for September (mostly dry) and March (mostly
wet) with higher inflow. Higher hydroperiod for the month of September was recorded, due to the
higher tidal inflow driven by the northern wind. Due to inflow variations, hydroperiod varied with
regions, especially in terms of DEHP. In all regions, the hydroperiod in terms of DEHP for the
tide-only case was found to be the lowest. This showed that the wind and inflow contribute
significantly to the flooding of the wetland. DEHP shows the least variability, and FRHP shows
greatest variability among the three hydroperiod components across the study area. Therefore, it
has been demonstrated that flooding quantities (hydroperiod, in terms of DEHP, DUHP, and
FRHP) combined with vegetation assessments improve our ability to assess ecological status of
wetlands.
6.3

Final conclusions and recommendations
In overall conclusion, reflecting back on the contributions of this research, we find that the

research has developed and demonstrated a series of innovative methods to digitize the shoreline,
meshing through element sizing for hydrodynamic modeling. The contributions are further elicited
below. Digitizing coastlines can facilitate modeling studies in identifying the physical boundaries
of land and water, such as creeks, lakes, ponds, and shorelines. Towards this end, this study
developed a unique algorithm for digitizing and morphologically operating shorelines for
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hydrodynamic modeling, using a hybrid remote sensing and image processing technique.
Therefore, this study presented an automated algorithm for shoreline digitization, which increases
efficiency of modeling efforts and, thus, minimizes time and costs of manual digitization. This
method explicitly demonstrated that fully automated shoreline extraction from remote sensing
images is possible. The extracted shoreline geometry or domain is an important input in generation
of meshes for hydrodynamic modeling. Theoretically, the library of algorithms should work for
coastal areas other than the Bay of St. Louis. However, it’s recommended to include more areas in
future study/work to confirm the applicability of the methods for other coastal areas.
Unstructured meshes offer advantages over structured meshes for finite element analysis in
terms of greater adaptability. The essential ingredients of this input, besides a geometric domain
also include an appropriate sizing function. This study presents a novel algorithm to automatically
generate an element sizing function for the construction of high-quality 2D unstructured mesh.
However, in order to arrive at an appropriate sizing function, it is important to generate
medial axes from the shape boundary and geometry, which is a requisite for extraction of shape
features. This study presents a method to arrive at a mean distance, based on distance of shape
plane points from the boundary and that of the medial axis, which is a perceptual skeleton of the
shape, from the shape features. The mean distance, in turn, is used as an input for the automatic
sizing algorithm for mesh generation. The meshes generated through this method are consistent
with high quality, despite accommodating different meshing needs according to the context and
purpose and balancing the same with computational efficiency and cost.
Hydroperiod has an important role in coastal ecology; thus, there is a need to calculate it in
more complete and accurate terms. This study arrived at an efficient and accurate computation
method for calculating hydroperiod. It also clarified that unless defined more completely in terms
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of frequency and duration of water across the marsh surface, the impact of hydroperiod on salt
marsh ecosystems cannot be adequately estimated.
The study arrived at a set of hydroperiod formulations in terms of the four dimensions, out
of which three have been defined herein, and the fourth is the predefined non-dimensional Morris
D or linear depth. Further, as a novel contribution, this research computed the hydroperiod, using
mathematical formulations directly from physical dynamics of water surface elevations, which are
the basis of hydroperiod.
As another significant contribution to the body of knowledge, the study assessed the
performance of Morris D against our hydroperiod estimate, especially in terms of duration of
hydroperiod (DUHP). The study finds that it is a good approximation of the latter, particularly for
locations with greater tidal ranges.
Finally, in order to obtain high-resolution spatial data for arriving at the hydroperiod towards
further application in ecological models, this study presented a novel method, which used a highresolution unstructured mesh as an input to a 2D ADCIRC hydrodynamic model. This model helps
arrive at time series spatial water surface elevations over the model domain, which were further
used to compute the hydroperiod in terms of its depth, duration, and frequency across the study
domain. The results confirmed that hydroperiod is spatially and temporally variable, and
meteorological conditions and freshwater inflows, in addition to the tides can contribute
significantly to the hydroperiod distribution.
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APPENDIX A. SUPPLEMENTARY QUALITATIVE EXAMPLES
The code used to develop the algorithms in chapter 2 is compiled and shared in public
(github) repository (https://github.com/henokdemissie1/Coastline-Digitizer.git) as a standalone
application. It uses a hybrid remote sensing and image-processing technique for coastline/shoreline
extraction. The automated algorithm is constructed for shoreline digitization and morphological
operation. The technique involves the adaptive thresholding of near-infrared band imagery. The
image processing facilitates the morphological adjustment of binary images to produce a 2D
geometry and thereby yields a highly efficient, automatic, accurate, precise and mesh-ready digital
image input. Furthermore, the conversion of shoreline features from remote sensing imagery to
digital format eliminates the need for post-extraction shoreline correction and reduces the error in
shoreline feature extraction, making the new technique very versatile for hydrodynamic and
environmental modeling.
The automatic shoreline digitization process starts with importing and storing Remote
Sensing Imagery data. The user is required to have a 4-band Infrared Georeferenced Image in TIF
and TFW formats saved along with the toolbox in the Images folder. Image files need to be saved
under Images folder. The graphical user interface of the shoreline extraction process helps the user
to set the parameters. The user needs to save images as Image1.tif, Image1.tfw ...in Images folder.
More than one image can be executed by entering image numbers as 1:1:n. User needs to set
threshold pixel length and areas that need to be excluded from analysis. Initial resolution in pixels
is set for the initial digitization. Minimum creek width in pixels removes all creeks that are below
Minimum creek width wide. (Minimum creek width to be widened, Widen creek Width) sets the
range of the creek widths that need to be widened to a Widen Creek width. Once the process is
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completed, all results are saved in the Images folder as Result1, Result2… corresponding to
Image1, Image 2…, respectively.
The first sets of results are saved in Results folder for each image.
•

Initial_Binary_Image.tif: Uncorrected binary image with all noises corresponding to end
product of the Initial binary image algorithm.

•

Inter_Binary_Image.tif: Processed (cleaned, filtered) intermediate binary image.

•

Secondary_Binary_Image.tif: Initial binary Image (cleaned, filtered) corresponding to end
product of MO1 algorithm.

•

IR_Image.tif : False color image

•

Validation_Image.tif shows the user how the digitized coastline looks like on top of the falsecolor image.

•

Secondary_Binary_Image.csv: Coastlines in CSV format. Readable in ArcGIS/SMS. To read
in ArcGIS, use XY to line tool that creates a new feature constructed based on the values in a
start x-coordinate field, starts y-coordinate field, end x-coordinate field, and end y-coordinate
field of a table. Users are referred to https://support.esri.com/en/technical-article/000012092
for more information how to use XY to Line tool.
The second sets of results are saved in the Adjust folder for each image.

•

Adjusted_Binary_Image.tif: Adjusted binary Image corresponding to the end product of MO2
algorithm.

•

Adjusted_Validation_Image.tif shows the user how the digitized coastline looks like on top of
the false-color image.

•

Adjusted_Validation_Image.csv: Coastlines in CSV format. Readable in ArcGIS/SMS. To
read in ArcGIS, use XY to line tool that creates a new feature constructed based on the values
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in a start x-coordinate field, starts y-coordinate field, end x-coordinate field, and end ycoordinate field of a table. Users are referred to https://support.esri.com/en/technicalarticle/000012092 for more information how to use XY to Line tool.
The final and third sets of results are saved in the Wide folder for each image.
•

Widened_Validation_Image.tif: Adjusted and widened binary Image corresponding to end
product of MO3 algorithm.

•

Widened_Validation_Image.tif shows the user how the digitized coastline looks like on top of
the false-color image.

•

Widened_Validation_Image.csv: Coastlines in CSV format. Readable in ArcGIS/SMS. To
read in ArcGIS, use XY to line tool that creates a new feature constructed based on the values
in a start x-coordinate field, starts y-coordinate field, end x-coordinate field, and end ycoordinate field of a table. Users are referred to https://support.esri.com/en/technicalarticle/000012092 for more information on how to use XY to Line tool.
Note: all measurement units are in pixels.
The best way to analyze/visualize the result is by using ArcMap (Esri's ArcGIS program)

or SMS (Surface Water Solution). Users may also use similar other programs such as QGIS, free
and Open Source Geographic Information System, software (https://qgis.org/en/site/).
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Supplementary example 1:

Figure A.1 Supplementary example 1: a) MO1 digitization; b) A mesh ready geometry, where all
features below 10 m sizes are removed and artificially widened to 30 m.
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Supplementary example 2:

Figure A.2 Supplementary example 2: a) MO1 digitization; b) A mesh ready geometry, where all
features below 10 m sizes are removed and artificially widened to 30 m.
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Supplementary example 3:

Figure A.3 Supplementary example 3: a) MO1 digitization; b) A mesh ready geometry, where all
features below 10 m sizes are removed and artificially widened to 30 m.
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Supplementary example 4:

Figure A.4 Supplementary example 4: a) MO1 digitization; b) A mesh ready geometry, where all
features below 10 m sizes are removed and artificially widened to 30 m.
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Supplementary example 5:

Figure A.5 Supplementary example 5: a) MO1 digitization; b) A mesh ready geometry, where all
features below 10 m sizes are removed and artificially widened to 30 m.
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