Dedicated to Jerry Lange at the occasion of his 70th birthday.
Orthogonal polynomials
The notion of orthogonal polynomials is an old one, going back to the previous century (Chebyshev, Stieltjes) . A very good source of information is Szeg} o's book Sz] and a more recent exposition can be found in VA1]. Monic orthogonal polynomials for a positive Borel measure on the real line are polynomials P n (n = 0; 1; : : :) of degree n and leading coe cient one such that Z P n (x)x k d (x) = 0; k = 0; 1; : : : ; n ? 1:
(1.1) These n orthogonality conditions given n linear equations for the n unknown coe cients a k;n (k = 0; 1; : : : ; n ? 1) of the monic polynomial P n (x) = P n k=0 a k;n x k (where a n;n = 1). This system of n equations for n unknowns always has a unique solution since the matrix with entries R x i+j d (x) (0 i; j n ? 1) (this is known as the Gram matrix) is positive de nite and hence nonsingular. It is well known that such polynomials satisfy a three-term recurrence relation P n+1 (x) = (x ? b n )P n (x) ? a 2 n P n?1 (x); n 0; (1.2) 1991 Mathematics Subject Classi cation. Primary 42C05, 33C45; Secondary 11J72, 11J82. Research Director of the Belgian National Fund for Scienti c Research (FWO). This research is supported by c 0000 (copyright holder) 1 with P 0 = 1 and P ?1 = 0. Often it is more convenient to consider the orthonormal polynomials p n (x) = n P n (x) for which Z p n (x)p m (x) d (x) = m;n ; m; n 0; (1.3) so that n = ?R P 2 n (x) d (x) ?1=2 > 0. The recurrence relation for these orthonormal polynomials is given by xp n (x) = a n+1 p n+1 (x) + b n p n (x) + a n p n?1 (x); n 0 (1.4) where a n = Z xp n?1 (x)p n (x) d (x) = n?1 n ; b n = Z xp 2 n (x) d (x): (1.5)
A very important result in the theory of orthogonal polynomials, known as Favard's theorem, say that a system of polynomials P n (n = 0; 1; 2; : ::) satisfying a threeterm recurrence relation of the form (1.2) with a 2 n > 0 for all n > 0 is always a system of monic orthogonal polynomials for some positive Borel measure on the real line. Hence the orthogonality (1.1) and the recurrence relation (1.2) are two equivalent ways to describe monic orthogonal polynomials.
Starting from the recurrence relation (1.5) we can construct the Jacobi matrix from which we conclude that every zero x j;n of p n is an eigenvalue of J n with eigenvector (p 0 (x j;n ); p 1 (x j;n ); : : : ; p n?1 (x j;n )) T . Since all zeros of orthogonal polynomials are simple, it follows that the eigenvalues of J n are the same as the zeros of p n .
One can also consider the in nite matrix J 1 which acts as an operator J 1 :`2 !`2 on an appropriate domain. The symmetric matrix J 1 has selfadjoint extensions to its maximal domain (sometimes several) and the study of such a selfadjoint operator (especially the spectral theory of such operators) gives useful insight in the corresponding orthogonal polynomials.
Let us mention at this point the best known examples: the very classical orthogonal polynomials of Jacobi, Laguerre and Hermite. These three families of orthogonal polynomials satisfy a second order linear di erential equation, their derivatives are again orthogonal polynomials of the same family (but with di erent parameters) and they can all be obtained from a Rodrigues formula. These properties can be extended to di erence operators and q-di erence operators and give the classical orthogonal polynomials in the Askey (x): (1.9) Both (1.8) and (1.9) can be proved using integration by parts and the orthogonality (1.7). Combining the raising and lowering operators gives the di erential equation
(1 ? x 2 )y 00 (x) ? ? + ( + + 2)x]y 0 (x) = ?n(n + + + 1)y(x);
(1.10) where y(x) =P ( ; ) n (x), and repeated use of the raising operator D ; gives the Rodrigues formula (?1) n + + 2n n n!P ( ; ) n (x) = (1 ? x) ? (1 + x) ? d n dx n (1 ? x) n+ (1 + x) n+ :
(1.11)
Using Leibnitz' formula we can obtain the explicit formula
(1.12)
The historical way to normalize the Jacobi polynomials is by setting P ( ; ) n (1) = ? n+ n so that P ( ; ) n (x) = 2 ?n ? + +2n n P ( ; ) n (x n (x)x e ?x x k dx = 0; k = 0; 1; 2; : :: ; n ? 1;
(1.13)
where > ?1. Di erentiation gives again the lowering operation DL n (x) = nL +1 n?1 (x); (1.14) and D = x ? e x Dx e ?x is the raising operator for which xD L n (x) = ?L ?1 n+1 (x): (1.15) Both (1.14) and (1.15) can easily be proved using integration by parts and the orthogonality relation (1.13). Combining the lowering and the raising operator gives the di erential equation xy 00 (x) + ( + 1 ? x)y 0 (x) = ?ny(x); (1.16) where y(x) =L n (x). Using the raising operator repeatedly gives the Rodrigues formula (?1) nL n (x) = x ? e x d n dx n x +n e ?x ; (1.17) from which one can obtain an explicit expression using Leibnitz' formula NS] . For multiple orthogonal polynomials we will need multi-indices consisting of r positive integers, for which we use the notationñ = (n 1 ; n 2 ; : : : ; n r ) 2 N r , where r 2 N. Furthermore we will use the notation jñj = n 1 + n 2 + + n r . We distribute the orthogonality conditions over r real intervals 1 ; 2 ; : : : ; r with r di erent measures 1 ; 2 ; : : : ; r . Two di erent ways are considered, which give type I and type II multiple orthogonal polynomials.
2.1. Type II multiple orthogonal polynomials. Type For r = 1 we get the ordinary monic orthogonal polynomials, but for r > 1 we get multiple orthogonal polynomials (or polyorthogonal polynomials). All together the orthogonality conditions give jñj linear equations for the jñj unknown coe cients a k;ñ of the polynomialPñ(x) = P jñj k=0 a k;ñ x k , where a jñj;ñ = 1. However, the matrix of coe cients of this system can be singular and we need some extra conditions on the r measures 1 ; 2 ; : : : ; r in order that the multiple orthogonal polynomial is unique. If the polynomial Pñ(x) is unique, then we say thatñ is a normal index and if all indices are normal then we have a complete system. Our interest is of course in systems of r measures for which all multi-indices are normal. Again for r = 1 we nd the ordinary orthogonal polynomials, but for r > 1 we nd multiple orthogonal polynomials. There are jñj ? 1 orthogonality conditions which give jñj ? 1 homogenous linear equations for the jñj unknown coe cients of all the polynomials Añ ;j (j = 1; 2; : : : ; r). Hence we can determine the vector (Añ ;1 ; Añ ;2 ; : : : ; Añ ;r ) up to a multiplicative factor.
Type
2.3. Operator approach. The three-term recurrence relation (1.2) and the Jacobi matrix (1.6) have an interesting extension for multiple orthogonal polynomials, which was subsequently exploited by Kalyagin K2] to initiate the spectral analysis of certain nonsymmetric operators. We construct a special sequences(n) (n 2 N) of multi-indices in N r by writing n = kr + j, with 0 j < r and then set s(n) = (k + 1; k + 1; : : : ; k + 1 | {z } j times ; k; k; : : : ; k): (2.5) These indices are nearly diagonal and if all these indices are normal, then we have a weakly complete system. Now consider the monic type II multiple orthogonal polynomials with these indices, i.e., we put Q n (x) = Ps (n) (x), then one can use all the orthogonality relations (2.1){(2.3) to show that they satisfy a recurrence relation of the form xQ n (x) = Q n+1 (x) + a 0 (n)Q n (x) + a 1 (n)Q n?1 (x) + + a r (n)Q n?r (x); (2.6) with initial conditions Q 0 = 1 and Q ?1 = Q ?2 = = Q ?r = 0. These diagonal polynomials therefore satisfy a linear recurrence relation of order r+1, generalizing the second order recurrence relation for ordinary orthogonal polynomials (r = 1). We can then construct a banded Hessenberg matrix
Again it turns out that the eigenvalues of H n coincide with the zeros of the multiple orthogonal polynomial Q n = Ps (n) . The matrix H n is not symmetric, thus there is no a priori reason why the eigenvalues should be real. Nevertheless it turns out that in many cases the zeros are indeed real. Hence the coe cients a i (n + i) (n 2 N), with 0 i r are not arbitrary and have some hidden structure. An interesting open problem is to nd this hidden structure and to nd out under which conditions on these coe cients the matrix H n corresponds to multiple orthogonal polynomials. . . . (3.8)
Hence for Hermite-Pad e approximation one only needs to obtain the multiple orthogonal polynomials, from which all other quantities can be deduced.
3.2. Useful systems of functions. In order to get a system for which most multi-indices are normal, one needs to pose additional assumptions on the Markov functions (f 1 ; f 2 ; : : : ; f r ) or on the measures ( 1 ; 2 ; : : : ; r ). Two kinds of systems turn out to be quite useful.
Definition 3.1 (see An] ). An Angelesco system consists of r measures on r pairwise disjoint intervals:
z ? x ; i \ j = ; if i 6 = j:
(3.9)
Angelesco systems are always complete systems and are the prototype for studying multiple orthogonal polynomials on r pairwise disjoint intervals. It turns out that the zeros of type II multiple orthogonal polynomials have a very simple location property for Angelesco systems: there will be n i zeros of Pñ on the interval i for i = 1; 2; : : : ; r. The polynomial Pñ can therefore be factored as Pñ(x) = P n1 (x)P n2 (x) P nr (x) and each P ni is an ordinary orthogonal polynomial on i for the varying measure
For multiple orthogonal polynomials on one interval there is another useful system of functions. are such that f1; x; : : : ; x n1?1 ; u 2 ; xu 2 ; : : : ; x n2?1 u 2 ; : : : ; u r ; xu r ; : : : ; x nr?1 u r g is a Chebyshev system on for every multi-index (n 1 ; n 2 ; : : : ; n r ).
Recall that a set of n linearly independent functions f 1 ; 2 ; : : : ; n g is a Chebyshev system on if every linear combination P n k=1 a k k has at most n ? 1 zeros on . For an AT system it thus follows that P n1?1 (x) + P n2?1 (x)u 2 (x) + + P nr?1 (x)u r (x) has at most jñj ? 1 zeros on whenever P k is a polynomial of degree at most k. A special example of an AT system is a Nikishin system N2] which is de ned recursively as follows. Any Markov function where f r?1;0 = 1 and (f r?1;1 ; f r?1;2 ; : : : ; f r?1;r?1 ) is a Nikishin system of order r ? 1 on r?1 with r \ r?1 = ;. Nikishin systems turn out to be the prototype of systems of Markov functions on one interval and allow a rather detailed analysis.
See, e.g., Driver DS1] have shown that the type II multiple orthogonal polynomial Pñ for a Nikishin system of order r on r has jñj simple zeros on this interval r whenever n j max(n j+1 ; : : : ; n r ) ? 1 for every j = 1; 2; : : : ; r ? 1. In particular this is true for the diagonal indicess(n) given in (2.5).
Recently Gonchar, Rakhmanov and Sorokin GRS] have considered a mixture of Angelesco and Nikishin systems and have analyzed the asymptotic behavior of the corresponding Hermite-Pad e approximants. The asymptotic behavior of the Hermite-Pad e approximants for Angelesco and Nikishin systems was obtained in GR] and S5]. One of the important results is the asymptotic distribution of the zeros of the polynomials. For ordinary orthogonal polynomials the distribution of zeros is usually obtained by investigating an extremal problem for logarithmic potentials. For multiple orthogonal polynomials one needs to study an extremal problem in logarithmic potential theory for vector potentials.
Examples of multiple orthogonal polynomials
The very classical orthogonal polynomials of Jacobi, Laguerre, and Hermite have several possible extensions as multiple orthogonal polynomials. We will mention some of them. See also Aptekarev, Marcell an and Rocha AMR] for some Angelesco type multiple orthogonal polynomials.
4.1. Jacobi-Angelesco polynomials. Kalyagin These polynomials satisfy a third order di erential equation (4.3) x(x ? 1)(x ? a)y 000 + (6x 2 ? 4(a + 1)x + 2a)y 00 + (n ? 1)(n + 2)(?3x + a + 1)y 0 ? 2n(n 2 + 3n + 2)y = 0; where y(x) = P ( ; ; ) n;n (x). Observe that the coe cients of y 000 and y 00 are polynomials independent of n but that the coe cient of y 0 depends on n, so that SturmLiouville theory of linear di erential equations can not be used here. If we write P 2n = P ( ; ; ) n;n and P 2n+1 = P ( ; ; ) n+1;n , then we have a third order recurrence relation xP n (x) = P n+1 (x) + b n P n (x) + c n P n?1 (x) + d n P n?2 (x); 4.2. Jacobi-Pineiro polynomials. Pineiro where the order in the product of r di erential operators can be changed. For r = 2 we put P 2n = P ( 0; 1; 2) n;n and P 2n+1 = P ( 0; 1; 2) n+1;n and we have the third order recurrence relation xP n (x) = P n+1 (x) + b n P n (x) + c n P n?1 (x) + d n P n?2 (x); for which the recurrence coe cients satisfy For r = 2 we put P 2n = L ( 1; 2) n;n and P 2n+1 = L ( 1; 2) n+1;n to nd the third order recurrence relation xP n (x) = P n+1 (x) + b n P n (x) + c n P n?1 (x) + d n P n?2 (x); with b 2n = 3n + 1 + 1 b 2n+1 = 3n + 2 + 2 c 2n = n(3n + 1 + 2 ) c 2n+1 = (n + 1)(3n + 1 + 2 ) ? 2 + 1 d 2n = n(n + 1 )(n + 1 ? 2 ) d 2n+1 = n(n + 2 )(n + 2 ? 1 ):
Observe that b n = 3 n 2 + O(1); c n = 3 n This AT system has a lot of properties that very classical polynomials usually have. The di erential operator D is a lowering operator for the type II multiple orthogonal polynomials near the diagonal DP n;n (x) = 2nP +1 n;n?1 (x); DP n;n?1 (x) = (2n ? 1)P +1
n?1;n?1 (x); (4.17) and D = x ? Dx is a raising operator for the type I multiple orthogonal polynomials: putting Q m;n = A (m;n);1 + A (m;n);2 +1 we have xD Q n;n (x) = Q ?1 n+1;n (x); xD Q n;n?1 (x) = Q ?1 n;n (x): (4.18) Using the raising operators repeatedly gives a Rodrigues formula for the type I multiple orthogonal polynomials x Q n;n?1 (x) = d 2n
x 2n x 2n+ (x); x Q n;n (x) = d 2n+1 x 2n+1 x 2n+1+ (x): (4.19) Putting P 2n = P n;n and P 2n+1 = P n+1;n gives the recurrence relation xP n (x) = P n+1 (x) + b n P n (x) + c n P n?1 (x) + d n P n?2 (x); with b n = (n + + 1)(3n + + 2 ) ? ( + 1)( ? 1); c n = n(n + )(n + + )(3n + 2 + ); d n = n(n ? 1)(n + ? 1)(n + )(n + + ? 1)(n + + ) so that b n = 3n 2 + O(n); c n = 3n 4 + O(n 3 ); d n = n 6 + O(n 5 ):
Irrationality
Multiple orthogonal polynomials turn out to be quite useful in proving irrationality of certain real numbers. The key to such irrationality proofs is the following lemma:
Lemma 5.1. Let x be a real number. Suppose there exists integers p n and q n (n 2 N) such that 1. q n x ? p n 6 = 0 for all n 2 N, 2. lim n!1 (q n x ? p n ) = 0.
Then x is irrational. Proof. Suppose x is rational so that x = p=q with integers p and q. Then q n x ? p n = q n p ? p n:
By assumption (1) we know that q n p ? p n q is an integer di erent from zero, hence jq n p ? p n qj 1. But then jq n x ? p n j 1 q ;
and as n ! 1 we nd that this is in contradiction with assumption (2). Hence x cannot be rational. This lemma shows that if one can nd good rational approximants p n =q n such that jx ? p n =q n j = o(1=q n ), then x has to be irrational. Such irrational numbers can therefore be approximated very well by rational numbers. Constructing rational approximants to x can be done using Pad e approximation or Hermite-Pad e approximation, especially when x is the value of a Markov function f(z) with z far enough away from the support of the measure. This is the case for some values of the zeta function We can use that information and multiple orthogonal polynomials for the measures d j (x) = (?1) j log j (x) dx on 0; 1] for j = 0; 1; 2 to prove the irrationality of (3).
When Ap ery Ap] rst announced the proof of irrationality of (3), the proof was considered as rather mysterious. Proof. In order to obtain good rational approximants to (3) we will use Hermite-Pad e approximation to the three Markov functions and use that f 3 (1) = (3). We want to nd a vector of polynomials (A n ; B n ), where A n and B n are polynomials of degree n, and polynomials C n and D n such that A n (1) = 0; (5.1)
(5.3) Observe that (5.2) is a type I approximation problem for the system (f 1 ; f 2 ) and (5.3) is a type I approximation problem for (f 2 ; f 3 ), whereas the combination (5.2){ (5.3) is a vector type II approximation problem with common vector denominator (A n ; B n ). The solution of this problem in Hermite-Pad e approximation is given by the generalized polynomialA n (x)?B n (x) logx for which the following orthogonality relations hold: hence Lemma 5.1 implies that (3) is irrational.
Transcendence
Historically, Hermite introduced the notion of Hermite-Pad e approximation to prove the transcendence of e. The basis lemma for proving transcendence is a generalization of Lemma 5.1, which goes as follows:
Lemma 6.1. Let x be a real number. Suppose that for every positive integer m 2 N and for all integers a 0 ; a 1 ; : : : ; a m 2 Zwe can nd integers p 0;n ; p 1;n ; : : : ; p m;n (n 2 N) such that 1.
P m k=0 a k p k;n 6 = 0 for all n 2 N, 2. lim n!1 (p 0;n x k ? p k;n ) = 0 for k = 1; 2; : : : ; m. We know by assumption (1) that the integer P m k=0 a k p k;n is di erent from zero, hence in absolute value it is at least 1. As a consequence m X k=0 a k (p 0;n x k ? p k;n ) 1: Taking n ! 1, then assumption (2) gives a contradiction. Hence x has to be transcendental.
Proving transcendence can therefore be done constructively by producing good simultaneous approximants to consecutive powers of x. Type II Hermite-Pad e approximants can then be used in case x j = f j (z) for a complete system of Markov functions (f 1 ; f 2 ; : : : ; f m ). Hermite rst showed that (e c1z ; e c2z ; : : : ; e crz ) is a complete system for Hermite-Pad e approximation near zero (rather than near 1, which we described in this paper) whenever all c i are distinct complex numbers. He then used the type II Hermite-Pad e approximants for the system (e z ; e 2z ; : : : ; e mz ) to produce simultaneous rational approximants satisfying the conditions of Lemma 6.1. See NS, pp. 130{131] or VA2] for details of this proof.
