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A la frontie`re des syste`mes non line´aires continus et discrets, la classe des syste`mes non
line´aires a` commande e´chantillonne´e est une classe de syste`mes a` part entie`re qui a stimule´
et stimule toujours de nombreuses recherches. Le sujet est d’autant plus important qu’il a
e´te´ trop souvent sous estime´ au profit de la recherche sur les commandes continues alors
que paradoxalement les commandes sont principalement imple´mente´es nume´riquement sur
les applications industrielles actuelles. S’appuyant sur les dernie`res recherches du domaine,
cette the`se se veut a` la fois une contribution a` l’e´tude et a` la synthe`se de lois de commande
e´chantillonne´es pour certaines classes de syste`mes non line´aires.
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Ces dernie`res de´cennies ont e´te´ marque´es par un tre`s grand de´veloppement de l’auto-
matique non line´aire dans la cadre des syste`mes continus ou` la dynamique est non line´aire
mais suffisamment diffe´rentiable. Nous pouvons raisonnablement affirmer que le sujet a e´te´
largement traite´ tant dans le domaine de la commande que de l’observation en pre´sence
de bruits et de parame`tres inconnus ([55, 60, 64, 100, 101, 104, 109] pour n’en citer que
quelques uns ). De nos jours, c’est l’e´tude de phe´nome`nes plus complexes (saturation,
hyste´re´sis, retard, dynamiques discontinues, controˆle des EDP etc...) qui occupe princi-
palement la communaute´ scientifique qui fait de la recherche the´orique dans le cadre de
l’automatique non line´aire continue.
Paralle`lement, de nombreux travaux ont e´te´ mene´s sur les syste`mes non line´aires discrets :
il a e´te´ mis en exergue que bien souvent les ide´es emprunte´es au cadre continu sont plus
difficiles a` mettre en oeuvre mais la` encore la recherche a permis de re´soudre beaucoup de
proble`mes [23, 24, 56, 75, 79, 114].
A la frontie`re du continu et du discret, les syste`mes non line´aires a` commande e´chantillonne´e
ont paradoxalement suscite´ moins de recherche. En effet, depuis plusieurs anne´es, de nom-
breux chercheurs ont souligne´ que l’e´tude massive des syste`mes non line´aires continus
a d’abord e´te´ lance´e alors que les moyens de commandes et d’asservissements anciens
e´taient analogiques. Cependant, depuis l’explosion industrielle des outils nume´riques, les
commandes sont presque toujours imple´mente´es nume´riquement dans la pratique et il est
regrettable que la synthe`se de la commande nume´rique de syste`mes continus ne soit pas
encore un sujet comple`tement mature. En effet, pendant tre`s longtemps, l’e´mulation qui
consiste a` bloquer sur chaque pe´riode d’e´chantillonnage la commande synthe´tise´e dans le
cadre continu a e´te´ quasiment la seule technique utilise´e. La technique d’e´mulation est
intuitive et donne des re´sultats acceptables sous certaines conditions pour des fre´quences
d’e´chantillonnage tre`s e´leve´es [65]. Cependant, en pratique, les fre´quences d’e´chantillonnage
requises pour garantir les performances de la synthe`se continue sont trop e´leve´es et de´passent
les capacite´s mate´rielles. Il e´tait ainsi ne´cessaire que les syste`mes a` commande e´chantillonne´e
soient davantage e´tudie´s.
Dans le cadre des syste`mes line´aires, la synthe`se de commandes e´chantillonne´es est un sujet
qui a e´te´ largement traite´ [29] et qui ne pre´sente pas de complication majeure par rapport
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a` l’e´tude des syste`mes line´aires discrets et continus. En effet, pour cette classe de syste`mes
le discre´tise´ exact, qui correspond a` l’e´quation aux diffe´rences qui donne la loi suivie par
la solution du syste`me a` chaque instants d’e´chantillonnage, peut eˆtre aise´ment de´termine´.
L’e´tude de la classe de syste`mes line´aires a` commande e´chantillonne´e (notamment par
l’usage de la transforme´e en z) a permis de montrer que la diffe´rence principale par rapport
au cadre continu est l’apparition de ze´ros supple´mentaires [116] lors de l’e´chantillonnage.
De plus, le comportement du syste`me a` commande e´chantillonne´e entre deux instants
d’e´chantillonnage a pu eˆtre e´tudie´ [29]. Ainsi, l’analyse line´aire montre que l’e´chantillonnage
change la structure d’un syste`me et qu’il requiert des e´tudes supple´mentaires par rapport
au cas continu, c’est a` dire par rapport a` une simple e´mulation.
C’est d’ailleurs le changement de structure des syste`mes par l’e´chantillonnage de la com-
mande qui a fait l’objet des premiers travaux dans le domaine non line´aire. Depuis la fin des
anne´es 80, de nombreux chercheurs se sont inte´resse´s aux principales notions rencontre´es
dans l’e´tude des syste`mes non line´aires (commandabilite´, line´arisation exacte, forme nor-
male, degre´ relatif et dynamique des ze´ros) lorsque la commande est e´chantillonne´e [7, 11,
14, 13, 43, 58, 80, 116]. A noter que ces notions sont aussi lie´es a` l’ordre de l’approximation
lorsque nous ne pouvons obtenir qu’une approximation du discre´tise´ exact.
Paralle`lement, les premier travaux de synthe`se de commande ont eu lieu pour des classes
particulie`res de syste`mes non line´aires a` commande e´chantillonne´e [10, 12, 26, 47, 49, 61,
87, 110, 111, 112]. Outre les techniques base´es sur l’e´mulation (CTD : continuous-time de-
sign), la deuxie`me classe de me´thodes qui prend ve´ritablement en compte l’e´chantillonnage
cherche dans un premier temps a` de´terminer ou a` approximer le discre´tise´-exact (DTD :
Discrete Time Design). Dans un second temps, la synthe`se de la commande est effectue´e
a` partir des me´thodes de synthe`se de commandes de syste`mes non line´aires discrets. La
de´termination du discre´tise´ exact se fera dans la majeure partie des cas via des approxi-
mations en supposant a` nouveau la fre´quence d’e´chantillonnage assez e´leve´e pour que
l’approximation soit bonne.
Ces dernie`res anne´es, de nombreux travaux ont e´te´ effectue´s pour montrer sous quelles
conditions une commande synthe´tise´e sur une approximation du discre´tise´ exact garde ses
proprie´te´s une fois qu’elle est applique´e sur le syste`me a` commande e´chantillonne´e : un
nouveau cadre mathe´matique a d’ailleurs e´te´ instaure´ [85, 90]. Il permet de donner des
conditions sur l’approximation du discre´tise´ exact et sur la commande utilise´e pour conser-
ver une proprie´te´ de stabilisation semi-globale pratique. De nombreuses e´tudes traitant
diffe´rents proble`mes de commande ont suivies [65, 66, 67, 68, 69, 70, 71, 84, 87, 88, 91].
C’est dans ce cadre mathe´matique que nous avons e´tabli beaucoup de nos re´sultats dans
la suite logique de ceux de [91].
1.1 Pre´sentation des the`mes des travaux de la the`se
Dans cette the`se, nous nous sommes inte´resse´s a` plusieurs the`mes relatifs a` la com-
mande e´chantillonne´e de syste`mes non line´aires.
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Le premier the`me que nous avons aborde´ est celui de l’e´chantillonnage d’une commande
dynamique d’un syste`me non line´aire. Nous avons alors affaire a` un syste`me hybride dans
la mesure ou` la commande dynamique discre´tise´e est re´gie par une e´quation aux diffe´rences
et ou` la dynamique du syste`me pilote´e par la commande e´chantillonne´e est re´gie par
une e´quation diffe´rentielle non line´aire. La classe de syste`mes a` commande dynamique
e´chantillonne´e est de´crite dans [112] comme une sous-classe des syste`mes impulsionnels et
un the´ore`me de convergence locale asymptotique pour les syste`mes non line´aires est donne´.
Paralle`lement, une autre e´quipe [49] s’est inte´resse´e a` la commande statique e´chantillonne´e
de syste`mes non line´aires et a de´montre´ que l’e´mulation d’une commande globalement
asymptotiquement stabilisante garde sa proprie´te´ sous re´serve d’hypothe`ses assez fortes.
Nous avons alors travaille´ sur l’unification de ces deux re´sultats et nous avons obtenu un
the´ore`me garantissant la convergence globale asymptotique au moyen d’une commande dy-
namique dont la dynamique est remplace´e par une e´quation aux diffe´rences, la commande
apparaissant alors comme une commande e´chantillonne´e dans le syste`me initial. L’e´quation
aux diffe´rences choisie fut obtenue par un sche´ma de discre´tisation d’Euler mais ceci est
un choix pre´liminaire et d’autres types de sche´ma pourraient eˆtre applique´s par la suite.
Ici, notre contribution est d’unifier les deux re´sultats de [112] et [49] ainsi que d’utiliser
le formalisme des syste`mes hybrides pour de´montrer des re´sultats relatifs aux syste`mes a`
commande e´chantillonne´e.
Le second the`me auquel nous nous sommes inte´resse´s et qui a e´te´ beaucoup plus e´toffe´
que le premier est celui de la synthe`se de commandes e´chantillonne´es a` partir d’approxima-
tions de Taylor-Lie d’ordres supe´rieurs du discre´tise´ exact. Nous utilisons aussi la structure
spe´cifique suivante pour de´terminer une commande d’ordre r :




uc est la commande que nous synthe´tiserions dans un cadre continu et T est la pe´riode
d’e´chantillonnage. Le choix d’utiliser des approximations de Taylor-Lie d’ordres supe´rieurs
pour le discre´tise´ exact d’un syste`me a` commande e´chantillonne´e ainsi qu’une structure
de commande sous forme de se´ries de la pe´riode d’e´chantillonnage base´e sur la commande
continue se justifie par le nouveau cadre mathe´matique introduit par [85, 90]. Ce cadre
donne des the´ore`mes tre`s puissants qui permettent de conserver les proprie´te´s d’une com-
mande synthe´tise´e sur une approximation du discre´tise´ exact (souvent incalculable) une
fois qu’elle est applique´e sur le discre´tise´ exact. C’est notamment la proprie´te´ finale de
stabilisation semi globale pratique asymptotique qui est vise´e pour le syste`me a` commande
e´chantillonne´e. Remarquons aussi qu’une me´thode base´e sur des approximations a` base de
se´ries de Taylor aux coefficients exprime´s sous formes de de´rive´es de Lie est pre´fe´rable [58]
aux me´thodes base´es sur les se´ries de Volterra [39] et de Fliess [55], ou sur la line´arisation
de Carleman [100, 108]. En effet, [58] montre qu’elle ge´ne´ralise l’exponentielle de matrice
utilise´e pour traiter le cas line´aire et qu’elle est simple d’usage pour e´tudier les discre´tise´s
exacts associe´s a` des syste`mes non line´aires a` commande e´chantillonne´e.
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Il s’agit aussi d’une me´thodologie de synthe`se de commande qui ajoute a` la commande
e´mule´e des termes de´pendants de la pe´riode d’e´chantillonnage afin de contrer la perte de
performance occasionne´e par l’e´chantillonnage d’une commande synthe´tise´e en continu.
Cette me´thodologie a e´te´ introduite dans [91] et nous a inspire´ des extensions.
Tout d’abord nous avons contribue´ a` mettre en place les outils permettant d’appre´cier le
gain en pre´cision et en vitesse de convergence lorsque nous augmentons l’ordre de la com-
mande. Ensuite, nous avons e´labore´ de nouveaux algorithmes permettant de synthe´tiser des
commandes d’ordre supe´rieur pour des classes de syste`mes non line´aires bien spe´cifiques
(strict-feedback et strict-feedforward). Alors que les approximations d’ordre supe´rieur mo-
difient la structure des syste`mes non line´aires (qui deviennent notamment non affines en
la commande), nos travaux ont permis de s’affranchir de cette difficulte´ par la synthe`se
re´cursive des termes de la loi de commande. Nous avons alors notamment pu e´tendre le
re´sultat de [87] qui s’e´tait limite´ a` l’approximation d’Euler afin de conserver la structure
de la classe de syste`mes non line´aires.
Enfin, le troisie`me the`me auquel nous nous sommes inte´resse´s est celui de la commande
adaptative directe des syste`mes non line´aires (mais line´airement parame´tre´s) a` commande
e´chantillonne´e. La loi d’adaptation parame´trique e´tant re´gie par une e´quation aux diffe´rences
nous sommes a` nouveau dans le cadre du premier the`me, mais cette fois-ci nous n’avons pas
cherche´ a` pre´server une proprie´te´ de stabilisation globale asymptotique par e´chantillonnage ;
cette fois, nous avons utilise´ les outils de´veloppe´s dans le second the`me pour synthe´tiser
des commandes adaptatives afin de stabiliser semi globalement pratiquement asymptoti-
quement des syste`mes non line´aires a` parame`tres inconnus et a` commande e´chantillonne´e.
Partant d’une loi de commande synthe´tisable en continu et de la forme : uc(x, θ̂) avec
pour loi d’adaptation parame´trique
˙̂
θ = ψc(x, θ̂), nous avons montre´ que nous pouvions
synthe´tiser des commandes de la forme :




ou` la loi d’adaptation s’e´crit pour i ∈ {0, . . . , r},




sachant que le vecteur Θ̂j = (θ̂1, θ̂2, . . . , θ̂j)
T a e´te´ introduit par une sur-parame´trisation
et que la loi d’adaptation continue discre´tise´e par un sche´ma d’Euler est retrouve´e lorsque
r = 1, i.e φ1,1(x, θ̂1) = ψc(x, θ̂1).
Notre contribution est ainsi d’e´tendre les re´sultats relatifs a` la commande adaptative base´e
sur l’approximation d’Euler [110, 111] et de ge´ne´raliser les re´sultats de [47]. Par rapport
a` [47], la contribution re´side dans le fait que la loi d’adaptation est bien synthe´tise´e sur
la base d’outils relatifs a` une loi d’adaptation continue (et non discre`te), notre me´thode
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ne s’applique pas seulement a` des syste`mes non line´aires line´arisables par bouclage et les
controˆleurs sont d’ordre supe´rieur a` 2.
1.2 Pre´sentation du me´moire
Le me´moire de the`se est pre´sente´ comme suit :
– Dans le troisie`me chapitre, nous traitons le premier the`me de nos travaux, a` sa-
voir celui de l’e´chantillonnage d’une commande dynamique. Nous commenc¸ons par
rappeler un re´sultat portant sur le stabilisation asymptotique globale de syste`mes
non line´aires par retour statique de l’e´tat e´mule´ [49], puis nous introduisons le cadre
mathe´matique des syste`mes hybrides impulsionnels qui va eˆtre utilise´ dans le cas
ou` l’e´chantillonnage se fait sur une commande dynamique. Nous donnons ensuite le
re´sultat principal de ce premier the`me qui concerne la stabilisation asymptotique glo-
bale d’un syste`me non line´aire par un retour d’e´tat dynamique e´chantillonne´. Deux
exemples nume´riques sont enfin e´tudie´s pour illustrer les conditions de notre re´sultat.
Ce re´sultat a d’ailleurs e´te´ pre´sente´ a` la confe´rence NOLCOS 04, Stuttgart 2004 [17]
et un article a e´te´ publie´ dans la revue ”Journal of Nonlinear Analysis” [18].
– Dans le quatrie`me chapitre, nous traitons le second the`me de nos travaux, a` savoir
la synthe`se de commandes e´chantillonne´es a` partir d’approximations de Taylor-Lie
du discre´tise´ exact. Ce the`me va s’e´tendre jusqu’au sixie`me chapitre inclus. Dans ce
chapitre nous donnons le cadre mathe´matique et les quelques outils pre´liminaires qui
vont servir a` la synthe`se de commandes e´chantillonne´es des deux classes de syste`mes
non line´aires e´tudie´es dans les deux chapitres suivants.
Nous commenc¸ons donc par rappeler le nouveau cadre mathe´matique de´veloppe´ dans
[84] qui permet de donner de manie`re rigoureuse un lien entre la synthe`se d’une loi
de commande e´chantillonne´e sur une approximation du discre´tise´ exact et son appli-
cation sur le discre´tise´ exact. Puis nous pre´sentons les commandes d’ordre supe´rieurs
synthe´tise´es sur la base de la commande du syste`me continu associe´ au syste`me
a` commande e´chantillonne´e et nous rappelons les principaux re´sultats de [91]. En-
fin, nous donnons quelques proprie´te´s qui permettent de montrer l’impact de l’ordre
de la commande sur la pre´cision et sur la vitesse de convergence. Deux exemples
nume´riques sont ensuite traite´s.
– Dans le cinquie`me chapitre, nous nous inte´ressons a` l’e´tude de la classe des syste`mes
non line´aires sous la forme ”feedback” a` commande e´chantillonne´e. Nous commenc¸ons
par donner un the´ore`me ge´ne´ral sur la synthe`se de commandes e´chantillonne´es pour
cette classe de syste`me : ce re´sultat a d’abord e´te´ pre´sente´ a` la confe´rence ”IMACS
World Congress” [3], puis a e´te´ largement e´toffe´ et a e´te´ re´cemment publie´ dans
la revue ”International Journal of Control” [19]. Un exemple nume´rique illustre le
re´sultat. Ensuite, nous nous inte´ressons a` la sous-classe des syste`mes ”strict-feedback”
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et nous donnons deux nouveaux algorithmes constructifs de synthe`se de la commande
e´chantillonne´e : le premier algorithme permet de gagner en pre´cision lorsque l’ordre
de la commande augmente alors que le second permet en plus d’avoir une meilleure
vitesse de convergence. Un exemple nume´rique illustre le seconde algorithme.
– Dans le sixie`me chapitre, nous nous inte´ressons a` la synthe`se de commande e´chantil-
lonne´e des syste`mes non line´aires sous la forme ”strict-feedforward”. Apre`s un bref
rappel de la synthe`se de commande continue, nous pre´sentons un nouvel algorithme
de synthe`se de la commande lorsque cette dernie`re est e´chantillonne´e. Ce nouvel
algorithme est de´duit de la synthe`se continue et de l’utilisation des approxima-
tions d’ordres supe´rieurs du discre´tise´ exact ; il permet un gain en pre´cision lorsque
l’ordre de la commande augmente. Un exemple nume´rique illustre notre de´marche.
Ce re´sultat re´cent n’a pas encore e´te´ publie´.
– Dans le septie`me chapitre, nous traitons le troisie`me et dernier the`me de nos travaux,
a` savoir la synthe`se de commandes adaptatives e´chantillonne´es a` partir d’approxima-
tions de Taylor-Lie du discre´tise´ exact lorsque le syste`me initial a un parame`tre borne´
et inconnu. Nous commenc¸ons par donner deux re´sultats assez techniques qui seront
utilise´s dans notre the´ore`me principal et qui de´ja` montrent l’inte´reˆt d’utiliser une
loi de commande dont les ordres supe´rieurs seront obtenus de manie`re re´cursive et
qui montrent aussi qu’une sur-parame´trisation sera ne´cessaire, le parame`tre inconnu
n’apparaissant plus line´airement dans les ordres supe´rieurs de la se´rie de Taylor-Lie
approximant le discre´tise´ exact. Nous de´montrons ensuite notre re´sultat principal
qui donne une technique de synthe`se de loi de commande adaptative base´e a` la fois
sur la me´thode de synthe`se utilise´e en continue et sur une approche re´cursive. Cette
me´thode est ge´ne´rale et pourra faire l’objet d’application a` des classes particulie`res
de syste`mes non line´aires dans de futurs travaux. Deux exemples nume´riques sont
donne´s pour illustrer le the´ore`me principal. Le second exemple montre comment la
synthe`se de commande pour des syste`mes de la classe strict-feedback pourrait eˆtre
obtenue dans de futurs travaux.
Les premiers re´sultats [21] de ce dernier the`me vont eˆtre pre´sente´s prochainement a`
la confe´rence ECC 2007.
– Dans le huitie`me chapitre, nous pre´sentons brie`vement la synthe`se du travail re´alise´,
puis nous parlons des perspectives imme´diates des travaux, et enfin nous pre´sentons
les proble`mes ouverts qui pourraient faire l’objet de travaux de recherche et/ou sus-
citer de nouvelles the`ses.
A noter que le second chapitre donne un re´sume´ des quelques notations utilise´es fre´quemment
dans le rapport et que les courbes des simulations nume´riques associe´es aux diffe´rents




Plusieurs re´sultats pre´sente´s dans le rapport n’ont pas encore e´te´ publie´s et de nou-
veaux articles sont en cours d’e´criture. Cependant, nos premiers re´sultats ont fait l’objet
d’articles de revues et de confe´rence :
Articles de revue :
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ On the Stabilization of
Sampled-Data Nonlinear Systems by using Backstepping on the higher order approxi-
mate models ”, International Journal of Control, vol. 79, no.9, Septembre, pp. 1087-
1095, 2006.
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ On the Stability of a class
of nonlinear hybrid systems ”, Journal of Nonlinear Analysis, De´cembre, 2006.
Articles de confe´rence :
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ On the Stability of a Class
of NonLinear Hybrid Systems ”, in Proc. of NOLCOS 04, Stuttgart, 2004.
– T. Ahmed-Ali, L. Burlion et F. Lamnabhi-Lagarrigue, “ On the stabilization of
sampled-data systems by using higher order approximations of the exact discreti-
zed systems ”, in Proc. of IMACS World Congress, Juillet, 2005.
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ On the adaptive control of
Nonlinear Sampled-Data Systems ”, accepte´ a` la confe´rence ECC 2007.
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ Adaptive control redesign
for some Nonlinear Sampled-Data Systems ”, accepte´ a` la confe´rence NOLCOS 07.
Articles soumis :
– L. Burlion, T. Ahmed-Ali et F. Lamnabhi-Lagarrigue, “ Adaptive control of Nonlinear







Nous utiliserons les notations (parfois spe´cifiques) suivantes qui seront pour la plupart
de´finies puis utilise´es tout au long de ce rapport de the`se :
R
≥0 : ensemble des nombres re´els positifs ou nuls
R
>0 : ensemble des nombres re´els strictement positifs
‖z‖ : toute norme par exemple euclidienne d’un e´le´ment z d’un espace
vectoriel norme´ de dimension finie
x+ : signifie x((k + 1)T ) lorsque x de´signe x(kT )
∆V
T
: abbre´viation de V (x
+)−V (x)
T
pour une fonction V (x) donne´e




i0 i1 . . . ir
)













]∣∣x˙=f(x) = ∂h∂x . f(x)




O(T r) : R(T, y) = O(T r) quantite´ semi-globalement borne´e par T rγ(y),
γ e´tant de classe K∞.
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Sign : fonction signe. (Sign(s > 0) = 1 et Sign(s < 0) = −1)
Satpr : fonction spe´cifique de´finie dans le chapitre 4 comme e´tant la fonc-
tion signe a` T r pre`s et qui est p fois diffe´rentiable.
K : classe des fonctions de R≥0 dans R≥0, continues, nulles en 0 et
strictement croissantes.
K∞ : sous-classe des fonctions de classe K et non borne´es.
KL : β : R≥0 ×R≥0 −→ R≥0 est de classe KL si β(., t) est de classe K





Sche´ma d’ Euler sur un retour
dynamique de l’e´tat
3.1 Introduction
L’e´mulation consiste a` synthe´tiser une loi de commande continue qui est ensuite bloque´e
a` chaque instant d’e´chantillonnage lorsqu’elle est applique´e a` un syste`me a` commande
e´chantillonne´e. Cette me´thode est tre`s simple a` mettre en oeuvre car elle se sert de la
litte´rature abondante existant sur la commande continue des syste`mes non line´aires et ne
prend aucunement en compte l’e´chantillonnage.
Dans ce chapitre, nous proposons de ge´ne´raliser un re´sultat [49] portant sur l’e´mulation
d’un retour d’e´tat statique stabilisant un syste`me non line´aire au cas ou` la commande est
un retour d’e´tat dynamique. Il ne s’agit alors plus d’une simple e´mulation : en effet, la
commande e´tant dynamique, il faut pouvoir exprimer en terme d’e´quation aux diffe´rences
le comportement de la commande et nous devons alors utiliser le fomalisme des syste`mes
hybrides impulsionnels pour mode´liser ce proble`me. En effet, nous sommes alors en pre´sence
d’un syste`me hybride car la dynamique du syste`me boucle´ est compose´e d’une e´quation
diffe´rentielle qui re´git l’e´tat du syste`me et d’une e´quation aux diffe´rences qui re´git la partie
commande.
3.1.1 Exemple introductif et motivation
Plusieurs re´sultats portent sur la commande de syste`mes non line´aires par des com-
mandes e´chantillonne´es. Cependant, le proble`me de la stabilisation par retour d’e´tat dy-
namique a e´te´ peu aborde´ pour le moment : a` notre connaissance, seul [112] a e´tabli un
re´sultat de stabilisation globale dans le cas line´aire et un re´sultat seulement de stabilisation
locale en non line´aire.
Ce proble`me est de plus motive´ par le fait que l’utilisation de commandes dynamiques est
assez re´pandue et permet souvent de re´soudre simplement des proble`mes de synthe`se de
commande.
Par exemple, un retour d’e´tat statique est difficilement envisageable dans le cas suivant
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car une commande statique ne serait obtenue qu’implicitement :
x˙ = x2 + 2u+ sin(u)
Or, un retour d’e´tat dynamique simplifie conside´rablement la synthe`se de la loi de com-
mande. En effet, si nous posons : z1 = x et z2 = x




1 + 2u+ sin(u)) + (2 + cos(u))u˙
(3.1)




(−c1z1 − c2z2 − 2z1(z21 + 2u+ sin(u)))
Et finalement, le syste`me boucle´ est asymptotiquement stable :{
x˙ = x2 + 2u+ sin(u)
u˙ = 1
2+cos(u)
(−c1x− c2(x2 + 2u+ sin(u))− 2x(x2 + 2u+ sin(u))) (3.2)
Un tel syste`me est de la forme suivante :{
x˙ := x2 + g(x, u)u
u˙ = v
(3.3)
ou` g(x, u) 6= 0 lorsque u 6= 0. Ainsi, comme nous l’avons annonce´, lorsque la commande
est e´chantillonne´e, il est inte´ressant d’e´tudier des syste`mes boucle´s de la forme ”hybride”
suivante : {
x˙ = f(x) + g(x, uk)uk
uk+1 = h(uk, xk)
(3.4)
ce qui diffe`re de la forme usuelle des syste`mes a` commande e´chantillonne´e : x˙ = f(x) +
g(x)uk e´tudie´s dans [49, 65]. De plus, il est a` noter qu’un re´sultat poste´rieur a` celui pre´sente´
dans ce chapitre a aussi utilise´ l’e´chantillonnage de commandes dynamiques dans le cas ou`
la synthe`se de la loi de commande continue aboutit a` une e´quation implicite [42].
Finalement, ce premier chapitre est organise´ de la manie`re suivante : apre`s avoir rap-
pele´ la motivation de ce the`me de recherche, nous allons pre´senter un re´sultat portant sur
la commande statique e´chantillonne´e de syste`mes non line´aires, puis nous allons introduire
le formalisme des syste`mes hybrides que nous allons utiliser pour de´montrer notre nouveau
re´sultat qui consiste a` donner des conditions pour garantir la stabilite´ asymptotique globale
par bouclage dynamique de l’e´tat apre`s e´chantillonnage de la commande. Nous conclurons
ensuite par deux exemples nume´riques.
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3.2 Echantillonnage de commandes dynamiques
3.2.1 Emulation d’un retour statique de l’e´tat
Nous rappellons brie`vement un re´sultat ante´rieur sur l’e´mulation d’un retour statique
de l’e´tat.
Nous conside´rons la classe de syste`mes non line´aires suivantes
x˙ = f(x) + g(x)u (3.5)
ou` x ∈ Rn, et u ∈ Rm. Nous supposons que les hypothe`ses suivantes sont ve´rifie´es :
A1 : Il existe une fonction V : Rn × Rm −→ R+ et un controˆleur u = uC(x), KC-
Lipschitzien qui satisfait ∀x ∈ Rn :
c1‖x‖2 ≤ V (x) ≤ c2‖x‖2
∂V
∂x
[f(x) + g(x)uC(x)] ≤ −c3‖x‖2
A2 : f est f1-Lipschitzienne.
A3 : il existe g1 > 0 tel que ‖g‖ ≤ g1.
A4 : ‖dV
dx
‖ ≤ c4‖x‖ .
ou` c1, c2, c3, c4 sont des constantes strictement positives.
Dans ce cas, x tend asymptotiquement vers 0 (en vertu du principe de La Salle).
Conside´rons maintenant une commande e´mule´e (i.e bloque´e sur des intervalles de temps) :
∀k ∈ N, ∀t ∈ [τk, τk+1[, u(t) = u∆(τk) = uC(τk), τk = kτ, τ > 0
The´ore`me 3.2.1 (Herrmann, Spurgeon et Edwards [49])
Sous les hypothe`ses (A1-A4), il existe τ̂ suffisamment petit tel que pour tout τ , τ < τ̂ le
syste`me (3.5) est (asymptotiquement) stable lorsque la commande est e´mule´e.
3.2.2 Cadre mathe´matique utilise´
A pre´sent, nous pre´sentons le cadre mathe´matique des syste`mes hybrides que nous al-
lons employer pour de´montrer notre re´sultat.
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L’e´tat x appartient a` X = Rn, et la commande appartient a` U = R.
Nous conside´rons donc la classe de syste`mes a` commande dynamique e´chantillonne´e sui-
vante : {
x˙(t) = f(x(t)) + g(x(t), uk)uk , t ∈ [τk, τk+1[
uk+1 = h(uk, x(τk)) , t = τk, k ∈ N
ou` :
– {τk, k ∈ N; τ0 = 0 < τ1 < . . . < τk < τk+1 < . . .} est un sous-ensemble non borne´
et ferme´ (τn converge vers +∞ sans point d’accumulation fini) de R+ tel que τ =
sup
k∈N
(τk+1 − τk) existe.
– f : X −→ X est Lipschitzienne sur X, et f(0) = 0.
– g : X × U −→ XU est borne´e.
– h : U ×X −→ U est Lipschitzienne vis a` vis de sa composante en x et h(, 0) = 0.
Dans ce cas, la solution x existe, est unique pour une condition initiale donne´e et est
diffe´rentiable presque partout. Nous remarquons aussi que la fonction u : t −→ u(t) =
uk, t ∈ [τk, τk+1[, k ∈ N est constante par morceaux et donc mesurable au sens de Le-
besgue.
Nous conside´rons maintenant la classe de syste`me impulsionnel suivante avec des impul-
sions a` des instants fixe´s{
x˙(t) = fc(x(t)) , t 6= τk
∆x(t) = x(t)− x(t−) = fd(x(t−)) , t = τk, k ∈ N∗
ou` :
– {τk, k ∈ N; τ0 = 0 < τ1 < . . . < τk < τk+1 < . . .} est un sous-ensemble non borne´
et ferme´ (τn converge vers +∞ sans point d’accumulation fini) de R+ tel que τ =
sup
k∈N
(τk+1 − τk) existe.
– fc : X −→ X est Lipschitzienne sur X, et f(0) = 0






Puisque fc est Lipschitzienne, la solution x existe, est unique pour une condition initiale
donne´e ; de plus, les solutions sont continues a` droite avec des limites a` gauche qui existent
pour chaque τk et sont diffe´rentiables presque partout.
Nous remarquons aussi que 0 est un e´quilibre vu que fc(0) = 0 et fd(0) = 0 : afin de
prouver qu’il est asymptotiquement stable, nous pouvons utiliser le the´ore`me suivant :
The´ore`me 3.2.2 (Ye, Michel et Hou [112])
Conside´rons la classe de syste`me impulsionnel de´crite pre´ce´demment.
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Supposons qu’il existe h ∈ C0(R+,R+) tel que h(0) = 0, φ ∈ K, φ1, φ2 ∈ K∞, et V : Rn →
R
+ tels que ∀x ∈ Rn, ∀k ∈ N :
φ1(‖x‖) ≤ V (x) ≤ φ2(‖x‖)
V (x(t)) ≤ h(V (x(τk))), ∀t ∈ [τk, τk+1[
et qu’en plus :








V (x(τk+1))− V (x(τk))
]
alors l’e´quilibre x = 0 est uniforme´ment asymptotiquement stable.
Ce the´ore`me est aise´ment e´tendu pour de´montrer la stabilite´ asymptotique globale en
rajoutant l’hypothe`se lim‖x‖→+∞ φi(x) = +∞, i ∈ {1, 2} (voir par exemple [60]).
Notons qu’il est seulement ne´cessaire que V n’augmente pas aux instants de sauts τk et
qu’entre deux instants τk et τk+1, V soit seulement borne´e par une fonction continue de
V (x(τk)) (Par exemple, h peut eˆtre croissante !).
Remarque :
La classe des syste`mes a` commande dynamique e´chantillonne´e est incluse dans la classe
des syste`mes hybrides, une fois qu’on ajoute la commande a` l’e´tat. Alors, l’e´tat devient
(x, u) ou` la composante u est de´termine´e par :
u(t) = uk , t ∈ [τk−1, τk[, k ∈ N∗
u˙(t) = 0 , t 6= τk
Cette remarque permet d’appliquer aux syste`mes a` commande dynamique e´chantillonne´e
le the´ore`me sur les syste`mes impulsionnels e´nonce´ pre´ce´demment :
The´ore`me 3.2.3
Conside´rons le classe de syste`mes non line´aires a` commande dynamique e´chantillonne´e
de´crites pre´ce´demment.
Supposons qu’il existe h ∈ C[R+,R+] tel que h(0) = 0, φ ∈ K, φ1, φ2 ∈ K∞, et V :
R
n × R → R+ tel que ∀x ∈ Rn, ∀k ∈ N, ∀uk ∈ R :
φ1(‖x‖, ‖uk‖) ≤ V (x, uk) ≤ φ2(‖x‖, ‖uk‖)
V (x(t), uk) ≤ h(V (x(τk), uk)), ∀t ∈ [τk, τk+1[
et qu’en plus :
DV (x(τk), uk) ≤ −φ(‖x(τk)‖, ‖uk‖)
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V (x(τk+1), uk+1)− V (x(τk), uk)
]
alors l’e´quilibre (x, uk) = 0 est (globalement) uniforme´ment asymptotiquement stable.
Preuve :
Elle est triviale en utilisant le the´ore`me sur les syste`mes impulsionnels et la remarque
pre´ce´dente. 
3.2.3 Notre re´sultat principal
Nous allons maintenant ge´ne´raliser le the´ore`me 3.2.1 en utilisant les outils de´veloppe´s
pre´ce´demment.
Supposons que la pe´riode d’e´chantillonnage est variante dans le temps mais majore´e.
Nous conside´rons la classe de syste`me suivante :{
x˙ = f(x) + g(x, u)u
u˙ = α(x, u)
(3.6)
ou` x ∈ Rn, et u ∈ R. Nous effectuons les hypothe`ses suivantes :
B1 : Il existe une fonction V : Rn ×R −→ R qui satisfait
∀x, u, c1‖x‖2 + c2‖u‖2 ≤ V (x, u) ≤ c3‖x‖2 + c4‖u‖2
B2 : f est f1-Lipschitzienne.
B3 : Il existe g1 > 0 tel que ‖g‖ ≤ g1.
B4 : ∀x, y, u, v : ∥∥∥∥∂V∂u (x, u)− ∂V∂u (y, v)
∥∥∥∥ ≤ c5(‖x− y‖+ ‖u− v‖)
∂V
∂u
(0, 0) = 0
B5 : La fonction α(x, u) joue le roˆle d’un retour d’e´tat dynamique tel que
∀(x, u) ∈ X × U, ∂V
∂x
[f(x) + g(x, u)u] +
∂V
∂u
[α(x, u)] ≤ −β(‖x‖2 + ‖u‖2) (3.7)
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De plus :
∀x, y, u, v ‖α(x, u)− α(y, v)‖ ≤ αM(‖x− y‖+ ‖u− v‖)
α(0, 0) = 0
ou` β, c1, c2, c3, c4, c5, αM sont des constantes strictement positives.
Dans ce cas, (x, u) tend asymptotiquement vers 0.
Nous lui associons le syste`me a` commande dynamique e´chantillonne´e suivant :{
x˙(t) = f(x(t)) + g(x(t), uk)uk , t ∈ [τk, τk+1[
uk+1 = uk + (τk+1 − τk)α(uk, x(τk)) , t = τk, k ∈ N (3.8)
ou` :{τk, k ∈ N; τ0 = 0 < τ1 < . . . < τk < τk+1 < . . .} est un sous-ensemble non borne´ et




Les deux syste`mes (3.6),(3.8) ont la meˆme condition initiale a` t = 0.
Ceci revient aussi lorsque τ est petit a` approximer le retour d’e´tat continu u(.) par un
sche´ma d’Euler qui donne uk(.).
The´ore`me 3.2.4
Sous les hypothe`ses (B1-B5), il existe τM suffisament petit tel que ∀τ < τM , le syste`me
(3.8) est globalement asymptotiquement stable.
Preuve :
Nous avons :
V˙ (x, uk) =
∂V
∂x
[f(x) + g(x, uk)uk] + 0 , ∀t ∈]τk, τk+1[
Graˆce a` l’ hypothe`se B5,




[α(x, uk)] , ∀t ∈]τk, τk+1[ (3.9)
Nous employons une fonction W continue a` droite telle que :











∀k ∈ N , W (τk) = V (x(τk), uk) = V +(τk)
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Bien que V est seulement continue a` droite aux instants τk, nous avons choisi la fonction
W de fac¸on a` ce qu’elle soit continue partout. En effet,










= V (x(τk), uk−1) + V (x(τk), uk)− V (x(τk), uk−1)
= V (x(τk), uk)
= W (τ+k ) =W (τk) (3.10)
W˙ existe presque partout ∀t ∈]τk, τk+1[,




























≤ −β(‖x‖2 + ‖uk‖2) + c5(‖uk‖+ ‖x‖)‖x− x(τk)‖+ τc5α2M(‖x(τk)‖+ ‖uk‖)2
+c5αM‖x(τk+1)− x‖(‖x(τk)‖+ ‖uk‖)








f(x(s)− x(τk)) + [f(x(s))− f(x(s)− x(τk))] + g(x(s), uk)ukds
D’ou`,




D’apre`s l’ine´galite´ de Gronwall :
‖x(t)− x(τk)‖ ≤ (τk+1 − τk)(f1‖x(τk)‖+ g1‖uk‖)ef1(t−τk)
≤ τ(f1‖x(τk)‖+ g1‖uk‖)ef1τ (3.11)
Nous avons donc : (‖x(t)− x(τk)‖ ≥ ‖x(t)‖ − ‖x(τk‖)
‖x(t)‖ ≤ ‖x(τk)‖+ τ(f1‖x(τk)‖+ g1‖uk‖)ef1τ
≤ (1 + τf1ef1τ ) ‖x(τk)‖+ (τg1ef1τ ) ‖uk‖ (3.12)
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Nous utilisons aussi le fait que,
‖x(t)− x(τk+1)‖ = ‖x(t)− x(τk+1) + x(τk)− x(τk)‖
≤ ‖x(t)− x(τk)‖+ ‖x(τk+1)− x(τk)‖
≤ 2τ(f1‖x(τk)‖+ g1‖uk‖)ef1τ (3.13)
Finalement, en utilisant (3.11),(3.12) et (3.13),nous obtenons :
W˙ (t) ≤ −β(‖x‖2 + ‖uk‖2) + c5(‖uk‖+ ‖x‖)‖x− x(τk)‖+ τc5α2M(‖x(τk)‖+ ‖uk‖)2
+c5αM‖x(τk+1)− x‖(‖x(τk)‖+ ‖uk‖)























λ2(τ) = −β(1 + τ 2g21e2f1τ ) + τc5
(
(1 + 2αM)g1e






λ3(τ) = −2βτ(1 + τf1ef1τ )g1ef1τ + τc5
(















(remarque : ces deux ine´galite´s prouvent l’existence de τM et donnent une borne infe´rieure
de τM en pratique)










W˙ (t) ≤ −γ(‖xτk‖2 + ‖uk‖2) (3.19)
Ainsi, par inte´gration et en utilisant le fait que W (τk) = V





[V (x(τk+1))− V (x(τk))] ≤ −γ(‖xτk‖2 + ‖uk‖2) (3.20)
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De plus, e´tant donne´ que : ∀t ∈]τk, τk+1[,






≤ 0 + c5αM‖uk‖(‖x(τk)‖+ ‖uk‖) + c5α2M(‖x(τk)‖+ ‖uk‖)2(t− τk)
≤ c5αM‖uk‖(‖x(τk)‖+ ‖uk‖) + c5α2Mτ(‖x(τk)‖+ ‖uk‖)2
















D’ou`, par inte´gration :
∀t ∈ [τk, τk+1[, V (x(t), uk) ≤ h(V (x(τk), uk))
avec :









Nous terminons la preuve en invoquant le re´sultat du the´ore`me 3.2.3. 
Les hypothe`ses de ce the´ore`me sont assez fortes mais il faut garder en teˆte que le re´sultat
lui meˆme est tre`s fort car nous obtenons une convergence asymptotique globale. Nous pou-
vons cependant relaxer certaines hypothe`ses du the´ore`me 3.2.4 et obtenir le re´sultat moins
fort suivant :
The´ore`me 3.2.5 Sous les hypothe`ses du The´ore`me 3.2.4 mais prises dans les cas plus
ge´ne´raux ou` :
‖α0,0‖ := α0 ∈ R ;
∥∥∥∥∂V∂u (0, 0)
∥∥∥∥ := d0 ∈ R
il existe τ˜M suffisament petit tel que ∀τ < τ˜M , le syste`me (3.8) converge globalement asymp-
totiquement vers un voisinage de l’origine.
Preuve :
La preuve est quasiment identique a` la preuve pre´ce´dente mais cette fois-ci l’expression
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de W˙ prend la forme suivante : W˙ existe presque partout et vaut ∀t ∈]τk, τk+1[,




























≤ −β(‖x‖2 + ‖uk‖2) + (c5‖uk‖+ c5‖x‖+ d0)‖x− x(τk)‖
+τc5(αM‖x(τk)‖+ αM‖uk‖+ α0)2
+c5‖x(τk+1)− x‖(αM‖x(τk)‖+ αM‖uk‖+ α0)
Nous pouvons utiliser a` nouveau (3.11),(3.12) et (3.13), et les expressions des λ′is de la
















λ4(τ) = (2c5α0 + d0)τf1e
f1τ + 2τc5αMα0 ≥ 0
λ5(τ) = (2c5α0 + d0)τg1e
f1τ + 2τc5αMα0 ≥ 0











< 0 mais a` la diffe´rence qu’il faudra aussi eˆtre suffisamment loin de l’origine
pour que W˙ soit ne´gatif ce qui donnera seulement une convergence vers un domaine de´fini
par : (W˙ ≥ 0)
3.2.3.1 Remarque sur le cas line´aire
Si nous conside´rons le syste`me line´aire a` commande dynamique e´chantillonne´e suivant
(la pe´riode d’e´chantillonnage est constante),{
x˙(t) = Ax(t) +Buk , t ∈ [τk, τk+1[
uk+1 = uk + τ((C − Im)uk +Dx(τk)) , t = τk = kτ, k ∈ N (3.21)
En inte´grant la premie`re e´quation, nous obtenons :
























(1− τ)Im + τC τD
)
Ainsi, le syste`me est uniforme´ment asymptotiquement stable si et seulement si la matrice
H(τ) est de Schur (i.e toutes ses valeurs propres sont dans le cercle unite´). Cela signifie
que τ doit eˆtre suffisamment petit pour que les valeurs propres H(τ) restent a` l’inte´rieur
du cercle unite´. Nous remarquons que le Lemme 5.1 de [112] est un cas particulier de ce
re´sultat quand τ = 1 .





W˙ joue le roˆle de
H(τ) et ainsi notre re´sultat ge´ne´ralise le cas line´aire.
3.3 Simulations et re´sultats nume´riques
Nous illustrons maintenant nos hypothe`ses et ainsi notre re´sultat par deux exemples
nume´riques. A noter que pour nous placer dans les hypothe`ses relativement fortes de notre
re´sultat, nous avons du nous restreindre a` une e´tude semi-globale dans les exemples (meˆme
si notre re´sultat est global).
3.3.1 Exemple 1
x˙ = x2 + 2u+ sin(u)
En continu, l’utilisation d’un feedback dynamique sur le syste`me non line´aire a permis
d’obtenir le syste`me boucle´ globalement asymptotiquement stable (GAS) suivant :{







(x2 + 2u+ sin(u))− 2x(x2 + 2u+ sin(u)))
Nous utilisons la fonction de Lyapunov suivante :
V (x, u) = z21 + (z2 + z1)
2 := x2 + (x+ x2 + 2u+ sin(u))2
Nous nous inte´ressons a` l’ensemble :
K0 := {x(0), u(0)/∀t, x(t)2 < K}
Ainsi apre`s quelques majorations,







3.3. SIMULATIONS ET RE´SULTATS NUME´RIQUES
Nous avons :
V˙ = 2z1(z2)− (z2 + z1)2 = −z21 − z22 = −V ≤ −x2 − u2
Nume´riquement, pour K = 10, nous approximons tre`s grossie`rement K0 par le polygone
passant par les points ((−2, 2); (−3.1,−3.1); (2.7,−2.7); (1.1, 1.1)). Sur ce domaine les va-
leurs du temps d’e´chantillonnage maximal de´pendent du point initial et le pire cas a lieu
pre`s de (−2, 2) ou` τ < 0.4 environ (voir les courbes 9.1-9.3).
De plus les hypothe`ses (B1-B5) du the´ore`me 3.2.4 sont ve´rifie´es pour






2. f1 = K
3. g1 = 3
4. c5 = max{6; 8K + 4}
5. β = 1 et αM = max{12 + 212 K + 3K2; 92}









sont satisfaites lorsque τ ≤ 3.10−8 ce qui est tre`s infe´rieur a` ce que donne de manie`re plus
empirique les simulations nume´riques. Cette valeur est tre`s faible car c5 et αM sont tre`s
e´leve´s.
3.3.2 Exemple 2
Nous conside´rons le syste`me suivant :
x˙1 = u+ x
2
2
x˙2 = x1 −K1x2 + u
u˙ = −2u− x1 − x2 − x22
(3.22)
ou` K1 > 0.
Il n’est pas aise´ de trouver une commande statique stabilisante mais nous allons montrer
que la commande dynamique que nous avons choisie l’est et que le syste`me boucle´ satisfait
les conditions de notre re´sultat. Nous utilisons ainsi la fonction de Lyapunov candidate V :








V˙ = −K1x22 − (x1 + u)2 + 2x1u+ 2x1x22
= −(K1 − 2x1)x22 − x21 − u2 (3.23)
Nous utiliserons comme norme la norme suivante : ‖x‖ = |x1|+ |x2|.
Cet exemple satisfait les diffe´rentes hypothe`ses de notre the´ore`me lorsque :
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– nous nous inte´ressons a` l’ensemble
K0 := {x1(0), x2(0), u(0)/∀t, |2x1(t)| < K1 + β1 et |x2(t)| < K2}
ou` K2, β1 > 0.
Dans ce cas :
V˙ ≤ −β1x22 − x21 − u2 ≤ −min{1; β1}(x22 + x21)− u2
≤ −2
3








αM = max{2;K2 + 1}
parce que : (∀ |x2|, |y2| < K2 et ∀ x1, y1, u, v,
|α(x, u)− α(y, v)| ≤ 2|u− v|+ |x1 − y1|+ (K2 + 1)|x2 − y2| )
– f1 = max{1;K1 +K2} ; g1 = 2
En effet, ∀ |x2| < K2, ∀ x1, ‖f(x)‖ =
∥∥∥∥( x22x1 −K1x2
)∥∥∥∥ ≤ (K2 +K1)|x2|+ |x1| et
∀ x, ‖g(x)‖ =
∥∥∥∥( 11
)∥∥∥∥ ≤ 2






; c3 = 2 ; c4 = 1 ; c5 = 1
Nume´riquement : le syste`me non line´aire boucle´ est stable lorsque τ < 0.8. (voir les courbes
9.4-9.9) ; ce re´sultat a e´te´ obtenu apre`s quelques simulations ou` nous avons choisi pour
K1 = 10, 0 < β1 ≤ 9.6, K2 = 0, 4 d’approximer K0 par [−0.4, 0.4]× [−0.4, 0.4]× [−0.4, 0.4].
Puis sur K0 nous avons pu constater que, pour cet exemple, le valeur maximale de la
pe´riode d’e´chantillonnage ne de´pendait pas du point conside´re´ et nos courbes ont donc e´te´
re´alise´es avec pour conditions initiales x1(0) = 0.4, x2(0) = 0.4 et u0 = 0.4.









sont satisfaites lorsque τ ≤ 0.01. Notre the´ore`me 3.2.4 donne donc une limite infe´rieure
pour τM mais, a` coup suˆr (et ce pour les deux exemples) ne donne pas la plus haute valeur
possible e´tant donne´ les diffe´rentes majorations effectue´es dans la preuve.
3.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ une me´thodologie et une technique de preuve de
convergence asymptotique globale bien diffe´rente des techniques utilise´es dans la suite de ce
rapport de the`se. Nous nous appuyons sur des hypothe`ses tre`s fortes qui nous permettent
de nous contenter d’un sche´ma d’ordre 1 de discre´tisation de la commande dynamique pour
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conserver apre`s e´chantillonnage sa proprie´te´ de convergence GAS.
Les me´thodes base´es sur des se´ries de Taylor-Lie adopte´es dans les chapitres suivants pour-
raient aussi eˆtre utilise´es pour synthe´tiser l’e´quation aux diffe´rences de la dynamique de
la commande e´chantillonne´e mais nous n’avons pas suivi ici cette de´marche car nous nous
sommes base´s sur une me´thodologie diffe´rente qui vise a` garantir des re´sultats plus forts
(stabilisation asymptotique globale (GAS) au lieu d’une stabilisation semi-globale pratique
(SPA)). Ceci se fait aux prix d’hypothe`ses trop fortes comme l’ont montre´ les exemples
nume´riques et notre re´sultat ne´cessite bien des extensions : il faudrait relaxer davantage
les hypothe`ses utilise´es tout en maintenant le type de stabilisation souhaite´e (GAS).
Notre de´marche a aussi le me´rite d’utiliser un cadre hybride qui pourrait permettre d’e´tudier
de plus pre`s le comportement des syste`mes non line´aires entre deux instants d’e´chantillonna-
ge, ce proble`me n’e´tant pas abordable (par de´finition) par les me´thodes base´es sur le
discre´tise´ exact : cette proble´matique n’a pas encore e´te´ e´tudie´e en commande e´chantillonne´e
de syste`mes non line´aires.
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Dans ce chapitre, nous changeons de´sormais d’outils mathe´matiques et nous nous
plac¸ons dans le cadre re´cemment mis en place par [85, 90]. Ce cadre mathe´matique donne
des conditions (que nous allons rappeler) sur l’approximation du discre´tise´ exact et sur
la structure de la commande a` utiliser pour conserver une proprie´te´ de stabilisation semi-
globale pratique. De nombreuses e´tudes traitant diffe´rents proble`mes de commande ont
suivies [65, 66, 67, 68, 69, 70, 71, 84, 87, 88, 91] et c’est dans ce cadre mathe´matique et
dans la suite logique de ceux de [91] que nous allons e´tablir tous les re´sultats des chapitres
qui suivent.
[91] introduit une nouvelle me´thode de synthe`se de commande e´chantillonne´e construite
sur la synthe`se de commande continue ; la commande recherche´e est de la forme suivante :




il s’agit d’un ’redesign’ de la commande continue qui unifie les me´thodes base´es sur les
approximations d’ordre supe´rieur et sur l’e´mulation des commandes continues. En effet,
la loi de commande a pour terme dominant la commande e´mule´e uc lorsque la pe´riode
d’e´chantillonnage est suffisamment petite et posse`de des termes correctifs qui prennent en
compte les approximations d’ordre supe´rieurs du discre´tise´ exact du syste`me a` commande
e´chantillonne´e.
Apre`s avoir rappele´ le cadre mathe´matique, nous allons donner quelques re´sultats qui
permettront de montrer l’impact de l’ordre de la commande sur les performances d’un
syste`me non lie´naire boucle´ par une commande e´chantillonne´e de ce type. Ces re´sultats
motiveront les nouveaux algorithmes de synthe`se de commande e´chantillonne´e de syste`mes
non line´aires qui seront e´tudie´s dans les chapitres suivants.
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4.2 A propos de l’approximation de syste`mes a` com-
mande e´chantillonne´e
Etant donne´ un syste`me non line´aire a` commande e´chantillonne´e de la forme :{
x˙(t) = f(x(t), uk) , ∀t ∈ [kT, (k + 1)T [, k ∈ N
x(0) = x0
Nous supposons que f est telle qu’une unique solution x(t) := x(x0, t) existe sur un inter-
valle de temps I := [0, τ [ pour une condition initiale x0 donne´e.
Cette solution ve´rifie :




Pour k ∈ N, nous notons : xk := x(kT ) et xk+1 = x((k + 1)T ) et nous observons le lien
suivant entre eux :
x((k + 1)T ) = x(kT ) +
∫ T
0
f(x(kT + s), uk) ds := F
e
T (xk, uk)




T (xk, uk), x0 = x(0)
Par souci de simplicite´, nous noterons a` pre´sent cette e´quation aux diffe´rences sous la
forme :
x+ = F eT (x, u)
Mis a` part le cas des syste`mes line´aires ou les ”cas d’e´cole” de syste`mes non line´aires
inte´grables ”a` la main”, il est en ge´ne´ral impossible de de´terminer F eT , et il existe de
nombreux sche´mas de discre´tisation bien connus en analyse nume´rique qui permettent
d’approximer F eT pour T suffisamment petit. Par exemple, nous avons recours au sche´ma
d’Euler :
F eulerT (x, u) = x+ Tf(x, u)
ou a` tout autre type de sche´mas nume´riques (Taylor,Runge Kutta,transformation biline´aire
etc)... D’une manie`re ge´ne´rale, notons ainsi l’e´quation aux diffe´rences obtenue en utilisant
une approximation du discre´tise´ exact :
x+ = F aT (x, u)
Pour ce syste`me totalement connu, nous pouvons alors synthe´tiser des controˆleurs en em-
pruntant les techniques existantes sur la stabilisation des syste`mes non line´aires discrets.
Cependant, comme nous allons le voir dans l’exemple suivant (exemple simple pour lequel
le discre´tise´ exact peut eˆtre de´termine´), il n’est pas certain qu’une commande stabilisante
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synthe´tise´e sur l’approximation du discre´tise´ exact garde ses proprie´te´s lorsque nous l’ap-
pliquons directement au discre´tise´ exact.
Exemple :
x˙1 = x2 x˙2 = x3 x˙3 = uk (4.1)
Notons x = [x1 , x2 , x3]
T , le discre´tise´ exact du syste`me s’e´crit :
x+ = F eT (x, u) =
 1 T T 220 1 T
0 0 1
x+




Supposons que nous ne soyons pas capables de de´terminer de manie`re explicite le discre´tise´
exact et que nous l’approximions par un sche´ma d’Euler du premier ordre :




Si nous appliquons le controˆleur suivant :







F eT (x, uT (x)) =











 et F aT (x, uT (x)) =







Les polynoˆmes caracte´ristiques associe´s aux 2 syste`mes boucle´s sont : χF a
T
(λ) = −λ3 et
χF e
T







Ainsi les poˆles de l’approximation du discre´tise´ exact boucle´ sont tous nuls : le syste`me
pourrait donc eˆtre asymptotiquement stable quelque soit T > 0 d’apre`s notre approxi-
mation. Cependant, en re´alite´, l’un des poˆles du discre´tise´ exact boucle´ est de l’ordre de
grandeur de −2.644 et est donc instable.
La question qui se pose alors est la suivante : pouvait-on a` partir de l’approxime´ (qui une
fois boucle´ est asymptotiquement stable) se douter que l’on pourrait avoir des proble`mes
sur le discre´tise´ exact en appliquant le meˆme controˆleur ?
Il est vrai que plusieurs indices peuvent nous aider a` deviner que quelque chose pourrait
mal se passer :
– la commande n’est pas uniforme´ment borne´e vis a` vis de la pe´riode d’e´chantillonnnage :
en effet, quand T tend vers 0, la valeur du controˆleur |uT (x)| devient infinie pour x 6= 0
– nous pouvons montrer que la solution du syste`me approxime´ boucle´ :
x(kT ) =
(
F aT (., uT (.))
k-1 compositions︷ ︸︸ ︷◦ . . . ◦ F aT (., uT (.))
)
(x0) := φ(x0, kT )
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a un de´passement au de´part qui devient infini quand T tend vers 0. (le couple (F aT , uT )
n’est pas SPA stable au sens que nous de´finirons dans le paragraphe suivant)
– meˆme sans connaˆıtre le discre´tise´ exact, nous pourrions montrer a` partir de conside´rati-
ons sur le sche´ma d’Euler que si x appartient a` un compact et que T ∈]0, T̂ [, il existe
M > 0 tel que :




nous avons donc un sche´ma d’approximation qui une fois boucle´ n’est plus consistent
(au sens classique de l’analyse nume´rique) a` cause de la forme de la loi de commande
et qui d’ailleurs explose quand T tend vers 0.
Apre`s avoir souleve´ ces diffe´rents proble`mes, Nesic, Teel et Kokotovic [84] (ces outils ont
e´te´ ge´ne´ralise´s depuis dans [90]) ont introduit un cadre mathe´matique tre`s rigoureux qui
permet de synthe´tiser des lois de commande pour des syste`mes a` commande e´chantillonne´e
a` partir de l’e´tude de leurs approxime´s moyennant des hypothe`ses a` faire sur les lois de
commande et les sche´mas d’approximation. Nous pre´sentons ces travaux dans le paragraphe
suivant.
4.3 Cadre mathe´matique des syste`mes SPA stables
4.3.1 Quelques de´finitions et re´sultats issus de la litte´rature
Nous rappelons ici quelques de´finitions et re´sultats principalement inspire´s de [85, 68] :
De´finition 4.3.1.1 Une fonction γ : R≥0 −→ R≥0 est dite de classe K si elle est continue,
s’annule en 0 et est strictement croissante. Elle est de classe K∞ si de plus elle est non
borne´e.
Une fonction β : R≥0 × R≥0 −→ R≥0 est de classe KL si β(., t) est de classe K pour tout
t ≥ 0 et β(s, .) est de´croissante vers 0 pour tout s > 0.
Nous conside´rons un syste`me discret de la forme :
x+ = FT (x, u) (4.2)
De´finition 4.3.1.2 : (Stabilite´ Semi-globale, Pratique et Asymptotique (SPA)) Nous di-
sons que la paire (FT , uT ) est (Semi-globalement Pratiquement et Asymptotiquement) SPA
stable si il existe β ∈ KL telle que pour tout couple de re´els strictement positifs (∆0, δ) il
existe T ∗ > 0 tel que pour toute pe´riode d’e´chantillonnage T ∈]0, T ∗[ et pour toute condition
initiale x(0) = x0 ou` ‖x0‖ ≤ ∆0, les solutions de (4.2) ou` u := uT (x) ve´rifient :
∀k ∈ N, ‖x(k)‖ ≤ β(‖x0‖, kT ) + δ (4.3)
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Il est possible de caracte´riser ce type de stabilite´ a` l’aide de l’utilisation de fonctions de
Lyapunov.
The´ore`me 4.3.1 : Soit T̂ > 0 fixe´ et soient deux fonctions continues et de´finies sur Rn
lorsque T ∈]0, T̂ [, VT : Rn −→ R et uT : Rn −→ R telles qu’il existe αm, αM de classe K∞,
α0 de classe K telles que pour tout couple de re´els stritement positifs (∆, ν) il existe T ∗ > 0
avec T ∗ ≤ T̂ telle que pour toute pe´riode d’e´chantillonnage T ∈]0, T ∗[ et pour tout x ∈ Rn
tel que ‖x‖ ≤ ∆, nous avons :
αm(‖x‖) ≤ VT (x) ≤ αM(‖x‖)
VT (FT (x, uT (x))− VT (x)
T
≤ −α0(‖x‖) + ν
alors la paire (FT , uT ) est SPA stable.
Remarque : c’est le the´ore`me de La Salle qui permet de faire le lien entre α0, ν et δ. En
effet, δ := α−10 (ν).
Maintenant, une fois que la paire (F Ta , uT (x)) est SPA stable, nous allons voir qu’il faut
imposer quelques hypothe`ses pour de´montrer que (F Te , uT ) l’est aussi. Nous avons recours
aux de´finitions suivantes :
De´finition 4.3.1.3 : (Fonction de Lyapunov SPA Stabilisante). Soit T̂ > 0 fixe´ et soient
deux fonctions continues et de´finies sur Rn lorsque T ∈]0, T̂ [, VT : Rn −→ R et uT :
R
n −→ R telles qu’ il existe trois fonctions α0, αm, αM de classe K∞ telles que pour tout
couple de re´els strictement positifs (∆, ν) il existe L > 0 et T ∗ ∈]0, T̂ ] tels que pour toute
pe´riode d’e´chantillonnage T ∈]0, T ∗[ et pour tous couples de vecteurs re´els (x,y) tels que
max(‖x‖, ‖y‖) ≤ ∆, les solutions de (4.2) ve´rifient :
αm(‖x‖) ≤ VT (x) ≤ αM(‖x‖) (4.4)
VT (FT (x, uT (x))− VT (x)
T
≤ −α0(‖x‖) + ν (4.5)
|VT (x)− VT (y)| ≤ L‖x− y‖ (4.6)
Nous disons alors que VT est une fonction de Lyapunov SPA Stabilisante (SPAS) pour FT .
De´finition 4.3.1.4 : (Consistence de l’approximation). F aT est dite consistente avec F
e
T si
il existe ρ, φ1, φ2 de classe K∞ telles que pour tout couple de re´els strictement positifs ∆,Λ
il existe T ∗ > 0 telle que pour toute pe´riode d’e´chantillonnage T ∈]0, T ∗[, pour tous les
couples (x, u) ∈ Rn × Rm avec ‖x‖ ≤ ∆ et ‖u‖ ≤ Λ nous avons :
‖F eT (x, u)− F aT (x, u)‖ ≤ Tρ(T )(φ1(‖x‖) + φ2(‖u‖)) (4.7)
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De´finition 4.3.1.5 : (Controˆleur uniforme´ment borne´ pour de faibles valeurs de T). Soit
T̂ > 0 fixe´ et T ∈]0, T̂ [. Un controˆleur uT est dit uniforme´ment borne´ pour de faibles
valeurs de T si pour tout re´el stritement positif ∆ il existe κ de classe K∞ et T ∗ > 0 avec
T ∗ ≤ T̂ tels que pour tout x ∈ Rn avec ‖x‖ ≤ ∆ et T ∈]0, T ∗[, nous avons :
‖uT (x)‖ ≤ κ(‖x‖) (4.8)
The´ore`me 4.3.2 Supposons que F aT soit consistente avec F
e
T , qu’il existe une fonction de
Lyapunov VT SPAS pour F
a
T et que uT soit uniforme´ment borne´e pour de faibles valeurs
de T , alors (uT , F
e
T ) est SPA stable.
Ce sont les proprie´te´s (4.6), (4.7) et(4.8) qui permettent de faire recoller la proprie´te´
de stabilite´ (SPA) de F aT a` F
e
T . Elles permettent simplement de majorer la diffe´rence
|V (F Te (x, uT (x)) − V (F Ta (x, uT (x))| dans la preuve de manie`re pratique car il n’y a pas
besoin de connaˆıtre F Te (x, uT (x) : la seule chose a` connaˆıtre est un sche´ma d’approxima-
tion consistent au sens de la de´finition ci-dessus.
Ce cadre Mathe´matique est tre`s puissant : il permet d’utiliser des structures de commandes
uT et des sche´mas d’approximation nume´riques consistents qui n’ont pas de forme impose´e
au pre´ablable et donne un the´ore`me qui permet alors de revenir au discre´tise´ exact tout
en e´vitant les situations de´sastreuses de´crites dans les exemples pre´ce´dents.
Citons quelques proprie´te´s :
Proposition 4.3.3 Etant donne´ un syste`me continu : x˙ = f(x, u) tel qu’il existe un
controˆleur uc(x), une fonction V : R
n −→ R diffe´rentiable, α0 de classe K, α1, α2 de
classe K∞ tels que ∀x,




f(x, uc(x)) ≤ −α0(‖x‖)
alors si nous conside`rons le syste`me associe´ e´mule´ x˙ = f(x, uc(kT )), ∀t ∈ [kT, (k+1)T [, k ∈
N et son discre´tise´ exact F eT (x, uc(x)), la paire (F
e
T , uc) est SPA stable. Nous disons que
l’e´mulation est ’SPA’.
Proposition 4.3.4 Conside´rons l’approximation d’Euler F eulerT de F
e
T . Si nous pouvons
trouver uT telle que (F
euler
T , uT ) est SPA stable, alors (F
e
T , uT ) est SPA stable.
4.3.2 Conse´quence sur la structure des commandes d’ordre supe´rieur
Dans le cadre de nos travaux, nous nous inte´ressons aux sche´mas a` un pas de discre´tisation
d’ordre supe´rieur et nous utilisons des lois de commande de la forme suivante :
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En effet, une telle structure de loi de commande re´pond parfaitement aux crite`res qui per-
mettront de stabiliser (au sens de la stabilite´ SPA) un syste`me a` commande e´chantillonne´e.
De´sormais, nous conside´rons une approximation d’ordre supe´rieur de la forme suivante :
F rT (x, u) = F
e
T (x, u) +R(r, T, x, u)
ou` :
R(r, T, x, u) ≤ T r+2(γ1(‖x‖) + γ2(‖u‖)) (4.10)
ou` γ1, γ2 sont de classe K∞.
De´finition 4.3.2.1 : (Stabilite´ Semi-globale, Pratique et Asymptotique (SPA) a` l’ordre
r+2) Le syste`me (4.2) est dit ”SPA stable a` l’ordre r+2” lorsqu’il existe β ∈ KL telle
que tous re´els strictement positifs (∆0) et η il existe T
∗ > 0 tel que pour toute pe´riode
d’e´chantillonnage T ∈]0, T ∗[ et pour toute condition initiale x(0) = x0 ou` ‖x0‖ ≤ ∆0, les
solutions de (4.2) ve´rifient :
∀k ∈ N, ‖x(k)‖ ≤ β(‖x0‖, kT ) + T r+2η (4.11)
The´ore`me 4.3.5 Supposons qu’il existe ∆, T ∗ > 0, αm, αM , γ de classe K∞, αr de classe
K, VT : Rn −→ R pour T ∈]0, T ∗[ tel que ∀x ∈ Rn avec ‖x‖ ≤ ∆, ∀T ∈]0, T ∗[, nous avons :





T (x))− VT (x)
T
≤ −αr(‖x‖) + T r+1γ(‖x‖) (4.13)
|VT (x)− VT (y)| ≤ L(‖x‖ − ‖y‖) (4.14)
alors (urT , F
e
T ) est SPA stable a` l’ordre ξr ou` T
ξr = α−1r (T
r+1) +O(T ξr+1).
preuve : ce the´ore`me est une conse´quence directe du the´ore`me 4.3.2 une fois que nous
utilisons la structure de commande employe´e. En effet, une telle commande est toujours
uniforme´ment borne´e pour de faibles valeurs de T et tout sche´ma de discre´tisation a` base de
se´ries de Taylor-Lie est e´videmment consistent (4.10). Enfin, nous concluons en invoquant
le principe de La Salle.
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4.4 Utilisation des approximations a` base de se´ries de
Taylor-Lie
Le proble`me de la discre´tisation exacte (i.e de l’inte´gration de la trajectoire entre deux
instants d’e´chantillonnage) dans le cadre d’un retour d’e´tat peut eˆtre aborde´ par diffe´rentes
me´thodes base´es sur les se´ries de Volterra [39], de Fliess [55], ou sur la line´arisation de
Carleman [100, 108] mais l’utilisation de se´ries de Taylor avec des coefficients exprime´s sous
forme de de´rive´es de Lie est plus naturelle et plus simple quand la commande est constante
entre deux instants d’e´chantillonnnage. C’est meˆme l’extension directe de l’exponentielle
matricielle que nous utiliserions pour e´tudier les syste`mes line´aires [40].
4.4.1 Notations
Nous utilisons les notations suivantes d’indices multiples :
– Ik := (i0, . . . , ik)





Nous notons ainsi les coefficients multinoˆmiaux :(
n




i0! . . . ir!








|Ir | = n
n!
i0! . . . ir!
ai00 . . . a
ir
r
Nous rappelons la notation usuelle pour les de´rive´es de Lie (i.e de´rive´e d’une fonction le






]∣∣x˙=f(x) = ∂h∂x . f(x)




De´finition 4.4.1.1 Nous disons qu’une fonction R(T, x) a` valeurs re´elles est de l’ordre
de T r et nous e´crivons alors R(T, x) = O(T r) si lorsque R est de´finie, il existe T ,∆ >
0, γ ∈ K∞ telles que :
∀ T, x tels que T ∈ [0, T ], ‖x‖ ≤ ∆, =⇒ |R(T, x)| ≤ T rγ(‖x‖)
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De´finition 4.4.1.2 Nous utilisons des commandes sous forme de se´ries de la pe´riode





Nous disons qu’une commande u de le forme pre´ce´dente est d’ordre r et nous la notons ur
lorsque : ur 6= 0 presque partout et ui≥r+1 = 0 partout.
4.4.2 Quelques re´sultats sur la comparaison de controˆleurs
Nous commenc¸ons par rappeler le re´sultat suivant :
The´ore`me 4.4.1 (Nesic et Gru¨ne [91]) : Etant donne´ un syste`me de dimension n a` com-
mande e´chantillonne´e de la forme :
x˙ = g0(x) + g1(x)uk (4.16)




T juj est d’ordre r. Pour
toute fonction V suffisamment diffe´rentiable, nous avons :
V (x+)− V (x)
T
= Lg0V (x)+Lg1V (x) u0+
r∑
s=1
T s [Lg1V (x) us+ps(x, Us−1)]+G(r, T, x, u
r)
ou`
Us−1 := (u0, . . . , us−1)



















Remarque : en utilisant ur = 0 dans u
r, nous obtenons la relation suivante : T rpr(x, Ur−1)+
G(r, T, x, ur−1(x)) = G(r−1, T, x, ur−1(x)) (il e´tait donc ne´cessaire de faire de´pendre G de
r ce qui n’e´tait pas fait dans les notations de [91]).
Preuve : nous jugeons utile de rappeler ici les grandes lignes de la preuve originale ([91]).
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Par un de´veloppement en se´rie de la pe´riode d’e´chantillonnage, nous avons :









(Remarquons que dans le cas ou` V n’est pas force´ment de classe C∞ nous pourrons nous
contenter de pouvoir la de´river au plus r fois, moyennant un le´ger changement dans la
preuve originale. Nous partirons alors de la se´rie de Taylor-Lagrange :
V (x+) := V (F eT (x, u))

















Lgi0 . . . Lgir+2V (x(sT ))u
|Ir+2|ds
).
Nous utilisons a` pre´sent un controˆleur de la forme suivante : uk :=
r∑
j=0
T juj. En utilisant

















Puis nous obtenons le re´sultat, en regroupant les termes selon les puissances similaires de
T et en mettant dans le ”reste” les termes d’ordre supe´rieur (i.e termes en T i≥r+2) .
Par exemple, lorsque r = 1, nous obtenons :
∆V
T
= Lg0V (x) + Lg1V (x)u0 + T (Lg1V (x)u1 + p1(x, u0)) +O(T 2)
Et, nous pouvons calculer l’expression explicite de p1 :
p1(x, u0) :=





Remarque : plus l’ordre r augmente et plus les calculs vont eˆtre importants : il est alors
ne´cessaire d’utiliser un outil de calcul formel type Maple par exemple.
Hypothe`ses sur la commande continue
Dans les propositions qui suivent, nous supposons qu’il existe une commande u0 stabi-
lisant le syste`me continu associe´ a` (4.16) telle qu’ il existe une fonction de Lyapunov
V : Rn −→ R≥0 et trois fonctions α0, αm, αM de classe K∞ telles que ∀x ∈ Rn :
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– (i) αm(‖x‖) ≤ V (x) ≤ αM(‖x‖)
– (ii) V˙ = Lg0V + Lg1V u0 ≤ −α0(‖x‖)
– (iii) la solution x du syste`me boucle´ satisfait des spe´cifications en termes de re´gime
transitoire, de bassin d’attraction et de vitesse de convergence qui font qu’elle converge
asymptotiquement vers 0 d’autant plus vite , sans effet de peaking et sur un plus
grand domaine que α0 prend des grandes valeurs quelque soit x.
Proposition 4.4.2 (CNS) Sous les hypothe`ses (i)-(iii), une commande ur d’ordre r est
”meilleure” (au sens de la vitesse de convergence) qu’une commande d’ordre r− 1, ur−1 =














Etant donne´ un correcteur ur d’ordre r tel que :
V (x+)− V (x)
T
= βr−1(x) + T
r(Lg1V ur + pr(x, Ur−1)) +G(r, T, x, u
r)
Le meˆme correcteur tronque´ a` l’ordre r − 1 aurait donne´ :
V (x+)− V (x)
T
= βr−1(x) + T
r(pr(x, Ur−1)) +G(r, T, x, u
r − T rur)
Cette e´galite´ peut aussi se re´e´crire ainsi :
V (x+)− V (x)
T
= βr−1(x)+T









Ainsi, le controˆleur d’ordre r, rend la quantite´ V (x
+)−V (x)
T
plus petite que le controˆleur
d’ordre r − 1 lorsque :












faible et plus la vitesse de convergence est e´leve´e.
G e´tant difficilement calculable, nous utiliserons ge´ne´ralement le re´sultat suivant :
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Proposition 4.4.3 Sous les hypothe`ses (i)-(iii), supposons que la commande ur d’un ordre
r fixe´ donne :
V (x+)− V (x)
T
= −αr(T, x) + G˜r(T, x)
ou` G˜r(T, x) = O(T r+1). Alors, il existe ∆ > 0 et T > 0 tel que pour tout ‖x‖ ≤ ∆ et
pour toute pe´riode d’e´chantillonnage T ∈]0, T ], il existe γ de classe K tel que la commande
d’ordre r fait de´croˆıtre davantage la quantite´ V (x+)−V (x) que la commande d’ordre r− 1
de`s que :
αr(T, x) > αr−1(T, x) + T
2r+1
γ(∆) + T r|Pr(x, Ur−1)|
En ce sens, nous disons a` nouveau que la commande d’ordre r est ”meilleure” que la com-
mande d’ordre r − 1.
Si de plus, toujours a` l’inte´rieur du domaine ‖x‖ ≤ ∆, nous avons :
αr(T, x) > αr−1(T, x) > 0 (4.17)
alors V (x) tend vers 0 +O(T r+2) avec la commande d’ordre r et vers 0 +O(T r+1) avec la
commande d’ordre r − 1. La pre´cision sera alors d’autant meilleure que l’ordre r augmen-
tera.
preuve :
Reprenons les calculs de la Proposition (4.4.2), e´tant donne´ queG(r, T, x, ur(x)) = O(T r+1),
les fonctions conside´re´es e´tant analytiques, nous pouvons raisonnablement e´crire qu’il existe
∆, T > 0 tels que pour ‖x‖ ≤ ∆ et T ∈ [0, T ], il existe γ1 de classe K
|G(r, T, x, ur)−G(r, T, x, ur − T rur)| ≤ T r+1.T r.γ1(∆)








∣∣∣∣∣ ≤ T r+1γ(∆)
Remarquons que les notations se correspondent i.e nous avons un lien entre les 2 proposi-
tions moyennant l’utilisation du terme ur qui a permis de passer de αr−1 a` αr :
αr(T, x)− αr−1(T, x) = T rLg1V ur + T rPr(x, Ur−1)







ds− T rPr(x, Ur−1)
la conclusion s’impose puisque l’ine´galite´ de la proposition est satisfaite lorsque la diffe´rence
αr − αr−1 est suffisamment grande. Quant a` la deuxie`me partie de la proposition, il s’agit
simplement d’appliquer la version discre`te du the´ore`me de La Salle.
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Proposition 4.4.4 (inspire´e de [91] : ”high gain controller redesign”)
Sous les hypothe`ses (i)-(iii), en conside´rant u0 comme premier terme de la commande u
r
d’ordre r du syste`me a` commande e´chantillonne´e et ou` :
u1≤j≤r(x) = −γj(V (x))(Lg1V (x))
ou` les γj sont de classe K. Nous obtenons :





T s [−γs(V (x))(Lg1V (x))2+ps(x, Us−1(x))]+G(T, x, ur(x))
Ainsi, en vertu de la Proposition 4.4.3, lorsque la quantite´
r∑
s=1
T s γs(V (x))(Lg1V (x))
2 est
suffisamment grande, cette commande ur d’ordre r sous certaines conditions est meilleure
(au sens de la de la vitesse de convergence) que la commande u0 sur un certain domaine et
pour une pe´riode d’e´chantillonnage suffisamment petite. Cette commande est la commande
continue ”redesigne´e” par Nesic et Gru¨ne.
Remarque : des termes ne´gatifs sont rajoute´s dans les ordres supe´rieurs mais ne compensent
pas force´ment ces termes.
preuve : aise´e en s’inspirant de la Proposition 4.4.3.
Proposition 4.4.5 Sous les hypothe`ses (i)-(iii), supposons maintenant que g0 et g1 soient
telles que les conditions (tre`s particulie`res) suivantes soient satisfaites ∀s ∈ {1, r} :
ps(x, Us−1) = Lg1V (x) . ps(x, Us−1) (4.18)
et qu’il existe une commande u0 d’ordre 0 et une fonction α0 de classe K telles que :
Lg0V + Lg1V u0 < −α0(‖x‖)
Alors, l’e´quation (4.17) est satisfaite ∀x > 0+O(T r+1) lorsque nous utilisons la commande
suivante : {





avec γ > 1.
preuve : il suffit de remarquer que nous avons alors :





T s [−γ|ps(x, Us−1(x))|+ ps(x, Us−1(x))] +G(T, x, ur(x))
cela signifie que :
αr(‖x‖) = α0(‖x‖) +
r∑
s=1
T s [γ|ps(x, Us−1(x))| − ps(x, Us−1(x))]
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est bien de classe K et que :
αr(‖x‖)− αr−1(‖x‖) = γ|ps(x, Us−1(x))| − ps(x, Us−1(x)) ≥ 0
d’ou` le re´sultat de la proposition.
Remarque 1 :
L’usage de la fonction signe peut eˆtre inte´ressant mais celle-ci a la particularite´ de ne pas
eˆtre de´rivable autour de 0. Aussi pour notre e´tude, nous verrons que nous aurons besoin
de commandes suffisamment de´rivables (exemple du Backstepping) et nous serons amene´s
a` utiliser la commande modifie´e suivante :{






avec γ > 1 et ou` Satpr est de´finie comme toute fonction de T et de r satisfaisant : ∀x ∈ R
t.q |x| ≥ T r, {
Satpr(x) = sign(x) +O(T r)
d
dx
Satpr(x) = .. =
dp
dxp
Satpr(x) = 0 +O(T r)
Par exemple, pour T,r et p donne´s, il suffit de choisir la fonction suivante :
Satpr(x) =
{
sign(x), ∀x t.q |x| ≥ T r
Pp(x), ∀x t.q |x| ≤ T r (4.20)
ou` Pp est un polynoˆme tel que :
d
dx




en z = −T r et z = T r.
Exemple : calculons P1(x).
Si nous le choisissons impaire, il ne doit plus satisfaire que 2 conditions tout en e´tant
toujours de degre´ supe´rieur ou e´gal a` 3. Nous cherchons : P1(x) = a3x
3 + a1x. Les 2





r)2 + a1 = 0
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Figure 4.1 – trace´ de Sat1r si nous multiplions l’e´chelle des abscisses par T
r
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Figure 4.2 – trace´ de Sat2r si nous multiplions l’e´chelle des abcisses par T
r
Remarque 2 :
Si nous nous servons des fonctions Satpr pour construire des fonctions de Lyapunov Lip-
schitziennes, il faudra imposer la condition supple´mentaire suivante dans la recherche des
Pi impaires : Pi(T
r > x > 0) > 0. D’ailleurs, cette condition est ve´rifie´e pour les fonctions
P1 et P2 que nous avons entie`rement de´termine´es.
Remarque 3 :
Nous pouvons aussi rechercher une fonction non analytique mais ve´rifiant les proprie´te´s
demande´es. Si nous conside´rons,















La fonction x −→ S( x
T r
) est de classe C∞, croissante, nulle en 0, vaut −1 en x ≤ −T r, vaut





) , ∀x, |x| ≤ T r
sign(x) , ailleurs
la fonction S˜at ve´rifie toutes les conditions requises (quelque soit p) mais son expression
sous forme d’inte´grale reste difficile a` utiliser.
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Remarque 4 :
L’hypothe`se (4.18) est tre`s forte mais nous allons voir de´ja` comment nous pouvons l’obtenir
pour une classe de syste`mes de dimension 1 et pour des fonctions de Lyapunov candidates
bien choisies.
Nous conside´rons les syste`mes monodimensionnels de la forme :
x˙ = f1(x) + uk (4.21)
ou` f1 est analytique.
Proposition 4.4.6 Si nous conside´rons le discre´tise´ exact associe´ au syste`me monodi-
mensionnel (4.21) et la fonction de Lyapunov candidate :
V (x) = Satr+2r+2(x) . x
Alors, le de´veloppement de V (x+)−V (x) selon la formule du The´ore`me 4.4.1 conduit bien
a` mettre chaque pi sous la forme : pi = Lg1V pi.
preuve : En appliquant le the´ore`me de Nesic et Gru¨ne, V e´tant l’identite´ sur R, nous
pouvons e´crire x+ sous la forme suivante :
x+ = x+ T (f1(x) + u0) +
r∑
i=1
T i+1(ui + pi(x, Ui−1)) +O(T r+2)
ou` : Ui−1 := (u0, . . . , ui−1) et ou` g0 := f1 et g1 := IdR.
Si nous utilisons la fonction de Lyapunov candidate : V (x) = Satr+2r+2(x) . x alors, les calculs








































Par une formule de Taylor-Lagrange, nous avons alors :












(1− s)r+1V (r+2)(x(s+ kT ))ds
Or, par de´finition, d
dx
(Satr+2r+2(x)) = . . . =
dr+2
dxr+2
(Satr+2r+2(x)) = 0 +O(T r+2) .
Nous aurons donc la forme factorise´e suivante : ∀x
V (x+)− V (x)
T
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discontinue en −T r+2et T r+2 et ainsi V (r+2) non borne´e).
Finalement, il est e´vident qu’en utilisant cette fonction V, chaque pi se met bien ici sous
la forme : pi = Lg1V.pi. .
Proposition 4.4.7 Supposons que u0 est au moins de classe Cr+1 et que uk := ur est une
commande d’ordre r ve´rifiant (4.19) alors conside´rant le discre´tise´ exact associe´ au syste`me





le de´veloppement de V (x+) − V (x) selon la formule du The´ore`me 4.4.1 conduit bien a`
mettre chaque pi sous la forme : pi = Lg1V pi.
preuve : D’apre`s le the´ore`me 4.4.1 nous pouvons e´crire :
(x+)2 − x2
T
= xf1(x) + x u0(x) +
r∑
s=1
T s [x us(x) + ps(x, Us−1(x))] +G(r, T, x, u
r(x))
ou`
g0(x) := f1(x) et g1(x) := 1
Us−1(x) := (u0(x), . . . , us−1(x))


















































Donc, finalement ps(x, Us−1) peut se mettre sous la forme :
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si Lg1V (x) := x 6= 0
si Lg1V (x) := x = 0








sont borne´s sur tout
voisinage ferme´ borne´ de l’origine. .
Proposition 4.4.8 (Comparaison de la commande d’ordre r avec toute commande d’ordre
infe´rieur) Sous les hypothe`ses (i)-(iii), supposons que l’hypothe`se (4.18) soit ve´rifie´e et qu’il
existe une commande u0 d’ordre 0, et une fonction α0 de classe K telles que :
Lg0V + Lg1V u0 < −α0(‖x‖)
Alors, la commande d’ordre r est ’meilleure’ que toutes ses troncatures d’ordre infe´rieur








ou` l’expression des p˜s et des ps,i est donne´e dans la preuve et ou` γ > 1.
preuve : Nous avons :





T s Lg1V (x)[us(x) + ps(x, Us−1(x))] +G(T, x, u
r(x))
Etant donne´e l’expression de ps donne´e dans le the´ore`me 4.4.1, nous pouvons de´composer
ps et donc ps de la fac¸on suivante :












avec γ > 1. Nous notons
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γ|Lg1V (x) ui(x) ps,i(x, Ui(x))| − Lg1V (x)ui(x) ps,i(x, Ui(x))
]
+O(T r+1)
:= −αr(‖x‖) +O(T r+1)




















Lg1V (x)ui(x) ps,i(x, Ui(x))
]
+0 +O(T r+1)

















γ|Lg1V (x)ui(x) ps,i(x, Ui(x))|
−Lg1V (x)ui(x) ps,i(x, Ui(x))
]
+O(T r+1)
≤ 0 +O(T r+1)
En ce sens, ur est bien meilleure que toutes ses troncatures. Signalons de plus que αr est
de classe K. Bien entendu a` nouveau la fonction signe utilise´e dans le controˆleur pourra
eˆtre remplace´e par nos fonctions Satpr s’il faut de´river le controˆleur.
4.4.3 Quelques exemples illustratifs
Nous pre´sentons a` pre´sent quelques exemples afin d’illustrer nos re´sultats. Ces exemples
sont volontairement monodimensionnels afin d’alle´ger les calculs et de ve´rifier a` coup suˆr
l’hypothe`se (4.18). Des classes de syste`mes de plus grandes dimensions seront pre´sente´es
dans les chapitres suivants.
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4.4.3.1 Exemple 1
x˙ = x2 + uk
Nous utilisons la fonction de Lyapunov : V (x) = x2. Nous avons :
V (x+)− V (x)
T
= 2x(x2 + u0) + Tx(2u1 + 2x
3 + 2xu0) + T (x




u0 = −x− x2sign(x)
Nous avons alors :
V (x+)− V (x)
T
= −2x2 − 2(|x|x2 − x3) + Tx(2u1 + 2x3 − 2x2 − 2x3sign(x))
+Tx(x3 − 2x2 − 2x3sign(x) + x+ 2x2sign(x) + x3) +O(T 2)
= −2x2 − 2(|x|x2 − x3) + Tx(2u1 + 4x3 − 4x3sign(x)− 4x2
+2x2sign(x) + x) +O(T 2)




avec p1 := 4x
3 − 4x3sign(x)− 4x2 + 2x2sign(x) + x et γ > 1.
Comparaison des controˆleurs :
Avec le controˆleur d’ordre 0 (i.e un controˆleur continu e´mule´/bloque´), nous avons :
V (x+)− V (x)
T
= −2x2 − 2(|x|x2 − x3) + Txp1 +O(T 2)
Et avec le controˆleur d’ordre 1, nous avons :
V (x+)− V (x)
T
= −2x2 − 2(|x|x2 − x3) + T (xp1 − γ|xp1|) +O(T 2)
A un ”O(T 2)” pre`s, le controˆleur d’ordre 1 fait de´croˆıtre davantage V en un pas de temps
pour une meˆme condition initiale que le controˆleur d’ordre 0. Si la commande continue
ve´rifie les hypothe`ses (i)-(iii), le controˆleur d’ordre 1 est donc plus performant que le
controˆleur d’ordre 0 dans un voisinage de l’origine pour T suffisamment petit.
Re´sultats nume´riques : (Courbes 9.10-9.13)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : T = 0.1, γ =
2.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en noir, lorsque la commande est continue u := uc
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– en pointille´s bleus lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 0, uk := u
0
– en croix rouges lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 1, uk := u
1
Les re´sultats sont en accord avec la the´orie mise en oeuvre dans ce chapitre : la commande
d’ordre 1 est ’meilleure’ que la commande d’ordre 0, au sens de´fini pre´ce´demment et elle re-
produit davantage le comportement de la commande continue. Etant donne´s les re´sultats, il
semblerait que le domaine d’attraction soit e´largi lorsque l’ordre de la commande augmente
pour cette pe´riode d’e´chantillonnage.
4.4.3.2 Exemple 2
x˙ = sin(x) + uk
Nous utilisons la fonction de Lyapunov : V (x) = x2. On a :
∆V
T
= 2x(sin(x) + u0) + Tx(2u1 + sin(x) cos(x) + cos(x)u0) + T (sin(x) + u0)
2 +O(T 2)
Nous choisissons :
u0 = −x− | sin(x)|sign(x)
Nous avons alors :
∆V
T
= −2x2 − 2(|x sin(x)| − x sin(x)) + Tx(2u1 + sin(x) cos(x)− x cos(x)
−| sin(x)| cos(x)sign(x)) + T (sin(x)− sign(x)| sin(x)| − x)2 +O(T 2)





p1(x 6= 0) :=
p1(0) := 0
(1− sign(x sin(x))) sin(x) cos(x)− x cos(x) + sin2(x)
x
(1− sign(x sin(x)))2
+x− 2(1− sign(x sin(x))) sin(x)
et γ > 1.
Comparaison des controˆleurs :
Avec le controˆleur d’ordre 0 (i.e un controˆleur continu e´mule´/bloque´), nous avons :
V (x+)− V (x)
T
= −2x2 − 2(|x sin(x)| − x sin(x)) + Txp1 +O(T 2)
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Et avec le controˆleur d’ordre 1, nous avons :
V (x+)− V (x)
T
= −2x2 − 2(|x sin(x)| − x sin(x)) + T (xp1 − γ|xp1|) +O(T 2)
A un ”O(T 2)” pre`s, le controˆleur d’ordre 1 fait de´croˆıtre davantage V en un pas de temps
pour une meˆme condition initiale que le controˆleur d’ordre 0. Si la commande continue
ve´rifie les hypothe`ses (i)-(iii), le controˆleur d’ordre 1 est donc plus performant que le
controˆleur d’ordre 0 dans un voisinage de l’origine pour T suffisamment petit.
Re´sultats nume´riques : (courbes 9.14-9.16)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : T = 0.1, γ =
2.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en continu, lorsque la commande est continue u := uc
– en pointille´s lorsque le syste`me est commande´ par la commande e´chantillonne´e d’ordre
0, uk := u
0
– en croix, lorsque le syste`me est commande´ par la commande e´chantillonne´e d’ordre
1, uk := u
1
Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : la commande d’ordre 1
est ’meilleure’ que la commande d’ordre 0 au sens de´fini pre´ce´demment et reproduit davan-
tage le comportement de la commande continue. Etant donne´s les re´sultats, il semblerait
que le domaine d’attraction soit e´largi lorsque l’ordre de la commande augmente pour cette
pe´riode d’e´chantillonnage.
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Chapitre 5
Proce´dure de Backstepping et
e´chantillonnage
5.1 Introduction
L’approximation par se´ries de Taylor-Lie du discre´tise´ exact pour un syste`me sous forme
triangulaire pre´sente un inconve´nient majeur : nous perdons la forme triangulaire (si utile a`
la synthe`se de la commande continue) de`s que le sche´ma est d’ordre r supe´rieur a` 1 comme
l’ont souligne´ Nesic et Teel dans [87] qui se sont alors restreints a` un sche´ma d’Euler. Ceci
pose un re´el souci a` premie`re vue mais en utilisant une commande d’ordre r de´termine´e
re´cursivement, nous allons montrer qu’il est tout de meˆme possible de re´aliser une proce´dure
similaire au Backstepping pour un de´veloppement en se´rie d’ordre r supe´rieur a` 1.
L’ide´e ge´ne´rale des algorithmes consiste a` changer la structure des pseudo-controˆleurs uti-
lise´s par la commande synthe´tise´e en continu en les exprimant sous forme de se´ries de la
pe´riode d’e´chantillonnage.
Dans ce chapitre c’est a` partir de cette ide´e de base que nous avons pu obtenir un the´ore`me
ge´ne´ral mais non constructif pour une classe de syste`mes de la forme ”feedback” (re´sultat
publie´ dans [19]) et nous avons ensuite donne´ deux nouveaux algorithmes constructifs pour
la synthe`se de lois de commande d’ordre donne´ de syste`mes de la classe strict-feedback :
le premier algorithme est une ge´ne´ralisation classique du cas continu avec la de´marche
pre´sente´e dans [19] alors que le deuxie`me algorithme utilise les nouveaux concepts de fonc-
tions Satrp et de comparaisons de lois de commande introduits dans le chapitre pre´ce´dent.
Ce dernier algorithme offre une meilleure pre´cision et permet sous certaines conditions de
de´montrer que la commande est d’autant meilleure que son ordre est e´leve´.
A noter que dans le cas strict-feedback, l’e´chantillonnage ne conserve pas le diffe´omorphisme
utilise´ par la commande continue et que nous pourrons seulement montrer que la premie`re
composante de l’e´tat suit une consigne donne´e avec une pre´cision voulue exprime´e en
O(TM) : nous pouvons dire qu’une fois de plus l’e´chantillonnage a introduit une dyna-
mique de ze´ros supple´mentaire.
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5.2 Un re´sultat ge´ne´ral
Nous conside´rons la classe suivante de syste`me non line´aire continu :{
η˙ = f(η) + g(η)ξ
ξ˙ = u
(5.1)
ou` η ∈ Rn, ξ ∈ R, u ∈ R, et f ,g sont des fonctions analytiques.
Nous supposons qu’il existe W de´finie positive et suffisamment diffe´rentiable, α0 de classe
K∞, c > 0 et un pseudo controˆleur ξc tels que :
W˙ (η) = −α0(η) + ∂W
∂η
g(η)(ξ − ξc)
Alors, posant uc = −c(ξ − ξc) + ξ˙c avec c > 0, nous avons aussi :
d
dt
(ξ − ξc) = −c(ξ − ξc)
Ainsi, ξ tend exponentiellement vers ξc et donc η vers 0.
Soit r ∈ N∗ fixe´ et soit T > 0 la pe´riode d’e´chantillonnage de la commande e´chantillonne´e
du meˆme syste`me. Nous conside´rons donc a` pre´sent le syste`me a` commande e´chantillonne´e
suivant : ∀k ∈ N, ∀t ∈ [kT, (k + 1)T [{
η˙ = f(η) + g(η)ξ
ξ˙ = uk
(5.2)





η(i)(kT ) +G(r + 1, T, η, ξ)
ξ+ = ξ + Tu
(5.3)





(1− s)r+1η(r+2)(sT )ds = O(T r+2).
Le calcul des de´rive´es successives de η i.e le calcul explicite des η(i)’s montre que ces
de´rive´es peuvent s’exprimer en fonction de (η, ξ, u). Nous notons : η(i)(kT ) := Γi(η, ξ, u).
Le discre´tise´ exact se re´e´crit alors sous la forme suivante :





Γi(η, ξ, u) +O(T r+2) (5.4)
ξ+ = ξ + Tu (5.5)
The´ore`me 5.2.1 : Conside´rons le sous-syste`me (5.4) et T ve´rifiant 0 < T < 1
c
et tel que
quel que soit T ∈]0, T [ et pour toute fonction ur−1 : (η, ξ) 7−→
r−1∑
i=0
T iui(η, ξ) suffisamment





T i ξi(η) (ou` ξi est un ope´rateur diffe´rentiel
de (u0, . . . , ui−1, ξ0, . . . , ξi−1)) tel qu’en effectuant la substitution ξ := ξ
r
dans (5.4), les
proprie´te´s suivantes sont ve´rifie´es :
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≤ −αi(η) +O(T i+1)
∀η, αi(η) > αi−1(η)
2. il existe Mη,Mξ, λT > 0 tels que ∀η, ξ tels que si{
V (η) ≤ Mη +O(T r+2)
|ξ − ξ r(η)| ≤Mξ +O(T r+2)
alors nous avons :∥∥∥η+(ξ)− η+(ξ r)∥∥∥ ≤ TλT |ξ − ξ r|(1 + |ξ − ξ r|)(1 + V (η)) +O(T r+2)
ou` V (η) := ln(1 +W (η)).
Alors, quel que soit T ∈]0, T [, il existe un controˆleur ur =
r∑
i=0
T iui ( ou` ui est un ope´rateur
diffe´rentiel de (u0, . . . , ui−1, ξ0, . . . , ξi−1 )) et M0 > 0 tels que pour le syste`me complet
(5.4),(5.5) dont les conditions initiales ve´rifient
η0 ∈ {η , V (η) ≤M0} et ξ0 ∈ {ξ , |ξ − ξ r(η0)| ≤Mξ}, nous avons alors :
1. ∀k ∈ N
V (η((k + 1)T ))− V (η(kT ))
T




|ξ(kT )− ξ r(η(kT ))| = O(T r+2)

Quelques remarques :
– la dernie`re ine´galite´ revient simplement a` dire que V (η(kT )) −→
k−→+∞
0 +O(T r+2)
– toutes les notations indexe´es par T (type : cT ) repre´sentent des grandeurs qui s’ex-




ci) et ne deviennent donc pas infinies
lorsque T tend vers 0.
– dans l’hypothe`se de ce the´ore`me, ξi est un ope´rateur diffe´rentiel de (u0, . . . , ui−1,
ξ0, . . . , ξi−1), ce qui a` premie`re vue pourrait sembler inextricable. Cependant, il est
tout a` fait possible de synthe´tiser un controˆleur pour lequel les ui sont des ope´rateurs
diffe´rentiels de (u0, . . . , ui−1, ξ0, . . . , ξi). En effet, e´tant donne´ ξ0 on commencera par
calculer u0, puis il sera possible de calculer ξ1, puis u1 sera ensuite de´termine´ et ainsi
de suite : tout est calcule´ de manie`re re´cursive.
– les ine´galite´s ∀η, αi > αi−1 signifient que V (η(kT )) de´croˆıt plus rapidement lorsque r
augmente donc que la commande d’ordre r est meilleure que celles d’ordres infe´rieures
au sens de la Proposition 4.4.3 lorsque les hypothe`ses (i)-(iii) du chapitre pre´ce´dent
sont ve´rifie´es pour la commande continue.
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Preuve : Nous commenc¸ons par fixer T ∈]0, T [.
– Etape 1. Synthe`se du controˆleur
Nous conside´rons le sous syste`me :





Γi(η, ξ, u) +O(T r+2)
= η+(ξ
r






Γi(η, ξ, u(η, ξ))





































et η+(ξ), nous obtenons une expression de la forme suivante :
η+(ξ) = η+(ξ
r

















η, ξ0, . . . , ξi−1, u0(η, ξ0), ∂u0(η, ξ0), . . . , ∂
i−2u0(η, ξ0), . . . ,
ui−3(η, ξ0), ∂ui−3(η, ξ0), ui−2(η, ξ0)
)
+O(T r+2)
ou` Hi, Gi’s sont suffisamment re´guliers et obtenus par calcul. De plus, les meˆmes types de
de´composition donneront pour ξ
r
























η, ξ0, . . . , ξi−1, u0(η, ξ0), ∂u0(η, ξ0), . . . , ∂
i−2u0(η, ξ0), . . . ,
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ou` Mi, Ni’s sont suffisamment re´guliers et aussi de´duits des calculs.
Nous appliquons ainsi un controˆleur de la forme :
u = −c(ξ − ξ r) + ∆ξ r (5.7)
ou` c > 0 et est choisi tel que cT < 1.
Remarquons au passage que la de´composition en se´rie de la commande donne :









η, ξ0, . . . , ξi−1, u0(η, ξ0), ∂u0(η, ξ0), . . . , ∂
i−2u0(η, ξ0), . . . ,
ui−3(η, ξ0), ∂ui−3(η, ξ0), ui−2(η, ξ0)
)
ainsi, partant de ξ0 = ξc, u0 = uc nous devons ensuite calculer ξ1, puis nous calculons u1,
puis nous en de´duisons ξ2 et nous obtenons ainsi chaque terme par re´cursivite´.
– Etape 2. Preuve de la convergence
Conside´rons dans un premier temps : ξ − ξ r.
En calculant la diffe´rence ξ+− (ξ r)+ et en appliquant le controˆleur obtenu pre´ce´demment
(5.7), nous obtenons :
ξ+ − (ξ r)+ = (1− cT )(ξ − ξ r(η)) +O(T r+2)
Ainsi, puisque 0 < cT < cT < 1,
ξ(kT )− ξ r(η(kT )) = (1− cT )k(ξ − ξ r(η0)) +O(T r+2) −→
k−→+∞
0 +O(T r+2) (5.8)
Conside´rons maintenant η.
Nous choisissons de conside´rer la fonction de Lyapunov candidate suivante :
V (η) := ln(1 +W (η))
Ce choix n’est pas anodin : nous utilisons cette fonction car elle pre´sente la proprie´te´
inte´ressante d’eˆtre a` de´rive´e borne´e. En effet : |∂V
∂η
| ≤ 1

































≤ −αr(η) + λT |ξ − ξ r|(1 + |ξ − ξ r|)(1 + V (η)) +O(T r+1)
(5.9)
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La dernie`re ine´galite´ a e´te´ obtenue en supposant que :
V (η) ≤ Mη +O(T r+2) (5.10)
|ξ − ξ r(η)| ≤Mξ +O(T r+2) (5.11)
L’hypothe`se (5.11) est d’ailleurs ve´rifie´e en conside´rant a` la fois (5.8) et l’hypothe`se selon
laquelle ξ0 ∈ {ξ , |ξ − ξ r(η0)| ≤ Mξ}.
En utilisant (5.9) et (5.8), nous de´finissons γT ∈ K∞ de la fac¸on suivante :
γT (|ξ0 − ξ0|) = λT |ξ0 − ξ0|(1 + |ξ0 − ξ0|)
En particulier, ∀k ∈ N
V (η((k + 1)T ))− V (η(kT )) ≤ (1− cT )kTγT (|ξ0 − ξ0|)(1 + V (η(kT ))) +O(T r+2)
d’ou`,
V (η((k + 1)T )) + 1
V (η(kT )) + 1
≤ 1 + (1− cT )kTγT (|ξ0 − ξ0|) +O(T r+2)





1 + TγT (|ξ0 − ξ0|)(1− cT )j
)
+O(T r+2)
≤ ln(V (η0) + 1) +
k∑
j=0
TγT (|ξ0 − ξ0|)(1− cT )j +O(T r+2)
≤ ln(V (η0) + 1) +
+∞∑
j=0
TγT (|ξ0 − ξ0|)(1− cT )j +O(T r+2)
≤ ln(V (η0) + 1) + 1
c
γT (|ξ0 − ξ0|) +O(T r+2)
d’ou`, ∀k ∈ N
V (η(kT )) + 1 ≤ (V (η0) + 1)exp(1
c
γT (|ξ0 − ξ0|)
)
+O(T r+2)







γT (|ξ0 − ξ0|)
)
≤Mη
l’hypothe`se (5.10) sera toujours ve´rifie´e i.e en prenant η0 dans l’ensemble de´fini par V (η0) ≤
M0, V (η) satisfera toujours l’ine´galite´ V (η) ≤Mη.
De plus, en utilisant cette dernie`re ine´galite´ ainsi que l’ine´galite´ (5.9), nous obtenons fina-
lement le re´sultat souhaite´ i.e :
V (η((k + 1)T ))− V (η(kT ))
T
≤ −αr(η(kT )) + λTM0(1 +M0)(1 +Mη)(1− cT )k +O(T r+1)
.
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5.2.1 Exemple 1
Nous conside´rons l’exemple suivant :{
η˙ = η2 + ξ
ξ˙ = u
(5.12)
Une proce´dure de Backstepping classique donne la loi de commande suivante :
uc(η, ξ) = −2η − η2 − ξ − (2η + 1)(ξ + η2)
Quand le controˆleur est e´mule´, [87] a utilise´ un sche´ma d’Euler pour de´montrer que les
performances (en terme de rapidite´ et de bassin d’attraction notamment) de la loi de
commande suivante e´taient meilleures que celle de la commande continue e´mule´e.
uEulerT (η, ξ) = uc(η, ξ)−
1
2
T (η2 + ξ − η + 2(ξ + η2)2)
Graˆce a` cette loi de commande, le syste`me est (SPA) stabilise´ sur une boule de rayon fixe´
(independant de T). Graˆce a` notre me´thode, nous pouvons le stabiliser sur une boule d’un
rayon de´pendant de l’ordre de la commande et de T. Dans cette exemple, nous stabilisons
le syste`me sur 0 +O(T 3) :
Proposition 5.2.2 En appliquant le The´ore`me 5.2.1, il existe 0 < T < 1 tel que pour tout
T ∈ [0, T ], il est possible de stabiliser semi-globalement le syste`me (5.12) sur 0+O(T 3) en
appliquant la loi de commande suivante :
u1 = −2η3 − 2η2 − 2ηξ − η − 2ξ + T
(
−η4 + 2η3 − 2ξη2 + 3
2





Le discre´tise´ exact de (5.12) s’e´crit :{
η+ = η + T (η2 + ξ) + T
2
2
(2η3 + 2ηξ + u) +O(T 3)
ξ+ = ξ + Tu
(5.13)
notons : ξ = ξ0 + T ξ1 and u(η, ξ) = u0(η, ξ) + Tu1(η, ξ). Conside´rons le sous-syste`me
suivant :
η+ = η + T (η2 + ξ) +
T 2
2
(2η3 + 2ηξ + u(η, ξ)) +O(T 3)




3 + 2ηξ1 + u0(η, ξ0))
+O(T 3)
Nous choisissons :{
ξ0 = −η2 − η
2ξ1 = −2η3 − 2ηξ1 − u0(η, ξ0) = 2η2 − u0(η, ξ0(η))
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Nous avons donc :










0 = ξ0 + T
∂ξ0
∂η


















1 = ξ1 + T
∂ξ1
∂η
(− η + ξ − ξ)+O(T 2)
D’ou` :
u0 = −(ξ − ξ0) +
∂ξ0
∂η
(−η + ξ − ξ0)
= −2η3 − 2η2 − 2ηξ − η − 2ξ
Ainsi :
2ξ1 = 2η
2 − u0(η, ξ0(η))
= 2η2 + 2η3 + 2η2 + 2η(−η2 − η) + η + 2(−η2 − η)
= −η
De plus :






η(ξ − ξ0) +
∂ξ0
∂η




(− η + ξ − ξ0)2−2∂ξ1∂η (−η + ξ − ξ)
= 2ξ1 − (2η + 1)
(− 2ξ1 − 2(ξ − ξ0))−2( − η + ξ − ξ0)2−(−η + ξ − ξ)
= −η − (2η + 1)(η − 2(ξ + η + η2))−2(ξ + η2)2−(ξ + η2)
= −2η4 + 4η3 − 4ξη2 + 3η2 + 4ηξ − 2ξ2 + ξ
Nous en de´duisons la loi de commande :
u1 = u0+Tu1 = −2η3−2η2−2ηξ−η−2ξ+T
(
−η4 + 2η3 − 2ξη2 + 3
2





Nous avons de´termine´ une loi de commande d’ordre 1 et ceci nous a demande´ des calculs
assez lourds. Plus l’ordre augmente et plus les calculs vont eˆtre lourds ; aussi en utilisant le
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logiciel Maple nous avons imple´mente´ cet algorithme et obtenu la loi de commande d’ordre
2 :
u2 = −2η3 − 2η2 − 2ηξ − η − 2ξ + T
(
−η4 + 2η3 − 2ξη2 + 3
2


































Re´sultats nume´riques : (courbes 9.17-9.21)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : T = 0.5,c = 1.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en noir, lorsque la commande est continue u := uc
– en pointille´s bleus lorsque le syste`me est commande´ par la commande synthe´tise´e par
l’algorithme de Nesic/Teel [87] i.e uk := u
Euler
T
– en croix rouges lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 1, uk := u
1
Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : notre commande
d’ordre 1 est ’meilleure’ que la commande uEulerT qui s’appuie sur un sche´ma d’Euler, au
sens de´fini dans le chapitre pre´ce´dent et elle reproduit davantage le comportement de
la commande continue. De plus, pour la condition initiale de la dernie`re courbe, notre
commande fonctionne toujours alors que la commande uEulerT n’est plus stabilisante ; il
semblerait donc que nous ayons e´largi le domaine d’attraction.
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5.3 Cas des syste`mes sous forme strict-feedback
Le re´sultat pre´ce´dent donne un re´sultat ge´ne´ral mais n’est pas constructif car l’obten-
tion de la fonctionnelle ξ
r
(ur−1(.)) est une hypothe`se. Nous avons pu de´cliner un exemple
pour appliquer notre re´sultat pour la simple raison que l’exemple e´tait un syste`me de di-
mension 2. Nous allons a` pre´sent donner des algorithmes construtifs pour une classe de
syste`mes plus restreinte mais applicables quelque soit la dimension des syste`mes.
Nous adoptons les notations suivantes :
– Xi := (x1, . . . , xi) ∈ Ri pour 1 ≤ i ≤ n
– (Xc1)
(i) := (xc1, x˙
c
1, . . . , (x
c
1)
(i)) pour tout i ∈ N
– Ui := (u0, . . . , ui) pour 0 ≤ i ≤ r
– Ui≥r := Ur, Xi≥n := Xn, Ui<0 = 0
Nous conside´rons la classe suivante des syste`mes sous forme strict-feedback avec une com-
mande e´chantillonne´e a` la fre´quence 1/T : ∀k ∈ N, ∀t ∈ [kT, (k + 1)T [,
x˙1 = f1(X1) + x2
x˙2 = f2(X2) + x3
...
x˙n−1 = fn−1(Xn−1) + xn
x˙n = fn(Xn) + uk
(5.14)
ou` les champs de vecteurs f1, . . . , fn sont analytiques.
Le but est de faire suivre a` x1(t) la consigne x
c
1(t). Nous allons proposer deux algorithmes
pour re´soudre ce proble`me de poursuite.
5.3.1 Algorithme base´ sur la commande continue classique
Conside´rons le syste`me non line´aire continu suivant :
x˙1 = f1(X1) + x2
x˙2 = f2(X2) + x3
...
x˙n−1 = fn−1(Xn−1) + xn
x˙n = fn(Xn) + u
(5.15)
Nous souhaitons que x1(t) suive asymptotiquement la consigne x
c
1(t). Une proce´dure clas-
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sique de Backstepping conduit a` utiliser des pseudo-controˆleurs de´termine´s re´cursivement :
x2 = −f1(X1)−K1δ1 + x˙c1
x3 = −f2(X2)− δ1 −K2δ2 + x˙2
...
xn = −fn−1(Xn−1)− δn−2 −Kn−1δn−1 + x˙n−1
ou` : δ1 := x1 − xc1 et δ2≤i≤n−1 := xi − xi. Nous obtenons ensuite le controˆleur continu
suivant :
uc = −fn(Xn)− δn−1 −Knδn + x˙n





δ2i . En effet, l’appli-







Ainsi, les δi’s tendent asymptotiquement vers 0.
Si maintenant nous conside´rons le meˆme syste`me muni d’une loi de commande u := uk





, le discre´tise´ exact sera de la forme suivante :
x+1 = x1 + T (f1(X1) + x2) +
r+1∑
i=2
T if i1(Xi+1, Ui−n) +O(T r+2)
x+2 = x2 + T (f2(X2) + x3) +
r+1∑
i=2




x+j = xj + T (fj(Xj) + xj+1) +
r+1∑
i=2




x+n−1 = xn−1 + T (fn−1(Xn−1) + xn) +
r+1∑
i=2
T if in−1(Xi+n−1, Ui−2) +O(T r+2)
x+n = xn + T (fn(Xn) + u0) +
r+1∑
i=2
T i(ui−1 + f
i
n(Xn, Ui−2)) +O(T r+2)
(5.16)
The´ore`me 5.3.1 Conside´rons le syste`me de la classe strict-feedback de´crite pre´ce´demment
et conside´rons xc1(t) une consigne temporelle de la variable re´elle x1 suffisamment re´gulie`re
(de de´rive´es successives (xc1)
(i)(t)). Pour r donne´, il existe ∆0 ≥ 0, T ≥ 0 tels que pour tous
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Preuve :
Etape 1 :
Notons : δr2 := δ2,0 +
r∑
i=1
T ix2,i +O(T r+1)
δ+1 = δ1 + Tδ
r



























Nous choisissons les x2,i tels que
{
x2,0 = −f1(X1)−K1(0)δ1 + x˙c1





− f i1(Xi+1, Ui−n) , i ∈ {2, r + 1}
Nous obtenons :
δ+1 = (1− TK1(T ))δ1 + Tδr2 +O(T r+2)




























Nous donnerons l’expression de K1(T ) a` l’e´tape n.
Etape 2 :
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Notons : δr3 := δ3,0 +
r∑
i=1
T ix3,i +O(T r+1)
(δr2)
+ = δr2 + Tδ
r

































Nous choisissons les x3,i tels que{
x3,0 = −f2(X2)− δ1 −K2(0)δ2 + x˙2,0
x3,i−1 = −p2,i((Xc1)(i+1), Xi+2, [Ui−n+1]0) , i ∈ {2, r + 1}
La pre´sence du crochet [Ui−n+1]
0(Xn) signifie que p2,i est un ope´rateur de Ui−n+1(x). Plus













1(x), . . . , [u0]
i−n+1(x)).
Du coup, nous avons :
(δr2)
+ = (1− TK2(T )) δr2 − T (1− TK1,2(T ))δ1 + Tδr3 +O(T r+1)
Nous conside´rons la fonction suivante : V2(δ1, δ
r































−K2(T ) + T
2






















Nous de´terminerons K2(T ) et K1,2(T ) a` l’e´tape n de ce cet algorithme.
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Etape i = 3..n-1
Pour simplifier les notations nous notons : δr1 := δ1. Notons : δ
r






+ = δri + Tδ
r




















:= (1− TKi(T ))δri +
i−1∑
j=1













Nous choisissons les xi+1,j tels que{
xi+1,0 = −fi(Xi)− δri−1 −Ki(0)δri + x˙i,0
xi+1,j−1 = −pi,j((Xc1)(j+1), Xj+i, [Uj−n+i−1]0) , j ∈ {2, r + 1}
Du coup, nous avons :
(δri )
+ = (1− TKi(T ))δri +
i−1∑
j=1
(−T )i−j(1− TKj,i(T ))δrj + Tδri+1 +O(T r+1)
Nous conside´rons la fonction suivante : Vi(δ1, δ
r
2, . . . , δ
r































−Kj(T ) + T
2
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Nous de´terminerons Ki(T ) et les K0≤j<i,i(T ) a` l’e´tape n de ce cet algorithme.
Etape n
Notons : ur := u0 +
r∑
i=1
T iui +O(T r+1)
(δrn)




















:= (1− TKn(T ))δrn +
n−1∑
j=1













Nous choisissons les uj tels que{
u0 = −fn−1(Xn−1)− δrn−2 −Kn−1(0)δrn−1 + x˙n−1,0
xn,j−1 = −pn,j((Xc1)(j+1), Xn, [Uj−2]0) , j ∈ {2, r + 1}
Du coup, nous avons :
(δrn)
+ = (1− TKn(T ))δrn +
n−1∑
j=1
(−T )n−j(1− TKj,n(T ))δrj +O(T r+1)
Nous conside´rons la fonction suivante : Vn(δ1, δ
r

































−Kj(T ) + T
2
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2 +O(T r+1) (5.17)
Ainsi, par application de la version discre`te du the´ore`me de La Salle nous obtenons le
re´sultat escompte´ i.e tous les δri (k) tendent ’asymptotiquement’ vers 0+O(T
r+1
2 ) et en par-
ticulier δ1 ! La commande s’obtient de manie`re re´cursive, nous commenc¸ons par de´terminer
les δi,0 puis nous obtenons u0 qui ne de´pend que de Xn, x
c
1 (et ses de´rive´es) et des xi,0, (et
qui au passage correspond bien a` la commande continue prise aux instants kT ), puis nous
pouvons de´terminer les xi,1 qui de´pendent de u0, puis nous de´duisons u1 qui ne de´pend que
de Xn, x
c
1 (et ses de´rive´es) et des xi,0, xi,1, et ainsi de suite re´cursivement jusqu’a` obtenir
tous les termes de la commande. A noter que l’e´nonce´ de ce the´ore`me porte sur T borne´ et
des conditions initiales dans un compact, ce qui est requis par les de´finitions de O(T r+2).
Davantage de de´tails pourraient eˆtre donne´s sur la fac¸on d’obtenir ∆0 en fonction de la
dynamique du syste`me boucle´ mais nous ne le faisons pas ici (c’est tre`s similaire a` la fin
de la preuve du the´ore`me 5.2.1 et aux arguments classiques de [60]). 
71
5.3. CAS DES SYSTE`MES SOUS FORME STRICT-FEEDBACK
Nous montrons sur un exemple la proce´dure re´cursive a` suivre pour de´terminer les
Ki(T ), et les Kj,i(T ).





−K1(T ) + T
2
K21 (T ) +
T
2









−K2(T ) + T
2









−K3(T ) + T
2





























(−2K(1)1 + (K1)2 + 1) +
T 2
2













































Or, nous souhaitons obtenir :
∆V3
T
= −K1 . (δ1)2 −K2 . (δ22)2 −K3 . (δ23)2 +O(T 3)







i ∈ {1, 2, 3} , K1,2 = K1 −K2 , K2,3 = K2 −K3
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K1,3 = K1,2 −K3 = K1 −K2 −K3
5.3.2 Algorithme base´ sur un nouveau type de fonction de Lya-
punov
Conside´rons a` nouveau le syste`me non line´aire continu suivant :
x˙1 = f1(X1) + x2
x˙2 = f2(X2) + x3
...
x˙n−1 = fn−1(Xn−1) + xn
x˙n = fn(Xn) + u
(5.18)
Nous souhaitons que x1(t) suive asymptotiquement la consigne x
c
1(t) mais nous tole´rons
une convergence semi-globale pratique (l’e´tat du syste`me continu part d’un compact donne´
et l’erreur finale est de l’ordre de O(T r+1)) dans la synthe`se de la commande continue.





Une proce´dure de Backstepping conduit alors a` utiliser des pseudo-controˆleurs de´termine´s
re´cursivement : 
x2 = −f1(X1)−K1δ1 + x˙c1
x3 = −f2(X2)− (K2 + 1 )δ2 + x˙2
...
xn = −fn−1(Xn−1)− (Kn−1 + 1) δn−1 + x˙n−1
ou` : δ1 := x1 − xc1 et δ2≤i≤n−1 := xi − xi et qui permettent d’obtenir le controˆleur continu
suivant :
uc = −fn(Xn)− δn−1 −Knδn + x˙n
















(|δi| − Sign(δi−1)δi) +O(T r+1)
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Ainsi, les δi tendent vers 0 +O(T r+1). En particulier :
lim sup
k−→+∞
|δ1(kT )| = lim sup
k−→+∞
|x1(kT )− xc1(kT )| = O(T r+1)
Si maintenant nous conside´rons le meˆme syste`me mais avec une commande u := uk





, le discre´tise´ exact sera a` nouveau de la forme (5.16), i.e :
x+1 = x1 + T (f1(X1) + x2) +
r+1∑
i=2
T if i1(Xi+1, Ui−n) +O(T r+2)
x+2 = x2 + T (f2(X2) + x3) +
r+1∑
i=2




x+j = xj + T (fj(Xj) + xj+1) +
r+1∑
i=2




x+n−1 = xn−1 + T (fn−1(Xn−1) + xn) +
r+1∑
i=2
T if in−1(Xi+n−1, Ui−2) +O(T r+2)
x+n = xn + T (fn(Xn) + u0) +
r+1∑
i=2
T i(ui−1 + f
i
n(Xn, Ui−2)) +O(T r+2)
Le the´ore`me suivant ame´liore le the´ore`me vu pre´ce´demment et permet de comparer les
commandes selon leur ordre :
The´ore`me 5.3.2 Conside´rons le syste`me de la classe strict-feedback de´crite pre´ce´demment
et conside´rons xc1(t) une consigne temporelle de la variable re´elle x1 suffisamment re´gulie`re
(de de´rive´es successives (xc1)
(i)(t)). Pour r donne´, il existe ∆0 ≥ 0, T ≥ 0 tels que pour tous




|x1(kT )− xc1(kT )| = O(T r+1)
De plus, la commande ur d’ordre r construite dans notre preuve est meilleure (au sens des
Propositions 4.4.3 et 4.4.8) quand l’ordre r augmente lorsque les hypothe`ses (i)-(iii) du
chapitre pre´ce´dent sont ve´rifie´es pour la commande continue.
Preuve :
Fixons γ ∈ R tel que γ > 1.
Etape 1 :
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Notons : δr2 := δ2,0 +
r∑
i=1
T ix2,i +O(T r+1)
δ+1 = δ1 + Tδ
r





































+ f i1(Xi+1, Ui−n)










Nous choisissons les x2,i tels que
x2,0 = −f1(X1)−K1δ1 + x˙c1







1,i,s , i ∈ {2, r + 1}



































Nous avons alors :
∆V1
T
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Etape 2 :








Notons aussi : δr3 := δ3,0 +
r∑
i=1
T ix3,i +O(T r+1)
(δr2)
+ = δr2 + Tδ
r

































La pre´sence du crochet [Ui−n+1]
0(Xn) signifie que p2,i est un ope´rateur de Ui−n+1(x). Plus





































Nous choisissons les x3,i tels que
x3,0 = −f2(X2)− (K2 + 1)δr2 + x˙2,0







2,i,s , i ∈ {2, r + 1}
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De fac¸on a` obtenir :
(δr2)


















































−T (|δr2| − Sat1r+2(δ1)δr2) +O(T r+1)
Etape i = 3..n-1
Pour simplifier les notations nous notons : δr1 := δ1.








et : δri+1 := δi+1,0 +
r∑
j=1
T ixi+1,j +O(T r+1)
(δri )
+ = δri + Tδ
r

















































Nous choisissons les xi+1,j tels que
xi+1,0 = −fi(Xi)− (Ki + 1)δri + x˙i,0







i,j,s , j ∈ {2, r + 1}
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De fac¸on a` obtenir :
(δri )
















Nous conside´rons la fonction suivante : Vi(δ1, δ
r
2, . . . , δ
r

















































(|δrj | − Sat1r+2(δj−1)δrj ) +O(T r+1)
Etape n
Notons : ur := u0 +
r∑
i=1





























:= (1− TKn(T ))δrn +
n−1∑
j=1
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Nous choisissons les xn+1,j tels que
u0 = −fn(Xn)− (Kn + 1)δrn + x˙n,0







n,j,s , j ∈ {2, r}

















Nous avons donc requis que ur ne soit pas force´ment diffe´rentiable, que ur−1 le soit 2 fois
(car ur de´pend de ∂ur−1 et ce qui arrive dans le O(T r+1) de´pend de ∂2ur−1). Ainsi, uj
(pour (j ∈ {0, . . . , r − 1}) est de´rivable r + 1− j fois. D’ou` :
rj = r + 1− j
ur a aussi e´te´ obtenu de fac¸on a` avoir :
(δrn)
















Nous conside´rons la fonction suivante :
Vn(δ1, δ
r






















































Conclusion : la dernie`re ine´galite´ re´sulte du fait que γ > 1 ; nous en de´duisons que :
lim sup
k−→+∞
|δ1(k)| = lim sup
k−→+∞
|δr2(k)| = . . . = lim sup
k−→+∞
|δri (k)| = . . . = lim sup
k−→+∞
|δrn(k)| = O(T r+1)
A nouveau, le choix de ∆0 re´sulte d’arguments base´s sur les fonctions de Lyapunov [60].
79
5.3. CAS DES SYSTE`MES SOUS FORME STRICT-FEEDBACK
Comparaison des commandes selon leur ordre :
Nous avons utilise´ une fonction de Lyapunov qui de´pendait de l’ordre de la commande
dans la preuve pre´ce´dente (les xi e´tant d’ordre r) mais pour pouvoir comparer la commande




il faut utiliser la meˆme fonction de Lyapunov et nous choississons donc celle qui fait ap-
paraˆıtre les termes d’ordre r i.e celle qui est associe´e a` la commande d’ordre r.






























(|δrj | − Sat1r+2(δj−1)δrj ) +O(T r+1)

































Conforme´ment aux re´sultats du chapitre pre´ce´dent, ur est ’ meilleure’ que uq (au sens des
propositions 4.4.3 et 4.4.8) quand l’ordre r augmente lorsque les hypothe`ses (i)-(iii) du
chapitre pre´ce´dent sont ve´rifie´es pour la commande continue.
5.3.3 Exemple 2
Nous nous inte´ressons a` nouveau a` l’exemple pre´ce´dent :{
η˙ = η2 + ξ
ξ˙ = u
80
Proce´dure de Backstepping et e´chantillonnage
Le discre´tise´ exact s’e´crit :{
η+ = η + T (η2 + ξ) + T
2
2
(2η3 + 2ηξ + u) +O(T 3)
ξ+ = ξ + Tu
Cette fois nous allons appliquer le the´ore`me 5.3.2 et obtenir un re´sultat qui permet a` coup
suˆr (si T est suffisamment petit et si x0 est correctement choisi) de garantir une meilleure
pre´cision quand l’ordre de la commande augmente (tout comme dans l’exemple 1) mais
aussi de garantir que toute commande d’un ordre donne´ est meilleure que les commandes
associe´es d’ordres infe´rieurs (i.e est meilleure que ses troncatures d’ordres infe´rieures).
Etape 1 : (V1 = Sat
2
1(η)η)





η2 + ξ +
T
2
(2η3 + 2ηξ + u)
)
+O(T 2)
= −cV1 + Sign(η)(ξ − ξ¯) + T
2
(Sign(η)(2η3 + 2ηξ + u0)− |2η3 + 2ηξ + u0|)
+O(T 2)
avec :
1. ξ¯0 := −cη − η2
2. ξ¯1 := −γ2Sat21(ηΦ1)Φ1
3. Φ1 := 2η
3 + 2ηξ + u0
avec γ > 1
Etape 2 :








0 = ξ0 − T (c+ 2η)(−cη + ξ − ξ)
−T 2
(
(−cη + ξ − ξ)2 + (c + 2η)
(
ξ1 + η













(ξ − ξ¯)+ = (ξ − ξ¯) + Tu0 + T (c+ 2η)(−cη + ξ − ξ) + T 2u1
+T 2
(
(−cη + ξ − ξ)2 + (c+ 2η)
(
ξ1 + η
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Nous choisissons alors :
u0 = −(c+ 1)(ξ − ξ¯0)− (c+ 2η)(−cη + ξ − ξ0)
= −(c+ 1)(ξ + cη + η2)− (c+ 2η)(ξ + η2) (5.20)
D’ou` :
Φ1 = −(2c+ 1)(ξ + η2)− c(c+ 1)η
(Φ+1 − Φ1)
T
= (3c3 + 4c2 + c)η + (8c2 + 6c+ 1)η2 + (4c2 + 4c+ 1)ξ + (4c+ 2)ηξ
+(4c+ 2)η3 − (2η + 4cη + c+ c2)(ξ − ξ) +O(T )
Nous avons donc :
(ξ − ξ¯)+ = (1− cT )(ξ − ξ¯)− T (ξ − ξ¯) + T 2
[
u1 − (1 + 2c+ 2η)ξ1
+(−cη + ξ − ξ)2 + (c+ 2η)
(
ξ1 + η












:= (1− (c+ 1)T )(ξ − ξ¯) + T 2(u1 + Φ2) +O(T 3)
En choisissant :
u1 = −γ|Φ2|Sign(ξ − ξ¯) (5.21)




1(ξ − ξ¯). Nous obtenons finalement :
∆V2
T
= −cV2 + Sign(η)(ξ − ξ¯)− |ξ − ξ¯|+ T
2
(Sign(η)(Φ1)− γ|Φ1|)
+T (Sign(ξ − ξ¯)Φ2 − γ|Φ2|) +O(T 2)
Re´sultats nume´riques : (courbes 9.22-9.27)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : T = 0.2,c =
1.1,γ = 1.2.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en continu, lorsque la commande est continue u := uc
– en pointille´s, lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 0, uk := u
0
– en croix, lorsque le syste`me est commande´ par la commande e´chantillonne´e d’ordre
1, uk := u
1
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Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : la commande d’ordre
1 est ’meilleure’ que la commande d’ordre 0, au sens de´fini dans le chapitre pre´ce´dent
et elle reproduit davantage le comportement de la commande continue. Etant donne´s les
re´sultats, il semblerait que, pour cette pe´riode d’e´chantillonnage, le domaine d’attraction
soit e´largi lorsque l’ordre de la commande augmente.
5.4 Conclusion
Dans ce chapitre, par l’e´tude d’une classe particulie`re de syste`mes non line´aires, nous
avons illustre´ les proprie´te´s qui ont de´montre´es dans le chapitre pre´ce´dent pour comparer
les commandes selon leur ordre.
La proce´dure classique de Backstepping a e´te´ ge´ne´ralise´e mais l’e´chantillonnage a introduit
des dynamiques de ze´ros supple´mentaires qui nous obligent a` nous satisfaire d’un re´sultat
de stabilisation ou de poursuite portant finalement que sur la premie`re composante de
l’e´tat : nous disons que le changement de coordonne´es utilise´ lors de la synthe`se de la
commande n’est plus un diffe´omorphisme.
Dans le chapitre suivant, nous allons e´tudier une autre classe de syste`mes non line´aires





Proce´dure de Forwarding et
e´chantillonnage
6.1 Introduction
Dans ce chapitre, nous e´tudions les syste`mes non line´aires de la forme strict-feedforward
a` commande e´chantillonne´e. Les syste`mes strict-feedforward a` commande continue appar-
tiennent a` la classe particulie`re des syste`mes non line´aires sous forme feedforward pour
lesquels il est possible de construire des lois de commande ainsi qu’une fonction de Lya-
punov par un algorithme re´cursif [101, 102]. La mise en oeuvre de la commande demande
cependant la re´solution explicite de l’e´quation diffe´rentielle des sous-syste`mes permettant
de donner l’expression des diffe´omorphismes utilise´s a` chaque e´tape de la synthe`se de la
commande et c’est un obstacle majeur a` l’utilisation de ce type de commande ; cependant
des applications utilisant la proce´dure de Forwarding sont parfois possibles [76].
Dans ce chapitre, nous pre´sentons un algorithme ge´ne´ralisant l’algorithme donnant la com-
mande continue [102] pour stabiliser semi-globalement pratiquement asymptotiquement les
syste`mes de la forme strict-feedforward a` commande e´chantillonne´e.
Une fois de plus, nous synthe´tisons une loi de commande de la forme (4.9) dans la me-
sure ou` notre algorithme se sert ve´ritablement de la commande continue comme premie`re
composante de la commande et non d’une technique de synthe`se emprunte´e aux syste`mes
discrets [2].
Pour cette classe de syste`me, le diffe´omorphisme a bien lieu sur tout l’e´tat du syste`me
malgre´ l’e´chantillonnage (ce qui n’e´tait pas toujours le cas pour les syste`mes de la forme
strict-feedback) et nous pouvons donc stabiliser l’e´tat complet sur 0 + O(T r+12 ) avec une
commande d’odre r.
La principale hypothe`se utilise´e est de supposer que les approximations d’ordre supe´rieurs
r du discre´tise´ exact sont localement commandables. Sinon, la difficulte´ algorithmique
rencontre´e par la synthe`se de la commande continue trouve ici son e´quivalent dans la
de´termination des fonctions Hi,j.
Dans ce chapitre, nous commenc¸ons par rappeler la me´thode de synthe`se de la com-
mande continue puis nous donnons notre nouvel algorithme de synthe`se de commande
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e´chantillonne´e d’ordre r. Enfin, nous illustrons ce nouveau re´sultat par un exemple.
6.2 Synthe`se de la commande continue
Nous conside´rons la classe des syste`mes strict-feedforward :
x˙1 = f1(X2) + g1(X2)v
x˙2 = f2(X3) + g2(X3)v
...
...
x˙n−1 = fn−1(xn) + gn−1(xn)v
x˙n = v
(6.1)
ou` Xi := (xi, xi+1, . . . , xn), ou` les champs de vecteurs sont analytiques et ou` la commande
v := vk est e´chantillonne´e.
Nous commenc¸ons par rappeler la proce´dure de forwarding qui permet de stabiliser globa-
lement ce syste`me par une commande continue vc.
Proce´dure de Forwarding pour une commande continue [101],[102]
La proce´dure de Forwarding est une proce´dure re´cursive qui a` chaque e´tape ajoute un
nouveau terme a` la fonction de Lyapunov et a` la commande. Nous rappelons ici les deux
premie`res e´tapes de la proce´dure et plus brie`vement les e´tapes suivantes.
Etape 1 :
Nous nous inte´ressons au sous-syste`me :
x˙n = vn
La commande sera vn := Fn(xn) := −β xn1+x2n ou` 1 > β > 0. (Nous avons homoge´ne´ise´ le
maximum de |vn| a` 1, nous pourrions e´videmment prendre une autre valeur et pour cela il
suffirait de changer le sous-syste`me en x˙n = (1/β)vn). La fonction de Lyapunov de de´part








Ainsi, xn converge asymptotiquement vers 0 et converge meˆme localement exponentielle-
ment vers 0 (autrement dit la convergence vers 0 est exponentielle apre`s un temps fini)
Etape 2 :
Nous nous inte´ressons au sous-syste`me :{
x˙n−1 = fn−1(xn) + gn−1(xn)(vn + vn−1) := hn−1(xn) + gn−1(xn)vn−1
x˙n = Fn(xn) + vn−1
Nous de´finissons le diffe´omorphisme (global) suivant : φn−1 : (Xn−1) −→ (zn−1, xn) ou` :
zn−1(Xn−1) = xn−1 +Hn−1(xn)
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hn−1(x˜n(s))ds et ou` x˜n est la solution de :
˙˜xn = vn(x˜n) x˜n(0) = xn(t)
pour t ∈ R≥0 fixe´.
La proprie´te´ de diffe´omorphisme global (l’inverse est e´vidente a` calculer) est obtenue car
∂Hn−1(xn)
∂xn
existe et est continue pour tous les xn. En effet, x˜n converge asymptotiquement
vers 0 et meˆme exponentiellement vers 0 apre`s un temps fini.





(ce qui veut dire que nous pouvons de´terminer Hn−1 soit en re´solvant une e´quation
diffe´rentielle et en faisant une inte´gration, soit en re´solvant une e´quation aux de´rive´es
partielles).
Nous obtenons alors : {







x˙n = −βxn + vn−1
Utilisant alors : Vn−1(Xn−1) = Vn(xn)+
1
2
z2n−1 = Vn(xn)+(xn−1 +Hn−1(xn))
2. Nous avons :








vn−1 := V˙n + Γn−1(zn−1, xn)vn−1
Choisissant alors : vn−1(Xn−1) = −β Γn−1(zn−1(Xn−1),xn)1+(Γn−1(zn−1(Xn−1),xn))2 Nous aurons :




La partie droite s’annule ssi :
xn = 0 et Γn−1(zn−1, 0) =
∂Hn−1(0)
∂xn
zn−1 = 0 (6.2)
Etant donne´ que le line´arize´-tangent du syste`me original est commandable et que cette
proprie´te´ se conserve par diffe´omorphisme, nous avons ∂Hn−1(0)
∂xn
6= 0. D’ou`, l’e´quation (6.2)
est satisfaite seulement lorsque (zn−1, xn) = (0, 0). Ainsi, l’e´quilibre (zn−1, xn) = (0, 0) est
globalement asymptotiquement stable et meˆme localement exponentiellement stable.
Nous notons de´sormais : Fn−1(Xn−1) := vn(xn) + vn−1(Xn−1).
Etape j = n+ 1− i ∈ {3, . . . , n} :
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Nous re´ite´rons le proce´dure pre´ce´dente en conside´rant le sous-syste`me :
x˙i = fi(Xi+1) + gi(Xi+1)v
...
...
x˙n−1 = fn−1(xn) + gn−1(xn)v
x˙n = v
que nous re´e´crivons ainsi lorsque v = vi+1(Xi+1) + vi(xi, Xi+1) :{
x˙i = hi(Xi+1) + gi(Xi+1)vi
X˙i+1 = Fi+1(Xi+1) + bi+1vi
Nous montrons que la fonction suivante est un diffe´omorphisme (global) :
φi : (xi, . . . , xn−1, xn) −→ (zi, xi+1, . . . , xn)
ou` :




hi(X˜i+1(s))ds et ou` X˜i+1 est la solution de :
˙˜xn = Fi+1(X˜i+1) , X˜i+1(0) = X˜i+1





De sorte que nous obtenons :{







X˙i+1 = Fi+1(Xi+1) + bi+1vi
utilisant la fonction de Lyapunov candidate :
Vi(Xi) = Vi+1(Xi+1) +
1
2
z2i = Vi+1(Xi+1) + (xi +Hi(Xi+1))
2
Nous avons :











:= V˙i+1 + Γi(zi, Xi+1)vi
Choisissant alors : vi(Xi) = −β Γi(zi(Xi),Xi+1)1+(Γn−1(zi(Xi),Xi+1))2 , nous aurons :
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La partie droite s’annule ssi :
Xi+1 = 0 et Γi(zi, 0) =
∂Hi(0)
∂Xi+1
zi = 0 (6.3)
Etant donne´ que le line´arize´-tangent du syste`me original est commandable et que cette
proprie´te´ se conserve par diffe´omorphisme, nous avons ∂Hi(0)
∂Xi+1
6= 0. D’ou`, l’e´quation (6.3)
est satisfaite seulement lorsque (zi, Xi+1) = (0, 0). Ainsi, l’e´quilibre (zi, Xi+1) = (0, 0) est
globalement asymptotiquement stable et meˆme localement exponentiellement stable.
Conclusion : a` l’e´tape n, nous obtenons la loi de commande vc :=
n∑
i=1
vi qui stabilise glo-
balement asymptotiquement le syste`me en 0 et qui est meˆme localement exponentiellement
stable.
6.3 Synthe`se de la commande e´chantillonne´e
Inte´ressons nous maintenant au meˆme syste`me (6.1) lorsque la commande est e´chantillon-
ne´e. Nous notons : x+ := x((k + 1)T ), x := x(kT ), v := vk
Le discre´tise´ exact du syste`me (6.1) est sous la forme d’une se´rie de puissances de la pe´riode
d’e´chantillonnage et lorsqu’il est tronque´ a` un ordre r + 1 donne´, il s’e´crit :






f i1(X2, v) +O(T r+2)






f i2(X3, v) +O(T r+2)
...
...






f in−1(xn, v) +O(T r+2)
x+n = xn + Tv + 0
(6.4)
ou` Xi := (xi, xi+1, . . . , xn) et ou` les fonctions f
i
j sont de la forme suivante :






The´ore`me 6.3.1 Supposons que la line´arisation du discre´tise´ exact tronque´ a` l’ordre r+1
soit commandable a` l’origine, alors il existe T > 0,∆0 > 0 et une commande d’ordre r
dont le premier terme est la commande continue pre´ce´dente tels que pour toute pe´riode
d’e´chantillonnage T ≤ T et pour tout e´tat initial |X(0)| ≤ ∆0 l’e´tat du syste`me (6.4) tend
vers 0 +O(T r+12 ).
preuve : Soit β ∈]0, 1[, T > 0 donne´s et T ∈ [0, T ].
Etape 1 :
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Nous appliquons la commande suivante : v = vn(T, xn).
x+n = xn + Tvn(T, xn)




















1 + T 2
xn
1 + x2n










2(1 + T 2)(1 + x2n)
)
≤ −(1− β) β
1 + T 2
x2n
1 + x2n
:= −αn,T (xn) (6.6)
Donc, xn tend globalement asymptotiquement vers 0. De plus, a` partir d’un nombre K
de pas fini |xn| devient infe´rieur a` M > 0 et nous pouvons de´terminer N > 0 tel que :
∀k ≥ K, ∆Vn(xn(k))
T
≤ −NVn(xn(k)) et nous obtenons une convergence exponentielle vers 0.
Si maintenant, nous de´veloppons en se´rie de T notre controˆleur et que nous le tronquons
a` l’ordre r, nous notons :
vn(T, xn) = v
r






(remarque : vn,0(xn) = −β xn1+x2n est la premie`re composante de notre controˆleur en continu).
En appliquant non pas v = vn(T, xn) au syste`me mais v = v
r
n(T, xn), nous obtenons :
∆Vn(xn)
T
≤ −αn,T (xn) +O(T r+1)
Nous notons : Fn(T, xn) = vn(T, xn) et F
r




Nous conside´rons le sous syste`me suivant :{






f in−1(xn, v) +O(T r+3)
x+n = xn + Tv
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Nous posons :





f in−1(xn, vn(T, xn))
Nous de´veloppons hn−1(T, xn) en se´rie de la pe´riode d’e´chantillonnage T et nous notons
hrn−1(T, xn) sa troncature a` l’ordre r+1, i.e nous avons :
hn−1(T, xn) := h
r+1
n−1(T, xn) +O(T r+2)
Nous allons chercher a` stabiliser ce sous syste`me avec v de la forme v = vn(T, xn) +
vn−1(T,Xn−1).
Nous utilisons le changement de variable suivant φn−1,T : (Xn−1) 7−→ (zr+1n−1, xn) ou` :






ou` x˜n(j) est la solution de l’e´quation aux diffe´rences suivante :{
x˜n(j + 1) = x˜n(j) + TFn(T, x˜n(j))
x˜n(0) = xn(k)











existe et est continue. En effet, hr+1n−1 est une somme de fonc-
tions analytiques et d’apre`s l’e´tape pre´ce´dente x˜n converge exponentiellement vers 0 apre`s
un nombre fini de pas.
Par construction, notons que Hn−1 satisfait la proprie´te´ suivante :
Thr+1n−1(T, xn) +Hn−1(T, xn + TFn(T, xn))−Hn−1(T, xn) = 0 (6.7)
Ceci signifie que si nous e´crivons Hn−1 sous la forme :







T iHn−1,i(xn) +O(T r+1)
:= Hr+1n−1(T, xn) +O(T r+2) (6.8)
et si nous utilisons le fait que hr+1n−1 est de la forme suivante :
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Hn−1 e´tant suffisamment diffe´rentiable, la proprie´te´ (6.7) e´tant vraie ∀T ∈]0, T̂ [, alors les























hn−1,r+1(xn, . . . , vn,r+1(xn)) +
∂Hn−1,r+1(xn)
∂xn







Nous remarquons au passage que Hn−1,i(xn) ne de´pend que des i+1 premie`res composantes
de la commande.
Hn−1,i(xn) := Hn−1,i(xn, vn,0(xn), . . . , vn,i(xn)) (6.9)
Nous remarquons aussi que Hn−1,0(xn) correspond a` Hn−1(xn) utilise´ par la commande
continue.
Nous avons donc :
(zr+1n−1)
+ = x+n−1 +Hn−1(T, x
+
n )

















(f in−1(xn, vn−1 + vn)− f in−1(xn, vn)) +Hn−1(T, x+n ) +O(T r+2)







(f in−1(xn, vn−1 + v
r
n)− f in−1(xn, vrn)) +O(T r+2)
= zr+1n−1 + TG
r
n−1(T, xn, vn−1)vn−1 +O(T r+2)
C’est pourquoi, nous obtenons :{
(zr+1n−1)
+ = zr+1n−1 + TG
r
n−1(T, xn, vn−1)vn−1 +O(T r+2)
x+n = xn + TFn(T, xn) + Tvn−1 = xn + TF
r

























(en indexant par r, nous entendons par la` que Grn−1 de´signe la partie tronque´e a` l’ordre r
de la se´rie en T du terme de droite de (6.11). Remarque : le premier terme de Grn−1 est :
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ce qui correspond a` la composante utilise´e par la commande continue.
La line´arisation du sous-syste`me initial e´tait commandable a` l’origine et cette proprie´te´ est
conserve´e par diffe´omorphisme. Par conse´quent :
Grn−1(T, 0, 0) 6= 0
Nous utilisons a` pre´sent la fonction de Lyapunov candidate suivante :





Si nous conside´rons le sous-syste`me suivant :{
(zr+1n−1)
+ = zr+1n−1 + TG
r
n−1(T, xn, vn−1)vn−1





































ce qui correspond au terme utilise´ par la commande continue.
Nous pouvons alors e´crire :
∆V r+1n−1
T
= −αn,T (xn) + Γrn−1(T, xn, zr+1n−1, vn−1)vn−1






(Remarque : Γrn−1,0(xn, z
r+1
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ou` 0 < β < 1 et ρr+1n−1(T, xn, z
r+1
n−1) : R
3 −→ R+ est une fonction Ck(k ≥ 0) telle que
max
|vn−1|≤1
|Rr+1n−1(T, xn, zr+1n−1, vn−1)| ≤ ρr+1n−1(T, xn, zr+1n−1)
Remarque : par construction, notre controˆleur satisfait : |vn−1| ≤ β2 < β
Nous avons alors :
∆V r+1n−1
T
= −αn,T (xn) + Γrn−1(T, xn, zr+1n−1, 0)vn−1 + TRrn−1(T, xn, zr+1n−1, vn−1)v2n−1
≤ −αn,T (xn) + β



















(1 + T 2(ρr+1n−1(T, xn, z
r+1
n−1))























Par application de la version discre`te du principe de La Salle nous de´duisons la conver-
gence globale asymptotique de (xn(k), z
r+1
n−1(k)) vers l’ensemble invariant forme´ des couples
xn, z
r+1
n−1 tels que :
αn(xn) + (1− β)τn−1(Γrn−1(T, xn, zr+1n−1, 0))2 = 0
Ceci implique que xn(k) −→ 0 et que Γrn−1(T, xn = 0, zr+1n−1, 0) = 0. Cependant,
Γrn−1(T, 0, z
r+1




n−1 et puisque z
r+1
n−1 = xn−1 + H
r+1
n−1(xn = 0) = xn−1
et que Grn−1(T, 0, 0) 6= 0, nous avons donc aussi xn−1 −→ 0.
Nous notons de´sormais : Fn(T, xn) + vn−1(xn, z
r+1
n−1) = Fn−1(T,Xn−1)
De plus, si nous revenons au discre´tise´ exact du syste`me initial (6.10), a` partir des cal-
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sur la meˆme fonction de Lyapunov candidate, nous obtenons :
∆V r+1n−1
T
≤ −αn−1(T, zr+1n−1, xn) +O(T r+1)
Par application de la version discre`te du principe de La Salle nous de´duisons la convergence
asymptotique de xn(k), zn−1(k) vers l’ensemble invariant forme´ des couples xn, zn−1 tels
que :
αn(xn) + (1− β)τn−1(Γrn−1(T, xn, zr+1n−1, 0))2 = 0 +O(T r+1)
Ceci implique que xn(k) −→ 0 + O(T r+12 ) et que Γrn−1(T, xn = 0 + O(T
r+1
2 ), zr+1n−1, 0) =
0 +O(T r+12 ). Cependant, Γrn−1(T, 0 +O(T
r+1














2 ) = xn−1+O(T r+12 ) et que Grn−1(0, 0) 6= 0, nous avons donc
aussi xn−1 −→ 0 +O(T r+12 ).
Etape i ∈ {n− 2, . . . , 1} :
L’e´tape pre´ce´dente se ge´ne´ralise aise´ment pour des sous-syste`mes de dimension croissante.
Nous conside´rerons le sous-syste`me suivant :






f ji (Xi+1, v) +O(T r+2)
...
...






f in−1(xn, v) +O(T r+2)
x+n = xn + Tv
Nous poserons :






f ji (Xi+1, vi+1(T,Xi+1))
et hr+1i sera sa troncature a` l’ordre r + 1. Nous utiliserons le changement de variable
suivant et montrerons comme pre´ce´demment qu’il est correctement de´fini et qu’il s’agit
d’un diffe´omorphisme global :





Thr+1i (T, X˜i+1(j)) (6.12)
ou` X˜i+1(j) est la solution de l’e´quation aux diffe´rences suivante :{
X˜i+1(j + 1) = X˜i+1(j) + TFi+1(T, X˜i+1(j))
X˜i+1(0) = Xi+1(k)
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Par construction, notons que Hi satisfait la proprie´te´ suivante :
Thr+1i (T,Xi+1) +Hi(T,Xi+1 + TFi+1(T,Xi+1))−Hi(T,Xi+1) = 0
Nous obtiendrons :{
(zr+1i )
+ = zr+1n−1 + TG
r
i (T,Xi+1, vi)vi +O(T r+2)
x+i+1 = Xi+1 + TFi+1(T,Xi+1) + Tbi+1vi = Xi+1 + TF
r
i+1(T,Xi+1) + Tbi+1vi +O(T r+2)
avec bi+1 = [0, . . . , 0, 1]
























(en indexant par r, nous entendons par la` Gri de´signe la partie tronque´e a` l’ordre r de la
se´rie en T du terme de droite. Remarque : le premier terme de Gri est :
Gi,0(Xi+1, vi) = gi(Xi+1) +
∂Hi,0(Xi+1)
∂Xi+1
ce qui correspond a` la composante utilise´e par la commande continue.
La line´arisation du sous-syste`me initial e´tait commandable a` l’origine et cette proprie´te´ est
conserve´e par diffe´omorphisme. Par conse´quent :
Gri (T, 0, 0) 6= 0
Nous utiliserons la fonction de Lyapunov candidate suivante :





Si nous conside´rons le sous-syste`me suivant :{
(zr+1i )
+ = zr+1i + TG
r
i (T,Xi+1, vi)vi
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Si nous de´veloppons Γri en se´rie de T, nous remarquons que le premier terme est le suivant :
Γri,0(Xi+1, z
r+1












ce qui correspond au terme utilise´ par la commande continue a` l’e´tape i.
Nous pourrons alors e´crire :
∆V r+1i
T
≤ −αi+1,T (Xi+1) + Γri (T,Xi+1, zr+1i , vi)vi






(Remarque : Γri,0(Xi+1, z
r+1















Ainsi, inspire´s par les travaux [72], nous choisirons la commande suivante :
vi(Xi+1, z
r+1
i ) = −
β













ou` 0 < β < 1 et ρr+1i (T,Xi+1, z
r+1
i ) : R
3 −→ R+ est une fonction Ck(k ≥ 0) telle que
max
|vi|≤1
|Rr+1i (T,Xi+1, zr+1i , vi)| ≤ ρr+1i (T,Xi+1, zr+1i )
Remarque : par construction, notre controˆleur satisfait : |vi| ≤ β2 < β
Nous aurons alors :
∆V r+1i
T
= −αi+1,T (Xi+1) + Γri (T,Xi+1, zr+1i , 0)vi + TRri (T,Xi+1, zr+1i , vi)v2i
≤ −αi+1,T (Xi+1) + β



















(1 + T 2(ρr+1i (T,Xi+1, z
r+1
i ))

























Par application de la version discre`te du principe de La Salle nous de´duirons la convergence
globale asymptotique de (Xi+1(k), z
r+1
i (k)) vers l’ensemble invariant forme´ des couples
Xi+1, z
r+1
i tels que :
αi+1(Xi+1) + (1− β)τi(Γri (T,Xi+1, zr+1i , 0))2 = 0
D’apre`s les e´tapes pre´ce´dentes Xi+1(k) −→ 0 et de plus Γri (T,Xi+1 = 0, zr+1i , 0) = 0. Ce-
pendant, Γri (T, 0, z
r+1
i , 0) = 2TG
r
i (T, 0, 0)z
r+1
i et puisque z
r+1
i = xi +H
r+1
i (Xi+1 = 0) = xi
et que Gri (T, 0, 0) 6= 0, nous aurons donc aussi xi −→ 0.
Nous noterons de´sormais : Fi+1(T,Xi+1) + vi(Xi+1, z
r+1
i ) = Fi(T,Xi)
De plus, si nous revenons au discre´tise´ exact du syste`me initial (6.10), a` partir des calculs








i ) +O(T r+1)
sur la meˆme fonction de Lyapunov candidate, nous obtiendrons :
∆V r+1i
T
≤ −αi(T, zr+1i , Xi+1) +O(T r+1)
Par application de la version discre`te du principe de La Salle, nous de´duisons la convergence
asymptotique deXi+1(k), zi(k) vers l’ensemble invariant forme´ des couplesXi+1, zi tels que :
αi+1(Xi+1) + (1− β)τi(Γri (T,Xi+1, zr+1i , 0))2 = 0 +O(T r+1)
D’apre`s les e´tapes pre´ce´dentes, ceci implique que Xi+1(k) −→ 0 + O(T r+12 ) et de plus
Γri (T,Xi+1 = 0 +O(T
r+1
2 ), zr+1i , 0) = 0 +O(T
r+1
2 ). Cependant, Γri (T, 0 +O(T
r+1
2 ), zi, 0) =




2 ) = 2TGri (T, 0, 0)zi+O(T r+1) et puisque zr+1i = xi+Hr+1i (Xi+1 =
0+O(T r+12 )) = xi +Hr+1i (Xi+1 = 0) +O(T
r+1
2 ) = xi +O(T r+12 ) et que Gri (0, 0) 6= 0, nous
aurons donc aussi xi −→ 0 +O(T r+12 ).
Conclusion de la preuve : a` la dernie`re e´tape, nous obtenons la commande d’ordre
r qui stabilise l’e´tat complet sur O(T r+12 ) et nous pouvons ve´rifier que la premie`re compo-
sante de la commande est bien la commande continue.
Quant a` ∆0, il s’obtient par des arguments classiques [60].
6.4 Exemple
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6.4.1 Synthe`se de la commande continue
Soit le syste`me suivant a` commande continue :{







v2 = −β x2
1 + x22
Etape 2 : {
x˙1 = x2 + x
2
2
x˙2 = v2 + v1


















remarque : z1 = x1 +H1(x2). Nous avons :
z˙1 = x˙1 +
∂H1(x2)
∂x2
(v2 + v1) = G1(x2)v1
avec :
G1(x2) :=












z21 ; Nous avons :










Nous utilisons ainsi la commande :
v1 = −β Γ1
1 + Γ21
Et nous obtenons :








Au final, nous avons de´termine´ la loi de commande continue :
uc := v2 + v1
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6.4.2 Synthe`se de la commande e´chantillonne´e
Soit le syste`me suivant sous forme strict-feedforward dont la commande est e´chantillonne´e.{






x+2 = x2 + Tv2
v2 = − β
1 + T 2
x2
1 + x22











x22, nous avons (lorsque v := v2) :
∆V2
T
≤ −(1− β) β
1 + T 2
x22
1 + x22
Etape 2 : {





(2x2 + 1)(v20 + 0 + v1) +O(T 4)
x+2 = x2 + Tv2 + Tv1 = x2 + Tv
1
2 + Tv1 +O(T 3)





(2x2 + 1)v20 + 0
Nous avons :
Th21 +H1(T, x2 + Tv2)−H1(x2) = 0



































































ln(1 + x22)− arctan(x2)
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z21 := x1 +H
2
1 (T, x2)
G11(T, x2, v1) :=
T
2
(2x2 + 1) +
H21 (x2 + Tv
2
































:= G1,0 + TG1,1 +O(T 2)
Nous obtenons donc :{
(z21)
+ = z21 + TG
1
1(T, x2, v1)v1 +O(T 3)
x+2 = x2 + Tv2 + Tv1 = x2 + TF
1
2 (x2) + Tv1 +O(T 3)




2, nous avons :
V 21 (X
+













(1 +G11(T, x2, v1))
2)(v1)












+ Γ11(T, x1, x2, 0)v1 + TR
1




Γ11(T, x1, x2, 0) = x2 + z1G
1
1(T, x2, 0) + Tv2 = x2 + z1G1,0 + T (z1G1,1 + v2,0)
:= Γ1,0 + TΓ1,1 +O(T 2) (6.18)
v1 = − β
1 + T 2ρ21
Γ11(T, x1, x2, 0)












= v1 +O(T 3)
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Ainsi, au final nous avons de´termine´ :
uk := u
2 = v22 + v
2
1 := uc + Tu1 + T
2u2
Re´sultats nume´riques : (courbes 9.28-9.32)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour β = 2.
Pour diffe´rentes conditions initiales et pe´riodes d’e´chantillonnage, nous avons trace´ la so-
lution du syste`me dynamique boucle´ :
– en continu, lorsque la commande est continue u := uc
– en pointille´s, lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 0, uk := u
0
– en croix, lorsque le syste`me est commande´ par la commande e´chantillonne´e d’ordre
1, uk := u
2
Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : la commande d’ordre
1 est ’meilleure’ que la commande d’ordre 0, au sens de´fini dans les chapitres pre´ce´dents,
elle supprime de fac¸on tre`s notable les ”broutements” occasionne´s par l’e´mulation et elle
reproduit davantage le comportement de la commande continue.
102






Nous nous inte´ressons maintenant au proble`me de la commande adaptative des syste`mes
non line´aires a` commande e´chantillonne´e. C’est un proble`me qui n’a pas e´te´ beaucoup
aborde´ dans la litte´rature. Nous pouvons trouver quelques algorithmes qui utilisent le
sche´ma d’Euler pour approximer le discre´tise´ exact associe´ au syste`me a` commande e´chantil-
lonne´e [110, 111] et sinon l’e´tude la plus approfondie a` notre connaissance est celle de
[47] dont nous proposons de ge´ne´raliser les re´sultats : l’ide´e de base qui consiste a` obte-
nir une bonne approximation par se´ries de Taylor-Lie du discre´tise´ exact et a` introduire
une sur-parame´trisation pour prendre en compte le changement de structure du syste`me
non line´aire a` parame`tres inconnus est similaire a` la notre. Cependant, a` la diffe´rence de
[47], nous donnons un algorithme qui n’est pas seulement valable pour des syste`mes non
line´aires line´arizables par bouclage et nous construisons notre loi d’adaptation a` partir
d’outils emprunte´s a` la commande adaptative de syste`mes continus (et non discrets). Ce
point est d’autant plus appre´ciable que pour beaucoup de classes de syste`mes non line´aires,
le proble`me de la commande adaptative est plus complexe en discret qu’en continu : c’est
par exemple le cas des syste`mes sous la forme strict-feedback [79].
A noter aussi, que plus re´cemment, tout en traitant un proble`me d’identification pa-
rame´trique dans [116], une sur-parame´trisation est utilise´e pour prendre en compte la
dynamique supple´mentaire des ze´ros introduite par l’e´chantillonnage : l’ide´e de base est
donc aussi la meˆme.
Etant donne´e une pe´riode d’e´chantillonnage fixe´e et connue T > 0, nous nous inte´ressons
dans ce chapitre a` la classe suivante de syste`mes non line´aires a` commande e´chantillonne´e :
∀k ∈ N, ∀t ∈ [kT, (k + 1)T [, x˙(t) = f0(x(t)) + F0(x(t))θ + g1(x(t))uk (7.1)
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ou` x ∈ Rn, θ ∈ R est un parame`tre constant inconnu et borne´, uk ∈ R, et les champs de
vecteurs f0,F0 et g1 sont analytiques.
(Remarque : c’est par souci de simplification que nous avons choisi de nous restreindre aux
cas ou` : θ ∈ R, et uk ∈ R. Cependant, nos re´sultats peuvent eˆtre directement ge´ne´ralise´s
pour des classes de syste`mes ou` θ ∈ Rp, u ∈ Rm au prix de davantage de calcul et de
notations plus ”lourdes”).
Pour une condition initiale x0, la solution t 7−→ x(x0, t) co¨ıncide avec la solution du
discre´tise´ exact a` chaque instant d’e´chantillonnage de la commande t = kT , k ∈ N. Notons
la solution xk = x(x0, kT ). Le discre´tise´ exact associe´ au syste`me (7.1) s’e´crit :
xk+1 = xk +
∫ (k+1)T
kT
f0(x(s)) + F0(x(s))θ + g1(x(s))uk ds := F
e
T,θ(xk, uk) (7.2)
Dans ce chapitre, nous utilisons un de´veloppement en se´ries de Taylor-Lie pour approximer
le discre´tise´ exact du syste`me jusqu’a` un ordre donne´ et nous donnons une nouvelle me´thode
de synthe`se de commande adaptative sous forme de se´rie de la pe´riode d’e´chantillonnage
dont la loi d’adaptation est elle aussi de´finie par une e´quation aux diffe´rences.
En effet, partant d’une loi de commande synthe´tisable en continu et de la forme : uc(x, θ̂)
avec pour loi d’adaptation parame´trique
˙̂
θ = ψc(x, θ̂), nous montrons que nous pouvons
synthe´tiser sous certaines conditions une commande de la forme :




ou` la loi d’adaptation s’e´crit pour i ∈ {0, . . . , r},




sachant que le vecteur Θ̂j = (θ̂1, θ̂2, . . . , θ̂j)
T a e´te´ introduit par une sur-parame´trisation et
que la loi d’adaptation continue discre´tise´e par un sche´ma d’Euler est retrouve´e lorsque r =
1, i.e φ1,1(x, θ̂1) = ψc(x, θ̂1). A noter que les termes facteurs de la pe´riode d’e´chantillonnage





Dans les chapitre pre´ce´dents, nous avons dit qu’ une fonction re´elle R(T, x) est de
l’ordre de T r+1 et nous avons e´crit R(T, x) = O(T r+1) lorsqu’il existait T ,∆ > 0, γ ∈ K∞
tels que :
∀ T, x t.q T ∈ [0, T ], ‖x‖ ≤ ∆, =⇒ |R(T, x)| ≤ T r+1γ(‖x‖)
Dans le cadre de syste`me adaptatif, le reste de´pendra du terme inconnu θ mais nous le
supposerons borne´ et nous disons qu’une fonction re´elle R(T, x, θ) est de l’ordre de T r+1
(et nous notons alors R(T, x, θ) = O(T r+1)) lorsqu’il existe T ,∆ > 0, γ1 ∈ K∞ tels que :
∀ T, x t.q T ∈ [0, T ], ‖x‖ ≤ ∆, =⇒ |R(T, x, θ)| ≤ T r+1γ1(‖x‖)
Lorsque le syste`me sera boucle´, le reste de´pendra aussi de Θ˜r+1 de´fini par la suite (mais
qui restera borne´) et nous e´crirons a` nouveau :
∀ T, x t.q T ∈ [0, T ], ‖x‖ ≤ ∆, =⇒ |R(T, x, θ, Θ˜r+1)| ≤ T r+1γ1(‖x‖)
7.2.2 Quelques outils Mathe´matiques pre´liminaires
Proposition 7.2.1 Etant donne´ un entier naturel r fixe´, nous conside´rons le syste`me (7.2)
et un controˆleur de la forme (4.15). Alors, e´tant donne´ une fonction V : Rn −→ R, il existe
des fonctions piks suffisamment re´gulie`res telles que pour T suffisamment petit nous avons :
V (x+)− V (x)
T















+G(T, x, θ, ur) (7.3)
ou` G(T, x, θ, ur(x, θ)) := R(T, x, θ) = O(T r+1)
ou` Us−1 := (u0, . . . , us−1)
ou` l’expression des piks[∂V ]
s est donne´e dans la preuve. (la notation entre crochets signifie
que piks est un ope´rateur diffe´rentiel de V, compose´ des [∂V ]
s := (∂V, ∂2V, . . . , ∂s+1V ))
preuve : Etant donne´ une fonction analytique V : Rn −→ R, nous pouvons l’e´crire de la
fac¸on suivante en la de´composant en se´rie de Taylor-Lie (cf le The´ore`me 3.1.5 de [55])
sachant que les calculs et les inte´grales a` calculer sont simplifie´es par le simple fait que
u := uk est constant sur les intervalles se´parant deux temps d’e´chantillonnage.
Pour T suffisamment petit :










g˜0 := θg0 :=
{
θ(f0θ
−1 + F0) ,si θ 6= 0
0 ,si θ = 0
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et g˜1 := g1. En regroupant les termes selon les puissances de θ, nous obtenons :











ou` Jik := {(i0, . . . , ik) ∈ {0, 1}k+1 ; |Ik| := k + 1− i}.




T juj . D’apre`s la formule du mul-











k + 1− i
n0 n1 . . . nr
)







= V (x) + T
(



















k + 1− i








= V (x) + T
(























k + 1− i









= V (x) + T
(























k + 1− i









= V (x) + T
(























k + 1− i









= V (x) + T
(


















V (x+)− V (x)
T



























k + 1− i
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V (x+)− V (x)
T






















+Lf0Lg1V (x)u0 + LF0Lg1V (x)u0θ + Lg1Lf0V (x)u0
+Lg1LF0V (x)u0θ + L
2
f0





Ainsi, notre proposition donne a` l’ordre r = 1 l’expression explicite suivante
V (x+)− V (x)
T
= Lf0V (x) + LF0V (x)θ + Lg1V (x)u0 + T (Lg1V (x)u1 + p011[∂V ]
1
+p111[∂V ]




















(LF0Lg1V (x) + Lg1LF0V (x))u0 +
1
2






Remarque : plus l’ordre augmente et plus les calculs vont eˆtre importants : il est alors
ne´cessaire d’utiliser un outil de calcul formel type Maple par exemple.
7.3 Synthe`se de la commande adaptative
Avant de donner l’algorithme de synthe`se de la commande adaptative, nous devons
changer la structure de la diffe´rence des fonctions de Lyapunov donne´e par le the´ore`me
7.2.1 afin d’obtenir une e´criture utilisable en commande adaptative : ceci revient a` intro-
duire des termes en ”θ̂” a` la place des termes inconnus en θ et d’extraire l’erreur θ˜ = θ− θ̂
dont l’effet sera borne´ voir annule´ par une loi de commande adaptative. θ apparaissant sous
forme de puissance, une sur-parame´trisation est ne´cessaire. Finalement, nous commenc¸ons
par prouver le re´sultat interme´diaire suivant :
Nous utilisons les notations suivantes de vecteurs lignes : Uk := (u0, . . . , uk),
Θk = (θ, θ
2, . . . , θk), Θ̂k = (θ̂1, θ̂2, . . . , θ̂k), et Θ˜k = Θk − Θ̂k .
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Proposition 7.3.1 Soit un entier naturel r ∈ N fixe´. Supposons que nous appliquons au





ou` les ui sont diffe´rentiables au moins r+1− i fois et ou` ∀i ∈ {0, . . . , r}, θ̂i est de la forme
re´currente suivante :
θ̂+i+1 := θ̂i+1 +
r+1−i∑
j=1
T jψi+1,j(x, Θ̂j) (7.5)
ou` les ψi+1,j sont continues. Notons de manie`re e´quivalente : (Θ̂
T
i+1)
+ = Θ̂Ti+1+TΨi(x, Θ̂i+1)
Alors, pour toute fonction V r : Rn ×Rr −→ R de la forme :




ou` chaque Vi est diffe´rentiable r + 2 − i fois et ou` chaque ui est diffe´rentiable r + 1 − i
fois, il existe des ope´rateurs Ps et Φr suffisamment re´guliers tels que pour toute pe´riode




















r+1 +G(T, x, θ, Θ˜r+1)
ou` G(T, x, θ, Θ˜r+1) = O(T r+1)
ou` [∂Hr]
0 := [[∂Vr]
0, . . . , [∂V0]
r] et Dr(T ) = diag(1, T, T
2, . . . , T r)
ou` ∆V r := V r(x+, (Θ̂r+1)
+)− V r(x, Θ̂r+1)
ou` la manie`re d’obtenir chaque Ps ainsi que Φr est donne´e dans la preuve.
preuve :
Notons :
u∗i := ui(x, (Θ̂i+1)
+)
V ∗i := Vi(x, (Θ̂i+1)
+)
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Nous notons : (Θ̂Ti+1)




Toute fonction a` valeurs re´elles de la forme g(x, (Θ̂i+1)
+) s’e´crit comme un ope´rateur
diffe´rentiel de g en (x, Θ̂i+1) (
⊗
de´signe le produit tensoriel apparaissant dans la se´rie
de Taylor d’une fonction multivariable)













































j(T, x, Θ̂j) +O(T r+1) (7.7)
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Ainsi, en utilisant l’expression des piks, (7.6) et (7.7), chaque
∆Vi
T






































ou` 0i+1 = (0, . . . , 0) ∈ Ri+1, 1i+1 = (1, . . . , 1) ∈ Ri+1 et ou` comme dans le chapitre portant








k = (ui, ∂ui, . . . , ∂
kui)








k = (∂Vi, ∂
2Vi, . . . , ∂
kVi)





















































(remarque : connaˆıtre Ψs et ses composantes issues d’une de´composition en se´rie est
e´quivalent ; d’ou` l’usage de la notation [Ψs] a` la place de Ψs+1,1,Ψs,2, . . . ,Ψ1,s+1.)
NB : Remarquons au passage que Φr ∈ Rr+1 est de la forme suivante :
Φr =

φ1,1(x, Θ̂1) + Tφ1,2(x, Θ̂2) + T
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Exemple : pour r = 1
V 1(x, Θ̂2) = V0(x, Θ̂1) + TV1(x, Θ̂2){
θ̂+1 = θ̂1 + Tψ1,1(x, Θ̂1) + T
2ψ1,2(x, Θ̂2)
θ̂+2 = θ̂2 + Tψ2,1(x, Θ̂1)
Apre`s quelques calculs, nous obtenons :
∆V 1
T













































+L(f0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1) + L(F0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1
+L(g1,0)L(f0,0)V0(x, Θ̂1)u0(x, Θ̂1) + L(g1,0)L(F0,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1





L(f0,0)V1(x, Θ̂2) + L(F0,0)V1(x, Θ̂2)θ̂1 + L(g1,0)V1(x, Θ̂2)u0(x, Θ̂2)
]




ou` : Φ1 := [Φ11,Φ21] avec :










+2L(F0,0)V1(x, Θ̂2) + (L(F0,0)L(g1,0) + L(g1,0)L(F0,0))V0(x, Θ̂1) u0(x, Θ̂1)
+(L(f0,0)L(F0,0) + L(F0,0)L(f0,0))V0(x, Θ̂1)
]




L2(F0,0)V0(x, Θ̂1) := φ2,1
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Conside´rons le syste`me (7.1) boucle´ par une commande adaptative continue :
x˙ = f0(x) + F0(x)θ + g1(x)uc(x, θ̂)
ou` :
˙̂
θ(t) = ∂V (x,θ̂)
∂x
F0(x) := ψc(x, θ̂), θ̂(0) ∈ R.
Nous supposons que uc et ψc sont telles qu’il existe c > 0 ainsi que deux fonctions a`
valeurs re´elles : V0(x, θ̂) de´finie positive vis a` vis de x (quelque soit la valeur de θ̂) et
W0(x, θ̂) := V0(x, θ̂) +
1
2
θ˜2 tels que :
W˙0 ≤ −cV0(x, θ̂)
Autrement dit, la commande adaptative continue est globalement asymptotiquement sta-
bilisante.
The´ore`me 7.3.2 (synthe`se de la commande adaptative)
Conside´rons le syste`me (7.1) boucle´ par une commande adaptative e´chantillonne´e. Suppo-
sons qu’il existe r fonctions Vi(x, Θ̂i+1) diffe´rentiables r + 2 − i fois pour i ∈ {1, . . . , r}
ainsi qu’une loi de commande de la forme ur(x, Θ̂r+1, T ) =
r∑
j=0
T juj(x, Θ̂j+1) de´termine´e
















T iVi(x, Θ̂i+1) (7.9)
2. la fonction suivante est positive et de´finie vis a` vis de x (ou au moins vis a` vis d’une
de ses composantes (x1, ..., xn)) quelque soit Θ̂r+1 :
V r(x, Θ̂r+1) := V0(x, Θ̂1) +
r∑
i=1
T iVi(x, Θ̂i+1) (7.10)
3. la loi d’adaptation est elle aussi de´termine´e re´cursivement par :{
(Θ̂Tr+1)
+ = Θ̂Tr+1 si V
r(x, Θ̂r+1) ≤ O(T r+1)
(Θ̂Tr+1)
+ = Θ̂Tr+1 + TΦr(T, [Ur−1]
0, [∂Hr]
0, [Φr−1])(x, Θ̂r+1) sinon
(7.11)
avec Φ0 = ψc.
Alors il existe ∆0 > 0 et T > 0 tels que si ‖x0‖ ≤ ∆0 et T ≤ T alors V r(x, Θ̂r+1) tend
asymptotiquement vers 0 +O(T r+1).
Remarques : l’hypothe`se (7.9) est la ge´ne´ralisation au cas adaptatif de l’hypothe`se
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(4.18) assez forte que nous avions de´ja` rencontre´e dans le cas non adaptatif des cha-
pitres pre´ce´dents. Dans le cas le plus simple, elle pourra eˆtre aise´ment ve´rifie´e pour des
syste`mes monodimensionnels (pour lesquels il suffira d’ailleurs de conside´rer V r = V 0 i.e
V1 = . . . = Vr = 0 comme dans l’exemple 1 de ce chapitre) et elle ne sera ve´rifie´e que pour
certaines classes de syste`mes de plus grandes dimensions comme la classe des syste`mes
strict-feedback a` parame`tres inconnus : l’usage des Vi≥1 est une anticipation du fait que
pour ces syste`mes la fonction de V r de´pendra de Θ̂r+1 et le fait que nous ayons e´crit que
la fonction V r sera de´finie positive vis a` vis de x ou de certaines composantes de x quelque
soit Θ̂r+1 est a` nouveau une anticipation de ce que nous avions observe´ dans le cas non
adaptatif ou` seul x1 − xc1 tend vers O(T r+1) (les |δi| tendant tous vers O(T r+1) mais pas
force´ment les xi≥0 le diffe´omorphisme n’e´tant plus assure´). L’exemple 2 de ce chapitre est
une introduction au cas d’e´tude des syste`mes strict-feedback a` un parame`tre inconnu.
preuve : Tout d’abord, nous remarquons que si la loi d’adaptation est de la forme
(Θ̂Tr+1)
+ = Θ̂Tr+1 + TΦr(T, [Ur−1]
0, [∂Hr]
0, [Φr−1])(x, Θ̂r+1)
ou` Φr est telle que tous les θ̂0, . . . , θ̂r+1 ve´rifient (7.5) alors nous pouvons e´crire :














































(ou` par convention u−1 = 0). Ainsi, les termes facteurs de T
j≥k+1 (qui comprennent les
termes en Θ̂r+1≥j>k+1) rentrent dans O(T k+1).
Ensuite, nous proce´dons par e´tapes pour de´montrer notre re´sultat :
Etape 0 :
Conside´rons :





Utilisant la proprie´te´ que satisfait u0 en continu et le fait que Φ0 = φ1,1 = ψc, nous
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montrons que l’utilisation de la proposition 7.3.1 donne lorsque r = 0,
∆V 0(x, Θ̂1)
T








D0(T )Θ˜1 +O(T )
























Lg1,0V0(x, θ̂1)us(x, Θ̂s+1) + Ps
(









A ce stade, P1 est exprime´ formellement en fonction de [u0]
1,Φ2,1 := (φ1,1, φ2,1) et de φ1,2
i.e de Φ1 et n’est donc pas encore connu. Cependant, Φ1 peut eˆtre entie`rement de´termine´
car il s’exprime en fonction de [u0]
1 et de Φ0 = φ1,1. Nous en de´duisons Φ1 ce qui nous
donne φ1,2 et φ2,1 et ainsi P1. Puis nous montrons que :
∆W 1
T
≤ −cV0(x, Θ̂1) + T
(
Lg1,0V0(x, θ̂1)u1(x, Θ̂2) + P1
(











≤ −cV 1(x, Θ̂2) +O(T 2) (7.13)
La dernie`re ine´galite´ (7.14) e´tant obtenue graˆce a` l’hypothe`se (7.9) ve´rifie´e pour r=1 et qui
permet alors de de´terminer u1 :
Lg1,0V0(x, θ̂1)u1(x, Θ̂2) + P1
(






2 ≤ −cV1(x, Θ̂2) +O(T )
Etape k ∈ {2, . . . , r} :
Nous conside´rons :
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Lg1,0V0(x, θ̂1)us(x, Θ̂s+1) + Ps
(









A ce stade, Pk est exprime´ formellement en fonction de [Uk]
0\{uk} et Φk qui n’est pas encore
comple`tement connu. Cependant, Φk peut eˆtre entie`rement de´termine´ car il s’exprime en
fonction de [Uk]
0\{uk} et de Φk−1. Nous en de´duisons Φk ce qui nous donne ainsi Pk. Puis


















≤ −cV k(x, Θ̂1) +O(T k+1) (7.14)
La dernie`re ine´galite´ (7.14) e´tant obtenue graˆce a` l’hypothe`se (7.9) ve´rifie´e pour r=k et
qui permet alors de de´terminer uk connaissant u0, . . . , uk−1.




≤ −cV r(x, Θ̂r+1) +O(T r+1)
ce qui prouve que :
lim sup
k−→+∞
V r(x(kT ), (Θ̂r+1)k) = 0 +O(T r+1)
De plus, ∆0 est obtenu par des outils classiques [60]. .
Exemple : pour r = 1 Nous avons :
V 1(x, Θ̂2) = V0(x, Θ̂1) + TV1(x, Θ̂2)
et :










la loi d’adaptation est la suivante (lorsque x est suffisamment grand sinon la loi d’adapta-
tion est constante) : {
θ̂+1 = θ̂1 + Tφ1,1(x, Θ̂1) + T
2φ1,2(x, Θ̂2)
θ̂+2 = θ̂2 + Tφ2,1(x, Θ̂1)
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Apre`s quelques calculs, nous obtenons :
∆W 1
T













































+L(f0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1) + L(F0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1
+L(g1,0)L(f0,0)V0(x, Θ̂1)u0(x, Θ̂1) + L(g1,0)L(F0,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1





L(f0,0)V1(x, Θ̂2) + L(F0,0)V1(x, Θ̂2)θ̂1 + L(g1,0)V1(x, Θ̂2)u0(x, Θ̂2)
]








−Tφ2,1(x, Θ̂1)Θ˜T2 +O(T 2)
ou` : Φ1 := [Φ11,Φ21] avec :










+2L(F0,0)V1(x, Θ̂2) + (L(F0,0)L(g1,0) + L(g1,0)L(F0,0))V0(x, Θ̂1) u0(x, Θ̂1)






Le choix de la loi d’adaptation qui a fixe´ : Φ11 = φ1,1+Tφ1,2 et Φ21 = φ2,1 permet donc de
supprimer tous les termes en θ˜1, θ˜2. De plus, la condition (7.9) e´quivaut ici a` l’existence de
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u1(x, Θ̂2) telle que :








































0(x, Θ̂1) + L(f0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1)
+L(F0,0)L(g1,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1 + L(g1,0)L(f0,0)V0(x, Θ̂1)u0(x, Θ̂1)
+L(g1,0)L(F0,0)V0(x, Θ̂1)u0(x, Θ̂1)θ̂1 + L
2
(f0,0)
V (x, Θ̂1) + L(f0,0)L(F0,0)V0(x, Θ̂1)θ̂1











Et finalement, vu que par hypothe`se la commande continue ve´rifie :






nous obtenons bien :
∆W 1
T




V 1(x(kT ), (Θ̂2)k) = O(T 2)
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7.4 Exemples et re´sultats nume´riques
7.4.1 Exemple 1
Nous conside´rons le syste`me suivant ou` θ est un parame`tre inconnu et ou` la commande
est e´chantillonne´e i.e u := uk :
x˙ = x2θ + uk








qui nous permettrait alors de synthe´tiser la loi de commande suivante :
u0(x, θ̂) = −cx− θ̂x2
ou` c > 0 et avec pour loi d’adaptation :
˙̂
θ = x3
En effet, nous aurions alors :
W˙ 0 = x(x2θ + u0)− ˙̂θ(θ − θ̂) = −cx2
Nous notons : Θ˜2 = [θ − θ̂1; θ2 − θ̂2]T .
Si maintenant nous conside´rons le meˆme syste`me commande´ par une commande e´chantillonne´e
a` la fre´quence 1/T avec 1 > T > 0, en appliquant notre the´ore`me 7.3.2, nous obtenons
alors :
– pour r = 0, u0 = u0(x, θ̂1) avec pour loi d’adaptation (lorsque x est suffisamment
grand sinon la loi d’adaptation est constante) :






= −cx2 +O(T )
ce qui prouve que : lim sup
k−→+∞
|x(k)| = O(√T )
– pour r = 1, u1 = u0(x, θ̂1)+Tu1(x, Θ̂2) et la loi d’adaptation est la suivante (lorsque
x est suffisamment grand sinon la loi d’adaptation est constante) :{
θ̂+1 = θ̂1 + Tx
3 + T 2φ1,2
θ̂+2 = θ̂2 + Tφ2,1
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Conside´rant : W 1T :=W
0 + T
2













+(x3 + 2Tx2u0)θ˜1 +
3T
2




Appliquant notre the´ore`me 7.3.2, nous choisissons ainsi la loi d’adaptation suivante
(lorsque x est suffisamment grand sinon la loi d’adaptation est constante) : :{
θ̂+1 = θ̂1 + Tx
3 + 2T 2x2u0










u20(x, θ̂1) + 4x







u0(x, θ̂1)− 3xθ̂1u0(x, θ̂1)− 3x3θ̂2 − x5
)
mais pour eˆtre certain que l’ordre ame´liore la convergence nous robustifions le controˆ-
leur ainsi afin de mieux montrer l’apport de l’ordre lors de simulations nume´riques :
u1(x, Θ̂2) = −1
2
Sign(x)
∣∣∣u0(x, θ̂1)− 3xθ̂1u0(x, θ̂1)− 3x3θ̂2 − x5∣∣∣




= −cx2 +O(T 2)
ce qui prouve que : lim sup
k−→+∞
|x(k)| = O(T )
Re´sultats nume´riques : (courbes 9.33-9.37)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : θ̂1(0) =
0.5, θ̂2(0) = 0.25, θ = 0.6, c = 1, T = 0.5.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en continu, lorsque la commande est continue u := uc
– en pointille´s, lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 0, uk := u
0
– en croix, lorsque le syste`me est commande´ par la commande e´chantillonne´e d’ordre
1, uk := u
1
Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : la commande d’ordre
1 est ’meilleure’ que la commande d’ordre 0, au sens de´fini dans les chapitres pre´ce´dents
et elle reproduit davantage le comportement de la commande continue.
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7.4.2 Exemple 2
Nous conside´rons le syste`me suivant ou` θ est un parame`tre inconnu{




Lorsque la commande est continue, nous utilisons l’algorithme de Backstepping a` base de
fonctions de lissages (”tuning function based Backstepping design” [64]) qui permet de
faire du backstepping adaptatif sans avoir recours a` une sur-parame´trisation. Cet algo-
rithme consiste notamment a` ne chercher a` annuler le terme re´siduel de la fonction de










Apre`s quelques calculs, nous obtenons :



































En choisissant : {
u = −z2 − x1 − (1 + 2x1θ̂)(x2 + x21θ̂)− x21 ˙̂θ
˙̂





Nous avons alors :
W˙2 = −x21 − z22
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Nous en de´duisons que x1, z2(et ainsi x2) tendent globalement asymptotiquement vers 0.
Synthe`se de la commande e´chantillonne´e : si la commande est e´mule´e, en utilisant :{
u0 = −z2 − x1 − (1 + 2x1θ̂1)(x2 + x21θ̂1)− x21(x31 + z2(x21 + 2x31θ̂1))







avec : z2 = x2 + x1 + x
2









θ˜ 21 , nous obtenons :
∆W2
T
:= −x21 − z22 +O(T )
Si maintenant , nous utilisons une commande d’ordre 1, nous obtenons :
Etape 1 :





















































Nous utilisons la loi d’adaptation suivante (lorsque x1 et x2 sont suffisamment grands sinon
la loi d’adaptation est constante) :{








θ̂+2 = θ̂2 + Tφ2,1
ou` : z2,0 := x2 + x1 + x
2
1θ̂1. Ceci donne :
∆W 21
T
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Inspire´s par le premier algorithme que nous avons obtenu dans un chapitre ante´rieur pour
la classe des syste`mes strict-feedback, nous posons alors :





















−(1 + T ) + T
2
































2(θ̂2 − (θ̂1)2) +O(T 2)






















2(θ̂2 − (θ̂1)2) +O(T 3)
Ainsi, en remplac¸ant u0 par sa valeur et en remarquant aussi que (θ˜1)
2 := (θ − θ̂1)2 =
θ˜2 + θ̂2 − (θ̂1)2 − 2θ̂1θ˜1, nous pourrons choisir u1 de fac¸on a` obtenir une expression de la
forme suivante pour z+2 :
z+2 = (1−T+T 2)z2−T (1−T )x1−T (x21+2x31θ̂1)θ˜1+T 2γ1(X2, Θ̂2)θ˜1+T 2γ2(X2, Θ̂1)θ˜2+O(T 3)
Etape 2 :













z22 . Nous avons :
∆W 22
T





























:= −x21 − z22 + Tz2γ1(X2, Θ̂2)θ˜1 + Tz2γ2(X2, Θ̂2)θ˜2
+T
(
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En choisissant :{
φ1,2(x, Θ̂2) = 2z2,0γ1(x, Θ̂2) + 4x
2
1x2 − 2θ̂1(x21 + 2x31θ̂1)2













= −x21 − z22 +O(T 2) = −2V 22 (x, Θ̂2) +O(T 2)
Ainsi, |x1| et |z2| tendent vers 0 +O(T r+1).
NB : Expression plus explicite de la commande adaptative
Dans cet exemple, nous n’avons pas donne´ explicitement les expressions u1,φ1,2 et φ2,1.
En effet, les calculs sont tre`s lourds et nous avons alors recours a` un calculateur formel

































































−9x41θ̂1 + 10x22x51 − 14x51(θ̂1)2 + 24x71(θ̂1)4 + 22x121 (θ̂1)5 + 14x81(θ̂1)5























u1 := −59x22x41θ̂1 − 240x91x22(θ̂1)2 + 16(θ̂1)2x51θ̂2 − 32x71θ̂1x32 − 91x2x61(θ̂1)2
−132x101 x22(θ̂1)3 − 16x2x31(θ̂1)3 − 112x2x81(θ̂1)4 − 432x111 x2(θ̂1)3 − 80x51x22(θ̂1)2
+2x21(θ̂1)
2x2 − 2x2x71θ̂1 − 20x41x32(θ̂1)2 + 80x91(θ̂1)2θ̂2 − 20x2x41(θ̂1)4 + 44x101 (θ̂1)3θ̂2
−6x2x21θ̂2 − 165x81x22θ̂1 − 16x31θ̂1x32 + 16x2x81(θ̂1)2 − 276x91x2θ̂1 + 12x2x91(θ̂1)3
−2x2x61θ̂2 − 168x2x71(θ̂1)3 + 20(θ̂1)3x61θ̂2 − 36x81x32(θ̂1)2 + 38x81θ̂1θ̂2 − 60x61x22(θ̂1)3
−12θ̂1x41θ̂2 − 22x2x51θ̂1 − 497x101 x2(θ̂1)2 − 156x112x2(θ̂1)4 + 4x1x2θ̂1 + 20x111 (θ̂1)4
−168x91(θ̂1)4 + 16x2x31θ̂1θ̂2 + 32x2x71θ̂1θ̂2 + 20x2x41(θ̂1)2θ̂2 + 36x2x81(θ̂1)2θ̂2
+2x21θ̂1 − 2x31θ̂2 − 2x2x61 − 80x101 (θ̂1)5 − 7x61x32 − 224x131 (θ̂1)4 − 60x141 (θ̂1)5
−38x71x22 − 63x81x2 − 318x111 (θ̂1)2 − 16(θ̂1)4x51 − 20(θ̂1)5x61 − 9x2x41 + 6x31(θ̂1)2
−14x22x31 + 45x61θ̂1 + 20x71(θ̂1)2 − 99x81(θ̂1)3 − 151x101 θ̂1 − 363x121 (θ̂1)3 + 26x91(θ̂1)2
+44x110(θ̂1)
3 + 10x41(θ̂1)
3 − 3x21x32 − 2θ̂1x22 − 32x91 − 2x1 − 2x2 + 12x51 − 6x71
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Re´sultats nume´riques : (courbes 9.38-9.41)
Cet exemple a e´te´ simule´ dans le dernier chapitre pour les donne´es suivantes : θ̂1(0) =
0.4, θ̂2(0) = 0.16, θ = 0.3, T = 0.05.
Pour diffe´rentes conditions initiales, nous avons trace´ la solution du syste`me dynamique
boucle´ :
– en noir, lorsque la commande est continue u := uc
– en pointille´s bleus lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 0, uk := u
0
– en croix rouges lorsque le syste`me est commande´ par la commande e´chantillonne´e
d’ordre 1, uk := u
1
Les re´sultats confirment la the´orie mise en oeuvre dans ce chapitre : la commande d’ordre
1 est ’meilleure’ que la commande d’ordre 0, au sens de´fini dans les chapitres pre´ce´dents
et elle reproduit davantage le comportement de la commande continue.
7.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ une nouvelle me´thode de synthe`se de commande
adaptative pour des syste`mes non line´aires a` commande e´chantillonne´e. La me´thode utilise´e
est base´e sur les outils introduits par les chapitres pre´ce´dents et sur une sur-parame´trisation
qui permet de pallier au changement de structure du syste`me occasionne´ par les approxi-
mations d’ordre supe´rieur du discre´tise´ exact.
L’hypothe`se (7.9) de notre the´ore`me est particulie`rement forte et peut eˆtre satisfaite pour
certaines classes de syste`mes non line´aires comme par exemple les syste`mes sous la forme
strict-feedback. L’exemple 2 illustre bien ce point mais l’e´tude plus de´taille´e de ces syste`mes
fera l’objet de travaux futurs. A noter que l’e´limination de la sur-parame´trisation pourrait
aussi eˆtre e´tudie´e dans le cadre de ces futurs travaux.
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Chapitre 8
Conclusion ge´ne´rale et perspectives
En conclusion, nous donnons une synthe`se des principales contributions de la the`se,
puis nous pre´sentons les perspectives imme´diates de la the`se a` plus ou moins long terme
et enfin nous pre´sentons les proble`mes connexes a` cette the`se qui sont encore ouverts et
qui a` notre avis me´ritent d’eˆtre e´tudier.
8.1 Synthe`se du travail re´alise´
Ce travail de the`se pre´sente des contributions dans plusieurs domaines et donne notam-
ment :
– un nouveau re´sultat utilisant le formalisme des syste`mes hybrides afin de traiter le
proble`me stabilisation globale d’un syste`me non line´aire par une commande dyna-
mique imple´mente´e nume´riquement.
– une nouvelle me´thodologie pour ame´liorer les performances d’une commande e´chantil-
lonne´e lorsque l’ordre de l’approximation de Taylor-Lie augmente.
– de nouvelles me´thodes de synthe`se de commande e´chantillonne´e lorsque le syste`me
est sous une forme strict-feedback.
– un nouvel algorithme de synthe`se de commande e´chantillonne´e lorsque le syste`me est
sous une forme strict-feedforward.
– une extension de re´sultats existants sur la synthe`se de commande adaptative pour
des syste`mes non line´aires a` commande e´chantillonne´e.
8.2 Perspectives imme´diates
Parmi les perspectives imme´diates de la the`se, nous pouvons envisager dans nos pro-
chains travaux de :
– ge´ne´raliser les outils du premier chapitre a` d’autres types de sche´ma de discre´tisation
de la commande dynamique et aussi de ge´ne´raliser nos re´sultats au retour dynamique
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de sortie.
– de´velopper des outils formels pour imple´menter nos nouveaux algorithmes et re´aliser
davantage d’applications pour montrer l’impact de l’ordre de la commande sur les
re´sultats.
– utiliser les toutes nouvelles me´thodes alge´briques de [81] pour de´velopper le discre´tise´
exact en se´ries de la pe´riode d’e´chantillonnage.
– e´crire le the´ore`me de synthe`se de commande adaptative pour les syste`mes non line´aires
a` parame`tres inconnus sous la forme strict-feedback.
8.3 Proble`mes ouverts et the`mes de recherches fu-
tures
Plusieurs proble`mes aborde´s de pre`s ou de loin dans le cadre de cette the`se pourraient
eˆtre a` l’origine de bon nombre de travaux de recherche :
– le proble`me de l’e´limination de la sur-parame´trisation dans la synthe`se de la com-
mande adaptative de syste`mes non line´aires a` commande e´chantillonne´e.
– le proble`me de commande e´chantillonne´e par retour de sortie base´ sur les approxi-
mations d’ordres supe´rieurs du discre´tise´ exact. En effet, le proble`me de commande
par retour de sortie de syste`mes a` commande e´chantillonne´e a fait l’objet de quelques
travaux (citons par exemple [6, 8, 31, 61, 62]) mais aucune me´thode n’utilise a` ce
jour les approximations d’ordre supe´rieur.
– le proble`me de la commande robuste des syste`mes a` commande e´chantillonne´e de-




9.1 Echantillonnage d’un retour dynamique de l’e´tat :
exemple 1
(x(0), u0) = (−2, 2)














Figure 9.1 – commande continue
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Figure 9.2 – τ = 0.2














Figure 9.3 – τ = 0.4
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9.2 Echantillonnage d’un retour dynamique de l’e´tat :
exemple 2
x1(0) = 0.4, x2(0) = 0.4, u0 = 0.4



















Figure 9.4 – commande continue
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Figure 9.5 – τ = 0.3
















Figure 9.6 – τ = 0.5
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Figure 9.7 – τ = 0.7



















Figure 9.8 – τ = 0.79
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Re´sultats nume´riques


















Figure 9.9 – τ = 0.8
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9.3 Introduction aux ordres supe´rieurs : exemple 1
T = 0.1, γ = 2
















Figure 9.10 – x(0) = −2
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Figure 9.11 – x(0) = −1

















Figure 9.12 – x(0) = 1
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Figure 9.13 – x(0) = 6
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Re´sultats nume´riques
9.4 Introduction aux ordres supe´rieurs : exemple 2
T = 0.1, γ = 2














Figure 9.14 – x(0) = −0.04
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9.4. INTRODUCTION AUX ORDRES SUPE´RIEURS : EXEMPLE 2
















Figure 9.15 – x(0) = 1
















Figure 9.16 – x(0) = 2
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Re´sultats nume´riques
9.5 Backstepping : exemple 1
T = 0.5,c = 1






















Figure 9.17 – η(0) = ξ(0) = −2
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9.5. BACKSTEPPING : EXEMPLE 1

























Figure 9.18 – η(0) = ξ(0) = −0.5
























Figure 9.19 – η(0) = ξ(0) = 0.5
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Re´sultats nume´riques























Figure 9.20 – η(0) = ξ(0) = 1





















Figure 9.21 – η(0) = ξ(0) = 1.5
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9.6. CAS STRICT-FEEDBACK : EXEMPLE 2
9.6 Cas Strict-Feedback : exemple 2
T = 0.2,c = 1.1,γ = 1.2


















Figure 9.22 – η(0) = −1, ξ(0) = 1
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Re´sultats nume´riques




















Figure 9.23 – η(0) = −2, ξ(0) = 2





















Figure 9.24 – η(0) = ξ(0) = −3
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Figure 9.25 – η(0) = ξ(0) = −5



















Figure 9.26 – η(0) = ξ(0) = −5
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Re´sultats nume´riques


















Figure 9.27 – η(0) = 2, ξ(0) = −2
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9.7. FORWARDING : EXEMPLE 1
9.7 Forwarding : exemple 1
β = 2 (les meˆmes phe´nome`nes s’observent dans chaque quadrant vis a` vis des signes
des valeurs des conditions initiales)



















Figure 9.28 – x1(0) = x2(0) = 0.3, T = 0.2
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Re´sultats nume´riques


















Figure 9.29 – x1(0) = x2(0) = 1, T = 0.5


















Figure 9.30 – x1(0) = x2(0) = 0.1, T = 0.7
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Figure 9.31 – x1(0) = x2(0) = 0.5, T = 0.7


















Figure 9.32 – x1(0) = x2(0) = 0.5, T = 1
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Re´sultats nume´riques
9.8 Commande adaptative : exemple 1
Donne´es : θ̂1(0) = 0.5, θ̂2(0) = 0.25, θ = 0.6, c = 1, T = 0.5















Figure 9.33 – x(0) = 1.5
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Figure 9.34 – x(0) = 1

















Figure 9.35 – x(0) = 0.5
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Figure 9.36 – x(0) = −0.5

















Figure 9.37 – x(0) = −1
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9.9. COMMANDE ADAPTATIVE : EXEMPLE 2
9.9 Commande adaptative : exemple 2
Donne´es : θ̂1(0) = 0.4, θ̂2(0) = 0.16, θ = 0.3, T = 0.05


























Figure 9.38 – x1(0) = 1, x2(0) = 1
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Re´sultats nume´riques






















Figure 9.39 – x1(0) = 1, x2(0) = −1
























Figure 9.40 – x1(0) = −1, x2(0) = 1
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Figure 9.41 – x1(0) = −1, x2(0) = −1
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