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a b s t r a c t
Clustering problems with relational constraints in which the underlying graph is a tree arise
in a variety of applications: hierarchical data base paging, communication and distribution
networks, districting, biological taxonomy, and others. They are formulated here as optimal
tree partitioning problems. In a previous paper, it was shown that their computational
complexity strongly depends on the nature of the objective function and, in particular, that
minimizing the total within-cluster dissimilarity or the diameter is computationally hard.
We propose heuristics that find good partitions within a reasonable time, even for instances
of relatively large size. Such heuristics are based on the solution of continuous relaxations
of certain integer (or almost integer) linear programs. Experimental results on over 2000
randomly generated instances with up to 500 entities show that the values (total within-
cluster dissimilarity or diameter) of the solutions provided by these heuristics are quite
close to the minimum one.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In many classification studies, given a set V of objects, one looks for clusters of V that are subject to constraints of different
kinds. While unconstrained clustering problems – where one looks for a “best” partition in the set of all possible partitions
of V – have been extensively investigated in the literature and have well-established applications in all knowledge domains,
constrained ones are still much less studied. However, this area is quickly developing, catalyzed by its vast potential for
applications. In particular, a special class of constraints has been studied by several authors, with slight differences from each
other and under different names: conditional clustering [14], relational constraints [5], contiguity constraints [18], connectivity
constraints [9].
The general idea is that a binary relation R is defined in V and a cluster C is declared to be feasible if the following property
holds: for any two objects x and y in C, there is a chain of objects x1, . . . xs belonging to C, such that
x ≡ x1R x2R . . . R xs−1R xs ≡ y.
For example, if the objects to be classified are counties in a region, one usually requires that each cluster be formed by
geographically contiguous counties. If the objects are records in a relational data base, every record should be relationally
accessible from any other record in the same cluster; and so on.
In this paper we shall restrict ourselves to reflexive and symmetric binary relations. Any such relation R can be effectively
represented by an undirected graphG (for the graph-theoretic terminology, cf. [4]). The node-set ofG is the set V of all objects;
the set E of edges of G contains all pairs (2-element sets) (x, y) such that xRy. A partition pi = {C1, . . . , Cp} of V is declared to
be feasible if, for each k = 1, 2, . . . , p, the subgraph G(Ck) induced by Ck is connected. This is the graph-theoretic counterpart
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of the notion of “feasible cluster” given above in relational terms. The set of all feasible partitions of V into p clusters will be
denoted by Πp(G).
In the present work we consider the particular case when the graph is a tree T = (V, E). Clustering problems on
trees arise in a variety of applications. Trees are employed to represent hierarchical data bases, and many communication
or distribution networks (LANs, pipelines, etc.) feature a tree-like structure [23,1]. Highway networks in many coastal
regions (such as Chile, Baja California, Libya, Madagascar, Malaysia, Southern New Zealand) are tree-shaped. In biological
classification, one wishes to group together affine taxa of a phylogenetic tree (see [12], Chap. 13). The Beckner–Simpson
condition that classification be consistent with phylogeny amounts to the requirement that such groups of taxa are the
clusters of a feasible partition of the tree.
In the case of a tree, by “cutting” (deleting) p − 1 edges, one obtains p subtrees, whose node-sets are the p clusters of a
feasible partition. Conversely, all feasible partitions into p clusters arise in this way.
As other authors do (see, e.g., [22,17,3]), we view clustering as a combinatorial optimization problem: with any partition
pi of V one can associate an indicator f (pi) of nonhomogeneity within clusters or separation between clusters. For example,
given a dissimilarity matrix D = [dij], where dij ≥ 0 for each pair (i, j) of objects, dii = 0 for all i and dij = dji for all (i, j), three
common such indicators are:
the inner dissimilarity (or total within-cluster dissimilarity)
ind(pi) =
p∑
k=1
∑
i,j∈Ck
dij, (1.1)
the diameter
diam(pi) = max
k=1,...,p
max
i,j∈Ck
dij, (1.2)
the radius
rad(pi) = min
k=1,...,p maxi,j∈Ck
dij, (1.3)
the split
split(pi) = min
ij:cl(i)6=cl(j)
dij (1.4)
where cl(m) is the unique cluster containing m.
Notice that minimizing the inner dissimilarity is equivalent to maximizing the outer dissimilarity
out(pi) = ∑
ij:cl(i)6=cl(j)
dij.
Then the general clustering problem with relational constraints can be formulated as follows:
find p¯i ∈ Πp(G) such that
f (p¯i) = min (or max) {f (pi) : pi ∈ Πp(G)} . (1.5)
Usually one minimizes ind(pi) or diam(pi) or rad(pi) to get homogeneous clusters, and maximizes split(pi) to get well-
separated clusters.
In a previous paper [15], the computational complexity of problem (1.5) for trees has been investigated. The central
question was: do there exist fast (i. e., polynomial-time) algorithms for solving (1.5)? For a comprehensive exposition of
complexity theory, the reader is referred to [7].
As it turns out, the complexity of problem (1.5) dramatically changes from one objective function f (pi) to another.
Actually, in the above paper it was shown that there is a cubic time algorithm for split maximization on trees, whereas
minimizing the inner dissimilarity or the diameter is NP-hard and thus, unless the widely supported P 6= NP conjecture is
false, problem (1.5) can be solved only by enumerative algorithms with exponential running time. This is unfortunately true
even for trivial trees such as stars! For such hard problems it is reasonable to look for fast approximation algorithms with
guaranteed relative error bound.
In Section 2 of the present paper, we formulate the problem of minimizing ind(pi) over Πp (T), where T is a tree, as an
integer linear program. Two heuristics based on this integer linear program are proposed and their performance is evaluated
in a set of test problems. The heuristics include two stages: Stage 1 consists in the (exact or approximate) solution of a
(continuous) linear program; Stage 2 starts from the solution obtained in Stage 1 and finds a feasible solution. Such heuristics
are fast enough so as to solve practical problems with relatively large size. After the execution of the heuristics, an upper
bound on the relative approximation error is available. The heuristics have the feature that, although they do not guarantee
the optimality of the final partition, optimality does hold in all those cases when Stage 2 is not needed. While other heuristics
(such as the greedy or the interchange ones) perform a local search and thus have a myopic nature, our heuristics take a
global approach, since they are based on the global solution of some optimization problem approximating the given one,
minpi∈Πp(T) ind(pi). In Section 3, a similar heuristic for the minimum diameter problem is described. Computational results
on more than 2000 test problems are reported in Sections 2 and 3 for the minimization of ind(pi) and diam(pi), respectively,
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indicating that the proposed heuristics achieve sharp bounds on the optimum within reasonable times. In Section 4 we
report on the results of a principal component analysis whose variables are the performance indicators of the heuristics
(bounds and running times), the tree topology, and the size parameters (number of vertices, number of clusters, maximum
degree of the vertices). Finally, in Section 5 our conclusions are presented.
2. Minimum inner dissimilarity clustering on trees
Given a tree T = (V, E)with V = {1, . . . , n}, an integer p, 1 < p < n and, for each pair of nodes i and j in V , a dissimilarity
index dij satisfying the above restrictions, we shall consider the following clustering problems, where the objective functions
are (1.1) and (1.2), respectively.
Min inner dissimilarity tree p-clustering
Find a feasible partition pi of T into p clusters that minimizes the inner dissimilarity.
Min diameter tree p-clustering
Find a feasible partition pi of T into p clusters that minimizes the diameter.
In the following we shall denote by A the set of all unordered pairs of elements of V and we shall always identify the
unordered pair ij with the ordered pair (i, j)where i < j. Moreover, for any (i, j) ∈ A, let Pij be the unique path between i and
j and let lij be the number of edges of Pij. To keep the notation simple, sometimes Pij is thought of as a set of edges. For any
ordered pair of nodes (i, j), i 6= j, let h(i; j) be the node adjacent to j in the path Pij. Notice that in general h(i; j) 6= h(j; i).
The above minimum inner dissimilarity problem will be dealt with in the present section, while the minimum diameter
one will be discussed in Section 3.
2.1. Formulation of the problem as an integer linear program
We define for each (i, j) ∈ A the following variable:
xij =
{
1 if i and j belong to the same cluster
0 otherwise.
Note that if (i, j) ∈ E, i. e., (i, j) is an edge, then one has:
xij =
{
1 if (i, j) is not cut
0 if (i, j) is cut.
In the following we shall call edge-variables the variables xij such that (i, j) ∈ E and non-edge-variables all the remaining ones.
In order to find the constraints of the model we firstly impose the cardinality constraint on the number of edges that are
cut: ∑
(i,j)∈E
xij = n− p. (cardinality)
Now we have to impose the restriction that the clusters be connected. For each (ij) ∈ A − E the following statement must
hold:
∃(h, k) ∈ Pij such that xhk = 0⇔ xij = 0.
The implication⇒ is equivalent to the following constraints:
xij ≤ xhk, (i, j) ∈ A− E, (h, k) ∈ Pij. (order)
The reverse implication⇐ is equivalent to the following constraint:∑
(h,k)∈Pij
xhk − xij ≤ lij − 1, (i, j) ∈ A− E. (closure)
Finally, by definition, the variables are subject to the integrality constraints and to the following constraints:
0 ≤ xij ≤ 1, (ij) ∈ A. (unit-interval)
The objective function is:∑
(i,j)∈A
dijxij.
We obtain the following formulation:
v∗ = min ∑
(i,j)∈A
dijxij
s.t. [cardinality, order, closure, unit-interval, integrality] .
(Inner)
This model has n(n−1)2 variables and O(n
3) constraints. In fact there is a variable for each pair (i, j) ∈ A. Moreover, for each
(i, j) ∈ A we have O(n) order constraints, hence the total number of order constraints is O(n3). Finally we have a closure
constraint for each (i, j) ∈ A− E; then the total number of closure constraints is O(n2).
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The following theorems allow us to find a more concise formulation of Inner.
Theorem 1. If all the variables xij are binary, then the closure and the order constraints imply the following O(n2) constraints:
xij ≤ xih(i;j), xij ≤ xh(i;j)j, 1 ≤ i < j ≤ n, (i, j) 6∈ E (s-order)
xih(i;j) + xh(i;j)j − xij ≤ 1, 1 ≤ i < j ≤ n, (i, j) 6∈ E (transitivity).
Proof. Order and closure⇒ s-order
If xih(i;j) = 1 then, since xij is binary, xij ≤ xih(i;j). If xih(i;j) = 0 then, by the closure constraint on (i, h(i; j)), there is a cut on
the path from i to h(i; j) and then also on the path from i to j; hence, by the order constraints, xij = 0 and then xij ≤ xih(i;j).
Moreover, xij ≤ xh(i;j)j is an order constraint, since (h(i; j), j) is an edge of Pij.
Order and closure⇒ transitivity
If xih(i;j) = 1 then, by the order constraints, xhk = 1 for each (h, k) in Pih(i;j). If also xh(i;j)j = 1 then, by the closure constraint
on (i, j), xij = 1. Hence we obtain the following implication
xih(i;j) = 1 and xh(i;j)j = 1⇒ xij = 1
which is equivalent to the transitivity constraint for (i, j). 
Theorem 2. If 0≤ xij ≤ 1 for all pairs (i, j), then the s-order constraints imply the order constraints and the transitivity constraints
imply the closure constraints.
Proof. For lij = 2 the s-order constraints coincide with the order ones and the closure constraints coincide with the
transitivity ones.
s-order⇒ order
Suppose that the order constraints are satisfied for all pairs r and s such that lrs ≤ t and consider all pairs i and j such that
lij = t + 1. By the inductive hypothesis we have:
xih(i;j) ≤ xrs, (r, s) ∈ Pih(i;j).
Hence the constraints
xij ≤ xih(i;j), xij ≤ xh(i;j)j
imply the order constraints on (i, j).
To illustrate how induction works, consider the following simple example. The tree is the path:
Suppose that the s-order constraints hold, and that we want to prove that x56 ≤ x12. Then the proof goes as follows:
x56 ≤ x45 ≤ x34 ≤ x23 ≤ x12,
where this chain of inequalities is derived from left to right.
transitivity⇒ closure
Assume that the closure constraints are satisfied for all the pairs r and s such that lrs ≤ t and consider all pairs i and j such
that lij = t + 1. By the inductive hypothesis the closure constraint holds for (i, h(i; j)):∑
(h,k)∈Pih(i,j)
xhk − xih(i;j) ≤ lih(i;j) − 1.
Moreover, the transitivity constraint holds for (i, j):
xih(i;j) + xh(i;j)j − xij ≤ 1.
By adding the two latter inequalities we obtain the closure constraint for (i, j). 
By Theorems 1 and 2 the following model is equivalent to Inner:
v∗ = min ∑
(i,j)∈A
dijxij
s.t. [cardinality, s-order, transitivity, unit-interval, integrality].
(S-Inner)
This model has the same variables as Inner, and O(n2) constraints.
In conclusion, we have obtained a “concise” formulation of the minimum inner dissimilarity clustering problem on a
tree as an integer linear program, that is, both the number of variables and the number of constraints are polynomial in the
number n of nodes of the tree (in Section 3, a result of the same kind will be obtained for the minimum diameter problem).
We know of no similar result for general graphs. In [9] an integer linear programming formulation for the maximum split
clustering on general graphs, involving exponentially many constraints, is given.
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2.2. The continuous relaxation
Consider the general integer programming problem:
min
{
f (x) : g(x) ≤ 0, x ∈ Zn} , (P)
where g : Rn → Rm, f : Rn → R, R and Z being the sets of reals and integers, respectively. The continuous relaxation of P
(denoted by P¯) is the (continuous) problem obtained by dropping the integrality constraints (this means that x ∈ Rn).
Let us consider the linear program given by the continuous relaxation of S-Inner:
vLP = min
∑
(i,j)∈A
dijxij
s.t. [cardinality, s-order, transitivity, unit-interval] .
(S-Inner)
From now on, the linear program S-Inner will be denoted LP for short. The optimal value of LP gives a lower bound of the
minimum inner dissimilarity; moreover, if its optimal solution is integral, then it is the optimal solution to S-Inner. Notice
that, under the assumption that all dissimilarities are strictly positive, vLP is also strictly positive in view of the cardinality
constraint.
If a linear program involves only order constraints, then all its basic feasible solutions are integral [20]; moreover
Marcotorchino and Michaud [16], report that linear programming problems involving only transitivity constraints and
where all variables take values in the interval [0,1] very frequently have integral solutions. Hence there is some hope that, in a
non-negligible number of cases, the linear program LP admits an integral optimal solution, or, at least, that the percentage of
fractional variables is small. In the former case, one has vLP = v∗; in the latter one, it is expected that usually the lower bound
on v∗ given by vLP is tight. The experiments described in Section 2.6 show that the percentage of integer-valued variables
in the optimal solution to LP is very high and a great many of these are persistent, that is, they retain the same value in
some optimal solution to the integer program S-Inner. We are particularly interested in edge-variables, since, as we shall
see in Section 2.3, at optimality the values of these variables uniquely determine the values of the remaining variables. In
the computational study of Section 2.6, it turns out that, in trees with small maximum degree of a vertex or for small values
of p, the average percentage of integral edge-variables in an optimal solution to S-Inner is very large. This fact provides the
ground for the highly effective heuristic RSI presented in Section 2.5.
Remark 1. The optimal value of Inner is equal to the minimum inner dissimilarity of a partition pi ∈ Πp(T), and hence it
follows that the cardinality constraint in Inner may be replaced by the inequality
∑
(i,j)∈E xij ≥ n−p. A similar remark applies
to S-Inner and to LP.
2.3. Some optimality properties and a convex nondifferentiable minimization approach
In the following we shall show that at the optimum of Inner or S-Inner or LP, every non-edge-variable xij can be expressed
as a simple function of the edge-variables xhk such that (h, k) is an edge of the path Pij. Moreover, we shall exhibit a model
equivalent to LP, involving only the n− 1 edge-variables, the cardinality and unit-interval constraints and having a convex
nondifferentiable objective function.
Recall that every feasible solution x to Inner or S-Inner or LP is nonnegative and satisfies the closure constraints of
Section 2.1. We shall say that x is slim if it satisfies the following equalities:
xij = max
0, ∑
(h,k)∈Pij
xhk − lij + 1
 , (i, j) ∈ A− E.
Notice that in any slim solution the values of the edge-variables uniquely determine the values of the non-edge ones.
Theorem 3. For any feasible solution x to Inner or S-Inner or LP, there is a slim feasible solution whose objective function value
is at least as good as that at x. Hence Inner, S-Inner and LP admit an optimal slim solution.
Proof. We shall prove a key statement.
Claim: given any optimal solution x to Inner or S-Inner or LP, then the following solution x¯ is optimal for Inner or S-Inner
or LP, respectively:
x¯ij =

xij, (i, j) ∈ E
max
0, ∑
(h,k)∈Pij
xhk − lij + 1
 , (i, j) ∈ A− E. (2.1)
Since the above solution is clearly slim, the thesis will ensue at once.
Obviously the solution x¯ given by (2.1) satisfies the non-negativity constraints and the cardinality ones.
Moreover, since
∑
(h,k)∈Pij xhk − lij + 1 =
∑
(h,k)∈Pij(xhk − 1)+ 1 ≤ 1, one has x¯ij ≤ 1.
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Let us show that x¯ satisfies the s-order constraints. In fact, this is obvious if x¯ij = 0; if, on the other hand, x¯ij > 0 then by
(2.1)
x¯ij =
∑
(h,k)∈Pij
xhk − lij + 1 =
∑
(h,k)∈Pih(i;,j)
xhk − (lij − 1)+ 1+ (xh(i;j)j − 1). (2.2)
Furthermore, from (2.1), one gets
x¯ih(i;j) ≥
∑
(h,k)∈Pih(i;j)
xhk − (lij − 1)+ 1. (2.3)
Moreover, since (h(i; j), j) ∈ E, then x¯h(i;j)j = xh(i;j)j; hence from (2.2) and (2.3) one has
x¯ih(i;j) + x¯h(i;j)j − x¯ij ≥ 1. (2.4)
Suppose that x¯ih(i;j) < x¯ij; then by (2.4) x¯ij + x¯h(i;j)j − x¯ij > 1 that is x¯h(i;j)j > 1 a contradiction; then x¯ih(i;j) ≥ x¯ij. In a similar way
we can show that x¯h(i;j)j ≥ x¯ij. Hence x¯ satisfies the s-order constraints.
Let us show now that x¯ satisfies the transitivity constraint for (i, j). Since it satisfies the s-order constraints, x¯ij > 0 implies
x¯ih(i;j) > 0, and thus the inequalities (2.3) and (2.4) hold with equality. Hence the transitivity constraint for (i, j) holds with
equality. On the other hand suppose that x¯ij = 0 and suppose that the transitivity constraint
x¯ih(i;j) + x¯h(i;j)j − x¯ij = x¯ih(i;j) + x¯h(i;j)j ≤ 1
is not satisfied. Then x¯ih(i;j) + x¯h(i;j)j > 1 and so x¯ih(i;j) > 0. Hence (2.3) is satisfied with equality:
x¯ih(i;j) =
∑
(h,k)∈Pih(i;j)
x¯hk − (lij − 1)+ 1.
By adding and subtracting x¯h(i;j)j to the r.h.s of the latter equality we obtain
x¯ih(i;j) =
∑
(h,k)∈Pih(i;j)
x¯hk − (lij − 1)+ 1+ x¯h(i;j)j − x¯h(i;j)j
=
 ∑
(h,k)∈Pij
x¯hk − lij + 1
+ 1− x¯h(i;j)j = bij + 1− x¯h(i;j)j, (2.5)
where bij =∑(h,k)∈Pij x¯hk − lij + 1. But, since x¯ij = 0, one has bij ≤ 0. Hence, by (2.5), x¯ih(i;j) + x¯h(i;j)j ≤ 1, a contradiction.
Moreover, since each variable appears in the objective function with a non-negative coefficient, the value of the objective
function in x¯ is no greater than the value of the objective function in x. Since x is optimal, x¯ must then be optimal as well.
Hence the claim, and thus the thesis, are established. 
Corollary 1. If the dissimilarities are strictly positive, any optimal solution to Inner or S-Inner or LP must be slim.
Corollary 2. If LP has an optimal solution where all edge-variables are binary, then it has an optimal binary solution.
Corollary 3. Both Inner and S-Inner can be solved as mixed integer linear programs: in fact, in view of Theorem 3, it is enough to
impose the integrality constraints only on the edge-variables.
Remark 2. When all edge-variables are binary, they define a set of cut edges, and hence a feasible partition of T. In this
partition, nodes i and j belong to the same subtree iff xij, as given by (2.1), is equal to 1. This observation provides a direct,
and more intuitive, way of computing the values of the non-edge-variables when the edge-variables are binary.
After Theorem 3, we can consider a new model which gives the same optimal solutions as Inner and S-Inner:
v∗ = min ∑
(i,j)∈A
dij max
0, ∑
(h,k)∈Pij
xhk − lij + 1

s.t. [cardinality, unit-interval, integrality] .
(Convex)
Similarly we can consider the continuous relaxation Convex of Convex, which gives the same optimal solutions as LP. The
feasible set C of Convex is a polyhedron with a very simple structure, being the intersection of an n-cube and a half-space.
In this way, we obtain a linearly constrained piecewise-linear convex minimization problem involving only the n − 1
edge-variables, which can be effectively solved by nondifferentiable convex minimization methods [6,8,10]. Essentially, we
trade nonlinearity for size in order to cope with the quadratic rate of growth of the number of variables and constraints,
which limits the practical applicability of our bounding technique to very large instances.
In particular, polynomial-time algorithms based on cutting plane methods can be designed. Without entering into
details of the implementation of such algorithms, we merely point out the following result which might turn out handy
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in developing cutting plane algorithms for Convex. For any given z, let us denote by C(z) the convex set in Rn−1formed by
those points x that belong to C and, in addition, satisfy the inequality f (x) ≤ z. A simple separation oracle for C(z) is given by
the following result.
Theorem 4. Assume that the test point ξ belongs to C \ C(z), so that f (ξ) > z. Let
Q =
(i, j) ∈ A : ∑
(h,k)∈Pij
ξhk > lij − 1

and
g(x) = ∑
(i,j)∈Q
 ∑
(h,k)∈Pij
xhk − lij + 1
 .
Then the hyperplane g(x) = z separates ξ from C(z).
Proof. For any y ∈ C, one has
g(x) = ∑
(i,j)∈Q
 ∑
(h,k)∈Pij
xhk − lij + 1
 ≤ ∑
(i,j)∈Q
max
0,
 ∑
(h,k)∈Pij
xhk − lij + 1

≤ ∑
(i,j)∈A
max
0,
 ∑
(h,k)∈Pij
xhk − lij + 1
 .
When x = ξ, from the definition of Q one has g(ξ) = f (ξ) > z. On the other hand, when x ∈ C(z) one gets g(x) ≤
f (x) ≤ z. 
2.4. What about Lagrangian relaxations?
In order to find good feasible solutions to S-Inner (or to the equivalent problems Inner and Convex), one may consider
alternative Lagrangian relaxations of S-Inner:
Cardinality Lagrangian Relaxation, with respect to the cardinality constraint,
Transitivity Lagrangian Relaxation, with respect to the transitivity constraints,
Cardinality and Transitivity Lagrangian Relaxation, with respect both to the cardinality and the transitivity constraints.
We are going to show that Cardinality Lagrangian Relaxation is NP-complete. To do so, we shall introduce a clustering
problem in which the dissimilarities may be negative and the cardinality of the partition is not fixed.
Min signed inner dissimilarity tree clustering [Min signed inner]
Given a tree T = (V, E), a real nonnegative threshold θ, and, for each pair i and j in V , a dissimilarity index dij, where dii = 0
and dij = dji, find a feasible partition of T whose inner dissimilarity is ≤ θ.
We shall restrict our attention to the following special case.
Min Restricted signed inner dissimilarity tree clustering [Min Restricted signed inner]
Given a tree T = (V, E), a real nonnegative threshold θ, and, for each ordered pair (i, j), i, j ∈ V , a dissimilarity index dij,
where dii = 0, dij = dji and dij ≥ 0 if (i, j) 6∈ E, find a feasible partition of T whose inner dissimilarity is ≤ θ.
We shall make use of two reductions:
(1) Clique is reducible to Min Restricted signed inner,
(2) Min Restricted signed inner is reducible to Cardinality Lagrangian Relaxation.
Theorem 5. Problem Min Restricted signed inner is NP-complete.
Proof. The proof is very similar to the one given in [15], for the min inner dissimilarity tree p-clustering problem with fixed
cardinality and non-negative dissimilarities. They exhibit a reduction from Clique, which is known to be NP-hard [7].
Clique
Given a graph G′ = (V ′, E′) and an integer k, 1 ≤ k ≤ n′ = |V ′|, is there a set K ⊆ V ′, with |K| ≥ k, such that K is a clique,
i.e., all nodes in K are pairwise adjacent?
Given an instance of Clique, we define an associated instance of Min Restricted signed inner. Let S be a star whose
center is node 0 and whose leaves are the nodes 1, . . . , n′, all adjacent to 0. Moreover, we define the dissimilarity matrix as
follows:
dij =

−1 if i = 0 or j = 0
0 if i, j ≥ 1 and (i, j) ∈ E′
1 if i, j ≥ 1 and (i, j) 6∈ E′.
Finally, define θ = −k. 
998 I. Lari et al. / Discrete Applied Mathematics 157 (2009) 991–1008
Theorem 6. Cardinality Lagrangian Relaxation is NP-complete.
Proof. With any instance of Min Restricted signed inner we associate an instance of the decision problem corresponding
to Cardinality Lagrangian Relaxation with the same tree as Min Restricted signed inner, the following multiplier and
dissimilarities
λ = max
{
0,− min
(h,h)∈E
dhk
}
d¯ij =
{
dij if (i, j) ∈ A− E
dij + λ if (i, j) ∈ E
and threshold θ+ λ(n− p). 
Remark 3. Since Min Restricted signed inner is a special case of Min signed inner, it follows from Theorem 5 that Min
signed inner is NP-complete as well.
Remark 4. As a matter of fact, Cardinality Lagrangian Relaxation and Min Restricted signed inner are mutually
reducible. Actually, Cardinality Lagrangian Relaxation is clearly a special case of Min Restricted signed inner. On the
other hand, the latter problem is reducible to the former, as shown in the proof of Theorem 6.
The relations between all the above problems are shown in the following diagram.
An NP-completeness result holds also for Transitivity Lagrangian Relaxation, with a similar reduction.
Cardinality and Transitivity Lagrangian Relaxation is solvable in polynomial time, since it is equivalent to a maximal
network flow problem [20]. One could then solve it for suitable, but fixed, values of the multipliers and adjust its optimal
(binary) solution if it does not satisfy the cardinality or the transitivity constraints. We implemented one such heuristic, but
a set of preliminary experiments failed to produce good quality bounds.
In conclusion, all the reasonable Lagrangian relaxations of S-Inner are either NP-hard themselves or lead to poor bounds;
hence, this line of research was abandoned.
2.5. Heuristics based on the continuous relaxation
In order to obtain better results, we consider two heuristics that use as “initial solution” the solution to LP. The former
one performs a greedy procedure, while the latter one requires the solution of a restricted S-Inner problem.
Greedy-LP heuristic
1. Solve LP. If the optimal solution x′ found is integral then STOP: x′ is optimal for S-Inner;
else let L and U be the set of indices of the edge-variables that in x′ are equal to 0 and 1, respectively, and let N be the set of indices
of the non integral edge-variables in x′.
2. For each (i, j) ∈ L ∪ U, let x∗ij = x′ij.
3. For each (i, j) ∈ N, let x∗ij = 1.
4. (Greedy procedure) While
∑
(i,j)∈E x∗ij > n− p do
choose an edge-variable xij and let x∗ij = 0, so that (i, j) ∈ N and the resulting inner dissimilarity is as small as possible.
Restricted-S-Inner heuristic
1. As Step 1. of the Greedy-LP heuristic.
2. Solve the following Restricted S-Inner problem
v∗ = min ∑
(i,j)∈A
dijxij
s.t. [cardinality, s-order, transitivity, unit-interval, integrality] (Restricted-S-Inner)
xij = x′ij, (i, j) ∈ L ∪ U.
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Remark 5. From Theorem 3 it follows that, similarly to Corollary 3, it is enough to impose the integrality constraints on the
variables xij, (i, j) ∈ E− (L ∪ U).
The Greedy-LP heuristic runs in polynomial time; the Restricted-S-Inner heuristic, theoretically speaking, may require
an exponential running time, since it involves the solution of a mixed integer linear program. However, in practice the latter
heuristic turns out to be reasonably fast for trees with small maximum degree of the vertices or when the number of clusters
is small. This can be explained by the fact that the number |E− (L∪ U)| of non integral edge-variables in Restricted-S-Inner,
due to high persistency, grows slowly as n increases.
In Section 2.6 the performance of the above heuristics will be compared with the performance of the Greedy heuristic
that starts from one cluster and then for p− 1 times cuts an edge in such a way that the decrease of the objective function
is maximum. In a previous paper [15] it was proved that this algorithm outputs a final partition whose outer dissimilarity,
in the worst case, is within about 37% of the maximum one.
2.6. Experimental results
The performance of the heuristics described in Section 2.5 has been evaluated on a set of randomly generated instances
with number of vertices up to 500. We considered four different types of trees: Paths, General trees, Caterpillars and Stars.
General trees have been randomly generated using Prüfer sequences [21], which provide a bijection between the set of
labelled trees with n vertices and the set of sequences of length n − 2 on the labels 1, . . . , n. The sequences have been
randomly generated from a uniform distribution. A tree is a caterpillar if the removal of all its leaves results in a path. Given
a caterpillar, we designate one of its longest paths as the body and the edges not lying in the body as the legs. We considered
caterpillars where the number of vertices of the body is 1/5 of the total number of vertices and for each leg (u, v), u is
uniformly sampled from the set of non leaf vertices of the body. The dissimilarities have been sampled from two integer
probability distributions, Uniform and Triangular, in the interval [1,40] with mode 13. For each combination of tree type,
dissimilarities distribution, n and p, we randomly generated 10 instances and computed the average of error bounds and
running times over them.
We implemented S-Inner, LP and the heuristics Greedy-LP and Restricted-S-Inner using the CPLEX 10.0 Callable Library
and the Delphi environment; the tests have been performed on a 1.83 GHz Intel Core Duo, 1 GB 667 MHz, Windows XP
operating system.
For each instance we tried to find an optimal solution within a time limit of 1800 s by solving S-Inner; moreover, LP was
solved, the heuristics Greedy, Greedy-LP and Restricted-S-Inner were run, and the following relative errors were computed:
– EG = νG−ν∗ν∗
– EGLP = νGLP−ν∗ν∗
– ERSI = νRSI−ν∗ν∗ ,
where νG, νGLP and νRSI are the values of the inner dissimilarity in the solutions given by the heuristics Greedy, Greedy-LP
and Restricted-S-Inner, respectively. In order to evaluate the solution of LP, we computed for each instance the following
indicators:
– ILP = percentage of integral edge-variables in the solution to LP;
– PLP = percentage of persistent edge-variables in the solution to LP.
In the following RTSI , RTG, RTLP , RTGLP and RTRSI , will indicate the running times in seconds of S-Inner, Greedy, LP, Greedy-LP
and Restricted-S-Inner, respectively.
In a first set of experiments we considered General trees and Uniform dissimilarities, n = 20, 40, 60, 80, 100, 200, 300,
400, 500 and p = 5, 10, n/2. While the cases p = 5, 10 have practical significance in clustering problems, the case p = n/2
has been considered only in order to evaluate the performance of the heuristics for a higher value of p, so as to get some
insights on the behavior of the heuristics as p increases.
Table 1 shows the results of these experiments. We were not able to solve S-Inner within the time limit of 1800 s when
n = 400, p = 10 and n = 500, p = 5, 10, so in these cases we ran only the heuristics. The percentage of integral edge-
variables was almost always greater than 50% (its average being about 82%). In particular, for a given value of n, ILP turned
out to decrease as p increases. Moreover, the percentage of persistent edge-variables is almost always close to the percentage
of integral edge-variables. The average relative errors of Restricted-S-Inner and Greedy-LP are 0.01 and 0.03 respectively and
decrease as p approaches n/2, while the average relative error of Greedy is 0.06 and increase when p is equal to n/2. The very
good performance of Restricted-S-Inner is a consequence of the good persistency of the optimal solutions to LP. Moreover,
Greedy-LP performs better than Greedy when p = n/2. On the other hand, when p = 5 or 10, Greedy is faster than the other
heuristics.
With the same pairs (n, p) as before, we considered General trees with Triangular dissimilarities, obtaining results similar
to the ones of Table 1 for General trees and Uniform dissimilarities.
A further set of experiments has been performed, again with the same pairs (n, p), on Caterpillars with Uniform
dissimilarities. In this case, when p = 5 or 10, the percentage of integral edge-variables in the solution produced by the
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Table 1
Average performances for General trees and Uniform dissimilarities
n p ILP PLP EG EGLP ERSI RTG (s) RTLP (s) RTGLP (s) RTRSI (s) RTSI (s)
20 5 73.16 71.05 0.0583 0.0031 0.0000 0.00 0.03 0.03 0.05 0.02
20 10 76.84 75.79 0.0445 0.0006 0.0000 0.00 0.03 0.02 0.04 0.02
40 5 83.59 72.56 0.0377 0.0263 0.0069 0.00 0.05 0.05 0.08 0.28
40 10 65.38 56.15 0.0523 0.0237 0.0070 0.00 0.05 0.05 0.13 0.21
40 20 63.08 62.31 0.0827 0.0555 0.0179 0.01 0.05 0.05 0.07 0.09
60 5 87.12 80.51 0.0549 0.0406 0.0153 0.01 0.19 0.19 0.26 1.20
60 10 75.76 65.08 0.0411 0.0383 0.0175 0.02 0.15 0.15 0.24 0.88
60 30 68.81 67.80 0.1064 0.0306 0.0012 0.05 0.17 0.17 0.22 0.27
80 5 89.49 81.65 0.0371 0.0438 0.0217 0.03 0.29 0.29 0.51 3.26
80 10 79.49 73.29 0.0494 0.0367 0.0130 0.05 0.39 0.40 0.80 3.75
80 40 75.44 71.90 0.1026 0.0256 0.0077 0.14 0.29 0.30 0.33 0.46
100 5 93.13 88.59 0.0553 0.0393 0.0181 0.06 0.65 0.66 0.83 5.59
100 10 81.31 75.66 0.0400 0.0440 0.0217 0.10 0.58 0.59 1.52 9.30
100 50 72.93 70.51 0.0818 0.0253 0.0083 0.42 0.54 0.58 0.62 0.92
200 5 96.08 93.32 0.0539 0.0322 0.0114 0.37 3.51 3.53 4.75 100.50
200 10 90.75 86.03 0.0427 0.0344 0.0178 0.63 4.34 4.39 7.37 147.82
200 100 67.54 65.48 0.0972 0.0233 0.0050 5.22 3.93 4.49 4.32 9.08
300 5 96.82 94.31 0.0444 0.0486 0.0260 1.14 11.26 11.30 14.89 581.34
300 10 93.34 89.82b 0.0510b 0.0461b 0.0135b 2.14 15.21 15.34 24.04 776.50b
300 150 68.60 67.49 0.1055 0.0237 0.0039 25.11 11.64 14.46 12.53 30.36
400 5 98.12 94.80c 0.0614c 0.0523c 0.0486c 2.63 29.24 29.29 32.53 1162.23c
400 10 95.34 – 0.2214a 0.1716a 0.1637a 2.11 40.07 40.16 61.83 –
400 200 68.65 66.74 0.0925 0.0178 0.0059 59.82 21.29 27.40 22.56 67.82
500 5 98.48 – 0.1606a 0.1134a 0.1020a 2.26 53.92 53.95 61.47 –
500 10 96.21 – 0.1892a 0.1530a 0.1409a 3.92 70.72 70.87 89.34 –
500 250 71.44 70.04 0.0977 0.0208 0.0047 174.98 81.80 122.64 83.91 232.23
a The relative errors have been computed w. r. t. the optimal value of the relaxation LP.
b Only 7 test problems have been solved to optimality within the time limit of 1800 s, so the average values have been computed for the tests solved to
optimality within the time limit.
c Only 4 test problems have been solved to optimality within the time limit of 1800 s, so the average values have been computed for the tests solved to
optimality within the time limit.
LP solver is large and when p = n/2 it is very small (less than 10%); the running times required to solve S-Inner are high and
we were not able to obtain an optimal integral solution within the time limit of 1800 s when n ≥ 200 and p = n/2.
In order to evaluate the influence of p on the performance of the heuristics with different types of trees, we ran a new set
of experiments on Paths, General trees, Caterpillars and Stars with Uniform dissimilarities, n = 100 and p = 10, 20, . . . , 90.
Note that the min inner dissimilarity problem is solvable in polynomial time on Paths, but we considered this type of trees
in order to better analyze the performances of the heuristics with respect to the structure of the tree. The experiments have
pointed out that when the tree is a star, S-Inner is very difficult to solve; in fact for Stars we obtained the optimal solution
within the time limit of 1800 s only for p = 10 and p = 90. In Fig. 1 the percentages of integral edge-variables in a solution to
LP are shown. Note that for Stars we were not able to compute the percentage of persistent edge variables for many values
of p; on the other hand, for the other types of trees, we observed that the percentage of integral edge variables is always
very close to the percentage of persistent ones and that they are highly correlated. Hence we can reasonably expect that
the graph of Fig. 1 is a good approximation of the graph we would have obtained with the percentages of persistent edge
variables. Different tree topologies result in a sharply different behavior. As a matter of fact, Paths feature a high percentage
for all p. On the other hand, in Stars and Caterpillars the above percentage falls sharply down until it gets close to zero as p
approaches n/2. Hence the maximum degree of a vertex can be taken as an indicator of the instance hardness.
In the following graphs we compare the results obtained for Paths, General trees and Caterpillars. While the percentage
of integral edge-variables is a critical factor in reducing the running times for getting the optimum, surprisingly it does not
affect much the quality of the solutions generated by the heuristics (see Figs. 2 and 3).
The experimental results pointed out that Paths are the easiest instances, followed by General trees, then Caterpillar
and finally Stars. We can explain these differences by analyzing the structure of the trees and the effect of the transitivity
constraints on the solution to LP. In a Path cutting a “central” edge disconnects a quadratic number of pairs of vertices,
while cutting an edge near one of the two extremities disconnects only a few vertices from the others. Hence the inner
dissimilarity obtained by cutting a central edge is in general considerably lower than the one obtained by cutting one of the
extreme edges. Also in General trees central edges are more convenient than “peripheral” ones; moreover General trees can
be easily decomposed into paths by a modest number of cuts, so many of the subproblems generated during the branch and
bound process are on Paths. Obviously this phenomenon becomes stronger as p/n increases. Stars are hard instances since
all the edges disconnect only one vertex from the others and all the subproblems are again on Stars. For Caterpillars, when p
is small with respect to n, the central edges are more convenient, but when p/n is high many subproblems are on Stars and
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Fig. 1. Integral edge-variables in a solution to LP (n = 100).
Fig. 2. Running times to solve S-Inner (n = 100).
so are hard. The transitivity constraints for paths of length two enhance the propagation of fractional values in the solution
to LP. In fact, if the transitivity constraint
xih + xhj ≤ 1+ xij, (i, h), (h, j) ∈ E
is active in a given solution x to LP and xih is fractional, then xhj cannot be equal to zero and is equal to one if and only if
xih = xij; hence it is likely that also xhj is fractional. Note that in Stars, for each pair of edges there is a transitivity constraint
containing both the corresponding edge-variables. Moreover, when p is small, the cardinality constraint of LP forces many
edge-variables to be equal to one. Similarly, when p is large, many edge-variables must be equal to zero. On the contrary,
if p is near n/2 the number of fractional edge-variables can be large. For Caterpillars and Stars the number of fractional
edge-variables in a solution to LP is augmented by transitivity constraints for paths of length two so, if p is near n/2, the
percentage of non integral edge-variables is very large and the instances are harder. For General trees the influence of the
transitivity constraints is weakened by the fact that, as observed above, as p increases the instances become easier.
We can conclude that the performance of Restricted S-Inner is very good for General trees, that is when the maximum
degree of a vertex is small, and the relative errors are very small for high values of p. For Caterpillars and Stars, that is on
trees with large maximum degree of a vertex, Greedy seems to perform better since its relative errors are comparable to the
ones of Restricted S-Inner but the running times are considerably smaller.
3. Minimum diameter clustering on trees
3.1. A mixed integer linear programming model and its continuous relaxation
In the case of minimum diameter tree p-clustering we can refer to the same variables and the same constraints as in the
model S-Inner. The objective function, to be minimized, is:
max
(i,j)∈A
dijxij.
As usual, since this is a min-max problem, one can obtain a mixed integer linear programming formulation by introducing
a new real-valued variable z and |A| new constraints
w∗ = min z
s.t. z ≥ dijxij, (i, j) ∈ A
[cardinality, s-order, transitivity, unit-interval, integrality].
(S-Diameter)
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Fig. 3. Relative errors of the heuristics (n = 100).
This model has n(n−1)2 + 1 variables and O(n2) constraints. Its continuous relaxation is:
wLP = min z
s.t. z ≥ dijxij, (i, j) ∈ A
[cardinality, s-order, transitivity, unit-interval] .
(S-Diameter)
A result similar to that of Theorem 3 holds, and its proof is also similar.
Theorem 7. For any feasible solution x to S-Diameter or S-Diameter, there is a slim feasible solution whose objective function
value is at least as good as that at x. Hence both S-Diameter and S-Diameter have an optimal slim solution.
As in the case of Inner the following corollaries hold.
Corollary 4. If S-Diameter has an optimal solution where all edge-variables are binary, then it has an optimal binary solution.
Corollary 5. In the formulation of S-Diameter it is enough to impose integrality constraints on the edge-variables only.
As before, according to Theorem 7, we can consider a new model equivalent to S-Diameter:
w∗ = min max
(i,j)∈A
dij max
0, 1− lij + ∑
(h,k)∈Pij
xhk


s.t. [cardinality, unit-interval, integrality] .
Similarly we can consider the continuous relaxation of the latter problem, which gives the same optimal solutions as
S-Diameter.
The mixed integer linear programming model S-Diameter and its continuous relaxation do not have the same good
features as S-Inner and LP, because of the constraints on the variable z. It is possible, however, to solve the min diameter
p-clustering problem by solving O(log n) mixed integer linear programs having only s-order, transitivity, unit-interval and
integrality constraints. Given an integer s ≥ 0, let pi(s) be a feasible partition of T with diameter at most s and minimum
number of clusters m(s). The following result holds:
Remark 6. For each M, m(s) ≤ M ≤ n, there is a feasible M-partition pi whose diameter is at most s, and pi can be obtained
from pi(s) by splitting some cluster with at least 2 nodes into two nonempty clusters, and iterating this process until the
desired number M of clusters is achieved.
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Let S be the set of the values of the dissimilarities ordered by increasing values. Since m(s) is not increasing in s, in order
to find the minimum diameter partition of given cardinality p we have to find the smallest value s∗ in S such that m(s∗) ≤ p.
If m(s∗) < p then, by Remark 6, it suffices to split p − m(s) clusters to obtain a partition into p clusters. Hence one can
compute s∗ by performing a binary search on the values in S and, for each value of s computed during such procedure, by
finding a partition pi with diameter at most s and minimum number m(s) of clusters. In order to solve the latter problem
we consider the following mixed integer linear problem involving only s-order, transitivity, unit-interval and integrality
constraints (again, only on the edge-variables):
u∗ = max ∑
(ij)∈E
xij
s.t. [s-order, transitivity, unit-interval, integrality]
xij = 0, for all (i, j) ∈ A such that dij > s.
(Threshold(s)).
The latter problem is NP-hard: in fact by solving it O(log n) times, one would solve the minimum diameter p-clustering
problem on trees. We will call such a procedure Exact Binary Search. Using this procedure we were able to solve almost all
the instances with n = 300. As a matter of fact, exploiting the last constraints of the above problem one can significantly
reduce the number of its variables.
3.2. Heuristic based on the continuous relaxation of Threshold(s)
One can find a feasible solution to the minimum diameter tree p-clustering problem by a binary search on the optimal
solution to the linear program given by the continuous relaxation of Threshold(s) and then by executing a greedy procedure.
Binary Search–Greedy heuristic
1. Find the set S = {s1, . . . , s|A|} of the values of the dissimilarities in non decreasing order.
2. (Binary search)
Let a := 1 and b := |A|.
Let q+ := n− 1, s+ := s|A| and x+ij := 1 for each (i, j) ∈ A.
While a ≤ b do
Let h :=
⌊
(a+b)
2
⌋
.
Solve the continuous relaxation of Threshold (sh).
Let x∗ be an optimal solution and let q :=∑(i,j)∈E x∗ij .
If q ≥ n− p then
Let b := h− 1
Let q+ := q, s+ := sh and x+ij := x∗ij for each (i, j) ∈ A
else
Let a := h+ 1.
3. Let N be the set of indices of the non integral edge-variables in x+.
If
∑
(i,j)∈E−N x
+
ij ≥ n− p then
For each (i, j) ∈ N, let x+ij := 0.
While
∑
(i,j)∈E x
+
ij > n− p do
pick an edge-variable xij such that x
+
ij = 1 and let x+ij := 0.
STOP(∗): the values x+ij of the edge-variables define an optimal p-partition of T.
else
For each (i, j) ∈ N, let x+ij := 1.
(Greedy procedure)
While
∑
(i,j)∈E x
+
ij > n− p do
Let x+ij := 0, where the edge-variable xij is chosen so that (i, j) ∈ N and the resulting maximum diameter is as small as
possible.
STOP: the values x+ij of the edge-variables define a p-partition of T.
(∗) By Remark 6 and the fact that s+ is a lower bound of the minimum maximum diameter, it is easy to see that x+ minimizes
the maximum diameter
In the following we shall call the binary search performed in Step 2 Linear Binary Search.
In Section 3.3 the performance of the Binary Search-Greedy heuristic will be compared with the performance of the
Greedy heuristic that starts from a single cluster and then for p−1 times cuts an edge such that the decrease of the objective
function is maximum.
3.3. Experimental results
In the numerical tests we have run in order to assess the performance of the above algorithms for the minimum diameter
problem, the experimental plan as well as the hardware and software environment were the same as in Section 2.6, except
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Table 2
Average performances for general trees and uniform dissimilarities
n p ILBS PLBS EG EBSG RTG (s) RTLBS (s) RTBSG (s) RTEBS (s)
20 5 93.68 86.32 0.0160 0.0000 0.00 0.01 0.01 0.04
20 10 97.89 92.63 0.0850 0.0000 0.00 0.00 0.00 0.02
40 5 92.56 91.03 0.0059 0.0015 0.00 0.08 0.08 0.45
40 10 88.21 81.03 0.0454 0.0009 0.01 0.04 0.04 0.16
40 20 95.64 88.21 0.1805 0.0158 0.01 0.02 0.02 0.09
60 5 93.90 92.37 0.0017 0.0000 0.01 0.35 0.35 1.77
60 10 93.39 87.63 0.0166 0.0015 0.02 0.27 0.27 1.01
60 30 94.58 85.59 0.2477 0.0098 0.03 0.06 0.06 0.20
80 5 98.23 93.80 0.0014 0.0000 0.02 1.51 1.51 5.22
80 10 94.05 90.00 0.0107 0.0000 0.04 0.68 0.68 2.18
80 40 94.43 86.84 0.2433 0.0173 0.11 0.19 0.19 0.51
100 5 97.47 94.85 0.0011 0.0000 0.04 1.41 1.41 11.52
100 10 95.96 91.21 0.0066 0.0016 0.09 0.98 0.98 5.98
100 50 95.05 84.85 0.2264 0.0304 0.19 0.25 0.25 0.68
200 5 99.20 95.03 0.0001 0.0000 0.25 16.35 16.35 255.06
200 10 98.14 94.62 0.0018 0.0000 0.52 14.34 14.35 130.30
200 100 95.18 85.33 0.2698 0.0319 3.95 2.53 2.54 5.27
300 5 99.20 94.27b 0.0002b 0.0000b 0.83 146.90 146.91 1523.16b
300 10 99.13 95.35 0.0009 0.0000 2.04 56.50 56.51 855.32
300 150 94.52 86.25 0.2745 0.0759 13.73 6.61 6.66 11.83
400 5 99.55 – 0.000a 0.0000a 1.81 456.95 456.95 –
400 10 99.20 – 0.0005a 0.0001a 3.52 186.02 186.03 –
400 200 94.84 86.59 0.2852 0.1503 36.99 13.92 14.02 21.47
500 5 99.88 – 0.0001a 0.000a 3.50 685.89 685.89 –
500 10 99.18 – 0.0002a 0.000a 7.23 383.10 383.12 –
500 250 94.27 84.35 0.3093 0.1765 106.40 28.76 29.07 37.40
a The relative errors have been computed w.r.t. the lower bound given by the Linear Binary Search.
b Only 8 test problems have been solved to optimality within the time limit of 1800 s, so the average values have been computed for the tests solved to
optimality within the time limit.
that in the test problems each dissimilarity has been randomly generated in the interval [1, 2000000] and the Triangular
integer distribution has mode equal to 666667.
For each instance, we tried to find an optimal solution within a time limit of 1800 s by running the Exact Binary Search
algorithm (see Section 3.1), and the Greedy and Binary Search-Greedy heuristics were executed. Moreover, the following
relative errors have been computed:
– EG = wG−w∗w∗
– EBSG = wBSG−w∗w∗ ,
where wG, wBSG are the values of the maximum diameter in the solutions given by the Greedy and Binary Search-Greedy
heuristics, respectively. We computed for each instance the following indicators:
– ILBS = percentage of integral edge-variables in x+,
– PLBS = percentage of persistent edge-variables in x+,
where x+ is the solution obtained by Linear Binary Search. Moreover RTG, RTLBS, RTBSG and RTEBS, will indicate the running
times in seconds of Greedy, step 1. and step 2. of Binary Search-Greedy, Binary Search-Greedy and Exact Binary Search,
respectively.
The experimental results are shown in Table 2 and Figs. 4–6.
Much of what has been previously said with reference to the inner dissimilarity remains true also for diameter, hence in
the following we merely point out at the differences between these two cases:
– the running times to get an optimal solution abruptly decrease as p grows and afterward they become stable;
– the relative errors of the heuristics are much smaller for small values of p, but when p approaches n/2 they become larger
and in this case they grow with n as well;
– Caterpillars suffer less from the “p = n/2” syndrome of Fig. 2.
The following comments give some insights on the heuristics behavior described above. When p is large, in the Binary
Search many variables are set to zero, so the number of variables of the linear (integer) programs to be solved is relatively
small and the average number of integral edge-variables in the solution given by Linear Binary Search is large. When p is
small the average number of variables set to zero is small, but, since the objective function to be maximized is the sum
of the edge-variables, the percentage of edge-variables equal to one in the optimal solution to the linear program is large.
If p is near n/2 the average number of variables set to zero in the linear programs is intermediate; in this case, for General
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Fig. 4. Integral edge-variables in the solution obtained with Linear Binary Search (n = 100).
Fig. 5. Running times of Exact Binary Search (n = 100).
Fig. 6. Relative errors of the heuristics (n = 100).
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trees and Caterpillars the number of fractional edge-variables is always small, while for Stars the influence of the transitivity
constraints on paths of length two (see Section 2.6) increases the number of fractional edge-variables.
To sum up, both Greedy and Binary Search-Greedy perform very well for small values of p, even if the running times
of Greedy are smaller. On the other hand, for larger values of p, the relative errors of Binary Search-Greedy are smaller for
General trees and comparable for Caterpillars.
4. A principal component analysis perspective
In order to gain further insights on the relations between errors, running times and the parameters n, p, and∆ (=maximum
degree of a vertex), a Principal Component Analysis (PCA) was performed. This technique, borrowed from Data Analysis,
examines input matrices Ah,k whose h rows represent observations (in our case the individual runs) and whose k columns
represent attributes or variables measured on the observations (in our case, size and structure parameters along with
performance indicators). The target is to pinpoint connections and potential correlations existing between variables, so that
they can be visualized on suitable maps (the so-called conceptual maps). Actually, starting from an algebraic description of
the problem as an optimization one, one exploits its solution to obtain a synthetic and insightful geometric representation
of the data [13].
The roots of PCA may be traced back to the end of the 19th century, with the early studies in psychometrics, subsequently
carried on and broadened by Pearson [19] and Hotelling [11]; however, the inherent computational difficulties slowed down
the progress of PCA until the appearance of the electronic computer.
From a geometric viewpoint, the goal of PCA is to represent, starting from the input matrix Ah,k, the h row vectors as points
in a k-dimensional space Rk; or, alternatively, the k column vectors as points of Rh. Algebraically, the problem is tantamount
to the computation of the eigenvalues and eigenvectors of the matrix Skk = A′A (essentially, the correlation matrix of the k
variables). Having in mind the objective of getting an optimal synthetic representation of the information contained in the
initial matrix, one computes the principal components as those linear combinations of the k given variables that maximize
the “explained variance”, subject to the constraint of being orthogonal to each other.
Due to the relative ease of performing these calculations with the help of today’s hardware and software technology, PCA
has become very popular in a host of applications, especially when the presence of massive data calls for preliminary pre-
processing without any a priori assumption on the data. Application areas range from economics and finance to the different
branches of engineering, from human and social sciences to medicine and biology, and in general to machine learning and
data mining. We are not aware, though, of previous applications to the comparative evaluation of algorithm performance.
Nowadays, reliable subroutines for PCA under several user options are included in all the main statistical packages, such
as SAS, SPSS, MINITAB, STATISTICA, SPAD, as well as in widespread scientific software like MATLAB, GAUSS, MATHEMATICA,
R, S. In our case the public domain library ade4 [2] of R was used.
The variables taken into consideration were:
* Size parameters: n, p,∆
* Performance indicators: EG, E, T
(we set E = EGLP and T = RTSI for the inner dissimilarity and E = EBSG and T = RTEBS for the diameter)
* Categorical variables: TYPE
(TYPE= InnerGen, InnerCat, DiaGen, DiaCat; TYPE is a describer of the objective function and of the subclass of instances).
We analyzed the outcome of the runs on General trees and Caterpillars, with a Uniform dissimilarity distribution, n = 20,
40, 60, 80, 100, 200, 300, 400, 500 and p = 5, 10, n/2, ignoring those combinations of parameters where the exact optimum
was not reached within the given time limits in all the instances.
The PCA analysis pinpointed 3 components with overall 87.22% explained variance. The outcome is shown in Figs. 7 and 8,
representing the factor maps in the planes of the components 1, 2 and 1, 3, respectively. The representation of the variables
in these planes provides a useful graphical synthesis of the correlation matrix.
Fig. 7 indicates the strong correlation between the first component and n, E, T, while the second component, which is by
construction uncorrelated to the first one, is more correlated to p and EG (since in the graph they are near to the correlation
unit ellipse).
Furthermore, the first two components are perfectly able to discriminate Inner from Diameter instances, as well as
Uniforms trees from Caterpillars.
Fig. 8 shows the correlation between the 3rd component and ∆, which is markedly uncorrelated to the first two
components, and shows that∆ can discriminate Caterpillar instances, although T seems to be almost unaffected by∆.
Both the figures show that the centers of gravity of the statistical units (runs) of the 4 categories of TYPE are perfectly
distributed among the 4 quadrants. This confirms the excellent explicative power of the 3rd principal components.
5. Conclusions
In the present paper we have introduced “concise” mixed integer linear programming formulations of the minimum
inner dissimilarity and of the minimum diameter problems in trees. Integer Linear Programming formulations for the
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Fig. 7. Factor map in the plane of the components 1 and 2.
Fig. 8. Factor map in the plane of the components 1 and 3.
maximum split problem on arbitrary graphs, although with exponentially many constraints, had been presented in [9]. Our
formulations for trees allow one to solve to optimality, relying on a standard optimization package, instances with up to 500
entities within a reasonable running time, while for larger problems the running times may become excessive. Moreover,
our approach gives an a posteriori bound on the relative errors based on the solution of the linear programming relaxations.
The above experimental results show that the optimal solutions to the continuous relaxations of these mixed integer linear
programs have a high percentage of integral variables and of persistent ones in trees with small maximum degree of the
vertices. For these trees the heuristics based on the solution of such continuous relaxations perform better than the greedy
heuristic and give very good solutions to instances with up to 500 entities within a small or moderate amount of time. On
the other hand, for trees with high maximum degree the greedy heuristic is comparable with the other heuristics.
The above mixed integer linear programs have O(n2) variables and O(n2) constraints, so the size of the problems we can
afford is limited, but the nonlinear convex formulation given in Section 2.3, involving only n − 1 variables, might allow
one to (approximately) solve problems of higher size using e.g. the analytic center or the volumetric center cutting plane
algorithms in [8,24]. An experimental comparison of the performances of linear vs. nonlinear programming algorithms for
the two clustering problems dealt with in this paper stands as an interesting area of future research.
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