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ABSTRAK
Tugas akhir ini menjelaskan tentang peramalan volume penjualan mobil Mitsubishi pada PT. Suka
Fajar Pekanbaru dengan menggunakan metode Box-Jenkins. Tujuan penelitian ini adalah untuk
menentukan model peramalan volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru.
Data yang digunakan diambil dari bulan Januari 2006 sampai dengan bulan September 2011 yaitu
sebanyak 69 data. Hasil yang diperoleh menunjukkan bahwa model ARIMA(2,1,0) adalah model
yang sesuai untuk peramalan volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru.
Hasil peramalan menunjukkan bahwa volume penjualan mobil Mitsubishi mengalami turun naik
selama periode Oktober 2011 sampai dengan Juli 2012.
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1.1 Latar Belakang Masalah
Kemajuan ilmu pengetahuan dan teknologi pada saat sekarang ini semakin
berkembang pesat, sehingga banyak penemuan-penemuan penting di dalam
berbagai bidang ilmu. Dalam perencanaan dan evaluasi hasil penelitian secara
statistik dibidang teknologi, memungkinkan kita melakukan perbaikan dan
penyempurnaan terhadap hasil penemuan yang berguna bagi umat manusia.
Usaha perusahaan-perusahaan industri untuk mengendalikan kualitas secara
statistik tidak saja akan mempertahankan kualitas produk industri pada tingkat
standar, namun juga akan bisa memperbaiki kualitas barang-barang produksinya.
Dengan menggunakan metode statistik saat ini akan membantu pemimpin
perusahaan dalam proses pengambilan keputusan dan bahkan merupakan hal yang
sangat penting dalam pembelian bahan, penggudangan, penentuan jumlah
produksi, pengawasan administrasi, penaksiran volume penjualan dimasa
mendatang dan lain-lain sebagainya. Terutama pengambilan keputusan secara
ekonomis sangat dibutuhkan oleh perusahaan tersebut (Dajan, 1986).
Meningkatkan penjualan dan memperoleh keuntungan yang sebesar-
besarnya merupakan tujuan utama sebuah perusahaan. Oleh karena itu, jumlah
penjualan akan dijadikan salah satu tolak ukur keberhasilan suatu perusahaan.
Untuk mencapai tujuan tersebut, perusahaan harus mempunyai perencanaan yang
matang. Dalam menentukan atau membuat suatu perencanaan dibutuhkan dasar
dan landasan yang kuat yang sesuai dengan situasi yang ada atau yang sudah
terjadi (Candra, A. P, 2005).
Peramalan penjualan sangat dibutuhkan oleh perusahaan sebagai dasar
pengambilan keputusan untuk meningkatkan kuantitas penjualannya. Hal ini juga
dilakukan oleh PT. Suka Fajar. Perusahaan PT. Suka Fajar merupakan suatu
perusahaan yang bergerak dalam bidang penjualan mobil Mitsubishi. Sebagai
suatu perusahaan yang besar, PT. Suka Fajar perlu mengetahui volume penjualan
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mobil Mitsubishi untuk periode berikutnya dengan cara meramalkan volume
penjualannya berdasarkan data-data yang dimiliki dari periode-periode
sebelumnya.
Berdasarkan uraian di atas, maka penulis ingin meramalkan volume
penjualan mobil Mitsubishi dengan menggunakan metode peramalan, yaitu
metode Box-Jenkins. Untuk itu, penulis tertarik mengambil judul “Penerapan
Metode Box-Jenkins untuk Forecasting Volume Penjualan Mobil Mitsubishi
Pada PT. Suka Fajar Pekanbaru”
1.2 Rumusan Masalah
Berdasarkan latar belakang tersebut maka rumusan masalahnya yaitu
“Bagaimana menentukan hasil peramalan volume penjualan mobil Mitsubishi
pada PT. Suka Fajar Pekanbaru pada waktu yang akan datang dengan
menggunakan metode Box-Jenkins”.
1.3 Batasan Masalah
Batasan masalah dalam penelitian ini adalah:
a. Metode yang digunakan dalam penelitian ini adalah metode Box-Jenkins
yang stasioner dan non stasioner.
b. Data yang digunakan adalah data volume penjualan mobil Mitsubishi di PT.
Suka Fajar Pekanbaru dari Tahun 2006 sampai 2011.
c. Menentukan hasil peramalan volume penjualan mobil Mitsubishi pada PT.
Suka Fajar Pekanbaru dari bulan Oktober 2011 sampai bulan Juli 2012.
1.4 Tujuan Penelitian
Adapun tujuan yang ingin dicapai dalam penelitian ini adalah:
a. Mengetahui model yang sesuai untuk meramalkan volume penjualan mobil
Mitsubishi pada PT. Suka Fajar Pekanbaru berdasarkan data yang diperoleh.
b. Mengetahui hasil peramalan volume penjualan mobil Mitsubishi pada PT.
Suka Fajar Pekanbaru dengan menggunakan model peramalan terbaik.
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1.5 Manfaat Penelitian
Manfaat yang dapat diambil dalam penelitian ini adalah:
a. Membuka cakrawala pembaca khususnya mahasiswa dalam mengaplikasikan
metode Box-Jenkins.
b. Dapat dijadikan sebagai bahan pertimbangan dalam mengambil suatu
keputusan dan dapat mengetahui hasil peramalan volume penjualan mobil
Mitsubishi pada PT. Suka Fajar Pekanbaru untuk periode-periode selanjutnya.
1.6 Sistematika Penulisan
Adapun sistematika penulisan tugas akhir ini terdiri dari beberapa bab, yang
memberikan gambaran secara menyeluruh, yaitu:
BAB I Pendahuluan
Bab ini berisikan tentang gambaran umum isi tugas akhir yang
meliputi latar belakang masalah, rumusan masalah, batasan masalah,
tujuan penelitian, manfaat penelitian dan sistematika penulisan.
BAB II Landasan Teori
Bab ini berisikan tentang penjelasan dasar metode Box-Jenkins yang
mendukung dalam menentukan model terbaik untuk peramalan data
volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru.
BAB III Metodologi Penelitian
Bab ini berisikan langkah-langkah atau prosedur untuk memodelkan
data volume penjualan mobil Mitsubishi pada PT. Suka Fajar
Pekanbaru dengan menggunakan metode Box-Jenkins.
BAB IV Pembahasan
Bab ini berisikan tentang hasil yang diperoleh pada pemodelan
volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru
dengan metode Box-Jenkins.
BAB V Penutup




Bagian ini akan membahas tentang penjualan, konsep dasar analisa runtun
waktu, metode Box-Jenkins, model data stasioner, model data non-stasioner dan
tahap-tahap membangun model estimasi.
2.1 Penjualan
Penjualan adalah suatu usaha yang dilakukan produsen untuk memindahkan
barang atau jasa yang telah dihasilkannya kepada konsumen yang membutuhkan
barang tersebut dengan harga yang sesuai dan dapat memberikan keuntungan pada
produsen tersebut (Assauri, 2007).
Pada umumnya, sebuah perusahaan mempunyai tujuan untuk meningkatkan
laba yang diperolehnya supaya perusahaan tersebut bisa bertahan dalam jangka
waktu yang lama. Dalam rangka pencapaian tujuan yang telah dirancang, maka
setiap perusahaan perlu mengarahkan kegiatan usahanya untuk menghasilkan
produk yang dapat memberikan kepuasan kepada konsumen.
2.2 Konsep Dasar Analisa Runtun Waktu (Time Series)
Halim (2006) memberikan pengertian bahwa sebuah runtun waktu adalah
suatu himpunan pengamatan yang berurutan dalam waktu. Tujuan analisis runtun
waktu adalah memahami dan menjelaskan mekanisme tertentu, meramalkan suatu
nilai dimasa depan. Metode runtun waktu ini dapat diterapkan pada bidang
ekonomi, bisnis, industri, teknik dan ilmu-ilmu sosial.
Secara umum, data menurut jenisnya dapat dibagi menjadi dua tipe, yakni
data kualitatif dan data kuantitatif. Lebih lanjut data kuantitatif dapat dibagi lagi
menjadi dua bagian (Santoso, 2009):
1. Data time series, yakni data yang ditampilkan berdasarkan waktu, seperti data
bulanan, mingguan, harian atau jenis waktu yang lain. Sebagai contoh yaitu
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data penjualan bulanan mobil di daerah A dari Tahun 2006 sampai dengan
2011.
2. Data cross-sectional, yakni data yang tidak berdasarkan waktu tertentu, namun
data pada satu (titik) waktu tertentu. Sebagai contoh yaitu data biaya promosi
di sepuluh area pemasaran produk X selama bulan Januari 2011.
2.3 Metode Box-Jenkins
Metode Box-Jenkins dikenalkan pada Tahun 1960-an oleh George E. P. Box
dan Gwlym M. Jenkins, sejak saat itu metode Box-Jenkins sering digunakan.
Dasar pemikiran metode Box-Jenkins adalah pengamatan sekarang ( )
tergantung pada satu atau beberapa pengamatan sebelumnya ( ). Metode Box-
Jenkins ini dibuat karena secara statistik ada korelasi (dependen) antar deret
pengamatan. Untuk melihat adanya dependensi antar pengamatan, kita dapat
melakukan uji korelasi antar pengamatan yang dikenal dengan autocorrelation
function (ACF) (Iriawan, 2006).
Dalam penelitian tugas akhir ini penulis hanya akan memaparkan tentang
metode Box-Jenkins yang stasioner, yaitu model AR(p), model MA(q), model
ARMA(p,q) dan model non stasioner yaitu model ARIMA(p,d,q).
2.3.1 Model Data Stasioner
Data stasioner adalah data yang sepanjang waktu tidak berubah atau
konstan, dengan kata lain data yang sedemikian hingga semua sifat-sifat
statistiknya (mean dan varian) tidak berubah seiring dengan berubahnya waktu.
a. Model Autoregressive atau AR(p)
Apabila plot ACF turun eksponensial atau senusoida menuju 0 dengan
bertambahnya k dan plot PACFnya cut off setelah lag p, maka model yang
digunakan adalah model AR(p), secara umum model autoregressive tingkat p
(AR(p)) didefinisikan sebagai (DeLurgio, 1998):= ∅ + ∅ + ∅ +⋯+ ∅ + (2.1)
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dengan
adalah data pada waktu , = 1,2,3, … ,
adalah data pada periode − , = 1,2,3, … ,
adalah error pada periode∅ adalah konstanta∅ adalah parameter AR tingkat i, i = 1,2,3,…,p
Sebagai contoh yaitu model autoregressive tingkat 3 (AR(3)) didefinisikan
sebagai: = ∅ + ∅ + ∅ + ∅ + (2.2)
dengan
adalah data pada periode , = 1,2,3, … ,
adalah data pada periode − ; = 1,2,3∅ adalah parameter AR tingkat i, i = 1,2,3
adalah error pada periode
Selanjutnya untuk model AR(4), AR(5) dan seterusnya sampai ke tingkat p,
dapat ditulis model-modelnya dengan melihat model umum pada persamaan (2.1).
b. Model Moving Average atau MA(q)
Apabila plot ACFnya cut off setelah lag q dan plot PACFnya turun
eksponensial atau sinusoida, maka model yang digunakan adalah model MA(q),
secara umum model Moving Average tingkat q (MA(q)) didefinisikan sebagai
(DeLurgio, 1998):= + − − −⋯− (2.3)
dengan
adalah data pada waktu , = 1,2,3, … ,
adalah error pada periode − , = 1,2,3, … ,
adalah error pada periode
adalah konstanta
adalah parameter MA ke-j, j= 1,2,3,…,q
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Sebagai contoh yaitu model Moving average tingkat 3 (MA(3))
didefinisikan sebagai:= + − − − (2.4)
dengan
adalah data pada waktu , = 1,2,3, … ,
adalah error pada periode − 1
adalah error pada periode − 2
adalah error pada periode − 3
adalah parameter MA tingkat , = 1,2,3
Selanjutnya untuk model MA(4), MA(5) dan seterusnya sampai ke tingkat
q, dapat ditulis model-modelnya dengan melihat model umum pada persamaan
(2.3).
c. Model Autoregressive Moving Average atau ARMA(p,q)
Apabila plot ACF dan PACFnya turun secara eksponensial atau sinusoida
menuju 0, maka model yang digunakan adalah model ARMA(p,q). Model ini
merupakan gabungan antara AR(p) dengan MA(q), sehingga dinyatakan sebagai
ARMA(p,q), dengan bentuk umumnya (Yaffee, 1999):= + ∅ + ∅ +⋯+ ∅ + − −⋯−
(2.5)
dengan
adalah data pada waktu , = 1,2,3, … ,
adalah data pada perode − , = 1,2,3, … ,
adalah error pada periode − , = 1,2,3, … ,
adalah error pada periode∅ adalah parameter AR ke-i, i = 1,2,3, … ,
adalah parameter MA ke-j, j = 1,2,3,…,q
adalah konstanta
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Sebagai contoh yaitu model gabungan antara AR(2) dan MA(1) ditulis
dengan ARMA(2,1) dan didefinisikan sebagai:= + ∅ + ∅ + − (2.6)
dengan
adalah data pada waktu , = 1,2,3, … ,
adalah data pada perode − 1
adalah data pada periode − 2
adalah error pada periode − 1∅ adalah parameter AR tingkat , = 1,2
adalah parameter MA tingkat 1
adalah error pada periode
Untuk model ARMA(2,2), ARMA(3,2) sampai ke tingkat p,q selanjutnya
dapat ditulis model-modelnya dengan melihat model umum pada persamaan (2.5).
2.3.2 Model Data Non-Stasioner
Jika data tidak stasioner, maka model yang tepat untuk digunakan adalah
model ARIMA. Model ARIMA(p,d,q) adalah model yang umum dari metode
peramalan data yang bisa distasionerkan. Untuk menstasionerkan data tersebut
perlu dilakukan suatu transformasi differencing.
Secara umum model Autoregressive Integrated Moving Average (ARIMA)
didefinisikan sebagai:= ∅ + (1 + ∅ ) + (∅ − ∅ ) +⋯+ ∅ −∅ ) − ∅ + − − −⋯−
(2.7)
dengan
adalah data pada waktu , = 1,2,3, … ,
adalah data pada perode − , = 1,2,3, … ,
adalah error pada periode − , = 1,2,3, … ,
adalah error pada periode∅ adalah parameter AR ke-i, i = 1,2,3, … ,
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adalah parameter MA ke-j, j = 1,2,3,…,q∅ adalah konstanta
Sebagai contoh yaitu model ARIMA(1,1,1) didefinisikan sebagai:= ∅ + (1 + ∅ ) − ∅ + − (2.8)
dengan
adalah data pada perode − , = 1,2
adalah error pada periode − 1∅ adalah parameter AR tingkat 1
adalah parameter MA tingkat 1
Selanjutnya untuk model ARIMA(1,1,2), ARIMA(2,1,1) sampai ke tingkat
p,d,q, dapat ditulis model-modelnya dengan melihat model umum pada persamaan
(2.7).
2.3.3 Autokorelasi Fungsi (ACF) dan Parsial Autokorelasi Fungsi (PACF)
Autokorelasi fungsi adalah fungsi yang menunjukkan besarnya korelasi
antar pengamatan pada waktu ke-t dengan pengamatan pada waktu-waktu
sebelumnya (Abraham, 1983).
Autokorelasi fungsi dibentuk dengan himpunan { ; = 0,1, … } dengan= 1. Autokorelasi pada lag k didefinisikan sebagai:= ( , )[ ( ). ( )] = (2.9)





adalah nilai koefisien autokorelasi
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Selanjutnya parsial autokorelasi fungsi, parsial autokorelasi fungsi adalah
fungsi yang menunjukkan besarnya korelasi parsial antar pengamatan pada waktu
ke-t dengan pengamatan pada waktu-waktu sebelumnya, yang didefinisikan
sebagai: ∅ = [ ∗ ][ ] (2.11)
dengan ∅ adalah fungsi autokorelasi parsial
adalah matrik autokorelasi ×
2.4 Tahap-Tahap Membangun Model
Makridakis (1999) mengemukakan tahap-tahap yang digunakan dalam
membangun model dengan menggunakan metode Box-Jenkins adalah:
a. Identifikasi Model
Hal pertama yang perlu diperhatikan dalam mengidentifikasi model adalah
mengetahui apakah data tersebut stasioner atau bukan stasioner. Apabila data
stasioner maka model yang dapat digunakan adalah model AR, model MA atau
model ARMA, selanjutnya jika data tidak stasioner maka model yang paling tepat
adalah model ARIMA. Untuk melihat model sementara perlu dilakukan dengan
membentuk grafik ACF dan PACF dari data tersebut dengan menggunakan
software Minitab atau software statistics lainnya.
Untuk menstasionerkan data perlu dilakukan suatu transformasi
differencing, proses differencing ini yakni selisih antara data tertentu dengan data
sebelumnya (Santoso, 2009). Jika differencing berorder satu, persamaannya
adalah: ∆ = − (2.12)
dengan ∆ adalah selisih data orde satu
adalah data pada waktu
adalah data pada waktu − 1
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Jika differencing order pertama belum menghasilkan data yang stasioner,
maka dilakaukan differencing order kedua, dengan persamaannya adalah:∆ = ∆ − ∆
(2.13)
dengan ∆ adalah selisih data orde dua∆ adalah selisih data order satu pada waktu − 1
b. Penaksiran Parameter
Setelah model sementara ditentukan, selanjutnya akan dilakukan penaksiran
parameter, untuk penaksiran parameter penulis menggunakan metode kuadrat
terkecil (ordinary least squere). Pada persamaan regresi linear sederhana, dengan
persamaan umumnya yaitu:= + , = 1,2,3, … , (2.14)
Persamaan kuadrat error untuk regresi linear sederhana, yaitu:= = ( − ) , = 1,2,3,… , (2.15)
Persamaan umum dan persamaan kuadrat error pada regresi linear
sederhana analog dengan persamaan runtun waktu. Misalkan model runtun waktu
yaitu model AR(1), maka pada persamaan regresi linear sederhana dapat
diganti dengan , untuk model AR(1):= ∅ + ∅ (2.16)
maka persamaan (2.15) menjadi:= = − (2.17)
Dengan mensubstitusikan persamaan (2.16) ke persamaan (2.17) maka
diperoleh persamaan jumlah kuadrat error untuk model runtun waktu, yaitu:= = ( − ∅ − ∅ ) , = 1,2,3, … , (2.18)
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Langkah selanjutnya yaitu meminimumkan jumlah kuadrat error, untuk
meminimumkan jumlah kuadrat error maka akan dicari turunan terhadap nilai ∅
dan nilai ∅ .
 Turunan fungsi terhadap ∅ :∅ = 0
∅ = [∑ ( − ∅ − ∅ ) ]∅
0 = 2 ( − ∅ − ∅ ) (−1)
0 = −2 ( − ∅ − ∅ )
0 = ( − ∅ − ∅ )
0 = − ∅ − ∅
0 = − ∅ − ∅
∅ = − ∅
∅ = ∑ − ∑ ∅
∅ = ∑ − ∅ ∑∅ = ̅ − ∅ ̅ (2.19)
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 Turunan fungsi terhadap ∅ :∅ = 0
∅ = ∑ ( − ∅ − ∅ )∅
0 = 2 ( − ∅ − ∅ ) (− )
0 = −2 ( − ∅ − ∅ ) ( )
0 = ( − ∅ − ∅ ) ( )
0 = ( − ∅ − ∅ ( ) )
0 = − ∅ − ∅ ( )
0 = − ∑ − ∅ ∑ − ∅ ( )
0 = − ∑ ∑ + ∅ (∑ ) − ∅ ( )
0 = − ∑ ∑ − ∅1 ( −1)2=1 − (∑ −1=1 )2∅ ( ) − (∑ ) = −1=1 − ∑ =1 ∑ −1=1
∅ = ∑ − ∑ ∑∑ ( ) − (∑ ) (2.20)
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Setelah mendapatkan parameter, langkah selanjutnya yaitu uji signifikan
parameter. Uji signifikan parameter  model dilakukan dengan membandingkan
nilai antara P-value dengan level toleransi ( ) dalam pengujian hipotesis, dengan= 0.05, dan uji hipotesisnya yaitu:
: Parameter tidak signifikan dalam model
: Parameter signifikan dalam model
Kriteria penerimaan H0 jika nilai P-value > level toleransi ( ) dan
penolakan H0 jika nilai P-value < level toleransi ( ).
c. Pemeriksaan Diagnostik/Verifikasi Model
Setelah berhasil menaksir nilai-nilai parameter dari metode Box-Jenkins
yang ditetapkan sementara, selanjutnya perlu dilakukan verifikasi model untuk
membuktikan bahwa model tersebut cukup memadai dan pemilihan model
terbaik. Untuk verifikasi model ini dilakukan uji independensi residual dan uji
kenormalan residual.
 Uji Independensi Residual
Uji ini dilakukan untuk mendeteksi independensi residual antar-lag. Uji
independensi residual dilakukan dengan melihat pasangan plot ACF dan PACF
residual yang dihasilkan oleh model.
Uji independensi residual ini bisa juga dilakukan dengan uji Ljung-Box,
yaitu dengan membandingkan nilai P-value pada proses Ljung-Box dengan level
toleransi, uji hipotesisnya adalah:
H0 : Residual model mengikuti proses random
H1 : Residual model tidak mengikuti proses random
Kriteria penerimaan H0 jika nilai P-value > level toleransi ( ) dan
penolakan H0 jika nilai P-value < level toleransi ( ).
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 Uji Kenormalan Residual
Uji ini dilakukan untuk melihat histogram residual yang dihasilkan model,
sebuah model bisa digunakan apabila histogram residual telah mengikuti pola
kurva normal.
d. Peramalan
Peramalan adalah perkiraan munculnya kejadian dimasa yang akan datang,
berdasarkan data yang ada dimasa lampau.
Setelah dilakukan pemeriksaan diagnostik, maka selanjutnya dilakukan
peramalan, adapun tahap-tahap peramalan yaitu (1) Peramalan data training, yaitu
data yang digunakan adalah data aktual. (2) Peramalan data testing, yaitu data
yang digunakan bukan data aktual, tetapi menggunakan data hasil peramalan dari
data training. (3) Peramalan untuk waktu yang akan datang, yaitu data yang




Dalam metodologi penelitian ini akan dijelaskan tentang metode penelitian
dan metode analisa data.
3.1 Metode Penelitian
Adapun metode penelitian yang penulis gunakan adalah studi pustaka
(literature), studi pustaka ini merupakan pengumpulan buku-buku referensi yang
berkaitan dengan forecasting dan metode Box-Jenkins serta mempelajari dan
memahami buku-buku tersebut.
3.2 Metode Analisa Data
a. Identifikasi Model
Hal pertama yang perlu diperhatikan dalam mengidentifikasi model adalah
mengetahui apakah data tersebut stasioner atau bukan stasioner. Apabila data
stasioner maka model yang tepat adalah model AR, model MA atau model
ARMA, apabila data tidak stasioner maka model yang tepat adalah model
ARIMA. Untuk melihat model sementara perlu dilakukan dengan membentuk
grafik ACF dan PACF dari data tersebut dengan menggunakan software Minitab
atau software statistics lainnya.
Untuk menstasionerkan data perlu dilakukan suatu transformasi
differencing, Proses differencing ini yakni selisih antara data tertentu dengan data
sebelumnya (Singgih Santoso, 2009).
b. Penaksiran Parameter
Setelah berhasil mengidentifikasi model sementara, selanjutnya akan
dilakukan penaksiran parameter, untuk penaksiran parameter penulis
menggunakan metode kuadrat terkecil (ordinary least squere). Setelah
mendapatkan parameter, langkah selanjutnya yaitu uji signifikan. Uji signifikan
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parameter  model dilakukan dengan membandingkan nilai antara P-Value dengan
level toleransi ( ) dalam pengujian hipotesis.
c. Pemeriksaan Diagnostik
Setelah berhasil menaksir nilai-nilai parameter dari model sementara,
selanjutnya perlu dilakukan verifikasi model untuk membuktikan bahwa model
tersebut cukup memadai untuk analisis selanjutnya. Untuk verifikasi model ini
dilakukan Uji Ljung-Box dan uji kenormalan residual.
d. Peramalan
Setelah dilakukan pemeriksaan diagnostik, maka selanjutnya dilakukan
peramalan volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru




Bagian bab IV pada tugas akhir  ini akan membahas mengenai analisa
pembentukan model peramalan yang sesuai untuk meramalkan volume penjualan
mobil Mitsubishi pada PT. Suka Fajar Pekanbaru dimasa yang akan datang
dengan menggunakan data volume penjualan dari bulan Januari  2006 sampai
bulan September 2011. Dalam pembentukan model peramalan data runtun waktu
menggunakan metode Box-Jenkins ini secara umum terdiri dari identifikasi
model, penaksiran parameter, pemeriksaan diagnostik/verifikasi model dan
peramalan.
4.1 Deskriptif Volume Penjualan Mobil Mitsubishi
Deskriptif volume penjualan mobil Mitsubishi pada PT. Suka Fajar
Pekanbaru mengalami peningkatan terutama pada Tahun 2010 dan 2011, untuk
lebih jelasnya , dapat dilihat pada Lampiran A dan Gambar 4.1:








tahun 2006 tahun 2007 tahun 2008 tahun 2009 tahun 2010 tahun 2011
Volume Penjualan
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Berdasarkan Gambar 4.1 terlihat bahwa volume penjualan mengalami
peningkatan yang sangat pesat dari Tahun 2010 sampai Tahun 2011. Berikut
adalah statistik deskriptif volume penjualan mobil Mitsubishi yang disajikan
dalam Tabel 4.1:
Tabel 4.1 Statistik Deskriptif Volume Penjualan Mobil Mitsubishi
Statistik Deskriptif Volume Penjualan Mobil Mitsubishi
N Rata-Rata Standar Deviasi Minimum Maksimum
69 144.98 66.59 62 325
Tabel 4.1 menunjukkan bahwa rata-rata volume penjualan mobil
Mitsubishi selama enam tahun terakhir adalah sebanyak 144.98 unit, penjualan
terendah adalah sebanyak 62 unit dan penjualan tertinggi sebanyak 325 unit.
4.2 Pembentukan Model Peramalan Volume Penjualan Mobil Mitsubishi
Pembentukan model peramalan ini akan menjelaskan langkah-langkah
untuk memperoleh model peramalan dengan menggunakan metode Box-Jenkins.
Untuk memperoleh model peramalan ini data yang digunakan adalah data volume
penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru yang diambil sejak
bulan Januari 2006 sampai bulan September 2011 sebanyak 69 bulan. Data
volume penjualan mobil Mitsubishi tersebut dapat dilihat pada daftar Lampiran A.
Langkah 1. Identifikasi Model
Hal pertama yang perlu dilihat dalam mengidentifikasi model adalah
mengetahui apakah data tersebut stasioner atau bukan stasioner. Untuk
mengetahui data stasioner atau bukan dapat dilihat dari grafik data aktual pada
Gambar 4.2:
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Gambar 4.2 Grafik Data Volume Penjualan Mobil Mitsubishi pada
PT. Suka Fajar Pekanbaru
Berdasarkan Gambar 4.2 dapat dilihat bahwa data tidak stasioner, grafik
menunjukkan bahwa terjadi kenaikan pada pola-pola tertentu dan mengandung
pola tren, sehingga dapat dikatakan data tidak stasioner. Untuk lebih meyakinkan
dapat dilihat grafik ACF dan PACF pada Gambar 4.3 dan 4.4:
Gambar 4.3 Grafik ACF Data Aktual
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Gambar 4.4 Grafik PACF Data Aktual
Berdasarkan pada Gambar 4.3 dan 4.4 terlihat bahwa data tidak stasioner
karena lag-lag pada grafik ACF tidak turun secara tajam, karena data yang
diperoleh tidak stasioner maka harus dilakukan  proses differencing. Hasil
differencing data volume penjualan mobil Mitsubishi dapat dilihat pada Lampiran
B. Grafik data hasil differencing dapat dilihat pada Gambar 4.5:
Gambar 4.5 Grafik Data Hasil Differencing
Gambar 4.5 menunjukkan bahwa data sudah stasioner setelah dilakukan
differencing pertama. Ini terlihat bahwa tidak ada lagi unsur tren pada pola
tertentu sehingga data dikatakan sudah stasioner. Untuk lebih jelasnya dapat
dilihat pada grafik ACF dan PACF pada Gambar 4.6 dan Gambar 4.7:
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Gambar 4.6 Grafik ACF Hasil Differencing Pertama
Gambar 4.7 Grafik PACF Hasil Differencing Pertama
Berdasarkan grafik ACF dan PACF pada Gambar 4.6 dan 4.7 setelah
dilakukan differencing menunjukkan bahwa data sudah stasioner, karena lag-lag
pada grafik ACF dan PACF sudah turun secara eksponensial. Berdasarkan grafik
ACF dan PACF pada Gambar 4.6 dan 4.7 dapat ditentukan model sementara,
diduga terdapat tiga model yang dihasilkan, yaitu ARIMA(2,1,1), ARIMA(0,1,1)
dan ARIMA(2,1,0).
 Dikatakan model ARIMA(2,1,1) karena dilakukannya proses differencing
pertama dan grafik ACF dan PACF turun secara eksponensial menuju nol dan
grafik ACF terpotong pada lag pertama, dan grafik PACF terpotong pada lag
kedua.
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 Dikatakan model ARIMA(0,1,1) karena terjadinya differencing pertama dan
grafik PACF turun secara eksponensial menuju nol sedangkan grafik ACF
terpotong pada lag pertama.
 Dikatakan model ARIMA(2,1,0) karena terjadinya proses differencing
pertama dan grafik ACF turun secara eksponensial menuju nol sedangkan
grafik PACF terpotong pada lag kedua.
Langkah 2. Penaksiran Parameter Model
Setelah model sementara didapat, selanjutnya akan dilakukan penaksiran
parameter, untuk penaksiran parameter dapat dilakukan dengan menggunakan
metode kuatrat terkecil (ordinary least square), dengan menggunakan soffware
statistik maka didapat hasil estimasi parameter model.
1. Estimasi Parameter Model ARIMA(2,1,1)
Tabel 4.2 Estimasi Parameter Model ARIMA(2,1,1)












Setelah parameter didapat, langkah selanjutnya yaitu uji signifikan
parameter dan uji signifikan konstanta dengan membandingkan nilai antara P-
value dengan level toleransi (α) dalam pengujian hipotesis, dengan = 0.05.
Model dikatakan siknifikan dan layak digunakan, apabila P-value < .
a. Uji signifikan parameter AR(1) dan AR(2)
 Uji signifikan parameter AR(1) yaitu ∅ = −0.7628
Dengan hipotesisnya:
H0 : Parameter AR(1) tidak signifikan dalam model ARIMA(2,1,1)
H1 : Parameter AR(1) signifikan dalam model ARIMA(2,1,1)
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Paramater AR(1) mempunyai nilai P-value sebesar 0.009 dengan level
toleransi 5% berarti P-value < α yaitu 0.009 < 0.05 yang berarti tolak H0, sehingga
dapat disimpulkan bahwa parameter AR(1) signifikan dalam model
ARIMA(2,1,1).
 Uji signifikan parameter AR(2) yaitu ∅ = −0.4157
Dengan uji hipotesisnya:
H0 : Parameter AR(2) tidak signifikan dalam model ARIMA(2,1,1)
H1 : Parameter AR(2) signifikan dalam model ARIMA(2,1,1)
Paramater AR(2) mempunyai nilai P-value sebesar 0.001 dengan level
toleransi 5% berarti P-value < α yaitu 0.001 < 0.05 yang berarti tolak H0, sehingga
dapat disimpulkan bahwa parameter AR(2) signifikan dalam model
ARIMA(2,1,1).
b. Uji signifikan parameter MA(1) yaitu ∅ = −0.4555
Dengan uji hipotesisnya:
H0 : Parameter MA(1) tidak signifikan dalam model ARIMA(2,1,1)
H1 : Parameter MA(1) signifikan dalam model ARIMA(2,1,1)
Paramater MA(1) mempunyai nilai P-value sebesar 0.141 dengab level
toleransi 5% berarti P-value > α yaitu 0.141 > 0.05 yang berarti terima H0,
sehingga dapat disimpulkan bahwa parameter MA(1) tidak signifikan dalam
model. Karena parameter model MA(1) tidak signifikan dalam model, maka
model ARIMA(2,1,1) tidak layak dilanjutkan ketahap selanjutnya.
2. Estimasi Parameter Model ARIMA(0,1,1)
Tabel 4.3 Estimasi Parameter Model ARIMA(0,1,1)








Setelah parameter didapat, langkah selanjutnya yaitu uji signifikan
parameter dan uji signifikan konstanta dengan membandingkan nilai antara P-
value dengan level toleransi (α) dalam pengujian hipotesis, dengan = 0.05.
Model dikatakan siknifikan dan layak digunakan, apabila P-value < .
a. Uji signifikan parameter MA(1) yaitu ∅ = 0.4148
Dengan uji hipotesisnya:
H0 : Parameter MA(1) tidak signifikan dalam model ARIMA(0,1,1)
H1 : Parameter MA(1) signifikan dalam model ARIMA(0,1,1)
Paramater MA(1) mempunyai nilai P-value sebesar 0.001 dengan level
toleransi 5% berarti P-value < α yaitu 0.001 < 0.05 yang berarti tolak H0, sehingga
dapat disimpulkan bahwa parameter MA(1) signifikan dalam model
ARIMA(0,1,1).
b. Uji signifikan konstanta yaitu ∅ = 2.226
Dengan uji hipotesisnya:
H0 : Konstanta tidak signifikan dalam model ARIMA(0,1,1)
H1 : Konstanta signifikan dalam model ARIMA(0,1,1)
Konstanta mempunyai  nilai P-value sebesar 0.293 dengan level toleransi
5% berarti P-value > α yaitu 0.293 > 0.05 yang berarti terima H0, sehingga dapat
disimpulkan bahwa konstanta tidak signifikan dalam model. Karena konstanta
tidak signifikan dalam model maka konstanta tidak digunakan dalam model
ARIMA(0,1,1). Selanjutnya model hasil identifikasi dapat ditulis menjadi:= + − 0.4148 (4.1)
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3. Estimasi Parameter Model ARIMA(2,1,0)
Tabel 4.4 Estimasi Parameter Model ARIMA(2,1,0)










Setelah parameter didapat, langkah selanjutnya yaitu uji signifikan
parameter dan uji signifikan konstanta dengan membandingkan nilai antara P-
value dengan level toleransi (α) dalam pengujian hipotesis, dengan = 0.05.
Model dikatakan siknifikan dan layak digunakan, apabila P-value < .
a. Uji signifikan parameter AR(1) dan AR(2)
 Uji signifikan parameter AR(1) yaitu ∅ = −0.3611
Dengan uji hipotesisnya:
H0 : Parameter AR(1) tidak signifikan dalam model ARIMA(2,1,0)
H1 : Parameter AR(1) signifikan dalam model ARIMA(2,1,0)
Paramater AR(1) mempunyai nilai P-value sebesar 0.003 dengan level
toleransi 5% berarti P-value < α yaitu 0.003 < 0.05 yang berarti tolak H0, sehingga
dapat disimpulkan bahwa parameter AR(1) signifikan dalam model
ARIMA(2,1,0).
 Uji signifikan parameter AR(2) yaitu ∅ = −0.3282
Dengan uji hipotesisnya:
H0 : Parameter AR(2) tidak signifikan dalam model ARIMA(2,1,0)
H1 : Parameter AR(2) signifikan dalam model ARIMA(2,1,0)
Paramater AR(2) mempunyai nilai P-value sebesar 0.008 dengan level
toleransi 5% berarti P-value < α yaitu 0.008 < 0.05 yang berarti tolak H0, sehingga
dapat disimpulkan bahwa parameter AR(2) signifikan dalam model
ARIMA(2,1,0).
IV-10
b. Uji signifikan konstanta yaitu ∅ = 3.679
Dengan uji hipotesisnya:
H0 : Konstanta tidak signifikan dalam model ARIMA(2,1,0)
H1 : Konstanta signifikan dalam model ARIMA(2,1,0)
Konstanta mempunyai  nilai P-value sebesar 0.299 dengan level toleransi 5%
berarti P-value > α yaitu 0.299 > 0.05 yang berarti terima H0, sehingga dapat
disimpulkan bahwa konstanta tidak siknifikan dalam model. Karena konstanta
tidak signifikan dalam model maka konstanta tidak digunakan dalam model
ARIMA(2,1,0). Selanjutnya model hasil identifikasi dapat ditulis menjadi:= (1 + (−0.3611)) + (−0.3282 + 0.3611) − (−0.3282) (4.2)
Setelah dilakukan uji signifikan parameter dan konstanta terhadap masing-
masing model yang didapat maka dapat disimpulkan bahwa model ARIMA(2,1,0)
dan ARIMA(0,1,1) dapat dilanjutkan ketahap verifikasi model.
Tahap 3. Verifikasi model
Setelah berhasil menaksir nilai-nilai parameter yang ditetapkan sementara,
selanjutnya akan dilakukan verifikasi model untuk membuktikan bahwa model
ARIMA(2,1,0) dan ARIMA(0,1,1) apakah cukup memadai dan pemilihan model
terbaik. Untuk verifikasi model ini dilakukan uji independensi residual dan uji
kenormalan residual.
a. Uji Independensi Residual
Model layak digunakan apabila residual yang dihasilkan tidak berkorelasi
(independen) dan memenuhi proses random. Residual dikatakan tidak berkorelasi
apabila lag-lag pada grafik ACF dan PACF residual tidak terpotong oleh garis
batas korelasi residual bagian atas dan bagian bawah. Grafik ACF dan PACF
residual model ARIMA(2,1,0) dapat dilihat pada Gambar 4.8 dan Gambar 4.9:
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Gambar 4.8 Grafik ACF Residual Model ARIMA(2,1,0)
Gambar 4.9 Grafik PACF Residual Model ARIMA(2,1,0)
Berdasarkan Gambar 4.8 dan 4.9 dapat disimpulkan bahwa residual yang
dihasilkan tidak berkorelasi (independen) karena lag-lag pada grafik ACF dan
PACF tidak terpotong oleh garis batas korelasi residual bagian atas dan bagian
bawah, sehingga model ARIMA(2,1,0) layak digunakan dalam peramalan.
Selanjutnya untuk grafik ACF dan PACF model ARIMA(0,1,1) dapat dilihat pada
Gambar 4.10 dan 4.11:
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Gambar 4.10 Grafik ACF Residual Model ARIMA(0,1,1)
Gambar 4.11 Grafik PACF Residual Model ARIMA(0,1,1)
Berdasarkan Gambar 4.10 dan 4.11 dapat disimpulkan bahwa residual
yang dihasilkan tidak berkorelasi (independen) karena lag-lag pada grafik ACF
dan PACF tidak terpotong oleh garis batas korelasi residual bagian atas dan
bagian bawah, sehingga model ARIMA(2,1,0) juga layak digunakan dalam
peramalan.
Selanjutnya untuk melihat apakah model ARIMA(2,1,0) dan
ARIMA(0,1,1) memenuhi proses random, maka dapat dilihat dengan
membandingkan nilai P-value yang dihasilkan oleh output proses Ljung-Box
dengan level toleransi (α), dengan α=0.05. Berikut Tabel 4.3 hasil output proses
Ljung-Box:
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Dalam verifikasi model dengan menggunakan uji Ljung-Box ini hipotesis
yang digunakan adalah:
H0 : Residual model mengikuti proses random
H1 : Residual model tidak mengikuti proses random
Berdasarkan Tabel 4.3 dapat dilihat model ARIMA(2,1,0) dan
ARIMA(0,1,1) bahwa P-value untuk setiap lag besar dari α, maka terima H0 yang
berarti residual model mengikuti proses random. Karena P-value output proses
Ljung-Box model ARIMA(2,1,0) lebih besar dari P-value model ARIMA(0,1,1),
maka model ARIMA(2,1,0) layak digunakan untuk tahap peramalan, untuk lebih
jelasnya dapat dilihat uji kenormalan residual.
b. Uji kenormalan residual
Uji selanjutnya adalah uji kenormlan residual, yaitu untuk melihat
histogram residual yang dihasilkan model. Jika histogram residual yang dihasilkan
model telah mengikuti pola kurva normal, maka model telah memenuhi asumsi
kenormalan. Berikut histogram residual model ARIMA(2,1,0) dan model
ARIMA(0,1,1) pada Gambar 4.12 dan 4.13:
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Gambar 4.12 Histogram Residual yang Dihasilkan Model
ARIMA(2,1,0)
Gambar 4.13 Histogram Residual yang Dihasilkan Model
ARIMA(0,1,1)
Gambar 4.12 dan 4.13 menunjukkan bahwa histogram residual model
ARIMA(2,1,0) lebih mendekati kurva normal dibandingkan dengan histogram
model ARIMA(0,1,1), maka model ARIMA(2,1,0) layak digunakan untuk tahap
peramalan.
IV-15
Tahap 4. Penerapan Model untuk Peramalan
Setelah model didapat maka akan dilakukan peramalan pada periode
training, testing, dan peramalan volume penjualan mobil Mitsubishi untuk bulan
Oktober 2011 sampai dengan bulan Juli 2012. Adapun data pada periode training
dimulai dari bulan Januari 2006 sampai dengan November 2010 yaitu sebanyak
59 data, sedangkan 10 data dari bulan Desember 2010 sampai dengan September
2011 digunakan untuk data testing.
a. Data Training
Peramalan data training ini menggunakan data aktual, dengan
menggunakan Persamaan 4.2 maka didapat hasil peramalan data training sebagi
berikut: = (1 − 0,3611)(110) + (−0,3282 + 0.3611)(117) + 0,3282(84)= 101,6971= (1 − 0,3611)(86) + (−0,3282 + 0,3611)(110) + 0,3282(117)= 96,9638... = (1 − 0,3611)(255) + (−0,3282 + 0,3611)(180) + 0,3282(200)= 234,4815
Selanjutnya hasil lebih lengkap peramalan data training dapat dilihat pada
tabel Lampiran C.
b. Data Testing
Peramalan pada data testing ini penulis menggunakan sebanyak 10 data
yaitu dari bulan Desember 2010 sampai dengan bulan September 2011.
Selanjutnya dengan menggunakan Persamaan 4.2, peramalan untuk data testing
diperoleh: = (1 − 0,3611)(234,4815) + (−0,3282 + 0,3611)(187,222)+0,3282(187,8566) = 217,6244= (1 − 0,3611)(217,6244) + (−0,3282 + 0,3611)(234,4815)
IV-16
+0,3282(187,222) = 208,2009... = (1 − 0,3611)(215,2207) + (−0,3282 + 0,3611)(215,2018)+0,3282(215,7583) = 215,3965
Untuk lebih jelasnya perhitungan data testing dapat dilihat pada Tebel 4.4
berikut ini:








1 Des 2010 310 217,6244 6 Mei 2011 238 215,2036
2 Jan 2011 255 208,2009 7 Juni 2011 311 215,7583
3 Feb 2011 216 217,1362 8 Juli 2011 268 215,2018
4 Mar 2011 325 217,0025 9 Agus 2011 222 215,2207
5 Apr 2011 323 214,1182 10 Sep 2011 240 215,3965
c. Data Peramalan
Selanjutnya akan dilakukan peramalan volume penjualan mobil Mitsubishi
dari bulan Oktober 2011 sampai dengan bulan Juli 2012. untuk hasil peramalan
akan disajikan dalam Tabel 4.5 berikut ini:
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1 Oktober 2011 215,3268 6 Maret 2012 215,3208
2 November 2011 215,2943 7 April 2012 215,3227
3 Desember 2011 215,3289 8 Mei 2012 215,3206
4 Januari 2012 215,3271 9 Juni 2012 215,3207
5 Februari 2012 215,3164 10 Juli 2012 215,3214
Adapun hasil peramalan untuk data training, testing dan peramalan
volume penjualan mobil Mitsubishi pada PT. Suka Fajar Pekanbaru untuk 10
bulan berikutnya disajikan dalam Gambar 4.14 berikut ini:
Gambar 4.14 Grafik Volume Penjualan Mobil Mitsubishi, Data
Training, Testing dan Peramalan
Dari Gambar 4.14 dapat ditarik kesimpulan bahwa peramalan data training
mendekati pola data aktual, hal ini terjadi karena data yang digunakan untuk
peramalan masih menggunakan data aktual. Sedangkan untuk data testing hasil
peramalan kurang mendekati data aktual, hal ini terjadi karena data yang
digunakan pada tahap ini tidak mengandung unsur data aktual tetapi data yang
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digunakan adalah hasil peramalan pada data training. Selanjutnya untuk hasil
peramalan 10 bulan berikutnya mengalami turun naik.
BAB V
PENUTUP
Bab V dalam penelitian ini merupakan kesimpulan dari pembahasan yang
telah dilakukan pada bab IV dan saran bagi pembaca yang ingin melakukan
penelitian terkait dengan volume penjualan mobil Mitsubishi.
5.1 Kesimpulan
Berdasarkan hasil dari pembahasan dapat ditarik kesimpulan sebagai
berikut:
a. Model yang sesuai untuk peramalan volume penjualan mobil Mitsubishi pada
PT. Suka Fajar Pekanbaru adalah model ARIMA(2,1,0) dengan persamaan
matematikanya yaitu:= (1 + (−0.3611)) + (−0.3282 + 0.3611) − (−0.3282)
b. Secara umum, hasil peramalan dari data training mendekati pola data aktual.
sedangkan pada data testing hasil peramalan kurang mendekati data aktual,
selanjutnya untuk hasil data peramalan terlihat bahwa hasil peramalan dari
bulan Oktober 2011 sampai Juli 2012 mengalami turun naik.
5.2 Saran
Tugas akhir ini menjelaskan peramalan volume penjualan mobil
Mitsubishi pada PT. Suka Fajar Pekanbaru dengan menggunakan metode Box-
Jenkins. Bagi para pembaca, penulis menyarankan untuk meramalkan volume
penjualan mobil merek lain di kota Pekanbaru dengan mengggunakan metode
Box-Jenkins.
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