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Robustness of capture radius
with respect to Gromov–Hausdorff distance
in Lion and Man game
Olga Yuferevaa
Abstract
We consider the Lion and Man game that is a two-person pursuit–evasion game with
equal players’ top speeds. We assume that capture radius is positive and is chosen in ad-
vance. The main aim of the paper is describing pursuer’s winning strategies in compact
metric spaces that are close to the given one in the sense of Gromov–Hausdorff dis-
tance. In this way, we cannot use smoothness, curvature, or any other properties. We
prove that existence of an α-capture by a time T in one compact geodesic space implies
existence of the
(
α + (20T + 8)
√
ε
)
-capture by this time T in any compact geodesic
space that is ε-close to the given space. It means that capture radii (in a nearby spaces)
tends to the given one as the distance between spaces tends to zero. Thus, this result
justifies calculations on graphs instead of complicated spaces.
Keywords: pursuit–evasion game, Lion and Man problem, guidance, robustness,
Gromov–Hausdorff distance, capture radius, geodesic space, finite graph.
Introduction
Pursuit–evasion games are a popular class of dynamic games and have many applications.
Some of their variants relate with the particular case of these games called Lion and Man
game. This game is a two-person game the peculiarity of which is the same capacity (usually,
the same top speed) of players and a positive value of capture radius. Namely, we assume
that players are in a compact metric space and move along 1-Lipschitz curves only. These
assumptions allows to expand our consideration to general metric spaces, beyond Euclidean
cases. Such wide view is applicable, for instance, to Browian motions [4] and geometric
characterisation of spaces [11].
We continue the studying of Lion and Man problem in general metric spaces by examining
behaviour of ‘nearby’ spaces; more precisely, we are interested in studying the robustness of
capture radius, i.e., of pursuit problem. In force of our assumptions, we cannot use smooth
structure. This significantly differs from the conception of Krasovskii and Subbotin: both
classical works [9, 10] and their stochastic generalization [3, 8] use derivations of Lyapunov
functions. We use the similar constructions (as guidance), however, we apply the methods,
that are usable for arbitrary compact metric spaces or even for the space of compact metric
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spaces. More exactly, we study the robustness of capture radius with respect to Gromov–
Hausdorff distance between compact metric spaces.
Thus, here we prove the following theorem:
Let two compact geodesic spaces be such that the Gromov–Hausdorff or Hausdorff distance
between them is not greater than ε. Existence of α-capture by a time T in one space implies
existence of
(
α+ (20T + 8)
√
ε
)
-capture by the time T in the other space.
Let us take the next step and consider a sequence of spaces instead of a pair: it may be useful
in the following case. Suppose that we have a complicated (compact and geodesic) space
and aim to examine an α-capture in it. Then, we can approximate this space by a sequence
of finite metric graphs and consider the α-capture in them. Indeed, this action allows us to
assay the infimum of possible capture radii in the chosen space. Moreover, this argument
justifies the papers dealing with graphs only, as, for instance, the work [7], which studies
motion planning. We return to such applications in Section 2.
We should notice that this theorem uses the upper bound on the time, whereas the infinite
horizon is usually considered (see e.g. [1, 11, 13]). Note that existence of the upper bound
is proved in [4] for bounded CAT(0) domains with several extra restrictions. In addition,
there are estimates for upper and low bounds on capture time for the disk in the paper [2].
However, as far as we know, there are no similar estimates in general metric spaces.
The paper is organised as follows. Section 1 introduces game and geometry definitions,
Section 2 contains the theorem and a little discussion. Finally, Section 3 provides the proofs.
1 Preliminaries
1.1 Lion and Man game
We consider Lion and Man problem, where Lion is a pursue and Man is an evader.
We assume that both players move in a metric space (X, ρ) and denote by L(·) and M(·)
the trajectories of Lion and Man respectively. Notice that L(·) and M(·) are 1-Lipschitz
functions of time to the space X. We consider the game from the standpoints of Lion.
Hence, Lion uses non-anticipative (or even stepwise) strategies against arbitrary possible
movements of Man. By non-anticipative and stepwise strategies we mean the following.
Let us denote by 1L(X) the set of all 1-Lipschitz curves from R+ to a set X with respect
of a metric ρ on this set X. It is the set of each player’s admissible trajectories. A map
sL0 : 1L(X) → 1L(X) is called Lion’s non-anticipative strategy (with Lion’s initial position
L0) if it satisfies the equality sL0(M)(0) = L0 for allM ∈ 1L(X) and the following implication
holds true: for any admissible trajectories M1,M2 ∈ 1L(X) and a number τ ≥ 0 if
M1(t) = M2(t) ∀t ∈ [0, τ ],
then
sL0(M1)(t) = sL0(M2)(t) ∀t ∈ [0, τ ].
A particular case of a non-anticipative strategy is a stepwise strategy. For a positive number
β, we say that a map sL0 is called Lion’s β-stepwise strategy (with Lion’s initial position L0)
if it satisfies the equality sL0(M)(0) = L0 for all M ∈ 1L(X) and the following implication
holds true: for any admissible trajectories M1,M2 ∈ 1L(X) and a number n ∈ N if
M1(t) = M2(t) ∀t ∈ [0, nβ],
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then
sL0(M1)(t) = sL0(M2)(t) ∀t ∈ [0, (n+ 1)β].
Definition 1. If (X, ρ) is a compact metric space, α is a positive number, then by the phrase
‘there are (X, ρ, α, T )-winning strategies’ let us denote the fact that, for any Lion’s initial
position L0, he has a non-anticipative strategy sL0 : 1L(X)→ 1L(X) leading to the condition
inf
t∈[0,T ]
ρ
(
M(t), sL0(M)(t)
) ≤ α for all Man’s movement M(·).
1.2 Basic notations
Let us provide definitions and notations under the assumption that (X, ρX), (Y, ρY ) are
metric spaces, map f is from X to Y, and a is a positive number.
• dom(f) denotes the domain of the map f ;
• R+ = [0,+∞);
• ⌈a⌉ is the ceil of the number a;
• if S ⊂ X, then f [S] denotes the set {f(x) | x ∈ S};
• a set S ⊂ X is called an ε-net of the metric space (X, ρ) if for any point x ∈ X there
is a point s ∈ S such that ρ(x, s) ≤ ε;
• (X, ρX) is said to be a geodesic space if every two points x and y in X are joined
by a geodesic, i.e., there is a map g from a closed interval [0, l] ⊂ R to X such that
g(0) = x, g(l) = y and ρX(g(t), g(t′)) = |t− t′| for all t, t′ ∈ [0, l] (see [5, I.1.3]);
• if, for any pair of points x1, x2 ∈ X, the distance ρX(x1, x2) is equal to the infimum of
the length of rectifiable curves joining these points, then (X, ρX) is called a length space,
otherwise known as an inner metric space (see [5, I.3.3]).
1.3 Distance between metric spaces
Definition of the Gromov–Hausdorff distance is fundamental in this paper, but one can
imagine the Hausdorff distance instead of the Gromov–Hausdorff one if all considering spaces
are subspaces of one ambient space. The distance was proposed by Gromov and Edwards
independently (see [12]). Let us give preference to Gromov’s approach and use the following
definition of the Gromov–Hausdorff distance borrowed from [6, Def. 7.3.10.]:
Definition 2. Let X and Y be metric spaces. The Gromov–Hausdorff distance between
them, denoted by dGH(X, Y ), is defined by the following relation. For an r > 0 we have
dGH(X, Y ) < r if and only if there exist a metric space Z and subspaces X ′ and Y ′ of it
which are isometric to X and Y respectively and such that dH(X ′, Y ′) < r. In other words,
dGH(X, Y ) is the infimum of positive r for which the above Z,X ′ and Y ′ exist. Here dH
denotes the Hausdorff distance between subsets of Z.
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There exist other equivalent definitions, they are helpful to prove that this distance is
a metric on the (continual) set of compact metric spaces. But, these definitions do not
reflect the main idea so good. One can find both historic remarks and the list of important
properties of the Gromov–Hausdorff space in the paper [12]. Let us introduce some related
definitions and properties.
Definition 3. let (X, ρX) and (Y, ρY ) be metric spaces and let f : X → Y be an arbitrary
map. The distortion of f (denoted by dis f) is defined as
dis f = sup
x1,x2∈X
|ρX
(
x1, x2
)− ρY (f(x1), f(x2))|.
Definition 4. Let X and X˜ be metric spaces and let ε > 0. A map h : X → X˜ is called
an ε-isometry from X to X˜ if dish ≤ ε and h[X ] is an ε-net in X˜.
Lemma 1 ([6] Cor.7.3.28). Let X and X˜ be two metric spaces and let ε > 0. Then
1. If dGH(X, X˜) ≤ ε, then there exists a 2ε-isometry from X to X˜.
2. If there exists an ε-isometry from X to X˜, then dGH(X, X˜) ≤ 2ε.
Moreover, one more construction and its properties are in Subsection 3.2.
2 Results
Let us recall that, in virtue of Hopf–Rinow theorem, a compact geodesic space is a com-
pact length space and vice versa. Hence, distance between every two points of a compact
geodesic space is given by the infimum of the lengths of rectifiable paths joining these points.
We deal with these spaces because of convenience and since any compact metric space can
be reparametrized into a length space if players’ trajectories form a length structure (for
details, see [6, Chapter 2]).
Theorem 1. Let (X˜, ρ˜) and (X, ρ) be compact geodesic spaces, let T > 0 and α ∈ (0, 1). If
dGH(X˜,X) ≤ ε ∈ (0, α2), then existence of (X˜, ρ˜, α, T )-winning strategies implies existence
of (X, ρ, α + (20T + 8)
√
ε, T )-winning strategies.
Remark 1. Since the Gromov–Hausdorff distance is never greater than any Hausdorff distance
(among possible isometric embeddings), then it suffices to check the Hausdorff distance
inequality dH(X˜,X) ≤ ε instead of the Gromov–Hausdorff one.
Remark 2. Although we consider non-anticipative strategies, to prove the theorem, we con-
struct
√
ε-stepwise strategy. Hence, all statements hold for the so-called discrete-time Lion
and Man games.
The following corollary is trivial, however, it provides a necessary condition of capture;
which is quite rare.
Corollary 1 (Necessary condition). If dGH(X˜,X) ≤ ε ∈ (0, α2) and there are no (X˜, ρ˜, α+
(20T + 8)
√
ε, T )-winning strategies, then there are no (X, ρ, α, T )-winning strategies.
Moreover, one can combine these results with the fact that, for any compact geodesic
(as well as length) space (X, ρ), there exists a sequence of finite metric graphs (Gn, ρn)
(i.e., metric graphs with finite number of vertices) such that dGH(X,Gn) → 0 as n → ∞
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(see [6, Proposition 7.5.5.]). The notion of metric graphs is quite intuitive, while the strict
definition is not short; one can find the definition in [6, Def. 3.2.11.]. This and Theorem 1
encourage one to try to check α-capture in some approximating spaces before doing this in
the approximated space. In this way, Theorem 1 yields the following corollary.
Corollary 2. Let (X, ρ) be compact geodesic spaces, let {(Gn, ρn)}n∈N be a sequence of finite
metric graphs. If dGH(X,Gn) → 0 as n→∞, then the following statements are equivalent:
1. for all α˜ > α there exist (X, ρ, α˜, T )-winning strategies;
2. for each n ∈ N there exist (Gn, ρn, αn, T )-winning strategies and αn → α as n→∞.
Remark 3. There is a constructive method to build such graphs.
Thus, investigating the game in finite metric graphs should be useful. In particular, if we
knew ‘good enough’ pursuer’s strategies in graphs, we would easily construct ‘good enough’
strategies in the any compact metric space.
3 Proofs
We begin by constructing β-pursuing curves (Subsection 3.1) and ε-chaining relation
between spaces (Subsection 3.2). These subsections are auxiliary for the Subsection 3.3,
which is directed towards the target proving.
3.1 Simple pursuit
Definition 5. Let N be a natural number, let β > 0, and let (X, ρ) be a compact geodesic
space. We say that a 1-Lipschitz curve p : [0, Nβ]→ X β-pursues a collection {g(iβ)}i=0,..,N
iff, for each i = 0, .., N − 1,
1. the condition ρ
(
p(iβ), g(iβ)
)
> β implies
ρ
(
p(iβ), p((i+ 1)β)
)
= β,
ρ
(
p(iβ), p((i+ 1)β)
)
+ ρ
(
p((i+ 1)β), g(iβ)
)
= ρ
(
p(iβ), g(iβ)
)
;
2. the opposite condition ρ
(
p(iβ), g(iβ)
) ≤ β implies
p
(
(i+ 1)β
)
= g(iβ).
Remark 4. The equality
ρ
(
p(iβ), p((i+ 1)β)
)
+ ρ
(
p((i+ 1)β), g(iβ)
)
= ρ
(
p(iβ), g(iβ)
)
(from Item 1 of Definition 5) means that p
(
(i+1)β
)
is on a geodesic segment between p
(
iβ
)
and g(iβ). Since (X, ρ) is a compact geodesic space, any two points are connected by a
geodesic path, so whatever points p(iβ) and g(iβ) are, point p((i+ 1)β) can be construct.
Observation 1. Using stepwise procedure, one can construct a curve p : [0, Nβ] → X that
satisfies p(0) = P0 ∈ X and β-pursues a curve g : [0, Nβ] → X. In other words, Lion can
generate his trajectory as such a curve, and formally his strategy would be β-stepwise.
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Lemma 2. Let (X, ρ) be a compact geodesic space. If a 1-Lipschitz curve p : [0, Nβ] → X
β-pursues a collection {g(iβ)}i=0,..N satisfying
ρ(g(iβ), g((i+ 1)β)) ≤ β + δβ
for all i = 0, .., N − 1, then
ρ
(
p(Nβ), g(Nβ)
) ≤ β +Nδβ + ρ(p(0), g(0)).
Proof. Let us prove this by induction on N. The base of induction is trivial: ρ
(
p(0), g(0)
) ≤
β + 0δβ + ρ
(
p(0), g(0)
)
. Further, assume the inequality
ρ
(
p(iβ), g(iβ)
) ≤ β + iδβ + ρ(p(0), g(0)) (1)
and show that it still holds for (i + 1) instead of i. Consider two cases. First, if we have
ρ
(
p(iβ), g(iβ)
) ≤ β, then p((i+ 1)β) = g(iβ) by Item 2 of Definition 5 and, as corollary,
ρ
(
p((i+ 1)β), g((i+ 1)β)
) ≤ β + δβ ≤ β + (i+ 1)δβ + ρ(p(0), g(0)).
Second, if we have ρ
(
p(iβ), g(iβ)
)
> β, then the following holds
ρ
(
p((i+ 1)β), g((i+ 1)β)
)
≤ ρ(p((i+ 1)β), g(iβ))+ ρ(g(iβ), g((i+ 1)β)) by triangle equality
≤ ρ(p((i+ 1)β), g(iβ))+ β + δβ by the assumption of this lemma
= ρ
(
p(iβ), g(iβ)
)− ρ(p(iβ), p((i+ 1)β))+ β + δβ by Item 1 of Definition 5
= ρ
(
p(iβ), g(iβ)
)
+ δβ by Item 1 of Definition 5
≤ β + iδβ + ρ(p(0), g(0)) by the hypothesis (1).
3.2 Chaining
Definition 6. Let (X, ρ) and (X˜, ρ˜) be compact metric spaces and let dGH(X, X˜) ≤ ε/4.
We say a pair of maps (f, f˜) where
f : X˜ → X, f˜ : X → X˜
is an ε-chaining between X and X˜ if there exist
1. finite ε-nets RX and RX˜ in X and X˜ respectively;
2. bijections h : RX˜ → RX and h˜ = h−1 : RX˜ → RX such that
dish ≤ ε/2, dis h˜ ≤ ε/2;
3. maps g : X → RX and g˜ : X˜ → RX˜ such that
g(x) ∈ argmin
y∈RX
ρ(x, y), g˜(x˜) ∈ argmin
y˜∈R
X˜
ρ(x˜, y˜),
f = h ◦ g˜, f˜ = h˜ ◦ g.
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Lemma 3. If (X, ρ) and (X˜, ρ˜) are compact metric spaces and dGH(X, X˜) ≤ ε, then there
exists 4ε-chaining (f, f˜) between X and X˜.
Proof. We can pick a 2ε-isometry hˆ : X → X˜ in accordance to Lemma 1. This implies that
the set hˆ[X ] is a 2ε-net, and in virtue of compactness of X˜, we can select a finite subset of
this 2ε-net which is a 2ε-net too; let us denote it by RX˜ . Hence, for each y ∈ RX˜ one can
find xy ∈ X such that hˆ(xy) = y. Then let RX = {xy ∈ X | y ∈ RX˜}. Now we can show
that such RX is a 4ε-net. Assume the converse, i.e. let there be a point x ∈ X such that
ρ(x, xy) > 4ε for all xy ∈ RX , this yields that
ρ˜(hˆ(x), y) > 4ε− dis hˆ = 2ε ∀y ∈ Rx˜
due to the definition of distortion. This inequality contradicts the definition of RX˜ , namely
that it is a 2ε-net. Thus, the sets RX and RX˜ are finite 4ε-nets indeed.
Moreover, the restriction h = hˆ|RX is bijective and
dis h ≤ dis hˆ ≤ 2ε.
Then h˜ = h−1 is also bijective and satisfies dis h˜ ≤ 2ε. Since the sets RX and RX˜ are finite,
the maps g and g˜ exist. Thus, the maps f = h ◦ g˜, f˜ = h˜ ◦ g are constructed.
Lemma 4. If a pair (f, f˜) is a 4ε-chaining between compact metric spaces X and X˜, then
1. dis f ≤ 10ε, dis f˜ ≤ 10ε;
2. ρ˜(f˜(f(x˜)), x˜) ≤ 4ε holds for any x˜ ∈ X˜.
Proof. To prove the first statement, recall that dis f˜ = sup
x1,x2∈X
|ρ(x1, x2) − ρ˜(f˜(x1), f˜(x2))|.
Further, notice that, for all x1, x2 ∈ X, the following inequality holds
ρ(x1, x2) ≤ ρ(x1, g(x1)) + ρ(x2, g(x2)) + |ρ(g(x1), g(x2))
and hence
|ρ(x1, x2)− ρ˜(f˜(x1), f˜(x2))|
≤ |ρ(x1, x2)− ρ(g(x1), g(x2))|+ |ρ(g(x1), g(x2))− ρ˜(f˜(x1), f˜(x2))|
≤ ρ(x1, g(x1)) + ρ(x2, g(x2)) + |ρ(g(x1), g(x2))− ρ˜(f˜(x1), f˜(x2))|
= ρ(x1, g(x1)) + ρ(x2, g(x2)) + |ρ(g(x1), g(x2))− ρ˜(h˜g(x1), h˜g(x2))|
≤ ρ(x1, g(x1)) + ρ(x2, g(x2)) + dis h˜ ≤ 4ε+ 4ε+ 2ε = 10ε.
Thus, dis f˜ ≤ 10ε and the same for dis f.
To prove the second statement, notice that, for any x˜ ∈ X˜, we have that f(x˜) = h◦g˜(x˜) ∈
RX and that g is an identical map on RX ; then
f˜ ◦ f(x˜) = h˜ ◦ g ◦ f(x˜) = h˜ ◦ f(x˜) = h˜ ◦ h ◦ g˜(x˜) = h−1 ◦ h ◦ g˜(x˜) = g˜(x˜).
Consequently, ρ˜
(
f˜(f(x˜)), x˜
)
= ρ˜
(
g˜(x˜), x˜
) ≤ 4ε.
3.3 Proof of Theorem 1
We will construct Lion’s β-stepwise strategy in X for β =
√
ε. Since we are interested in
capture by a time T, it suffices to describe Lion’s strategy only for N =
⌈
T
β
⌉
steps.
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A construction of Lion’s strategy. Using Lemma 3 let us fix a 4ε-chaining (f, f˜) be-
tween the spaces X and X˜ and introduce Lion’s strategy relying on several auxiliary con-
structions and Observation 1.
• Let a curve M˜ : [0, Nβ] → X˜ β-pursues the collection {f˜(M(iβ))}i=0,..,N and satisfies
the condition M˜(0) = f˜
(
M(0)
)
. On the one hand, since the collection satisfies property
ρ˜
(
f˜(M(iβ)), f˜(M((i+ 1)β))
) ≤ ρ(M(iβ),M((i + 1)β)) + dis f˜ ≤ β + dis f˜
for all i = 0, .., N − 1, then, applying Lemma 2 for δ = dis f
β
, we obtain
ρ˜
(
f˜(M(iβ)), M˜(iβ)
) ≤ β + i dis f˜ + ρ˜(f˜(M(0)), M˜(0)) = β + i dis f˜ (2)
for all i = 0, .., N − 1. On the other hand, M˜ is a 1-Lipschitz curve, i.e. its image
belongs to the set of admissible Man’s trajectory in the space X˜.
• By the hypothesis of this theorem, for Lion’s initial position f˜(L(0)) ∈ X˜, there is
Lion’s strategy s˜f˜(L(0)) leading to α-capture by the time T in the space X˜. Further, let
a curve L˜ : [0, Nβ] → X˜ equal to s˜f˜(L(0))(M˜) on the time interval [0, T ] ⊂ [0, Nβ] and
satisfy the condition L˜(0) = f˜(L(0)).
• Finally, let the Lion’s trajectory L(·) β-pursue the collection {f(L˜(iβ))}i=0,..,N . As
above, we have
ρ
(
f(L˜(iβ)), f(L˜((i+ 1)β))
) ≤ ρ˜(L˜(iβ), L˜((i+ 1)β)) + dis f ≤ β + dis f
for all i = 0, .., N − 1, and by Lemma 2 for δ = dis f
β
, we get
ρ
(
f(L˜(iβ)), L(iβ))
) ≤ β + i dis f + ρ(f(L˜(0)), L(0)) = β + i dis f (3)
for all i = 0, .., N − 1.
Estimates. It remains to estimate the guaranteed capture radius. Indeed, there exists
time t∗ ∈ [0, T ] such that
ρ˜(L˜(t∗), M˜(t∗)) = ρ˜(s˜f˜(L(0))(M˜)(t
∗), M˜(t∗)) ≤ α
because the strategy s˜f˜(L(0)) was chosen to lead to the α-capture. For convenience, let us
choose the number τ that is nearest to t∗ among numbers iβ for i = 1, .., N − 1; therefore,
ρ˜
(
L˜(τ), M˜(τ)
) ≤ α + 2β. (4)
Thus, we can estimate the distance ρ(L(τ),M(τ)) in the following way:
ρ(L(τ),M(τ)) by triangle inequality
≤ ρ(L(τ), f(L˜)(τ)) + ρ(f(L˜)(τ),M(τ)) by (3)
≤ β + i dis f + ρ(f(L˜)(τ),M(τ)) by the definition of dis f˜
≤ β + i dis f + dis f˜ + ρ˜(f˜(f(L˜(τ))), f˜(M(τ)))
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Further, let us evolve ρ˜
(
f˜(f(L˜(τ))), f˜(M(τ))
)
as follows:
ρ˜
(
f˜(f(L˜(τ))), f˜(M(τ))
)
by triangle equality
≤ ρ˜(f˜(f(L˜(τ))), L˜(τ))+ ρ˜(L˜(τ), f˜(M(τ))) by Item 2 of Lemma 4
≤ 4ε+ ρ˜(L˜(τ), f˜(M(τ))) by triangle inequality
≤ 4ε+ ρ˜(L˜(τ), M˜(τ)))+ ρ˜(M˜(τ), f˜(M(τ))) by (4)
≤ 4ε+ α + 2β + ρ˜(M˜(τ), f˜(M(τ))) by (2)
≤ 4ε+ α + 2β + β + i dis f˜
Then, recall that β =
√
ε and
i ≤ N − 1 =
⌈
T
β
⌉
− 1 ≤ T
β
+ 1− 1 = T
β
.
Moreover, both dis f and dis f˜ are not greater than 10ε by Item 1 of Lemma 4; hence
i(dis f˜ + dis f) ≤ T
β
20ε = 20T
√
ε.
Thus,
ρ(L(τ),M(τ))
≤ α + 4β + 4ε+ i(dis f˜ + dis f) + dis f˜
≤ α + (20T + 8)√ε
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