Abstract-In this work the optimal diversity-multiplexing tradeoff (DMT) is studied for the multiple-input multiple-output fading multiple-access channel with no power constraints (infinite constellations). For K users (K > 1), M transmit antennas for each user, and N receive antennas, infinite constellations in general and lattices in particular are shown to attain the optimal DMT of finite constellations for the case N ≥ (K + 1)M − 1, i.e. user limited regime. On the other hand for the case N < (K + 1) M − 1 it is shown that infinite constellations can not attain the optimal DMT. This is in contrast to the point-to-point case where infinite constellations are DMT optimal for any M and N . In general, this work shows that when the network is heavily loaded, i.e. K > max 1,
I. INTRODUCTION
Employing multiple antennas in a point-to-point wireless channel increases the number of degrees of freedom available for transmission. This is illustrated for the ergodic case in [1] , [2] , where M transmit and N receive antennas increase the capacity by a factor of min (M, N ). The number of degrees of freedom utilized by the transmission scheme is referred to as multiplexing gain. Another advantage of employing multiple antennas is the potential increase in the transmitted signal reliability. The fact that multiple antennas increase the number of independent links between antenna pairs, enables the error probability to decrease, i.e. add diversity. If for high signal to noise ratio (SNR) the error probability is proportional to SNR −d , then we state that the diversity order is d.
For the point-to-point setting, Zheng and Tse [3] characterized the optimal diversity-multiplexing tradeoff (DMT) of the quasi-static Rayleigh flat-fading channel, i.e. for each multiplexing gain they found the best attainable diversity order. The optimal DMT is a piecewise linear function connecting the points (M − l) (N − l), l = 0, . . . , min (M, N ). The transmission scheme in [3] uses random codes. Subsequent works presented more structured schemes that attain the optimal DMT. El Gamal et al. [4] showed by using probabilistic methods that lattice space-time (LAST) codes attain the optimal DMT by using minimum-mean square error (MMSE) estimation followed by lattice decoding. Later, explicit coding schemes based on lattices and cyclic-division algebra [5] , [6] were shown to attain the optimal DMT by using maximum-likelihood (ML) decoding, and also by using MMSE estimation followed by lattice decoding [7] . A subtle but very important fact is that these coding schemes take into consideration the power constraint in the decoder. A question that remained open was whether lattices can achieve the optimal DMT by using regular lattice decoding, i.e. decoder that takes into account the infinite lattice without considering the shaping region or the power constraint. In order to answer this question, the work in [8] presented an analysis of the performance of infinite constellations (IC's) in the multipleinput multiple-output (MIMO) fading channel. A new tradeoff was presented between the IC's average number of dimensions per channel use, i.e. the IC dimensionality divided by the number of channel uses, and the best attainable DMT. By choosing the right average number of dimensions per channel use, it was shown [8] that IC's in general and more specifically lattices using regular lattice decoding, attain the optimal DMT of finite constellations.
For the multiple-access channel, where a number of users transmit to a single receiver, the number of users in the network affects the multiplexing gain and the diversity order. For instance, for a network with K users transmitting at the same rate, the number of available degrees of freedom for each user is min M, N K . Tse, Viswanath and Zheng [9] characterized the optimal DMT of a network with K users, where each user has M transmit antennas and the receiver has N antennas. For the symmetric case, where the users transmit at the same multiplexing gain r, i.e. r 1 = · · · = r K = r, the optimal DMT takes the following elegant form [9] :
the optimal symmetric DMT equals to the optimal DMT of a point-to-point channel with M transmit and N receive antennas d * ,(F C) M,N (r).
• For r ∈ min
the optimal symmetric DMT equals to the optimal DMT of a point-to-point channel with all K users pulled together d K users. An explicit coding scheme based on lattices and cyclic division algebra that attains the optimal DMT using ML decoding was presented in [11] .
In this paper we study the optimal DMT of lattices using regular lattice decoding, i.e. decoding without taking into consideration the power constraint, for the MIMO Rayleigh fading multiple-access channel. The result is rather surprising; unlike the point-to-point case where the tradeoff between dimensions and diversity enables to attain the optimal DMT, we show that for the multiple-access channel the optimal DMT is attained only when N ≥ (K + 1) M − 1, i.e. user limited regime. On the other hand when the network is heavily loaded we show that IC's or lattices using regular lattice decoding, can not attain the optimal DMT.
In the first part of this paper an upper bound on the optimal symmetric DMT IC's can achieve is presented. The upper bound is attained by finding for each multiplexing gain r, the average number of dimensions per channel use for each user, that maximizes the diversity order. For the case N < (K + 1) M − 1 it is shown that the optimal DMT of IC's does not coincide with the optimal DMT of finite constellations. Moreover, for N < (K − 1) M + 1 it is shown that the optimal DMT of IC's in the symmetric case is inferior compared to the optimal DMT of finite constellations, for any value of r except for the edges r = 0, N K . On the other hand for the case N ≥ (K + 1)M − 1, by choosing the correct average number of dimensions per channel use for each user, it is shown that the upper bound on the optimal DMT of IC's coincides with the optimal DMT of finite constellations
In the second part of this paper, a transmission scheme that attains the optimal DMT for N ≥ (K + 1)M − 1 is presented. Each user in this scheme transmits according to the DMT optimal scheme for the point-to-point channel, presented in [8] . By analyzing the receiver joint ML decoding performance, it is shown that this transmission scheme attains the optimal DMT of finite constellations. We wish to emphasize that the proposed transmission scheme is more involved than simply using orthogonalization between users, which in general is suboptimal for IC's. The proposed transmission scheme requires N + M − 1 channel uses to attain the optimal DMT, which is smaller than N + KM − 1, the number of channel uses required in [9] (the dependence in the number of users lies in the fact that N ≥ (K + 1) M − 1).
As a basic illustrative example of the results we consider the following two cases. In the first case assume a network with two users (K = 2), where each user has a single transmit antenna (M = 1), and a receiver with a single receive antenna (N = 1). In this case the optimal DMT of finite constellations in the symmetric case [9] equals 1 − r for r ∈ 0, . For IC's it is shown in this setting that the optimal DMT for the symmetric case equals 1 − 2r for r ∈ 0, 1 2 , which is strictly inferior except for r = 0, (max (r 1 , r 2 )).
The outline of the paper is as follows. In section II basic definitions for the fading multiple-access channel and IC's are given. Section III presents an upper bound on the optimal DMT of IC's, and shows the sub-optimality of IC's for the case N < (K + 1) M − 1. Transmission scheme that attains the optimal DMT of finite constellations for the case N ≥ (K + 1) M − 1 is presented in section IV. Finally, in section V we discuss the results in this paper and present for the multiple-access channel a geometrical interpretation to the DMT of IC's. This paper contains the sketch of proofs. The full version with detailed proofs can be found in [12] .
II. BASIC DEFINITIONS

A. Channel Model
We consider a K-user multiple access channel where each user has M transmit antennas, and the receiver has N antennas. We assume perfect knowledge of all channels at the receiver, and no channel knowledge at the transmitters. We also assume quasi static flat-fading channel for each user. The channel model is as follows:
where 2 multiplies each element of n t , where ρ can be interpreted as the average SNR of each user in the receive antennas for power constrained constellations that satisfy
Next we wish to define an equivalent channel to (1) . Let us define the extended transmission vector
i.e., first concatenate the users in each channel use, and then concatenate the vectors between channel uses. Now we define
where each block on the diagonal equals H, n ex = ρ
∈ C NT and y ex ∈ C NT , we can rewrite the channel model in (1)
Let L = min (N, KM ), and let
ln(ρ) , and also define≤,= in a similar manner by substituting ≥ with ≤, = respectively.
B. Infinite Constellations
Infinite constellation (IC) is a countable set S = {s 1 , s 2 , . . . } in C n . Let cube l (a) ⊂ C n be a (probably rotated) l-complex dimensional cube (l ≤ n) with edge of length a centered around zero. We define an IC S l to be l-complex dimensional if there exists a rotated l-complex dimensional cube cube l (a) such that S l ⊂ lim a→∞ cube l (a) and l is minimal. M (S l , a) = |S l cube l (a)| is the number of points of the IC S l inside cube l (a). In [13] , the n-complex dimensional IC density was defined as
and the volume to noise ratio (VNR) for the additive white Gaussian noise (AWGN) channel was given as
where σ 2 is the noise variance of each component. We now turn to the IC definitions at the transmitters. We define the average number of dimensions per channel use as the IC dimension divided by the number of channel uses. Let us consider user i, where 1 ≤ i ≤ K. We denote the average number of dimensions per channel use by 
is the number of channel uses, and
The VNR at the transmitter of user i is
where
2πe is each component's additive noise variance. Now let us concatenate the users IC's in accordance with (2) . We denote
. In this case we get in (3) that the transmitted signal x ∈ S DT (ρ) ⊂ C KMT . At the receiver we first define the set H ex · cube D·T (a) as the multiplication of each point in cube D·T (a) with the matrix H ex . In a similar manner, the IC induced by the channel at the receiver is
We define the receiver density as
i.e., the upper limit on the ratio of the number of IC points in H ex · cube D·T (a), and the volume of H ex · cube D·T (a).
The joint decoder average decoding error probability, over the points of the effective IC S D·T (ρ), for a certain channel realization H, is defined as
where P e(x , H, ρ) is the error probability associated with x . The average decoding error probability of S D·T (ρ) over all channel realizations is P e(ρ) = E H {P e(H, ρ)}, and the diversity order is defined as
In practice finite constellations are transmitted even when performing regular lattice decoding at the receiver. Based on the results in [14] it was shown in [8] that finite constellation with multiplexing gain r can be carved from a lattice with multiplexing gain r, while maintaining the same performance when regular lattice decoder is employed at the receiver. In our case it also applies for each of the users, i.e. carving finite constellations with multiplexing gains tuple (r 1 , . . . , r K ) that satisfy the power constraint, from lattices with multiplexing gains tuple (r 1 , . . . , r K ). At the receiver the performance is maintained by performing regular lattice decoding on the effective lattice.
C. Additional Notations
We further denote by d * ,(F C) M,N (r) the optimal DMT of finite constellations, and by d * ,D M,N (r) the upper bound on the optimal DMT of any IC with average number of dimensions per channel use D, both in a point to point channel with M transmit and N receive antennas. For the multiple access channel with K users, M transmit antennas for each user, and N receive antennas, we denote by d * ,(F C) K,M,N (r) the optimal DMT of finite constellations in the symmetric case, and by d * ,(IC) . . . , r K ) the upper bounds on the optimal DMT of the unconstrained multiple-access channel for the symmetric case, and for multiplexing gains tuple (r 1 , . . . , r K ) respectively.
We denote r max = max (r 1 , . . . , r K ), i.e. the maximal multiplexing gain in the multiplexing gains tuple. In addition for any A ⊆ {1, . . . , K} we define R A = a∈A r a and
III. UPPER BOUND ON THE BEST DIVERSITY-MULTIPLEXING TRADEOFF In this section we show that for N < (K+1)M −1 the DMT of the unconstrained multiple-access channel is suboptimal compared to the optimal DMT of finite constellations. On the other hand for N ≥ (K +1)M −1, we present an upper bound on the optimal DMT that coincides with the optimal DMT of finite constellations.
We begin by lower bounding the error probability of any IC for the multiple-access channel, by using lower bounds on the error probability of any IC in the point-to-point channel. We use those lower bounds to formulate an upper bound on the optimal DMT of IC's for the multiple-access channel, in the form of an optimization problem. Then, we solve this optimization problem for the symmetric case, and compare the optimal DMT of IC's to the optimal DMT of finite constellations, and find the cases where IC's are suboptimal. Finally, we give a convexity argument that shows for the symmetric case that whenever the optimal DMT is not a convex function IC's are suboptimal.
Assume user i transmits In case a genie tells the receiver the transmitted messages of users {1, . . . , K} \ A, the optimal receiver attains an error probability that lower bounds the K-user optimal receiver error probability. Without loss of optimality, the optimal receiver can subtract them from the received signal, and get a new |A|-users unconstrained multiple-access channel with average number of dimensions per channel use {D a } a∈A , T channel uses, and multiplexing gain a∈A r a . In a similar manner, the error probability of this |A|-users channel is lower bounded by the lower bound on the error probability of any IC with a∈A D a average number of dimensions per channel use, T channel uses, and multiplexing gain a∈A r a , derived in [8] . Hence, the maximal lower bound on the error probability between all A ⊆ {1, . . . , K} also sets a lower bound on the error probability. This concludes the proof.
Next we formulate an upper bound on the DMT of any sequence of IC's in the K-user unconstrained multiple-access channel. where
Sketch of the proof:
From Lemma 1 we get a lower bound on the error probability of any sequence of effective IC's S K i=1 DiT (ρ), transmitted by the K users. The lower bound on the error probability can be translated to an upper bound on the diversity order. In addition, the lower bound on the error probability depends on lower bounds on the error probabilities for the point-to-point channel. Hence, we can use the upper bound on the DMT in the point-to-point channel, presented in [8] , to get the following upper bound on the DMT of a tuple of average number of dimensions per channel use
Maximizing over (D 1 , . . . , D K ) ∈ D yields the upper bound on the optimal DMT.
Next we characterize an upper bound on the optimal DMT of IC's in the symmetric case, i.e. r 1 = · · · = r K = r, that later will be used to show the sub-optimality of the unconstrained multiple-access channel in the case N < (K + 1) M − 1. In addition, we will show that this upper bound coincides with the optimal DMT of finite constellations in the case N ≥ (K + 1) M − 1. In order to present the upper bound we define for the case (1) and d * 3
Theorem 2. The optimal DMT of any sequence of IC's in the symmetric case is upper bounded by:
.
Now we are ready to compare the upper bound on the optimal DMT of IC's (in general, not only for the symmetric case) to the optimal DMT of finite constellations. This comparison enables us to show that for N ≥ (K + 1) M − 1 the upper bound on the optimal DMT of IC's coincides with the optimal DMT of finite constellations, where for N < (K + 1) M − 1 the upper bound is inferior compared to the optimal DMT of finite constellations. This leads to the conclusion that in case N < (K + 1) M − 1 (K > 1), the best DMT any sequence of IC's can attain is suboptimal compared to the optimal DMT of finite constellations.
We begin by showing for the symmetric case when the upper bound on the optimal DMT of IC's, d * ,(IC) K,M,N (r), is suboptimal compared to the optimal DMT of finite constellations.
Lemma 2. For either
in the range
Sketch of the proof:
In a nutshell the proof is based on the properties of d * ,D M,N (r) derived in [8] , and also on the results in Theorem 2. It is important to note that for K = 2, M = s + 1 and N = 3 · s we get d * ,(IC) Figure 2 , where the suboptimality for the case N = (K − 1) M + 1 + l, l = 0, . . . , 2m − 3 is illustrated in Figure 1 . K,M,N (r) for the case M = N = K = 2. For this case the optimal DMT in the symmetric case is smaller than the optimal DMT of finite constellations, for any value of r except for r = 0, 1.
Next we present the cases where the upper bound on the optimal DMT of IC's in the unconstrained multipleaccess channel coincides with the optimal DMT of finite constellations, and the cases where the optimal DMT in this setting is suboptimal compared to the optimal DMT of finite constellations. (max (r 1 , . . . , r K )), which is the optimal DMT of finite constellations in this case.
For N < (K + 1) M − 1 we show that the optimal DMT is not attained, by finding a set of multiplexing gain tuples (r 1 , . . . , r K ) ∈ B for which d * ,(IC) N (r 1 , . . . , r K ). Based on Lemma 2 we get for r 1 = · · · = r K = r that there exists a set of multiplexing gains for which d * ,(IC) 
is more involved and requires considering the case r 1 = r 2 (see [12] for the full proof).
It is interesting to note that the upper bound on the optimal DMT of IC's in the symmetric case is a convex function, where the optimal DMT of finite constellations is not necessarily so [9] (see Figure 1 for example). In fact the optimal DMT is not a convex function whenever N < (K − 1) M + 1, or when N = (K − 1) M + 1 + l < (K + 1) M − 1 and
where l = 0, . . . , 2M − 3. Therefore, we can state that in the symmetric case, whenever the optimal DMT of finite constellations is not a convex function, IC's are suboptimal.
IV. ATTAINING THE OPTIMAL DMT FOR
In this section we show that the upper bound on the DMT of IC's in the unconstrained multiple-access channel, derived in section III, is achievable for the case N ≥ (K + 1) M − 1 by a sequence of IC's in general and lattices using regular lattice decoding at the receiver in particular. Essentially, we show for N ≥ (K + 1) M − 1 that IC's attain DMT that equals to
(max (r 1 , . . . , r K )). We begin by introducing in Subsection IV-A the transmission scheme for each user, followed by presentation of the effective channel induced by the transmission scheme in Subsection IV-B. We derive in Subsection IV-C for each channel realization an upper bound on the error probability of the ML decoder of an ensemble of K IC's, and then average this upper bound over the channel realizations to show that the optimal DMT is attained for N ≥ (K + 1) M − 1 .
A. The Transmission Scheme
Essentially, in the proposed transmission scheme each user transmits as if the channel was a point-to-point channel with M transmit and N receive antennas. Hence, each user transmission matrix is identical to the transmission matrix presented in [8] .
We denote the transmission matrix of user i by G has N − M + 1 columns (channel uses). In the first column transmit symbols x 1 , . . . , x M on the M antennas, and in the N − M + 1 column transmit symbols
l+1 , the transmission scheme for D l+1 , two columns in order to get G 
respectively) is as follows:
B. The Effective Channel
Next we define the effective channel matrix induced by the transmission scheme of the first k users G (1,...,k) l , where k = 1, . . . , K. Let us denote the first k users transmission at time instance t by
In accordance with the channel model from (1) we get
yields a matrix with N rows and T l columns, where each column equals to 
, where g 
Next we elaborate on the structure of the blocks of H 
= (h 1 , h 2 , h 3 , h 4 ). We begin with k = 1. In this case we get a point-to-point channel with 2 transmit and 5 receive antennas H
(1) = (h 1 , h 2 ), which leads to the following effective channels 1) D 1 = 2: H (l=1),k=1 eff is generated from the multiplication of the 5 × 2 matrix H (1) with the four columns of the transmission matrix G is a 30 × 20 matrix consisting of six blocks. The first four blocks equal to H (1, 2) , where the other two blocks are H 5 = (h 1 , h 3 ) and H 6 = (h 2 , h 4 ).
We present H 
C. Achieving the Optimal DMT
In this subsection we derive for each channel realization an upper bound on the error probability of the joint ML decoder of K ensembles of IC's transmitted on the unconstrained multiple-access channel, assuming each IC is D l · T lcomplex dimensional. Then, we show that the transmission scheme proposed in IV-A attains the optimal DMT for N ≥ (K + 1) M − 1, d
