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ABSTRACT
This dissertation investigates two stellar systems known to contain extrasolar planets.
It is comprised of five chapters that are readily divided into three independent but related
analyses. Chapter 1 reports on the analysis of low signal-to-noise secondary-eclipse observa-
tions of the Neptune-sized exoplanet GJ 436b using the Spitzer Space Telescope in multiple
infrared channels. The measured wavelength-dependent eclipse depths provide constraints
on the planet’s dayside atmospheric composition and thermal profile. The analysis indi-
cates that GJ 436b’s atmosphere is abundant in carbon monoxide and deficient in methane
relative to thermochemical equilibrium models for the predicted hydrogen-dominated atmo-
sphere. Chapter 2 discusses the techniques used to analyze GJ 436b, introduces the Least
Asymmetry centering method and compares its effectiveness to two existing techniques, and
describes the functions used to model Spitzer’s position- and time-dependent systematics.
Additionally, it includes best-fit parameters with uncertainties, histograms of the free pa-
rameters, and correlation plots between free parameters. Chapter 3 reports on the analysis
of eleven HD 149026b secondary-eclipse observations at five Spitzer wavelengths plus three
primary-transit observations at 8.0 µm. Chemical-equilibrium models find no indication of a
temperature inversion in the dayside atmosphere of HD 149026b. The best-fit model favors
large amounts of CO and CO2, moderate heat redistribution (f = 0.5), and a strongly en-
iii
hanced metallicity. These analyses use BiLinearly-Interpolated Subpixel Sensitivity (BLISS)
mapping and parameter orthogonalization. The former is a new technique to model two
position-dependent systematics, intrapixel variability and pixelation. The latter is a tech-
nique that accelerates the convergence of Markov chains that employ the Metropolis random
walk sampler. Chapter 4 reports on the detection of GJ 436c, a 0.65 ± 0.04 R⊕ exoplanet
transiting a nearby M-dwarf star with a period of 1.365862 ± 8×10−6 days. It also presents
evidence for a similarly sized exoplanet candidate (currently labeled UCF-1.02) orbiting the
same star with an undetermined period. Assuming an Earth-like density of 5.515 g/cm3, GJ
436c has a predicted mass of 0.28 Earth-masses (M⊕, 2.6 Mars-masses) and a surface gravity
of 0.65 g (where g is the gravity on Earth). Its weak gravitational field and close proximity
to its host star imply that GJ 436c is unlikely to have retained its original atmosphere;
however, a transient atmosphere is possible if recent impacts or tidal heating were to supply
volatiles to the surface. Chapter 5 presents numerical simulations of the GJ 436 system using
the Mercury N-body integrator and detailed calculations used to constrain the atmospheric
composition of the sub-Earth-sized planet GJ 436c. The simulations find a ∼35-year periodic
trend in the osculating elements wherein GJ 436c’s eccentricity varies between 0 and 0.21, its
peak-to-trough inclination amplitude is 3.2◦, and transit-timing variations range from ±200
to ±3 minutes.
iv
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The Neptune-sized extrasolar planet GJ 436b reveals itself by the dim-
ming of light as it crosses in front of and behind its parent star as seen from
Earth. Respectively known as the primary transit and secondary eclipse, the
former constrains the planet’s radius and mass1,2 and the latter constrains the
planet’s temperature3,4 and, with measurements at multiple wavelengths, atmo-
spheric composition. Previous work5 using transmission spectroscopy failed to
detect the 1.4-µm water vapour band, leaving the planet’s atmospheric compo-
sition poorly constrained. Here we report the detection of planetary thermal
emission from the dayside of GJ 436b at multiple infrared wavelengths using the
secondary eclipse technique. The best-fit compositional models contain a high
CO abundance and a substantial methane (CH4) deficiency relative to ther-
mochemical equilibrium (TCE) models6 for the predicted hydrogen-dominated
atmosphere7,8. Moreover, we report the presence of some H2O and traces of
CO2. Because CH4 is expected to be the dominant carbon-bearing species, dis-
equilibrium processes such as vertical mixing9 and polymerization of methane10
may be required to explain the hot Neptune’s small CH4-to-CO ratio, which is at
least 105 times smaller than what models predict6. We also consider alternative
explanations.
Using the Spitzer Space Telescope11, the Spitzer Exoplanet Target of Opportunity
program observed multiple secondary eclipses at 3.6, 4.5, 5.8, 8.0, 16, and 24 µm. Pre-
vious analyses3,4 of our 8.0 µm secondary eclipse data confirm an eccentric orbit around
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nearby GJ 436, a cool, M-dwarf star. Standard image calibration and photometry produced
lightcurves (tables of system flux vs. time at each wavelength) that are in the online Sup-
plementary Information (SI), as are details of centring and photometry. Some channels have
well documented systematic effects that our Metropolis-Hastings Markov-Chain Monte Carlo
(MCMC) model12 fits simultaneously with the eclipse parameters. Systematics include posi-
tional sensitivity variation13 at 3.6, 4.5, and 5.8 µm, where the measured flux correlates with
the sub-pixel location of the stellar centre, and time-varying sensitivity14 at 4.5, 5.8, 8.0,
and 16µm. Responsivity of the 24-µm channel is relatively stable15. Figure 1.1 shows the
observed secondary eclipses with best-fit models and Table 1.1 presents the relevant eclipse
parameters.
Figure 1.1 (following page): Secondary eclipses of GJ 436b at six Spitzer wavelengths. The
flux values are corrected for sensitivity effects, normalized to the system brightness, and
vertically separated for ease of comparison. Panel a shows the binned 3.6-, 4.5-, and 5.8-µm
data (with 1σ error bars) and panel b shows the binned 8.0-, 16-, and 24-µm data (with
1σ error bars), both with best-fit models and for orbital phases greater than 0.54. Note the
different vertical scales used in each panel. The phase calculation uses an ephemeris time
of JD 2,454,222.61588 and a period of 2.6438986 days (ref. 16). Because the planet passes
behind the star, we ignore stellar limb darkening and use the uniform-source equations17
for the eclipse shape. The position sensitivity model used either a quadratic13 or a cubic
function in the two spatial variables, including the cross terms to account for any correlation.
An asymptotically constant exponential function14 models the time-varying sensitivity. The
3.6- and 4.5-µm channels exhibit strong position sensitivity while the 5.8-µm channel reveals
a weak correlation with pixel position. The unmodelled region at 3.6 µm may be the result
of stellar activity18; a similar region at 5.8 µm is unmodelled for reasons presented in Sup-
plementary Information. We detect no eclipse at 4.5 µm, but constrain the flux modulation
at its 3σ upper bound by fixing the secondary eclipse phase to the mean weighted value
of the other channels. We use asymptotically constant exponential and linear functions to
model the time-varying sensitivities at 8.0 and 16 µm, respectively. Our 8.0-µm analysis
agrees with prior analyses3,4 but we obtain a slightly higher brightness temperature (Table
1.1) due, in part, to a more recent Kurucz model19. No correction is necessary at 24 µm.
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Table 1.1: Eclipse parameters and brightness temperatures
Channel Eclipse Midpoint Eclipse Duration Eclipse Depth TB
(µm) (BJD – 2,454,000) (t4–t1, orbits) (%) (K)
3.6 496.4885± 0.0010 0.0192± 0.0008 0.041± 0.003 1120± 20
4.5 499.1328 0.0191 <0.010a <700
5.8 501.778± 0.005 0.0191 0.033± 0.014 720± 110
8.0 282.3328± 0.0016 0.0186± 0.0014 0.054± 0.008 740± 40
16 477.981± 0.003 0.0191± 0.0023 0.140± 0.027 980± 130
24 470.053± 0.002 0.0191 0.175± 0.041 960± 170
BJD, barycentric Julian date; 1 orbit = 2.6438986 days. Eclipse duration is
measured from start of ingress (t1) to end of egress (t4). Flux modulation is
one minus in-eclipse flux divided by out-of-eclipse flux. Brightness tempera-
ture is the temperature of a similar blackbody that produces the same flux as
the source in a given wavelength bandpass. The eclipses at 3.6, 8.0, and 16 µm
are clear enough to fit durations; their weighted mean (72.6 ± 2.6 minutes)
fixes the durations for the other wavelengths. We fix the ingress/egress times
to 16 minutes (ref. 20) for all channels. Varying them produces equivalent
times within the errors but degrades the overall fit quality. The Supplemen-
tary Tables and Supplementary Figures contain complete parameter results.
The brightness temperature calculation14 refers the flux modulation to a stel-
lar spectrum model, which is interpolated from a grid of Kurucz models19 using
GJ 436’s temperature (3684 ± 71 K), log surface gravity (4.80 ± 0.10 in CGS
units), and metallicity (-0.32 ± 0.12 dex)2,21. A Monte Carlo method computes
the uncertainty in brightness temperature by varying the flux modulation and
stellar parameters. The differing brightness temperatures at 3.6 and 4.5 µm
suggest that these two wavelengths measure two different pressure levels; in-
deed Supplementary Figure 5 shows that the 4.5-µm channel has an additional
contribution from higher up in the atmosphere. To explain the 400-K differ-
ence in brightness temperatures, the model requires a very low concentration
of methane.
a3σ upper limit.
The phase of secondary eclipse imposes a tight constraint on the planet’s eccentricity,
e, and argument of periapsis, ω. Using the secondary eclipse times listed in Table 1.1, in
addition to published transit16 and radial velocity (RV) data22, a single-planet Keplerian
orbit for GJ 436b has a period of 2.6438983 ± 0.0000016 days and an ephemeris time of
JD 2,454,222.61587 ± 0.00012 (all errors are 1σ). These are nearly identical to the pub-
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lished results16, which do not consider secondary eclipses. Using either result, the weighted
average of the five measured secondary eclipse phases is 0.5868 ± 0.0003. This significant
improvement from previous analyses3,4 is due to the more precise ephemeris time and the use
of multiple secondary eclipses over a long baseline. The weighted average of the minimum
eccentricities, defined as emin ∼ e cos(ω), is 0.1368 ± 0.0004. Using ω = 351 ± 1.2◦ (ref.
22), we find e = 0.1385 ± 0.0006. To compute all of the orbital parameters (see SI), we used
the published results referenced above in addition to the eclipse times presented here. Our
best-fit value for e is 0.1371+0.0048−0.00013.
Our broadband observations constrain a 1-dimensional atmospheric model, using a
new temperature and abundance retrieval method23. This method searches over a wide
parameter space using a functional form for the pressure-temperature (PT) profile (based
on prior hot Jupiter and solar system studies), a grid of abundance combinations, and
energy conservation. We calculated ∼106 models, which considered both inversion and non-
inversion temperature profiles and abundances that varied over several orders of magnitude
per constituent. Figure 1.2 shows two representative models that fit the data and Table
1.2 compares them to seven other objects with hydrogen-dominated atmospheres. The red
model has a dayside-to-nightside energy redistribution ratio of <0.04; the blue model favours
a more efficient distribution ratio of <0.31. The red model fits the data better.
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Figure 1.2: Broadband spectrum constraints for GJ 436b. The two atmospheric models (red
and blue lines) have the same temperature structure and no thermal inversion. The red
model has uniform mixing ratios for H2O, CH4, CO, and CO2 of 3×10-6, 1×10-7, 7×10-4,
and 1×10-7, respectively. For the blue model, these are 1×10-4, 1×10-7, 1×10-4, and 1×10-6.
The 3.6-µm channel is the key measurement in terms of constraining the methane abun-
dance. It also limits the amount of H2O to less than that of CO, with little to no energy
redistribution. Chemical equilibrium also requires some NH3. The coloured circles are the
bandpass-integrated models, the black squares are our data (with 1σ error bars), and the
black arrow depicts the 3σ upper limit at 4.5 µm. The dashed green curves show blackbody
spectra at 650 K (bottom) and 1050 K (top) divided by the Kurucz stellar spectrum model19.
The red and blue models have effective (equivalent blackbody) temperatures of 860 K and
790 K, respectively. We need not invoke an internal heat source3. Assuming zero albedo
and planetwide redistribution of heat, GJ 436b has an equilibrium temperature (T eq, where
emitted and absorbed radiation balance for an equivalent blackbody) of 770 K at periapse.
For instantaneous reradiation of absorbed energy at secondary eclipse, the hemispheric ef-
fective temperature is 800 K and the peak temperature is 1,030 K.
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Table 1.2: Atmospheric data for various planets
Planet H2O CH4 CO CO2 T eff (K) CH4/CO
HD 209458b23 10-8–10-5 (4×10-8)–(3×10-2) ≥4×10-4 (0.4–7)×10-8 1,310–1,690 10-7–102
(Spitzer Broadband)
HD 189733b23 10-5–10-3 ≤2×10-6 (7×10-8)–(2×10-2) (0.07–7)×10-5 1,480–1,560 10-10–10
(Spitzer Broadband)
HD 189733b24 10-4–10-3 ≤1×10-7 (1–3)×10-4 (0.1–1)×10-5 NA ≤10-3
(HST/NICMOS)
GJ 436b (red model) 3×10-6 1×10-7 7×10-4 1×10-7 860 ∼10-4
GJ 570D2 7×10-4 5×10-4 2×10-6 NA 800 ∼102
GJ 436b (blue model) 1×10-4 1×10-7 1×10-4 1×10-6 790 ∼10-3
Jupiter25 (0.2–2)×10-8* 2.1×10-3 1.6×10-9 ≤3×10-9 110 ∼106
Saturn25 (0.2–2)×10-8* 4.5×10-3 1×10-9 3×10-10 100 ∼106
Uranus26 Ice 2.3×10-2 ≤1.2×10-8 NA 60 ∼106
Neptune26 Ice 2.9×10-2 ∼1×10-6 NA 60 ∼104
Values given under headings H2O, CH4, CO and CO2 are mixing ratios relative to molecular hydrogen. T eff, effective
temperature. HST/NICMOS, Hubble Space Telescope Near Infrared Camera and Multi-Object Spectrometer. The
planets are ordered in descending effective temperature. Chemical equilibrium predicts a roughly increasing CH4to-CO
ratio. GJ 436b does not follow this general trend, as seen in the right-most column. Its CH4-to-H2 mixing ratio is >10
3
times less than that of a brown dwarf of similar temperature and its CH4-to-CO ratio is >10
5 times less. Excess CO
may be the result of relatively strong vertical mixing9. A significant fraction of the methane may have polymerized into
hydrocarbons10, resulting in a shortage in observed CH4. For comparison, GJ 436b’s required methane mixing ratio of
10-7 is about 105 times less than that on Uranus and Neptune, 104 times less than that on Jupiter and Saturn, and ∼20
times less than that on Earth, where methane is oxidized, not polymerized. NA, not available.
*Above cloud.
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Chemical equilibrium predicts H2, H2O, CH4, CO, and NH3 to be the most abundant
molecules in GJ 436b’s atmosphere (Helium must also be present but contributes minimally
to the spectrum and to active chemistry). Conventional chemical composition models pre-
dict6 the major emission contributions to come from spectroscopically active H2O, CH4, and,
to a lesser extent, CO, and possibly CO2. In a reduced, hydrogen-dominated atmosphere
at ∼700 K, CH4 is thermochemically favoured to be the main carbon-bearing molecule. As-
suming solar abundances for the elements and the pressure-temperature profile shown in
Supplementary Figure 5, chemical equilibrium predicts6 a CH4-to-H2 mixing ratio of 7×10-4
and an H2O mixing ratio of 2×10-3. However, the strong planetary emission at 3.6 µm,
combined with the non-detection at 4.5 µm, calls for a methane abundance that is depleted
by a factor of ∼7000. The low H2O abundance favoured by our best-fit model could, in
principle, result from carbon and oxygen abundances that are ∼0.01×solar; however, the
resulting CH4 mixing ratio would still be too high, by two orders of magnitude to explain
the data.
Methane absorbs strongly in the 3.6-µm band. CO and CO2 have absorption features
at 4.5 µm, CO2 being the stronger absorber. The high flux at 3.6 µm suggests very low
absorption due to methane while the low flux at 4.5 µm implies high absorption due to
CO and/or CO2. The degeneracy between the two molecules is solved by the low CO2
concentration needed at 16 µm. The absence of observed flux in the 4.5-µm channel thus
requires large amounts of CO, which is not expected in such a reduced atmosphere under
TCE, and makes a future detection at 4.5 µm important.
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The flux modulation at 3.6 µm is our strongest detection, with a signal-to-noise ratio
of 12.1, and has been confirmed by an independent analysis. Using 2σ error bars for this
observation and the 3σ upper limit at 4.5 µm, the low-methane requirement cannot be lifted
(this result is relatively insensitive to the remaining wavelengths). An increased methane
mixing ratio of 10-6 would result in a higher blackbody continuum, thus requiring a CO2
mixing ratio ≥10-3 in order to fit the flux constraint at 4.5 µm (see Figure 1.3). However,
TCE and photochemical models predict a CO2 mixing ratio of ∼10-7 in hydrogen-dominated
atmospheres at solar abundance (∼10-5 for 30×solar metallicities, refs. 27,28).




























Figure 1.3: Contours showing the explored mixing ratios of methane. The purple, red,
orange, and green contours show error surfaces within ξ2 of 1, 2, 3 and 4, where ξ2 is χ2
divided by the number of channels. We use the 3σ upper limit for the 4.5-µm observation.
The black surfaces show models with ξ2 < 1 and CH4/H2 > 10
-6. The figure demonstrates
that models with CH4 mixing ratios close to 10
-6 or above require extremely large (>10-3) CO2
mixing ratios, which are unphysical based on current understanding of CO2 photochemistry.
The parameter space was explored with ∼106 models. The α2 parameter, which is related to
the temperature gradient in the lower atmosphere23, was chosen arbitrarily for the abscissa.
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We also explored other possibilities to explain the observations. A temperature inver-
sion does not fit the data well, assuming TCE, because H2O and CH4 would emit much more
strongly than we observe in the 5.8- and 8.0-µm channels, respectively. Non-local thermo-
dynamic equilibrium emission from the dayside of exoplanet HD 189733b is attributed29 to
CH4 fluorescence near 3.25 µm. However, our 3.6-µm detection is too strong to be explained
by fluorescence alone. Alternatively, the methane deficiency could be explained by a lack of
hydrogen; however, mass and radius constraints placed by transit and RV observations call
for a hydrogen-dominated atmosphere7,8, which we explored above. Atmospheric composi-
tions dominated by an alternate species (such as He or N2) are difficult to invoke. Hydrogen
is the most abundant species in planet-forming discs and atmospheric escape rates are small
for Neptune-mass planets. Although the observations were not made simultaneously, planet
variability and stellar activity are unlikely explanations for our observations. A global, plan-
etary temperature variation of 400 K manifesting in 2.64 days (the time between the 3.6-
and 4.5-µm observations) would be unprecedented in planetary science, as would a transient
hot vortex30 with one third the planetary radius and T ∼ 2200 K that appeared during only
one of our six observations. Stellar activity, which is common among M dwarfs, would need
to be timed precisely with the secondary eclipse for us not to detect and mask it.
The brown dwarf GJ 570D has an effective temperature similar to that of GJ 436b
(800 K), but at atmospheric levels where T < 1100 K, CH4 is the dominant carbon-bearing
molecule, with a CH4-to-CO ratio of ∼102 (ref. 9). We estimate a ratio of ≤1×10-3 for GJ
436b (see Table 1.2); however, the exoplanet is strongly irradiated on one side, which can
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drive atmospheric dynamics and disequilibrium chemistry. Vertical mixing9 can dredge CO
up from deeper and hotter parts of the atmosphere, where CO is favoured, resulting in a
small CH4-to-CO ratio if the rate of dredging is faster than the reaction rate to convert CO to
CH4 (CO + 3H2 CH4 + H2O). However, the observed CH4-to-CO mixing ratio would require
large amounts of vertical mixing. Alternatively, CH4 may be depleted by polymerization into
hydrocarbons such as acetylene (C2H2) or hydrogen cyanide (HCN). This is a major methane
reaction pathway at these temperatures10. These possibilities represent starting points for
future theoretical work with this atmosphere.
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At a relative flux level of just ∼0.1% compared to the host star, exoplanet secondary
eclipses are well below Spitzer’s 2% relative photometric accuracy requirement1. This and
their low intrinsic signal-to-noise ratios (SNR, often below 10) require that we attend closely
to analysis details. Because different analysis approaches may obtain significantly different
results, we also present more than the usual level of detail about our fits, so that future
investigators who choose to analyze these data can compare their work to ours. This Sup-
plementary Information (SI) presents how we determined the centres of the photometric
apertures, adjusted for varying array sensitivity with respect to aperture centre location
(“position sensitivity”) and time (“ramp”), and fit models to the data. The final section
presents the results of our fits in sufficient detail for evaluation of alternative analyses. Many
other methods appear in the SI to ref. 2.
2.1 Centring and Photometry
Spitzer’s instrumental point-spread functions (PSFs) are stable in time and vary little
with the normal pointing wander (<1′′) over a few-hour staring observation. Since zodiacal
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light and instrumental effects contribute significant noise, we use a small aperture plus an
aperture correction at short wavelengths and optimal photometry3,4 at longer wavelengths.
In either case, mismatching the aperture or PSF model to the data produces additional
error, so one must determine PSF centres accurately. Here we compare three methods. The
first5 computes the centre of light of pixels within a circular aperture and above the frame’s
median value by at least 0.1% of the median-subtracted peak value. The second fits a two-
dimensional (2D) Gaussian with free position parameters. The third, called least asymmetry,








where (x, y) is the current pixel location and σr is the standard deviation of the nr pixels at







2, 3, etc. We find using imax = 5 provides comparable precision and
computes faster than larger values. An inverted 2D Gaussian with free position parameters
finds the minimum in asymmetry space, which defines the centre of the object.
Tests using real datasets show that the 2D Gaussian and least-asymmetry methods
are more precise than the centre-of-light method (see Supplementary Figure 2.1). For the
example data, the Gaussian method is the most precise, but this is not always true. We tested
the accuracy with a fake dataset made from a 100×oversampled Spitzer Point Response
Function (PRF, ref. 6) centred at 50 locations along a pixel diagonal. We rebinned each image
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to the nominal resolution, copied it 100 times, and added Gaussian noise. Supplementary
Figure 2.2 plots the median residuals between the known and computed centres for the
Gaussian and least-asymmetry methods. Both methods are comparable near the corners,
but the least-asymmetry method is more accurate near a pixel centre. The Gaussian method
is more consistent over the entire pixel range. For the observations of GJ 436b at 5.8 and
8.0 µm, the mean radial distances from their respective pixel centres are ∼0.2 pixels, so, as
indicated in Supplementary Table 2.1, the best centring method is least asymmetry. The
evaluation metric is the standard deviation of the normalized (with respect to the stellar
flux) residuals between the measured and model flux values.
The IRS and MIPS channels typically achieve their best results using optimal pho-
tometry, but 5×-interpolated aperture photometry2 is best for the IRAC channels. Supple-
mentary Table 2.1 gives the best aperture sizes, found by varying the size and minimizing
the standard deviation of the normalized residuals. Changing the aperture size by 0.25 pixels
from the best value increases this standard deviation by <0.4% and typically by much less,
so smaller pixel increments are unnecessary.
2.2 Position Sensitivity
In the 3.6- and 4.5-µm Spitzer channels, sensitivity varies up to 3.5% with centroid
position. We detect for the first time much smaller variations at 5.8 µm, which may be due
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Figure 2.1: Three centring methods track the vertical position of GJ 436b for a small portion
of the 3.6 µm data. For this dataset, the Gaussian centring method most precisely tracks
the spacecraft pointing. Small pointing oscillations occur on a ∼5-second timescale. Gaps
occur every 64 frames as the camera transfers data to the spacecraft’s data system.
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Figure 2.2: Comparison between Gaussian and least-asymmetry centring methods. Each
point (1σ error bars) represents the median and standard deviation of the y (top), x (middle),
and radial (bottom) residuals between the known and measured centroids using 100 synthetic
PRF images, each with Gaussian noise, having true centres at the diagonal distances given
along the abscissa. The least asymmetry method consistently outperforms the Gaussian
method when the true centroid is close to the centre of the pixel. The Spitzer PRFs are not
perfectly symmetric, resulting in the asymmetric form of the plots across the pixel centre.
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Table 2.1: Centring method and photometry apertures.
Channel Camera Centring Method Aperture Size
(µm) (Pixels)
3.6 IRAC Gaussian 2.75
4.5 IRAC Gaussian 4.75
5.8 IRAC Least Asymmetry 3.25
8.0 IRAC Least Asymmetry 3.75
16 IRS Gaussian N/A
24 MIPS Gaussian N/A
IRAC = Infrared Array Camera1.
IRS = Infrared Spectrograph (blue peak-up array)7.
MIPS = Multiband Imaging Photometer for Spitzer8.
to intra-pixel sensitivity variations or residual flat-field errors. Polynomial models in the two
position variables fit the position sensitivity:
φ′ = φ[ay2 + bx2 + cyx+ dy + ex+ 1] (2.2)
φ′ = φ[ay3 + bx3 + cy2x+ dyx2 + ey2 + fx2 + gyx+ hy + ix+ 1] (2.3)
where φ′ and φ are the measured and corrected fluxes, respectively, x and y denote the PSF
centre relative to the pixel centre, and a – i are (potential) free parameters. In general (but
not for these particular datasets), if many of the PSF centres fall on two or more pixels, the
sensitivity difference between pixels (uncorrected flat field) becomes important. In this case,
each of the visited pixels has its own correction.
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2.3 Time-Varying Sensitivity
Two functions model the time-varying sensitivity: an asymptotically constant expo-
nential2 and a combination of logarithmic plus linear functions (similar to ref. 9):
φ′ = φ[1± exp(−a[t− t0])] (2.4)
φ′ = φ[a ln(t− t0) + b(t− t0) + 1] (2.5)
where, in Eqn. 2.4, the positive and negative signs are used for exponentially decreasing
and increasing variability, t is the observation time, and the free parameters are a, b, and t0.
If both intra-pixel and time-varying sensitivities apply, their multiplied corrections use only
one φ. Although φ′ in Eqn. 2.5 tends toward infinity at large t, this physical impossibility
is not a problem for observations of a few hours. Eqn. 2.4 curves more, so it generally
produces slightly deeper eclipses than Eqn. 2.5. Without any physical reason to prefer either
function, we test both and report the one with the lowest Bayesian Information Criterion
value (described below).
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2.4 Determining the Best Model
The Metropolis-Hastings algorithm, a specific Markov-Chain Monte Carlo (MCMC)
method10, explores the model phase space to estimate the values and uncertainties of the free
parameters. The position sensitivity, time-varying sensitivity, and eclipse model elements
evaluate simultaneously. The eclipse element has parameters for the phase of secondary
eclipse (the fraction of one orbital period from mid-transit to mid-eclipse), the duration
between the first and fourth contact points, the eclipse flux ratio (or modulation, one minus
the in- versus out-of-eclipse flux values), the ingress and egress durations, and φ in the
absence of any sensitivity model elements. These parameters define the shape of the eclipse
following ref. 11 for a uniform source. Spitzer Basic Calibrated Data (BCD) come with
calculated flux uncertainties per pixel, which are typically too large2. After a “burn-in” of
at least 105 iterations to forget the starting conditions, we rescale the uncertainties to give
a reduced χ2 of ∼1. After 106 or more iterations, the best-fit parameters are those with the
least χ2 value. We calculate the 34th percentile in both directions from the median value to
obtain uncertainties (averaged if close, quoted separately otherwise).
The Bayesian Information Criterion (BIC, refs. 12,13) compares models with differing
numbers of free parameters, heavily penalizing those with more, relative to the least χ2






ε2i + k ln(n), (2.6)
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where εi is the residual of the i
th data point, σ2 is the error variance, n is the number of
data points, and k is the number of free parameters. Supplementary Table 2.2 lists the
combinations of model elements used in each channel, the resulting standard deviation of
the normalized residuals, and the BIC values. Position sensitivity terms that contribute neg-
ligibly to the fit are removed from the model. The type of position sensitivity model element
used does not significantly affect the eclipse parameters but can reduce their uncertainties.
Table 2.2: Eclipse free parameters and best models.
Channel Eclipse Free Time-Varying Position Std. Dev. of BIC
(µm) Parameters Sensitivity Sensitivity Norm. Residuals
3.6 Depth, – Quadratic 0.003839 100548
Duration, Phase Cubic 0.003830 100136
4.5 Depth Falling Quadratic 0.002449 37738
Exponential x2, x & y 0.002450 37718
5.8 Depth, Phase Falling – 0.007208 35423
Exponential Quadratic 0.007194 35335
y2 term only 0.007194 35293
8.0 Depth, Rising – 0.004985 37802
Duration, Exponential
Phase Log + Linear – 0.004984 37809
16 Depth, Linear – 0.002939 875
Duration, Phase Quadratic – 0.002923 1022
24 Depth, Phase – – 0.006344 1179
The residuals are normalized to the stellar flux.
2.5 Supplementary Discussion
The short-lived spike that occurred after the eclipse at 3.6 µm may be the result
of stellar activity14,15. If this sharp increase in observed flux had affected the eclipse, the
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flux ratio would have been larger and the duration longer, thus requiring even lower levels
of methane in the models and an inexplicably long duration. We contend that this is not
the case and do not fit the affected points. The high interest in M-dwarf planets calls for
observational study of M-dwarf activity, notably flares, across the spectrum.
The last ∼2500 photometry points (∼5%) at 5.8 µm drop unexpectedly and are
difficult to model. Including these values in the fit causes the best-fit flux ratio to decrease
from 0.033% to 0.020% using the quadratic position sensitivity model. In addition, the eclipse
phase changes drastically with the additional points, resulting in relatively large errors. The
weaker flux ratio is comparable in magnitude to the remaining deviations from the model,
attracting the Metropolis-Hastings algorithm to nearby local minima that mimic eclipses.
Without the position sensitivity model, the best fit has a physically impossible negative
flux ratio. By fixing the eclipse phase, as we did for the 4.5-µm photometry, the flux ratio
histogram of the MCMC trials are Gaussian distributed (see below); however, the ramp
curvature and phase offset parameters possess distinct bimodal distributions with standard
deviations ∼5 times larger than leaving the eclipse phase as a free parameter. We exclude
these points from the final model.
The 5.8- and 8.0-µm channels use Si:As detectors and are not expected to have
intra-pixel sensitivity variations like the In:Sb detectors for the 3.6- and 4.5-µm channels16.
Nonetheless, the weak position sensitivity effect at 5.8 µm clearly improves the fit, as indi-
cated by the lower BIC value in Supplementary Table 2.2 and as shown in Supplementary
Figure 2.3. The oscillatory motion of the flux (top panel) is in phase with that of the po-
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sition on the detector (bottom panel) and the best-fit curve mimics the flux motion with
high precision. This may be due to intra-pixel sensitivity or uncorrected flat field errors.
A possible micrometeoroid impact caused a sudden shift in position at phase = 0.58 (BJD
= 2,454,501.7555). This did not affect the measured flux values, so we did not remove any
frames from this event that were not already flagged as bad. There are small oscillations in
the flux at 8.0 µm, but we find no correlation between flux and position.
The relative dependences of position sensitivity on the measured flux are apparent at
the three lowest wavelengths in Supplementary Figure 2.4. The time-varying sensitivities2
at 5.8, 8.0, and 16 µm are also evident. Previous analyses17,9 at 8.0 µm used log plus linear
and asymptotic exponential functions, respectively, to model the time- varying sensitivity.
We use the latter, which typically results in slightly larger flux ratios compared to the log-
plus-linear expression. The pixel sensitivity at 16 µm increases by ∼1.5% until the phase
reaches 0.54. It then stabilizes before decreasing in sensitivity. We only model the decreasing
section, using a linear function. Other models produced larger BIC values. The mean images
in the MIPS dataset, with bad pixels removed, revealed a clear, roughly quadratic rise in
the background level along the y axis. This effect varied with position but was consistent
at each scan mirror tilt angle. We thus subtracted the median value along the x-axis from
each row of each image. However, the photometric results from the background-subtracted
images did not show improvement, so we used the uncorrected data.
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Figure 2.3: Position sensitivity at 5.8 µm. The top panel plots the binned fluxes and best-
fit model vs. phase. The bottom panel shows the unbinned vertical pixel positions (least
asymmetry method, Gaussian is similar), which correlate with the measured flux values.
Note the position excursion — possibly a micrometeoroid hit — at phase ∼0.58.
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Figure 2.4: Binned, normalized, raw photometry of the GJ 436 system in all six channels
with eclipse and systematic models. The channels are vertically offset for clarity. The black




Table 2.3: Best-fit orbital parameters with corresponding errors.
Parameter Best Fit Error
Period (Days) 2.6438983 ±0.0000016
Ephemeris Time (JD) 2,454,222.61587 ±0.00012
Argument of Periapsis (◦) 357 ±10.
Eccentricity 0.1371 +0.0048−0.00013
Semi-Amplitude (m/s) 18.2 ±0.4
Linear Slope (m/s/yr) 1.27 ±0.20
Linear Offset (m/s) 4.1 ±0.7
We used published transit18 and RV19 data but removed two
points due to the Rossiter-McLaughlin effect20. Our MCMC
orbit routine fit the period, ephemeris time, argument of
periapsis (ω), eccentricity (e), semi-amplitude (K), a linear
correction slope (dv/dt), and an offset (γ) term.
Table 2.4: Best-fit free parameters at 3.6 µm.
Parameter Best Fit Low Error High Error SNR
Eclipse Phase [orbits] 0.5867 -0.0004 0.0004 1,600
Eclipse Duration [orbits] 0.0192 -0.0008 0.0008 23.0
Flux Ratio [%] 0.041 -0.003 0.003 12.1
Star Flux [µJy] 1,287,800 -500 600 2,350
Intra-pixel, Cubic Term in y 0.11 -0.02 0.02 5.3
Intra-pixel, Cubic Term in x -0.057 -0.004 0.004 12.8
Intra-pixel, y2x Cross Term 0.12 -0.02 0.04 3.9
Intra-pixel, yx2 Cross Term 0.185 -0.035 0.014 7.5
Intra-pixel, Quadratic Term in y -0.710 -0.04 0.05 15.1
Intra-pixel, Quadratic Term in x -0.0200 -0.0020 0.0017 10.9
Intra-pixel, yx Cross Term -0.011 -0.006 0.007 1.7
Intra-pixel, Linear Term in y -0.058 -0.005 0.009 8.6
Intra-pixel, Linear Term in x 0.0127 -0.0010 0.0010 12.4
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Table 2.5: Best-fit free parameters at 4.5 µm.
Parameter Best Fit Low Error High Error SNR
Flux Ratio [%] 0.0002 -0.0032 0.0034 0.075
Star Flux [µJy] 861,900 -200 300 3,470
Ramp, Curvature 29.04 -0.08 0.11 307
Ramp, Phase Offset 0.281 -0.004 0.003 76.7
Intra-pixel, Quadratic Term in y 0.083 -0.003 0.004 22.7
Intra-pixel, Linear Term in y 0.1471 -0.0006 0.0005 267
Intra-pixel, Linear Term in x 0.0747 -0.0017 0.0022 37.7
Table 2.6: Best-fit free parameters at 5.8 µm.
Parameter Best Fit Low Error High Error SNR
Eclipse Phase [orbits] 0.5873 -0.0042 0.0016 202
Flux Ratio [%] 0.033 -0.015 0.014 2.3
Star Flux [µJy] 562,190 -190 230 2,690
Ramp, Curvature 22.8 -1.2 2.2 13.3
Ramp, Phase Offset 0.293 -0.019 0.022 13.3
Intra-pixel, Quadratic Term in y -0.032 -0.003 0.003 12.0
Table 2.7: Best-fit free parameters at 8.0 µm.
Parameter Best Fit Low Error High Error SNR
Eclipse Phase [orbits] 0.5867 -0.0006 0.0006 955
Eclipse Duration [orbits] 0.0186 -0.0014 0.0015 12.9
Flux Ratio [%] 0.054 -0.008 0.008 7.3
Star Flux [µJy] 305,464 -16 16 19,500
Ramp, Curvature 41.69 -0.18 0.12 278
Ramp, Phase Offset 0.4068 -0.0008 0.0008 505
Table 2.8: Best-fit free parameters at 16 µm.
Parameter Best Fit Low Error High Error SNR
Eclipse Phase [orbits] 0.5866 -0.0011 0.0009 588
Eclipse Duration [orbits] 0.0191 -0.0026 0.0020 8.2
Flux Ratio [%] 0.140 -0.025 0.029 5.3
Star Flux [µJy] 85,949 -14 15 5,880
Ramp, Linear Term -0.082 -0.008 0.006 11.6
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Table 2.9: Best-fit free parameters at 24 µm.
Parameter Best Fit Low Error High Error SNR
Eclipse Phase [orbits] 0.5878 -0.0008 0.0008 747
Flux Ratio [%] 0.175 -0.042 0.041 4.2
Star Flux [µJy] 38,017 -7 7 5,310
2.7 Supplementary Figures
Supplementary Figure 2.5 presents the contribution functions21 and temperature pro-
file vs. pressure (or depth) for all six observed channels. Supplementary Figures 2.6 – 2.11
present histograms of the free parameter values in the MCMC chains. To remove the corre-
lation of the steps, the plots include only a fraction of the values plotted. For the low S/N
datasets such as 4.5 and 5.8 µm, the chains explore physically impossible negative eclipse
depths in order to ascertain the error. Most of the histograms are roughly Gaussian in shape
but some parameters exhibit non-Gaussian errors.
Supplementary Figures 2.12 – 2.17 show correlations between free parameters in a
small (for clarity) but representative percentage of the Markov steps. The MCMC random
walk does not always produce smooth distributions. Outlier clumps can occur where the
phase space has nearby local minima. Narrow paths can result from an ergodic probability
distribution, which can reach any point in the bounded phase space. The eclipse parame-
ters are generally uncorrelated with the intra-pixel and time-varying sensitivity parameters.
However, strong correlations do occur between the star flux and certain intra-pixel terms
and amongst the intra-pixel terms themselves. Due to the form of Eqns. 2.2 and 2.3, we
expect some degree of correlation.
33
Figure 2.5: Normalized contribution functions of GJ 436b in all six observed channels (left)
and the corresponding temperature profile (right). In the left frame, the solid lines are from
the red model of Figure 2 (main paper); the dashed lines are from the blue model.
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Figure 2.6: Histograms of free parameters at every 100th MCMC step (out of 5×106) at 3.6
µm. The intra-pixel effect is most sensitive along the y axis, with the y2 term dominating.
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Figure 2.7: Histograms of free parameters at every 100th MCMC step (out of 106) at 4.5 µm.
The y term is the most dominant intra-pixel term at this wavelength.
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Figure 2.8: Histograms of free parameters at every 100th MCMC step (out of 106) at 5.8 µm.
Only the y axis intra-pixel dependence is significant.
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Figure 2.9: Histograms of free parameters at every 100th MCMC step (out of 106) at 8.0 µm.
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Figure 2.10: Histograms of free parameters at every 100th MCMC step (out of 106) at 16
µm.
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Figure 2.11: Histograms of free parameters at every 100th MCMC step (out of 106) at 24
µm.
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(a) See description below.
41
(b) See description below.
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(c)
Figure 2.12: Phase-space projections for every 1000th MCMC step at 3.6 µm. Due to the
large number of free parameters in this particular model, the phase-space projections are
subdivided into three figures, labeled 12a, 12b, and 12c. The y and y2 terms are strongly
correlated, with a coefficient of 0.94. The x, x2, and x3 terms of the intra-pixel sensitivity
show very strong correlations (>0.9 or <-0.9) amongst themselves and with the star flux.
Removing any of these parameters results in a larger BIC value.
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Figure 2.13: Phase-space projections for every 1000th MCMC step at 4.5 µm. There are
correlations of 0.96, 0.93, and 0.99 between the star flux and the x term of the intra-pixel
sensitivity, the star flux and the x2 term, and the x2 and x terms, respectively. Again,
removing one or more of these parameters results in a larger BIC value.
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Figure 2.14: Phase-space projections for every 1000th MCMC step at 5.8 µm. The ramp
curvature and phase offset show a correlation of 0.97. Neither parameter can be removed
without deteriorating the fit.
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Figure 2.15: Phase-space projections for every 1000th MCMC step at 8.0 µm.
46
Figure 2.16: Phase-space projections for every 100th MCMC step at 16 µm.
47
Figure 2.17: Phase-space projections for every 100th MCMC step at 24 µm.
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The dayside of HD 149026b is near the edge of detectability by the Spitzer Space
Telescope. We report on eleven secondary-eclipse events at 3.6, 4.5, 3 × 5.8, 4 × 8.0, and
2 × 16 µm plus three primary transit events at 8.0 µm. The eclipse depths from jointly-fit
models at each wavelength are 0.040 ± 0.003 at 3.6 µm, 0.032 ± 0.006 at 4.5 µm, 0.043 ±
0.009 at 5.8 µm, 0.050 ± 0.006 at 8.0 µm, and 0.082 ± 0.034 at 16 µm. Multiple observations
at the longer wavelengths improved eclipse-depth signal-to-noise ratios by up to a factor of
two and improved estimates of the planet-to-star radius ratio (Rp/R? = 0.0518 ± 0.0006).
We also identify no significant deviations from a circular orbit and, using this model, re-
port an improved period of 2.8758916 ± 0.0000014 days. Chemical-equilibrium models find
no indication of a temperature inversion in the dayside atmosphere of HD 149026b. Our
best-fit model favors large amounts of CO and CO2, moderate heat redistribution (f = 0.5),
and a strongly enhanced metallicity. These analyses use BiLinearly-Interpolated Subpixel
Sensitivity (BLISS) mapping, a new technique to model two position-dependent systematics
(intrapixel variability and pixelation). BLISS mapping outperforms previous methods in
both speed and goodness of fit and does not require any free parameters. We also present
an orthogonalization technique for linearly-correlated parameters that accelerates the con-
vergence of Markov chains that employ the Metropolis random walk sampler.
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3.1 Introduction
Discovered in 2005 using Doppler measurements, the Saturn-sized extrasolar planet
HD 149026b orbits (in 2.876 days) a G0IV star that is larger (1.45 solar radii), and hotter
(6150 ± 50 K) than most stars known to host transiting exoplanets. The planet’s small
radius and high average density suggest that between 50% and 90% of the planet’s mass
must be in its rocky or icy core (Knutson et al., 2009, hereafter K09). Invoking current
theories, it is difficult to form this exoplanet by gravitational instability (Sato et al., 2005).
Shortly after detection, Fortney et al. (2006) computed models of the atmospheric
temperature structure and spectra of HD 149026b. They suggested that the planet was
a strong candidate for having a day-side atmospheric temperature inversion. The highly
irradiated planet is hot enough to have gaseous TiO and VO molecules in the dayside at-
mosphere. These molecules are strong optical absorbers and had been previously shown to
cause temperature inversions in model atmospheres (Hubeny et al., 2003).
Beginning in 2005, we used the photometric channels of the Spitzer Space Telescope
(Werner et al., 2004) to observe HD 149026b during secondary eclipse, when the planet
passes behind its parent star, to characterize the planet’s dayside atmosphere. Harrington
et al. (2007, hereafter H07) found an 8.0 µm eclipse depth of 0.084%+0.012−0.009, indicating the
hottest brightness temperature (2300 ± 200 K) observed at that time. This temperature
matches an instantaneous re-emission model (zero albedo) from Fortney et al. (2006) that
exhibits a temperature inversion (which tends to enhance the planet/star contrast at 8.0
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µm), thus suggesting the presence of absorbers, such as TiO and VO gas molecules, in the
atmosphere.
Charbonneau et al. (2006) observed two primary transits, when the planet passes in
front of its parent star, using the Fred Lawrence Whipple Observatory telescope through
the Sloan g and r filters. Winn et al. (2008) reported on five ground-based transits through
Strömgren b and y filters at the Fairborn Observatory. In August of 2007, Nutzman et al.
(2009) used Spitzer to monitor a transit of HD 149026b at 8.0 µm. Carter et al. (2009)
used the NICMOS detector on board the Hubble Space Telescope to observe four transits of
HD 149026b at 1.4 µm. Their data have the best photometric precision to date and, after
combining their data with all previous transit measurements, provide improved estimates of
orbital parameters, mass, and radius.
In 2008, K09 monitored the system for just over half an orbit to characterize the
planet’s phase variation at 8.0 µm. Their observations began slightly before the primary
transit and finished slightly after the secondary eclipse. Using the final 7.2 hours of data,
K09 report an eclipse depth of 0.0411 ± 0.0076%, half that of H07. As part of their paper,
K09 reanalyzed the 2005 secondary-eclipse data and found eclipse depths ranging from 0.05
- 0.09%, though the lower values are preferred in most of their models. This large range of
eclipse depths depends on the choice of systematic error model, fitting routines, and bad-pixel
trimming methods.
HD 149026b is an interesting planet given its extremely unusual bulk abundances;
the majority of the planet’s mass must be in heavy elements, making the planet perhaps
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more akin to Uranus and Neptune than Jupiter and Saturn. In the solar system, a bulk
composition that is enhanced in metals goes hand in hand with an atmospheric composition
enhanced in metals (Marley et al., 2007). This suggests that HD 149026b could have an
atmospheric metallicity far greater than that of most transiting exoplanets. Verifying this by
measurement would let us understand the makeup of this planet and the role of atmospheric
composition in determining temperature structure.
In this paper we present Spitzer Space Telescope secondary-eclipse observations of
HD 149026b that resolve the disagreement in eclipse depths at 8.0 µm, characterize the
planet’s dayside atmosphere, and further constrain its orbital and physical parameters. We
give detailed descriptions of our techniques and results because how one handles Spitzer’s
systematics can lead to best-fit parameters that disagree by more than 1σ, as demonstrated
in Section 3.5.
Below, we describe the observations and data analysis, present a new method for
modeling one of Spitzer’s systematics, explain how we arrived at the final fits and compare
the results to previously published work, discuss implications for the planetary emission
spectrum and planetary composition, give improved constraints on the orbital parameters,
and state our conclusions.
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3.2 Observations and Data Analysis
3.2.1 Observations
We observed secondary eclipses of HD 149026b at 3.6, 4.5, 5.8, and 8.0 µm with
the Infrared Array Camera (Fazio et al., 2004, IRAC) and at 16 µm using the Infrared
Spectrograph’s (Houck et al., 2004, IRS) photometric blue peak-up array. The program
also observed a primary transit at 8.0 µm. Including the four previously analyzed data sets
labeled in Table 4.1, we present fourteen observations spanning more than 3.5 years.
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Table 3.1: Observation Information
Labela Observation Date Duration Frame Time Total Frames Spitzer Wavelength Previous
[minutes] [seconds] Pipeline [µm] Publicationsb
HD149bs41 August 24, 2005 330 0.4 44352 S18.7.0 8.0 H07
HD149bs51 August 4, 2007 386 14 1050 S18.18.0 16 -
HD149bs31 August 13, 2007 386 0.4 54080 S18.7.0 5.8 -
HD149bp41 August 14, 2007 478 0.4 67008 S18.7.0 8.0 N09 & C09
HD149bs52 August 30, 2007 386 14 1050 S18.18.0 16 -
HD149bp42 Sept. 12, 2007 386 0.4 54080 S18.7.0 8.0 -
HD149bs11 March 10, 2008 386 0.4 54080 S18.7.0 3.6 -
HD149bs42 April 11, 2008 386 0.4 54080 S18.7.0 8.0 -
HD149bs21 May 9, 2008 386 0.4 54080 S18.7.0 4.5 -
HD149bp43 May 11, 2008 499 0.4 70000 18.7.0 8.0 K09
HD149bs43 May 12, 2008 432 0.4 60500 S18.7.0 8.0 K09
HD149bs32 June 16, 2008 386 0.4 54080 S18.18.0 5.8 -
HD149bs33 March 13, 2009 386 0.4 54080 S18.18.0 5.8 -
HD149bs44 March 22, 2009 386 0.4 54080 S18.18.0 8.0 -
aHD149b designates the planet, p/s specifies primary transit or secondary eclipse, and ## identifies the wave-
length and observation number.




Our Photometry for Orbits, Eclipses and Transits (POET) pipeline produces systematics-
corrected light curves using Spitzer-supplied Basic Calibrated Data, fits a multitude of models
with a wide range of analytic forms for systematic effects, chooses the best-fit model, and
assesses the uncertainty of each free parameter. Below, we describe each of these steps in
detail.
We calculate the Julian date of each image at mid-exposure using the UTCS OBS
and FRAMTIME keywords in the Spitzer-supplied headers. Following Eastman et al. (2010),
we convert dates to Barycentric Julian Dates in the Coordinated Universal Time standard
(BJDUTC) using the JPL Horizons system
1 to interpolate Spitzer’s position relative to our
solar system’s barycenter. Additionally, converting from UTC to the Barycentric Dynamical
Time (TDB) standard addresses any discontinuities due to leap seconds. This paper reports
both time standards to facilitate comparisons with previous work, which mostly does not
apply the leap-second correction, and to ease the transition to the more-accurate standard.
The POET pipeline flags bad pixels (from energetic particle hits and other causes)
by grouping sets of 64 frames and doing a two-iteration, 4σ rejection at each pixel location
in the set. Stellar centers for photometry come from a Gaussian fit and 5× interpolated
aperture photometry (H07 Supplementary Information, SI) produces the light curves. We
test a broad range of aperture sizes in 0.25-pixel increments and omit frames with bad pixels
1http://ssd.jpl.nasa.gov/?horizons
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in the photometry aperture. The background, subtracted before photometry, is an average
of the good pixels within the specified annulus centered on the star in each frame.
3.2.3 Spitzer Systematics
Exoplanet characterization requires photometric stability well beyond Spitzer’s de-
sign criteria (Fazio et al., 2004). Detector sensitivity models vary by channel and can have
both temporal (detector ramp) and spatial (intrapixel variability) components. The main
systematic effect at 3.6 and 4.5 µm is intrapixel sensitivity variations (Charbonneau et al.,
2005), in which the photometry depends on the precise location of the stellar center within
its pixel. We fit this systematic using the new BiLinearly-Interpolated Subpixel Sensitiv-
ity (BLISS) mapping technique described in Section 3.3. This technique maps the spatial
sensitivity variations.
The 5.8, 8.0, and 16 µm arrays primarily suffer from temporal variability, attributed
to charge trapping (K09) in the 8.0 µm case. Weak spatial dependencies can also occur at
these wavelengths (Stevenson et al., 2010), so we consider both systematics when determining
our best-fit model. Typically, we omit the initial portion of each light curve from the model
fit to avoid the worst of the ramp effect and to allow the telescope pointing and detector to
stabilize. The clipping parameter, q, defines the number of unmodeled points from the start
of a data set.
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3.2.4 Pixelation
Pixelation is an infrequently discussed systematic error inherent to all array detectors.
Sufficiently small stellar center motions between frames will not add or subtract pixels from
an aperture, but these motions will cause the total flux within the aperture to vary. This
means there is a (potentially large) range of stellar centers that utilizes the same set of
aperture pixels, introducing a position dependence to the photometric sensitivity. We provide
an illustrative example in Figure 3.1 and display the magnitude of this effect in Figure 3.2. A
flux-conserving, subpixel image interpolation, combined with precise centering and applied
before photometry, mitigates the pixelation effect by decreasing its range and amplitude.
As demonstrated by our BLISS maps in Section 3.3, uninterpolated photometry exhibits
strong sensitivity peaks at one-pixel increments, while 2×- and 5×-interpolated pixels exhibit
progressively weaker peaks at 0.5 and 0.2 pixel increments, respectively, in each spatial
direction.
Pixelation is most apparent with small apertures placed on under-resolved point-
response functions (PRFs) such as Spitzer’s. It may not be apparent in other situations,
such as when the aperture contains almost all of the integrated PRF, when the centroid
wander is small relative to the subpixel size, and when other noise sources dominate (e.g.,
systematics and variable PRFs). Increasing the aperture size lessens the pixelation effect by
decreasing the fraction of uncaptured light outside the aperture, but doing so may decrease
the signal-to-noise ratio (S/N) by increasing the amount of background noise included in
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Figure 3.1: Illustrative example of the pixelation effect. The left panel uses a solid blue
circle to depict a photometry aperture centered at (15.5, 15.5), which is on the corner of
four pixels (defined by dashed black lines). The 12 shaded pixels have centers (green dots)
that fall within the aperture and are summed to determine the stellar flux in this image. All
of the incoming photons that land within the dashed blue circle (where there is a greater
density of incoming photons) count towards the flux. So long as the stellar center falls within
the small black circle, the photometry aperture will encompass the same green dots; thus,
the specific pixels that contribute to the total flux will not change. One such example is
depicted in the right panel, where we apply an offset of (0.15, 0.15) pixels. In this case, not
all of the photons that fall within the dashed red circle count towards the flux. Instead,
the shaded pixels count additional flux from photons that land outside the aperture (solid
red circle) where the density of photons is less. The net effect is that, due to a change in
centering and a non-uniform photon density, the shaded pixels in the right panel will record
less incoming photons. The result is a position-dependent systematic called pixelation.
the aperture. Thus, choosing the best aperture size may introduce this position-dependent
systematic. We have determined the intrapixel variability at 5.8, 8.0, and 16 µm to be a
pixelation effect, previously reported at 5.8 µm by Stevenson et al. (2010) and at 8.0 µm by

















































































Figure 3.2: Projected flux from HD149bs31 integrated along the x (left) and y (right) axes.
The non-uniform flux in both panels is clear evidence of pixelation. We use 5×-interpolated
aperture photometry, which results in 0.2-pixel spacing between peaks. In the left panel,
low-order polynomial models would fit the pixelation effect poorly at the peaks; the BLISS
map (see Section 3.3) has no such limitation. The systematic is weakly constrained near the
edges due to low sampling, as indicated by the large error bars. Whether a specific point on
a pixel is a local maximum or minimum (due to pixelation) is a function of aperture size,
which defines which subpixels to include in the aperture at any given point on the detector.
There are several ways to correct pixelation. First, one could shift model PRFs to
match each frame’s precisely determined stellar center. Dividing the stellar flux by the PRF
flux in the aperture should remove the effect, but requires a highly accurate model PRF.
Second, using smaller subpixels could decrease the amplitude of the pixelation effect until it is
insignificant relative to the noise, but there is a limit: interpolation can only approximate the
information destroyed when photons fall into the detector’s finite-sized pixels. Third, if the
pointing is sufficiently consistent and compact, one could choose an interpolation factor that
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happens to place the flat portion of the pixelation response on the stellar centers (since the
peaks in Figure 3.2 move with different interpolation factors). Fourth, with high-precision
centering, one could use a series of images taken at slightly different positions to model the
position sensitivity analytically or with pixel-mapping techniques such as BLISS, but one
would first have to remove any time-dependent components from the light curve model (see
Section 3.2.5). The accuracy of these models depends on the centering and photometric
precisions, the former being ∼0.01 pixels for 0.4 sec IRAC subarray exposures of bright
sources (see below and Stevenson et al., 2010). We test for pixelation in all data sets using
BLISS mapping, which corrects the effect when it is significant.
3.2.5 Light-curve Modeling
The full light-curve model is:
F (x, y, t) = FsE(t)R(t)M(x, y)V (υ)P (p), (3.1)
where F (x, y, t) is the measured flux centered at position (x, y) on the detector at time
t, Fs is the (constant) system flux outside of secondary eclipse or primary transit, E(t)
is the primary-transit or secondary-eclipse model component, R(t) is the time-dependent
ramp model component, M(x, y) is the position-dependent intrapixel model component or
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sensitivity map, V (υ) is the visit sensitivity as a function of visit frame number υ, and P (p)
is the flat-field correction at position p. Below, we discuss some of these components in more
detail.
3.2.5.1 Eclipse and Transit Models
The uniform-source and small-planet equations from Mandel & Agol (2002) describe
the secondary-eclipse and primary-transit model components, E(t), respectively. Transit
light curves at 8.0 µm exhibit weak limb darkening that is not well constrained by fitting
limb-darkening models to the data. We follow the method of Beaulieu et al. (2008) in deriving
limb-darkening coefficients for HD 149026. Spitzer’s 8.0 µm spectral response curve weights
the intensities of a Kurucz ATLAS stellar atmosphere model (Castelli & Kurucz, 2004,
Teff = 6250 K, log(g) = 4.5 cgs, and [M/H] = 0.3), given as a function of wavelength and
angle from the star’s center. A least-squares minimization of the resulting curve determines
the non-linear limb-darkening coefficients (Claret, 2000, a1-a4 = 0.51477, -0.80525, 0.75683,
-2.6168), which are then fixed for the three transit light-curve fits.
3.2.5.2 Ramp Models
We consider a multitude of ramp equations, R(t), all of which stem from three basic
forms: exponential, logarithmic, and/or polynomial.
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R(t) = 1±e−r0t+r1 (3.2)
R(t) = 1±e−r0t+r1 + r2(t− 0.5) (3.3)
R(t) = 1±e−r0t+r1 + r2(t− 0.5) + r3(t− 0.5)2 (3.4)
R(t) = 1±e−r0t+r1±e−r4t+r5 (3.5)
R(t) = 1 + r1(t− 0.5) + r6 ln(t− t0) (3.6)
R(t) = 1 + r1(t− 0.5) + r2(t− 0.5)2 + r6 ln(t− t0) (3.7)
R(t) = 1 + r6 ln(t− t0) + r7[ln(t− t0)]2 (3.8)
R(t) = 1 + r1(t− 0.5) + r2(t− 0.5)2 + r6 ln(t− t0) + r7[ln(t− t0)]2 (3.9)
R(t) = 1 + r1(t− 0.5) (3.10)
R(t) = 1 + r1(t− 0.5) + r2(t− 0.5)2 (3.11)
The time, t, is in units of phase (days) for secondary-eclipse (primary-transit) events. We
use “+” and “-” subscripts in Eqs. 3.2 - 3.5 to denote the corresponding functional form.
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For example, Eq. 3.2+ describes an exponentially decreasing, asymptotically constant ramp
while Eq. 3.2– describes an exponentially increasing, asymptotically constant ramp.
There is a physical interpretation applicable to the rising exponential ramps. Consider
a population of charge traps due to an impurity in the detector’s infrared material and a
flux of photoelectrons through the material. The traps collect some fraction of electrons,
releasing them randomly with some characteristic time scale. Bright sources saturate the
traps, decreasing the fraction of captured electrons and raising the detected signal of a steady
source according to the asymptotic rising exponential function in Eq. 3.2–. A double rising
exponential (Eq. 3.5–) may represent two impurities or a rapidly saturating PSF core and
slowly saturating wings (Knutson et al., 2008). The very short ramps of the HD149bs41
dataset’s visit sensitivity show a third and hint at a fourth (see H07 Supplementary Figure
6). However, we do not see a common set of characteristic time scales in the fitted exponential
free parameters of these and other analyses using the rising exponential. Despite its potential
for providing a physical explanation for the ramps, the rising exponential does not always
provide the best model according to the criteria in Section 3.2.6. This may be due to
our fitting the final photometry and not the individual pixels’ data and/or to the pointing
instability producing unsteady illumination at the precision levels relevant here.
Agol et al. (2010) advocate using a double rising exponential (Eq. 3.5–) for 8.0 µm
data due to its improved fit and smaller residuals, weaker dependence on aperture size, and
less sensitivity in the clipping parameter. Similarly, Knutson et al. (2011) find that Eq.
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3.2– is sufficient for their 8.0 µm preflashed data sets, while Eq. 3.5– is necessary for their
non-preflashed data. We test all relevant ramp equations on data sets that exhibit time-
dependent systematics and orthogonalize any correlated parameters that inhibit convergence
(see Sections 3.2.5.3 and 3.2.7). Upon doing so, we find that we cannot corroborate the
claims by Agol et al. (2010). Equation 3.5– should not be used for all 8.0 µm data sets
because we typically find correlations between the eclipse depth and its ramps parameters
that can double the latter’s uncertainty relative to other models (see HD149bp42). Rather,
we recommend a comprehensive examination of all relevant ramp equations before selecting
the final model. See Sections 3.4 and 3.5 for discussion relevant to particular events.
3.2.5.3 Orthogonalization
The exponential model components have one difficulty: the Markov-Chain method
used to assess the uncertainties does not converge to the posterior probability distribution,
according to the criteria discussed in Section 3.2.7, even after tens of millions of iterations.
The problem is a correlation between the exponential ramp parameters. Several recent anal-
yses (e.g., K09, Stevenson et al., 2010, Campo et al., 2011) have “solved” the problem by
fixing one of the exponential parameters. This is effectively profiling (slicing) rather than
marginalizing (integrating) over the posterior parameter distribution, an approach that ig-
nores correlated errors and may reduce the calculated error bar (see Press et al., 2007, Figure
15.6.3 and related text). In one case discussed below (HD149bp42), fixing parameters incor-
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rectly decreased the calculated eclipse depth uncertainty by 50%. There are two legitimate
escapes from the problem. The first is to write a Monte Carlo sampler that explores the
phase space more intelligently than the Metropolis random walk we and many others use.
The second is to re-cast the equations in a form that eliminates the non-linear correlation of
the ramp parameters.
For this paper, we have expediently chosen the second approach. The version of Eq.
3.2– presented here produces a more linear correlation between the r0 and r1 parameters than
the original version in H07, whose exponent was −r(t − t0). In some cases this converges
quickly and the job is done. In others it still does not converge, so we run at least 105
iterations to sample the posterior distribution and then rewrite the model with a change of
variables that orthogonalizes the most correlated parameters. This method does not modify
the number of free parameters, nor involve any interpolations or approximations. For the
selected correlated parameters, the orthogonalization shifts the origin to the center of the
distribution, divides each parameter by its standard deviation to give a uniform scale in
all directions, and rotates the subspace to minimize correlations (see Figure 3.3). A routine
that prepares for principal components analysis (PCA) finds the transformation matrix from
the distribution sample (we do not actually perform the PCA). We rerun the Markov chain
using the new equations until it converges according to the criteria given below. Then we
transform the points back to the familiar equations to assess parameter uncertainties. A
simple example of a two-parameter orthogonalization of Eq. 3.2 is:
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R(t) = 1±e−c0[t cos(θ)−sin(θ)]ec1[t sin(θ)+cos(θ)], (3.12)
where c0 and c1 are the ramp parameters in the rotated frame and θ is the rotation angle
between coordinate systems. The arctangent of the slope of the best-fit line through the
initial sample, projected into the r0 − r1 plane, determines θ. Similar discussion can be
found in Connolly et al. (1995) and Cowan et al. (2009).
In effect, this is the same as the first method, accomplished by rotating the data
and using the original sampler rather than writing a new one. This method works best for
linearly-correlated parameters and achieves moderate success with more exotic correlations.
Converting to curvilinear coordinates or implementing manifold learning algorithms from
nonlinear dimensionality reduction may offer further improvements in convergence time for
the extreme cases (Lee & Verleysen, 2007).
3.2.5.4 Flat Field (Position) Sensitivity Models
Most of the data sets presented here follow the standard time-series observing practice
of keeping the object fixed to one location on the array (staring) to minimize position-
dependent sensitivity effects. However, the H07 observation (HD149bs41) cycled through
nine different nod positions (p = 0 − 8) in an attempt to use the unobserved positions in































































































































Figure 3.3: Two-parameter orthogonalization example for HD149bs21 with histograms. The
physical parameters (left panels) show a strong, non-linear correlation and asymmetric his-
tograms; however, the orthogonalized parameters (right panels) are nearly uncorrelated and
have symmetric histograms. Running a Markov-chain method with the orthogonalized pa-
rameters reduces the convergence time.
approach was unsuccessful and not repeated. Each position in the HD149bs41 data requires
a flat-field correction, P (p), to account for the difference in pixel sensitivity. To eliminate
correlations with the system flux (i.e., keep the correction from floating), we require the
mean of all of the corrections to equal unity. We do this by freely varying p = 1 − 8 and
equating p = 0 to the number of positions minus the sum of the other corrections.
For both 16 µm data sets, the telescope reacquires the target at one third and two
thirds of the way into the observing runs. This action is similar to a nod because after
reacquisition, the three sets of measured stellar centers are non-overlapping. We apply
the same model component to these data as with HD149bs41, but only use three flat-field
correction parameters (p = 0, 1, 2).
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3.2.5.5 Visit Sensitivity Model
With HD149bs41, Spitzer completed twelve cycles through the nine nod positions
mentioned above for a total of 108 visits. Each visit has a briefer and steeper ramp compared
to the overall ramp, R(t). As discussed in their SI, H07 use a 12-knot spline to model the
visit-sensitivity effect, V (υ). They fix the final three knots to unity and allow the remaining
nine parameters to vary. We model the visit sensitivity ramp using:
V (υ) = υ1 · ln(υ − υ0) + 1, (3.13)
which is identical in form to the model component used by K09. The only difference is that
K09 use time as the independent variable while we use visit frame number, υ. In either case,
the independent variable resets to zero upon moving to a new nod position.
3.2.6 Model Selection
For each data set, we test different photometry aperture sizes, detector ramp model
components, and intrapixel sensitivity model components looking for the best combination.
One must be careful in assessing which model is the “best” because χ2-like comparisons must
derive from the same data set and different photometric apertures produce different data
sets for this purpose. We use the standard deviation of the normalized residuals (SDNR)
when comparing models of the same analytic form to different data sets. Once we have
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identified the best aperture size, we use the Bayesian Information Criterion (BIC, Schwarz,
1978, Liddle, 2007, Stevenson et al., 2010, Campo et al., 2011) to compare models with






+ k lnn. (3.14)
Here, εi and σi are the residual and uncertainty of the i
th data point, k is the total number
of free parameters, and n is the number of data points used in the model fit. The Spitzer-
supplied uncertainty frames are typically overestimated, so we scale σi such that the reduced
χ2, χ2ν , equals unity for our best-fit model. Using the unscaled σi values in a least-squares
minimizer improperly weights the data and results in a sub-optimal fit.
3.2.7 Error Estimation
We explore phase space and estimate uncertainties using a Markov-chain Monte Carlo
(MCMC) routine following the Metropolis random walk algorithm. See Campo et al. (2011)
for more discussion on MCMC. The POET pipeline can test any combination of systematic
model components, computing the SDNR and BIC for each fit, and can model multiple
events simultaneously while sharing parameters such as the eclipse midpoint and depth.
Each MCMC run begins with a least-squares minimization, a rescaling of the Spitzer-supplied
uncertainties, a second least-squares minimization using the new uncertainties and, finally,
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at least 105 MCMC iterations to populate the posterior parameter distributions, from which
we derive parameter uncertainties. We study parameter correlation plots and the posterior
distribution to ensure that we have a reliable result, then publish them so that others may
evaluate our work and compare to their own. We test for convergence every 105 steps,
terminating only when the Gelman & Rubin (1992) diagnostic for all free parameters has
dropped below 1% between all four quarters of the chain. We also examine trace and
autocorrelation plots of each parameter to confirm convergence visually. We estimate the












where m is the length of the MCMC chain, ρk(θi) is the autocorrelation of lag k for the
free parameter θi, and k
′ is the cutoff point such that ρk < 0.01. We apply the longest
autocorrelation time from each event to determine the number of steps between independent
samples in each MCMC chain. The distribution of independent samples estimates parameter
uncertainties.
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3.3 BLISS Mapping Technique
3.3.1 Background
The change in pixel sensitivity with respect to stellar position on the detector is a
well known systematic with the Spitzer Space Telescope (Charbonneau et al., 2005, Knutson
et al., 2008). This effect is particularly strong in IRAC’s 3.6 and 4.5 µm channels but
has also been seen at 5.8, 8.0, and 16 µm (Stevenson et al., 2010, Anderson et al., 2011).
The position sensitivity in the latter channels is due to a pixelation effect (see Section 4.2
for a description) rather than an actual change in sensitivity over the pixel surface. In
this section, we present a new technique for modeling these position-dependent systematics,
called BiLinearly-Interpolated Subpixel Sensitivity (BLISS) mapping.
The most common method for removing the intrapixel variability is to fit a polynomial
in both spatial directions (Knutson et al., 2008). The polynomial order typically ranges
from quadratic to sextic and usually includes cross terms. Other variations of this modeling
method have applied multiple polynomials, one for each pixel quadrant, in order to find
the best fit. Polynomial methods work reasonably well for data sets with small stellar
position wander, resulting in a smoothly varying intrapixel sensitivity. An analysis becomes
exceedingly complicated if the variation is not smooth or if strong correlations arise between
parameters. These complications can increase uncertainty estimates in the best case scenario
and, in the worst case, lead to incorrect results.
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A new approach, pioneered by Ballard et al. (2010, hereafter B10), attempts to map
the intrapixel variability on a subpixel-scale grid without assuming a specific functional form.
For their particular light curve, they bin their flux and stellar positions into 20-second bins
(∼145 points/bin) before computing a sensitivity correction for each binned point. Each
correction considers a set of flux values that does not include in-transit frames or frames
from the current binned position. This set of flux values is Gaussian-weighted in both
spatial directions relative to the position of the binned point being corrected, summed to
a single value, then normalized by dividing by the summed Gaussian weighting function.
This method effectively models not only the large-scale features in their data, but also a
smaller-scale “corrugation” effect that a low-order polynomial cannot remove.
Moving away from a polynomial model is an excellent concept; however, this par-
ticular implementation has some drawbacks that limit its scope. For instance, ignoring
the points during secondary eclipse requires that the out-of-eclipse portion of the data set
be significantly longer than the in-eclipse portion, which is atypical in primary-transit and
secondary-eclipse observations. Also, the weighting function computes too slowly to be used
in a MCMC routine and is even slow when using a minimizer. The calculation would be
even slower if the data were not binned into relatively long, 20-second time intervals. Figure
3.4 shows 120 seconds of vertical pixel positions from HD149bs11, which has a 0.4-second
exposure duration vs. 0.1 seconds for B10. The stellar center can vary significantly over a
20-second interval, indicating that positional information is lost when binning over such time
scales.
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Figure 3.4: Vertical pixel positions from HD149bs11. We can track the motion of the stel-
lar center to high precision (∼0.01 pixels) over a duration of only a few seconds. These
oscillations are much faster than Spitzer’s 30 – 60-minute oscillations, initially reported by
Charbonneau et al. (2005). In a span of 20 seconds, the stellar centers can vary by > 0.1
pixels. All positions are zero-based.
The idea of using a spline to interpolate position-dependent systematics stems from
observed fine-scale sensitivity variations in some of our data sets that cannot be modeled
by a low-order polynomial (see the pixelation effect in Figures 3.2 and 3.5 for examples).
We initially attempted to map the pixel surface using a bicubic spline because we wanted a
smoothly-varying model; however, this type of interpolation is prohibitively computationally
expensive. A typical secondary-eclipse observation spans a 0.3 × 0.3 pixel region. Placing
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knots at 0.05-pixel intervals requires 49 free parameters. Polynomial models typically require
less than 10 parameters. Adequately describing the fine-scale sensitivity variations requires
a large number of knots, but varying all of these knot parameters at each step of an MCMC
routine leads to extremely slow convergence. Our new BLISS mapping technique circumvents
the problem of slow convergence by directly computing the knot parameters, rather then
allowing them to vary freely. Thus, we can use >1000 knots to map the pixel surface at high
resolution (see Figure 3.5).
3.3.2 Implementation
In seeking methods that compute faster than bicubic interpolation, we give up the
constraint of differentiability. Nearest-neighbor interpolation (NNI) is simple, assigning each
point the value of its nearest knot. Bilinear interpolation (BLI) is a straightforward calcula-
tion (see Eq. 3.16) that maintains continuity over the pixel surface, unlike NNI, and, given
sufficiently precise centering, should be more accurate. Using BLI, the flux at a point (x, y)
is:
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Figure 3.5: BLISS maps illustrating the position-dependent pixelation effect. The maps use
1×- (left), 2×- (center), and 5×- (right) interpolated, 2.5 pixel-aperture photometry. Redder
(bluer) colors indicate more (less) flux within the aperture. The bin size is 0.01 pixels for
all maps. The horizontal and vertical black lines depict pixel boundaries. Without subpixel
interpolation, the pixelation effect is significant, but it is progressively reduced with 2×- and
5×-interpolated photometry. For time-series data such as these, one can calculate a BLISS
map to correct for pixelation.























This is a distance-weighted average of the flux of the four nearest knots, FIP(xi, yj), where
i and j are horizontal and vertical indices for a rectangular grid of knots. This method
computes faster than bicubic interpolation and may achieve comparable smoothness within
the errors with less computing time simply by increasing the number of knots (see Figure
3.2).
We create a rectangular grid of knots that spans the range of centers in x and y. Each
point in the data set associates with its nearest knot. For BLI, we compute the distances
from each point to its four nearest knots, for Eq. 3.16. If one or more knots in Eq. 3.16
does not have any assigned points, we use NNI there instead, or the calculation would
fail. This usually only occurs near the boundary of the grid of knots. We precompute the
knot associations and distances prior to initiating the MCMC as they remain constant from
iteration to iteration.
We do not treat the knots as MCMC jump parameters. Rather, we step all other
free parameters from Eq. 4.1, generate a new model using these new jump parameters,
then divide the observed flux by the new model (FIP(x, y) = Fobs/FsE(t)R(t)V (ν)P (p)).
Hypothetically, the residuals of FIP(x, y) contain only position-dependent flux variations.
The flux value of a particular knot is the mean of FIP(x, y) for the points associated with
that knot. We also tried median and weighted average knot values but the results did not
improve and these calculations are much slower. Next, we generate the sensitivity map
(M [x, y], Figure 3.6) by interpolating the flux from the knots to all of the observed points
using BLI and/or NNI. We tested various weighted smoothing functions when generating
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the sensitivity maps but, again, there was no improvement in the results. Finally, M(x, y)
enters Eq. 4.1 for comparison with the observed flux to obtain an estimate of the goodness
of fit and determine the MCMC acceptance probability. This process repeats for each step
of the MCMC routine or minimizer.
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Figure 3.6: BLISS map and pointing histogram of HD149bs11. Left: Redder (bluer) colors
indicate higher (lower) subpixel sensitivity. The horizontal and vertical black lines depict
pixel boundaries. Right: Colors indicate the number of points in a given bin, which, in
this case, is 0.015 pixels in length and width. By recalculating the map at each step of the
MCMC or minimizer, this technique substantially improves on that of Ballard et al. (2010),
and beats all tested functional fits.
3.3.3 Determining The Optimal Bin Size
The accuracy of the BLISS mapping technique depends critically on the bin size,
or resolution in position space; however, there is a trade-off between bin size and speed.
Decreasing the bin size requires more knots and runs slower but may be necessary to resolve
sensitivity changes on the pixel surface adequately. There is, however, a practical limit to
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how small the bins can be. A bin for every measurement will always produce a perfect
fit, resulting in a negative number of degrees of freedom and leaving the eclipse parameters
unconstrained. Bin sizes must be small enough to resolve real, small-scale variations on the
pixel surface but large enough to mix in- and out-of-eclipse points. This mixture helps to
minimize correlations between the eclipse parameters and the knots in the sensitivity map.
To establish the optimal bin size, we consider a range of bin sizes for both BLI and
NNI using the 3.6 µm data set (HD149bs11), which has the strongest position-dependent
systematic. We draw several conclusions from the results in Table 3.2. First, both the SDNR
and BIC (our measures of goodness of fit) decrease with decreasing bin size, indicating a
better fit. Unfortunately, these values decrease indefinitely, so they cannot constrain the
minimum bin size. Second, BLI fits the data better than NNI for bin sizes greater than
0.015 pixels. The opposite is true for smaller bin sizes, which is counterintuitive because
BLI should always outperform NNI, assuming no uncertainty in the position. Thus, the bin
size at which NNI outperforms BLI is indicative of the centering precision for a particular
data set. We estimate the precision for our analysis of HD149bs11 to be 0.009 pixels in x
and 0.007 pixels in y by calculating the root-mean-squared (RMS) frame-to-frame position
difference. This agrees well with Figure 3.4 and is consistent with the cross-over bin size of
0.015 pixels, where NNI outperforms BLI. Last, we place an upper limit on the bin size by
noting that the eclipse depths become inconsistent with each other for sizes ≥ 0.050 using
BLI and ≥ 0.020 using NNI.
82
We conclude that, whenever possible, BLI should be used with a bin size that is
independent of the eclipse depth and has a lower SDNR or BIC than NNI. We have found
cases where BLI is never better than NNI. In those instances, the position dependence is so
weak that the intrapixel model component is unnecessary. A better fit with BLI, compared
to NNI, is thus a good indicator that a position-dependence systematic is present in a given
data set. For the test cases shown in Table 3.2, using BLI with a bin size of 0.020 pixels is
recommended based on our criteria.
Precise centering is important for this method because imprecision limits the smallest
meaningful bin size. Our preliminary work (see the SI of Stevenson et al., 2010) indicates
that the Gaussian and least-asymmetry centering methods are better than the center of light;
additional work is in preparation (Lust et al., 2011).
Table 3.2: BLISS Map Test - Variable Bin Size
Model Bin Size SDNR ∆BIC Eclipse Depth
[Pixels] [%]
BLI 0.100 0.0028736 16029 0.063 ± 0.003
BLI 0.050 0.0028222 14255 0.043 ± 0.003
BLI 0.020 0.0028076 13756 0.040 ± 0.003
BLI 0.015 0.0028031 13602 0.040 ± 0.003
BLI 0.010 0.0027917 13209 0.040 ± 0.003
BLI 0.005 0.0027403 11455 0.040 ± 0.003
BLI 0.002 0.0024796 3063 0.039 ± 0.003
NNI 0.100 0.0029435 18514 0.071 ± 0.003
NNI 0.050 0.0028527 15314 0.054 ± 0.003
NNI 0.020 0.0028116 13892 0.044 ± 0.003
NNI 0.015 0.0028024 13576 0.041 ± 0.003
NNI 0.010 0.0027865 13029 0.041 ± 0.003
NNI 0.005 0.0027109 10468 0.040 ± 0.003
NNI 0.002 0.0023773 0 0.039 ± 0.003
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3.3.4 Comparing Intrapixel Models
To compare the BLISS mapping technique with other intrapixel methods, we fit six
different intrapixel models to the HD149bs11 data set. These models are quadratic, cubic
and sextic polynomials (including lower-order cross terms), B10’s new weighted sensitivity
function (using σx = 0.021 and σy = 0.0079), BLI, and NNI. The eclipse depth in B10’s model
is slightly shallower than the other models, which are all well within 1σ of one another, but
the uncertainties are essentially identical (see Table 3.3). The BLISS models show significant
improvement in SDNR compared to the others, but this would be expected for any model
with more free parameters. We cannot use BIC to compare the BLISS models with the
polynomial models for the reasons discussed in Section 3.9. We also note that BLI and
NNI encounter fewer correlations between free parameters, compared to the more complex
polynomial models, and require fewer iterations to assess parameter uncertainties.
Table 3.3: BLISS Map Test - Comparing To Other Intrapixel Models
Model Bin Size SDNR Eclipse Depth
[%]
Ballard 2.4 secondsa 0.0028230 0.034 ± 0.003
Cubic - 0.0028180 0.039 ± 0.003
Sextic - 0.0028157 0.040 ± 0.003
Quadratic - 0.0028186 0.041 ± 0.003
BLI 0.015 pixels 0.0028031 0.040 ± 0.003
NNI 0.015 pixels 0.0028024 0.041 ± 0.003
aLonger bin sizes were considered but produced worse
results. Shorter bin sizes are prohibitively expensive
to compute and are below the limit of detectable mo-
tion.
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3.4 Primary Transit Fits and Results
We present the scaling of the RMS model residuals vs. bin size (a test of correlation
in time) in Figure 3.7, the best-fit transit light curves in Figure 3.8, a comparison between
two fits in Table 3.4, and the full set of best-fit transit parameters in Section 3.10. Below,
we discuss each observation to explain how we arrived at the final results.






















Figure 3.7: RMS residual flux vs. bin size for three HD 149026b transits. Black vertical lines
at each bin size depict 1σ uncertainties on the RMS residuals (RMS/
√
2N , where N is the
number of bins). The red line shows the predicted standard error for Gaussian noise, the
dotted vertical blue line indicates the ingress/egress timescale, and the dashed vertical green
line indicates the transit duration timescale. Any RMS residuals that are several σ above
the red line would indicate correlated noise at that bin size. When considering the effects
of correlations on transit depth, the bin size of interest is the transit duration and not the
ingress/egress time. The shorthanded legend labels correspond to the last three characters
in each event’s label (e.g., p41 = HD149bp41).
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Figure 3.8: Raw (left), binned (center) and systematics-corrected (right) primary-transit
light curves of HD 149026b at 8.0 µm. The results are normalized to the system flux and
shifted vertically for ease of comparison. The colored lines are best-fit models, the black
curves omit their transit model components, and the error bars are 1σ uncertainties. The
shorthanded legend labels correspond to the last three characters in each event’s label (e.g.,
p41 = HD149bp41). The pixelation effect (see Section 3.2.4) is most prevalent in HD149bp43.
3.4.1 Three Fits at 8.0 µm
At each 0.25-pixel increment in photometry aperture size, we model the time-dependent
systematic with the ramps listed in Eqs. 3.2 - 3.11. An aperture size of 3.5 pixels produces
the lowest SDNR values for all ramps and for all transit events. We estimate the back-
ground flux using an annulus from 7 to 15 pixels centered on the star. We follow the method
described in Section 3.3.3 when determining the optimal bin sizes of the BLISS maps.
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3.4.1.1 HD149bp41
There are 26 consecutive frames (19494 to 19519) shifted horizontally by exactly
one pixel; we flag these frames as bad. After clipping the first 5,000 data points (∼33.3
minutes, q = 5,000), many of the ramps fit the time-dependent systematic equally well but
the fits exhibit a large range of radius ratios (Rp/R? = 0.0494 to 0.0517). Of the top three
models shown in Table 3.4, Eq. 3.3 has the lowest BIC value and favors a moderate radius
ratio of 0.0502 ± 0.0011. For comparison, Nutzman et al. (2009) and Carter et al. (2009)
report values of 0.05158 ± 0.00077 and 0.5188 ± 0.00085, respectively. To model the ramp,
both adopt a quadratic function in ln(t) (Eq. 3.8) with t0 fixed to a time a few minutes
prior to the first observation. Fixing parameters can cause a MCMC run to underestimate
uncertainties of the remaining free parameters (see Section 3.2.5.3). Instead, we orthogonalize
the correlated parameters (system flux and all three ramp parameters in Eq. 3.3) to provide
a coordinate system in which our MCMC routine can sample efficiently. There is a weak
position dependence (see Figure 3.8) in both x and y directions that we model with the
BLISS mapping technique using 0.030-pixel bins.
3.4.1.2 HD149bp42
For all ramps with reasonable fits, we find that the planet-to-star radius ratios range
from 0.0444 to 0.513. The three best models appear in Table 3.4 with a range of uncertainties
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in Rp/R?. The ramp parameters from Eq. 3.5– correlate most strongly with the radius ratio,
resulting in an uncertainty that is twice that of Eq. 3.8. Fixing ramp parameters in Eq. 3.5–
erroneously improves the radius ratio uncertainty to 0.008%. Equation 3.8 has the lowest
BIC value, so we use it to fit the full data set (q = 0). The data exhibit only a minor position
dependence in the x direction; however, the significant improvement in SDNR indicates that
we should include the BLISS map during the joint model fit.
3.4.1.3 HD149bp43
Unlike the previous two data sets, HD149bp43 was preflashed to mitigate the ramp
effect (see K09 for details). Thus, we do not need to clip a significant initial portion of the
data set or use a double-rising exponential. Instead, we clip only the first 1000 data points
(∼6.7 minutes) and use Eq. 3.2– to model the time-dependent systematic. As seen in Table
3.4, the HD149bp43 transit depth is consistently deeper than the other two data sets. The
Rp/R? parameter is independent of our choice of q but is dependent on the choice of ramp
model components, ranging from 0.0516 to 0.0536. BIC favors the deepest transit depth,
resulting in a radius ratio that is larger than other best-fit ratios by ∼ 4σ. For comparison,
K09 use Eq. 3.8 with a fixed t0 parameter and report a radius ratio of 0.05253 ± 0.00076. We
achieve the same underestimated uncertainty using a similarly constrained t0 parameter. A
relatively strong position dependence is evident in Figure 3.8 and is modeled with a BLISS
map using 0.050-pixel bins.
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Table 3.4: Individual Transit Model Fits
Label R(t) M(x, y) SDNR ∆BIC Rp/R?
HD149bp41 3.3– BLI 0.0083449 0.0 0.0502 ± 0.0011
HD149bp41 3.8 BLI 0.0083444 0.4 0.0517 ± 0.0009
HD149bp41 3.6 BLI 0.0083444 0.4 0.0517 ± 0.0010
HD149bp42 3.8 BLI 0.0083565 0.0 0.0503 ± 0.0008
HD149bp42 3.6 BLI 0.0083564 4.0 0.0513 ± 0.0009
HD149bp42 3.5– BLI 0.0083562 5.6 0.0502 ± 0.0016
HD149bp43 3.2– BLI 0.0083681 0.0 0.0536 ± 0.0008
HD149bp43 3.8 BLI 0.0083682 6.5 0.0525 ± 0.0010
HD149bp43 3.3– BLI 0.0083685 7.0 0.0516 ± 0.0011
HD149bp43 3.6 BLI 0.0083682 7.2 0.0527 ± 0.0010
3.4.2 Joint Fit
We perform two joint-model fits, each requiring up to 1.6× 106 iterations to estimate
uncertainties. The first considers only the three transits analyzed here while the second also
considers the more precise NICMOS data from Carter et al. (2009) by placing priors on i and
a/R?. Both fits in Table 3.5 are consistent with previous results from Knutson et al. (2010,
Rp/R? = 0.0522 ± 0.0008) and Carter et al. (2009, Rp/R? = 0.0519 ± 0.0008) and have
improved estimates of the radius ratio. The uncertainties in the duration and ingress/egress
times for the independent fit are significantly larger than those from the fit with Carter et al.
(2009) priors.
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Table 3.5: Joint Transit Model Fits
Parameters Independent Fit Carter et al. (2009) Priorsa
Rp/R? 0.0514 ± 0.0006 0.0518 ± 0.0006
i [◦] 87.2+1.6−2.1 84.6 ± 0.5
a/R? 6.8
+0.3
−0.7 5.98 ± 0.17
Impact Parameter 0.33+0.21−0.19 0.57 ± 0.04
Transit depth [%] 0.264 ± 0.006 0.268 ± 0.006
Duration [t1-t4, hr] 3.23
+0.04
−0.02 3.286 ± 0.019
Ingress/Egress [hr] 0.178+0.043−0.015 0.234 ± 0.012
HD149bp41
Midpoint (MJDUTC)
b 4327.3719 ± 0.0005 4327.3720 ± 0.0005
Midpoint (MJDTDB)
b 4327.3726 ± 0.0005 4327.3727 ± 0.0005




b 4356.1316 ± 0.0005 4356.1316 ± 0.0005
Midpoint (MJDTDB)
b 4356.1323 ± 0.0005 4356.1323 ± 0.0005




b 4597.7070 ± 0.0004 4597.7068 ± 0.0005
Midpoint (MJDTDB)
b 4597.7077 ± 0.0004 4597.7075 ± 0.0005
O-C (minutes)c 0.8 ± 0.7 0.6 ± 0.6
SDNR 0.0083690 0.0083691
aWe place priors on i and a/R? using values from Carter et al. (2009).
bMJD = BJD - 2,450,000.
cComputed using the period and ephemeris from Knutson et al. (2009,
p = 2.8758925 ± 0.0000023 days, t0 = 2454597.70645 ± 0.00018 BJDUTC).
3.5 Secondary-Eclipse Fits and Results
There were 11 secondary-eclipse observations. We considered whether to fix the
eclipse duration to the more-precise transit duration in these fits, which is justified if the
orbit is nearly circular. In our tests, we used the transit duration and ingress/egress times
of Carter et al. (2009), which are nearly identical to our own estimates from Table 3.5 when
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using priors. The strong signal from HD149bs11 dominated the shared eclipse duration for
a joint fit of all secondary-eclipse events. The best-fit duration was 4.5 ± 3.3 minutes longer
than, but still consistent with, the transit duration, and the mid-eclipse phases were in all
but one case within 1.5σ of 0.5, together indicating circularity. With the duration free in
a joint fit, the improvement in SDNR was negligible (1 × 10−7) and BIC was higher by 8,
so we fixed the duration and ingress/egress times to those of Carter et al. (2009). Unless
otherwise stated, we estimated the background flux using an annulus from 7 to 15 pixels that
was centered on the star. We present the RMS model residuals in Figure 3.9, the best-fit
light curves in Figure 3.10, and the best-fit parameters in Section 3.10. Below, we discuss
each observation in detail.
3.5.1 Fit at 3.6 µm - HD149bs11
For this data set, we find that BLI outperforms NNI down to a bin size of 0.015
pixels when we exclude bins with less than 4 measurements. Bins with fewer data points
Figure 3.9 (following page): RMS residual flux vs. bin size for eleven HD 149026b
eclipses. Black vertical lines at each bin size depict 1σ uncertainties on the RMS residu-
als (RMS/
√
2N , where N is the number of bins). The red line shows the predicted standard
error for Gaussian noise, the dotted vertical blue line indicates the ingress/egress timescale,
and the dashed vertical green line indicates the transit duration timescale. Any RMS resid-
uals that are several σ above the red line would indicate correlated noise at that bin size.
When considering the effects of correlations on transit depth, the bin size of interest is the
transit duration and not the ingress/egress time. The shorthanded legend labels correspond
to the last three characters in each event’s label (e.g., s11 = HD149bs11).
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Figure 3.10: Binned (left) and systematics-corrected (center & right) secondary-eclipse light
curves of HD 149026b in five Spitzer channels. The results are normalized to the system flux
and shifted vertically for ease of comparison. The colored lines are best-fit models and the
error bars are 1σ uncertainties. The shorthanded legend labels correspond to the last three
characters in each event’s label (e.g., s11 = HD149bs11).
are insufficiently sampled to compute a reliable mean flux for the knot value. The linear
ramp (Eq. 3.10) fits best. The posterior parameter distributions (histograms) and parameter
correlation plots (including knot values in the BLISS map) are in Figures 3.11 - 3.13. Similar










































































































































































































Figure 3.11: Parameter histograms for HD149bs11. We plot every 500th step in the MCMC
chain to decorrelate parameter values. The BLISS map knots are similarly distributed.
Additional histograms are part of the electronic supplement.
3.5.2 Fit at 4.5 µm - HD149bs21
Using the strategy described in Section 3.3.3, BLI achieves a better fit than NNI with



































































































































































































































Figure 3.12: Parameter correlations for HD149bs11. The background color depicts the
absolute value of the correlation coefficient. The uncertainties produced from the MCMC
method fully account for correlations between free parameters (e.g., eclipse flux ratio and
system flux). We plot every 500th step in the MCMC chain to decorrelate parameter values.
Additional correlation plots are part of the electronic supplement.
sensitivity with three different polynomial models ranging between second and sixth order.
After clipping the first 5,000 points (q = 5,000), the eclipse depths using various ramp and
intrapixel model components are consistent (see Table 3.6); however, BIC clearly favors BLI
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Figure 3.13: Correlation coefficients between eclipse depth and computed BLISS map knots
for HD149bs11. The presence of relatively strong correlation regions (in red) indicates that
computing the BLISS map at each step of an MCMC routine is necessary to assess the
uncertainty on the eclipse depth correctly, as opposed to fixing the map as is done by B10.
In this case, fixing the BLISS map to its post-minimizer values leads to an erroneous 13%
decrease in the eclipse-depth error estimate.
and Eq. 3.2+ to model the systematics. To minimize the convergence time in our MCMC
chains, we orthogonalize the eclipse depth, system flux, and both ramp parameters (r0 and
r1). All of the model fits exhibit, to various degrees, bimodal distributions in the eclipse-
midpoint histograms. The lesser peak occurs at a phase of 0.497 and is likely a result of the
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model trying to fit the eclipse egress to the points from phases of 0.514 to 0.520, which are
consistently above the secondary eclipse by 1 - 2σ (see Figure 3.10, center panel).
Table 3.6: HD149bs21 - Comparing Model Fits
R(t) M(x, y) SDNR ∆BIC Ecl. Depth
[%]
3.2+ BLI 0.0038800 0.0 0.032 ± 0.006
3.11 BLI 0.0038800 1.4 0.033 ± 0.007
3.3+ BLI 0.0038800 10.8 0.033 ± 0.006
3.2+ Quad. Poly. 0.0038961 – 0.032 ± 0.006
3.2+ Cubic Poly. 0.0038954 – 0.033 ± 0.006
3.2+ Sextic Poly. 0.0038941 – 0.034 ± 0.006
3.5.3 Three Fits at 5.8 µm
Using the processes described below, we choose the best-fit model for each event, then
perform a joint fit with a single eclipse-depth parameter.
3.5.3.1 HD149bs31
Initially reported by Stevenson et al. (2010), we find clear evidence of pixelation at 5.8
µm (see Figure 3.2). A relatively large bin size of 0.04 pixels is appropriate for HD149bs31
using BLI in combination with Eq. 3.2+ to express the time-dependent flux variation. We
orthogonalize the system flux and both ramp parameters when computing uncertainties. The
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eclipse-midpoint histogram peaks at a phase of 0.502 and has a broad uncertainty of 0.005.
The best-fit eclipse depth is 0.044 ± 0.016%.
3.5.3.2 HD149bs32
The pixelation effect in HD149bs32 is weak because stellar centers fall predominantly
near the middle of an interpolated subpixel (i.e., away from the blue peaks in the right panel
of Figure 3.5). As such, an intrapixel model component is unnecessary and we model its
systematics solely by Eq. 3.2+. We orthogonolize the same parameters as with HD149bs31.
The eclipse-midpoint histogram shows a strong bimodal distribution, with peak phase values
of 0.496 and 0.501. The latter is favored with an eclipse depth of 0.038 ± 0.017%.
This dataset points to the illegitimacy of fixing one of the ramp parameters (see
Section 3.2.5.3). The eclipse depth is correlated with the ramp parameters, so fixing one of
them erroneously improves the eclipse depth uncertainty to 0.012%.
3.5.3.3 HD149bs33
For the same reasons as with HD149bs32, no intrapixel model component is needed
with HD149bs33. We model the declining flux using Eq. 3.2+, orthogonolize the same three
parameters as above, and find an eclipse depth of 0.047 ± 0.016%. The histogram of eclipse
midpoints is clearly bimodal but favors the best-fit value of 0.500+0.003−0.005.
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3.5.3.4 5.8 µm Joint Fit
To improve S/N on the eclipse depth, we share this parameter in a joint fit of all
three data sets. We retain individual eclipse-midpoint times for subsequent orbital analysis.
The MCMC chain converged after 4 × 105 iterations. The combined light curve in Figure
3.14 illustrates the improvement when compared to the three 5.8 µm light curves in Figure
3.10. The best simultaneous fit favors an eclipse depth of 0.043 ± 0.010%.
3.5.4 Four Fits at 8.0 µm
Similarly to the fits at 5.8 µm, we fit models to each data set individually then use
the best models in an 1× 106 iteration joint fit that shares a common eclipse depth.
3.5.4.1 HD149bs41
The significant improvements in our pipeline since the original analysis by H07 war-
rant a new analysis of HD149bs41. We follow all of our current techniques described in
Section 4.2 and test all of the listed ramp model components. As with H07 and K09, we find
that Eq. 3.2– best describes the overall ramp. The smaller ramps associated with each tele-
scope movement are best described by Eq. 3.13, according to BIC; however we also present
H07’s 12-point spline for comparison (see Table 3.7). Each model employs a constant-flux
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Figure 3.14: Combined and binned eclipse light curves at 5.8 and 8.0 µm. Note the im-
proved S/N achieved with combined modeling, compared to Figure 3.10. The best joint-fit
HD149bs32 and HD149bs41 models are plotted for comparison.
offset at each of the nine nod positions, of which eight are free parameters as described in
Section 4.2.
Due to the nodding motion with this particular data set, BLI and NNI are inap-
propriate models to use. We can see in Figure 3.15, which illustrates one of the nine nod
positions, that the pixel position is slightly different for each of the twelve visits to this
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position. This behavior introduces a strong time dependence in the position sensitivity cor-
rection that cannot be disentangled. Our best attempt to correct for the position sensitivity
uses a linear correction in two dimensions for each of the nine nod positions (9×Linear).
Table 3.7 compares the four best model combinations. Compared to K07, our final model
does not fix either of the ramp parameters and our flux offsets are multiplicative rather than
additive (see Eq. 4.1).
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Figure 3.15: Pointing histogram for one of nine nod positions of HD149bs41. The small,
0.01-pixel bin size clearly shows that the positions of the 12 visits have very little overlap,
resulting in a time-dependent position sensitivity and making the data impossible to model
accurately using a BLISS map. The small footprint size demonstrates the difficulty of making
a definitive IRAC intrapixel map using all the stellar staring data in each channel. The
horizontal and vertical black lines represent pixel boundaries.
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Table 3.7: HD149bs41 - Comparing Model Fits
R(t) M(x,y) Visit Sensitivity SDNR ∆BIC Ecl. Depth
[%]
3.2– - Eq. 3.13 0.0084575 0 0.049 ± 0.016
3.2– - 12-pt Spline 0.0084559 59 0.049
3.2– 9×Linear Eq. 3.13 0.0084510 126 0.050
3.2– 9×Linear 12-pt Spline 0.0084494 184 0.050
3.5.4.2 HD149bs42
We use a 0.04-pixel bin size and only consider bins with at least eight points to ignore
an outlier near subpixel location (14.36, 15.24). Table 3.8 contains ∆BIC values and best-
fit eclipse depths from our least-squares minimizer for three different values of the clipping
parameter: q = 0, 5,000, and 10,000. This parameter ignores the given number of data
points from the beginning of the observation and is a common procedure (Knutson et al.,
2011) when trying to find the best-fitting ramp. The table indicates that all but one of the
eclipse depths are consistent for q = 10, 000 and that Eqs. 3.4– and 3.5– are consistent at all
three q values. Our MCMC routine finds strong non-linear correlations in all ramp model
components except Eq. 3.11, which exhibits linear correlations that are easily handled by
orthogonalizing the system flux and both ramp parameters. We use Eq. 3.11 with q = 10,000
in the joint model fit. The eclipse depth for the competing solution (Eqn. 3.2–) differs by
less than 1σ.
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Table 3.8: HD149bs42 - Comparing Model Fits
q: 0 0 5000 5000 10000 10000
R(t) Ecl. Depth ∆BIC Ecl. Depth ∆BIC Ecl. Depth ∆BIC
[%] [%] [%]
3.2– 0.149 59 0.111 1 0.068 ± 0.019 0
3.3– 0.030 4 0.056 2 0.068 11
3.4– 0.065 ± 0.017 7 0.065 9 0.063 19
3.5– 0.065 ± 0.019 8 0.062 ± 0.021 9 0.061 20
3.6 0.132 47 0.099 6 0.067 ± 0.021 10
3.7 0.096 37 0.086 15 0.065 20
3.8 0.087 0 0.071 0 0.068 ± 0.018 10
3.9 0.062 16 0.052 17 0.049 28
3.11 0.197 205 0.128 31 0.064 ± 0.019 0
3.5.4.3 HD149bs43
We choose a relatively large bin size of 0.03 pixels because the intrapixel effect is
minimal (position dependence is flat) and we do not want to overfit the edges of position
space where there are few data points. Smaller bin sizes result in similar eclipse depths.
Without BLI, we find an eclipse depth of 0.040 ± 0.008%, nearly identical to K09; however,
this fit does not have the lowest BIC value (∆BIC = 112). There is a small but clear position
dependence that, once accounted for, results in a marginally deeper eclipse of 0.044± 0.008%.
We confirm that the eclipse midpoint is noticeably earlier (by 4σ) than the expected phase
value of 0.5, but do not claim a detection of eclipse timing variation because HD149bs21
measures the preceding eclipse with a much stronger S/N and is consistent with a circular
orbit. Fixing the phase of mid-eclipse to 0.5 results in a marginally shallower eclipse depth
(0.039 ± 0.008%) and a larger SDNR value.
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3.5.4.4 HD149bs44
The HD149bs44 system flux is significantly higher than other 8.0 µm events and
exhibits significantly larger SDNR and uncertainty scaling factor values (see Table 3.16 in
Section 3.10). The uncertainty scaling factor renormalizes the error bars such that χ2ν = 1,
so a smaller scaling factor indicates a better fit. For this noisy data set, the models achieve
relatively poor fits compared to other 8.0 µm data sets.
The ramp models that produce the most consistent eclipse depths in Table 3.9 are
Eqs. 3.4– and 3.11 for q = 5,000, 7,500, and 10,000. Smaller values of q produce inconsistent
eclipse depths for all ramp models; larger q values do not provide sufficient out-of-eclipse
baselines. For q = 7500, most of the ramps find eclipse depths that are in agreement with
the consistent values given by Eqs. 3.4– and 3.11. Of these ramps, Eqs. 3.2– and 3.11 share
the lowest BIC value; however, the quadratic parameter in Eq. 3.11 correlates strongly with
the eclipse depth, resulting in a larger uncertainty, so we select Eq. 3.2– with q = 7500 for
our final joint model. This data set also applies a BLISS map with 0.025-pixel bin sizes and
at least ten points per bin.
3.5.5 Two Fits at 16 µm
Each event consists of 1050 exposures, divided serially into three 350-image sequences
at non-overlapping stellar centers on the detector. The second sequence (p=1) is completely
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Table 3.9: HD149bs44 - Comparing Model Fits
q: 5000 5000 7500 7500 10000 10000
R(t) Ecl. Depth ∆BIC Ecl. Depth ∆BIC Ecl. Depth ∆BIC
[%] [%] [%]
3.2– 0.072 0 0.066 ± 0.013 0 0.085 0
3.3– 0.075 11 0.069 11 0.085 11
3.4– 0.073 23 0.068 22 0.069 24
3.5– 0.072 22 0.066 22 0.085 21
3.6 0.074 11 0.069 11 0.082 11
3.7 0.089 17 0.096 10 0.086 22
3.9 0.073 33 0.067 22 0.081 32
3.11 0.073 1 0.069 ± 0.017 0 0.069 3
within the secondary eclipse and, because of the free position offset parameter, has no impact
on the eclipse depth (but still helps to model the systematics). Unfortunately, this means
that the eclipse depth is completely determined by the small number of points after ingress
in the first sequence and before egress in the last sequence.
To avoid residual effects from potentially bright previous targets, neither of the two
16 µm observations was positioned at the center of the array. As a result, the outer radius of
the sky annulus is limited to 11 and 12 pixels for HD149bs51 and HD149bs52, respectively,
to avoid the flux falloff at the edges of the blue peak-up array. We apply both aperture and
optimal photometry (Horne, 1986, Deming et al., 2005); the former produces cleaner results
for both data sets.
Figure 3.16 displays the best-fit eclipse depths and corresponding SDNR values versus
aperture size for four competing models in each data set. The first applies no intrapixel
correction, the second uses three linear components (one at each position), the third uses
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BLI, and the final model uses NNI. The first two models also apply a position offset to
account for the differences in pixel sensitivity. This offset is redundant for BLI and NNI.
Although these models find similar (< 1σ) eclipse depths at the best aperture size of
2.0 pixels, this is not the case for other aperture sizes. Models using BLI or NNI produce the
most consistent eclipse depths and result in lower SDNR values (see Tables 3.10 and 3.11).
We test a range of bin sizes for BLISS mapping but find that NNI consistently outperforms
BLI. We take this as evidence that there are insufficient data points in most bins to model
the weak position dependence accurately. As such, we consider only the last two models
and select no intrapixel model for HD149bs51 and the 3×linear model for HD149bs52 to
perform the joint fit. For improved convergence in our MCMC chains, we orthogonalize the
system fluxes and both ramp terms in Eqs. 3.11 and 3.2– for HD149bs51 and HD149bs52,
respectively. Due to the weak eclipse signal, the midpoint is fixed to a phase of 0.5 for the
individual fits; the joint fit achieves a sufficient S/N to share the eclipse midpoint as a free
parameter. The final model fit uses 3.5× 106 iterations and is in Table 3.16 of Section 3.10.
Table 3.10: HD149bs51 - Comparing Model Fits
R(t) M(x,y) SDNR ∆BIC Ecl. Depth [%]
3.11 NNI 0.002890 0 0.059 ± 0.038
3.11 BLI 0.002924 21 0.061 ± 0.035
3.11 - 0.003119 169 0.068 ± 0.038
3.11 3×Linear 0.003066 175 0.060 ± 0.037
We find that the eclipse depths for both data sets vary significantly with the choice
of eclipse midpoint. Fixing the phase of mid-eclipse to the best-fit value from Table 3.16
(0.5015) results in best-fit eclipse depths that differ by up to 1σ from the values listed in
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Table 3.11: HD149bs52 - Comparing Model Fits
R(t) M(x,y) SDNR ∆BIC Ecl. Depth [%]
3.2– NNI 0.003166 0 0.081 ± 0.036
3.2– BLI 0.003211 23 0.068 ± 0.035
3.2– 3×Linear 0.003378 175 0.074 ± 0.038
3.2– - 0.003574 243 0.066 ± 0.034
Tables 3.10 and 3.11, where the midpoint is fixed to 0.5. We also test joint fits without the
data at p = 1 and find a comparable joint-fit eclipse depth of 0.099 ± 0.035%. The small
change is likely the result of weak correlations with the ramp parameters. We include all
positions in the final fit as this results in a lower SDNR and a small improvement in the
eclipse depth uncertainty.
3.6 Atmosphere
In order to understand the atmosphere of the planet better, we compare our measured
flux ratios to those generated from a model atmosphere. We simulate the atmosphere of HD
149026b using the model presented by Fortney et al. (2005, 2006, 2008). See Fortney et al.
(2008) for a description of the heritage of the model, which includes solar system planets and
brown dwarfs in addition to exoplanets. The chemical mixing ratios used assume chemical
equilibrium, following Lodders & Fegley (2002), at both solar metallicity (“1× solar”) as well
as 30× solar, using the abundances of Lodders (2003). The opacity database is described by
Freedman et al. (2008), with an update to include CO2 opacity.
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Figure 3.16: Best-fit eclipse depths and corresponding SDNR values for HD149bs51 and
HD149bs52. Both are plotted as a function of photometry aperture size for the HD149bs51
(upper panel) and HD149bs52 (lower panel) data sets. The labels refer to the type of
intrapixel model component used. Here, ‘None’ uses no model, ‘3*Ln’ uses a linear function
in x and y at each of the three positions, and ‘BLI’ and ‘NNI’ both use our new BLISS
mapping technique with 0.02-pixel bins. In all but one case, the best aperture size is 2.0
pixels, according to SDNR. Due to the weak eclipse signal, the phase of mid-eclipse is fixed
to 0.5. A typical 1σ eclipse-depth uncertainty is 0.037%.
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We have generated chemistry/opacity grids with and without the opacity of gaseous
TiO/VO. These gases, which are strong absorbers of optical flux, may be responsible for the
temperature inversions diagnosed in the atmosphere of some planets (e.g., Hubeny et al.,
2003, Fortney et al., 2006, 2008), but see Spiegel et al. (2009) for important caveats. The
mid-infrared flux ratios observed for hot Jupiters are quite diverse, but high flux ratios (and
corresponding large brightness temperatures) in the mid-infrared, together with small 3.6-to-
4.5 µm ratios, have been found in models with temperature inversions (Fortney et al., 2006,
Burrows et al., 2007, 2008, Madhusudhan & Seager, 2009, Spiegel & Burrows, 2010), and
these models have had some success in comparisons with data (see Seager & Deming, 2010,
for a review). For HD 149026b, we find a 3.6-to-4.5 µm ratio > 1, similar to HD 189733b,
which indicates no temperature inversion.
We compare the measured flux ratios to three different models in Figure 3.17. All
assume redistribution of absorbed stellar flux over the dayside of the planet only (f = 1/2,
as described by Fortney & Marley, 2007). We show a 1× solar model with TiO/VO opacity
(which yields an inversion) and the same model with TiO/VO opacity neglected. We also
plot a similar no-inversion model at 30× solar metallicity. This last model leads to mixing
ratios ∼30 and ∼900 times larger for CO and CO2, respectively, compared to the solar
metallicity case (Zahnle et al., 2009). The dramatic increases in CO and CO2 lead to the
most notable spectral difference, the much deeper absorption due to the overlapping 4.5 µm
band of CO and 4.2 µm band of CO2. Such a high metallicity for this atmosphere may
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well be realistic, as Saturn is ∼ 10× solar in carbon (Flasar et al., 2005), while Uranus and
Neptune are ∼ 30− 60× enriched.
Figure 3.17: Atmospheric models of the dayside of HD 149026b. The red line depicts a
model with a temperature inversion, f = 0.50, and solar metallicity. The blue model has
no temperature inversion, f = 0.50, and solar metallicity. The green model is similar to
the blue model but with enhanced metallicity (30× solar). Model band-averaged ratios are
shown as squares while the data points are orange diamonds. Models that lack temperature
inversions and include a high atmospheric metallicity best match the observed data.
Models with a temperature inversion similar to the red line shown in Figure 3.17
are clearly disfavored, given the 3.6-to-4.5 µm ratio > 1 and the large flux ratios at redder
wavelengths. Our best fit for the three models is the 30× enhanced, no-inversion model. Only
the 3.6 µm point is outside our 1σ error bar. Even with the strong CO/CO2 absorption, we
still cannot quite match the observed 3.6-to-4.5 µm ratio. At face value, this would imply
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even larger CO and/or CO2 mixing ratios; however, this may not necessarily be the case, as
some other modelers (e.g. Burrows et al., 2008) generally show a deeper absorption feature at
4.5 µm than we obtain with our models. This is likely due to differences in the temperature
gradient as a function of height in the different models, as this helps to control the depth of
absorption features. A steeper gradient leads to deeper absorption features.
Less-efficient redistribution of absorbed flux leads to a hotter dayside, and still would
yield a satisfactory fit to the observations, albeit near the top of the 1σ error bars. Given
the 8.0 µm phase curve of K09, which showed modest day/night phase variation, such a hot
dayside (which would leave little energy for the night side) is not favored. We recommend
that a coupled 3D dynamics/radiative transfer model be run for the system, to understand
if the implied day- and night-side temperatures can be matched. Showman et al. (2009)
had good success in matching the phase curve and dayside photometry of HD 189733b.
These models tend to show better day-night homogenization of temperature contrasts than
one would assume from the fact that our best-fit 1D model assumes all absorbed flux is
re-radiated on the planet’s day side. Additionally, near-infrared fluxes from the JHK-band
(e.g., Croll et al., 2010), where this planet is brightest, would help to understand the dayside
luminosity; however, given the small planet-to-star radius ratio, this may have to wait for
the James Webb Space Telescope.
Knutson et al. (2010) suggest that the absence of a temperature inversion within an
exoplanet atmosphere correlates with higher levels of chromospheric activity from the host
star. The lack of a temperature inversion in HD 149026b does not agree with HD 149026’s
111
relatively low activity level, but this may be due to the exoplanet’s high density (Knutson
et al., 2010).
The pressure-temperature profiles for the three atmospheric models are shown in
Figure 3.18. Also plotted are the contribution functions (e.g., Chamberlain & Hunten, 1987)
for thermal flux in each of the five Spitzer bandpasses. Contribution functions trend towards
lower pressure with enhanced metallicity for all bandpasses, but move most dramatically at
4.5 µm due to CO and CO2. At constant metallicity, a temperature inversion tends to smear
the contributions over a wider pressure range, favoring lower pressures due to the hot upper
atmosphere, but to a lesser extent compared to models with increasing metallicity.
3.7 Orbit
We have collected a total of eleven individual Spitzer secondary-eclipse observations
with useful timing of HD 149026b over a 3.5-year baseline. These times constrain e cosω,
where e is the eccentricity and ω is the argument of periapsis, and can be used to establish
eccentricity limits on the planet’s orbit. We use BJDTDB given in Tables 3.15 and 3.16 and
correct for the eclipse-transit light-time (42 seconds). The mean eclipse phase, using the
K09 ephemeris, is 0.49997 ± 0.00028, suggesting that e cosω = −0.00003 ± 0.00044. The
data are consistent with a circular orbit (e < 0.0013). The times of secondary eclipse do
not show any significant trends and do not have a period that differs significantly from the
period determined from transit and radial velocity data. Such a difference would indicate
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Figure 3.18: Contribution functions and atmospheric pressure-temperature profiles. Left 3
panels: The contribution functions in the five Spitzer bandpasses are for the three models
shown in Figure 3.17. Emission generally comes from higher in the atmosphere for the metal-
enriched model (left) and, to a lesser extent, the model that features a temperature inversion
(right). Right-most panel: The atmospheric pressure-temperature profiles are for these same
models, colored to match Figure 3.17. The 30× solar no-inversion model is everywhere
warmer than the 1× solar no-inversion model, but they have very similar Teff values, since
the emission from the 30× model comes from much higher in the atmosphere.
apsidal motion or other secular effects (Giménez & Bastero, 1995, Heyl & Gladman, 2007).
An MCMC ephemeris fit to our secondary-eclipse times gives a period of 2.875884±0.000006
days, and a fit of all the available transit times gives a period of 2.8758922±0.0000015 days.
The difference between the two periods is not significant (1.4σ). If the measured period
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difference is due to apsidal motion, then it would indicate that ω̇e sinω = (9±7)×10−5 ◦/day
(Giménez & Bastero, 1995), where ω̇ is the rate of apsidal precession. Further secondary-
eclipse observations will refine the secondary-eclipse period.
We use our primary-transit and secondary-eclipse data to perform a fit, as described
by Campo et al. (2011), that also incorporates other available transit data (Carter et al.,
2009, Winn et al., 2008, Charbonneau et al., 2006) and radial velocity data (Sato et al., 2005,
Butler et al., 2006). When we fit an eccentric orbit to the available data (Table 3.12), we
determine that e = 0.154±0.016. Although this is a 10σ eccentricity, it is almost completely
dominated by the e sinω component, leading us to believe that the eccentricity may be an
overestimate (Laughlin et al., 2005). This is possible when the peaks of the radial velocity
curve, where the waveform is most sensitive to changes in e sinω, are undersampled. The
eccentricity affects the symmetry of the RV curve, so when both peaks are not well sampled,
the best-fit solution may misrepresent the actual eccentricity of the planet’s orbit. Indeed, 16
of the 23 usable RV data points were taken at a transit phase greater than 0.5 and there are no
data points between phase values of 0.1 and 0.3. The dearth of RV measurements near 0.25
signifies that only one of the two peaks is adequately constrained. To best refine the value of
e sinω, we require additional RV measurements between phases 0 and 0.5, particularly near
0.25.
In a comparison fit assuming a circular orbit (see Table 3.13), where the RV curve
is perfectly sinusoidal and symmetric, BIC is worse than for the eccentric fit. Despite this,
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the undersampled radial velocity data and the high degree of consistency of the eclipse
phases with 0.5 make it unlikely that the orbit of this planet has an eccentricity greater than
the maximum value of |e cosω|. A near-perfect alignment of the system’s semi-major axis
with our line-of-sight (ω ∼90◦) would be necessary, but the agreement between the transit
and eclipse durations (see Section 3.5) argues against this scenario. Acknowledging that
our secondary-eclipse timing measurements yield little information about e sinω, we present
both solutions without judgment. Although an eccentric orbit is unlikely, it cannot be ruled
out with the data currently available.
Table 3.12: Eccentric Orbital Model
Parameter Value
e sinω 0.154± 0.016
e cosω -0.00037± 0.00044
e 0.154± 0.016
ω (◦) 90.14± 0.16
P (days) 2.8758919± 0.0000014
T0 (MJDTDB)
a 4597.70716± 0.00016
K (ms-1) 47.4± 1.1
γ (ms-1) -4.3± 0.6
BIC 123
aMJDTDB = BJDTDB - 2,450,000
Table 3.13: Circular Orbital Model
Parameter Value
P (days) 2.8758916± 0.0000014
T0 (MJDTDB)
a 4597.70713± 0.00016
K (ms-1) 42.6± 0.9
γ (ms-1) -1.6± 0.6
BIC 179
1MJDTDB = BJDTDB - 2,450,000
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3.8 Conclusions
Over 3.5 years, Spitzer observed three primary transits and eleven secondary eclipses
of HD 149026b in five infrared wavelengths. We utilize multiple observations for channels
with the weakest eclipse depths to improve S/N estimates and better constrain the dayside
atmospheric composition. The addition of a third transit event at 8.0 µm confirms previous
results (Nutzman et al., 2009, Carter et al., 2009, Knutson et al., 2009) and offers an improved
constraint on the planet-to-star radius ratio (Rp/R?). A new eclipse analysis of HD149bs41
confirms the findings from Knutson et al. (2009), namely that an eclipse depth of ∼ 0.05%
fits best at 8.0 µm. However, we find a larger uncertainty due to correlations between the
eclipse depth and ramp parameters that were not fully explored because one of the ramp
parameters was previously fixed.
The atmosphere is explained well by a 1D chemical-equilibrium model. A temperature
inversion is no longer favored when fitting the observed planet-to-star flux ratios. The best-
fit model includes large amounts of CO and CO2, moderate heat redistribution (f = 0.5),
and strongly enhanced metallicity (30×solar). Using the times from our secondary-eclipse
observations, we find no deviations from a circular orbit at the 1σ level. However, given the
available RV data, we cannot completely rule out an eccentric orbit with an unlikely orbital
alignment.
We present a new technique, called BiLinearly-Interpolated Subpixel Sensitivity
(BLISS) mapping, to model Spitzer’s position-dependent systematics (intrapixel variability
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and pixelation). In all cases tested to date, BLISS mapping outperforms previous methods
in both speed and goodness of fit. We also apply an orthogonalization technique for linearly-
correlated parameters that accelerates the convergence of Markov chains that employ the
Metropolis random walk sampler.
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3.9 Model comparison with complex models
In Section 3.3, we show that BLISS mapping improves the SDNR of models that
include an intrapixel sensitivity term. Elsewhere in this paper and in our earlier work (Campo
et al., 2011) we use the Bayesian Information Criterion (BIC) to compare models of other
systematic error components (e.g., rival parametric ramp models), but we did not use the
BIC to compare intrapixel sensitivity models. In this section we discuss the approximations
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underlying the BIC to elucidate when it is useful, and in particular, to explain why we do
not use it (or similar statistical criteria) for comparison of intrapixel sensitivity models.
The BIC provides an asymptotic approximation to quantities that may be used for
Bayesian quantification of model uncertainty. The most simple use of the BIC is to ap-
proximate Bayesian explanatory model selection. A basic distinction among model selection
criteria is between explanatory criteria (that seek the model that best describes the processes
that produced the available data) and predictive criteria (that seek the model that will make
the most accurate predictions of future data based on the available data). For example, the
well-known Akaike Information Criterion (AIC = χ2+2k) is a predictive criterion. Although
different from the BIC in rationale, its derivation invokes similar asymptotic approximations
to those we describe here for the BIC, and we consider it to be similarly hampered for com-
paring large models. To illuminate the nature of the approximations underlying the BIC,
we sketch its derivation here.
Consider a set of models {Mi} for observed data D. Let θi denote the parameters of
model i, with ki dimensions. The (Bayesian) posterior probability for model i is proportional




where πi(θi) ≡ p(θi|Mi) is the prior probability density function (PDF) for the model’s
parameters, and Li(θi) ≡ p(D|θi,Mi) is the likelihood function, the probability for the data
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presuming the model holds with parameters θi (the likelihood function is proportional to
exp[−χ2(θi)/2] for our models). As its name suggests, the role of the marginal likelihood
in quantifying model uncertainty is completely analogous to the role of the more familiar
likelihood function in quantifying parameter uncertainty (within a particular model). Note
that Mi is an average of the likelihood function for model i, not a maximum: in Bayesian
inference, the weight of the evidence for a model is given by the typical value of the likelihood
function for its parameters, not the optimum (largest) value.
For nonlinear models with more than a few dimensions, calculation of the integral in
Eq. 3.17 is not feasible using standard quadrature methods. The development of algorithms
for accurate calculation of marginal likelihoods is an active research area, and existing algo-
rithms are typically problem-specific and computationally expensive (see Clyde et al. 2007
for a recent review targeting astronomers).
The BIC approximates −2 lnM for straightforward models in the limit of voluminous
data, i.e., asymptotically (we drop the model index, i, when referring to a generic model,
to simplify notation). In this limit, the likelihood function L(θ) will be strongly peaked at
the maximum likelihood estimate, θ̂, and it will be much more strongly concentrated than
the prior; Figure 3.19 depicts the situation. As a first step in approximating the integral in





The prior PDF has dimensions of [1/θ], and we can express π(θ̂) as the inverse of a local prior
scale, ∆θ (for a normalized flat prior spanning a range ∆θ, we have π(θ̂) = 1/∆θ exactly).
We next approximate the integral of the likelihood function in Eq. 3.18 as the product of its
height (the maximum likelihood value, L(θ̂)) and a characteristic width, δθ (describing the
posterior uncertainty in θ). This gives
M ≈ L(θ̂) δθ
∆θ
. (3.19)
With suitable definitions of the prior and posterior scales, we can make this equation exact
(e.g., for a one-dimensional model with a Gaussian likelihood function of standard deviation
σ, and a flat prior with range ∆θ  σ, as long as θ̂ is not near a boundary of the prior
range, then setting δθ = σ
√
2π ≈ 1.06 times the full width at half maximum, makes the
equation accurate). The factor multiplying the maximum likelihood is sometimes called the
Ockham factor and will be ≤ 1; it quantifies how much of the parameter space of the model
is wasted, in the sense of including parameter values that are ruled out by the data. Note
that for dimension k > 1, these scales are volumes, i.e., products of scales in each dimension.
Asymptotically, for a simple model of fixed dimension, we expect the uncertainty for
each parameter to scale like 1/
√
N for sample size N . So for a model of dimension k, we
expect δθ to eventually decrease proportional to N−k/2. Let Na be the sample size where the
asymptotic behavior kicks in, and δθa be the typical scale of the uncertainties at that sample











Figure 3.19: Ingredients for the derivation of the BIC approximation to the marginal likeli-
hood. Curves show the likelihood function (solid blue) and prior PDF (dashed green), with
characteristic widths δθ and ∆θ. Points show the maximum likelihood parameter estimate,
θ̂, and the values of the likelihood and prior at θ̂.









Now take the logarithm and group terms according to their dependence on N :










The first term may have a nontrivial N dependence; the last term is constant with respect to
N . Schwarz (1978) derived a more precise expression like this, explicitly calculating the first
term in the case of linear models with sampling distributions in the exponential family (which
121
includes, e.g., normal, Poisson, and multinomial distributions). In that case the maximum
log-likelihood term is expected to grow increasingly negative, roughly proportionally to N .
The BIC keeps the N -dependent terms in Eq. 3.21 and multiplies by −2;
BIC = −2 lnL(θ̂) + k lnN = χ2 + k lnN. (3.22)
It is attributed to Schwarz (and sometimes called the Schwarz criterion), but notably,
Schwarz did not drop the N -independent term in his approximation to lnM, although
he termed it a “residual” with respect to the N -dependent terms.
If the models under consideration are considered equally probable a priori, the most
probable model is the one with the largest marginal likelihood. BIC-based model selection
uses the BIC to approximate the logarithm of the marginal likelihood, choosing the model
with the smallest value of the BIC. The derivation sketched above provides some insight
regarding when we might expect this procedure to identify the highest likelihood model.
There are two main considerations.
First, the BIC is an asymptotic criterion. Its accuracy requires sample sizes large
enough so that the parameter uncertainties are decreasing at the O(N−k/2) rate. For complex
models with many parameters, this is not simply a matter of sample sizes being “large
enough.” For some models—e.g., nonparametric models—the number of parameters may
grow with sample size (explicitly or effectively); for others, some parameters may be sensitive
to only a subset of the data. For example, the BLISS model uses a piecewise linear intrapixel
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sensitivity map, so a particular coefficient is determined by only a subset of the image pixels.
In these cases, a BIC-like criterion may be valid, but with the k lnN term replaced with
a term that more accurately describes the asymptotic behavior of parameter uncertainties.
Determining the form of such a term can be subtle (see Kass and Raftery 1995, § 4.2). In
these settings, it may take very large sample sizes to reach asymptotic behavior.
Second, the BIC drops a constant (in N) term from the logarithm of the marginal
likelihood—Schwarz’s “residual.” That is, it drops a multiplicative factor from the estimated
marginal likelihood. This factor depends on the prior volume, ∆θ. For models with many
similar degrees of freedom, like the various intrapixel sensitivity models, the prior volume
is the product of the ranges of many variables. It can vary sensitively with the choice of a
priori scale per parameter, and if the competing models have different types of parameters,
the omitted residual terms may be very different from one model to another. The difference
between the residual terms can be large when the models are large. As a result, the change
in the BIC between two large models cannot be relied upon for identifying the model with
the larger marginal likelihood.
Kass and Wasserman (1995; KW95) have examined the role of the residual term in
the asymptotic approximation of the log marginal likelihood, arguing that for some problems
there may be a reasonable argument for it to be negligible. Note that the last term in Eq.
3.21 will vanish if
∆θ = Nk/2a δθa. (3.23)
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When the asymptotic sample size Na = 1 (e.g., for linear models, like estimating the mean
of a normal distribution with known variance), this requirement corresponds to having the
prior range equal to the width of the likelihood for a single-sample dataset. For Na > 1, the
N
k/2
a factor scales the δθa likelihood volume to what the single-sample volume would be if
the model were asymptotic starting with N = 1. Thus KW95 dubbed a prior satisfying Eq.
3.23 a unit information prior, i.e., a prior that is as informative as a single datum.2 To the
extent that one could consider the uncertainty scale associated with a single measurement
to reflect prior uncertainty, the BIC may be an accurate approximation to lnM.
However, even when a unit information prior scale appears reasonable, for large mod-
els, even a small variation from this scale for the prior range of each parameter could produce
a large net residual term. We thus do not consider the unit information prior argument to
provide a sound justification for using the BIC to compare large models.
For these reasons, in our work we limit use of the BIC to comparing small models,
or large models that are nested, so that rival models share the vast majority of parameters.
For example, we rely on the BIC to compare different ramp models that share a common
BLISS map model, but we do not consider the BIC to be valid for comparing, say, a model
using a BLISS map to a model using B10’s intrapixel variability correction, or to polynomial
intrapixel models.
The residual issue, in part, reflects an inherent weakness of marginal-likelihood based
model comparison with large models. Small changes in the per-parameter prior scale for
2The KW95 derivation is more careful than that sketched here as they account for correlations between
parameters, replacing Eq. 3.23 with a relationship between Hessian matrices of the prior and likelihood.
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such models can lead to large changes in marginal likelihoods, even with accurate numerical
calculation of the marginal likelihoods. This motivates developing a way to allow the scale
to adapt to the data. In a Bayesian framework, this can be accomplished using a hierarchi-
cal model to implement regularization. One considers the prior range to be an adjustable
parameter itself that is learned from the data. This can be done in a manner that essentially
lets the data determine the effective number of free parameters (the total number of knots)
required for the intrapixel map. Such calculations are beyond the scope of this paper, but
would be a productive avenue for future research.
3.10 Best-Fit Parameters
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Table 3.14: Joint Transit Light-Curve Parameters
Parameter HD149bp41 HD149bp42 HD149bp43
Array Position (x̄, pix) 14.93 14.96 15.14
Array Position (ȳ, pix) 15.14 14.56 14.47
Position Consistencya (δx, pix) 0.013 0.011 0.011
Position Consistencya (δy, pix) 0.012 0.013 0.013
Aperture Size (pix) 3.5 3.5 3.5
Sky Annulus Inner Radius (pix) 7.0 7.0 7.0
Sky Annulus Outer Radius (pix) 15.0 15.0 15.0
System Flux Fs (µJy) 117227± 14 117455± 62 117353± 12
Transit Midpointb (MJDUTC) 4327.3719± 0.0005 4356.1315± 0.0005 4597.7069± 0.0005
Transit Midpointb (MJDTDB) 4327.3727± 0.0005 4356.1322± 0.0005 4597.7076± 0.0005
Rp/R? 0.0517± 0.0005 0.0517± 0.0005 0.0517± 0.0005
cos i 0.095846 0.095846 0.095846
a/R? 5.99 5.99 5.99
Ramp Equation (R(t)) 3.3– 3.8 3.2–
Ramp, r0 24± 3 0 17± 2
Ramp, r1 -0.6± 0.6 0 3.8± 1.4
Ramp, r2 0.0111± 0.0014 0 0
Ramp, r6 0 0.0009± 0.0005 0
Ramp, r7 0 -0.000472± 0.00011 0
Ramp, t0 0 -0.0255± 0.0010 0
BLISS Map (M(x, y)) Yes Yes Yes
Min. Number of Points Per Bin 4 4 4
Total Frames 67008 54080 70000
Rejected Frames (%) 0.71484 0.377219 0.504286
Frames Used 61520 53865 68646
Free Parameters 6 5 4
AIC Value 184046 184046 184046
BIC Value 184198 184198 184198
SDNR 0.0083442 0.0083561 0.0083691
Uncertainty Scaling Factor 0.818653 0.818556 0.821453
Photon-Limited S/N (%) 83.1 83.1 82.6
aRMS frame-to-frame position difference.
bMJD = BJD - 2,450,000.
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Table 3.15: Joint Eclipse Light-Curve Parameters (1/2)
Parameter HD149bs11 HD149bs21 HD149bs31 HD149bs32 HD149bs33
Array Position (x̄, pix) 14.58 14.57 14.50 14.42 14.78
Array Position (ȳ, pix) 15.66 14.99 14.37 14.17 14.67
Position Consistencya (δx, pix) 0.009 0.009 0.020 0.020 0.015
Position Consistencya (δy, pix) 0.007 0.004 0.018 0.013 0.017
Aperture Size (pix) 3.75 2.75 2.75 2.75 2.75
Sky Annulus Inner Radius (pix) 7.0 7.0 7.0 7.0 7.0
Sky Annulus Outer Radius (pix) 15.0 15.0 15.0 15.0 15.0
System Flux Fs (µJy) 528453± 9 334047± 40 216010± 70 221180± 40 219660± 70
Eclipse Depth (%) 0.040± 0.003 0.032± 0.006 0.043± 0.009 0.043± 0.009 0.043± 0.009
Brightness Temperature (K) 2000± 60 1630± 130 1600± 200 1600± 200 1600± 200





Eclipse Midpointc (MJDUTC) 4535.8761± 0.0012 4596.268± 0.004 4325.941± 0.011 4633.659± 0.010 4903.989± 0.013
Eclipse Midpointc (MJDTDB) 4535.8768± 0.0012 4596.268± 0.004 4325.942± 0.011 4633.659± 0.010 4903.990± 0.013
Eclipse Duration (t4−1, hrs) 3.24 3.24 3.24 3.24 3.24
Ingress/Egress Time (t2−1, hrs) 0.232 0.232 0.232 0.232 0.232
Ramp Equation (R(t)) 3.10 3.2+ 3.2+ 3.2+ 3.2+
Ramp, r0 0 32± 9 30± 6 42± 5 26± 4
Ramp, r1 0 8± 4 8± 3 14± 2 6.5± 2.0
Ramp, r2 -0.0038± 0.0008 0 0 0 0
BLISS Map (M(x, y)) Yes Yes Yes No No
Min. Number of Points Per Bin 4 5 5 - -
Total Frames 54080 54080 54080 54080 54080
Rejected Frames (%) 0.308802 0.160873 0.268121 0.277367 0.3125
Frames Used 50769 48769 50919 50930 53911
Free Parameters 4 5 5 4 4
AIC Value 50773 48774 155773 155773 155773
BIC Value 50808 48818 155902 155902 155902
SDNR 0.00280374 0.00388084 0.0120115 0.0119553 0.0119188
Uncertainty Scaling Factor 0.401021 0.489318 0.914671 1.02508 1.02476
Photon-Limited S/N (%) 93.9 89.9 73.6 73.7 74.3
aRMS frame-to-frame position difference.
bBased on the period and ephemeris time given by Knutson et al. (2009).
cMJD = BJD - 2,450,000.
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Table 3.16: Joint Eclipse Light-Curve Parameters (2/2)
Parameter HD149bs41 HD149bs42 HD149bs43 HD149bs44 HD149bs51 HD149bs52
Array Position (x̄, pix) 15.06 14.40 15.04 14.64 26.07 23.95
Array Position (ȳ, pix) 14.45 15.09 14.13 15.08 22.16 20.65
Position Consistencya (δx, pix) 0.091 0.013 0.011 0.012 0.016 0.018
Position Consistencya (δy, pix) 0.077 0.011 0.012 0.011 0.021 0.018
Aperture Size (pix) 4.0 3.5 3.75 3.5 2.0 2.0
Sky Annulus Inner Radius (pix) 7.0 7.0 7.0 7.0 6.0 6.0
Sky Annulus Outer Radius (pix) 15.0 15.0 15.0 15.0 11.0 12.0
System Flux Fs (µJy) 117210± 100 116960± 10 117818± 6 121660± 80 18617± 6 18804± 11
Eclipse Depth (%) 0.050± 0.006 0.050± 0.006 0.050± 0.006 0.050± 0.006 0.082± 0.034 0.082± 0.034
Brightness Temperature (K) 1630± 110 1630± 110 1630± 110 1630± 110 1800± 650 1800± 650
Eclipse Midpointb (phase) 0.5005± 0.0007 0.5003± 0.0015 0.4959± 0.0010 0.4989± 0.0008 0.5015± 0.0018 0.5015± 0.0018
Eclipse Midpointc (MJDutc) 3606.963± 0.002 4567.512± 0.004 4599.133± 0.003 4912.613± 0.002 4317.311± 0.005 4343.194± 0.005
Eclipse Midpointc (MJDtdb) 3606.964± 0.002 4567.513± 0.004 4599.133± 0.003 4912.614± 0.002 4317.312± 0.005 4343.195± 0.005
Eclipse Duration (t4−1, hrs) 3.24 3.24 3.24 3.24 3.24 3.24
Ingress/Egress Time (t2−1, hrs) 0.232 0.232 0.232 0.232 0.232 0.232
Ramp Equation (R(t)) 3.2– 3.11 3.10 3.2– 3.11 3.2–
Ramp, r0 15.2± 1.2 0 0 13± 8 0 61± 10
Ramp, r1 3.0± 0.5 0 0 0± 4 0 24± 4
Ramp, r2 0 0.083± 0.002 -0.0015± 0.0016 0 0.413± 0.012 0
Ramp, r3 0 -0.66± 0.11 0 0 -5.0± 0.2 0
BLISS Map (M(x, y)) No Yes Yes Yes No No
Min. Number of Points Per Bin - 8 4 10 - -
Total Frames 44352 54080 60500 54080 1050 1050
Rejected Frames (%) 0.47574 0.432692 0.634711 0.488166 0.285714 0.571429
Frames Used 44041 48801 60100 46274 1047 1044
Free Parameters 15 4 3 4 7 11
AIC Value 194243 194243 194243 194243 2111 2111
BIC Value 194518 194518 194518 194518 2224 2224
SDNR 0.00845740 0.00833381 0.00837245 0.00847689 0.00311649 0.00337866
Uncertainty Scaling Factor 0.816657 0.813220 0.819215 0.981716 0.374266 0.403043
Photon-Limited S/N (%) 82.3 83.1 82.4 81.6 27.2 24.9
aRMS frame-to-frame position difference.
bBased on the period and ephemeris time given by Knutson et al. (2009).
cMJD = BJD - 2,450,000.
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Abstract
We report the detection of GJ 436c, a 0.65 ± 0.04 R⊕ exoplanet transiting a nearby
M-dwarf star with a period of 1.365862 ± 8×10−6 days. We also report evidence of a 0.65
± 0.06 R⊕ exoplanet candidate (currently labeled UCF-1.02) orbiting the same star with an
undetermined period. Using the Spitzer Space Telescope, we measure the dimming of light
as the planets pass in front of their parent star to assess their sizes and orbital parameters.
Assuming an Earth-like density of 5.515 g/cm3, we predict a mass of 0.28 Earth-masses
(M⊕, 2.6 Mars-masses) and a surface gravity of 0.65 g (where g is the gravity on Earth).
Its equilibrium temperature (T eq, where emitted and absorbed radiation balance for an
equivalent blackbody) is 860 K, making GJ 436c unlikely to harbor life as on Earth. Its
weak gravitational field and close proximity to its host star imply that GJ 436c is unlikely to
have retained its original atmosphere; however, a transient atmosphere is possible if recent
impacts or tidal heating were to supply volatiles to the surface. We also present additional
observations of GJ 436b during secondary eclipse. The 3.6-µm light curve shows indications
of stellar activity, making a reliable secondary eclipse measurement impossible. A second
non-detection at 4.5 µm supports our previous work in which we find a methane-deficient
and carbon monoxide-rich dayside atmosphere.
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4.1 Introduction
The search for Earth-sized planets around main-sequence stars has progressed ex-
peditiously in the last year. Recent discoveries include two Earth-sized planets (0.868 and
1.03 Earth radii, R⊕) from the Kepler-20 system (Fressin et al., 2011), two planet candi-
dates (0.759 and 0.867 R⊕) from the KIC 05807616 system (Charpinet et al., 2011), and a
three-planet system (0.78, 0.73, and 0.57 R⊕) orbiting KOI-961 (Muirhead et al., 2012).
The search for a second planet in the GJ 436 system began shortly after the transit de-
tection and confirmed eccentric orbit of GJ 436b (Gillon et al., 2007, Deming et al., 2007). In
2008, a ∼5-M⊕ planet on a 5.2-day orbit was proposed by Ribas et al. (2008, later retracted)
due to three lines of evidence. First, the lack of detectable GJ 436b transits at the time of
its 2004 discovery using radial-velocity (RV) measurements (Butler et al., 2004) suggests a
change in orbital inclination due to a perturber. Second, given a circularization timescale of
∼30 Myr (Deming et al., 2007) and the estimated 6-Gyr age of the system (Torres, 2007),
GJ 436b’s non-circular orbit suggests another planet is pumping up its eccentricity. Third,
there was evidence of a residual low-amplitude RV signal in a 2:1 mean-motion resonance
with GJ 436b (Ribas et al., 2008). The inferred planet was discredited by orbital-dynamic
simulations (Bean & Seifahrt, 2008, Demory et al., 2009) and the absence of transit timing
variations (TTVs) with two transit events with the Near Infrared Camera and Multi Object
Spectrograph camera on the Hubble Space Telescope (Pont et al., 2009) and over a 254-day
span using ground-based H-band observations (Alonso et al., 2008).
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Ballard et al. (2010b)’s analysis of 22 days of nearly continuous observations of GJ
436 during NASA’s EPOXI mission ruled out transiting exoplanets >2.0 R⊕ outside GJ
436b’s 2.64-day orbit (out to a period of 8.5 days) and >1.5 R⊕ interior to GJ 436b, both
with a confidence of 95%. Aided by a ∼70-hour Spitzer observation of GJ 436 at 8.0 µm,
Ballard et al. (2010a) postulated the presence of a 0.75-R⊕ planet with a period of 2.1076
days. However, the predicted transit was not detected in an 18-hour follow-up observation
with Spitzer at 4.5 µm. The candidate transit signals in the EPOXI data were likely the
result of correlated noise (Ballard et al., 2010a).
In this paper we present Spitzer primary-transit observations of GJ 436c and UCF-
1.02 at 4.5 µm (including an independent analysis), a phase curve of GJ 436b at 8.0 µm in
which transits of GJ 436c are modeled, and a publicly-available EPOXI light curve phased
to the period of GJ 436c. We also include secondary-eclipse observations of GJ 436b at 3.6
and 4.5 µm.
In Section 4.2, we describe the observations and data analysis. Section 4.3 presents
Time-series Image Denoising (TIDe, a wavelet-based technique used to improve image cen-
ters) and provides an example analysis using a fake dataset. In Section 4.4, we discuss the
specific steps taken with each of the six Spitzer datasets, the details of our independent
analysis, and transit results from the EPOXI light curve. Section 4.5 describes how we elim-
inate false positives, our radial-velocity analysis, mass constraints on both sub-Earth-sized
exoplanets, and orbital and atmospheric constraints on GJ 436c. Finally, we give our con-
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clusions in Section 4.6 and supply the full set of best-fit parameters with uncertainties in
Section 4.8.
4.2 Observations and Data Analysis
4.2.1 Observations
We observed GJ 436 at 3.6 and 4.5 µm using Spitzer’s InfraRed Array Camera (Fazio
et al., 2004). Including the two previously analyzed data sets listed in Table 4.1, we present
six Spitzer observations spanning just over three years.
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Table 4.1: Observation Information
Observation Date Duration Frame Time Total Frames Spitzer Wavelength Previous
[minutes] [seconds] Pipeline [µm] Publicationsa
2008 July 14 4,207 0.4 588,480 S18.18.0 8.0 K10
2010 January 28 1,081 0.1 488,960 S18.18.0 4.5 B10
2010 June 29 363 0.4 49,536 S18.18.0 4.5 –
2011 January 24 369 0.4 51,712 S18.18.0 4.5 –
2011 February 1 369 0.1 168,576 S18.18.0 3.6 –
2011 July 30 258 0.4 36,160 S18.18.0 4.5 –
aK10 = parts were published by Knutson et al. (2010), B10 = Ballard et al. (2010a).
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4.2.2 POET Pipeline and Modeling
Our Photometry for Orbits, Eclipses, and Transits (POET) pipeline produces systematics-
corrected light curves from Spitzer Basic Calibrated Data. We flag bad pixels, calculate image
centers from a Gaussian fit, and apply interpolated aperture photometry (Harrington et al.,
2007) with a broad range of aperture sizes in 0.25-pixel increments. To achieve more precise
image centers in the 2010 January 28 dataset, we utilize TIDe (see Section 4.3). For a more
detailed description of POET, see Campo et al. (2011) and Stevenson et al. (2011).
We model the light curve as follows:
F (x, y, t) = FsE(t)R(t)S(t)M(x, y), (4.1)
where F (x, y, t) is the measured flux centered at position (x, y) on the detector at time t;
Fs is the (constant) system flux outside of transit events; E(t) is the primary-transit or
secondary-eclipse model component; R(t) = 1±e−r0t+r1 + r2(t − r3) is the time-dependent
ramp model component with free parameters r0− r3; S(t) = s0 cos[2π(t− s1)/p] is the phase
variation at 8.0 µm with free parameters s0 and s1 and p being the fixed period of GJ 436b;
and M(x, y) is the Bilinearly-Interpolated Subpixel Sensitivity (BLISS) map. We follow the
method described by Stevenson et al. (2011) when determining the optimal bin sizes of the
BLISS maps.
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The uniform-source and small-planet equations (Mandel & Agol, 2002) describe the
secondary-eclipse and primary-transit model components. We apply a non-linear stellar limb-
darkening model (Claret, 2000, Beaulieu et al., 2008) to GJ 436c transits with coefficients
a1-a4 = (0.79660, -1.0250, 0.82228, -0.26800). Spitzer data has well documented systematic
effects that our Levenberg-Marquardt minimizer fits simultaneously with the transit/eclipse
parameters. BLISS mapping (Stevenson et al., 2011) models the position-dependent sys-
tematics (such as intrapixel variability and pixelation) and linear or asymptotically constant
exponential functions model the time-dependent systematics.
A Metropolis Random-Walk Markov-chain Monte Carlo (MCMC) algorithm assesses
the uncertainties (Campo et al., 2011). Each MCMC run begins with a least-squares min-
imization, a rescaling of the Spitzer-supplied uncertainties so that the reduced χ2 = 1,
a second least-squares minimization using the new uncertainties and, finally, at least 105
MCMC iterations to populate the posterior parameter distributions. We apply a prior on
GJ 436c’s semi-major axis (a/R? = 9.1027
+0.0060
−0.0067) using its known period and GJ 436b’s well
constrained semi-major axis and period (Knutson et al., 2011). We also place a flat prior on
UCF-1.02’s ingress/egress time of < 0.24 hours.
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4.3 Time-Series Image Denoising
4.3.1 Introduction
Photon noise in short exposures can cause significant shifts between the fitted and
real stellar centers. With imprecise centering over multiple frames, varying amounts of
light fall within the improperly placed apertures, thus increasing light-curve scatter. The
sensitivity to precise centering increases with smaller aperture sizes, causing a given change
in aperture position to produce larger changes in flux. To improve centering, one could
sum many exposures, but wavelet filtering allows the same noise reduction over a shorter
time span. This is important because Stevenson et al. (2010) detect 0.04-pixel (0.05 arcsec)
pointing variations for IRAC data over ∼5 seconds at > 10σ, which limits the span of an
averaging window to a few seconds. Our wavelet filter is called Time-series Image Denoising
(TIDe, pronounced “tidy”). It affects only high-frequency components, such as photon
noise, without affecting low-frequency components like transits or eclipses. It retains the
time resolution of the data.
In addition to improving aperture photometry, precise centering (see example in Sec-
tion 4.3.3) improves our ability to model and remove position-dependent systematics accu-
rately, for example by reducing the smallest meaningful bin size for BLISS mapping. TIDe
does correlate the data in time, which complicates error analysis and makes it computa-
tionally intense because the correlation depends on the signal and thus varies in time. So,
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we use TIDe-cleaned images only for centering (whose uncertainties do not propagate), and
perform photometry on the unfiltered images.
As with a windowed (sliding) Fourier transform (WFT), wavelets decompose a signal
into independent contributions at each scale and location (similar to frequency and time)
within the signal. As an example, the Fourier transform of a piece of music can discern
the average pitch and timbre of all the instruments, but wavelets can identify individual
notes and the instruments that played them at any given time. The wavelet transform of
a univariate time series thus has two dimensions, for location and scale. Unlike the WFT,
wavelets do not suffer from a fixed resolution (or window size), so they retain both good
temporal resolution for high-frequency events and good scale resolution for low-frequency
events. Torrence & Compo (1998) provide an accessible introduction to wavelets.
TIDe’s improvement in precision and benefits to the light-curve fit can vary based on
the source brightness, aperture size, BLISS map resolution, etc. This method is applicable
to most photon-noise-limited photometric observations where the cadence is significantly
shorter than the duration or period of the time-varying object of interest.
4.3.2 Description of TIDe
TIDe applies discrete wavelet denoising independently to multiple time series, each
comprised of the values measured in a single pixel as a function of time (i.e., frame number).
Every pixel is associated with such a time series, and each one is denoised independently of
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adjacent image pixels. The transformed data (known as wavelet coefficients) for each pixel
time series have a location (or time) dimension and a scale (or level) dimension. The wavelet
coefficients map the discrete wavelet to the data at each scale and instant in time. The
lowest level (or finest scale) of decomposition in a wavelet transform describes how the data
change on the shortest timescales. Assuming that this level is dominated by noise, we can
eliminate wavelet coefficients with magnitudes below a certain threshold (hard thresholding)
or merely attenuate them (soft thresholding) to reduce their contribution to the overall signal.
Adjusting a collection of estimates together in this way can be shown to improve the average
quality of the estimates by introducing a small bias that is more than compensated for by
reduced variance. These techniques can also be applied to successively higher levels, but
they have less impact at longer timescales where the signal dominates over the noise. After
thresholding, we recombine all of the adjusted wavelets to generate a less-noisy version of the
original pixel time series. For each frame, an image is re-created from the many denoised time
series, and centering is performed using that image. There is no explicit spatial denoising,
but to the extent that there are spatial correlations between images at different epochs, there
is an implicit spatial denoising in the processed image that improves center estimation. The
effectiveness of TIDe is determined by the threshold at which wavelet coefficients are zeroed,
the type of thresholding technique applied, and the number of levels to which the method is
applied (Donoho & Johnstone, 1994, Chang et al., 2000).
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Various wavelet thresholding techniques exist, each with its own advantages and dis-
advantages. Two common methods for suppressing noise are hard and soft universal thresh-
olding and are defined, respectively, as follows:
ω = yI(|y| > T ), (4.2)
ω = sgn(y)(|y| − T )I(|y| > T ), (4.3)
where y (ω) are the original (denoised) wavelet coefficients at a particular level, I is the
Indicator function (1 if true, 0 if false), and T is some threshold limit. In both instances, if
a particular wavelet coefficient, yi, is less than T , then ωi = 0. With hard thresholding, the
remaining coefficients are unaltered; however, soft thresholding shrinks these coefficients by
the threshold limit.
There are many ways to estimate the value of T , including VisuShrink, SURE Shrink,
and Bayes Shrink (Chang et al., 2000). With TIDe, we implement the last technique because
it establishes a thresholding rule that is optimal in terms of minimizing the expected RMS
error in the denoised time series under flexible assumptions for the true time series signal
(i.e., it minimizes the Bayes Risk for a squared-error loss function). Bayes Shrink employs
soft thresholding because its optimal estimator yields a smaller risk than hard-thresholding’s
estimator. The optimal threshold value is determined as follows (see Chang et al., 2000). In
some instances, the noise variance, σ2, may be known a priori. If this is not the case, it is






where Y1(y) represents the wavelet coefficients, y, at the lowest level (or finest scale) of







Y 2j (yi). (4.5)
where n is the number of wavelet coefficients at that level. Our observation model (data =
signal + noise) tells us that σ2j = σ
2
x + σ
2, where σ2x is the signal variance, so, to account for
the case where σ2 > σ2j , we calculate σx as follows:
σx =
√
max(σ2j − σ2, 0). (4.6)





In the event that σ2 > σ2j (Tj = ∞), all of the wavelet coefficients are set to zero.
In this paper, we use the Biorthogonal 5.5 discrete wavelet from the PyWavelets
package to apply soft thresholding with Bayes Shrink to the designated scale levels.
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4.3.3 TIDe Example
We generate a series of 1000 test frames, each containing a 2D Gaussian with a width
of 0.7 pixels, a peak flux of 1000, and centered at (4.5, 4.5) in a 10×10 frame with the
lower-left corner indexed as (0, 0). We then added a background flux offset of 100 and
applied Poisson noise to each frame. We performed 2D Gaussian centering to derive the
blue points plotted in Figure 4.1. For the points in red, we applied TIDe to the frames
using a Biorthogonal 5.5 discrete wavelet (from the PyWavelets package) then recalculated
the image centers with the same 2D Gaussian centering routine. In each case, only the y
component of the position is plotted for each frame. Using TIDe, the standard deviation
in the pointing about the true center decreased from 0.019 to 0.011 pixels, for a typical
improvement of ∼40%.
4.4 Light-Curve Fits and Results
We present the scaling of the RMS model residuals vs. bin size (a test of correlation in
time) in Figure 4.2 for all four 4.5-µm Spitzer observations. Figure 4.3 displays our reanalysis
of GJ 436 data (Ballard et al., 2010a) plus three new Spitzer light curves at 4.5 µm. Two
fortuitous detections of GJ 436c appeared during atmospheric characterization observations
of GJ 436b (Stevenson et al., 2010). Using these data and a tentative detection at 8.0 µm (see
Section 4.4.6) to estimate its orbital period, we extrapolated GJ 436c transit times forward
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Figure 4.1: Illustrative example of TIDe that compares image centers from simulated noisy
frames (blue) to their denoised counterparts (red). In each case, only the y component of the
position is plotted relative to the true center. In this typical example, the standard deviation
in the pointing (a measure of precision) decreased from 0.019 to 0.011 pixels..
by six months to predict an event (2011 July 30) during the next observing window. We
supply correlation plots and histograms in Section 4.7 and the full set of best-fit parameters
from a 3×106-iteration joint fit in Section 4.8. Below, we discuss each observation in detail
to explain how we arrived at the final results.
4.4.1 2010 January 28 (4.5-µm Spitzer Observation)
Spitzer program 541 (Sarah Ballard, P.I.) monitored GJ 436 continuously for ∼18
hours using 0.1-second exposures. The short exposure time allows us to apply TIDe to the
lowest four levels (L4) of wavelet decomposition (see Section 4.3), resulting in a maximum
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Figure 4.2: Normalized RMS residual flux vs. bin size (in black) for four 4.5-µm light
curves. The red lines show the predicted standard error for Gaussian noise. The dotted line
indicates the scale length of GJ 436c’s best-fit ingress time. The excesses above the red line
in the top left panel indicates correlated noise at bin sizes smaller than GJ 436c’s ingress
time..
affected time resolution of 1.6 seconds. In Stevenson et al. (2010), we detect Spitzer pointing
changes on timescales as short as ∼5 seconds, longer than TIDe’s timescale. In calculating
image centers with and without TIDe, we find that the position consistency between con-
secutive denoised frames improves by more than a factor of three, resulting in an RMS of
0.0015 pixels in x and 0.0011 pixels in y. More precise image centers decrease flux scat-
150
ter with smaller aperture sizes and aid the BLISS map in modeling the position-dependent
systematics. We apply 5×-interpolated aperture photometry to the unmodified frames to
avoid the computationally prohibitive calculation of estimating uncertainties for the denoised
frames, which are correlated in time. Photometry generates consistent transit depths for all
tested apertures from 1.25 to 4.50 pixels, but an aperture size of 2.25 pixels produces the
lowest standard deviation of the normalized residuals (SDNR). We estimate the background
flux using an annulus from 7 to 15 pixels centered on the star. The light curve (see Figure
4.4) exhibits a strong initial increase in pixel sensitivity that we do not model (preclip, q =
10,000). We note that frames 19,780 – 19,839, 82,180 – 82,239, 165,380 – 165,439, 419,780 –
419,839, and 451,780 – 451,839 are shifted horizontally by one pixel, so we flag these frames
as bad. A probable micro-meteor impact at BJD ∼2,455,224.976 caused a sudden shift in
Figure 4.3 (following page): Four 4.5-µm Spitzer light curves of GJ 436 with best-fit models.
The flux values are corrected for systematics, normalized to the system brightness, and
binned (with 1σ error bars). Light curves are vertically separated for ease of comparison.
The single GJ 436b eclipse, four GJ 436c transits, and two UCF-1.02 candidate transits
are indicated by the letters b, c, and d, respectively. The transits distinguish themselves
by their consistency in depth and duration. Although GJ 436c’s 2010 January 28 best-fit
transit time is 20 ± 7 minutes earlier than our predicted time (dashed line), the parameter’s
probability distribution is bimodal (see Figure 4.14) and the other peak is only 6 ± 7 minutes
early. We quote the median transit time in Table 4.2 to encompass both possibilities. The
three remaining GJ 436c transit times (see Table 4.2) occur within five minutes of the
predicted times and have a typical uncertainty of ±3 minutes. The episodic scatter in flux
is most likely due to stellar activity, which is expected for an M dwarf and seen in many
observations of this system. The episodic scatter in flux is most likely due to stellar activity,
which is expected for an M dwarf and seen in many observations of this system. Using
the non-detection of GJ 436b in the 2011 January 24 dataset, we place a 3σ upper limit of
95 ppm on its eclipse depth, resulting in a brightness temperature <780 K. This new 4.5-
µm secondary-eclipse observation supports a methane-deficient and carbon monoxide-rich
dayside atmosphere (Stevenson et al., 2010).
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pointing before returning to its original location. Simultaneously, the background scatter
increased by ∼50% and remained elevated until the end of the observation. We apply a
BLISS map bin size (x, y) of 0.007 × 0.005 pixels and set the minimum number of points
per bin to six to disregard the observed excursion.
Figure 4.4: Full light curve from 2010 January 28 Spitzer observation with transits of GJ
436c (right) and UCF-1.02 (left). The flux values are corrected for systematics, normalized
to the system brightness, and binned (with 1σ error bars). The solid line depicts the best-fit
model.
4.4.2 2010 June 29 (4.5-µm Spitzer Observation)
Our Spitzer program 60003 (Joseph Harrington, P.I.) monitored GJ 436 for six hours
using 0.4-second exposures. The mean image center is located at pixel (15, 25), near the top
of the 32×32 array, thus restricting aperture sizes to ≤5.50 pixels. Using a background sky
annulus from 10 to 30 pixels, we find that the lowest SDNR occurs with a 5×-interpolated
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aperture 5.00 pixels in radius. The BLISS map uses bins of size 0.006 × 0.009 pixels and
with at least four points per bin. We test image centers generated from L3 TIDe (3.2-second
maximum time resolution) but find no improvement in the SDNR. This is likely due to the
smaller improvement in image centers and significantly larger aperture size, relative to the
2010 January 28 dataset. The final analysis did not use TIDe. For this dataset, the telescope
pointing does not stabilize until midway through the transit of UCF-1.02 (see Figure 4.5).
As a result, the position-dependent systematic is poorly constrained during and prior to the
transit. This may be the source of UCF-1.02’s variable transit duration, which decreases
with smaller aperture sizes. More observations are necessary to confirm its parameters.
4.4.3 2011 January 24 (4.5-µm Spitzer Observation)
Spitzer program 60003 performed a second six-hour observation of GJ 436 with 0.4-
second exposures. We find that 10×-interpolated aperture photometry outperforms 5×-
interpolated and minimizes SDNR with an aperture size of 5.25 pixels and a background
sky annulus from 10 to 30 pixels. We flag 54 frames (28,426 – 28,479) as bad due to a
one-pixel horizontal shift, as observed previously in a dataset above. We clip the first 6,000
observations due to a strong increase in flux, possibly due to stellar activity (see Figure 4.3).
Near 2455585.771, we observe a sudden shift in the telescope pointing that, again, correlates
with an increase in background noise. To remove this excursion from our models, the BLISS
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Figure 4.5: Image centers vs. time (upper 2 panels) and pointing histogram (lower panel,
number of image centers within a given bin) for the 2010 June 29 dataset. The times during
transit are shaded in gray. Initial telescope drift hampers our ability to effectively model
position-dependent systematics during and prior to the UCF-1.02 transit.
previous dataset and for the same reasons, TIDe centers have little effect on the resulting
photometric light curve.
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4.4.4 2011 February 1 (3.6-µm Spitzer Observation)
Our Spitzer program 60003 also observed GJ 436 at 3.6 µm with 0.1-second exposures.
We apply 5×-interpolated aperture photometry with an aperture size of 2.75 pixels and a
background sky annulus from 7 to 15 pixels. We clip the first 10,000 frames due to a steep
ramp and frames 70,000 – 125,000 due to suspected stellar activity (see Figure 4.6). Because
GJ 436b’s time of secondary eclipse occurs during the period of increased stellar activity, we
do not fit the eclipse or calculate uncertainties.
Figure 4.6: Spitzer 3.6-µm light curve from 2011 February 1 with GJ 436b’s time of secondary
eclipse shaded in gray. The flux values are corrected for systematics, normalized to the system
brightness, and binned (with 1σ error bars). The solid line depicts the best-fit baseline model.
Stellar activity prohibits us from fitting the eclipse and measuring its depth. However, by
visually comparing the binned points within the shaded region to those immediately outside,
the data appear to be consistent with a relatively deep eclipse depth (Stevenson et al., 2010).
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4.4.5 2011 July 30 (4.5-µm Spitzer Observation)
Spitzer monitored GJ 436 for 4.3 hours using 0.4-second exposures (program 70084,
Joseph Harrington, P.I.). Photometry generates consistent transit depths for apertures be-
tween 1.75 and 6.00 pixels. The final run applies 10×-interpolated, 5.00-pixel aperture
photometry with a background sky annulus from 10 to 30 pixels. During these observations,
the telescope pointing experiences two deviations, at BJD 2,455,772.766 and 2,455,772.870.
The background variance increases with the first event but slightly decreases with the sec-
ond event. BLISS mapping utilizes a bin size of 0.012 × 0.006 pixels with a minimum of six
points per bin to exclude points from either excursion. Again, TIDe centers have little effect
on the resulting photometric light curve.
4.4.6 2008 July 14 (8.0-µm Spitzer Observation)
Spitzer program 50056 (Heather Knutson, P.I.) observed GJ 436 for ∼70 hours from
2008 July 12 to 2008 July 15. At the best aperture size of 3.75 pixels (and a background
sky annulus from 7 to 15 pixels), we find that the light curve exhibits a measurable position-
dependent systematic, identified as pixelation (Stevenson et al., 2011). The BLISS map fits
and removes pixelation (see Figure 4.7) using a bin size of 0.022 × 0.022 pixels and at least
four points per bin. We model the initial time-dependent ramp using an asymptotically
constant exponential function after clipping the first 3,000 frames. A sinusoidal function
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with a linear correction fits the phase variation of GJ 436b (see Figure 4.8). The GJ 436c
transit at BJD 2,454,662.328 is the same candidate transit reported by Ballard et al. (2010a)
using a ∼2.1-day period estimated from EPOXI observations. Their Figure 5 incorrectly
reports the BJD. The best-fit radius ratio is 0.010 ± 0.003, which is consistent with the
best-fit result using the four 4.5-µm light curves.
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Figure 4.7: BLISS map (left) and pointing histogram (right) for the 2008 July 14 dataset.
Pixelation, a position-dependent systematic, is depicted by the colors in the BLISS map,
where redder (bluer) colors indicate more (less) flux within the aperture. Peaks repeat every
0.2 pixels because we applied 5×-interpolated aperture photometry. Smaller interpolation
factors result in larger spacing between peaks but also a stronger systematic between peaks.
The horizontal and vertical black lines depict pixel boundaries.
4.4.7 Independent Analysis
We sought an independent analysis to confirm our results. Nikole Lewis analyzed
each of the 4.5-µm datasets without knowing the times or depths of the transits. In addition
to using her own photometric pipeline, she applied a new pixel-mapping routine that shares
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Figure 4.8: Spitzer light curve of GJ 436 at 8.0 µm. The flux values are corrected for
systematics, normalized to the median system brightness, and binned (with 1σ error bars).
The solid line depicts the best-fit model. The light curve contains two eclipses (first and
last events) and one transit (center event) of GJ 436b and two transits (second and fourth
events) of GJ 436c. The two GJ 436c transit depths have a combined significance of 2σ,
which is insufficient to claim a detection, but we used the timing of the latter to predict
the 2001 July 30 transit. The difference in brightness temperatures between GJ 436b’s
dayside and nightside causes the observed sinusoidal variation in the light curve. The peak-
to-peak flux difference is 200 ± 50 ppm (4σ significance). This corresponds to a brightness
temperature difference of 110 ± 60 K, which favors a relatively efficient dayside-to-nightside
energy redistribution. The peak flux is shifted by 0.7 ± 4.6 hours prior to secondary eclipse..
a heritage with the method from Ballard et al. (2010a). This new pixel-mapping method was
developed to recover the relative flux variations as a function of orbital phase from the Spitzer
3.6-µm and 4.5-µm full orbit light curves of HD 189733b, HD 209458b, HAT-P-2b, and HAT-
P-7b (PI:Knutson; PID 60021). Similar to the BLISS method, the pixel-mapping technique
developed by Lewis uses nearest neighbors to calculate flux as a function of position on the
detector, but in her method the distances are weighted according to a Gaussian distribution.
In addition to stellar centroid positions, Lewis makes use of the “noise pixel” parameter
given in frame headers to determine the nearest-neighbors to a given data point (Lewis et
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al., in prep.). This routine improves on Ballard’s method by calculating the pixel map at
each iteration without being computationally prohibitive.
Pixel mapping is essential to detecting the weak transit signals in these data. For
example, the 2010 January 28 dataset requires an accurate pixel mapping routine, at min-
imum, to detect GJ 436c and benefits from more precise image centers with TIDe to more
clearly distinguish UCF-1.02. We have found that without a pixel-mapping routine, one
cannot reproduce all of the observed transits. Lewis uncovered transits of GJ 436c in the
2010 June 29, 2011 January 24, and 2011 July 30 datasets with ease and, once informed of
the additional planet, identified both UCF-1.02 transits and the remaining GJ 436c transit
(see Figure 4.9). Her final transit times, depths, and durations for both planets are all within
1.5σ of our best-fit results.
Figure 4.9 (following page): Four 4.5-µm Spitzer light curves of GJ 436 with best-fit mod-
els from an independent analysis by Lewis. She corrects flux measurements for intrapixel
sensitivity variations using a pixel-mapping technique and for the presence of the well doc-
umented Spitzer position-dependent systematic (ramp). A fixed-width symmetric Gaussian
fits centroid positions in the region near the brightest pixel in each subarray frame. The
best photometric aperture size is 2.25 pixels for the 2010 January 28 dataset and 5.0 pixels
for the other datasets. The non-linear limb-darkening coefficients for GJ 436 are those from
Knutson et al. (2011). After the location of the transit(s) in each dataset were identified
individually, Lewis performed a simultaneous fit between all four datasets using a Levenberg-
Marquardt minimization scheme. A MCMC algorithm determined the uncertainty in the fit
parameters as well as identified other possible solutions. The goal of this analysis was to
confirm the presence and shape of transit(s) in each dataset. Improvements to treatment of
the systematics in these observations is possible, but they are unlikely to significantly change




NASA’s EPOXI mission observed GJ 436 nearly continuously during 2008 May 5 –
29 (Ballard et al., 2010b). The light-curve data are available from EPOXI’s archive. After
masking the transits of GJ 436b, we divide the light curve by the median flux value, phase
it according to the best-fit GJ 436c period (see Table 4.2), and bin the results. Figure 4.10
illustrates a visible decrease in the observed flux at the correct phase that is consistent with
the transit depth and duration of GJ 436c derived from the Spitzer data. The quality of the
light curve is such that the data neither prove nor disprove the existence of GJ 436c.
Figure 4.10: EPOXI light curve phased to the period of GJ 436c using the best-fit period and
nearest ephemeris time (2008 July 14 dataset). Blue circles represent the binned EPOXI data
with 1σ uncertainties. The red cross depicts the duration and depth (with a 1σ uncertainty)
of GJ 436c’s transit. The EPOXI data are consistent with a GJ 436c transit.
162
4.5 Discussion
Without continuous monitoring of GJ 436 for two consecutive transits at the most
photometrically-precise wavelengths (3.6 and 4.5 µm), we isolate the true period from integer
multiples or whole number fractions by other means. Integer multiples (i.e., 2, 3, 4...) of the
orbital period (see Table 4.2) cannot account for all of the observed transits; whole number
fractions (i.e., 1/2, 1/3, 1/4...) are eliminated by investigating the bevy of available GJ 436
Spitzer data at predicted transit times. We find evidence against periods of ∼0.6829 and
∼0.4553 days by non-detections of GJ 436c in a 2008 January 30 observation at 3.6 µm and
a 2008 June 11 observation at 8.0 µm, respectively. The single GJ 436c detection in the
2010 January 28, 18-hour observation dismisses even shorter periods.
4.5.1 Eliminating False Positives
GJ 436’s large proper motion (across the sky) enables us to eliminate astrophysical
false positives that could mimic the observed periodic decrease in flux. Over our 1.5-year
observational baseline of 4.5-µm detections, the system moves ∼1.8′′, equivalent to 1.5 pixels
in Spitzer’s InfraRed Array Camera. With aperture sizes as small as 1.25 pixels for the first
(2010 January 28) and last (2011 July 30) observations, we find that the transit signals from
GJ 436c are clearly distinguished against the background noise. This limits the location of
a potential background source (such as an eclipsing-binary star system, Torres et al., 2011)
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Table 4.2: Transit model best-fit values and other parameters
Parameters GJ 436c UCF-1.02
Rp/R? 0.0137 ± 0.0009a 0.0135 ± 0.0012
i [◦] 85.17+0.8−0.18
a –
a/R? 9.10 ± 0.07a –
Impact Parameter 0.77+0.03−0.14 –
Transit depth [ppm] 190 ± 25 180 ± 30a


















Mean Period [Days] 1.365862 ± 8×10−6 –
Ephemeris [MJDTDB]
b 5772.8086 ± 0.0016 –
Radius [R⊕] 0.65 ± 0.04 0.65 ± 0.06
Mass [M⊕]
d 0.28 ± 0.06 0.27 ± 0.07
a Fitted values.
b MJD = BJD - 2,450,000.
c We choose the median value because the distribution is bimodal.
d Assuming an Earth-like density of 5.515 g/cm3.
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to the overlapping region within both apertures. Using observations from the Very Large
Telescope (VLT, see Figure 4.11, Rousset et al., 2003, Lenzen et al., 2003) and Canada
France Hawaii Telescope (CFHT, see Figure 4.12, Rigaut et al., 1998) with adaptive optics
imaging instruments at two different epochs, we eliminate background stars up to 12.7 and
9.3 magnitudes fainter, respectively, than GJ 436 at a confidence of 5σ.
4.5.2 Radial Velocity Constraints
The 3.6-meter ESO telescope at La Silla Observatory (Mayor et al., 2003, Pepe et al.,
2004) utilized the HARPS spectrograph with the settings described by Bonfils et al. (2011)
to obtain 171 observations of GJ 436 at 550 nm. Xavier Bonfils (personal communication)
provided us with the extracted RV measurements so that we could attempt to constrain
the mass of GJ 436c. We retained 159 data points (12 were removed due to the Rossiter-
McLaughlin effect). To these data, we added 41 GJ 436b primary transit times (Knutson
et al., 2011, and references therein), 14 GJ 436b secondary eclipse times (Stevenson et al.,
2010, Knutson et al., 2011), and an 8.0-µm photometric light curve from Deming et al.
(2007). The light curve (retrieved from the Infrared Processing and Analysis Center, IPAC)
is binned into 445 points and normalized to remove the time-dependent ramp.
We apply a two-planet model with the transit ephemeris for the second planet fixed
to the best-fit value listed in Table 4.2 and the eccentricity fixed to 0. The fit utilizes the











Figure 4.11: Very Large Telescope H-band observation on 2007 March 20 using the NAOS-
CONICA instrument with adaptive optics (Montagnier et al., 2012). We search for faint
background systems by blocking the light from GJ 436 using a 0.7′′ Lyot coronagraphic
mask. The dark green lines are mask support wires. The “+” symbols indicate the position
of the GJ 436 system for this observation and at each transit epoch of GJ 436c. Red circles
indicate the minimum photometric aperture size (1.25 pixels) for which transit signals from
the first and last confirmed events may still be clearly distinguished against the background
noise. If a background system were the source of the transit-like events, it must put light
in the overlapping region. To produce the observed transit depth, the hypothetical system
must be no more than 9.3 magnitudes fainter than GJ 436, assuming a total eclipse of one
of the objects. We eliminate objects brighter than ∆H = 12.7 relative to GJ 436 with a











Figure 4.12: Canada France Hawaii Telescope (CFHT) K-band observation obtained 2000
April 19 using the adaptive optics bonnette (PUEO). The “+” symbols indicate the position
of the GJ 436 system for this observation and at each transit epoch of GJ 436c. Red circles
indicate the minimum photometric aperture size (1.25 pixels) for which transit signals from
the first and last confirmed events may still be clearly distinguished against the background
noise. We eliminate background objects within the overlapping region with ∆K = 9.3 at a
5σ confidence limit.
in addition to other system parameters, granting this fit a much broader scope than the
modeling described by Campo et al. (2011). We employ a Levenberg-Marquardt minimizer
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to find the best-fit parameters to our model and a Markov-chain Monte Carlo routine with






















where v, t, o, and p represent the HARPS radial velocities, primary-transit times, secondary-
eclipse times, and photometric data, respectively. The over-lined quantities indicate com-
puted values and σ represents the uncertainty for each measurement. We adjust for transit-
eclipse light travel times and for leap seconds in this fit. Using the above data, we do not
detect the signal of the second planet but cannot repudiate its existence. The 3σ upper limit
of the semi-amplitude is 0.4 m/s, corresponding to an upper limit of 0.4 M⊕, which would
only be possible if its average density were near that of iron (7.87 g cm−3).
4.5.3 Mass Constraints
Unable to effectively constrain the mass of GJ 436c using RV data, we consider a
range of possible bulk densities for a terrestrial-sized planet (see Figure 4.13). Given a mean
bulk density between 3 and 8 g cm−3, we limit the mass of GJ 436c to be 0.15 – 0.40 M⊕
and estimate the surface gravity to be 0.36 – 0.94 g. We place similar limits on the mass and
surface gravity of UCF-1.02. Assuming an Earth-like density of 5.515 g cm−3, we estimate
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masses of 0.28 and 0.27 M⊕ for GJ 436c and UCF-1.02, respectively, which correspond to
surface gravities of ∼0.65 times that on Earth.
4.5.4 Orbital Constraints
GJ 436c may exhibit TTVs due to gravitational interactions with GJ 436b in a near-
2:1 orbital resonance or with UCF-1.02, which has an unknown orbit. GJ 436c’s observed
transit times deviate from the predicted times by as much as 5.5 ± 2.7 minutes. More
precise observations could establish whether these deviations are TTVs. Two-planet orbital-
dynamics simulations using the Mercury N-body integrator (Chambers, 1999) produce stable
Keplerian orbits for at least 100 Myr. Using a mass of 0.28 M⊕ for GJ 436c, its osculating
orbital parameters exhibit a periodic trend every ∼35 years wherein the eccentricity varies
between 0 and 0.21, the peak-to-trough inclination amplitude is 3.2◦, and TTVs vary from
±200 to ±3 minutes. A ∼40-day periodic trend is also evident but with smaller variations in
the osculating orbital parameters. Due to GJ 436c’s relatively small mass, variations in GJ
436b’s orbital parameters over the 35-year timespan are below Spitzer’s sensitivity limits.
4.5.5 Atmospheric Constraints
GJ 436c is unlikely to have retained any original atmosphere due to its weak gravita-
tional field, close proximity to its host star, and estimated 6-Gyr age of the system (Torres,
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Figure 4.13: Mass and surface-gravity constraints on GJ 436c (solid lines) and UCF-1.02
(dashed lines). Bold lines depict the best-fit values and thin lines depict the upper and lower
1σ uncertainties. Exoplanet KOI-961.03 and solar-system planets are included for reference.
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2007). The planet receives a substantial soft x-ray and extreme ultraviolet (XUV) flux; we
estimate 700 – 900 erg cm-2 s-1 (Sanz-Forcada et al., 2011, Ehrenreich et al., 2011), or ∼1,000
times the present XUV flux received by the Earth. Such an intense XUV flux leads to a
very hot thermosphere and subsequent hydrodynamic escape (Tian, 2009). Shortly after
formation, outgassing from an Earth-like, silicate-rich mantle could have produced an initial
water-vapor-rich atmosphere for GJ 436c (Schaefer et al., 2011). However, the water vapor
would readily have been photolyzed by ultraviolet radiation at high altitudes, leading to a
hydrogen-dominated thermosphere that likely extended to the planet’s Roche distance of
∼25,000 km (Erkaev et al., 2007), given the planet’s low gravity. In this situation, the mass-
loss rate for energy-limited hydrodynamic flow (Erkaev et al., 2007) implies a hydrogen loss
rate of about 8×1010 g s-1 (assuming an XUV heating efficiency of 1), or 1.4 times the planet’s
mass lost in 1 Gyr. This indicates that hydrogen was lost from GJ 436c’s atmosphere very
early in its history. Some heavy elements would have been entrained in the hydrodynamic
flow, but the early atmosphere would have become increasingly oxidized as hydrogen was
lost. Carbon dioxide could then have dominated at some later point in the atmosphere’s
history, but even a CO2-rich atmosphere would be unstable. Scaling from hydrodynamic
models (Tian, 2009), we estimate that carbon would be lost from a CO2-rich atmosphere
at ∼ 1 × 108 g s-1, or 1% of the planet’s mass over its lifetime – an amount likely greater
than the planet’s initial inventory of CO2. Atmospheres dominated by molecular nitrogen
or oxygen would be lost on even shorter timescales (Tian, 2009).
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GJ 436c could support a transient, present-day atmosphere if recent impacts were
to deliver volatiles rather than preferentially erode any atmosphere, or if tidal heating were
to supply volatiles from the crust/mantle. The latter scenario is particularly attractive if a
recycling mechanism exists for any heavy atmospheric constituents (e.g., volcanic emission
of sulfur dioxide, followed by photolysis to sulfur and oxygen atoms, dayside-to-nightside
transport, condensation, and subsequent melting and re-vaporization of sulfur deposits). In
this speculative scenario, GJ 436c could resemble a hot Io that has lost its lighter and more
volatile elements. Any transient atmosphere will likely have a low surface pressure and be
highly extended, which could fill the Roche lobe and/or produce a tail. Transit observations
at ultraviolet wavelengths could confirm or rule out such an extended atmosphere, and one
might search particularly at wavelengths in which atomic and ionized sulfur and oxygen
would be expected to absorb. Given that volcanically supplied sodium and potassium might
be transient atmospheric constituents, visible-wavelength transit observations might also
prove useful.
4.6 Conclusions
In this paper, we announced the detection of GJ 436c, a sub-Earth-sized transit-
ing exoplanet, plus an additional, unconfirmed planet candidate of similar size (UCF-1.02)
orbiting the same parent star. Their detections were possible with BLISS mapping and
Time-series Image Denoising (TIDe), the latter of which is a novel wavelet-based technique
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that decreases high-frequency noise in short-cadence, time-series images to improve image
centering precision. We presented four transits of GJ 436c and two transits of UCF-1.02 at
4.5 µm, an independent analysis that confirms our best-fit results within 1.5σ, an 8.0-µm
phase curve of GJ 436b that includes transits of GJ 436c, and EPOXI data that are con-
sistent with the presence of a sub-Earth-sized exoplanet. We also confirmed the GJ 436b
4.5-µm results presented by Stevenson et al. (2010) through an additional non-detection
during secondary eclipse; however, we were unable to confirm the strong eclipse depth at 3.6
µm due to stellar activity. The current data still support a methane-deficient and carbon
monoxide-rich dayside atmosphere.
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Figure 4.14: Correlation plots and histograms for the 18-hour 2010 January 28 Spitzer
observation containing transits of GJ 436c and UCF-1.02. We plot every 3000th step in the
MCMC chain to decorrelate parameter values. GJ 436c’s distribution of mid-transit times
(midpoints) is bimodal, so we favor the median value over the best-fit value (see Table 4.2).



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.15: Correlation plots and histograms for the 2010 June 29 Spitzer observation
containing transits of GJ 436c and UCF-1.02. We plot every 3000th step in the MCMC
chain to decorrelate parameter values. UCF-1.02’s ingress/egress times are unconstrained















































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.16: Correlation plots and histograms for the 2011 January 24 Spitzer observation
containing a transit of GJ 436c and an eclipse of GJ 436b. We plot every 3000th step in the


















































































































































































































































































































































































































































































































































































































































































































Figure 4.17: Correlation plots and histograms for the 2011 July 30 Spitzer observation





Table 4.3: Joint GJ 436c Light-Curve Parameters
Parameter 2010 January 28 2010 June 29 2011 January 24 2011 July 30 2008 July 14
Array Position (x̄, pix) 14.69 14.94 14.63 14.70 14.54
Array Position (ȳ, pix) 14.92 25.31 15.20 14.98 14.52
Position Consistencya(δx, pix) 0.0015 0.0025 0.0045 0.0041 0.0055
Position Consistencya(δy, pix) 0.0011 0.0039 0.0028 0.0024 0.0052
Aperture Size (pix) 2.25 5.00 5.25 5.00 3.75
Inner Sky Annulus (pix) 7.0 10.0 10.0 10.0 7.0
Outer Sky Annulus (pix) 15.0 30.0 30.0 30.0 15.0
System Flux, Fs (µJy) 841090± 100 871540± 30 819510± 30 825590± 15 315195± 7
GJ 436b Tr. Midpt.b(MJDTDB) – – – – 4661.50365± 0.00012
GJ 436b Rp/R? – – – – 0.0830± 0.0005
GJ 436b cos i – – – – 0.066± 0.002
GJ 436b a/R? – – – – 13.0± 0.3
GJ 436b Ecl. Midpt.b(MJDTDB) – – – – 4660.417± 0.003
GJ 436b Ecl. Midpt.b(MJDTDB) – – 5585.7747 – 4663.053± 0.003
GJ 436b Ecl. Duration (t4−1, hrs) – – 1.00 – 1.02± 0.13
GJ 436b Eclipse Depth (ppm) – – 14± 27 – 500± 60
GJ 436b Tb (K) – – 540± 80 – 700± 30
GJ 436b Amplitude, s0 (ppm) – – – – 200± 50
GJ 436b Offsetb, s1 (MJDTDB) – – – – 4660.39± 0.19









GJ 436c Rp/R? 0.0137± 0.0009 0.0137± 0.0009 0.0137± 0.0009 0.0137± 0.0009 0.010± 0.003







GJ 436c a/R? 9.10± 0.07 9.10± 0.07 9.10± 0.07 9.10± 0.07 9.10± 0.03
UCF-1.02 Midpt.b(MJDTDB) 5225.026± 0.003 5376.568+0.003−0.007 – – –
UCF-1.02 Transit Depth (ppm) 180± 30 180± 30 – – –




−0.15 – – –
UCF-1.02 Ingress (t2−1, hrs) 0.06± 0.08 0.06± 0.08 – – –
UCF-1.02 Egress (t4−3, hrs) 0.06± 0.08 0.06± 0.08 – – –
Ramp, r0 7.0± 2.0 0 15± 14 44± 11 18.1± 1.6
Ramp, r1 -8.4± 0.5 0 1± 9 25± 8 -0.6± 0.5
Ramp, r2 -0.0008± 0.0003 0.0020± 0.0003 0 0 -0.00012± 0.00006
Ramp, r3 0 0.5 0 0 1.5
BLISS Map (M(x, y)) Yes Yes Yes Yes Yes
Minimum # of Points Per Bin 6 4 8 6 4
Total Frames 488960 49536 51712 36160 588480
180
Table 4.3 – Continued
Parameter 2010 January 28 2010 June 29 2011 January 24 2011 July 30 2008 July 14
Rejected Frames (%) 0.178 0.527 0.673 0.465 0.393
Frames Usedc 477106 48777 44728 35172 583049
Free Parameters 6 10 5 4 18
AIC Value 605808 605808 605808 605808 583067
BIC Value 606091 606091 606091 606091 583270
SDNR 0.00535600 0.00253643 0.00257028 0.00258144 0.00508140
Uncertainty Scaling Factor 0.31734 0.17676 1.06514 0.98102 1.04102
Photon-Limited S/N (%) 84.3 82.2 84.0 83.2 84.3
aRMS frame-to-frame position difference.
bMJD = BJD - 2,450,000.
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Using the known orbital parameters of GJ 436b and GJ 436c, we have performed
orbital-stability simulations using the Mercury numerical integrator. Assuming an Earth-
like density of 5.5 g cm-3, the predicted mass of GJ 436c is 0.28 M⊕. We supplied the
code with initial starting conditions (listed in Table 5.1), based on transit times from the
2011 January 24 dataset. Our results indicate that the orbits are stable out to at least
100 Myr. The best-fit line shows a change in semi-major axis of 5.3e-06 au/Gyr. The
osculating GJ 436c orbital parameters exhibit a periodic trend every ∼35 years wherein the
eccentricity varies between 0 and 0.21, the peak-to-trough inclination amplitude is 3.2◦, and
TTVs vary from ±200 to ±3 minutes (see Figures 5.1 – 5.6). A ∼40-day periodic trend is also
evident but with smaller variations in the osculating orbital parameters. Due to GJ 436c’s
relatively small mass, variations in GJ 436b’s orbital parameters over the 35-year timespan
are below Spitzer’s sensitivity limits. Next-generation facilities may be able to constrain GJ
436c’s orbital parameters through improved RV measurements or by measuring its time of
secondary eclipse.
187





















0 5 10 15 20 25 30 35 40
Years
















0 5 10 15 20 25 30 35 40
Years
Changes in the semi-major axis correlate with changes in the orbital period and are seen
through TTVs.
Figure 5.1: Semi-major axis orbital-simulation constraints.
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Changes in the orbital period correlate with changes in the semi-major axis and are seen
through TTVs.
Figure 5.2: Orbital-simulation constraints of orbital period.
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GJ 436c’s TTVs (blue) are predominantly less than 5 minutes but increase significantly near
zero eccentricity. Individual Spitzer GJ 436c transit times have a typical uncertainty of
±3 minutes. Spitzer TTV detections are thus unlikely during its lifetime unless GJ 436c is
approaching zero eccentricity. The Hubble Space Telescope may be capable of measuring GJ
436c’s TTVs. GJ 436b’s TTVs (green) due to perturbations from a sub-Earth-sized planet
are currently too small to detect.
Figure 5.3: Orbital-simulation constraints of transit timing variations.
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Changes in GJ 436c’s eccentricity (blue) may be measured with next-generation RV facili-
ties or thermal emission observations with JWST. The uncertainty in GJ 436b’s measured
eccentricity is currently 0.005, making changes in orbital eccentricity impossible to detect
with current instruments.
Figure 5.4: Eccentricity orbital-simulation constraints.
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Changes in GJ 436c’s inclination (blue) can be measurable over time as a change in transit
duration. The uncertainty in GJ 436b’s measured inclination is currently 0.03◦, making
changes in orbital inclination impossible to detect with current instruments.
Figure 5.5: Inclination orbital-simulation constraints.
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As with eccentricity, the precession of GJ 436c’s argument of periapsis (blue) may be mea-
sured with next-generation RV facilities or thermal emission observations with JWST. Fu-
ture instruments could also monitor the long-term drift in GJ 436b’s argument of periapsis
(green).
Figure 5.6: Orbital-simulation constraints of the argument of periapsis.
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Table 5.1: Initial orbital parameters for GJ 436c
Semi-major Axis 0.0185 au
Eccentricity 0
Inclination 85.1◦
Argument of Periapsis 0.0◦
Longitude of the Ascending Node 0.0◦
Mean Anomaly 90◦
5.2 Atmospheric Calculations
Approximating the hydrogen mass-loss rate for GJ 436c begins by estimating the
incident soft X-ray and extreme ultraviolet (XUV) flux. We first estimate GJ 436c’s incident
XUV flux relative to that of the Earth. The XUV-to-bolometric luminosity ratio, LXUV /LBol,
ranges from 10-5 to 10-2 for M-dwarf stars (Tian, 2009). GJ 436 is thought to be relatively
quiet (Ehrenreich et al., 2011), so we can assume a lower limit of 10-5 to estimate the minimum
hydrogen mass-loss rate. Sanz-Forcada et al. (2011) estimate LXUV /LBol = 1.6×10-5. For
comparison, The Sun’s XUV-to-bolometric luminosity ratio is ∼10-6 (Tian, 2009). The





where R∗ is the stellar radius and T is the stellar temperature. We are only concerned with
the bolometric luminosity ratio between GJ 436 and the Sun, which we determine to be












Next, we need to determine the XUV flux at GJ 436c’s orbit vs. that at Earth’s





where L is the luminosity and a is the semi-major axis. Using GJ 436c’s semi-major axis of










Thus, GJ 436c receives ∼1000 times more soft X-ray and extreme ultraviolet flux
than the current-day Earth. Judge et al. (2003) observed the present-day LXUV, to vary
between 6×1026 and 8×1027 erg s-1 in a typical solar cycle. Consequently, GJ 436c receives
an estimated XUV flux between 210 and 2800 erg cm-2 s-1.
As a second approach, we estimate GJ 436c’s incident XUV flux relative to that of
the GJ 436b. We obtain an XUV flux estimate of 354.8 erg cm-2 s-1 for GJ 436b from Sanz-
Forcada et al. (2011). We then scale this value by the square of the ratio of semi-major axes
(see Eq. 5.3) to obtain an estimated XUV flux of 855.9 erg cm-2 s-1 for GJ 436c. We utilize
this value in further calculations.
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As a first-order approximation, the hydrogen mass-loss rate, ṁ, can be expressed as





where FXUV is the incident XUV flux, Mp and Rp are the planet mass and radius, G is
the gravitational constant, and K is a factor less than unity that accounts for planet-radius
Roche-Lobe losses (Erkaev et al., 2007). To calculate a lower limit on the mass-loss rate, we






Assuming an Earth-like density of 5.5 g cm-3, we estimate a mass-loss rate of 1.75× 109 g/s
or 0.0092 M⊕ per Gyr.
The above approximation does not take into account atmospheric losses at GJ 436c’s
Roche lobe, the area in which material is gravitationally bound to a body. Because GJ 436c
has a short period and low mass, its Roche lobe is relatively small, potentially leading to
increased atmospheric-loss rates. This can happen, for example, when XUV radiation heats
the upper atmosphere and causes the exobase to expand into the Roche lobe (Erkaev et al.,






Here, the expansion radius, RX , is the distance from the planet’s center at which the XUV
radiation is largely absorbed and at which the atmosphere is escaping. We estimate RX to
be equal to the Roche distance of ∼25,000 km (6.1 planet-radii, Erkaev et al., 2007). Using
Equation 5.7, we estimate a mass-loss rate of 6.1× 1010 g/s or 0.32 M⊕ per Gyr. Given that
the estimated age of the system is 6 Gyr (Torres, 2007) and its predicted mass is less than
0.4 M⊕, GJ 436c is unlikely to have any significant amounts of hydrogen in a present-day
atmosphere.
Next, we investigate the likelihood of GJ 436c’s present-day atmosphere containing
large amounts of CO2. If a CO2-dominated atmosphere cannot be maintained, neither can
N2-, O2-, or H2-dominated atmospheres. This is because the 15-µm emission feature of CO2
acts as an effective IR-cooling mechanism, thus slowing the warm-up and expansion of the
upper atmosphere and resulting in the slowest atmospheric escape rate (Tian, 2009).
Tian (2009) numerically solve a 1D hydrodynamic thermosphere/ionosphere model
to examine the thermal escape of CO2 from super-Earth atmospheres in the habitable zones
of M-dwarf stars. Their Figure 6 displays the thermal escape flux of atomic carbon as a
function of XUV flux relative to Earth’s present level. Carbon escape relates directly to
the loss of CO2 (Tian, 2009). We use Figure 6 to estimate carbon escape fluxes of 4.3×1010,
3.0×1010, and 1.3×1010 cm-2 s-1 for 5.9-, 7.5-, and 10-M⊕ planets, respectively, at XUV fluxes
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that are 1000×present Earth level. This corresponds to the level received by GJ 436c (as
derived above). Performing a linear extrapolation to 0.28 M⊕, we estimate a carbon escape
flux of 8.3×1010 cm-2 s-1 (see Figure 5.7).




























The best-fit black line uses carbon escape flux values from Tian (2009, blue) at 1000×present
Earth level to predict the escape rate for GJ 436c (red).
Figure 5.7: Carbon escape flux vs. planetary radius.
If we assume all of the carbon escapes at the Roche lobe, its mass-loss rate is 1.3×107
g s-1, or ∼0.25% of GJ 436c’s total mass per Gyr. For comparison, Earth’s present-day
atmosphere weighs less than 0.0001% of its mass. Another way to compare carbon escape
is by estimating GJ 436c’s initial CO2 inventory. Earth currently has 1.4×1046 molecules
of CO2, so Tian (2009) estimate its initial inventory was ∼2.5×1046 molecules. Assuming
the total number of molecules is proportional to the planet mass, we estimate that GJ 436c
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initially contained 7×1045 molecules of CO2. Even if all of the carbon escapes from the
planet surface, GJ 436c loses ∼6×1045 CO2 molecules per Gyr. We conclude that GJ 436c
is unlikely to have a thick, CO2-dominated atmosphere. The most likely scenario is a thin,
extended atmosphere similar to that of Mercury or Mars.
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