Abstract-Currently, there are many wireless networks based on different radio access technologies (RATs). Despite this, new kind of networks will be developed to complement those already existing today. As there will be no RAT able to give users full service requirements with universal coverage, the next generation wireless networks will integrate multiple technologies, working jointly on a heterogeneous way. Heterogeneous networks necessitate joint radio resource management (JRRM) mechanism to enhance better resource utilization and give users better quality of service. Joint call admission controls (JCAC) are a kind of JRRM mechanisms. In this paper, we present a JCAC approach to heterogeneous wireless network management based on reinforcement learning to treat call admission and technology selection, enhancing the network's performance. The effectiveness of this approach is assessed in terms of blocking rate results obtained by two simulation scenarios.
INTRODUCTION
Nowadays, there are many wireless networks based on different Radio Access Technologies (RATs). Despite this, new kind of networks will be developed to complement those already existing today. As there will be no RAT able to give users full service requirements with universal coverage, the next generation wireless networks (NGWN) will integrate multiple technologies, working jointly on a heterogeneous way [1] .
A heterogeneous wireless network (HN), as shown in Figure 1 , is composed of more than one RAT, such as UMTS, WLAN, WiMax, satellite links, etc., which coexist in the same area [2] , where a call started by a mobile terminal (MT) can be attended by any of the available technologies. In this kind of network, each technology has its own characteristics, such as coverage, bandwidth, security level, cost of service, and level of quality of service (QoS) offered by the operator.
On wireless networks, the study of radio resource management (RRM) is a key issue because radio resources are often scarce and expensive, which make their efficient use a constant research area [3] . Moreover, the coexistence of different RATs necessitates joint radio resource management (JRRM) for enhanced QoS provisioning and efficient radio resource utilization [4] . [4] When a call asks for resource on communications networks, it can be accepted or rejected depending on network conditions and of radio management policy. The mechanism that manages the accepting or blocking calls is known as CAC (Call Admission Control). The main purpose of CAC algorithms in wireless networks is the best use of available radio resources, by ensuring that the QoS requirements of all admitted calls are satisfied [4] .
Several CAC algorithms have been developed to homogenous wireless networks [5] and a review of these works is showed at [6] [7] . However, homogeneous CAC algorithms do not provide a simple and good solution for heterogeneous architecture, which are the kernel of next generation networks [8] . This limitation has driven the development of new specific algorithms to this kind of networks, called JCAC (Joint Call Admission Control) [4] .
In JCAC algorithms, besides the task of accepts or not an incoming call, they have to decide which RAT is more suitable to accommodate this call.
Some algorithms are proposed to manage resources jointly on heterogeneous networks. Falowo et al. [4] presents an overview about JCAC algorithms and joint resource management highlighting the benefits of this approach. Wang et al. [2] propose an adaptive call admission control for integrated cellular and WLAN networks. In this approach, call admission decisions are based on requested QoS and availability of radio resources in the considered RATs.
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A genetic algorithm based scheme call admission control for heterogeneous networks was proposed by Karabudak et al. [8] that aims to achieve maximum wireless network utilization, to guarantee mobile terminal's QoS requirements and significantly reduce handover latency. Lee et al. [9] presents a study that manages the vertical handover from a 3G to a WLAN network. The decision policy was probabilistically derived to avoid unnecessary downward vertical handover (from 3G to WLAN).
The contributions of this paper are an artificial intelligence based JCAC scheme, developed using reinforcement learning (RL) technique, to enhance connection-level QoS in a generic heterogeneous wireless network that support multiple service classes, and the evaluation the performance of this JCAC scheme using call blocking rate comparing it with a random selection JCAC scheme.
The rest of the paper is organized as follows: in section II are showed the fundamentals of reinforcement learning and the system model. Numeric results are shown and described in section III and, finally, in section IV are presented the final remarks.
II. METHODOLOGY

A. Introduction
To address the described objectives, we identified the best solution modeling the CAC problem as a Semi Markov Decision Process (SMDP), using the reinforcement learning technique, and the communication system as a discrete-time event system. A traditional approach to SMDP is Dynamic Programming (DP) [10] that is guaranteed to give optimal solutions to MDPs and SMDPs. The case is that, obtaining the theoretical model (transition probabilities, transition rewards and transition times) is often a difficult and tedious process that involves complex mathematics in real life problems. DP needs the values of all these quantities. RL has the potential to solve a MDP without to having to construct the theoretical model [11] .
In SMDP based on RL the learner and decision-maker is called agent. The entity that it interacts with, comprising everything outside the agent, is called environment. These elements interact continually: the agent selecting actions and the environment responding to those actions and presenting new situations to agent. The environment also gives rise to rewards, special numerical values that the agent should try to maximize over time. This interaction scheme is illustrated on Figure 2 . Reinforcement learning is an artificial intelligence formalism that allows learning what to do -how to map situations to actions -so as to maximize a numerical reward signal [12] . There are three basic classes of methods to solve the RL problem [12] : Dynamic Programming, Monte Carlo and Temporal Difference (TD). We chose to solve our problem using a TD method because this method does not require explicit expression of the state transition probabilities and can handle SMDP problems with large state spaces efficiently. Also, it's incremental like DP and get convergence faster MC Method.
One of the algorithms based on TD method is the QLearning [11] [12] algorithm. It has no control about which state-action pairs should be visited and updated, however, to ensure the method convergence to a near-optimal policy, it needs all state-action pairs are visited and updated continuously and, because this, it is known like off-policy method. It keeps a matrix, that maps and attributes a numeric value for the agent being in each state and performs a specific action on that state. The Q(s,a) value is updated at each visit of the agent to a state-action pair, using the update rule (1), according with [11] . This approach was used because it was designed specifically to SMDP problems and guarantee faster converging to nearoptimal policy on this kind of problems. This equation may change depending on the approach and the problem to be applied and, in this case, its elements can be described as follows: r(s,a,s') is the reward received for being in state s, performing the action a and, as result, go to the s' state; γ is a discount factor used in RL algorithms for measuring the influence of a future action on the current Q(s,a) value; t(s,a,s') is the transition time that the agent takes to go from state s to state s'; and finally Q(s',a') is the value by the agent to be in the next state s' and to perform the action a'.
The learning rate is represented by α and serves to indicate how a current reward value will influence on the future Q(s,a) value. One approach suggests that it may decline to allow faster convergence to an optimal policy [11] . This fallen is calculated using the number of visits to a state-action pair where a variable L, a value between 0 and 1, is initialized to make this calculation. In addition, a variable V(s,a) is incremented by one each time the state-action pair is visited. Thus, the learning rate is the result of the equation (2).
B. Assumptions and Modeling
In order to utilize RL algorithm on proposed problem, we need to identify system's states, actions and rewards. The agent of the system is the JCAC algorithm that performs the acceptance decision and can change system's states. Moreover, the system under consideration consists of a heterogeneous wireless network composed by T RATs, with finite capacity of B t basic bandwidth unit (bbu), where the total HN capacity is the sum of each RAT bandwidth, like is shown in (3). These networks can carry I service classes representing multimedia
The physical meaning of a unit of radio resources (such as time slots, code sequence, etc) is dependent on the specific technological implementation of the radio interface [13] . However, no matter which multiple access technology (FDMA, TDMA, or CDMA) is used, we could interpret system capacity in terms of effective or equivalent bandwidth [14] [15] . Therefore, whenever we refer to the bandwidth of a call, we mean the number of bbu that is adequate for guaranteeing the desired QoS for this call.
For the sake of Markov modeling, incoming calls arrive in the system following Poisson processes mutually independents with parameters λ 1 , λ 2 ... λ I , where λ I is the arrival rate of service class I. The service time of these classes are random variables exponentially distributed with parameters µ 1 , µ 2, … µ I , respectively.
If an incoming class I call is accepted, then it will receive a fixed amount of b i bbu. Thus, we can model the total bandwidth used in the HN by equation (4), where Bo t is the used bandwidth in technology t calculated by (5) and n t,i is the number of ongoing class i calls in the network t.
1) State Spaces
More formally, the proposed resource allocation is modeled as a SMDP, whose state is given by (6). Where m t,i is a matrix containing the number of ongoing calls of all service classes in the HN, and e is the last event that happened, which identifies the arrival or departure of calls for each service class on the system.
2) Possible Actions
In Reinforcement Learning (Q-learning method), [12] the decision of what action to take is made by a stored value called Q(s,a). This factor indicates the numeric value for the agent that is in state s to perform action a in a given time. Thus, the actions to be taken in this type of network are: 0 for reject the call; 1 for accept the call on the network 1; 2 for accept the call on the network 2; t for accept the call on the network t.
3) Reward Function
In our approach, it was generated two reward functions for each service class-network pair, one to acceptance and another to rejection, like in [18] . They are treated separately and generate a value based on used bandwidth on the network, rate of arrivals and time duration of all classes, and an assigned price to each service class, as follows in (7) and (8) . The function of r At,i is the reward value received for accepting a call of class i on technology t, while the function r Rt,i represents the reward for rejecting a call by this same class on this network.
Where f(.) is the contribution connected to the bandwidth, calculated accord to (9); i(.) is the inversion contribute for the i th service class and can be calculated as shown in (10); Bo t is the used bandwidth by calls on the network t. Also, is the vector containing the arrival rates of calls to all service classes, is the vector containing the holding time, being µ I the average duration of a connection of the i th service class; and is the vector containing the prices for each service class and may be based on the bandwidth occupied by the call, the time of channel usage, and so on.
In (9) a computation is made, ensuring that the agent accepts a call only if there is sufficient bandwidth available to afford it, otherwise it is rejected. (9) B t is the total bandwidth supported by the network t and B0 is a tuning parameter. On Figure 3 is shown the pair of functions for building a generic class, showing how B0 influences in the curve of this function, which may be more "crushed" or not, but the 0.5 value is always reached for . We call this point the "inversion point", i.e. the point where r At,i = r Rt,i : before there is a greater reward accepting calls, after rejecting them. The second term in (7), the inversion term, comes from the need of the service provider to maximize its profits in the long term. The value of i(.) in (10) should be as high as the service class i is not considered appropriate by the network operator, and as minor as deemed appropriate. (10) In this case, c is a free parameter that can be used to obtain an optimal tuning of the algorithm and g i (.) is called inversion function. It takes into account the desirability of accepting the other class of service requested in relation to class i as in (11) . 
Thus, according to the inversion, a certain service class i is more convenient if:
• The price is higher;
• Its frequency (λ i ) is greater;
• Its duration (µ i ) is greater; III. RESULTS To evaluate the effectiveness of the proposed JCAC, we simulate it like a heterogeneous network composed of two distinct technologies: Networks 1 and 2, with a bandwidth capacity of 88 bbu and 160 bbu, respectively; which accepts two service classes (classes 1 and 2 ). In the simulation were generated flows to new call requests, through discrete event, according to Poisson processes mutually independent, with an average attendance exponentially distributed.
The proposed algorithm was compared with a JCAC that accept calls while it has available bandwidth in heterogeneous network and make its technology selection randomly. The performance metric used to evaluate the algorithm was the blocking rate of calls to the two service classes, and it was calculated by the ratio of blocked calls in relation to the total number of calls that arrived into the system. The simulation scenario was implemented using the Java programming language because it is a powerful language, relatively platform independent and permit to do interface our approach with other machine learning implementations like Weka [16] . However, to check results reliability, the random selection JCAC algorithm was implemented and compared with a model made at Arena Simulator [17] . The obtained results were identical. So, checked simulator reliability, we insert our decision policy, generated by RL algorithm, and we earn the results shown in this section.
Two simulation scenarios were created. In both scenarios, the arrivals rate of calls for class 2 (less intrusive) is fixed, but changes from one scenario to another, and class 1 arrivals rate of calls varies according to data from Table I in each of the mentioned scenarios. The time of decision is always the arrival time of any type of call (class 1 or 2) and possible actions in these moments are:
• 0: Reject the call;
• 1: Accept the call on Network 1;
• 2: Accept the call on Network 2; Based on cited data, it was performed the Q-learning method of reinforcement learning technique to obtain an optimal policy for call admission and RAT selection to creation of the Joint Call Admission Control. In scenario A (Figure 4) , where calls arrival rate of class 2 is smaller (0.00278 calls/second), we note that the blocking rate of service class 1 in JCAC algorithm based on RL performs better as its arrival rate increases, causing more network intrusion; what suggest that in a rather busy network both algorithms (RL-based JCAC and random selection-based JCAC) running well, since the blocking rate is very low.
When the focus of analysis is the service class 2, both algorithms have similar performance. In scenario B, where class 2 calls arrival rate is one hundred times higher (0.0278 calls/second) than Scenario A, there is an increasing intrusion on the network and, thereby, the performance that the algorithms shows is differentiated. In this case, just as in scenario A, the difference in performance will appear as the arrival rate of calls of class 1 ( Figure 5 ) is increased, however, this difference is more evident than in scenario A.
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For class 2, the results show that the random selection JCAC algorithm remains always with better performance than RL based JCAC algorithm. This happens because the algorithm gives priority to traffic class 1, due its arrival rate and price. However, this treatment does not compromise significantly the QoS level for this service.
On Figure 6 is shown network utilization rate results to Scenario B. We can note the RL-based JCAC has always better performance compared to random selection-based JCAC. This happen because the JCAC reserves an amount of the network capacity to prioritized calls and, consequently, decreasing its blocking rate. These results clarify that, as the occupation of the network increases, the algorithm will improve its performance for the service class that is prioritized.
IV. CONCLUSIONS
Mechanisms of Call Admission are key elements in radio resources management of wireless networks. In next generation wireless networks, where the environment is heterogeneous and composed of more than one technology, it is necessary that this management be done jointly, in order to obtain better quality of service, providing more user satisfaction.
CAC algorithms for this kind of network have, besides the task of call accepting, the function of selecting which technology will receive an incoming call, those are the two main tasks of a JCAC.
This work presented an artificial intelligence-based JCAC model that uses the reinforcement learning technique to help on its decision. The results were compared with a JCAC algorithm that has no admission policy and selects randomly the technology. It was demonstrated the performance as satisfactory, in relation to random-selection technology JCAC, as the network gets busy, the algorithm shows a model of that reduce the blocking rate for classes of calls with higher priority.
Further studies need to be made to analyze the impact of this algorithm when handoff calls arrive at a specific network. In addition to parameters like bandwidth, arrival and service times, others may be added to the model, in order to make further performance analysis, and orientate the design of the network for specific purposes, such as greater user satisfaction in certain environments.
