Team performance is a ubiquitous area of inquiry in the social sciences, and it motivates the problem of team selection -choosing the members of a team for maximum performance. Influential work of Hong and Page has argued that testing individuals in isolation and then assembling the highest-scoring ones into a team is not an effective method for team selection. For a broad class of performance measures, based on the expected maximum of random variables representing individual candidates, we show that tests directly measuring individual performance are indeed ineffective, but that a more subtle family of tests used in isolation can provide a constant-factor approximation for team performance. These new tests measure the "potential" of individuals, in a precise sense, rather than performance; to our knowledge they represent the first time that individual tests have been shown to produce near-optimal teams for a non-trivial team performance measure. We also show families of subdmodular and supermodular team performance functions for which no test applied to individuals can produce near-optimal teams, and discuss implications for submodular maximization via hill-climbing.
INTRODUCTION
The performance of teams in solving problems has been a subject of considerable interest in multiple areas of the mathematical social sciences [Gully et al. 2002; Kozlowski and Ilgen 2006; Wuchty et al. 2007 ]. The ways in which groups of people come together and accomplish tasks is an important issue in theories of organizations, innovation, and other collective phenomena, and the recent growth of interest in crowdwork has brought these issues into focus for on-line platforms as well.
In formal models of team performance, a central issue is the problem of team selection. Suppose there is a task to be accomplished and we can assemble a team to collectively work on this task, drawing team members from a large set U of n candidates. ( We can think of U as the job applicants for this task.) A team can be any subset T ⊆ U , and its performance in collectively working on the task is given by a set function g(T ). The central optimization problem is therefore a kind of set function maximization: given a target size k < n for the team, we would like to find a set T of cardinality k for which g(T ) is as large as possible.
The generality of this framework has meant that it can be used to reason about a wide range of settings in which we hire workers, solicit advice from a committee, run a crowdsourced contest, admit college applicants, and many other activities -all cases where we have an objective function (the outcome of the work performed, the quality of the insights obtained, or reputation of the group that is assembled) that is a function of the set of people we bring together.
Models of Team Performance. Different models of team performance can be interpreted as positing different forms for the structure of the set function g (·) . Some of the most prominent have been the following.
-Cumulative effects. Arguably the simplest team performance function is a linear one: each individual can produce work at a certain volume, and the team's performance is simply the sum of these individual outputs. Formally, we assume that each individual i ∈ U has a weight w i , and then g(T ) = i∈T w i . -Contests. Much work has focused on models of team performance in which the "team" is highly decoupled: members attempt the task independently, and the quality of the outcome is the maximum quality produced by any member. Such formalisms arise in the study of contest-like processes, where many competitors independently contribute proposed solutions, and a coordinator selects the best one (or perhaps the h best for some h < k) [Jeppesen and Lakhani 2010; Lakhani et al. 2013 ]. Note however that this objective function is applicable more generally to any setting with a "contest structure," even potentially inside a single organization, where proposed solutions are generated independently and the outcome is judged by the quality of the best one (or best few). -Complementarity. Related to contests are models in which each team member has a set of "perspectives," and the quality of the team's performance grows with the number of distinct perspectives that they are collectively able to provide [Hong and Page 2004; Marcolino et al. 2013 ]. -Synergy. In a different direction, research has also considered models of team performance in which interaction is important, using objective functions with terms that generate value from pairwise interaction between team members [Ballester et al. 2006 ].
These settings are not just different in their motivation; they rely on functions g(·) with genuinely different combinatorial properties. In particular, in the language of set functions, the first class of instances is based on modular (i.e. linear) functions, the second and third classes are based on submodular functions, and the fourth is based on supermodular functions.
The second and third classes of functions -contests and complementarity -play a central role in Scott Page's highly influential line of work on the power of diversity in team performance [Page 2008 ]. The argument, in essence, is that a group with diversity that is reflected in independent solutions or complementary perspectives can often outperform a group of high-achieving but like-minded members.
Evaluating Team Members via Tests.
A key issue that Page's work brings to the fore is the question of tests and their effectiveness in identifying good team members [Page 2008] . In most settings one can't "preview" the behavior of a set of team members together, and so a fundamental approach to team formation is to give each candidate i ∈ U a test, resulting in a test score f (i) [Miller 2001 ]. It is natural to then select the k candidates with the highest test scores, resulting in a team T . We could think of the test score f (i) corresponding to the SAT or GRE score in the case of college or graduate school admissions, or corresponding to the quality of answers to a set of technical interview questions in a job interview.
Should we expect that the k individuals who score highest on the test will indeed make the best team? In a simple enough setting, the answer is yes -for modular functions g(T ) = i∈T w i , it is enough to evaluate each candidate i in isolation, applying the test f (i) = g({i}) = w i . Let us refer to f (i) = g({i}) in general as the canonical test -we simply see how i would perform as a one-element set. For modular functions, clearly the k candidates with the highest scores under the canonical test form the best team.
On the other hand, Hong and Page construct an example, based on complementarity, in which the k candidates who score highest on the canonical test perform significantly worse as a team than a set of k randomly selected candidates [Hong and Page 2004] Their mathematical analysis has a natural interpretation with implications for hiring and admissions processes: the k candidates who score highest on the test are too similar to each other, and so with an objective function based on complementarity, they collectively represent many fewer perspectives than a random set of k candidates.
Beyond these compelling examples, however, there is very little broader theoretical understanding of the power of tests in selecting teams. Thinking of tests as arbitrary functions of the candidates is not a perspective that has been present in this earlier work; a particularly unexplored issue is the fact that the failure of the canonical test doesn't necessarily rule out the possibility that other tests might be effective in assembling teams. Does it ever help, in a formal sense, to evaluate a candidate using a measure f (i) that is different from his or her actual individual performance at the task? In real settings, we see many cases where employers, search committees, or admissions committees evaluate applicants on their "potential" rather than on their demonstrated performance -is this simply a practice that has evolved for reasons of its own, or does it have a reflection in a formal model of team selection? Without a general formulation of tests as a means for evaluating team members, it is difficult to offer insights into these basic questions.
The Present Work: Effective Tests for Team Selection. In this paper we analyze the power of general tests in forming teams across a range of models. Our main result is the finding that for team performance measures that have a contest structure, near-optimal teams can be selected by giving each candidate a test in isolation, and then ranking by test scores, but only using tests that are quite different from the canonical test. To our knowledge, this is the first result to establish that non-standard tests can yield good team performance in settings where the canonical test provably fails.
In more detail, in a contest structure each candidate i ∈ U has an associated discrete random variable X i , with all random variables mutually independent, and the performance of a team T ⊆ U is the expected value of the random variable max i∈T X i . More generally, we may care about the top h values, for a parameter h < k, in which case the performance of T is the expected value of the sum of the h largest random variables in T :
The test that works well for these contest functions has a natural and appealing interpretation. Focusing on the general case with parameter h < k, we define the test score f (i) to be
represent k/h independent random variables all with the same distribution as X i .
The fact that this test works for assembling near-optimal teams in our contest setting has a striking interpretation -it provides a formalization of the idea that we should indeed sometimes evaluate candidates on their potential, rather than their demonstrated performance. Indeed, max(X
is precisely a measure of potential, since instead of just evaluating i's expected performance E [X i ], we're instead asking, "If i were allowed to attempt the task k/h times independently, what would the best-case outcome look like?" Like the argument of Hong and Page about diversity, this argument about potential has qualitative implications for evaluating candidates in certain settings -that we should think about upside potential using a thought experiment in which candidates are allowed multiple independent tries at a task.
Following this result, we then prove a number of other theorems that help round out the picture of general tests and their power. We show that there are natural settings in which no test can yield near-optimal results for team selection -these include certain submodular functions capturing complementarity and certain supermodular functions representing synergy. Note that this is a much stronger statement than simply asserting the failure of the canonical test, since it says that no test can produce near-optimal teams. Finally, we identify some further respects in which team performance functions g(·) based on contest structures have tractable properties, in particular showing that for the special case in which the random variables corresponding to all the candidates are weighted Bernoulli variables, greedy hill-climbing on the value of g(·) in fact produces an exactly optimal set of size k.
TEAM SELECTION BY TEST SCORE
Assume we are trying to assemble a team of a fixed size k. We demonstrate that for a class of natural team performance metrics, while the canonical test fails (Section 3), picking the top k candidates according to a different test score provides a constantfactor approximation to the optimal team choice. The result may be of interest in other contexts beyond team performance as well, since it builds on basic properties of the maxima over sets of random variables.
Model. Let each candidate in our selection pool correspond to a nonnegative discrete random variable X, independent of other candidates. We denote the values X can take, in decreasing order of value, by (x 1 , ..., x n ) with respective probability masses (p 1 , ..., p n ). Thus any one candidate stochastically contributes ideas or effort of utility x i with probability p i . We consider the following team performance measures:
Definition 2.1. For (nonnegative) random variables X 1 , ..., X k , and for i ≤ k, let X (i) (X1,...,X k ) denote the i th largest random variable out of X 1 , ..., X k . Then for 1 ≤ h ≤ k, our performance measure is the expected sum of the h largest values among X 1 , ..., X k :
For h = 1 this is just the expected maximum; team performance is given by the expected utility of the single best idea or effort. For each g h we define a test f h to apply to candidates as follows:
Definition 2.2. For a nonnegative discrete random variable X, and h ≤ k, let
where X (i) denotes a copy of X. So f h (X) is the expected maximum of k/h independent copies of X. (We assume throughout this section that h divides k for convenience. The constant-factor approximation result is not affected by this, though the bounds may change slightly.)
The test provides a natural interpolation between h = k, where g h (X 1 , ..., X k ) is simply the sum of the expected values E(X i ), and h = 1, where g h (X 1 , ..., X k ) = E(max(X 1 , ..., X k )). In the former, team performance is very well captured by a canonical test of individual performance -indeed, f h (X) = E(X) is a perfect test. However, E(X) performs very poorly as a test in the latter case. Indeed, in Section 3 we will show that choosing the k team members to have the k highest expectations performs as badly as the submodularity of E(max(·)) will allow: a factor of 1 k away the optimal. Intuitively, we can think of the success of f h (X) for small h as coming from the way it captures the potential of X. Supported by the rest of the team, rare, very high utility contributions of X, insignificant in individual performance, may contribute substantially to expected team performance. As h decreases from k to 1, we see an increase in emphasis on potential instead of solely expected individual performance.
The top h/2k quantile. The expected maximum of several independent identical random variables has a strong connection with the upper quantile of the variable's distribution. Note that when we evaluate X by computing f h (X), there is a significant, Θ(1) probability that one of the k/h copies of X takes a value in its top h/2k quantile. (See Theorem 2.16 for another test derived directly from this.) If we use A to denote the event that some random copy takes a value in the top h/2k quantile, we have
So understanding this top quantile of X better will help us derive the desired guarantees. Motivated by this, we discuss defining the top h/2k quantile values of X.
OBSERVATION 2.3. For a discrete random variable X as in Definition 2.1, we can think of the underlying sample space being [0, 1], so that for ω ∈ [0, 1],
In particular, this allows us to define the top values of X.
Definition 2.4. For X as in Definition 2.1, with the underlying sample space [0, 1] as in Observation 2.3, the event A that X takes values in its top h/2k quantile is
The top values of X are then
Similarly, we can define the tail values to be
Note that the top values and tail values are usually not disjoint-for the boundary value x t , we may have to split {ω : X(ω) = x t } into A and A c .
Preliminary Lemmas
Using the framework just established, we prove some preliminary lemmas relating the top h/2k quantile to other natural functions of X.
Notation. Unless otherwise specified, a random variable X is assumed to be discrete and nonnegative, taking values (in decreasing order of value) (x 1 , ..., x n ), with associated probability masses (p 1 , ..., p n ). It will be useful to define q i = i l=1 p l . We will also often use (x 1 , ..., x t ) to denote the top values of X, with the probability mass associated with x t split so that q t = h 2k exactly. We now note the following OBSERVATION 2.5. With the notation as above,
In the first lemma, we make precise the contribution of the top h/2k quantile to f h (X).
LEMMA 2.6. Let X be a random variable, with underlying sample space [0, 1]. Define X as
(as we are conditioning on an event concentrated on the highest possible values). But the left hand side can be written out in full as
But this is just
gives the result. We have therefore shown that a transformation mapping X to X , non zero only on the top h/2k quantile of X, does not result in too large a loss in the value of f h (X). To use this result, we need a better understanding of properties of random variables with only values in the h/2k quantile -i.e. random variables with total positive probability mass ≤ h/2k. We explore this in the following two lemmas.
LEMMA 2.7. For a ≥ 1, the functions
PROOF. Differentiating, and removing the positive factor of a, we have
(1 − x) a−1 − 1 2 which achieves its minimum value at x = 1 2a but remains nonnegative for a ≥ 1. LEMMA 2.8. For a random variable X, with total probability mass ≤ h/2k (i.e. q n ≤ h/2k), we have
Noting that q i < q i+1 , a straightforward application of Lemma 2.7 gives
Substituting this into the expression for f h (X) gives
Finally we prove two lemmas to upper bound the contribution of the top h/2k quantile events and the contribution of the tail values of X in terms of f h (X).
LEMMA 2.9. For a random variable X, underlying sample space [0, 1], let A be as in Definition 2.4. Then E(X|A) ≤ 4f h (X) PROOF. Splitting the the boundary value x t if necessary, assume q t = h 2k . But then for X as in Lemma 2.6
Therefore,
LEMMA 2.10. Let X have (x 1 , ..., x t ) as its top values, with q t = h 2k . Then
The Lemma then follows by noting that 1 − (1 − q t ) k/h > 1 − 1 √ e , and that x l ≤ x t for l ≥ t.
Main Result
With our preliminary results derived, we seek to prove: THEOREM 2.11. If X 1 , ..., X k are the top scorers in our test, and Y 1 , ..., Y k is the true optimal team with respect to the metric g h , then for constant λ, (λ < 30),
We will build up to the proof of this theorem in a sequence of steps, by first deriving upper and lower bounds for g in terms of f . That is, we will show that f does indeed capture the contribution of a person X when evaluating the team with g. Putting together the upper and lower bounds will give the result.
The Upper Bound
i.e. the event that X i takes values in its top h/2k quantile iff i ∈ S. For a sample point ω ∈ B S , note that
Indeed, if the top h values are X n1 , ..., X n h , with the first m, n 1 , ..., n m in S then
The remaining random variables, X nm+1 , ..., X n h take tail values (as in Definition 2.4), so by Lemma 2.10,
giving the inequality. Summing up over all ω ∈ B S , we get
But letting A i be the event that ω i > 1 − h 2k , and using independence of the X i and linearity of expectation
Using the bound in Lemma 2.9, this becomes 
Noting that the first term on the right hand side is just the mean (h/2) of the Binomial distribution scaled by 4c gives the result.
The Lower Bound. We now move on to a lower bound. We first give a lower bound for the case h = 1, when g h = E(max(·)), and show how to extend this for general h. To prove the h = 1 case, we will use our transformation in Lemma 2.6 to zero all values lower than the top 1/2k quantile, and prove a lower bound on random variables with total positive probability mass ≤ 1/2k. We thus first state and derive this.
LEMMA 2.13. Let X 1 , ..., X k all have total positive probability mass ≤ 1 2k , with f 1 (X i ) ≥ c for all i. Then
For any X i , let A i be the event that X i is nonzero. We lower bound the expected maximum with an approximate max-finding algorithm:
If X 1 is nonzero, the algorithm outputs X 1 Else if X 1 is zero but X 2 is nonzero, the algorithm outputs X 2 , and so on. If X 1 , ..., X k−1 are all zero, then the algorithm outputs X k
The output value of this algorithm is thus pointwise less than or equal to the true maximum, so its expected value is a lower bound on the expected maximum. But its expected value is just
Using the lower bound of E(X i ) ≥ f1(Xi) k from Lemma 2.8, summing up the geometric series, and noting
We now prove our lower bound for h = 1.
THEOREM 2.14. Let X 1 , ..., X k be random variables with f 1 (X i ) ≥ c for all i. Then
For any X i with total positive probability mass > 1 2k , we apply the transformation in Lemma 2.6 to get X i , which is a lower bound on X i . So certainly E (max(X 1 , ..., X k )) ≥ E(max(X 1 , ..., X k )) and by Lemma 2.6,
so using Lemma 2.13 , the statement of the theorem follows.
We now apply this to prove the main lower bound theorem THEOREM 2.15. Let X 1 , ..., X k be random variables with f h (X i ) ≥ c for all i. Then g h (X 1 , ..., X k ) ≥ 2hc 1 − 1 √ e 2 PROOF. Note that certainly g h (X 1 , ..., X k ) ≥ E(max(X 1 , ..., X k/h )) + ... + E(max(X k−h+1 , ..., X k ))
But each term on the right hand side is bounded below by 2c 1 − 1 √ e 2 by using Theorem 2.14. So summing together, we have g h (X 1 , ..., X k ) ≥ 2hc 1 − 1 √ e 2 as desired.
Finishing the proof. With established lower and upper bounds, Theorem 2.11 follows easily.
PROOF. (Theorem 2.11) First note that if l < h, we can define g h (X 1 , ..., X l ) to be the sum of the expectations of all the X i as this is the same as adding h − l random variables, each deterministically 0.
Without loss of generality, let {Y 1 , ..., Y k } = {Y 1 , ..., Y l , X l+1 , ..., X k } i.e. X l+1 , ..., X k is the intersection of the team formed of best test scorers and the optimal team. Now, if c = min i f h (X i ), then for j ≤ l, as any Y j is not in the top k scorers, f h (Y j ) ≤ c.
Note that 2g h (X 1 , ..., X k ) ≥ g h (X 1 , ..., X k ) + g h (X l+1 , ..., X k )
Using the lower bound from Theorem 2.15, we get
On the other hand,
Using the upper bound from Theorem 2.12 then gives
So f h (X) provides a very good measure of an individual's contribution to a team performance. It is not however, the only such test score. If E = {ω : ω > 1 − h k } for ω ∈ [0, 1], the underlying sample space, then choosing X according to the value of E(X|E) also provides a constant-factor approximation to the optimal set. Note that this function also shows the importance of potential versus average individual performanceas h gets larger and larger, our score gets closer and closer to E(X).( See Section 3 for a more precise statement regarding E(X) as a test score.)
We state the result here; for a full proof, see the Appendix.
THEOREM 2.16. If X 1 , ..., X k are random variables with the k highest values of E(X i |E i ), where E i is the event that X i takes its top h/k quantile of values, and Y 1 , ..., Y k is the optimal set size k, then for a constant µ independent of k,
The two proofs are similar, which is expected, as the analysis of the function f h (·) makes use of quantities derived from E(X|E). The function f h (·) seems the more natural of the two, however: it is arguably more direct to think about testing an individual through repeated independent evaluations than to try quantifying what their top h/k values are likely to be.
SUBMODULARITY AND NEGATIVE EXAMPLES
Earlier, we claimed that E(max(·)) is submodular. In fact, a stronger statement is true. To state it, we recall our notation in which, for a set T of random variables, X The proof of this Theorem is in the Appendix. We then have COROLLARY 3.2. For h ≥ 1, g h (·) is submodular.
by taking expectations.
There are many results about the tractability (or approximate tractability) of optimization problems associated with submodular functions. For our purposes here, the most useful among these results is the approximate maximization of arbitrary monotone submodular functions over sets of size k. This can be achieved by a simple greedy algorithm, which starts with the empty set, and at each stage, iteratively adds the element providing the greatest marginal gain; the result is a provable (1 − 1/e) approximation to the true optimum [Nemhauser and Wolsey 1978] . Note that this means we can find a good approximation of the optimal set even when the random variables X i are dependent. (See Section 4 for further discussion of this.)
The Canonical Test. Submodularity also leads to a precise characterization on the performance of E(X) as a test. It follows easily from this observation, which is a straightforward application of the defining property of submodular functions. This naturally leads to: PROPOSITION 3.4. If g h (·) is the team evaluation metric, with Y 1 , ..., Y k being the true optimal set, and X 1 , ..., X k the random variables with the k highest expectations (with E(X i ) ≥ E(X j ) if i ≥ j) then the last equality as there are only h values. Putting it together, we have
as desired. For tightness, let X i be deterministically 1 + and Y i be n with probability 1/n for large n. Then
So as n → ∞ and → 0, we have
Test Scores for Other Submodular Functions?
We have seen how a non-trivial test score can produce an approximately optimal team for the particular submodular function corresponding to the top h values of a set of random variables, with an approximation guarantee independent of k. It is natural to ask whether test scores can be used in a similar way for all submodular functions.
Here is one way to formalize this question.
QUESTION 3.5. Given a (potentially infinite) universe U , an associated submodular function g, and a number k, does there exist a test score f f : U → R + such that for any subset S ⊂ U , if x 1 , ..., x k ∈ S are the elements with the k highest values of f , then g(x 1 , ..., x k ) is always a constant-factor approximation to max T ⊂S,|T |=k g(T )
In Section 2, we obtained a positive answer when U was the set of all applicants (discrete random variables), g one of the measures based on the expected maximum, and S a finite subset of the candidates.
The answer to this question for arbitrary submodular functions, however, is negative. Many submodular functions depend too heavily on the interrelations between elements for independent evaluations of elements to work well. We present two such examples.
Cardinality Function. One of the canonical examples of a submodular function is the set cardinality function. Let U = P(N). Then for T = {T 1 , ..., T m }, with T i ∈ U ,
function has a natural interpretation for team performance. We can imagine each candidate as a set T i , consisting of the set of perspectives they bring to the task. g(T 1 , T 2 , . . . , T m ) is then the total number of distinct perspectives that the team members bring collectively; this objective function is used in arguments that diverse teams can be more effective [Hong and Page 2004; Marcolino et al. 2013] .
We show a negative result for the use of test scores with this function.
THEOREM 3.6. In the above setting, with universe U , and g the set cardinality function, no such test score f exists.
PROOF. Suppose for contradiction such an f did exist. Assume ties are broken in the worst way possible (no information is gained from a tie.) Let U 1 , U 2 , ... be disjoint intervals in N with
i.e. the set of all size k subsets of U i . We will find it useful to label elements of V i based on their f value, so let
and good otherwise. Note that we cannot have more than k V j bad with respect to V 1 . Else, supposing V n1 , ..., V n k were all bad with respect to V 1 , in the set S = {X 12 , ..., X 1k+1 , X n11 , ..., X n k 1 } the k set chosen by f would be X 12 , ..., X 1k+1 , for a g value of k + 1, but the optimum is given by X n11 , ..., X n k 1 , for a g value of k 2 -a factor of ≈ k difference.
So there are at most k bad sets with respect to V 1 . But the same logic applies to V 2 , ..., V k . So in V k+1 , ..., V k 2 +k+1 there is at least one set, say V j , that is good with respect to V 1 , ..., V k . But then in the set S = {X 11 , ..., X k1 , X j1 , ..., X jk } the k set chosen by f would be X j1 , ..., X jk , with a g value of k + 1, but the optimum would be X 11 , ..., X k1 with a g value of k 2 .
Linear Matroid Rank Functions. Another class of measures of team performance is given by assigning each candidate a vector v i ∈ R m , and the performance of a team v 1 , v 2 , . . . , v k is the rank of the span of the set of corresponding vectors. Such a measure has a similar motivation to the previous set cardinality example: if the team is trying to solve a classification problem over a multi-dimensional feature space, then v i may represent the weighted combination of features that candidate i brings to the problem, and the span of v 1 , v 2 , . . . , v k establishes the effective number of distinct dimensions the team will be able to use.
More generally, the rank of the span of a set of vectors is a matroid rank function, and we can ask the question in that context. Given a matroid (V, I) and a set S ⊂ V , the matroid rank function g is g(S) = max{|T | : T ⊂ S, T ∈ I} i.e. the maximal independent set contained in S. It is well known that matroid rank functions are submodular [Birkhoff 1933 ]. To come back to our vector space example, we show that when our underlying set is R m , and I are subsets that are linearly independent, no single element test can capture the relation between vectors well. THEOREM 3.7. For U, g as above, no test score with good approximation exists.
The proof of this theorem relies on the fundamental property of R. We show that for any sequence along a specific direction, the f values for this sequence must be bounded. By the defining property of R, each sequence then has a convergent subsequence. Looking at these convergent subsequences along each of k coordinate axes e 1 , ..., e k , we can then pick our bad set fooling f into choosing O(k) points in the same direction. See the Appendix for a full proof.
A Supermodular Function. The above two examples show bad cases for submodular functions. As is expected, supermodular functions also have a negative answer to Question 3.5.
A classic example of a supermodular function is the edge count function.
Definition 3.8. Given a graph G = (V, E), and a set S ⊂ V , g(S) is the number of edges in the induced subgraph with vertex set S.
It is easy to check that g is supermodular. g also forms our bad example for supermodular functions. THEOREM 3.9. Let U be a very large graph, containing at least N disjoint complete graphs with k + 1 vertices -i.e. K k+1 . Then there is no test score f with a constant (independent of k) order approximation property to the optimal k set with respect to g
The proof is very similar to the cardinality function case. In that, we wanted to avoid picking subsets of the same set; in this, we would like to pick as many vertices in a single clique as possible. We adjust the notion of bad accordingly to ensure this doesn't happen, and arrive at our desired contradiction identically to before.
A particularly interesting feature of this case, is that, without the canonical statistical test for submodular functions, we can have an arbitrarily bad approximation ratio -even if f is defined to be constant on each vertex, the counterexample demonstrates that f may pick a set with no induced edges.
HILL CLIMBING AND OPTIMALITY
For most non-trivial submodular functions, finding the optimal solution is computationally intractable. This is the case for the maximum of a set of random variables that are not necessarily independent. In particular, suppose that S = {X 1 , X 2 , . . . , X n } is a set of dependent random variables. For a set T of them, we can define g(T ) to be the expected maximum of the random variables in T . We now argue that maximizing g(T ) is an NP-hard problem in general. We will do this by reducing an instance of Set Cover to the problem.
Recall that in set cover, we have a universe U , and a set T = {S 1 , .., S n } of subsets of U i.e. S i ⊂ U for all i. We wish to know if there is a subset T ⊂ T , with |T | ≤ k, such that Si∈T S i = U. To model this with random variables, let the underlying sample space be U , and each X i = 1 Si the indicator function for the set S i . Then it is easy to see that there exists a team size k with expected maximum 1 if and only if there exists T as above, |T | ≤ k. So maximizing the expected maximum of a set size k provides an answer to the NP complete decision problem.
In terms of approximation, we can apply the general hill-climbing result mentioned earlier [Nemhauser and Wolsey 1978] to provide a (1 − 1/e) approximation for finding the set of k dependent random variables with the largest expected maximum.
A natural question is whether independence is a strong enough assumption to guarantee a better approximation ratio. Indeed, we may even be tempted to ask QUESTION 4.1. If X 1 , ..., X n are (discrete) independent random variables, does hillclimbing find the size k set maximizing the expected maximum?
Unfortunately, this is false. For a simple counterexample, take X taking positive values (9/5, 6/5) with respective probability masses (1/3, 1/3), Y deterministically 1 + for very small, and Z taking a positive value 3/2 with probability 2/3. Then E(Y ) > E(X), E(Z) which means in the first step, hill-climbing would choose Y . But, E(max(X, Z)) > E(max(Y, Z)), E(max(X, Y )) so hill-climbing would not find the optimal solution. In this counterexample, Y, Z are both examples of weighted Bernoulli random variables.
Definition 4.2. We say a random variable X has the weighted Bernoulli distribution, if X = x for some x ≥ 0 with probability p, and X = 0 otherwise.
What is surprising is that when all our random variables are weighted Bernoulli, Question 4.1 has an affirmative answer. THEOREM 4.3. Given a pool of random variables, each of weighted Bernoulli distribution, performing hill-climbing with respect to E(max(·)) finds the size k set maximizing the expected maximum.
In the context of forming teams, we can think of candidates with weighted Bernoulli distributions as having a sharply "on-off " success pattern -they have a single way to succeed, producing a given utility, and otherwise they provide zero utility.
For X as above, we will find it convenient to denote X as (p, x). For two weighted Bernoulli random variables X = (p, x) and Y = (q, y), we use X ≥ Y to mean x ≥ y. For X i = (p i , x i ), with X 1 ≥ .. ≥ X k , the expected maximum has an especially clean form:
Rewriting this slightly, it also has an intrinsically recursive structure E (max(X 1 , ..., X k )) = p 1 x 1 + (1 − p 1 )E(max(X 2 , ..., X k )) As a step towards proving Theorem 4.3, we need two useful lemmas on when random variables can be exchanged without negatively affecting the expected maximum. Assume from now on all random variables are weighted Bernoulli.
We state the lemmas below, with full proofs in the Appendix.
Our first lemma shows that if one random variable dominates another in both nonzero value and expectation, we may always substitute in the dominating variable. So given two random variables with the same expected value, we always prefer the 'riskier' random variable.
LEMMA 4.4. If X ≥ Y , and E(X) ≥ E(Y ), then for any X 1 , ..., X k , E(max(X, X 1 , ..., X k )) ≥ E(max(Y, X 1 , ..., X k )) The next lemma describes a slightly technical variant of the above substitution rule:
We can now easily prove Theorem 4.3 PROOF. (Theorem 4.3) We prove this inductively, showing that the element chosen by hill-climbing at time i is part of the optimal set from then on. Our base case is proving the first element chosen, X = (x, p), which has greatest expectation, is always in the optimal set. Suppose the optimal set size k is {Y 1 , ..., Y k }. Then if some Y i ≤ X, by Lemma 4.4, we could replace Y i by X. So X ≤ Y k . But as Y k only appears as E(Y k ) in E(max(Y 1 , ..., Y k ), and X has greatest expectation, we can replace Y k by X.
Suppose we have chosen t random variables, X 1 ≥ ... ≥ X t , with the t th random variable chosen being X i . By the induction hypothesis, we know X j for j = i are part of any ≥ t sized optimal set. For an optimal solution size k, let Y 1 ≥ ... ≥ Y m (where m may equal 0) be the random variables distinct from X i , inbetween X i−1 and X i+1 value-wise. Similarly, let Z 1 ≥ ... ≥ Z h be the random variables inbetween X i+1 and X k . We have a few cases.
First note if m > 0, and X i ≥ Y j some j, then as E(max(X i , ..., X t )) ≥ E(max(Y j , X i+1 , ..., X t )), by applying Lemma 4.5, we can swap Y j with X i . So X i ≤ Y j for all j, or m = 0. In either case, if h > 0, applying Lemma 4.5 again, we may swap X i with Z 1 . So h = 0, and so in order value, the final string of random variables in the optimal set is just X i , X i+1 , ..., X k . Note that if we take the smallest random variable distinct from the X l larger than X i , say Y , X j ≥ Y ≥ X j+1 , then as E(max(X 1 , ..., X t )) ≥ E(max(Y, X 1 , ..., X i−1 , X i+1 , ...X t )) from the choice of elements by the hill-climbing algorithm, by the recursive structure of the expected maximum, we must have E(max(X j , X j+1 , ..., X i , ..., X t )) ≥ E(max(X j , Y, ..., X i−1 , X i+1 , ..., X t )) so we can swap Y with X i . This completes the induction step, and the proof.
This proof method gives us a simple condition which is sufficient (though slightly stronger than necessary) for when the hill climbing algorithm finds the optimal set: CONDITION 4.6. Let f be a submodular function on a universe U . If S t = {x 1 , ..., x t } is the set picked by hill climbing at time t, (with S = ∅) at t = 0, and x t+1 is the next element chosen by hill climbing, then for any Z ⊂ U \ S t , must have For submodular functions satisfying Condition 4.6, it is possible to prove the optimality of hill-climbing as above. Given that S t is part of the optimal set, we show that we can always substitute in x t+1 into the optimal solution and ensure the value of f doesn't decrease. Hence, x t+1 must be part of the optimal set.
CONCLUSION AND OPEN PROBLEMS
In this paper, we have demonstrated that for a natural family of submodular performance metrics, team selection can happen solely on an individual basis, with minimal concession in team quality. However, this selection criterion is more intricate than the canonical test (singleton set value), the performance of which we also characterized. Not all submodular functions are amenable to such an approximation, and we exhibited examples where no function could always guarantee a constant order bound. This leads to the natural question of whether it is possible to characterize the truly submodular functions (functions for which, like the expected maximum, the canonical test performs poorly) which can approximated in such a fashion. There may be an opportunity to connect such questions to a distinct literature on approximating a submodular function with only a small number of values known [Goemans et al. 2009 ], and approximation by juntas [Feldman and Vondrak 2013] .
Finally, we also explored the implications of independence of random variables when using hill-climbing to approximate the size-k set maximizing the expected maximum. We established that for certain random variables, we could find the true optimum this way. A natural question is then, for what distributional assumptions can we guarantee optimality, or a significantly better approximation ratio? Much work has been done on structural properties of ensembles of random variables with different distributions [Daskalakis et al. 2012a] , [Daskalakis et al. 2012b] , and it is possible that such techniques may be useful here.
