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New Wiener amalgam spaces are introduced for local Hardy spaces. A general summability
method, the so-called θ-summability is considered for Gabor series. It is proved that the
maximal operator of the θ-means is bounded from hp to Lp and from the amalgam space
W (hp, ∞) to W (Lp, ∞). This implies the almost everywhere convergence of the θ-means
for all f ∈ W (L1, ∞).
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1. Introduction
It is known that the partial sums of the Fourier series of f ∈ Lp(T) (1 < p < ∞) converge to f in norm and almost
everywhere (see Carleson [5]). This result is not true for p = 1. However, for some well-known summability methods,
such as those named after Fejér, Riesz, Weierstrass, Abel, etc., the corresponding means σn f of the Fourier series of f
converge to f almost everywhere if f ∈ L1(T) (see Zygmund [35], Butzer and Nessel [4], Stein and Weiss [26] or Trigub and
Belinsky [28]).
A general method of summation, the so-called θ -summation method, which is generated by a single function θ and
which includes all summations just mentioned, is studied intensively in the literature (see Butzer and Nessel [4], Trigub and
Belinsky [28] and Weisz [30] and the references therein). Feichtinger and Weisz [9,10] generalized these results and proved
that under some conditions on θ the maximal operator of the θ -means σ θ∗ is bounded on Lp (1 < p ∞) and of weak
type (1,1), i.e.,
sup
ρ>0
ρλ
(
σ θ∗ f > ρ
)
 C‖ f ‖1
(
f ∈ L1(T)
)
.
This last inequality implies the convergence of σ θn f to f a.e. as n → ∞ and f ∈ L1(T). One way for proving the weak
type (1,1) inequality and the a.e. convergence is to extend the boundedness of σ θ∗ to p < 1, more exactly, to show that σ θ∗
is bounded from the Hardy space Hp(T) to Lp(T), where p0 < p  1 and then to apply interpolation theory (see Weisz [31]).
In [34] we extended these results to local Hardy spaces hp(R) and to Fourier transforms. The so-called local Hardy spaces
were introduced and investigated ﬁrst by Goldberg [14]. These spaces have already been used also in Gabor analysis (see
Gilbert and Lakey [13] and Weisz [32]).
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k,n∈Zd
〈 f ,MβnTαk g〉MβnTαkγ
of f , where α,β > 0, g, γ ∈ W (L∞, 1)(Rd), and M denotes the modulation operator and T the translation operator. Here
W (Lp, q)(Rd) denotes the Wiener amalgam spaces. We suppose that the window functions g and γ generate dual Gabor
frames for L2(Rd). Gröchenig, Heil and Okoudjou [18,19] proved the norm convergence of the partial sums of the Gabor se-
ries of f ∈ W (Lp, q)(Rd), 1 < p < ∞,1 q < ∞. The same result was also shown by Grafakos and Lennard [16] for Lp(Rd)
(1 < p < ∞) functions and for special window functions from the Schwartz class. If θˆ is integrable and 1 p < ∞ then Fe-
ichtinger and Weisz [11,8] veriﬁed the norm convergence of the θ -summation method (see also Grafakos and Lennard [16]
for the Fejér means). The almost everywhere convergence of the θ -means of the Gabor series of f ∈ W (L1, ∞)(Rd) can be
found in [33].
In the present paper starting with the local Hardy spaces we introduce new Wiener amalgam spaces W (hp, ∞)(Rd).
Under the same conditions on θ we verify that the maximal operator σ θ∗ of the θ -means of Gabor series is bounded from
the local Hardy spaces hp(Rd) to Lp(Rd) (p0 < p < ∞) and from the Wiener amalgam Hardy space W (hp, ∞)(Rd) to
W (Lp, ∞)(Rd) (p0 < p < ∞). Both proofs need essentially new ideas, because the window functions are rather complex
to handle. These theorems imply weak type inequalities and the almost everywhere convergence of the θ -means for all
f ∈ W (L1, ∞)(Rd). Finally, as special cases of the θ -summation method we investigate all well-known summability meth-
ods, such as the summation methods of Fejér, Riesz, Weierstrass, Abel, Picard, Bessel, Riemann, de La Vallée-Poussin and
Rogosinski.
I would like to thank the referees for reading the paper carefully and for their useful comments and suggestions.
2. Wiener amalgams and Hardy spaces
Let us ﬁx d  1, d ∈ N. For a set Y 	= ∅ let Yd be its Cartesian product Y × · · · × Y taken with itself d times. For
x = (x1, . . . , xd) ∈ Rd and u = (u1, . . . ,ud) ∈ Rd set
u · x :=
d∑
k=1
ukxk, |x| :=
(
d∑
k=1
|xk|2
)1/2
, ‖x‖∞ := max
k=1,...,d
|xk|.
The norm (or quasi-norm) of the usual Lp(Rd) space is given by ‖ f ‖p := (
∫
Rd
| f |p dλ)1/p (0 < p ∞), where λ is the
Lebesgue measure. The space of continuous functions with the supremum norm is denoted by C(Rd). We use the notation |I|
for the Lebesgue measure of the set I .
The weak Lp space, Lp,∞(Rd) (0 < p < ∞) consists of all measurable functions f for which
‖ f ‖Lp,∞ := sup
ρ>0
ρλ
(| f | > ρ)1/p < ∞,
while we set L∞,∞(Rd) = L∞(Rd). Note that Lp,∞(Rd) is a quasi-normed space (see Bergh and Löfström [3]). It is easy to
see that for each 0 < p ∞,
Lp
(
R
d)⊂ Lp,∞(Rd) and ‖ · ‖Lp,∞  ‖ · ‖p .
For a measurable function φ on Rd let
φt(x) := t−dφ(x/t)
(
x ∈ Rd, t > 0).
Given a Schwartz function φ ∈ S(Rd) with ∫
Rd
φ dλ 	= 0 and suppφ ⊂ [0,1/2]d , the local Hardy space hp(Rd) (0 < p ∞)
consists of all tempered distributions f for which
‖ f ‖hp(Rd) :=
∥∥∥ sup
0<t<1
| f ∗ φt |
∥∥∥
Lp(Rd)
< ∞.
If we take in the deﬁnition instead of the Lp(Rd) norm the Lp,∞(Rd) norm, then we get the weak local Hardy space hp,∞(Rd)
(0 < p ∞). Taking the supremum over all 0 < t < ∞ we obtain the deﬁnition of the classical Hardy space Hp(Rd) (for more
about classical Hardy spaces see Stein [25] or Weisz [30]). Other non-zero Schwartz functions φ deﬁne the same spaces and
equivalent norms. Usually the classical Hardy spaces are investigated. Local Hardy spaces were introduced in Goldberg [14]
(see also Triebel [27]). They ensure a useful tool in Gabor analysis (see Gilbert and Lakey [13] and Weisz [32]). As we have
seen in [34], these spaces can be well used also in summation theory of Fourier transforms.
It is known that the Hardy spaces hp(Rd), Hp(Rd) are equivalent to the Lp(Rd) space when 1 < p ∞ and H1(Rd) ⊂
h1(Rd) ⊂ L1(Rd). Moreover,
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(
f ∈ L1
(
R
d))
(see e.g. Stein [25], Weisz [30] and Goldberg [14]).
The atomic decomposition is a useful characterization of Hardy spaces. A bounded function a is an hp(Rd)-atom if there
exists a cube I ⊂ Rd such that
(i) suppa ⊂ I ,
(ii) ‖a‖∞  |I|−1/p ,
(iii) if |I| < 1 then ∫I a(x)xk dλ(x) = 0 for all multi-indices k = (k1, . . . ,kd) with |k| L, where L  [d(1/p−1)]. Note that [x]
denotes the integer part of x ∈ R.
We will say that a is a type 1 atom if |I| < 1 and a type 2 atom if |I| 1. If we require the moment condition in (iii) for all
|I| 1 then we obtain the deﬁnition of Hp(Rd)-atom (see Lu [22], Stein [25] and Goldberg [14]).
Theorem 1. A tempered distribution f is in hp(Rd) (0 < p  1) if and only if there exist a sequence (ak, k ∈ N) of hp(Rd)-atoms and
a sequence (μk, k ∈ N) of real numbers such that
∞∑
k=0
|μk|p < ∞ and
∞∑
k=0
μkak = f in the sense of distributions. (1)
Moreover,
‖ f ‖hp ∼ inf
( ∞∑
k=0
|μk|p
)1/p
where the inﬁmum is taken over all decompositions of f of the form (1).
Given a (quasi-)Banach space X on Rd , a measurable function f belongs to the Wiener amalgam space W (X, q)(Rd)
(0 < q∞) if
‖ f ‖W (X,q) :=
(∑
k∈Zd
‖ f |[k,k+1)‖qX
)1/q
< ∞
with the obvious modiﬁcation for q = ∞, where k+ 1 := (k1 + 1, . . . ,kd + 1). W (X, c0)(Rd) is deﬁned analogously, where c0
denotes the set of bounded sequences with limit 0. In this paper we will use the Wiener amalgam spaces for X = Lp(Rd),
Lp,∞(Rd),hp(Rd),hp,∞(Rd). The smallest closed subspace of W (L∞, q)(Rd) containing continuous functions is denoted by
W (C, q)(Rd) (1 q∞). The space W (C, 1)(Rd) is called Wiener algebra. It is used quite often in Gabor analysis, because
it provides a convenient and general class of windows (see e.g. Walnut [29] and Gröchenig [17,18]). As we have seen in
Feichtinger and Weisz [9,10], it plays an important role in summability theory, too. Note that the spaces W (Lp, q)(Rd)
(1 p,q∞) are all translation invariant.
Observe that W (Lp, p)(Rd) = Lp(Rd),
W (Lp1 , q)
(
R
d)←↩ W (Lp2 , q)(Rd) (p1  p2)
and
W (Lp, q1)
(
R
d) ↪→ W (Lp, q2)(Rd) (q1  q2)
(0 < p1, p2,q1,q2 ∞). Thus
W (L∞, 1)
(
R
d)⊂ Lp(Rd)⊂ W (L1, ∞)(Rd) (1 p ∞).
In this paper the constants C and Cp may vary from line to line and the constants Cp are depending only on p, α and β .
3. Gabor frames
Translation and modulation of a function f are deﬁned, respectively, by
Tx f (t) := f (t − x) and Mω f (t) := e2πıω·t f (t)
(
x,ω ∈ Rd).
The Fourier transform of f ∈ L1(Rd) is
F f (x) := fˆ (x) :=
∫
d
f (t)e−2πıx·t dt
(
x ∈ Rd),R
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Q = [0,1)d, Qα = [0,α)d (α > 0).
Given a window g ∈ L2(Rd) and α,β > 0 we say that the collection
G(g,α,β) := {MβnTαk g: k,n ∈ Zd}
is a Gabor frame for L2(Rd) if there exist constants A, B > 0 such that
A‖ f ‖22 
∑
k,n∈Zd
∣∣〈 f ,MβnTαk g〉∣∣2  B‖ f ‖22
for all f ∈ L2(Rd). In this case there exists a dual window γ ∈ L2(Rd) such that G(γ ,α,β) is also a Gabor frame for L2(Rd)
and
f =
∑
k,n∈Zd
〈 f ,MβnTαk g〉MβnTαkγ =
∑
k,n∈Zd
〈 f ,MβnTαkγ 〉MβnTαk g (2)
for all f ∈ L2(Rd). This series converges unconditionally in L2(Rd) and the 2 norm of the Gabor coeﬃcients (〈 f ,MβnTαkγ 〉)
is an equivalent norm on L2(Rd). For more details we refer to Daubechies [6, Chapter 3], Gröchenig [17, Chapter 5],
Benedetto [2] or Heil and Walnut [20].
Under some stronger condition on g and γ , (2) is valid for other function spaces, too. If g, γ is in the Feichtinger’s algebra
then (2) holds for modulation spaces (see Feichtinger and Zimmermann [12] and Gröchenig [17]) and if g, γ ∈ W (L∞, 1)
then for Lp and amalgam spaces (Gröchenig, Heil and Okoudjou [18,19] and Feichtinger and Weisz [11]). In the last case
the convergence is conditional, ﬁrst we sum over n and then over k.
Recall that the nth Fourier coeﬃcient of a 1/β-periodic function h ∈ L1(Q 1/β) is given by
hˆ(n) := βd
∫
Q 1/β
h(t)e−2πıβn·t dt
(
n ∈ Zd).
For g ∈ W (L∞, 1)(Rd) and f ∈ W (Lp, q)(Rd) (1 p,q∞) deﬁne the 1/β-periodic function mg,k by
mg,k(x) := β−d
∑
n∈Zd
( f · Tαk g¯)(x− n/β)
(
k ∈ Zd).
It is proved in Gröchenig, Heil and Okoudjou [19] and Feichtinger and Weisz [11] that mg,k ∈ Lp(Q 1/β) and the sum con-
verges unconditionally in Lp(Q 1/β). Moreover, mˆg,k(n) = 〈 f ,MβnTαk g〉 for all n ∈ Zd and so the Fourier series of mg,k is
mg,k(x) ∼
∑
n∈Zd
〈 f ,MβnTαk g〉e2πıβn·x.
If 1 < p < ∞ then the rectangular partial sums of this Fourier series converge to mg,k in Lp(Q 1/β) norm (cf. Zygmund [35]
or Weisz [30]).
The following theorem is proved by Gröchenig, Heil and Okoudjou [18,19] (see also Feichtinger and Weisz [11] and Balan
and Daubechies [1]).
Theorem 2. (See [18,19].) Assume that g, γ ∈ W (L∞, 1)(Rd) and f ∈ W (Lp, q)(Rd) for some 1  p,q ∞. Then the series
deﬁning the operator
Rg,γ f :=
∑
k∈Zd
mg,kTαkγ
converges unconditionally in W (Lp, q)(Rd) norm if 1  q < ∞ and unconditionally in the weak∗ topology of W (Lp, ∞)(Rd) if
q = ∞. Moreover, R g,γ is bounded on W (Lp, q)(Rd), i.e.
‖Rg,γ f ‖W (Lp ,q)  C‖g‖W (L∞,1)‖γ ‖W (L∞,1)‖ f ‖W (Lp ,q).
If G(g,α,β) is a Gabor frame for L2(Rd) with dual frame G(γ ,α,β) then Rg,γ f = f .
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The Nth square partial sum of a function h ∈ Lp(Q 1/β) is denoted by SNh,
SNh(x) :=
∑
‖n‖∞N
hˆ(n)e2πıβn·x (N ∈ N).
The Lp(Q 1/β) norm (1 < p < ∞) convergence of SNh can be found in Zygmund [35] or Weisz [30]. Moreover, according to
one of the deepest results in harmonic analysis, SNh converges a.e. to h ∈ Lp(Q 1/β) (1 < p < ∞) (see Carleson [5], Hunt [21]
and in the higher-dimensional case Fefferman [7] and also Grafakos [15]). If p = 1 then this is not true. However, using a
summability method we can extend the convergence. Summability methods are used quite often in Fourier analysis. For the
theory of summation see e.g. Butzer and Nessel [4], Trigub and Belinsky [28] and Weisz [30].
In this paper we consider a general summability method, the so-called θ -summability deﬁned by one single function θ .
For θ ∈ W (C, 1)(Rd) the Nth θ -mean of the Fourier series of h ∈ L1(Q 1/β) is deﬁned by
σ θNh(x) :=
∑
n∈Zd
θ
(−n
N
)
hˆ(n)e2πıβn·x (N ∈ N+).
If θ = 1(−1,1)d then we get the partial sums, if θ(x) =
∏d
j=1 max(0,1− |x j|) then the Fejér means.
In Feichtinger and Weisz [9,10] we veriﬁed that if θˆ ∈ L1(Rd) then the operator σ θ∗ is bounded on the Lp(Q 1/β) space
and hence σ θNh → θ(0)h in Lp(Q 1/β) norm as N → ∞ for all h ∈ Lp(Q 1/β) (1 p < ∞), where
σ θ∗ h := sup
N∈N+
∣∣σ θNh∣∣
is the maximal operator. If we have some more information about the derivative of θˆ , then we can extend the boundedness
of σ∗ to the range p < 1. More exactly, assume that θˆ ∈ L1(Rd) is (M + 1)-times differentiable (M ∈ N) and∣∣∂ i11 . . . ∂ idd θˆ (x)∣∣ C |x|−δ (x 	= 0) (3)
for i1+· · ·+ id = M,M+1 and for some d+M < δ  d+M+1. Then the operator σ θ∗ is bounded from Hp(Rd) to Lp(Rd) for
all d/δ < p ∞ and it is of weak type (1,1). This implies σ θNh → θ(0)h a.e. as N → ∞ for all h ∈ L1(Q 1/β) (see Weisz [31]).
Recently we extended these results to local Hardy spaces in [34].
These results are generalized for Gabor series as follows. The partial sums and the θ -means are deﬁned for Gabor series
by
Sg,γ ,K ,N f := SK ,N f :=
∑
‖k‖∞K
∑
‖n‖∞N
〈 f ,MβnTαk g〉MβnTαkγ
and
σ θg,γ ,K ,N f := σ θK ,N f :=
∑
‖k‖∞K
∑
n∈Zd
θ
(−n
N
)
〈 f ,MβnTαk g〉MβnTαkγ ,
respectively, where g, γ ∈ W (L∞, 1)(Rd), f ∈ W (L1, ∞)(Rd) and θ ∈ W (C, 1)(Rd). Note that the summation method just
deﬁned is not symmetric. It is taken in the frequency domain, only. As we can see later we obtain results for the partial
sums in the time domain and for the summability means in the frequency domain, so it is not necessary to consider
summability in the time domain, because we achieve “better” results. However, we can deﬁne a symmetric summability
method, see the remark after Corollary 2.
If g, γ ∈ W (L∞, 1)(Rd) such that G(g,α,β) is a Gabor frame for L2(Rd) with dual frame G(γ ,α,β) then
lim
K ,N→∞ SK ,N f = f a.e. and in W (Lp, q)
(
R
d
)
norm
for all 1 < p < ∞, 1 q < ∞ and f ∈ W (Lp, q)(Rd). If in addition θˆ ∈ L1(Rd) and 1 p < ∞ then
lim
K ,N→∞σ
θ
K ,N f = θ(0) f in W (Lp, q)
(
R
d
)
norm
(see Gröchenig, Heil and Okoudjou [18,19] and Feichtinger and Weisz [11]). Note that Fejér summation of Gabor series for
L1(Rd) spaces and for special window functions from the Schwartz class was investigated in Grafakos and Lennard [16], too.
Another type of summation method was considered for L2(Rd) spaces in Lyubarskii and Seip [23]. With a completely differ-
ent method we have proved in [33] that under the condition (3) the last convergence holds a.e. for all f ∈ W (L1, ∞)(Rd).
We obtained in [33] that if θ ∈ W (C, 1)(Rd), θˆ ∈ L1(Rd) and g, γ ∈ W (L∞, 1)(Rd) then
σ θK ,N f =
∫
d
f (t)F θK ,N(x, t)dt
(
f ∈ W (L1, ∞)
(
R
d))
R
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F θK ,N(x, t) = Nd
∑
‖k‖∞K
∑
n∈Zd
θˆ
(
N
(
β(x− t) + n))Tαk g(t)Tαkγ (x).
We have proved in [33] that the maximal θ -operator of Gabor series
σ θg,γ ,∗ := σ θ∗ f := sup
K ,N∈N+
∣∣σ θK ,N f ∣∣
is bounded on L∞(Rd), i.e.∥∥σ θ∗ f ∥∥∞  C‖θˆ‖1‖g‖W (L∞,1)‖γ ‖W (L∞,1)‖ f ‖∞. (4)
5. θ -Summability and the hp Hardy spaces
In this section we generalize the preceding results and prove that σ θ∗ is bounded from hp(Rd) to Lp(Rd) and from
W (hp, ∞)(Rd) to W (Lp, ∞)(Rd). In this way we obtain a.e. convergence of the θ -summation method for functions from
W (L1, ∞)(Rd).
Theorem 3. For θ ∈ W (C, 1)(Rd) suppose that θˆ ∈ L1(Rd) is (M + 1) times differentiable (M ∈ N) and there exists d + M < δ 
d + M + 1 such that (3) holds, whenever 0 i1 + · · · + id  M + 1. Let d/δ < p  1, γ ∈ W (L∞, p)(Rd) and g ∈ W (L∞, p)(Rd)
be M + 1 times differentiable such that ∂ i11 . . . ∂ idd g ∈ W (L∞, p)(Rd) for i1 + · · · + id = M + 1. Then
∥∥σ θ∗ f ∥∥p  Cp(1+ ‖θˆ‖1)
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
‖γ ‖W (L∞,p)‖ f ‖hp (5)
for all f ∈ hp(Rd). Moreover, for all p  r < ∞,
∥∥σ θ∗ f ∥∥r  Cp,θ
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
‖γ ‖W (L∞,p)‖ f ‖hr (6)
( f ∈ hr(Rd)). If p < 1 then
∥∥σ θ∗ f ∥∥L1,∞  Cp,θ
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
‖γ ‖W (L∞,p)‖ f ‖1 (7)
for all f ∈ L1(Rd).
Proof. Let d/δ < p  1 and a be an arbitrary hp(Rd)-atom with support I , where I is a cube and 2−L−1 < |I|1/d  2−L for
some L ∈ Z. First suppose that a is a type 2 atom, i.e., L  0. Then∫
Rd
∣∣σ θ∗ a(x)∣∣p dx =
∫
Rd
sup
K ,N∈N+
∣∣∣∣
∫
I
a(t)Nd
∑
‖k‖∞K
∑
n∈Zd
θˆ
(
N
(
β(x− t) + n))Tαk g(t)Tαkγ (x)dt
∣∣∣∣
p
dx
 Cp2Ld
∫
Rd
sup
K ,N∈N+
( ∑
‖k‖∞K
∑
n∈Zd
∫
I
Nd
∣∣θˆ(Nβ(x− t + n/β))∣∣∣∣Tαk g(t)∣∣∣∣Tαkγ (x)∣∣dt
)p
dx
 Cp2Ld
∫
Rd
sup
N∈N+
(∑
k∈Zd
∑
n∈Zd
∑
l∈L
∫
Tl/β Q 1/β
Nd
∣∣θˆ(Nβ(x− t + n/β))∣∣∣∣Tαk g(t)∣∣∣∣Tαkγ (x)∣∣dt
)p
dx,
where L ⊂ Zd is the smallest ﬁnite set, such that ⋃l∈L Tl/β Q 1/β ⊃ I . It is easy to see that |L| ∼ |I|. Since∫
Rd
∣∣γ (x)∣∣p dx ‖γ ‖pW (L∞,p)
and ∑
n∈Zd
∫
T Q
Nd
∣∣θˆ(Nβ(x− t + n/β))∣∣dt = ‖θˆ‖1l/β 1/β
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Rd
∣∣σ θ∗ a(x)∣∣p dx Cp2Ld
∫
Rd
∑
k∈Zd
∑
l∈L
‖θˆ‖p1 sup
t∈Tl/β Q 1/β
∣∣Tαk g(t)∣∣p∣∣Tαkγ (x)∣∣p dx
 Cp‖θˆ‖p12Ld
∑
k∈Zd
∑
l∈L
sup
t∈Tl/β Q 1/β
∣∣Tαk g(t)∣∣p
∫
Rd
∣∣γ (x)∣∣p dx
 Cp‖θˆ‖p12Ld
∑
l∈L
‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)
 Cp‖θˆ‖p1‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p). (8)
Next assume that a is a type 1 atom, i.e. L  0. Then∫
Rd
∣∣σ θ∗ a(x)∣∣p dx∑
n∈Zd
∫
Rd
sup
K ,N∈N+
∣∣∣∣
∫
I
a(t)Nd
∑
‖k‖∞K
θˆ
(
Nβ(x− t + n/β))
× Tαk g(t)Tαkγ (x)
(
1{4I−n/β}(x) + 1{(4I−n/β)c}(x)
)
dt
∣∣∣∣
p
dx
=
∑
n∈Zd
∫
Rd
sup
K ,N∈N+
∣∣∣∣
∫
I
a(t)Nd
∑
‖k‖∞K
θˆ
(
Nβ(x− t))
× Tαk g(t)Tαkγ (x− n/β)
(
1{4I}(x) + 1{(4I)c}(x)
)
dt
∣∣∣∣
p
dx
=
∑
n∈Zd
(∫
4I
+
∫
(4I)c
)
sup
K ,N∈N+
∣∣AK ,N,n(x)∣∣p dx, (9)
where 4I denotes the cube with the same center as I and with measure 4d|I|. We obtain for the ﬁrst expression that
∑
n∈Zd
∫
4I
sup
K ,N∈N+
∣∣AK ,N,n(x)∣∣p dx = ∑
n∈Zd
∫
4I
sup
K ,N∈N+
∣∣∣∣
∫
I
a(t)Nd θˆ
(
Nβ(x− t)) ∑
‖k‖∞K
Tαk g(t)Tαkγ (x− n/β)dt
∣∣∣∣
p
dx
 Cp2Ld
∫
4I
∑
k∈Zd
∑
n∈Zd
sup
N∈N+
(∫
I
Nd
∣∣θˆ(Nβ(x− t))∣∣∣∣Tαk g(t)∣∣∣∣Tαkγ (x− n/β)∣∣dt
)p
dx.
Since ∑
n∈Zd
∣∣Tαkγ (x− n/β)∣∣p  Cp‖γ ‖pW (L∞,p) (x ∈ Rd),
we conclude∑
n∈Zd
∫
4I
sup
K ,N∈N+
∣∣AK ,N,n(x)∣∣p dx Cp2Ld ∑
k∈Zd
∫
4I
sup
N∈N+
(∫
I
Nd
∣∣θˆ(Nβ(x− t))∣∣dt)p dx sup
I
|Tαk g|p‖γ ‖pW (L∞,p)
 Cp2Ld
∫
4I
‖θˆ‖p1 dx‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)
 Cp‖θˆ‖p1‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p). (10)
We split the second expression in (9) into two parts:∫
(4I)c
sup
K ,N∈N+
∣∣AK ,N,n(x)∣∣p dx
∫
(4I)c
sup
K∈N+,N2L
∣∣AK ,N,n(x)∣∣p dx+
∫
(4I)c
sup
K∈N+,N2L
∣∣AK ,N,n(x)∣∣p dx.
Let N  2L and
Pl θˆ (x, t) :=
l∑ ∑
(−1) j∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0)
)
(Nβ) j
d∏ (tq − t0,q)iq
iq!j=0 i1+···+id= j q=1
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AK ,N,n(x) =
∫
I
a(t)Nd
∑
‖k‖∞K
(
θˆ
(
Nβ(x− t))− PM−1θˆ (x, t))Tαk g(t)Tαkγ (x− n/β)dt
+
∫
I
a(t)Nd
∑
‖k‖∞K
PM−1θˆ (x, t)Tαk g(t)Tαkγ (x− n/β)dt
= BK ,N,n(x) + CK ,N,n(x).
By Taylor’s formulae there exists 0 < v < 1 such that
BK ,N,n(x) =
∫
I
a(t)Nd
∑
‖k‖∞K
∑
i1+···+id=M
(−1)M∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0) − Nβv(t − t0)
)
× (Nβ)M
d∏
q=1
(tq − t0,q)iq
iq! Tαk g(t)Tαkγ (x− n/β)dt.
Applying the deﬁnition of the atom and (3) we obtain
∣∣BK ,N,n(x)∣∣ Cp2Ld/p−LMNd+M
∫
I
∑
‖k‖∞K
∣∣Nβ(x− t0) − Nβv(t − t0)∣∣−δ∣∣Tαk g(t)∣∣∣∣Tαkγ (x− n/β)∣∣dt. (11)
Let us denote by B(c,h) (c ∈ Rd, h > 0) the ball {x ∈ Rd: |x − c| < h}. If x ∈ B(t0,d1/2(i + 1)2−L) \ B(t0,d1/2i2−L) (i  1)
then
∣∣BK ,N,n(x)∣∣ Cp2Ld/p−LMNd+M−δ ∑
‖k‖∞K
∫
I
∣∣(x− t0) − v(t − t0)∣∣−δ dt sup
I
|Tαk g|
∣∣Tαkγ (x− n/β)∣∣
 Cp2Ld/p−LMNd+M−δ
∑
‖k‖∞K
∫
I
(
i2−L
)−δ
dt
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|
 Cp2Ld/p−LM−Ld+LδNd+M−δ i−δ
∑
‖k‖∞K
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|
 Cp2Ld/pi−δ
∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|, (12)
because N  2L . Thus
∑
n∈Zd
∫
(4I)c
sup
K∈N+,N2L
∣∣BK ,N,n(x)∣∣p dx

∑
n∈Zd
∞∑
i=1
∫
B(t0,d1/2(i+1)2−L)\B(t0,d1/2 i2−L)
sup
K∈N+,N2L
∣∣BK ,N,n(x)∣∣p dx
 Cp2Ld
∞∑
i=1
i−δp
∫
B(t0,d1/2(i+1)2−L)\B(t0,d1/2 i2−L)
∑
n∈Zd
∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣p sup
I
|Tαk g|p dx
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)2
Ld
∞∑
i=1
id−12−Ldi−δp
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)
∫
Rd\B(0,1)
|x|−δp dx
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p) (13)
if d/δ < p  1.
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CK ,N,n(x) =
∫
I
a(t)Nd
∑
‖k‖∞K
M−1∑
j=0
∑
i1+···+id= j
(−1) j∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0)
)
× (Nβ) j
d∏
q=1
(tq − t0,q)iq
iq! Tαk g(t)Tαkγ (x− n/β)dt
and
∣∣CK ,N,n(x)∣∣ Cp M−1∑
j=0
2Ld/p−L jNd+ j
∫
I
∑
k∈Zd
∣∣Nβ(x− t0)∣∣−δ∣∣Tαk g(t)∣∣∣∣Tαkγ (x− n/β)∣∣dt
 Cp
M−1∑
j=0
2Ld/p−L jNd+ j−δ
∑
k∈Zd
∫
I
(
i2−L
)−δ
dt
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|
 Cp
M−1∑
j=0
2Ld/p−L j+Ld+L j−Lδ2−Ld
(
i2−L
)−δ ∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|
 Cp2Ld/pi−δ
∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣ sup
I
|Tαk g|,
whenever x ∈ B(t0, (i + 1)2−L) \ B(t0, i2−L) and N  2L . Similarly to (13),∑
n∈Zd
∫
(4I)c
sup
K∈N+,N2L
∣∣CK ,N,n(x)∣∣p dx Cp‖g‖pW (L∞,p)‖γ ‖pW (L∞,p).
Hence, by (13),∑
n∈Zd
∫
(4I)c
sup
K∈N+,N2L
∣∣AK ,N,n(x)∣∣p dx Cp‖g‖pW (L∞,1)‖γ ‖pW (L∞,1). (14)
Now let N < 2L and recall that a is a type 1 atom. In this case we deﬁne the terms BK ,N,n and CK ,N,n by using the Taylor
polynomial PM θˆ (x, t) instead of PM−1θˆ (x, t). Since ud+M+1−δ is non-decreasing in u  0, we can see exactly as above that∑
n∈Zd
∫
(4I)c
sup
K∈N+,N<2L
∣∣BK ,N,n(x)∣∣p dx Cp‖g‖pW (L∞,p)‖γ ‖pW (L∞,p) (15)
if d/δ < p  1. Let us denote the lth Taylor polynomial of Tαk g by PlTαk(t):
PlTαk g(t) :=
l∑
j=0
∑
i1+···+id= j
∂
i1
1 . . . ∂
id
d Tαk g(t0)
d∏
q=1
(tq − t0,q)iq
iq! .
By (iii) of the deﬁnition of the atom we get for the term CK ,N,n(x) that
CK ,N,n(x) =
∫
I
a(t)Nd
∑
‖k‖∞K
M∑
j=0
∑
i1+···+id= j
(−1) j∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0)
)
× (Nβ) j
d∏
q=1
(tq − t0,q)iq
iq! Tαk g(t)Tαkγ (x− n/β)dt
=
∫
I
a(t)Nd
∑
‖k‖∞K
(
M∑
j=0
∑
i1+···+id= j
(−1) j∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0)
)
(Nβ) j
d∏
q=1
(tq − t0,q)iq
iq!
)
Tαkγ (x− n/β)
×
(
Tαk g(t) −
M∑ ∑
∂
i1
1 . . . ∂
id
d Tαk g(t0)
d∏ (tq − t0,q)iq
iq!
)
dt.j=0 i1+···+id= j q=1
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CK ,N,n(x) =
∫
I
a(t)Nd
∑
‖k‖∞K
(
M∑
j=0
∑
i1+···+id= j
(−1) j∂ i11 . . . ∂ idd θˆ
(
Nβ(x− t0)
)
(Nβ) j
d∏
q=1
(tq − t0,q)iq
iq!
)
Tαkγ (x− n/β)
×
( ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
(
t0 + v(t − t0)
) d∏
q=1
(tq − t0,q)iq
iq!
)
dt.
Hence
∣∣CK ,N,n(x)∣∣ Cp M∑
j=0
2Ld/p−L j−L(M+1)Nd+ j−δ
∫
I
∑
k∈Zd
|x− t0|−δ
×
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
(
t0 + v(t − t0)
)∣∣∣∣∣∣Tαkγ (x− n/β)∣∣dt
 Cp
M∑
j=0
2Ld/p−L j−L(M+1)Nd+ j−δ
∑
k∈Zd
∫
I
(
i2−L
)−δ
dt
× ∣∣Tαkγ (x− n/β)∣∣ sup
I
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣
 Cp
M∑
j=0
2Ld/p−L j−L(M+1)−Ld+Lδ i−δ
×
∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣ sup
I
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣
 Cp2Ld/pi−δ
∑
k∈Zd
∣∣Tαkγ (x− n/β)∣∣ sup
I
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣, (16)
whenever x ∈ B(t0,d1/2(i + 1)2−L) \ B(t0,d1/2i2−L) and N < 2L . From this it follows that∑
n∈Zd
∫
(4I)c
sup
K∈N+,N<2L
∣∣CK ,N,n(x)∣∣p dx
 Cp2Ld
∑
n∈Zd
∞∑
i=1
i−δp
∫
B(t0,d1/2(i+1)2−L)\B(t0,d1/2 i2−L)
∑
k∈Zd
sup
I
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣
p∣∣Tαkγ (x− n/β)∣∣p dx
 Cp
∥∥∥∥ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)2Ld
∞∑
i=1
id−12−Ldi−δp
 Cp
∥∥∥∥ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)
if d/δ < p  1. This and (15) imply
∑
n∈Zd
∫
(4I)c
sup
K∈N+,N<2L
∣∣AK ,N,n(x)∣∣p dx Cp
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥pW (L∞,p)
)
‖γ ‖pW (L∞,1). (17)
Taking into account (9), (10), (14) and (17), we conclude∫
Rd
∣∣σ θ∗ a(x)∣∣p dx Cp(1+ ‖θˆ‖p1)
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥pW (L∞,p)
)
‖γ ‖pW (L∞,p),
which completes the proof of (5). Inequalities (6) and (7) can be obtained by (4) and by interpolation in the usual way. 
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Corollary 1. If p < 1 in Theorem 3 then
lim
K ,N→∞σ
θ
K ,N f = θ(0)Rg,γ f a.e.
for all f ∈ L1(Rd). If G(g,α,β) is a Gabor frame for L2(Rd) with dual frame G(γ ,α,β) then σ θK ,N f converges to θ(0) f a.e.
Now we extend the previous theorem to amalgam Hardy spaces. Note that we will use the exact values of the constants
in (18) and (20) in the proof of Corollary 2.
Theorem 4. For θ ∈ W (C, 1)(Rd) suppose that θˆ ∈ L1(Rd) is (M + 1) times differentiable (M ∈ N) and there exists d + M < δ 
d + M + 1 such that (3) holds, whenever 0 i1 + · · · + id  M + 1. Let d/δ < p  1, γ ∈ W (L∞, p)(Rd) and g ∈ W (L∞, p)(Rd)
be M + 1 times differentiable such that ∂ i11 . . . ∂ idd g ∈ W (L∞, p)(Rd) for i1 + · · · + id = M + 1. Then
∥∥σ θ∗ f ∥∥W (Lp ,∞)  Cp(1+ ‖θˆ‖1)
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
‖γ ‖W (L∞,p)‖ f ‖W (hp,∞) (18)
for all f ∈ W (hp, ∞)(Rd). Moreover, for all p  r < ∞,
∥∥σ θ∗ f ∥∥W (Lr ,∞)  Cp,θ
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
‖γ ‖W (L∞,p)‖ f ‖W (hr ,∞) (19)
( f ∈ W (hr, ∞)(Rd)). If p < 1 then
∥∥σ θ∗ f ∥∥W (L1,∞,∞)  Cp(1+ ‖θˆ‖1)p‖θˆ‖1−p1
( ∑
i1+···+id=0,M+1
∥∥∂ i11 . . . ∂ idd g∥∥W (L∞,p)
)
× ‖γ ‖W (L∞,p)‖ f ‖W (L1,∞) (20)
for all f ∈ W (L1, ∞)(Rd).
Proof. Obviously,
m+1∫
m
∣∣σ θ∗ f (x)∣∣p dx∑
r∈Zd
m+1∫
m
∣∣σ θ∗ ( f |[r,r+1))(x)∣∣p dx
for each m ∈ Zd . Let f |[r,r+1) =∑∞s=0 μr,sar,s be an atomic decomposition of f |[r,r+1) ∈ hp(Rd) (d/δ < p  1) such that
∞∑
s=0
|μr,s|p  Cp‖ f |[r,r+1)‖php  Cp‖ f ‖
p
W (hp,∞).
Since suppφ ⊂ [0,1/2]d we have supp f |[r,r+1) ∗ φt ⊂ [r, r + 3/2), where r ∈ Zd , 0 < t < 1. So we may suppose that ar,s is
supported in a cube Ir,s ⊂ [r, r + 3/2) and 2−Lr,s−1 < |Ir,s|1/d  2−Lr,s for some Lr,s ∈ Z. Thus
m+1∫
m
∣∣σ θ∗ f (x)∣∣p dx∑
r∈Zd
∞∑
s=0
|μr,s|p
m+1∫
m
∣∣σ θ∗ ar,s(x)∣∣p dx. (21)
Similarly to (9) we have
m+1∫
m
∣∣σ θ∗ ar,s(x)∣∣p dx∑
n∈Zd
m+1∫
m
sup
K ,N∈N+
∣∣∣∣
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
θˆ
(
Nβ(x− t + n/β))Tαk g(t)Tαkγ (x)dt
∣∣∣∣
p
dx.
For simplicity we assume that each coordinate of r −m − n/β is non-negative, i.e. rl −ml − nl/β  0 (l = 1, . . . ,d).
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m+1∫
m
∣∣σ θ∗ ar,s(x)∣∣p dx∑
n∈Zd
m+1∫
m
sup
K ,N∈N+
∣∣∣∣
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
θˆ
(
Nβ(x− t + n/β))
× Tαk g(t)Tαkγ (x)
(
1{4Ir,s−n/β}(x) + 1{(4Ir,s−n/β)c}(x)
)
dt
∣∣∣∣
p
dx
=
∑
n∈Zd
( ∫
(m,m+1)∩(4Ir,s−n/β)
+
∫
(m,m+1)∩(4Ir,s−n/β)c
)
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p dx. (22)
In the ﬁrst case∫
(m,m+1)∩(4Ir,s−n/β)
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p dx
=
∫
(m,m+1)∩(4Ir,s−n/β)
sup
K ,N∈N+
∣∣∣∣
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
θˆ
(
Nβ(x− t + n/β))Tαk g(t)Tαkγ (x)dt
∣∣∣∣
p
dx
 Cp2Lr,sd
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∫
(m,m+1)∩(4Ir,s−n/β)
sup
N∈N+
( ∫
Ir,s
Nd
∣∣θˆ(Nβ(x− t + n/β))∣∣dt)p dx
 Cp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p‖θˆ‖p1 .
For ﬁxed r and m there are ﬁnitely many n’s for which |r −m − n/β| 2d1/2. Hence
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|2d1/2}
∫
(m,m+1)∩(4Ir,s−n/β)
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p‖θˆ‖p1
 Cp‖θˆ‖p1‖ f ‖pW (hp,∞)
∑
r∈Zd
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
 Cp‖θˆ‖p1‖ f ‖pW (hp,∞)‖g‖
p
W (L∞,p)
∑
k∈Zd
sup
(m,m+1)
|Tαkγ |p
 Cp‖θˆ‖p1‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)‖ f ‖
p
W (hp,∞). (23)
We split the supremum in the second term of (22) into two parts:
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p  sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p + sup
K∈N+,1N<2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p .
If N  2Lr,s , then∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
=
∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N2Lr,s
∣∣∣∣
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
θˆ
(
Nβ(x− t + n/β))Tαk g(t)Tαkγ (x)dt
∣∣∣∣
p
dx
 Cp2Lr,sd
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∫
(m,m+1)∩(4Ir,s−n/β)c
sup
N2Lr,s
( ∫
Ir,s
Nd
∣∣Nβ(x− t + n/β)∣∣−δ dt)p dx
 Cp2Lr,s(d+dp−δp)
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∫
(4I −n/β)c
( ∫
I
|x− t + n/β|−δ dt
)p
dx. (24)r,s r,s
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|x− tr,s + n/β| Ci2−Lr,s ,
where tr,s is the center of Ir,s , and so∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp2Lr,s(d+dp−δp)
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
×
∞∑
i=1
∫
B(tr,s−n/β,d1/2(i+1)2−Lr,s )\B(tr,s−n/β,d1/2 i2−Lr,s )
( ∫
Ir,s
|x− t + n/β|−δ dt
)p
dx
 Cp2Lr,sd
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∞∑
i=1
i−δp
∫
B(tr,s−n/β,d1/2(i+1)2−Lr,s )\B(tr,s−n/β,d1/2 i2−Lr,s )
dx
 Cp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∞∑
i=1
id−1−δp
 Cp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p,
as in (13). Similarly to (23),
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|2d1/2}
∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)‖ f ‖
p
W (hp,∞). (25)
Remark that (23) and (25) work for both 1 and 2 type atoms, because Ir,s ⊂ [r, r + 3/2).
Now assume that N < 2Lr,s . If a is a type 2 atom then
sup
K∈N+,1N<2Lr,s
∣∣AK ,N,n,r,s(x)∣∣= 0.
So we may suppose that a is a type 1 atom. Then
AK ,N,n,r,s(x) =
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
(
θˆ
(
Nβ(x− t + n/β))− PM θˆ (x+ n/β, t))Tαk g(t)Tαkγ (x)dt
+
∫
Ir,s
ar,s(t)N
d
∑
‖k‖∞K
PM θˆ (x+ n/β, t)Tαk g(t)Tαkγ (x)dt
= BK ,N,n,r,s(x) + CK ,N,n,r,s(x).
By Taylor’s formulae we get similarly to (11) and (12) that∣∣BK ,N,n,r,s(x)∣∣
 Cp2Lr,sd/p−Lr,s(M+1)Nd+M+1−δ
∑
‖k‖∞K
∫
Ir,s
∣∣(x− tr,s + n/β) − v(t − tr,s)∣∣−δ dt sup
(r,r+3/2)
|Tαk g| sup
(m,m+1)
|Tαkγ |
 Cp2Lr,s(d/p+d−δ)
∑
‖k‖∞K
∫
Ir,s
(
i2−Lr,s
)−δ
dt sup
(r,r+3/2)
|Tαk g| sup
(m,m+1)
|Tαkγ |
 Cp2Lr,sd/p
∑
d
i−δ sup
(r,r+3/2)
|Tαk g| sup
(m,m+1)
|Tαkγ |, (26)
k∈Z
F. Weisz / Appl. Comput. Harmon. Anal. 30 (2011) 288–306 301whenever x ∈ (m,m + 1) ∩ (B(tr,s − n/β,d1/2(i + 1)2−Lr,s ) \ B(tr,s − n/β,d1/2i2−Lr,s )) (i  1). Then∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N<2Lr,s
∣∣BK ,N,n,r,s(x)∣∣p dx

∞∑
i=1
∫
B(tr,s−n/β,d1/2(i+1)2−Lr,s )\B(tr,s−n/β,d1/2 i2−Lr,s )
sup
K∈N+,N<2Lr,s
∣∣BK ,N,n,r,s(x)∣∣p dx
 Cp2Lr,sd
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∞∑
i=1
i−δp
∫
B(tr,s−n/β,d1/2(i+1)2−Lr,s )\B(tr,s−n/β,d1/2 i2−Lr,s )
dx
 Cp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∞∑
i=1
id−1−δp
 Cp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p,
which implies
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|2d1/2}
∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N<2Lr,s
∣∣BK ,N,n,r,s(x)∣∣p dx
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)‖ f ‖
p
W (hp,∞). (27)
If x ∈ (m,m + 1) ∩ (B(tr,s − n/β,d1/2(i + 1)2−Lr,s ) \ B(tr,s − n/β,d1/2i2−Lr,s )) (i  1), we get by (16), (26) and (27) that
∣∣CK ,N,n,r,s(x)∣∣ Cp M∑
j=0
2Ld/p−L j−L(M+1)Nd+ j−δ
∫
Ir,s
∑
k∈Zd
|x− tr,s + n/β|−δ
×
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
(
t0 + v(t − t0)
)∣∣∣∣∣∣Tαkγ (x)∣∣dt
 Cp2Lr,sd/pi−δ
∑
k∈Zd
sup
(r,r+3/2)
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣ sup
(m,m+1)
∣∣Tαkγ (x)∣∣ (28)
and
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|2d1/2}
∫
(m,m+1)∩(4Ir,s−n/β)c
sup
K∈N+,N<2Lr,s
∣∣CK ,N,n,r,s(x)∣∣p dx
 Cp
∥∥∥∥ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)‖ f ‖
p
W (hp,∞). (29)
Consequently, (21)–(23), (25), (27) and (29) imply
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|2d1/2}
∫
(m,m+1)
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
(
1+ ‖θˆ‖p1
)∥∥∥∥ ∑
i1+···+id=0,M+1
∂
i1
1 . . . ∂
id
d Tαk g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)‖ f ‖
p
W (hp,∞). (30)
Secondly suppose that |r −m − n/β| > 2d1/2. Observe that if x ∈ (m,m+ 1) and t ∈ Ir,s then
|t − x− n/β| |r −m − 1− n/β| |r −m − n/β| − |1| |r −m − n/β| − d1/2  |r −m − n/β| .
2
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(m,m+1)
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp2Lr,s(d+dp−δp)
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
∫
(m,m+1)
( ∫
Ir,s
|x− t + n/β|−δ dt
)p
dx
 Cp2Lr,s(d−δp)
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p|r −m − n/β|−δp
and
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(m,m+1)
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
∑
r∈Zd
∞∑
s=0
|μr,s|p2Lr,s(d−δp)
∑
n∈Zd
1{|r−m−n/β|>2d1/2}|r −m − n/β|−δp
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p.
Recall that rl −ml − nl/β  0 (l = 0, . . . ,d). Since t ∈ (r −m − n/β, r −m − n/β + 1/β) implies
|t| |r −m − n/β + 1/β| |r −m − n/β| + d
1/2
β

(
1+ 1
2β
)
|r −m − n/β|,
we obtain∑
n∈Zd
1{|r−m−n/β|>2d1/2}|r −m − n/β|−δp

∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(r−m−n/β,r−m−n/β+1/β)
|t|−δp dt

∫
Rd\B(0,1)
|t|−δp dt  Cp .
As Ir,s ⊂ [r, r + 3/2) we have 2−Lr,s  2 and so 2Lr,s(d−δp)  Cp . Consequently,
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(m,m+1)
sup
K∈N+,N2Lr,s
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p
 Cp‖g‖pW (L∞,p)‖γ ‖
p
W (L∞,p)‖ f ‖
p
W (hp,∞). (31)
If N < 2Lr,s and x ∈ (m,m + 1), we can see as in (26) that
∣∣BK ,N,n,r,s(x)∣∣ Cp2Lr,s(d/p+d−δ) ∑
‖k‖∞K
∫
Ir,s
∣∣(x− tr,s + n/β) − v(t − tr,s)∣∣−δ dt sup
(r,r+3/2)
|Tαk g| sup
(m,m+1)
|Tαkγ |
 Cp2Lr,s(d/p−δp)
∑
k∈Zd
sup
(r,r+3/2)
|Tαk g|p sup
(m,m+1)
|Tαkγ |p|r −m − n/β|−δp,
therefore
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(m,m+1)
sup
K∈N+,N<2Lr,s
∣∣BK ,N,n,r,s(x)∣∣p dx
 Cp‖g‖p ‖γ ‖p ‖ f ‖p . (32)W (L∞,p) W (L∞,p) W (hp,∞)
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∣∣CK ,N,n,r,s(x)∣∣ Cp M∑
j=0
2Lr,sd/p−Lr,s j−Lr,s(M+1)Nd+ j−δ
∫
Ir,s
∑
k∈Zd
|x− tr,s + n/β|−δ
×
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
(
t0 + v(t − t0)
)∣∣∣∣∣∣Tαkγ (x)∣∣dt
 Cp2Lr,sd/p−Lr,s(M+1+d)|r −m − n/β|−δp
×
∑
k∈Zd
sup
(r,r+3/2)
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣ sup
(m,m+1)
|Tαkγ |
 Cp2Lr,s(d/p−δ)|r −m − n/β|−δp
×
∑
k∈Zd
sup
(r,r+3/2)
∣∣∣∣ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∣∣∣∣ sup
(m,m+1)
|Tαkγ |,
which implies
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(m,m+1)
sup
K∈N+,N<2Lr,s
∣∣CK ,N,n,r,s(x)∣∣p dx
 Cp
∥∥∥∥ ∑
i1+···+id=M+1
∂
i1
1 . . . ∂
id
d Tαk g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)‖ f ‖
p
W (hp,∞). (33)
Taking into account (31), (32) and (33), we can see that
∑
r∈Zd
∞∑
s=0
|μr,s|p
∑
n∈Zd
1{|r−m−n/β|>2d1/2}
∫
(m,m+1)
sup
K ,N∈N+
∣∣AK ,N,n,r,s(x)∣∣p dx
 Cp
(
1+ ‖θˆ‖p1
)∥∥∥∥ ∑
i1+···+id=0,M+1
∂
i1
1 . . . ∂
id
d Tαk g
∥∥∥∥
p
W (L∞,p)
‖γ ‖pW (L∞,p)‖ f ‖
p
W (hp,∞). (34)
Now (21), (30) and (34) ﬁnishes the proof of (18). By complex and real interpolation we can prove (19) and (20) (for the
details see Weisz [34]). 
Using a density argument presented in [34] we can verify the next extension of Corollary 1. Recall that W (L1, ∞)(Rd)
is a much larger space than L1(Rd).
Corollary 2. If p < 1 in Theorem 4 then
lim
K ,N→∞σ
θ
K ,N f = θ(0)Rg,γ f a.e.
for all f ∈ W (L1, ∞)(Rd). If G(g,α,β) is a Gabor frame for L2(Rd) with dual frame G(γ ,α,β) then σ θK ,N f converges to θ(0) f a.e.
Finally we remark that we can deﬁne a symmetric summation method in the time and frequency domain by
σ
η,θ
K ,N f :=
∑
k∈Zd
∑
n∈Zd
η
(−k
K
)
θ
(−n
N
)
〈 f ,MβnTαk g〉MβnTαkγ ,
where g, γ ∈ W (L∞, 1)(Rd), f ∈ W (L1, ∞)(Rd) and η, θ ∈ W (C, 1)(Rd) with η(0) = 1. (Instead of η ∈ W (C, 1)(Rd) it is
enough to suppose that η ∈ W (L∞, 1)(Rd) is continuous at 0.) If η(x) = 1[0,1](‖x‖∞) then ση,θK ,N f = σ θK ,N f . Let
σ
η,θ∗ f := sup
K ,N∈N+
∣∣ση,θK ,N f ∣∣.
Under these conditions on η all the above results can be shown for ση,θ f and ση,θ∗ f without diﬃculties in the same way.K ,N
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In this section we consider some summability methods as special cases of the θ -summation.
The Sobolev-type space V 21 (R) is a useful space to give some suﬃcient conditions for the θ -functions. A function θ is in
V 21 (R), if there are numbers −∞ = a0 < a1 < · · · < an < an+1 = ∞ such that n = n(θ) is depending on θ and
θ ∈ C(R), θ ∈ C2(ai,ai+1), θ( j) ∈ L1(R)
for all i = 0, . . . ,n and j = 0,1,2. Here Ck denotes the set of k-times continuously differentiable functions. The norm of this
space is introduced by
‖θ‖V 21 :=
2∑
j=0
∥∥θ( j)∥∥1 +
n∑
i=1
∣∣θ ′(ai + 0) − θ ′(ai − 0)∣∣,
where θ ′(ai ± 0) denote the right and left limits of θ ′ . It is easy to see that these limits do exist. Note that if θ ∈ V 21 (R)
then θ ′ has bounded variation (θ ′ ∈ BV(R)) and the second sum in the norm can be replaced by ‖θ ′‖BV(R) .
As we have seen in [31], θ ∈ V 21 (R) implies |θˆ (x)| C/x2. If in addition tθ(t) ∈ L1(R) and tθ ′′(t) ∈ L1(R) then |θˆ ′(x)|
C/x2. Thus the conditions of Theorems 3 and 4 are fulﬁlled with δ = 2, d = 1 and M = 0. Observe that if θ ∈ V 21 (R) has
compact support then the conditions follow automatically. Applying these results, after some computation we can prove
that θ ∈ V 21 (R), tθ(t) ∈ L1(R) and tθ ′′(t) ∈ L1(R) in Examples 1–10.
Example 1 (Fejér summation). Let
θ(x) :=
{
1− |x| if |x| 1
0 if |x| > 1 (x ∈ R).
Example 2 (de La Vallée-Poussin summation). Let
θ(x) =
{1 if |x| 1/2
−2|x| + 2 if 1/2 < |x| 1
0 if |x| > 1
(x ∈ R).
Example 3 (Jackson–de La Vallée-Poussin summation). Let
θ(x) =
⎧⎨
⎩
1− 3x2/2+ 3|x|3/4 if |x| 1
(2− |x|)3/4 if 1 < |x| 2
0 if |x| > 2
(x ∈ R).
The next example generalizes Examples 1, 2 and 3.
Example 4. Let 0 = α0 < α1 < · · · < αm and β0, . . . , βm (m ∈ N) be real numbers, β0 = 1, βm = 0. Suppose that θ is even,
θ(α j) = β j ( j = 0,1, . . . ,m), θ(x) = 0 for x αm , θ is a polynomial on the interval [α j−1,α j] ( j = 1, . . . ,m).
Example 5 (Rogosinski summation). Let
θ(x) =
{
cosπx/2 if |x| 1+ 2 j
0 if |x| > 1+ 2 j ( j ∈ N).
Example 6 (Weierstrass summation). θ(x) = e−|x|γ (x ∈ R, 1 γ < ∞). If γ = 1 then it is called Abel summation.
Example 7. θ(x) = e−(1+|x|q)γ (x ∈ R, 1 q < ∞, 0 < γ < ∞).
Example 8 (Picard and Bessel summations). θ(x) = (1+ |x|γ )−α (x ∈ R, 0 < α < ∞, 1 γ < ∞, αγ > 2).
Example 9. Let
θ(x) :=
{
1 if |x| 1
|x|−α if |x| > 1 (x ∈ R, 2 < α < ∞).
Example 10. Let
θ(x) :=
{
1 if x = 0
1−e−|x|α
|x|α if |x| > 0 (x ∈ R, 2 < α < ∞).
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In the next example M = 0 and δ = (α ∧ 1) + 1.
Example 12 (Riesz summation I). Let
θ(x) :=
{
(1− |x|γ )α if |x| 1
0 if |x| > 1 (x ∈ R)
for some 0 < α < ∞, 1 γ < ∞. We have proved in [30] that∣∣θˆ (x)∣∣, ∣∣θˆ ′(x)∣∣ C|x|(α∧1)+1 .
For the next two examples Theorems 3 and 4 hold for δ = d + M + 1 with arbitrary M ∈ N.
Example 13. If θ(x) = e−2π |x|2 (x ∈ Rd) then θˆ (x) = e−2π |x|2 .
Example 14. For θ(x) = 1/(1+ |x|2)(d+1)/2 (x ∈ Rd) we have θˆ (x) = cde−2π |x| (see Stein and Weiss [26, p. 6]).
Example 15. If θ(x) = e−2π |x| (x ∈ Rd) then θˆ (x) = cd/(1+ |x|2)(d+1)/2. Here M = 0 and δ = d + 1.
Example 16 (Riesz summation II). Let
θ(x) :=
{
(1− |x|k)α if |x| 1
0 if |x| > 1
(
x ∈ Rd)
for some (d − 1)/2 < α < ∞, k ∈ N, k > 0. One can ﬁnd in Stein and Weiss [26, pp. 158, 153] and Lu [22, p. 132] that∣∣∂ i11 . . . ∂ idd θˆ (x)∣∣ C |x|−d/2−α−1/2 (x 	= 0),
where i1, . . . , id  0. Then δ = d/2+ α + 1/2 and Theorems 3 and 4 hold with
d
(d/2+ α + 1/2) < p  1.
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