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viii ABSTRACT Rate Adaptation is a critical component of IEEE 802.11 network devices. There are many rate adaptation algorithms proposed in the literature. They are either evaluated through simulations or through experiments only in static scenarios. We implement some of these algorithms (which are implementable) in Madwifi device driver and then compare their performance in static as well as mobile vehicular scenarios. We also present a novel rate adaptation algorithm called RAM. RAM is a per-packet receiver based rate adaptation algorithm. To the best of our knowledge, this is the first receiver based rate adaptation algorithm that is implementable at the device driver level. CHAPTER 1. OVERVIEW
Introduction
IEEE 802.11 devices were originally designed for mobile devices including laptops, but they were typically used when the user was in a fixed location. However, the scenario is different now. Increasingly 802.11 is deployed in devices that can be used while the user is mobile such as cell phones, PDAs, Internet access in car, etc. The wireless channel characteristics are very dynamic in nature, which is further aggravated due to mobility. The throughput of IEEE 802.11 devices is affected due to this dynamic nature of wireless channel.
Rate adaptation is one of the fundamental resource management issues for 802.11 devices which is used to deal with channel dynamicity. The goal is to maximize the throughput via exploiting the multiple transmission rates available for 802.11 devices and adjusting their transmission rates dynamically to the time-varying and location dependent wireless channel conditions. There are many rate adaptation algorithms present in the state-of-the-art literature. Most of them are either evaluated through simulations or through experiments only in static scenarios. In this report, we will evaluate different rate adaptation algorithms in static as well as mobile environment using real world experiments. In order to implement these rate adaptation algorithms, we use device driver source code.
A device driver is a software used to control the device attached to your computer. Onoe [4] , and AMRR [5] rate adaptation algorithms. The rate adaptation algorithms like ARF [6] , CHARM [7] , and RRAA [8] are also implementable using Madwifi device driver. We implement all these algorithms and compare their performance in terms of throughput in static as well as mobile environments.
We also propose a novel rate adaptation algorithm called RAM [9] . RAM stands for Rate Adaptation in Mobile environment. It is a receiver based rate adaptation algorithm. We implement it using Madwifi device driver and compare its performance with other existing rate adaptation algorithms.
Overview of the Report
In Chapter 2, we introduce Madwifi device driver. We discuss the architecture of Madwifi code and how the packet transmission and reception procedures are implemented in Madwifi.
In Chapter 3, we discuss basic channel access mechanism of IEEE 802.11 and introduce rate adaptation. We also talk about Multi Rate Retry procedure implemented in Madwifi. In Chapter 4, we take a look at existing rate adaptation algorithms and present a few simple arguments on why they fail to deal with channel dynamics. We also discuss the implementation details of ARF, CHARM, and RRAA. We also talk about the motivation for designing RAM.
In Chapter 5, we present the design and implementation details of proposed rate adaptation 
Madwifi Architecture
Madwifi code can be divided into 3 layers as shown in Figure 2 .1 - 
Madwifi Functionality
The device driver receives a packet from the IP layer and it is responsible for adding the header appropriate for the underlying physical layer. Then, it gives the packet to the 
CHAPTER 3. IEEE 802.11 and Rate Adaptation
The LAN/MAN Standards committee of the IEEE computer Society defines a set of standards for wireless local area network computer communication. This set of standards is termed as IEEE 802.11 [1] . Based on the physical layer, supported rates, and frequency bands, it can be further classified into different categories as mentioned in The remainder of this chapter is organized as follows. In Section 3.1, we introduce the op- In infrastructure mode as shown in Figure 3 .1, all the stations communicate with each other by first going through a device called Access Point. This access point is connected to the wired network and it acts as a bridge between the wired network and wireless stations.
Ad hoc Mode
This mode is decentralized which means that it does not have any entity like Access Point to govern the network. All the devices in this mode communicate with each other in peerto-peer fashion as shown in Figure 3 .2. This kind of network is created spontaneously. For 
MAC Description
Before transmitting a frame, the station must acquire the channel in IEEE 802.11 WLAN.
The IEEE 802.11 defines two channel access mechanisms: DCF (Distributed Coordination Function) and PCF (Point Coordination Function). 
DCF
In this protocol, all the stations compete with each other to gain access to the channel.
This protocol is based on CSMA/CA which stands for Carrier Sense Multiple Access with Collision Avoidance. To avoid collisions, the station uses two types of sensing: virtual carrier sensing and physical carrier sensing.
Before transmitting a frame, the station calculates the time needed to transmit the frame based on the data rate and length of the frame. The station includes this information in the Duration field of the header of the frame. All the stations in the network set their NAV (network allocation vector) value using the Duration field value. This reserves the channel for the transmitting station and no other station tries to transmit during this Duration period. This is called virtual sensing.
When the NAV becomes zero, the station senses the channel for DIFS time. If it finds the channel is idle during this time, it starts running the backoff. It chooses a slot between 0 and CW − 1 and begins countdown to zero. The station which chooses the smallest number of slots, finishes its countdown first to 0. This station wins the contention and transmits its frame. This is called physical sensing.
In IEEE 802.11 WLAN, the transmitting station cannot listen for collision while sending the data because it cannot switch on its receiver while sending the frame. So, in order for the transmitter to be sure that the receiver has received the frame correctly, the standard mandates the receiver to send an ACK frame upon successful reception.
PCF
PCF is designed to support time bound delivery of data frames. The time is divided into two parts: contention based period and contention free period. During the contention based period, all the stations compete for the channel using DCF. The PCF mechanism is used during contention free period. In PCF, the Access Point acts as the coordinator of the network. It grants access to an individual station to the medium by polling the station during the contention free period. This mechanism is useful when station has time bounded data to transmit like Voice Over IP, streaming video etc. However, PCF is rarely implemented in commercial 802.11 devices.
Rate Adaptation
IEEE 802.11 based devices support many data rates, e.g., IEEE 802.11 g provides 12 different kinds of rate from 1 Mbps up to 54 Mbps. In IEEE 802.11, the transmitter station always desires to send the data at the higher rate in order to get a good throughput, but it is not always feasible. When the channel condition is good, the transmitter can send the data at the higher rate but when the channel condition is bad, it cannot. For example, in good channel condition, if the transmitter sends the data at 54 Mbps, the receiver can easily decode it. But, in the bad channel condition, the transmitter has to drop down to the lower rate, say, 1 Mbps, so that the receiver can receive the data correctly.
The wireless medium used by IEEE 802.11 is highly volatile due to many reasons -attenuation, fading, interference from other 802.11 devices, interference from other radiation sources e.g., microwave etc. Rate adaptation is the process to choose the best rate for the current channel condition. The goal is to maximize the throughput via exploiting the multiple transmission rates available for 802.11 devices and adjusting their transmission rates dynamically to the time-varying and location dependent wireless channel conditions.
Multi Rate Retry in Madwifi
In Madwifi, whenever a frame is ready to send, Madwifi can specify up to four different rates (R i ) along with their maximum retry counts (C i ) for the frame and pass these information to the card firmware along with the frame.
For example, Madwifi can specify rates R 1 , R 2 , R 3 , and R 4 with their maximum retry counts as C 1 , C 2 , C 3 , and C 4 . The frame is discarded after (C 1 + C 2 + C 3 + C 4 ) unsuccessful transmission attempts (C i times at the rate of R i ). The card firmware reports the total number of transmission attempts to Madwifi after the frame has been transmitted successfully or discarded.
CHAPTER 4. Rate Adaptation Algorithms
There are many rate adaptation algorithms proposed in the literature. Some of these algorithms can be implemented at the device driver level i.e. to implement them, the firmware need not be modified. The other algorithms' implementations require changes in the device firmware which is not generally accessible. On the basis of this argument, the rate adaptation algorithms can be classified into two categories as listed in Tables 4.1 and 4.2. [5] Transmitter based Yes Onoe [4] Transmitter based Yes SampleRate [3] Transmitter based Yes CHARM [7] Transmitter based No RRAA [8] Transmitter based No Algorithm Name Transmitter/Receiver based RARA [10] Receiver based RBAR [11] Receiver based OAR [12] Receiver based CARA [13] Transmitter based
We implement the algorithms ARF, CHARM, and RRAA in Madwifi. From the above tables, we observe that none of the receiver-based rate adaptation algorithm is implementable at the device driver level. We also propose a novel receiver based rate adaptation algorithm and implement it in the Madwifi device driver. In this chapter, we briefly discuss these rate adaptation algorithms along with their drawbacks. In Section 5.1, we discuss the motivation of designing RAM, a receiver based rate adaptation algorithm. Chapter 5 contains the design and implementation details of RAM. In Chapter 6, we evaluate these algorithms on the basis of real world experimental results.
ARF
ARF [6] was the first rate adaptation algorithm to be published. It was designed for WaveLan II devices. In ARF, the sender tries to send a packet at the higher rate after a fixed number of continuous successful transmissions at a given rate. This packet is called as probe packet. The sender decreases the rate after 1 or 2 consecutive failures. Specifically, in our implementation of ARF, the sender sends a probe packet at higher rate after 10 continuous successful transmissions. If the probe packet is successful, the next packet would be sent at the higher rate and if not, the sender would immediately lower the rate. The sender also lowers the rate after 2 consecutive failures. This algorithm suffers in two scenarios:
1. If the channel condition changes very quickly -ARF requires 10 continuous successful transmissions to increase the rate and 2 consecutive failures to decrease the rate.
It will never be synchronized with the very dynamic channel conditions as in vehicular environments.
2. If the channel conditions change very slowly or do not change at all -The ARF tries to send a probe packet after every 10 consecutive successful transmissions. This will result in increased retransmission attempts and thus affect the application throughput.
The ARF algorithm reacts well to channel degradation because within a few packets it can step down to the lowest rate.
AARF/AMRR
In [5] , the author presented an extension of ARF i.e. Adaptive Auto Rate Fallback (AARF)
to deal with the problems of ARF. In AARF, when the transmission of the probe packet fails, it switches back to the previous lower rate as in ARF but it also doubles the number of consecutive successful transmissions needed to switch to a higher rate. It will increase the throughput significantly if failed packet takes large amount of transmission time. AMRR is the Madwifi version of AARF. In this report, we use AARF and AMRR interchangeably.
SampleRate
SampleRate [3] measures average per packet transmission time for each rate. It sends most data packets at the rate it believes will yield the highest throughput. It periodically sends probe packet at some rate other than the current rate in order to update the records of that rate. It switches to a different rate if the throughput estimate based on the other rate's average transmission time is higher than the current rate.
Onoe
The Onoe [4] algorithm is a very slowly adapting algorithm. It tries to change the rate after one second interval. It is a credit based algorithm. It maintains the credit score of the current rate for every destination and after the end of a second, it calculates the credit and makes the rate change decision. The Onoe algorithm performs the following operations periodically for every destination (the default period is one second) as mentioned in [3] .
Algorithm 1 Onoe
if no packets have succeeded or 10 or more packets have been sent and the average number of retries per packet was greater than one then
2:
move to the next lower bit rate and return else if more than 10% of the packets needed a retry then
4:
decrement the number of credits and return else if less than 10% of the packets needed a retry then
6:
increment the number of credits and return else if the current bit-rate has 10 or more credits then
8:
increase the bit-rate and return else
10:
Continue at the current bit-rate and return end if
RRAA
RRAA [8] monitors the loss ratio for a rate during a short term window. At the end of the window, it compares the loss ratio with some pre-defined threshold to make rate change decision. RRAA is based on the argument that the frame loss ratio over many transmission samples provides more dependable information to estimate the rate. We use Algorithm 2 to implement RRAA as mentioned in [8] . 
4:
Send frame at rate R Update loss ratio for rate R
6:
Decrement counter if (Counter==0) then
8:
if (loss ratio > Maximum Tolerable Loss threshold) then R = Next Lower Rate
10:
else if (loss ratio < Opportunistic Rate Increase threshold) then R=Next Higher Rate
12:
else Keep the R same
14:
end if Counter = Estimation Window (R)
16: end if end loop
In RRAA, each rate is associated with three parameters: an Estimation Window Size (ewnd), a Maximum Tolerable Loss threshold (P mtl ), and an Opportunistic Rate Increase threshold (P ori ). RRAA starts with the highest rate i.e., 54 Mbps for IEEE 802.11 g, and adapts the rate in the following manner. Whenever a new rate is choosen, it is used to transmit the next ewnd frames, which is called as estimation window. At the end of the estimation window, the loss ratio is calculated using following formulaLoss Ratio = N umber of lost f rames at rate R N umber of transmitted f rames at rate R (4.1)
As shown from Lines 8-14 of Algorithm 2, at the end of the estimation window, the loss ratio is compared with P mtl /P ori . The rate is decreased to the next lower rate if the loss ratio is larger than P mtl . This is because the expected throughput at the current rate becomes lower than that at the next lower rate. It is increased to the next higher rate if the loss ratio is smaller than P ori . This is based on the argument that when the loss ratio is below P ori , the channel is likely ready for higher rates, and thus the rate should be increased. However, if the loss ratio is between P mtl and P ori , the current rate is retained. The values for P mtl , P ori , and ewnd are listed in Table 4 .3 as mentioned in [8] .
CHARM
This algorithm is based on the assumption that the channel is symmetric i.e. the channel condition observed by the transmitter and by the receiver are similar. In this algorithm, the transmitter continuously monitors the SNR (Signal to Noise Ratio) of the received packet from the potential destination. Before transmitting the packet, the transmitter uses these SNR values to predict the SNR for the next packet at the receiver. The transmitter uses linear weighted moving average for prediction. Then, the transmitter uses predicted SNR to look up the best transmission rate in a rate selection table that lists the minimum required SNR threshold for each destination and for each transmission rate.
The transmitter keeps track of success and failure of past transmissions. When packets are sent at a particular transmission rate, the result of transmission -success or failure -are recorded in bins according to the observed SNR in the case of successful transmission and estimated SNR in the case of failed transmission. These bins are indexed relative to the current SNR threshold for the given rate. Let us consider an example to better understand the update procedure of Table 4 .4. Consider that the threshold for 11 Mbps is currently 10 dB, and a transmission succeeds with an observed SNR of 7 dB. In this case, the success count for bin −3 (7 − 10 = −3) is incremented. On the other hand, if the transmission fails at an observed SNR of 12 dB, then the failure count of bin +2 (12 − 10 = +2) would be incremented.
Algorithm 3 CHARM
for each rate do for delta = -Max Delta to Max Delta do
3:
Compute succes fraction of this bin if (success fraction indicates good reception) then if (delta<0) then
6:
We succeed below threshold, we may want to decrease the threshold else if (delta>0) then
We succeed above threshold as expected
9:
end if else if (delta<0) then
12:
We failed below threshold, not surprising else if (delta>0) then
We failed above threshold, we may want to increase the threshold
15:
end if end if end for
18: end for
The transmitter dynamically updates the Rate -SNR threshold values in the rate estimation table based on the information available in Table 4 .4 using Algorithm 3. The algorithm is based on the concept that if the given rate is successful on the SNR less than threshold, the threshold should be decreased. On the other hand, if the rate is failed at the SNR greater than threshold, it should be increased.
CHAPTER 5. Rate Adaptation in Mobile environment -RAM
Motivation
To design an effective rate adaptation algorithm, it is critical to have a good understanding of wireless channel. To do so, we conducted experiments with two laptops equipped with Wistron CB9-GP 802.11 b/g cards in various indoor(static) and outdoor(vehicular) environments. In this section, we discuss the observations from the experiments and demonstrate the need of a new rate adaptation algorithm. The observations from our experiments are as follows.
Channel Asymmetry
From our experiments, we find one interesting observation i.e. the severe channel asymmetry in practical scenarios. As shown in Figure 5 .1, ACK SNR values collected at the transmitter side usually differ significantly from DATA SNR values collected at the receiver side. The difference is as high as 12 dB in some of the outdoor vehicular scenarios.
Since channel symmetry is one of the key assumptions in several existing transmitterbased rate adaptation schemes such as CHARM, these schemes may not be suitable for mobile environments. Instead, receiver-based approaches might be a better option.
High SNR fluctuation
Due to high fluctuation of SNR in mobile environment as shown in Figure 5 .2, the rate adaptation algorithm should be quickly adaptive to utilize the channel efficiently. The algorithms like ARF, AARF, Onoe, RRAA rely on packet statistics within a time window (or a window of certain number of packets) to make a rate change decision and thus not able to respond to the fast changing channel conditions. To overcome these challenges, we propose a novel rate adaptation algorithm which is suitable for static as well as mobile scenarios. In Section 5.2, we discuss the design and implementation of RAM [9] . RAM is per packet receiver based rate adaptation algorithm.
RAM
We propose a practical rate adaptation scheme called RAM and implement it using Madwifi device driver. RAM is a receiver based algorithm and can deal with the channel asymmetry. It uses the variation of the ACK transmission rate to convey the feedback information implicitly.
This means that RAM does not require changes to the ACK frame format and, hence, can be implemented at the device driver level without modifying the device firmware. As shown in 
At the Receiver -SNR Prediction
RAM uses following equations to predict the SNR for the next packet at the receiver. It maintains moving averages of the SNR value and the deviation to the average SNR value: 1) and predicts the SNR value for the next frame as:
where δ, ρ, and η are design parameters. We set δ = ρ = 0.1 and η = 1 in RAM.
At the Receiver -Rate Selection
To select the proper rate for the next frame transmission to maximize the throughput, RAM maintains a throughput-vs-(rate, SNR) table. After predicting the SNR for the next frame, RAM searches the table and chooses the rate which has maximum throughput for the given SNR value.
The 802.11 standard [1] specifies that the an ACK frame should be transmitted at the highest rate in the basic rate set that is less than or equal to the transmission rate of the data frame it is acknowledging. We call such ACK transmission rate the default ACK rate.
For example, the 802.11 g basic rate set is 1, 2, 5.5, 11, 6, 12, 24 Mbps. So if a data frame is transmitted at 18 Mbps, the default rate of the corresponding ACK frame is 12 Mbps as shown in Figure 5 .4 .
At the Receiver -Feedback of Rate Selection to the Sender
In practice, Madwifi allows two different transmission rates for ACK frames, as listed in Table 5 .1 for Atheros chipset-based 802.11 g cards. Madwifi can specify that an ACK frame is transmitted at a low rate or a high rate (the default rate) via setting different values for a special register [2] .
RAM takes advantage of this Madwifi feature and conveys the feedback information implicitly via the ACK transmission rate variation. Specifically, if the receiver wants to inform the transmitter to transmit the next frame at the same rate as the previous successfully transmitted frame, or at the next higher rate, it transmits the ACK frame at the default high rate or at a low rate, respectively. For example, if the receiver receives a data frame successfully at 36 Mbps, it can signal the transmitter to send the next frame at 36 or 48 Mbps by transmitting the ACK frame at 24 or 6 Mbps, respectively, as shown in Figure 5 .5. Note that for rates of 1, 2, 6, and 9 Mbps, there is only one option for the ACK transmission rate. In RAM, we disable the data transmission rates of 6 and 9 Mbps since it has been observed from experiments that the throughput performances of 6 and 9 Mbps are worse than that of 5.5 Mbps [7] . For rates of 1 or 2 Mbps, rate increasing decisions are made at the transmitter side. Moreover, rate decreasing decisions also are made at the transmitter side using Multi Rate Retry. These will be explained in the next section. Table 5.2 to decide the rates of multi-rate retry mechanism. R i+1 is the next lower rate to R i (i = 1, 2, 3).
At the Transmitter: Choose Transmission Rate
Therefore, once R 1 is decided for a data frame, the multi-rate retry mechanism for the frame is decided. In RAM, we decide R 1 for the next data frame according to the transmission result of the last attempt (suppose at the rate of R last ) of the previous data frame as mentioned in Algorithm 4. 
Algorithm 4 RAM Transmitter
NAV Calculation
By default, Madwifi uses the high ACK rate to calculate the NAV value for a data frame transmission. In RAM, since the receiver may transmit an ACK frame at the low rate to signal rate increasing for the next data frame, we modify the NAV calculation in Madwifi by using the low ACK rate intead. This can be done by modifying the value of a special register [14] .
Since ACK frames are short, such modification does not affect the performance much.
CHAPTER 6. Experimental Evaulation
We implement ARF, CHARM, RRAA, and RAM using Madwifi device driver. The hardware and software configurations used in our experiments are listed in Table 6 .2. We compare the throughput performance of Sample Rate [3] , Onoe [4] , AMRR [5] , ARF [6] , RRAA [8] , CHARM [7] , and RAM [9] .
Experimental results are shown in Figure 6 .3 and Figure 6 .4. In the scenario Static 1, the throughput of all the schemes are almost similar. This is because both transmitter and receiver are in line-of-sight and close to each other. Thus, the channel condition is good and remains constant, which allows all the schemes to perform well. In the Static 2 scenario, the transmitter and receiver are in non line-of-sight and very far away from each other. This leads to severe channel asymmetry and bad channel condition at the receiver end. Thus, the transmitter based scheme cannot perform well in such situation. It is clear from the figure It is clear from Figure 6 .4 that RAM outperforms other testing schemes in all mobile scenarios. This is because RAM is a receiver-based scheme. By using the feedback from the Onoe [4] performs very bad in all the scenarios. It is a very conservative rate adaptation algorithm by design: it increases the transmission rate at most once during any one-second period. That's why it is not suitable for mobile environment.
AMRR [5] and ARF [6] also perform bad in all the scenarios. As introduced in Chapter 4, AMRR is an adaptive variant of the well-known ARF scheme. ARF waits for 10 consecutive successes before increasing the rate while AMRR adapts this threshold by using a binary exponential backoff starting with 10. Unfortunately, from our experiments, we find that channel fluctuation is common in practice, even in indoor static environments. So in the presence of channel fluctuation, it is rare to have 10 consecutive frames transmitted successfully. As a result, AMRR almost always chooses a large threshold when making rate increasing decisions, and hence is very slow in increasing the transmission rate when the channel condition gets better.
SampleRate [3] measures average per packet transmission time for each rate. It sends most data packets at the rate it believes will provide the highest throughput. In order to update the records of other rate, it periodically sends probe packets at different rates. Due to channel dynamicity in mobile scenario, the loss probability of probe packets is high as compared to the static environment. The SampleRate algorithm's design causes severe penalty on future rate adaptation upon an unsuccessful probe.
SampleRate sends probe packets at every ten-packet interval at a randomly chosen rate.
The Madwifi implementation of SampleRate uses exponential weighted moving average to statistically update the per-packet expected transmission time at a given rate.
This statistical update based on probe is too sensitive to failure of probe packets, especially when the expected transmission time for two rates are very close. Let us consider an example as mentioned in [8] . In IEEE 802.11 g, the lossless transmission time of a 1400 byte packet at 54 Mpbs is 534 ms while it is 560 ms at 48 Mbps. Consider that SampleRate is currently sending the data at 48 Mpbs and sends a probe packet at 54 Mbps. A single probe failure (say, the total retry count is 4) at 54 Mbps will update the expected transmission time at 54 Mbps as 625 ms. Therefore, this single probe failure prevents the rate adaptation from switching to 54 Mbps for an extended period of time. From detailed calculation, it came out that the SampleRate needs 25 successful transmissions of probe packets at 54 Mbps to reduce its expected transmission time from 625 ms to 560 ms (lossless transmission time of 48 Mbps).
Due to this conservative nature of SampleRate, it does not perform well in mobile scenarios.
RRAA [8] and CHARM [7] both perform better than ARF, AMRR, Onoe, and SampleRate.
RRAA observes the performance of a particular rate during a window and then at the end of the window, it checks the loss ratio during the window interval. On the basis of the loss ratio, it decides the rate for the next window. It is based on the concept that the loss ratio over many transmission samples provides more dependable information to estimate the rate. The performance of RRAA depends on the size of estimation window. If the estimation window is small, it will react quickly to the changing channel conditions. CHARM [7] is a per-packet based rate adaptation algorithm. It is very much suitable for the highly dynamic channel enviornment. That's why it performs better than other algorithms except RAM. The drawback with CHARM is that it relies on the assumption that the channel is symmetric. In this scheme, the transmitter uses ACK SNR to make the channel condition decision which is not a good indicator of the channel condition at the receiver side in asymmetric channel.
CHAPTER 7. Summary
IEEE 802.11 is the most popular standard used for WLAN today. Its original deployment targeted nomadic users, i.e., while 802.11 was used by mobile devices such as laptops, the devices were typically used when the user was in a fixed location. But, nowadays, the IEEE 802.11 devices are being used while the user is moblie, e.g., PDAs, Internet access in the car through road side access points etc. This mobility makes the wireless channel very dynamic.
The application level throughput suffers a lot due to the dynamic nature of the channel. Rate adaptation scheme plays a crucial role in determining the throughput in IEEE 802.11 devices.
Rate adapatation scheme chooses the best rate among the multiple transmission rates for the current channel condition. The goal of the rate adaptation algorithm is to maximize the throughput. There are many rate adaptation algorithms present in the state-of-the-art literature. The rate adaptation algorithms can be divided into two categories: transmitter based and receiver based. The transmitter based algorithm determines the channel condition at the receiver by either observing the SNR of ACK frame or by collecting some packet statistics.
Packet statistics based algorithms like SampleRate, ARF, AMRR, RRAA, and Onoe are generally slow to adapt to the quickly changing wireless channel condition. This is because they collect packet statistics for some time window and then make a rate change decision. So, a better algorithm would be per-packet based algorithm. CHARM is a per-packet based algorithm which observes the ACK SNR to determine the channel conditions at the receiver. It suffers from channel asymmetry. From the experimental results mentioned in Chapter 5, we conclude that the channel condition observed by the receiver can be different from the conditions observed by the transmitter. So, a better rate adaptation algorithm would be receiver based per packet algorithm. There are many receiver based rate adaptation algorithms present in the
