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RÉSUMÉ 
Le contexte de cette étude porte sur l’implémentation d’une stratégie de commande collaborative entre le 
système de freinage électro-hydraulique d’un véhicule récréatif trois-roues à propulsion électrique et son 
système de freinage régénératif. Grâce à l’établissement d’une méthode originale d’allocation des efforts 
de freinage aux roues avant / arrière, la stratégie développée permet de spécifier la consigne d’effort de 
freinage « idéale » à la roue arrière en fonction du freinage hydraulique à l’avant. Une commande 
prédictive nonlinéaire a été développée pour répartir cette consigne entre le frein électro-hydraulique et le 
frein régénératif en temps réel. Cette stratégie de contrôle consiste à trouver la commande optimale à 
appliquer sur un horizon de temps glissant à durée finie. La commande est la solution d’un problème 
d’optimisation sous contraintes dures, dont le processus a été implémenté en-ligne avec la prise en charge 
directe d’un modèle de prédiction nonlinéaire des dynamiques rapides du système de freinage hybride. 
L’identification paramétrique et la validation de ce modèle ont été réalisées expérimentalement sous 
diverses conditions. L’analyse des résultats de la commande prédictive, tirés de simulations ainsi que 
d’expérimentations sous forme d’essais routiers montre des résultats conformes aux comportements 
attendus. En effet, la stratégie permet de maximiser le couple de freinage régénératif lors d’un freinage 
nécessitant l’utilisation collaborative des deux systèmes de frein tout en respectant la consigne de 
freinage. De plus, on observe des propriétés de robustesse à l’incertitude paramétrique. Finalement, les 
résultats expérimentaux démontrent qu’avec la croissance de la puissance de calcul embarquée, la 
commande prédictive nonlinéaire devient envisageable pour de nombreuses applications temps-réel à 
dynamique rapide. 
Mots-clés :  automobile, contrôle, freinage, hydraulique, régénératif, commande prédictive, nonlinéaire. 
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ODE Ordinary differential equation 
(Équation différentielle ordinaire) 
PAC Partenariat Automobile du Canada 
PWM Pulse width modulation 
(Modulation par largeur d’impulsion) 
QP Quadratic program 
(Problème d’optimisation quadratique) 
QDMC Quadratic dynamic matrix control 
SQP Sequential quadratic programming 
(Programmation séquentielle quadratique) 
TMC Tandem master cylinder 
(Maître-cylindre tandem) 
VSS Vehicle stability system 
(Contrôleur de stabilité du véhicule) 
 1 
  
CHAPITRE 1  
INTRODUCTION 
1.1 Mise en contexte et problématique 
Depuis le début des années 2000, on assiste à l’émergence de moyens de transport routier à 
motorisation électrique sur le marché grand public. Ceux-ci permettent de diminuer l’empreinte 
négative de l’essence sur les conditions environnementales. En outre, par la diminution des gaz 
à effet de serre. D’ailleurs, avec le développement durable, ce sont deux enjeux sociaux qui 
prennent de plus en plus d’importance aujourd’hui [5]. Afin de suivre cette vague, grâce à une 
subvention provenant du Conseil de Recherches en Sciences Naturelles et en Génie du Canada 
(CRSNG), par le biais du Partenariat Automobile du Canada (PAC), le Centre de Technologies 
Avancées (CTA) a mis en œuvre l’électrification d’un véhicule sport trois-roues à propulsion 
(figure 1.1). Deux contraintes majeures qui freinent l’attrait de cette technologie moins polluante 
par rapport à une motorisation à combustion interne sont le coût de fabrication qui demeure très 
 
 









élevé et la capacité d’énergie restreinte des batteries qui réduit la distance parcourable d’un tel 
véhicule par rapport à une motorisation à essence. Dans cette optique, une solution reconnue 
qui permet de maximiser cette distance est de récupérer l’énergie offerte par les décélérations 
du véhicule [85], [18]. En effet, la chaussée, lors des décélérations, produit un couple à la roue, 
à l’inverse du point de fonctionnement en traction. Ce couple peut être transféré à l’arbre du 
moteur électrique qui agit à ce moment comme un générateur d’énergie électrique pouvant 
recharger la batterie (figure 1.1). On appelle ce phénomène le freinage régénératif. Son principe 
consiste à piloter le courant transmis à la batterie par le biais de l’onduleur, ce qui augmente la 
charge aux bornes du moteur électrique et permet d’offrir un couple résistant au couple de 
décélération. On peut ainsi moduler la décélération en pilotant le couple de freinage.  
Or, le freinage régénératif ne peut satisfaire toutes les décélérations demandées par le 
conducteur. Par conséquent, l’effort de freinage qui ne peut être satisfait par le frein régénératif 
doit être compensé par un second système de freinage, d’où la nécessité d’un système de frein 
hybride. 
La coexistence de deux systèmes de freinage fait intervenir un mode de contrôle de freinage dit 
collaboratif, qui selon la demande en freinage (décélération totale du véhicule), prend des 
décisions afin de distribuer sur chaque roue la force de freinage mécanique et la force de freinage 
électrique qui assurera la stabilité et la maximisation de l’énergie récupérée. 
1.1.1 Architecture du système de freinage du véhicule 
L’architecture du système de frein hybride du véhicule trois roues est illustrée à la figure 1.2. 
Celui-ci comporte à la fois un système de frein électro-hydraulique et un système de frein 
régénératif qui agissent en parallèle. L’onduleur pilote un couple régénératif demandé 𝑇𝐸𝑀. Le 
courant résultant 𝐼𝑟𝑒𝑔𝑒𝑛 est transmis à la batterie. La pression du maître-cylindre 𝑝𝑚𝑐 est générée 
par la force appliquée à la pédale de frein 𝐹𝑝. Les valves solénoïde de type on/off enchâssées 
dans le contrôleur de stabilité du véhicule (VSS soit vehicle stability system en anglais) 
modulent la pression hydraulique à chaque cylindre de frein. La gestion typique d’une 
distribution du couple de freinage pour un système de frein hybride est illustrée à la figure 1.3 
[27], [134]. Si nécessaire, sur la demande totale de couple demandée par le conducteur 𝑇𝑏𝑐𝑜𝑚, 





brake system en anglais). La requête de couple restante 𝑇𝑏𝑟𝑒𝑞 est divisée entre les axes avant et 
arrière (travail de l’EBD). Au niveau de la roue arrière, une distribution de l’effort de freinage 
est réalisée entre le frein hydraulique et le frein régénératif. Au niveau des roues avant, une 
distribution du freinage hydraulique inégale peut être exercée entre les roues gauches et droites 
pour améliorer la stabilité du véhicule, en agissant sur la vitesse angulaire de lacet ?̇? et sur 
l’angle de glissement latéral du véhicule [69]. Finalement, le contrôleur ABS évite le blocage 
des roues en ajustant la demande de couple Δ𝑇𝑏 selon le glissement observé. L’observation est 
basée sur la mesure de la vitesse angulaire des roues (𝜔𝑓𝑙,𝑓𝑟,𝑟) ainsi que sur l’estimation de la 




Figure 1.2 Architecture du système de frein hybride 
 
 
Figure 1.3 Gestion coopérative de la distribution du couple de freinage. 
 




1.1.2 Système de freinage hybride : Défis de la commande 
La supervision de la distribution des efforts de freinage fourni par chaque système de frein pose 
un défi considérable. La dynamique de chaque actionneur est fortement nonlinéaire et il y a une 
disparité considérable entre les temps de réponse des deux systèmes. De plus, on observe un 
retard pur non négligeable au niveau de la réponse du système hydraulique. Enfin, les 
commandes sont régies par de nombreuses contraintes. Une stratégie de commande 
multivariable permettant de tenir compte de tous ces aspects est la commande prédictive 
nonlinéaire basée sur un modèle (Nonlinear model-based predictive control en anglais ou 
NMPC). Celle-ci utilise directement un modèle mathématique discret décrivant la dynamique 
nonlinéaire du système afin de calculer une commande optimale. À chaque nouvel échantillon, 
un solveur calcule une séquence de commandes optimale à appliquer sur un horizon de 
prédiction de la dynamique afin de satisfaire un critère de performance préétabli. Les contraintes 
sur les états et les entrées de commandes ainsi que les retards sont pris en charge par le solveur. 
Bien que cette technique ait été développée dans les années 1980 pour des procédés aux temps 
de réponse lents, les percées fulgurantes au niveau des capacités informatiques ouvrent la porte 
à une possibilité d’implémentation en temps-réel pour des systèmes ayant une cadence de l’ordre 
de 100Hz. Ses capacités prometteuses justifient l’avenue de recherche présentée dans cet 
ouvrage. 
1.2 Définition du projet de recherche et objectifs 
Étant donné les capacités prometteuses de la commande NMPC, celle-ci pourrait offrir la 
possibilité d’améliorer de manière considérable les performances des contrôleurs appliqués au 
domaine automobile. Ainsi, à travers un exemple concret d’application automobile, l’objectif 
principal de cette thèse est de développer une loi de commande NMPC pour un système de frein 
hybride électro-hydraulique régénératif, afin d’analyser le potentiel qu’elle peut offrir. En effet, 
bien que ce sujet soit considéré dans quelques publications, la plupart des analyses recensées 
sont tirées de résultats de simulation. De plus, peu de travaux publiés traitent d’applications où 
la commande NMPC est implémentée en temps-réel. On tire donc une originalité importante en 
réalisant une telle implémentation. D’ailleurs, les publications récentes prétendent que des 
systèmes à dynamique rapide peuvent être contrôlés par une telle loi de commande. Le défi 





« Est-il possible d’implémenter une commande NMPC en temps-réel dans le domaine 
automobile pour un système de frein hybride électro-hydraulique régénératif et est-ce 
que son potentiel permet d’améliorer les performances de la commande? » 
Afin de répondre à cette question de recherche, les travaux de cette thèse visent à appliquer en 
temps-réel une commande de type NMPC à un système de frein hybride électro-hydraulique 
régénératif. Elle a pour objectif de satisfaire les efforts de freinage avant et arrière qui seront 
déterminés par une certaine stratégie de distribution de freinage qui doit être développée. Une 
telle implémentation permettra d’analyser le potentiel qu’elle peut offrir via des essais 
expérimentaux sur route. Une étude en simulation pourra aussi satisfaire la réponse à certaines 
hypothèses qui ne pourra être réalisée avec l’expérience. D’où le développement nécessaire d’un 
simulateur du système de frein. Enfin, le développement d’un modèle mathématique sera requis 
pour munir le contrôleur NMPC d’un moyen de prédire les variations des états du système selon 
les commandes appliquées. 
1.3 Contributions originales 
Des objectifs définis ci-haut, les travaux de cette thèse en sont arrivés à trois contributions 
originales. La première est la mise en œuvre ainsi que l’expérimentation d’un frein 
électro-hydraulique dont la fonction première est le contrôle de stabilité du véhicule. On 
retrouve quelques travaux publiés à ce sujet, dont certaines publications de manufacturiers 
automobiles reconnus, dont Bosch [16], mais on ne retrouve que très peu d’articles de résultats 
expérimentaux dans les articles scientifiques qui ont été recensés dans l’état de l’art. 
La deuxième originalité est au niveau des travaux de recherche liés à la commande NMPC et à 
la commande d’un système de freinage hybride. On démontre la possibilité d’implémenter en 
temps-réel une stratégie de commande NMPC appliquée à un système de frein hybride. De plus, 
les travaux menés ont permis de valider le potentiel d’une telle commande d’un point de vue 
temps-réel, via l’analyse des performances du système commandé lors d’essais routiers ainsi 
qu’en simulation.  
La troisième originalité est le développement d’une stratégie de distribution des efforts de 
freinage hybride optimale. Celle-ci réalise un compromis entre l’efficacité du freinage et le 
rendement de la récupération d’énergie via le frein régénératif et détermine de manière 




collaborative les consignes d’efforts de freinage avant/arrière à appliquer. Ainsi, par rapport à 
une distribution de freinage classique, elle compense à l’arrière l’effort de freinage en tirant 
profit de la commande du frein régénératif pour rendre le freinage plus efficace. 
1.3.1 Publications scientifiques des travaux associés à la thèse 
Les travaux de cette thèse ont mené à la publication de plusieurs ouvrages scientifiques. En 
effet, trois articles de conférences ont été publiés ainsi que trois articles de journaux, tel que 
décrit dans la liste ci-dessous. 
Articles de conférences : 
[92] Nadeau, J., Boisvert, M. et Micheau, P. (2014). Implementation of a Cooperative Strategy 
between a Vehicle’s Mechanical and Regenerative Brake System. Dans Vehicle Power 
and Propulsion Conference (VPPC), 2014 IEEE, p. 1‑6. 
[93] Nadeau, J., Micheau, P. et Boisvert, M. (2015). Model-Based Predictive Control Applied 
to a Dual Regenerative and Hydraulic Brake System. Dans Vehicle Power and Propulsion 
Conference (VPPC), 2015 IEEE, p. 1‑5. 
[95] Nadeau, J., Micheau, P. et Boisvert, M. (2017). Ideal regenerative braking torque in 
collaboration with hydraulic brake system. Dans International Conference on Ecological 
Vehicles and Renewable Energies (EVER2017), Monte-Carlo, Monaco (Accepté 
en février 2017). 
Articles de journaux : 
[94] Nadeau, J., Micheau, P. et Boisvert, M. (2016). Collaborative control of a dual brake 
system suitable for a rear-wheel-drive electric vehicle. Proceedings of the Institution of 
Mechanical Engineers, Part D: Journal of Automobile Engineering (Soumis en décembre 
2016). 
[96] Nadeau, J., Micheau, P. et Boisvert, M. Real-time Nonlinear Model Predictive Control of 
the Dual Electro-Hydraulic and Regenerative Brake System of an Electric Vehicle. IEEE 
Transactions on Control Systems Technology (Soumis en janvier 2017). 
[97] Nadeau, J., Micheau, P. et Boisvert, M. Collaborative control strategy for a dual electro-
hydraulic and regenerative brake system with a performance index tool for EV. IEEE 








1.4  Plan de la thèse 
Afin de présenter l’aboutissement des travaux de cette thèse, cet ouvrage est construit de la 
manière suivante : d’abord, au chapitre 2, on expose l’état des connaissances à propos des 
stratégies de distribution des efforts de freinage, des types de systèmes populaires de freinage 
hybride électro-hydraulique régénératif, de la commande prédictive nonlinéaire et des stratégies 
d’implémentation d’une telle loi de commande en temps-réel. Parmi les distributions de 
freinage, la distribution idéale, dénommée la i-curve, est exposée. Elle est d’ailleurs la base de 
la stratégie de commande développée dans cette thèse. Ensuite, on présente une revue de l’état 
de l’art des systèmes de freinage hybride hydraulique-régénératif et les choix qui ont été 
effectués. À cet effet, le système choisi est un système de freinage parallèle, comportant un frein 
électro-hydraulique muni de valves type on/off et d’un frein régénératif à la roue arrière. Puis, 
on expose la théorie de la commande prédictive nonlinéaire qui a été appliquée au système de 
freinage, avec les outils informatiques récents qui peuvent supporter une telle loi de commande. 
Au chapitre 3, on présente le modèle mathématique qui a été développé pour le système de 
freinage hybride. Ce modèle est utilisé pour simuler le système, mais aussi pour munir la loi de 
commande d’un modèle simplifié lui permettant de réaliser les prédictions nécessaires pour 
optimiser le calcul des commandes. De plus, on présente aussi la méthode d’identification du 
modèle mathématique via une série d’expériences. 
Au chapitre 4, on présente en détail la loi de commande prédictive nonlinéaire qui a été adaptée 
au système de frein hybride, ainsi que le conditionnement du solveur intégré à la loi de 
commande et contraintes qui entrent en jeu. Au début du chapitre, on présente la méthode de 
détermination des consignes d’efforts de freinage et la manière dont elles sont transmises au 
contrôleur. Ceci, afin qu’il puisse régler les commandes nécessaires pour satisfaire ces 
consignes. Puis, on présente brièvement la mise en œuvre au niveau informatique, via l’outil de 
génération automatique ACADO et son adaptation au code informatique de la plateforme de 
prototypage rapide utilisée, soit un contrôleur OPAL-RT.  
Au chapitre 5, on analyse les performances du contrôleur développé en temps-réel. Ceci, par 
l’observation des résultats de simulation, mais aussi via ceux d’expériences sur route. On valide 
que le comportement correspond au résultat attendu, l’effet des réglages des paramètres de 
commande sur la réponse du système et la robustesse aux défaillances. Par la suite, on énonce 




les avantages et inconvénients de l’application d’une telle loi de commande pour le système 
étudié ainsi que les études ultérieures qui pourraient être menées. 
Enfin, on conclut cet ouvrage au chapitre 6. Les perspectives des travaux menés sont abordées 
ainsi que les études ultérieures qui pourraient être menées pour raffiner le développement de la 




CHAPITRE 2  
ÉTAT DE L’ART  
Ce chapitre expose une revue de l’état des connaissances associé à la commande d’un frein 
hybride. Il explique d’abord les limites du système de freinage régénératif d’un véhicule 
électrique et la nécessité d’incorporer un second système de freinage (à friction idéalement). 
Ensuite, le thème de la répartition des efforts de freinage aux axes avant et arrière est abordé. 
Puis, on présente les principaux systèmes de freinage à friction commandables que l’on retrouve 
actuellement dans l’industrie automobile. Après avoir justifié le choix d’un système de frein 
électro-hydraulique, on présente une revue de littérature des méthodes de commande des valves 
solénoïdes intégrées dans ce type de système. Puis, on introduit le principe général de la 
commande prédictive. On aborde par la suite les stratégies actuelles d’implémentation de la 
commande prédictive nonlinéaire basée sur un modèle. Enfin, on présente les principaux outils 
recensés de génération de code automatique qui permettent de générer un contrôleur prédictif 
nonlinéaire basé sur un modèle.  
2.1 Nécessité d’un mode de freinage hybride et stabilité 
Le freinage régénératif ne peut à lui seul satisfaire toutes les décélérations demandées par le 
conducteur. Particulièrement, lors de situations d’urgence [8]. À faible vitesse, des ondulations 
de couple moteur sont ressenties et l’énergie récupérée ne parvient pas à compenser l’énergie 
nécessaire pour piloter l’onduleur et les pertes électromécaniques [8]. À vitesse élevée, la 
puissance moteur atteint une limite, ce qui entraîne une saturation de la puissance absorbable. 
Des cartes d’efficacité moteur permettent de déterminer le couple régénératif optimal suivant 
ces contraintes [15]. Par conséquent, l’effort de freinage qui ne peut être satisfait par le frein 
régénératif doit être compensé par un second système de freinage (de préférence à friction) 
[102], [132]. D’où la nécessité d’un système de frein hybride. 
L’inconvénient d’une telle mesure est de maintenir la stabilité du véhicule lors des manœuvres 
de freinage hybride pour assurer la sécurité et le confort du pilote [19]. À cet effet, une stratégie 
de contrôle du glissement de la roue par l’entremise de l’actuation du frein régénératif permet 
d’améliorer la stabilité du freinage. C’est ce qui a été développé dans [14]. De plus, il est 




préférable de répartir davantage l’effort de freinage à l’avant plutôt qu’à  l’arrière (voir la section 
2.2.1). Ceci, car l’instabilité sur la direction du véhicule causée par un blocage des roues arrière 
est beaucoup plus difficile à rétablir que celle causée par un blocage des roues avant [33]. Ainsi, 
on préconise une préséance du blocage des roues avant sur celui des roues arrière. Au mieux, il 
est préférable d’appliquer un effort de freinage à la roue qui est proportionnel au poids supporté. 
D’ailleurs, la gestion de cette distribution est en partie faite par un contrôleur de distribution du 
freinage (Electronic brake force distribution ou EBD en anglais) dans les véhicules récents. 
2.2 Distribution des forces de freinage 
2.2.1 Freinage optimal et stabilité du véhicule 
L’aspect essentiel d’un bon freinage est le balancement adéquat des efforts de freinage à chaque 
roue. La performance est optimale lorsque le freinage de chaque roue est proportionnel au poids 
qu’elle supporte. Dans ce cas, le véhicule tire profit de toute l’adhérence disponible. Dans ces 
conditions, le glissement1 de chaque roue est égal et la distance de freinage est minimisée [45]. 
Cette distribution de freinage idéale est décrite par la i-curve à la figure 2.1 [33], [63]. Elle est 
comparée à la distribution de freinage établie par un système de frein hydraulique à friction 
classique (voir la section 2.3.1 pour plus de détails). Par ailleurs, comme expliqué à la section 
2.1, si un blocage des roues survient lors d’une commande de décélération, on préconise une 
préséance du blocage des roues avant sur celui des roues arrière, car l’instabilité sur la direction 
du véhicule causée par un blocage des roues arrière est beaucoup plus difficile à rétablir que 
celle causée par un blocage des roues avant [33]. Il est donc nécessaire d’assurer une distribution 
de freinage sous la i-curve. De plus, la norme  ECE  illustrée à la figure 2.1 spécifie la force 
arrière minimale à appliquer pour assurer une certaine décélération lorsque les roues avant 
bloquent [33]. L’adhérence du freinage est donc assurée lorsque la distribution se trouve dans 
la zone grise de la  figure 2.1. À cet effet, les systèmes de freinage hydraulique récents 
comportent un contrôleur de distribution du freinage (Electronic brake force distribution ou 
EBD en anglais) qui modifie la distribution 𝛽 pour moduler adéquatement la distribution 
                                                 





avant/arrière du freinage et ainsi assurer la stabilité. L’objectif ultime étant de se rapprocher de 
la i-curve. 
2.2.2 Établissement de la distribution de freinage idéale 
La figure 2.2 expose la modélisation des forces longitudinales appliquées au contact 
pneu-chaussée qui entre en jeu lors d’une manœuvre de freinage. C’est le résultat de l’effet de 
plongée vers l’avant du véhicule lors du freinage [17]. Comme il est décrit dans (A.2)-(A.5) en 
annexe a, les forces développées sur les axes avant et arrière (𝐹𝑏𝑓, 𝐹𝑏𝑟) sont fonction de 
l’adhérence de la route 𝜇 et des forces normales 𝐹𝑧𝑓 and 𝐹𝑧𝑟. La distribution de freinage avant 
arrière 𝛽 déterminée par le dimensionnement des pistons des cylindres de freins est (2.5). La 
i-curve qui génère un glissement égal à chaque roue varie en fonction de la pente de la route 𝜃, 
de la masse du pilote et de la vitesse du véhicule. La pente est le facteur ayant le plus de 
sensibilité. À cet égard, la figure 2.1 montre la i-curve pour 𝜃 = 0, tandis que la figure 2.3 trace 
la i-curve pour différentes pentes.  
Équations de la i-curve: La décélération 𝑗 du véhicule (unités en 𝑔) durant le freinage est 
est décrite par (2.1). La i-curve spécifie que l’effort de freinage aux axes avant/arrière doit être 
proportionnel au poids qu’ils supportent [33]. Il peut être démontré que la force arrière idéale 
𝐹𝑟𝑖𝑑 est donné par (2.2), où 𝑙𝑓 et 𝑙𝑟 sont les distances entre le centre gravité et l’axe des roues 
avants et l’axe des roues arrières respectivement tandis que ℎ est la hauteur du centre de gravité. 
La i-curve relie les points d’intersection des f-lines et des r-line de la figure 2.1, pour chaque 
adhérence 𝜇. Les f-lines et r-lines représentent la distribution de freinage avant/arrière qui amène 
toutes les roues à la limite d’être bloquées. La norme ECE s’exprime selon (2.3). 





𝑗/𝑔 ≥ 0.1 + 0.85(𝜇 − 0.2) (2.3) 
La distribution idéale est donc la distribution avant/arrière optimale d’un point de vue de la 
performance du freinage. Elle s’applique au bloc 1 de la figure 1.3. 





Figure 2.1 Distribution idéale avant-arrière de l’effort de freinage 
 
Figure 2.2 Modélisation des efforts de freinage 
 





2.2.3 Distribution du freinage régénératif et hydraulique 
On recense dans la littérature plusieurs stratégies de coordination de la distribution du freinage 
provenant du système de frein hybride afin de remplir la fonction du bloc 2 de la figure 1.3 [8], 
[134], [130], [82]. Le choix de la distribution est influé par deux scénarios [130]. Le 1er est la 
décélération normale, où l’objectif est d’optimiser l’efficacité de régénération et la 
coordination entre le frein électrique et mécanique. Le 2e est le freinage d’urgence, où les deux 
objectifs sont d’assurer le maintien de la stabilité du véhicule malgré l’intégration d’un système 
de freinage hybride et d’utiliser le frein électrique pour augmenter les performances du système 
de stabilité. La réponse du couple moteur électrique étant plus rapide et plus précise.  
Les travaux de [130] comparent trois types de stratégies de distribution de freinage appliquées 
à un véhicule électrique traction avant. Elles apparaissent à la figure 2.4 et se qualifient de la 
manière suivante: (a) efficacité maximale de la récupération, (b) bonne sensation à la pédale de 
frein et (c) une combinaison des deux premières. Ces trois stratégies suivent la distribution de 
freinage avant/arrière d’origine du véhicule (distribution 𝛽) et le frein à friction à l’arrière n’est 
pas modulé. Le tableau 2.3 résume les avantages et inconvénients de chacune des stratégies. 
D’autres stratégies sont aussi discutées dans [46], [64], [82] et [99]. Les contraintes majeures 
avec lesquelles ces stratégies doivent interagir sont le rendement de la chaîne de traction, le 
 
Figure 2.4 Stratégie de distribution du freinage coopératif [130] 




couple régénératif maximum disponible en fonction de 𝑣𝑥 et la sensation du conducteur. Or, 
dans le cas d’un véhicule électrique à propulsion, la stabilité du véhicule est plus sensible et des 
stratégies alternatives peuvent donner de meilleurs résultats.  
Attribution statique des commandes (AC): Selon [108], la méthode statique d’attribution des 
commandes (AC) est une méthode reconnue pour gérer un système à actionneurs redondants 
(hybride). Elle permet de tenir compte des défaillances ainsi que des saturations des actionneurs. 
Un exemple de AC est la daisy chain. Celle-ci consiste à compenser l’objectif inatteignable par 
le premier actionneur avec le deuxième actionneur. Dans notre cas, cela consiste à appliquer du 
freinage régénératif jusqu’à sa saturation, puis de compenser avec du freinage hydraulique. Or, 
la dynamique des actionneurs n’est pas prise en compte dans une telle stratégie et ceci ne permet 
pas d’extraire le maximum de bénéfices.  
Attribution dynamique des commandes (ADC): Cette stratégie fait partie de celles reconnues 
dans les règles de l’art en général, comme la AC [108]. Elle est investiguée dans [27] et [76]. 
Dans ce cas, l’attribution des commandes est calculée via un problème d’optimisation dont la 
solution inclut la commande de chaque actionneur à l’instant discret 𝑘. Souvent sous forme de 
problème quadratique (QP soit quadratic programming en anglais). Le critère de performance 
est défini de manière à obtenir la meilleure réponse désirée tout en tirant le maximum de 
potentiel de chaque actionneur malgré leurs bandes passantes différentes. Généralement, le 
critère de performance intègre le suivi d’une référence et la minimisation de l’énergie à fournir 
par les actionneurs [61]. Entre autres, le critère peut aussi inclure les contraintes sur les 
actionneurs, le rendement énergétique et l’état de charge des batteries.  
Attribution dynamique des commandes basée sur un modèle (ADCM): Selon [108], 
l’ADCM est une stratégie proposée récemment [48]. Elle utilise l’approche classique de la 
commande prédictive sur un horizon glissant, détaillée à la section 2.5. Comme toute commande 
prédictive, c’est une commande optimale qui se veut une extension de l’ADC, en incorporant 
directement un modèle dynamique du système dans le critère de performance. C.-à-d., la 





Autres stratégies : Plusieurs travaux publiés comparent des stratégies de freinage coopératif 
sous forme d’algorithmes, gérant l’utilisation des différents actionneurs électriques et 
hydrauliques en fonction de la situation de freinage et de la décélération commandée [13], [75], 
[115]. On recense aussi de nombreux contrôleurs de distribution électrique / hydraulique basés 
sur la logique-floue (fuzzy logic en anglais) [134], [77], [68]. 
Comparaison du rendement : Afin de pouvoir comparer sous différents critères de 
performances une nouvelle méthode de commande collaborative du frein régénératif et 
hydraulique par rapport aux méthodes actuelles, [122] présente un outil permettant d’évaluer et 
de comparer les stratégies de freinage régénératif, basées sur un indice d’efficacité énergétique. 
2.2.4 Système de répartition série et parallèle  
Comme présenté à la figure 2.5 et à la figure 2.6 [116], le contrôle de la répartition peut se faire 
de manière parallèle ou série [8], [82]. La configuration parallèle consiste à coupler un sous-
système de freinage régénératif au système de freinage traditionnel, tandis que la configuration 
série coupe le lien hydraulique entre la pédale et les cylindres de frein en plus d’inclure un 
Tableau 2.1 Synthèse des trois stratégies comparées dans [130] 




Utilise au maximum les 
capacités de régénération 
Enfoncement de la pédale de frein lors de la 
régénération 
Inconfort pour l’utilisateur 
Stratégie 2 
Sensation de la 
pédale 
Bonne sensation lors de l’appui 
de la pédale de frein 
Diminution de la quantité d’énergie récupérée 




 Bonne sensation sur la pédale 
de frein 
Régénère presque autant que la 
« stratégie 1» 
Complexité de la mise en œuvre 
 
Figure 2.5 Configurations parallèle et série du freinage régénératif 
 




contrôleur de freinage hybride. Les zones rouges de la figure 2.6 représentent les pertes dans les 
freins hydrauliques tandis que les zones jaunes représentent la régénération électrique. Le 
tableau 2.2 présente une synthèse comparative des deux configurations. Celle parallèle, moins 
coûteuse et plus simple, favorise le maintien des fonctionnalités du système de frein traditionnel 
en ajoutant l’effort de freinage régénératif, tandis que celle série favorise la régénération. Dans 
le 2e cas, le frein traditionnel compense l’effort de freinage qui ne peut être fourni par le frein 
électrique [82], ce qui offre une meilleure efficacité. Si les possibilités d’intégration le 
permettent, la configuration série est préconisée, car elle est beaucoup plus efficace. Surtout, 
lorsque la majorité des décélérations sont faibles, car elles sont réalisables avec le moteur 
électrique uniquement.  
Tableau 2.2 Synthèse des configurations de freinage coopératif 
Configuration Caractéristique Avantages/Inconvénients 
Parallèle 
 
- Application simultanée du frein régénératif 
  et mécanique [8]; 
- Le frein  régénératif  assiste le frein 
mécanique [116]; 
- La pression de la pédale communique 
directement avec celle des  freins. 
 Le frein régénératif est proportionnel à 
la pression (jusqu’à une certaine 
limite). 
Avantages 
Simplicité d’intégration : 
L’ajout de matériel supplémentaire au système de 
freinage conventionnel n’est pas requis (TMC, ABS, 
VSS, etc.) [8]. 
 
Inconvénients 
 La force de résistance ressentie à la pédale 
peut varier selon l’effort de freinage 
régénératif disponible [8]. 
Série 
 
- La demande de couple de freinage est 
d’abord délivrée par le frein électrique 
jusqu’à une certaine limite. Le frein 
mécanique compense le couple restant 
[8]; 
- Le frein mécanique assiste le frein 
régénératif; 
- Une modulation de la pression 
hydraulique est mise en œuvre; 
- La pression de la pédale est découplée 
des lignes de freins. 
Avantages 
- Plus efficace que la configuration parallèle (15% à 
30% d’économie alors que 9% à 18% avec 
parallèle [116]). 
 Pas de dissipation dans les plaquettes    
de frein lors de faibles décélérations. 
- Permet de gérer la sensation de la 
 pédale pour un meilleur confort. 
Inconvénients  
- Nécessite un dispositif de simulation de 
 pression de la pédale de frein; 
- Un dispositif de sécurité doit assurer l’application 






2.3 Systèmes de freinage à friction 
La technologie brake-by-wire (BBW) regroupe une multitude d’actionneurs permettant de faire 
coopérer efficacement le frein à friction avec le frein régénératif. Elle consiste à utiliser un 
dispositif électronique au lieu de systèmes hydrauliques traditionnels pour actionner la force de 
pincement du frein à friction. Deux familles d’actionneurs BBW sont couramment utilisées [54]: 
la première est la famille de freins électro-hydrauliques (EHB soit electro-hydraulic brake 
system en anglais), qui utilise la puissance hydraulique. Par ailleurs, la famille de freins 
électromécaniques (EMB soit electromechanical brake system en anglais) utilise la puissance 
provenant d’un moteur électrique. Le concept du frein électro-hydraulique consiste à moduler 
la pression via l’actuation de valves solénoïdes. Un exemple de concept est illustré à la figure 
2.7 [35]. Les valves se retrouvent habituellement dans la plateforme hydraulique du contrôleur 
de stabilité du véhicule (ESC soit electronic stability controller en anglais) [8], [130], [99], 
[101], [64], [4]. Un exemple de circuit hydraulique est illustré à la  figure 2.8 [64]. Il permet de 
moduler la pression dans les quatre cylindres de frein : LF, LR, RF, RR (avant gauche, avant 
droit, arrière gauche, arrière droit). Le pilotage de l’état des valves est habituellement gouverné 
par trois principaux modes : l’augmentation, la diminution ou le maintien de la pression dans le 
cylindre de frein [1]. Deux défis importants sont d’atteindre une précision adéquate du contrôle 
en pression du cylindre de frein et de rendre la sensation d’appui de la pédale inaffectée par le 
contrôle en pression [4]. 
 
Figure 2.6 Contrôle du freinage régénératif parallèle et série respectivement [116] 





Figure 2.7 Exemple de système électro-hydraulique [35] 
 





Le concept d’EMB est de moduler la force de pincement du cylindre de frein par l’action d’un 
moteur électrique couplé à un écrou à bille [78], [134]. Certains concepts ajoutent un maître-
cylindre, comme celui qu’on retrouve à la figure 2.9 [26]. Tel que présenté à la figure 2.7, un 
autre type de système qu’on retrouve est un servofrein électrique (electric brake booster en 
anglais). Dans ce cas, un moteur électrique remplace le servofrein à dépression traditionnel 
[35],[128]. Étant donné que le véhicule trois roues qui sert de plateforme expérimentale est doté 
d’un VSS, c’est la technologie EHB qui a été choisie pour assister le frein régénératif. 
2.3.1 Distribution de freinage avant / arrière  
Un système de freinage hydraulique standard développe un effort de freinage proportionnel au 
déplacement de la pédale de frein 𝑥𝑝. D’ailleurs, comme illustré sur la figure 2.10, la pression 
hydraulique est distribuée à parts égales au niveau de chaque cylindre de frein et celle-ci est 
proportionnelle à 𝑥𝑝. Cette relation est tirée de résultats expérimentaux sur le véhicule à l’étude. 
La structure d’un cylindre de frein avant du véhicule est représentée à la figure 2.11. En 
négligeant la dynamique du contact pneu-chaussée, la force de freinage est simplement fonction 
de la surface du cylindre de frein et de la pression hydraulique qui lui est exercée, tel que décrit 
par l’équation (2.4). Où 𝑆𝑝1,2 sont les surfaces des cylindres de frein, 𝜇𝑐 est le coefficient 
d’adhérence de la plaquette de frein et 𝑝𝑥 est la pression exercée sur le cylindre (𝑥 correspond à 
la position du frein : 𝑓𝑙, 𝑓𝑟 ou 𝑟 pour avant gauche, avant droit ou arrière respectivement). Ainsi, 
la proportion de la force de freinage avant par rapport à la force de freinage arrière est 
simplement établie selon le dimensionnement des cylindres de frein. Elle est représentée par la 
droite 𝛽 sur la figure 2.1 et s’exprime selon (2.5). 
 
Figure 2.9 Exemple de concept de frein électromécanique appliqué au freinage coopératif [26] 




𝐹𝑏𝑥 = 𝜇𝑐(𝑆𝑝1 + 𝑆𝑝2)𝑝𝑥 = 𝜇𝑐𝑆𝑥𝑝𝑥 = 𝐾𝐹𝑥𝑝𝑥 (2.4) 
𝛽 = 𝐹𝑏𝑓/(𝐹𝑏𝑓 + 𝐹𝑏𝑟)            (𝛽 = 78% pour le véhicule étudié) (2.5) 
  
 
Figure 2.10 Pression mesurée de chaque cylindre de frein en fonction du déplacement de la pédale 
 





2.3.2 Modèle mathématique d’une valve solénoïde 
La modélisation d’un frein électro-hydraulique est essentiellement composée d’équations 
exprimant l’écoulement du liquide de frein dans chacune des valves qui composent le circuit. 
La figure 2.12 présente une valve solénoïde on/off contrôlant le débit dans une ligne de frein. 
Le courant dans le solénoïde est piloté par un MOSFET. L’entrée de commande la plus courante 
est le rapport cyclique 𝛼 d’un signal à modulation de largeurs d’impulsions (PWM ou pulse 
width modulation en anglais). Essentiellement, la littérature réfère aux équations (2.6) et (2.7) 
afin de modéliser un frein électro-hydraulique [90]. Le débit 𝑞𝑣 s’écoulant à travers une valve 
s’exprime selon (2.6), tandis que le gradient de pression ?̇? s’exprime selon (2.7). Où 𝐶𝑞 est le 
coefficient de débit, 𝐴𝑣 est la surface à travers laquelle le fluide s’écoule à travers la valve, 𝜌𝑏𝑓 
est la densité du liquide de frein, 𝑝𝑖 et 𝑝𝑜 sont les pressions au port d’entrée et de sortie de la 
valve respectivement. Le gradient de pression ?̇? est proportionnel au débit, selon le module 
d'élasticité volumique 𝛽𝑜 et le volume 𝑉 du contenant rigide qui supporte la pression. Spécifions 
que 𝐶𝑞, 𝜌𝑏𝑓, 𝛽𝑜 et 𝑉 sont considérés comme des paramètres constants. 
𝑞𝑣 = 𝐶𝑞𝐴𝑣√2/𝜌𝑏𝑓(𝑝𝑖 − 𝑝𝑜) (2.6) 
?̇? = 𝛽𝑜𝑞𝑣/𝑉 = 𝐾𝑝𝑞𝑣 (2.7) 
Nonlinéarités liées au frottement: Le déplacement du tiroir de la valve est soumis au frottement 
visqueux décrit par l’effet de Stribeck ainsi qu’à des effets d’hystérésis [2], [11]. La figure 2.13 
compare la caractéristique du frottement visqueux lié à l’effet de Stribeck par rapport à l’effet 
 
Figure 2.12 Commande de l’écoulement par une valve solénoïde 




du frottement sec de Coulomb. L’effet de Stribeck se manifeste concrètement lorsque la valve 
est complètement fermée. Dans ce cas, la transmission d’une commande de courant dans le 
solénoïde supérieur à une certaine limite est nécessaire pour amorcer le déplacement du tiroir et 
ainsi faire varier la pression.  
Retard au niveau de la réponse : En pratique, il y a un retard observé entre le gradient de 
pression et l’application d’un courant dans le solénoïde [90], [126]. Celui observé varie de 2 à 
5 ms pour la plateforme expérimentale de cette thèse. 
Commande on/off de la valve : Lorsque la valve est soumise à une commande de type on/off 
(de type PWM généralement), il y deux scénarios possibles pour contrôler le débit : 
1. Moduler la restriction de la valve au moyen d’un signal haute fréquence ; 
2. Créer un débit moyen en commutant le tiroir entre l’état ouvert et l’état fermé à basse 
fréquence (commande bang-bang de l’écoulement).  
 
En se basant sur différents travaux de même nature, les deux méthodes ont été testées en 
expérimentation. Il s’est avéré que la 2e méthode offre une meilleure précision. D’ailleurs, [21] 
et [112] ont observé une bonne caractéristique à une fréquence de commutation de 50 Hz). Au 
niveau de la plateforme expérimentale, une dépendance flagrante a été observée entre la 
variation de la pression au cylindre de frein arrière ?̇?𝑟 et le rapport cyclique 𝛼 du signal PWM 
pour des fréquences de l’ordre de 50 Hz à 100 Hz. Ce qui n’était pas le cas à des fréquences 
plus élevées. Qui plus est, dans le cas de la valve permettant de diminuer la pression dans le 
 





cylindre de frein arrière, il a été observé que la modulation du débit devient impossible pour des 
fréquences de l’ordre de 100 Hz et plus.  
Courant de maintien : Il a été démontré que le courant minimal dans le solénoïde pouvant 
maintient une différence de pression à travers la valve est proportionnel à cette différence de 
pression [131] (voir figure 2.14). D’ailleurs, [83] et [101] ont bien observé cette relation en 
expérimentation pour un VSS similaire à celui du véhicule étudié dans cette thèse. Ainsi, le 
courant minimal 𝑖ℎ𝑜𝑙𝑑 requis pour supporter une Δ𝑝 est : 
𝑖ℎ𝑜𝑙𝑑 = 𝐾Δ𝑝 (2.8) 
La force de pincement développée par le courant 𝑖ℎ𝑜𝑙𝑑 circulant dans le solénoïde est représentée 
à la figure 2.15. 𝐹ℎ𝑜𝑙𝑑 est la force nécessaire pour maintenir une différence de pression à travers 
la valve et est directement proportionnelle à 𝑖ℎ𝑜𝑙𝑑 (Δ𝑝 = 𝑝𝑖 − 𝑝𝑜). Concrètement, cela signifie 
que la valeur minimale du rapport cyclique du signal PWM requis pour maintenir une différence 
de pression est proportionnelle à Δ𝑝. 
  
 
Figure 2.14 Fonction proportionnelle de la pression différentielle limite en fonction du courant [131] 
 
Figure 2.15 Force de pincement  développée par le courant circulant la valve solénoïde 
 




2.4 Frein électro-hydraulique et contrôle en pression  
Selon [83], le meilleur type de valve solénoïde pour moduler la pression hydraulique avec une 
bonne précision est la valve proportionnelle contrôlée numériquement. On peut aussi parvenir à  
un contrôle adéquat avec une valve de débit [80]. Néanmoins, dû à leur coût très élevé, 
l’industrie automobile emploi habituellement une valve solénoïde de type on/off. Une entrée de 
commande de type PWM est couramment utilisée pour en actionner l’ouverture. En revanche, 
[135] ont observé que la résolution du gradient de pression peut être amélioré avec une 
modulation fréquentielle (PFM soit pulse frequency modulation en anglais). Surtout pour le cas 
de la valve outlet.  
Contrôle de valve de type on/off : Malheureusement, les techniques de mise en œuvre du 
contrôle de la pression par l’entremise de valves on/off d’un EHB n’est que peu traitée dans la 
littérature. La commande PID classique est un défi de mise en œuvre pour les systèmes 
présentant un retard [52]. Néanmoins, [74], [84], [125] et [133] ont développé des contrôleurs 
PID linéaire ainsi que nonlinéaire qui semblent fournir de bonnes performances. D’ailleurs, [84] 
ont développé un contrôleur PID qui tient compte de la zone morte de l’actionneur et comporte 
un anti-windup sur l’action intégrale permettant de diminuer le dépassement sur la réponse 
temporelle. [130] ont développé quant à eux un contrôleur PD avec action feedfoward dont la 
valeur provient de tables de correspondances. Un contrôle par mode glissant (sliding mode en 
anglais) est mis en œuvre dans [4] et [126]. Dans le cas de systèmes nonlinéaires à structure 
variable, cette technique est reconnue pour être robuste. [126] sont parvenu à diminuer 
efficacement l’oscillation (chattering en anglais) propre à cette méthode de contrôle et une 
régulation assez précise a été obtenue. Récemment, de nouvelles stratégies basées sur la 
modulation de pression différentielle limite (PDL soit pulse-difference-limiting en anglais) sont 
étudiées et semblent prometteuses [83]. Elles se basent sur le principe de l’équation (2.6). Des 
tables de correspondances (lookup table en anglais) identifiées empiriquement permettent de 
trouver la commande à appliquer. 
2.4.1 Sensation de la pédale 
Malheureusement, lorsque le lien hydraulique entre le maître-cylindre et les cylindres de frein 
n’est pas découplé, l’action des valves solénoïde sur le débit du liquide de frein est perceptible 





cette perception. Pour pallier à ce problème, il est courant de retrouver dans les EHB un 
simulateur d'actionnement de frein. Celui-ci est généralement mis en œuvre par l’entremise d’un 
accumulateur hydraulique et de valves solénoïdes intégrées au circuit hydraulique du EHB [20], 
[121]. À la figure 2.8, un concept d’implémentation apparaît dans l’encadré : c’est 
l’accumulateur dénommé stroke simulator et la valve regenerative qui contrôle l’admission de 
liquide de frein vers celui-ci. Dans le cas où le lien hydraulique entre le maître-cylindre et les 
cylindres de frein est découplé, il y a la possibilité de contrôler la sensation d’appui sur la pédale 
à partir d’un servofrein électrique couplé au maître-cylindre [35]. Malheureusement, le montage 
expérimental utilisé dans le cadre de cet ouvrage ne comporte pas de tel simulateur. Néanmoins, 
[98] et [130] sont parvenu à des résultats intéressants sans simulateur d'actionnement de frein 
en utilisant un ESC conventionnel. 
2.5 Principe de base de la commande prédictive 
La commande prédictive basée sur un modèle (Model-based predictive control ou MPC), aussi 
appelée commande optimale sur un horizon glissant, utilise un modèle explicite de la dynamique 
du système pour prédire la réaction future des sorties en fonction des signaux d’entrées [53]. Ce 
modèle est utilisé par un solveur calculant une séquence de commandes optimale en fonction 
des contraintes d’opération. Le type de modèle utilisé est décrit à la section 2.6.2 alors que le 
solveur est discuté à la section 2.6.3. Un des principaux avantages de cette approche par rapport 
aux techniques conventionnelles réside dans la prise en compte explicite des contraintes dans la 
synthèse de la loi de commande [24], [127]. Aussi, la MPC performe bien pour contrôler un 
système à phase non-minimale (non-minium phase process), un système à retard ou encore un 
système ayant un comportement instable en boucle ouverte [53]. En outre, sa popularité au 
niveau académique et industriel se manifeste par le fait qu’elle peut opérer sur une longue 
période sans intervention d’un expert. Elle s’applique facilement aux cas multivariable 
l’ajustement de ses paramètres est physiquement intuitif. Bien que le principe d’horizon glissant 
et de contrôle optimal en boucle ouverte (Open loop optimal feedback) ait été proposé dans les 
années 1960s, son intérêt n’a vraiment fait surface qu’à la fin des années 1980s. Depuis, la MPC 
a fait ses preuves dans de nombreux procédés industriels et son intérêt au niveau académique 
est toujours d’actualité [91], [43]. D’ailleurs, les travaux de recherches récents s’accentue 
davantage sur la commande prédictive de systèmes nonlinéaires  (Nonlinear model-based 




predictive control ou NMPC). Dans ce cas précis, l’étude de la stabilité est le sujet de 
nombreuses publications. C’est un problème théorique inhérent à ce type de commande où le 
résultat est tiré d’une optimisation nonlinéaire sous contrainte.  
La NMPC consiste à recalculer à chaque instant la séquence de commandes optimale  𝑢(𝑘) à 
appliquer aux entrées du système afin de minimiser une fonction de coût 𝐽(𝑘). Ce calcul est 
réalisé sur un horizon de prédiction de 𝑁𝑝 échantillons. Son concept est illustré à la figure 
2.16 [10] et la structure classique d’un contrôleur MPC est présentée à la figure 2.17 [32]. Le 
critère de performance 𝐽(𝑘) le plus courant est la somme pondérée de l’erreur de poursuite de 
la référence 𝑒(𝑘) et de l’effort de commande Δ𝑢(𝑘) [123], [57], [18] : 
𝐽(𝑘) =∑[𝑒(𝑘 + 𝑗|𝑘)𝑇𝑄𝑒(𝑘 + 𝑗|𝑘)]
𝑁𝑝
𝑗=1




où 𝑒(𝑘) est la différence entre la référence et la sortie contrôlée 𝑟(𝑘) − 𝑦(𝑘), Δ𝑢(𝑘) est 
l’incrément de commande, 𝑁𝑝 est l’horizon de prédiction, 𝑁𝑢 est l’horizon de commande, 𝑄 et 
𝑅 sont les matrices de pondération. 
 








 La séquence de commandes est la solution d’un problème de contrôle optimal boucle ouverte 
sous contraintes. Celles-ci peuvent être sur les entrées, sur les états et/ou sur les sorties. Notons 
que lorsqu’il n’y a aucune contrainte et que l’horizon de commande aussi bien que l’horizon de 
prédiction approche l’infini, cela revient au problème de régulateur linéaire quadratique (Linear 
quadratic regulator ou LQR) [91]. Dans ce cas, la séquence de commande optimale est 
simplement générée par un gain statique de rétroaction obtenu via la solution d’une équation 
matricielle algébrique de Riccati. Si de plus, il n’y avait présence d’aucune perturbation et que 
le modèle représentait parfaitement le système réel, la séquence de commandes calculée au 
premier instant pourrait être jouée entièrement en boucle ouverte [3]. Or, les paramètres futurs 
du système (dont les références futures) ne peuvent souvent être anticipés que sur une courte 
période de temps à l’avance et non sur une longue période. Ce qui complique grandement le 
calcul sur un horizon approchant l’infini. Toutefois, dans ce cas, le calcul sur un horizon fini est 
grandement plus simple [72]. De plus, à cause des perturbations inhérentes et de la disparité 
entre le modèle et le système, le comportement prédit diffère du comportement réel. D’où l’idée 
de la MPC de n’appliquer que la première commande optimale boucle ouverte à l’instant 𝑘 et 
de recalculer la séquence à chaque nouvel instant, en tenant compte des nouvelles mesures. Cet 
horizon glissant incorpore ainsi un effet de rétroaction [3]. En théorie, la période 
d’échantillonnage peut varier entre chaque instant. La MPC se résume donc à répéter la 
séquence suivante à chaque instant 𝑘 [3]: 
1. Estimer les états actuels du système ; 
2. Calculer la séquence de commandes optimale en boucle ouverte qui minimise 𝑱(𝒌); 
3. Transmettre le premier échantillon de la séquence de commandes optimale ; 
 









Une revue des avantages et inconvénients de la MPC par rapport à d’autres techniques 
classiques est présentée au tableau 2.3 [127], [10], [3], [72], [129]. De plus, on accorde à la 
MPC des propriétés intéressantes de robustesse et de stabilité analogues à celles des techniques 
de contrôle optimal en régime permanent comme les LQ, LQG et 𝐻∞. Enfin, le calcul optimal 
sous contraintes est plus simple sur un horizon fini (MPC) que sur un horizon infini (contrôle 
optimal). En effet, il se résout par l’entremise d’un programme quadratique (Quadratic program 
ou QP) dans le cas linéaire ou d’un programme nonlinéaire (Nonlinear program ou NLP) dans 
le cas nonlinéaire. 
2.5.2 Les enjeux de recherche de la MPC 
Le cadre d’utilisation nonlinéaire de la MPC n’est que très récent et soulève plusieurs enjeux de 
recherche [127], [24]. On retient d’abord l’étude de la stabilité. Lors de la résolution d’un NLP, 
« la commande n’est alors plus explicite, mais est le résultat d’une optimisation nonlinéaire » 
Courtial et al. [24]. On pose souvent pour hypothèse qu’une solution au problème d’optimisation 
existe, mais que la détermination de sa solution n’est pas garantie. Un autre enjeu est 
l’application de la MPC aux systèmes à dynamique rapide [127]. Le temps de résolution « en 
ligne » des algorithmes d’optimisation sous contraintes impose des limites aux implémentations 
temps-réel. Néanmoins, certains travaux montrent que la commande NMPC de systèmes ayant 
une période d’échantillonnage de l’ordre de la milliseconde est possible ([50]) et son application 
pour des systèmes aux dynamiques rapides dans le domaine automobile, n’est que très récent 
[32], [57], [18], [6]. Aujourd’hui, l’industrie passe généralement par la résolution traditionnelle 
d’un NLP, qui nécessite une grande puissance de calcul et les possibilités d’implémentation 
temps-réel sont limitées. Le développement d’algorithmes permettant de diminuer la charge de 
calcul du solveur « en ligne » est donc un élément clé [127]. Certains algorithmes qui ont été 





2.6 Stratégies actuelles d’implémentation de la MPC 
Les nombreux travaux entourant la MPC ont engendré le développement d’une multitude de 
stratégies dont les plus populaires sont la DMC (Dynamic matrix control en anglais) [25] et la 
GPC (Generalized predictive control en anglais) [22]. Ces méthodes diffèrent essentiellement 
par le type de modèle utilisé et la formulation du critère de performance 𝐽(𝑘). Par exemple, les 
modèles les plus courant sont la FIR, la fonction de transfert, le CARIMA et le modèle d’état. 
On réfère à [10] et [53] pour une brève explication des nombreuses stratégies développées. Si 
on considère la DMC, des extensions de cette méthode ont été développées pour la formulation 
des contraintes (QDMC) et pour les cas nonlinéaires (NLQDMC). La NLQDMC est très 
courante. Elle consiste à  résoudre de manière itérative une série de problèmes QP linéaire [42]. 
Elle calcule l’effet des anciennes commandes sur la sortie du système en linéarisant le modèle 
à chaque période d’échantillonnage. L’avantage principal de cette approche réside dans le fait 
qu’à chaque période d’échantillonnage, seul un programme quadratique est résolu au lieu d’un 
programme non linéaire d’ordre élevé [43]. Cette méthode s’apparente à la SQP, qui sera 
expliquée à la section 2.6.3. 
  
Tableau 2.3 Avantages et inconvénient de la commande prédictive nonlinéaire 
Avantages 
 Efficace pour la commande de systèmes à retard 
 Très performante lorsque la trajectoire à suivre est connue à l’avance 
 Prise en charge directe de modèles nonlinéaires 
 Le cas multivariable se traite facilement 
 L’actualisation du calcul optimal à chaque échantillon basé sur les nouvelles mesures 
 Crée un effet de rétroaction 
 Crée un effet d’adaptation aux changements de paramètres 
 Prise en charge efficace des contraintes sur les états et les entrées 
 Tiens compte des consignes futures pour le calcul des commandes optimales 
Inconvénients 
 Temps de calcul nécessaire largement plus grand 
 Difficulté de conception robuste lors de la présence d’incertitudes paramétriques 
 La théorie de la MPC est adaptée aux systèmes linéaires. Le traitement non-linéaire fait parti 










2.6.1 Cas d’un système linéaire 
Prédiction de la dynamique 
De nos jours, la littérature scientifique traitant de la MPC utilise presque toujours la formulation 
sous forme de modèle d’état discret [91] : 
𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 
𝑦𝑘 = 𝐶𝑥𝑘 + 𝐷𝑢𝑘 
(2.10) 
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où l’écriture compacte de la fonction de coût (2.12) est analogue à celle de (2.9). Il est commun 
de minimiser cette fonction via la formulation d’un problème QP [40], d’où a été développée 
la QDMC (Quadratic DMC).  









Le problème QP : Un QP résout un problème d’optimisation de la forme [59], [89]: 
 minimiser 




𝑢𝑇𝐺𝑢 + 𝑓𝑇𝑢) 
(2.13) 
sujet à             𝐴𝑢 ≤ 𝑏 
 
Formulation du problème QP : Il faut donc traduire (2.11) et (2.12) sous la forme de (2.13). 
Pour ce faire, on se base simplement sur les matrices linéaires de prédiction d’états et de sorties. 





















où la constante 𝑐 est négligée,  car elle n’affecte pas la solution 𝑢∗. On obtient alors la 
formulation souhaitée de la fonction de coût : 
1
2
𝑢𝑇𝐺𝑢 + 𝑓𝑇𝑢. 
2.6.2 Cas d’un système nonlinéaire (SNL) 
Dans le cas d’un système nonlinéaire, la formulation de la dynamique est la suivante : 
𝑥𝑘+1 = 𝑓(𝑥𝑘, 𝑢𝑘) 
𝑦𝑘 = ℎ(𝑥𝑘) 
(2.15) 
Où 𝑓(𝑥𝑘, 𝑢𝑘) est nonlinéaire et dépend des états courants 𝑥𝑘 et des entrées courantes 𝑢𝑘. 
La formulation discrète du problème optimal de contrôle (problème optimal NMPC) peut 
s’exprimer selon [28]: 
minimiser 
𝑥, 𝑧, 𝑢 
∑𝐿𝑖(𝑥𝑖, 𝑧𝑖 , 𝑢𝑖)
𝑁−1
𝑖=0
+ 𝐸(𝑥𝑁) (2.16) 
sujet à 𝑥0 − 𝑥0̅̅ ̅ = 0, (2.17) 
 𝑥𝑖+1 − 𝑓𝑖(𝑥𝑖, 𝑧𝑖 , 𝑢𝑖) = 0,    𝑖 = 0,… ,𝑁 − 1 (2.18) 
              𝑔𝑖(𝑥𝑖 , 𝑧𝑖, 𝑢𝑖) = 0,    𝑖 = 0,… ,𝑁 − 1 (2.19) 
              ℎ𝑖(𝑥𝑖, 𝑧𝑖 , 𝑢𝑖) ≤ 0,    𝑖 = 0,… ,𝑁 − 1 (2.20) 
                       𝑟(𝑥𝑁) ≤ 0 (2.21) 
Où les variables libres sont : 
 Le vecteur d’états 𝑥 = (𝑥0
𝑇 , 𝑥1
𝑇 , … , 𝑥𝑁−1
𝑇 , 𝑥𝑁
𝑇)𝑇 pour tous les instants; 
 Le vecteur de var. algébriques 𝑧 = (𝑧0
𝑇 , 𝑧1
𝑇 , … , 𝑧𝑁−1
𝑇 )𝑇 pour tous les instants sauf le dernier; 
 Le vecteur de commandes 𝑢 = (𝑢0
𝑇 , 𝑢1
𝑇 , … , 𝑢𝑁−1
𝑇 )𝑇 pour tous les instants sauf le dernier. 
Notons que le vecteur de variables algébriques 𝑧 existe dans le cas où des équations 
différentielles algébriques (Differential-Algebraic Equations ou DAE) apparaissent dans le 
modèle de la dynamique du système. On ne tiendra pas compte de ce vecteur dans cet ouvrage, 
étant donné que le système étudié est de la forme de l’équation (2.15) où 𝑧 est absent. 
Programme nonlinéaire : Le problème NMPC (2.16) à (2.21) peut s’exprimer de manière 
générique sous la forme d’un programme nonlinéaire (NLP) de la forme : 




minimiser 𝐹(𝑋)         
sujet à {
 𝐺(𝑋) = 0
 𝐻(𝑋) ≤ 0
 (2.22)                                       𝑋 
Les algorithmes d’optimisation utilisés pour la NMPC ont donc pour objectif de trouver la 
solution optimale 𝑋∗ du problème NLP (2.22). Les plus courants utilisés dans la littérature seront 
brièvement expliqués dans la prochaine section. 
2.6.3 Résolution numérique du problème contraint 
d’optimisation 
La MPC et la NMPC reposent sur la recherche d’une solution à un problème d’optimisation 
convexe. La solution est soit calculée « en ligne » en temps-réel ou soit précalculée « hors 
ligne » pour tous les cas possibles.  La majorité du temps, le problème d’optimisation est formulé 
sous forme de QP [36]. Étant donné la nature nonlinéaire de la fonction objectif et des 
contraintes, il est ardu, voire impossible de résoudre de manière algébrique le problème 
d’optimisation. On doit donc passer par une méthode numérique. On explique donc brièvement 
la nature de certains algorithmes courants d’optimisation nonlinéaire basés sur la méthode de 
Newton, utilisés pour la NMPC. On réfère le lecteur à [28], [60], [34] et [58] pour plus de détails. 
Spécifions que d’autres méthodes existent, comme l’algorithme de Levenberg-Marquardt, qui 
interpole l'algorithme de Gauss-Newton et l'algorithme du gradient. Un algorithme 
d’optimisation nonlinéaire basé sur la méthode de Newton est un processus itératif qui passe par 
les grandes étapes suivantes : 
1. Formulation du NLP et du système KKT 
2. Traitement de l’inégalité du système KKT 
3. Recherche de la solution optimale 
a. Simulation du système 
b. Optimisation 
i. Réduction à plus petite échelle du problème QP si méthode SQP (Optionnel) 
ii. Approximation de la matrice hessienne (complète ou réduite) 
iii. Résolution du problème d’optimisation (QP) via une méthode de Newton 
Approche simultanée et séquentielle de résolution du NLP 
Il y a deux avenues pour résoudre numériquement un problème nonlinéaire d’optimisation : 





Approche séquentielle : En simplifiant la formulation du NLP), il est possible de passer par 
une approche « séquentielle » de résolution du problème de contrôle optimal. Elle consiste, lors 
de chaque itération d’optimisation, à réaliser les deux étapes suivantes : 
1. La simulation du système (résolution numérique des ODE du système); 
2. L’optimisation de la commande. 
La simulation consiste à résoudre les ODE du système via une simulation numérique lors de 
l’évaluation de 𝐽(𝑘)et des équations des contraintes. On appelle souvent cette technique la 
méthode directe à tir unique (direct single shooting ou DSS).  
Approche simultanée : L’approche simultanée, quant à elle, résout le problème NMPC 
complet (2.16) à (2.21) par une méthode de Newton. La simulation ainsi que l’optimisation sont 
réalisées de manière simultanée, en une seule étape. Dans ce cas, des méthodes d’optimisation 
comme les méthodes de collocations (collocation methods) ou encore des méthodes directes à 
tirs multiples (direct multiple shooting ou DMS) sont utilisées. 
Méthode de Newton 
Les méthodes typiques de Newton servent à trouver un minimum local. Pour trouver la solution 
d’une équation nonlinéaire 𝑅(𝑊) = 0, les méthodes débutent par le choix d’un itéré initial 𝑊0 
qui génère par la suite une série d’itérations 𝑊𝑘. Chaque itération résout l’équation du système 
qui a été linéarisée à l’itération précédente [28].  
Simplification du problème NMPC : mise en œuvre de la méthode séquentielle 
Selon [28], les contraintes d’égalité (2.17) à (2.19) dans le problème NMPC (2.16) à (2.21) 
déterminent les variables 𝑥 et 𝑧 uniquement si le vecteur 𝑢 est fixé. Ainsi, elles peuvent être 
inversées afin d’obtenir les fonctions implicites ?̃?(𝑢) et ?̃?(𝑢) qui satisfont (2.17) à (2.19) pour 
toutes les commandes 𝑢, lors de la simulation du système. On peut ainsi réduire le problème 
d’optimisation à : 
minimiser 




+ 𝐸(?̃?𝑁(𝑢)) (2.23) 
sujet à ℎ𝑖(?̃?𝑖(𝑢), ?̃?𝑖(𝑢), 𝑢𝑖) ≤ 0,    𝑖 = 0,… ,𝑁 − 1 (2.24) 
                       𝑟(𝑥𝑁) ≤ 0 (2.25) 
Cette formulation réduite mène à la possibilité d’utiliser l’approche séquentielle.  
  




Condition de Karush-Kuhn-Tucker 
Soit la solution 𝑋∗, un minimum local du NLP (2.22), ce minium est global s’il satisfait les 
conditions de Karush-Kuhn-Tucker (KKT). Elles impliquent qu’il doit exister les 
multiplicateurs 𝜆∗ et 𝜇∗ dans le système KKT d’équations tel que [28], [109]: 
∇𝑋ℒ(𝑋
∗, 𝜆∗, 𝜇∗) = 0 (2.26) 
𝐺(𝑋∗) = 0 (2.27) 
0 ≥ 𝐻(𝑋∗)  ⊥ 𝜇∗ ≥ 0 (2.28) 
où ℒ(𝑋, 𝜆, 𝜇) 𝑒𝑠𝑡 la fonction de Lagrange : 
ℒ(𝑋, 𝜆, 𝜇) = 𝐹(𝑋) + 𝐺(𝑋)𝑇𝜆 + 𝐻(𝑋)𝑇𝜇 (2.29) 
et où le symbole ⊥ entre les deux vecteurs de l’équation (2.29) implique que la condition 
complémentaire suivante doit être remplie: 
𝐻(𝑋∗)𝜇𝑖
∗ = 0,      𝑖 = 1,… , 𝑛𝐻 (2.30) 
Toutes les méthodes d’optimisation typiques de Newton tentent de trouver un point satisfaisant 
les conditions de KKT par une suite de linéarisations successives de la fonction du problème. 
La différence majeure qui existe entre les différents algorithmes est la méthode utilisée pour 
traiter la dernière condition (2.28), due à la contrainte d’inégalité. En effet, s’il y a seulement 
une contrainte d’égalité, la méthode de Newton est applicable. Toutefois, s’il y a une contrainte 
d’inégalité, il faut passer par une autre méthode. Ainsi, deux grandes familles d’algorithmes 
prennent en charge ce problème : la programmation séquentielle quadratique (SQP) et la 
méthode des points intérieurs (IP) ou à barrières (barriers methods). 
Traitement de l’inégalité du système KKT (SQP vs IP) 
Comme dit plus tôt, s’il n’y a pas de contrainte ou encore seulement une contrainte d’égalité, la 
méthode de Newton à elle seule permet de résoudre le système KKT. Sinon, le traitement de 
l’inégalité (2.28) peut se faire avec la méthode SQP ou la méthode IP (méthodes de Newton). 
Méthode SQP 
La méthode SQP a été reconnue performante par la communauté scientifique pour résoudre des 
NLP vers le début des années 1980 [34]. Elle tente d’appliquer la méthode de Newton au cas 
sous contraintes. La SQP consiste à résoudre un NLP en résolvant une séquence de problèmes 
QP. Selon [28], les méthodes SQP consistent d’abord à linéariser les fonctions nonlinéaires du 





linéarisation du système KKT est faite : soit les équations (2.26) à (2.28). Les conditions de 
KKT deviennent alors sous la forme d’un problème QP : 
minimiser 𝐹𝑄𝑃
𝑘 (𝑋)         
sujet à {
 𝐺(𝑋𝑘) + ∇𝐺(𝑋𝑘)𝑇(𝑋 − 𝑋𝑘) = 0
 𝐻(𝑋𝑘) + ∇𝐻(𝑋𝑘)𝑇(𝑋 − 𝑋𝑘) ≤ 0
 (2.31)                   𝑋 
où la fonction de coût associée est 
𝐹𝑄𝑃




2ℒ(𝑋𝑘, 𝜆𝑘, 𝜇𝑘)(𝑋 − 𝑋𝑘) (2.32) 
Dans le cas où la matrice hessienne ∇𝑋
2ℒ(𝑋𝑘, 𝜆𝑘, 𝜇𝑘) est semi-définie positive, le QP est convexe 
et une solution globale peut être trouvée. 
Les variantes SQP diffèrent entre elles surtout en la manière dont elles [113]: 
 approximent la matrice hessienne; 
 choisissent le pas de déplacement lors d’une recherche linéaire (voir [34]);  
 trouvent la solution du problème QP. 
Résolution du problème QP : Les deux méthodes les plus courantes pour résoudre le problème 
QP sont la méthode des ensembles actifs (active set) et la méthode des points intérieurs 
[28],[34]. Ce qui donne des variantes SQP-AS ou SQP-IP.   
Selon [7], chaque sous-problème QP minimise un modèle quadratique d’une fonction 
Lagrangienne sujette à des contraintes linéaires. À chaque résolution d’un nouveau problème 
QP, une fonction de mérite doit être réduite. Ceci assure la convergence, peu importe le choix 
de point de départ initial. La structure des méthodes SQP implique des itérations majeures et 
des itérations mineures.  Les itérations majeures (SQP) génèrent des séquences d’itération 𝑋𝑘 
convergeant vers la solution optimale 𝑋∗. À chaque itération, un sous-problème QP est utilisé 
pour générer une direction de recherche vers la nouvelle itération. La résolution de ce sous-
problème est une procédure itérative, ce qui constitue les itérations mineures (QP). 
Méthode des points intérieurs 
Les méthodes IP actuelles ont été développées dans les années 1980s. Selon [28], au lieu de 
linéariser le système KKT, on remplace la condition KKT non-lisse (2.28) par (2.35), une 
approximation nonlinéaire lisse (différentiable), avec  𝜏 > 0.  
                                                         ∇𝑋ℒ(𝑋
∗, 𝜆∗, 𝜇∗) = 0 (2.33) 
                                                                        𝐺(𝑋∗) = 0 (2.34) 






∗ = 𝜏,   𝑖 = 1, … , 𝑛𝐻 (2.35) 
Puis on résout le système par la méthode de Newton. La solution obtenue est alors celle du 
problème suivant, plutôt que le problème original : 
minimiser 




    sujet à        𝐺(𝑋) = 0 (2.36) 
Voir [28] pour plus de détails à propos de la méthode. 
Classification des méthodes d’optimisation nonlinéaire 
Bref, selon [28], on peut classifier une méthode numérique d’optimisation nonlinéaire sous 
quatre aspects (tableau 2.4)1. Le premier aspect étant le traitement de  l’inégalité du système 
KKT (2.28). Il y deux méthodes : SQP ou IP. Le deuxième aspect est le traitement des étapes 
de simulation et d’optimisation dans le processus itératif nonlinéaire de résolution du NLP : de 
manière simultanée (p. ex. DMS) ou séquentielle (p. ex. DSS). Le troisième aspect est la manière 
d’approximer la matrice hessienne. Deux méthodes courantes sont [28], [51]: 
 les méthodes quasi-Newton (BFGS); 
 la méthode contrainte de Gauss-Newton (méthode SQP).  
Le troisième aspect est la méthode utilisée pour résoudre l’algèbre linéaire (équation de Riccati). 
Il est possible de réduire la taille du problème QP à une plus petite échelle, mais avec une plus 
grande densité de données (Condensing). Il est aussi possible de résoudre le problème QP en 
passant par une méthode de diagonalisation de matrice (Band Structure) [41]. Le dernier aspect 
est la manière d’approximer la matrice hessienne. On cite par exemple la méthode de 
                                                 
1 Pr. Ex. Acado : [SQP,Simultané,Full,Condensing] ; IPOPT : [IP,Simultané, Full, Banded] (tableau 2.4). 
 
Tableau 2.4 Classification des méthodes d’optimisation nonlinéaire 
1. Traitement des inégalités ( KKT) 2. Itération nonlinéaire 
IP 
SQP 





(Newton s’il n’y a pas d’inégalités) 













Leineweber (Reduced SQP method [73]). La matrice hessienne est nécessairement réduite dans 
le cas d’un problème QP réduit (Reduced). Sinon, la matrice complète est approximée (Full). 
Ainsi, une méthode [Reduced,Banded] n’est pas possible [28]. 
Choix de l’itéré initial 
La convergence de la solution optimale est très sensible au choix du vecteur de commandes 
initial 𝑈0 spécifié au démarrage du processus d’optimisation. Une approche commune est 
d’initialiser la recherche du vecteur de commandes optimal avec la solution de l’itération 
nonlinéaire précédente. Elle se désigne shift initialization method en anglais. 
 
2.6.4 Application similaire à la MPC – estimation sur horizon 
glissant 
Afin d’adapter le modèle prédictif aux conditions réelles, le principe de l’horizon fuyant permet 
aussi d’identifier « en ligne » les paramètres d’un système ou pour estimer les états du système. 
Dans ce cas, on parle de la technique d’estimation sur horizon glissant (Moving horizon 
estimation ou MHE) [39], [70]. Elle suit le même principe que la commande prédictive, mis à 
part que pour ce cas, le vecteur de commandes passées est injecté dans le modèle du système et 
l’optimisateur recherche les paramètres optimaux ou encore les états optimaux qui rapprochent 
au mieux la prédiction du vecteur de sorties avec la réponse mesurée. À la différence d’une 
approche déterministe comme l’estimateur de Kalman, un programme linéaire ou nonlinéaire 
(QP ou NLP) est résolu de manière itérative pour trouver la solution. Les limites 
d’implémentation de cette approche résident surtout dans sa charge élevée en calculs. 
2.7 Outils de génération de code automatique pour la NMPC  
Depuis le début des années 2000s, plusieurs auteurs ont proposé des générateurs de code 
automatique permettant de résoudre  de manière efficace des problèmes MPC « en ligne » [118], 
[119]. Ces algorithmes tirent profit du fait que la structure et la dimension de la plupart des 
problèmes d’optimisation sont connues a priori. Il est donc possible de générer 
automatiquement du code informatique adaptable à un problème spécifique d’optimisation. 
Ceci, avec une vitesse d’exécution appréciable permettant une implémentation temps-réel. Dans 
cette perspective, on recense dans le tableau 2.5 quelques applications informatiques et quelques 
environnements de développement (framework) existants qui font ce travail 




(voir [118], [49], [65]). La plupart génèrent du code C/C++ utilisable pour une application 
embarquée temps-réel (moyennant un certain niveau d’adaptation du code selon l’application 
utilisée). Ajoutons que la plateforme expérimentale de cette thèse intègre un contrôleur OPAL-
RT et celui-ci nécessite d’interfacer le solveur à travers MATLAB/Simulink. À cette fin, 
certaines applications génèrent directement une s-function interfaçable sous Simulink.  
Selon [55], la génération de code automatique pour la NMPC a été introduite par [100] avec 
l’outil AutoGenU. Il applique la méthode continuation and generalized minimum residual 
method (Continuation/GMRES). L’outil IPOPT est apparu un peu plus tard [120],  appliquant 
la méthode des points intérieurs. Puis, une toute autre approche fut développée pour résoudre 
un NLP à chaque instant : L’advanced step NMPC controller, développée par [129]. Or, Il n’y 
a pas d’applications informatiques connues qui mettent en œuvre cette approche.  Par la suite, 
une série d’outils informatiques ont vu le jour  pour générer des solveurs et implémenter la MPC 
linéaire. Un outil populaire apparu au début de cette vague est CVXGEN [88]. Il permet de 
résoudre un problème convexe d’optimisation assez rapidement pour des plateformes 
embarquées. Il est toutefois limité à des problèmes QP de petites dimensions. Or, ces limitations 
furent surmontées avec l’arrivée de l’outil FORCE (Fast Optimization for Real-time Control on 
Embedded Systems) [31]. FiOrdOs est apparu à la même période, basé sur une méthode de 
résolution du gradient [62]. Plus tard, l’outil qpOASES fut développé (A quadratic program 
online active set strategy) [38]. Enfin, on recense des outils plus récents comme ACADO [55] 
et GRAMPC [65], qui permettent de concevoir entièrement un contrôleur NMPC et offrent une 
interface avec MATLAB/Simulink. Pour les travaux de cette thèse, c’est l’outil ACADO 
(Toolkit for Automatic Control and Dynamic Optimization) qui a été sélectionné, car il offre une 
documentation acceptable et permet de générer efficacement un contrôleur NMPC sous 
Simulink. 
2.7.1 Présentation sommaire de l’outil ACADO 
ACADO (A Toolkit for Automatic Control And Dynamic Optimization) est un outil qui exporte 
du code C/C++ permettant de résoudre différents problèmes d’optimisation « en ligne » ou 
« hors-ligne ». Soit des problèmes de contrôle optimal multiobjectifs, des problèmes 
d’estimation de paramètres ou d’états (MHE) ou des problèmes NMPC. Il implémente 





basée sur une méthode typique de Newton, où la stabilité nominale a été prouvée dans [29]. Il 
résout un seul problème QP à chaque itération, à l’aide du solveur qpOASES. L’outil ainsi que 
l’algorithme sont présentés dans [55]. Le code autogénéré via MATLAB ou quelconque 
environnement de développement C/C++ est basé sur une formulation symbolique du problème 
d’optimisation. Celui-ci est adapté à la structure spécifique du problème et il est optimisé pour 
une exécution rapide. La fonction spécifique d’ACADO pertinente pour notre application est le 
code generation tool. La structure du code générant le solveur est présenté à la figure 2.18 [37]. 
[118] explique bien l’algorithme décrit dans cette section et [56] explique comment  l’utiliser. 
Pour exporter du code NMPC utilisable en temps-réel dans MATLAB/Simulink, la formulation 
du problème d’optimisation nonlinéaire sous contraintes doit avoir la structure décrite par 
(2.37) [118]. 




















sujet à ?̇?(𝑡) = 𝑓(𝑥(𝑡), 𝑢(𝑡)), 
𝑥(𝑡0) = ?̂?0, 
𝑥 ≤ 𝑥(𝑡) ≤ 𝑥, 
𝑢 ≤ 𝑢(𝑡) ≤ 𝑢 ∀ 𝑡 ∈ [𝑡0, 𝑡0 + 𝑇] 
 
Figure 2.18 Structure de l’outil ACADO [37] 




où 𝑡0 est l’instant présent, 𝑇 est l’horizon de prédiction, 𝑥 ∈ ℝ
𝑛𝑥   est le vecteur d’états, 𝑢 ∈ ℝ𝑛𝑢   
est le vecteur de commandes. Les vecteurs 𝑥𝑟𝑒𝑓 ∈ ℝ𝑛𝑥 et 𝑢𝑟𝑒𝑓 ∈ ℝ𝑛𝑢  sont les consignes d’états 
et de commandes qui varies dans le temps. La fonction objectif au sens des moindres carrés 
utilise les matrices de pondération 𝑄,𝑄𝑁 ≥ 0 et 𝑅 > 0. ?̂?0 est le vecteur d’estimation (ou de 
mesures) des états à l’instant présent.  𝑓(𝑥, 𝑢) décrit la dynamique du système sous forme 
d’EDOs. 𝑢 et 𝑢 sont les contraintes minimales et maximales de commande alors que 𝑥 et 𝑥 sont 
les contraintes minimales et maximales sur les états. 
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Tableau 2.5 Génération de code automatique : solveur  et contrôleur MPC 
Outil So/Co $ CG NMPC Algorithme d’optimisation Doc Commentaires (voir [20]) 
AutoGenU[100] So/Co OS   Méthode Continuation/GMRES - Génère du c-code de mathematica ou MAPLE 
CVXGEN So Ac  X IP +  
FORCE*[31] So/Co Ac  X IP + 
-Licence commerciale et académique 
-méthode Primaldual interior point 
interior point codes 
IPOPT*[120] So OS   IP + 
Génère du code C++ qui pourrait être utilisable 
avec une S-function 
FiOrdOs[62]  OS  X GM +  
GRAMPC*[65] So/Co OS   GM -  
ACADO*[55] So/Co OS   SQP-AS + 
- Génère du code C/C++qui s’interface avec 
qpOASES, FORCE, qpDUNE 
- Interface MATLAB et Simulink 
Quadprog So M X X SQP-AS + Méthode Primal active set 
qpOASES[38] So OS  X SQP-AS + Méthode parametric active set 
FMPC*[124] So OS  X IP, Primal Barrier, Newton - Plusieurs algorithmes implémentés 
qpDUNE So OS  X Dual Newton strategy, SQP +  
fmincon So M X  IP, SQP, TRR, AS + Plusieurs algorithmes implémentés 
Model Predictive 
Control Toolbox* So/Co M  X KWIK [110] + Pas adapté pour la NMPC 
* :Permet de générer directement une s-function; So : solveur; Co : Contrôleur NMPC; $ : Payant; OS : Open source; Ac : License académique possible; M : MATLAB; CG : (Code Generation)permet de générer du code 
utilisable par simulink coder pour du temps-réel; AS : Active set; IP : interior point; GM : Gradient method (1er ordre); SQP : Sequential quadratic programming; TRR : trust-region-reflective; NMPC : Intègre directement la 






Bref, la NMPC offre de nombreux avantages pour le problème de commande d’un système de 
freinage hybride. La prise en compte directe des contraintes dans la synthèse de la loi de 
commande ainsi que des retards purs inhérents à ce type de système en fait un outil appréciable. 
Il en va de même au niveau de la gestion des dynamiques différentes pour les deux systèmes de 
freins. Ainsi, cet ouvrage propose une approche d’implémentation temps-réel d’une commande 
NMPC permettant de piloter les efforts de freinage provenant de chaque système de frein. 
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CHAPITRE 3  
MODÉLISATION DU SYSTÈME DE FREINAGE 
HYBRIDE 
Ce chapitre expose dans un premier temps la mise en œuvre de la mécatronique permettant de 
piloter le système de freinage hybride. Ceci inclut le détail de la prise des commandes du 
système électro-hydraulique. Puis, la modélisation de ce système de freinage est détaillée, suivie 
de celle du système de freinage régénératif. L’objectif de la modélisation est de se munir d’un 
simulateur permettant de valider le comportement de la loi de commande NMPC pendant son 
développement et de doter le contrôleur d’un modèle simplifié pour calculer la prédiction des 
dynamiques selon la commande appliquée. Pour chaque modèle, l’identification empirique est 
aussi présentée. La figure 3.1 illustre le schéma fonctionnel du système. Le système 
d’acquisition et de contrôle est une plateforme de prototypage rapide OPAL-RT. Elle 
communique par le bus CAN avec le contrôleur du véhicule pour piloter les commandes de 
couple régénératif à l’onduleur. De surcroît, elle commande aussi numériquement avec les 
 









valves solénoïde ainsi que la pompe du frein électro-hydraulique, en plus de faire l’acquisition 
de l’information des différents capteurs.  
Instrumentation du véhicule. Comme illustré à la figure 3.1, un capteur de pression est disposé 
à chaque cylindre de frein ainsi que sur la ligne de frein du circuit avant entre le maître-cylindre 
tandem (Tandem master cylinder ou TMC en anglais) et le VSS. La position de la pédale 𝑥𝑝 est 
mesurée via un potentiomètre. L’accélération longitudinale est mesurée sur une échelle de +/-
20g. Le bus CAN transmet la vitesse de la roue arrière 𝜔𝑟 via un encodeur, la vitesse angulaire 
du moteur 𝜔𝑚 et l’estimation du couple moteur ?̂?𝑚 via l’onduleur et la tension 𝑉𝑏𝑎𝑡𝑡 et le courant 
𝐼𝑏𝑎𝑡𝑡 de la batterie via le BMS. 
3.1 Présentation du système de frein électro-hydraulique 
La figure 3.2 schématise le système de frein électro-hydraulique. Le véhicule trois-roues est 
déjà pourvu d’un tel système pour asservir la stabilité du véhicule. On le dénomme « contrôleur 
de stabilité du véhicule » (en anglais : Vehicle stability system soit VSS). Sa vue réelle ainsi que 
celle explosée apparaissent à la figure 3.3, tirée de [106]. Malheureusement, l’interface 
électronique et informatique de ce système étant inaccessible, il a été nécessaire de développer 
une carte électronique permettant de prendre les commandes des valves ainsi que de la pompe 
du VSS. Cette carte remplace le boîtier de commande électronique apparaissant à la figure 3.3. 
La figure 3.4 tirée du brevet [114] détaille la position de chaque valve dans le VSS, tandis que 
la figure 3.5 tirée du même brevet expose le schéma hydraulique du VSS à travers l’ensemble 
du système de frein électro-hydraulique. L’utilisation de chaque valve en fonction du mode 
 









désiré est décrite au tableau 3.1. C'est-à-dire : soit un freinage conventionnel sans activation des 
actionneurs, soit une montée, une diminution ou un maintien de la pression dans le cylindre de 
frein ou encore un pompage du fluide dans le cylindre de frein vers le maître-cylindre. Un 
schéma simplifié illustrant le circuit hydraulique associé au cylindre de frein arrière apparaît à 
la figure 3.6. On remarque que la valve inlet permet de piloter une montée en pression alors que 
la valve outlet sert à piloter une diminution de pression en évacuant le fluide dans 
l’accumulateur. La pompe permet de vider l’accumulateur lorsque nécessaire et de compenser 
la pression minimale imposée par la raideur du ressort dans l’accumulateur. La section suivante 
présente le détail de la prise des commandes des valves. 
3.1.1 Prise des commandes des valves solénoïdes  
Une carte électronique en remplacement de celle existante a été développée afin de prendre les 
commandes du VSS (voir figure 3.3). Celle-ci permet d’interfacer une loi de commande avec 
les valves et la pompe. Une photo de la carte connectée aux valves et la pompe apparaît à la 
figure 3.9. De manière empirique, il a été jugé qu’une tension de 5V était suffisante pour faire 
commuter le tiroir des valves entre l’état ouvert et fermé. Pour ce qui est de la pompe, une 
tension de 12V a été choisie. La fréquence du signal PWM sélectionnée d’après les conclusions 
de diverses expériences est de 𝑓𝑖 = 70 Hz pour la valve inlet et de 𝑓𝑜 = 50 Hz pour la valve outlet. 
Ces fréquences sont dans la bande passante des valves, générant ainsi une commande bang-bang 
 










de l’écoulement où la valve commute entre un état complètement ouvert et complètement fermé. 
Ceci correspond au scénario #2 décrit à la section 2.3.2. En effet, considérant qu’un solénoïde 
d’une des valves comporte une résistance de l’ordre de 𝑅𝐿 = 4.45 Ω et une inductance de l’ordre 
de 𝐿 = 1.46 mH, sa constante de temps est 𝜏𝐿 = 0.33 ms. Ainsi, 𝜏𝐿 est beaucoup plus petite que 
la période des signaux PWM (𝑇𝑖 = 10 ms et 𝑇𝑜 =14.3 ms). 
Mise en œuvre de la commande bang-bang de l’écoulement. Le temps d’activation est 
déterminé par la variable de commande 𝛼𝑟, qui correspond au rapport cyclique du signal PWM 
modulant la tension 𝑣𝐿 appliquée aux bornes du solénoïde. La figure 3.7 illustre ce 
comportement. La tension 𝑣𝐿 étant à 0V ou 5V, celle-ci fait commuter la valve entre l’état ouvert 
ou fermé. Chaque valve est pilotée avec le circuit électronique de la figure 2.12. L’étude de la 
variation de la pression en fonction du signal PWM sera présentée à la section 3.2.3. Enfin, la 
figure 3.8, tirée de [131], détaille la structure d’une valve on/off présente dans le VSS. 
 
 






Figure 3.5 Schéma hydraulique du VSS tiré de [114] 
 
Tableau 3.1 État des valves du VSS selon le mode de commande 
mode Inlet Outlet Reversing HPSV pompe 
Freinage conventionnel O F O F OFF 
Diminution de pression F [ctrl] F 
(trigger) 
F ON 
Pompage vers le TMC  F [ctrl] O F ON 
Augmentation de pression [ctrl] F F O ON 
Maintien de pression F F O F ON 
État normal NO NF NO NC OFF 
                        O: Ouverte; F: fermée; NO: Normalement ouverte; NF=Normalement fermée; [ctrl]:Contrôlée 























3.2 Modélisation du système de frein électro-hydraulique 
La nécessité de se doter d’un modèle mathématique permettant de prédire la dynamique du frein 
électro-hydraulique poursuit deux objectifs principaux. Le premier étant de pouvoir tester en 
simulation la loi de commande développée et le second étant de munir le contrôleur d’un modèle 
mathématique lui permettant de calculer en temps-réel une prédiction de la dynamique du 
système selon une commande appliquée afin de trouver l’optimum. Ainsi un simulateur de 
l’EHB a d’abord été développé. Puis, ce modèle a été simplifié afin d’être utilisable en temps-
réel par le contrôleur.  
 

















3.2.1 Simulateur du frein électro-hydraulique 
Le modèle mathématique du frein électro-hydraulique s’inspire de la méthodologie de mise en 
équation présentée dans [1] et [90]. On réfère aussi à [81], [71] et [111]. On applique 
essentiellement les équations (2.6) et (2.7). Le simulateur du frein électro-hydraulique a été 
développé sous MATLAB/Simulink. Ceci, afin de le faire correspondre avec le code de la loi 
de commande sous ce même logiciel qui a été implanté dans le contrôleur de OPAL-RT, tel que 
décrit plus loin au chapitre 5. Celui-ci travaille sous une période d’échantillonnage 𝑡𝑠 = 10𝜇𝑠 
afin de capturer la dynamique de la pédale de frein 𝑥𝑝. Celle-ci est soumise à une force d’appui 
𝐹𝑝 et aux pressions hydrauliques dans la chambre du maître-cylindre 𝑝𝑚𝑐 et celle du cylindre de 
frein arrière 𝑝𝑟. Essentiellement, un groupe de valves est actionné selon la variation de pression 
désirée dans le cylindre de frein arrière (augmentation de pression, diminution de pression, 
maintien de pressions, etc.). On rappelle que le groupe de valve actionné selon le mode est décrit 
au tableau 3.1, en référence au schéma hydraulique de la figure 3.6. Le maître-cylindre est 
schématisé à la figure 3.10, tandis que le système à structure variable associé au circuit de la 
figure 3.6 selon le mode de freinage apparaît à la figure 3.11. 
Dynamique de déplacement de la pédale : elle est régie selon l’équation (3.1).  
𝐹𝑃 − 𝐴𝑚𝑐𝑓𝑝𝑚𝑐𝑓 − 𝐴𝑚𝑐𝑟𝑝𝑚𝑐𝑟 − 𝐶𝑚𝑐?̇?𝑝 − 𝐶𝑚𝑐?̇?𝑟 − 𝐹𝑚𝑐𝑓0 − 𝐹𝑚𝑐𝑟0 − 𝐾𝑚𝑐𝑓(𝑥𝑝 − 𝑥𝑟) − 𝐾𝑚𝑐𝑟𝑥𝑟 = 𝑚𝑝?̈?𝑝 (3.1) 
où 𝑥𝑝 est la position de la tige, 𝑚𝑝 la masse du piston, 𝐶𝑚𝑐 est le coefficient visqueux. 𝐾𝑚𝑐𝑓 et 
𝐾𝑚𝑐𝑟 sont les raideurs des ressorts, 𝐹𝑚𝑐𝑓0 et 𝐹𝑚𝑐𝑟0 sont les précharges des ressorts à vide. 𝐴𝑚𝑐𝑓 
et 𝐴𝑚𝑐𝑟 sont les surfaces de liquide qui développent les pressions 𝑝𝑚𝑐𝑓 et 𝑝𝑚𝑐𝑟 respectivement. 
𝑉𝑚𝑐 est défini comme le volume d’huile entre le maître-cylindre et la valve 𝑖𝑛𝑙𝑟 (3.2). On lui 
associe 𝑉𝑚𝑐0, soit le volume maximal et 𝑟𝑝 est le rayon des pistons. 
𝑉𝑚𝑐 = 𝑉𝑚𝑐0 − 𝑥𝑝𝜋𝑟𝑝
2 (3.2) 
 






(a) Augmentation de pression 
 
(b) diminution de pression sans la pompe 
 
(c) diminution de pression avec la pompe 
Figure 3.11 Circuit hydraulique selon le mode de freinage 
Valve inlet : Le débit 𝑄𝑚𝑐 = 𝐴𝑚𝑐?̇?𝑝 et 𝑝𝑚𝑐 ∝ 𝑄𝑚𝑐. Ainsi, le gradient de pression est régi selon 
les équations  (3.3) à (3.5). Lorsque la pédale est relâchée et que 𝑝𝑚𝑐 < 𝑝𝑟, le fluide passe par 
la valve antiretour de 𝑖𝑛𝑙𝑟, d’où 𝐾𝑞𝑖𝑟𝑐𝑣. 









𝑄𝑚𝑐 − 𝑄𝑖𝑟 + 𝑄𝑝
𝑉𝑚𝑐
= 𝛽𝑜
𝐴𝑚𝑐𝑟?̇?𝑝 − 𝑄𝑖𝑟 + 𝑄𝑝
𝑉𝑚𝑐𝑟




𝐾𝑞𝑖𝑟(𝛼𝑖𝑟 , 𝑝𝑚𝑐 𝑖𝑛𝑖)√|𝑝𝑚𝑐 − 𝑝𝑟|
𝐾𝑞𝑖𝑟𝑐𝑣√|𝑝𝑟 − 𝑝𝑚𝑐𝑟|
 
𝑠𝑖 𝑝𝑚𝑐𝑟 ≥ 𝑝𝑟






Or, pour notre application, étant donné que l’effort de freinage à l’arrière comprend du freinage 




𝐾𝑞𝑖𝑟√|𝑝𝑚𝑐𝑟 − 𝑝𝑟| (3.6) 
Accumulateur : La dynamique de l’accumulateur est définie selon (3.7): 
𝐴𝑎𝑐𝑐𝑝𝑎𝑐𝑐 − 𝐾𝑎𝑐𝑐(𝑥𝑎𝑐𝑐 + 𝑥𝑎𝑐𝑐0) − 𝐶𝑎𝑐𝑐?̇?𝑎𝑐𝑐 = 𝑚𝑎𝑐𝑐?̈?𝑎𝑐𝑐 (3.7) 
Avec le gradient de pression dans l’accumulateur (3.8), le débit (3.9) et le gradient de pression 












𝑠𝑖 𝑝𝑟 ≥ 𝑝𝑎𝑐𝑐







2 + 𝑉𝑎𝑐𝑐0 (3.11) 
Où 𝑟𝑎𝑐𝑐 est le rayon du piston de l’accumulateur, 𝑥𝑎𝑐𝑐 est la position du piston et 𝑉𝑎𝑐𝑐 est le 
volume minimal entre le  cylindre de frein, l’accumulateur et la pompe. 𝑉𝑎𝑐𝑐0 est le volume 
minimal. De plus, on assume que 𝑄𝑐𝑣𝑟 = 𝑄𝑝. De manière simplifiée, on assume que 
l’accumulateur a une certaine pression de précharge 𝑝𝑎𝑐𝑐0 lorsque la pompe n’est pas activée. 





𝑝?̇?(𝑡) = 𝐾𝑜(𝐴𝑣)√|𝑝𝑟(𝑡) − 𝑝𝑎𝑐𝑐(𝑡)| (3.12) 
Pompe : Faute d’accès à des mesures de pression aux entrées et sorties de la pompe, il est plus 
difficile d’identifier un modèle mathématique adéquat de la pompe. Ainsi, on assume 
simplement que son débit 𝑞𝑝 est proportionnel à la vitesse angulaire du moteur de la pompe 𝜔𝑚. 
Vu qu’une EDO typique décrit 𝜔𝑚 en fonction de la tension appliquée au moteur, l’équation de 
?̇?𝑝 peut être déduite. On a : 
{
?̇?𝑟(𝑡) = −(𝛽𝑜/𝑉𝑟) ∙ 𝑞𝑝(𝑡)                         
?̇?𝑝(𝑡) =    (1/𝜏𝑝) ∙ (𝐾𝑝𝛼𝑜𝑟(𝑡) − 𝑞𝑝(𝑡))
 (3.13) 
Liaison des équations différentielles : On remarque que le système à structure variable est régi 
par un groupe d’équations différentielles qui varie selon l’état actuel du système. Dans le code 
MATLAB/Simulink, on effectue simplement une commutation entre le groupe d’équation 
différentielle lors de la transition en chaque structure.  
3.2.2 Modèle hydraulique simplifié 
Le modèle simplifié s’intéresse simplement à la variation de pression ?̇?𝑟 dans le cylindre de 
frein arrière. Celle-ci est proportionnelle au débit, selon un coefficient qui dépend du module 
d'élasticité volumique 𝛽0 et du volume du cylindre de frein 𝑉𝑟. 𝐶𝑞, 𝜌𝑏𝑓, 𝛽𝑜 et 𝑉𝑟 sont considérés 
comme des paramètres constants. On considère aussi que pour un horizon de prédiction, la 
pression au maître-cylindre 𝑝𝑚𝑐 demeure constante. Dans ce cas, on ne considère pas la 
dynamique de la pédale. Ainsi, en appliquant (2.6) et (2.7) pour les valves inlet et outlet et en 
les couplant tout en rassemblant les paramètres constants en un seul gain, on obtient (3.14) et 
(3.15). Un retard pur de la commande non-négligeable a été observé en expérimentation. De 
plus, le frottement de Stribeck doit être compensé par un courant minimal (ces nonlinéarités 
sont présentées à la section 2.3.2). En incluant le retard pur,  on peut obtenir les formes (3.16) 
et (3.17). Dans le cas où la pression est trop faible, l’utilisation de la pompe est nécessaire et 
dans ce cas la diminution de pression est exprimée par (3.18). 
  




Augmentation de 𝑝𝑟: 𝑝?̇?(𝑡) = 𝐾𝑖(𝐴𝑣)√|𝑝𝑚𝑐(𝑡) − 𝑝𝑟(𝑡)| (3.14) 
Diminution de 𝑝𝑟: 𝑝?̇?(𝑡) = 𝐾𝑜(𝐴𝑣)√|𝑝𝑟(𝑡) − 𝑝𝑎𝑐𝑐(𝑡)| (3.15) 
Augmentation de 𝑝𝑟: ?̇?𝑟(𝑡) =      (𝛽𝑜/𝑉𝑟) 𝐾𝑞𝑖𝑟𝛼𝑖𝑟(𝑡 − 𝑑𝑖)√|𝑝𝑚𝑐(𝑡) − 𝑝𝑟(𝑡)| (3.16) 
Diminution de 𝑝𝑟: ?̇?𝑟(𝑡) = −(𝛽𝑜/𝑉𝑟)𝐾𝑞𝑜𝑟𝛼𝑜𝑟(𝑡 − 𝑑𝑜)√|𝑝𝑟(𝑡) − 𝑝𝑎𝑐𝑐(𝑡)| (3.17) 
Pompe dans le TMC: {
?̇?𝑟(𝑡) = −(𝛽𝑜/𝑉𝑟) ∙ 𝑞𝑝(𝑡)                         
?̇?𝑝(𝑡) =    (1/𝜏𝑝) ∙ (𝐾𝑝𝛼𝑜𝑟(𝑡) − 𝑞𝑝(𝑡))
 (3.18) 
avec les dépendances 𝐾𝑞𝑖𝑟(𝛼𝑖𝑟 , 𝑝𝑚𝑐) et 𝐾𝑞𝑜𝑟(𝛼𝑜𝑟 , 𝑝𝑟 , 𝑝𝑎𝑐𝑐). 𝑑𝑖 et 𝑑𝑜sont les retards de 
commande pour la valve inlet et outlet respectivement. 𝜏𝑝 est la constante de temps du moteur 
électrique de la pompe et 𝐾𝑝 les gains statiques. Étant donné que la loi de commande s’assure 
que 𝑝𝑎𝑐𝑐 demeure faible, la dépendance de 𝐾𝑞𝑜𝑟 à 𝑝𝑎𝑐𝑐 est négligée. Ainsi, 𝐾𝑞𝑜𝑟 devient une 
fonction dépendante de deux paramètres: 𝐾𝑞𝑜𝑟(𝛼𝑜𝑟, 𝑝𝑟). 
Force de freinage développée par la pression hydraulique. Une fois la pression calculée, la 
force de freinage est obtenue avec l’équation (2.4). 
3.2.3 Identification du modèle hydraulique simplifié 
Une expérience a été menée pour identifier le modèle mathématique du système de freinage 
électro-hydraulique.  Elle a eu pour but de caler le système d’équations (3.16) - (3.18) avec les 
traces temporelles observées. On rappelle que la variation de pression est fonction du rapport 
cyclique 𝛼 du signal de commande PWM ainsi que de la différence de pression Δ𝑝 [80]. D’où 
les expressions 𝐾𝑞𝑖𝑟(𝛼𝑖𝑟, 𝑝𝑚𝑐) et 𝐾𝑞𝑜𝑟(𝛼𝑜𝑟, 𝑝𝑟) pour les valves inlet et oulet respectivement.  
Expérience. La pédale de frein a été appuyée afin d’obtenir quatre différences de pressions Δ𝑝 
initiales  entre [345,2070] kPa pour la valve 𝑖𝑛𝑙𝑟 et entre [690,2070] kPa pour la valve 𝑜𝑢𝑡𝑙𝑟. 
Une fois la Δ𝑝 atteinte, la valve correspondante a été actionnée avec un signal à rapport cyclique 
constant (on dénomme le rapport cyclique 𝛼𝑖𝑟 pour 𝑖𝑛𝑙𝑟 et 𝛼𝑜𝑟 pour 𝑜𝑢𝑡𝑙𝑟). La pression 
minimale dans le cylindre de frein sans actionnement de la pompe est d’environ 345 kPa 
lorsqu’une diminution de pression est commandée avec la valve 𝑜𝑢𝑡𝑙𝑟. Ceci est dû à 





nécessite l’utilisation de la pompe. Pour chaque Δ𝑝, un signal PWM à une fréquence de 100 Hz 
pour la valve 𝑖𝑛𝑙𝑟 et de 70 Hz pour 𝑜𝑢𝑡𝑙𝑟 a été appliqué, afin de créer une augmentation de 
pression et une diminution de pression respectivement, dans le cylindre de frein. Pour une même 
différence de pression initiale, plusieurs rapports cycliques entre [0,1] ont été appliqués.  
Résultats. La figure 3.12 (𝑖𝑛𝑙𝑟) montre le meilleur calage des traces temporelles expérimentales 
filtrées  par rapport au modèle. Ceci, en appliquant le critère de l’intégrale de l’erreur au carré 
au cours du temps. Un comportement presque linéaire a été observé avec un rapport cyclique 
entre [0 0.6]. Le même processus a été mené pour la valve outlet. L’analyse des résultats a 
permis d’identifier les coefficients de débit 𝐾𝑞𝑖𝑟 et 𝐾𝑞𝑜𝑟 en fonction de Δ𝑝. Pour la valve inlet, 
le coefficient de débit versus la pression dans le maître-cylindre 𝐾𝑞𝑖𝑟(𝑝𝑚𝑐) a été approximé par 
un comportement linéaire (figure 3.13). Toutefois, pour la valve outlet, le coefficient de débit 
versus la pression dans le cylindre de frein 𝐾𝑞𝑜𝑟(𝑝𝑟) a été approximé par une fonction racine 
cubique (figure 3.14). L’équation mathématique utilisée pour 𝑖𝑛𝑙𝑟, est (3.19). Pour 𝑜𝑢𝑡𝑙𝑟, étant 
donné que la trace de l’équation à racine cubique est proche pour les trois 𝑝𝑟 testées (voir figure 
3.15), la dépendance du coefficient  𝐾𝑞𝑜𝑟 à 𝑝𝑟 a été négligée et l’équation devient (3.20). 
𝐾𝑞𝑖𝑟(𝛼𝑖𝑟 , 𝑝𝑚𝑐)  = 𝐾𝑥𝑖√𝑝𝑚𝑐(𝑝𝑠𝑖) × 𝛼𝑖𝑟 (3.19) 
𝐾𝑞𝑜𝑟(𝛼𝑜𝑟) = 𝐾𝛼𝑜√𝛼𝑜𝑟
3 − 𝐾𝛼𝑜√𝛼𝑜𝑟𝑚𝑖𝑛
3  (3.20) 
 
Avec 𝐾𝑥𝑖 = 9.5318 × 10
−10, 𝐾𝛼𝑜 = 5.3988 × 10
−8 et 𝛼𝑜𝑟𝑚𝑖𝑛 = 0.1. 
  





(a) 50 psi (345 kPa) 
 
(b) 100 psi (690 kPa) 
 
(c) 200 psi (1380 kPa) 
 
(d) 300 psi (2070 kPa) 











(a) 50 psi (345 kPa) 
 
(b) 100 psi (690 kPa) 
 
(c) 200 psi (1380 kPa) 
 
(d) 300 psi (2070 kPa) 
 
Figure 3.13 Approximation du coefficient de débit pour la valve inlet en fonction de 𝒑𝒎𝒄 𝒊𝒏𝒊 
 
  








(a) 100 psi (690 kPa) 
 
(b) 200 psi (1380 kPa) 
 
(c) 300 psi (2070 kPa) 










(a) 𝑲𝒒𝒊𝒓 en fonction de 𝜶𝒊𝒓 selon 𝒑𝒎𝒄 𝒊𝒏𝒊 
 
(b) Approximation de 𝑲𝒒𝒊𝒓(𝒑𝒎𝒄, 𝜶𝒊𝒓) 
 
(c) 𝑲𝒒𝒐𝒓 en fonction du rapport cyclique pour  différentes 𝒑𝒓 
Figure 3.15 Prédiction du coefficient de débit 
 
  
















3.3 Présentation du système de frein régénératif 
La figure 3.17 présente la chaîne de traction qui transmet le couple de freinage régénératif. Les 
commandes à l’onduleur du moteur électrique sont transmises par le contrôleur du véhicule sur 
le bus CAN. Le code du contrôleur OPAL-RT inclut donc une transmission sur le bus CAN des 
commandes de couple régénératif. Ces requêtes sont traitées par le contrôleur du véhicule qui 
achemine ensuite les consignes à l’onduleur. 
3.3.1 Contraintes liées aux commandes de couple régénératif 
Les commandes de couple régénératif sont rafraîchies à une fréquence d’échantillonnage de 
100Hz. Le taux de variation est limité à ±1000𝑁𝑚/𝑠. De plus, la loi de commande appliquée 
au moteur limite le couple en fonction de la vitesse angulaire. Ceci, afin de tenir compte du 
défluxage. Une mesure expérimentale réalisée sur un dynamomètre moteur a permis d’obtenir 
la caractéristique de la figure 3.18. Notons que la vitesse du véhicule a été calculée à partir de 
la vitesse angulaire du moteur, en négligeant le glissement de la roue et la dynamique de la 
courroie dentelée. Étant donné que le système de gestion de la batterie (Battery management 
system ou BMS en anglais) limite la puissance tirée du freinage régénératif à 10kW, la contrainte 
est décrite  par la courbe verte apparaissant à la figure 3.18. Le ratio de vitesse de la courroie est 
de 5 :1. Il a été évalué à partir de la comparaison entre la mesure de la vitesse angulaire au 
moteur et celle de la roue.  
 
Figure 3.17 Frein régénératif 




3.4 Modélisation du système de freinage régénératif 
La figure 3.19 présente le diagramme des corps libres de la transmission arrière par courroie 
dentelée [86]. 𝑇𝐵 représente le couple résultant au moteur et 𝑇𝐴 le couple à la roue. Le couple 
résultant au moteur inclus la résistance au couple moteur qui provient du couple résistif 𝑇𝑅 
généré par la somme de la force normale au pneu 𝑁𝑤 ainsi que des pertes moteur. À la courroie 
sont associées un facteur d’amortissement ainsi qu’une raideur. On obtient l’équation 
dynamique du mouvement (3.21). On cherche à exprimer le déplacement de la roue en fonction 
du couple moteur. C’est un système de type intégrateur (plus la demande en couple est élevée, 
plus la roue se déplace vite). Enfin, pour faire disparaître 𝜃𝐵 de (3.21), on assume que la vitesse 
de rotation du moteur est proportionnelle au couple qui lui est appliqué (lorsque le couple résistif 
est compensé). Ainsi, on a ?̇?𝐵 ≈ 𝐾𝑇𝑇𝐵 et 𝜃𝐵 ≈ 𝐾𝑇𝑇𝐵/𝑠. On obtient alors (3.22). En isolant, on 
trouve la fonction de transfert (3.23). 
 
Figure 3.18 Limite de couple régénératif au niveau de la roue en fonction de la vitesse 
 





𝐽𝐴?̈?𝐴 = 𝑇𝐵 − 𝑏(?̇?𝐴 − ?̇?𝐵) − 𝑘(𝜃𝐴 − 𝜃𝐵) (3.21) 




𝑠(1 + 𝑏𝐾𝑇) + 𝑘𝐾𝑇
𝑠(𝐽𝐴𝑠2 + 𝑏𝑠 + 𝑘)
 (3.23) 
Sur route, une expérience a été menée afin d’identifier la fonction de transfert du couple moteur 
en fonction du couple commandé. Pour ce faire, le véhicule a été accéléré à une vitesse au-
dessus de 40 km/h. Puis, à ce point de fonctionnement, un échelon de commande de 15Nm ainsi 
que de 50Nm ont été testé. La pression au cylindre de frein arrière a été maintenue à une valeur 
nulle alors que celle aux pneus avant a suivie celle du maître-cylindre. La figure 3.20 présente 
le résultat d’un échelon de 15Nm et de 50Nm, à une vitesse initiale de 40km/h (correspondant 
à une vitesse angulaire du moteur Ω𝑚 de 2000 rpm). L’échelon subit toutefois la contrainte du 
limiteur de variation de ±10000Nm/s. Ainsi, la consigne de couple 𝑇𝑟
∗ subissant la limitation 
deviens le couple commandé 𝑇𝑟𝑐𝑚𝑑. Par observation des données expérimentales, on en conclut 
que le transfert de couple au moteur est très rapide. En effet, on observe que la vitesse du moteur 
se confond à la vitesse de la roue. Le retard observé entre 𝑇𝑟
∗ et le couple estimé 𝑇𝑟 est de l’ordre 
de 2 à 4ms et il est donc négligeable. Enfin, on apparente le transfert de 𝑇𝑟
∗ à 𝑇𝑟 à un système de 
1er ordre avec une constante de temps de l’ordre de 𝜏𝑚 = 2𝑚𝑠. Cette constante de temps a été 
observée pour un échelon de 50 Nm. On se permet donc de négliger la dynamique de la courroie 
lors d’un freinage régénératif, étant donné que la période d’échantillonnage du contrôleur sera 
de 𝑡𝑠 =10 ms. Le modèle utilisé dans le solveur prend donc simplement en compte la contrainte 
du limiteur de variation de couple de ±1000Nm/s. Enfin, spécifions que le rapport de vitesse est 
𝑅𝑔𝑒𝑎𝑟 = 5 et que le rayon de la roue 𝑅𝑟 = 0.2939𝑚. En simulation on approxime la dynamique 
du moteur à un système de 1er ordre dont la commande en entrée du système est retardée, à cause 







Où 𝜏𝑚 = 2𝑚𝑠 et 𝑅 = 3𝑚𝑠. 





(a) Échelon de 15 Nm 
 
(a) Échelon de 50 Nm 






Ce chapitre a exposé la mise en équation du système de frein hybride sous forme d’équations 
différentielles. Ceci, afin de se munir d’un modèle de prédiction de la dynamique du système 
utilisable dans le cadre d’une loi de commande NMPC. On a d’abord présenté le modèle du 
frein électro-hydraulique ainsi que la méthode utilisée pour identifier le modèle mathématique 
à partir d’expériences. Le modèle est sous forme de système à structure variable. Où on doit 
commuter entre différentes équations selon le mode du système (augmentation, diminution, 
maintien de la pression). Puis, on a présenté le modèle utilisé pour le frein régénératif. On a 
approximé la dynamique à un système de 1er ordre assez rapide. On a aussi présenté les 
contraintes de commande de ce système. Ainsi, la loi de commande NMPC utilisant le modèle 




CHAPITRE 4  
LOI DE COMMANDE NMPC DU SYSTÈME DE 
FREIN HYBRIDE 
Ce chapitre expose en détail la méthode d’implémentation du contrôleur NMPC permettant de 
commander le système de frein hybride, selon les consignes d’effort de freinage pilotées par le 
conducteur du véhicule. D’abord, on présente la méthode utilisée pour calculer les consignes 
d’efforts de freinage avant / arrière selon l’appui de la pédale de frein. Ces consignes sont 
transmises au contrôleur NMPC temps-réel afin de calculer la portion de l’effort de freinage 
fournit par chaque système de frein à la roue arrière. À la section 2.5 du chapitre 2, on a présenté 
le fondement de la théorie de la commande prédictive. Bien que la théorie ouvre la voie à de 
nombreuses méthodes de mise en œuvre, les outils d’implémentation temps-réel imposent 
plusieurs limites. Malgré les contraintes imposées par l’outil de génération de code automatique 
ACADO et celles de la plateforme de prototypage rapide OPAL-RT, un contrôleur NMPC 
temps-réel a pu être développé et on présente dans ce chapitre le détail de sa mise en œuvre. 
Structure globale du contrôleur. Le schéma de la figure 4.1 expose la structure globale de la 
loi de commande développée. Le bloc #1 génère la consigne de freinage 𝐹𝑏𝑟𝑤
∗  et calcule le 
couple de freinage régénératif maximal 𝑇𝑟𝑚𝑎𝑥 selon les mesures de la pression au maître-
cylindre ?̂?𝑚𝑐 et de la vitesse de rotation du moteur Ω̂𝑚. Le contrôleur NMPC (bloc #2) calcule 
la commande 𝑢𝑘 à envoyer au système selon 𝐹𝑏𝑟𝑤
∗  et 𝑇𝑟𝑚𝑎𝑥 , selon l’état actuel du système ?̂?0 
et selon la commande précédente 𝑢𝑘−1. La commande 𝑢𝑘 est décodée par le bloc #3 afin 
d’appliquer la commande adéquate à chaque actionneur du système. 
 
Figure 4.1 Schéma global de la loi de commande NMPC 
 




4.1 Consignes d’efforts de freinage avant / arrière  
On décrit dans cette section la méthode utilisée pour générer les consignes d’efforts de freinage 
aux axes avant et arrière, soit la fonction du bloc #1 de la figure 4.1. La distribution appliquée 
suit exactement la courbe idéale décrite à la section 2.2.2. Étant donné qu’on ne module pas la 
pression aux cylindres de freins à l’avant, elles sont presque égales à celle du maître-cylindre. 
L’effort de freinage à l’avant du véhicule est donc presque proportionnel au déplacement de la 
pédale de frein (voir la section 2.3.1). Ainsi, en fonction de la force de freinage avant estimée 
via la mesure de la pression ?̂?𝑓𝑙, on calcule la force de freinage requise à l’arrière 𝐹𝑏𝑟𝑤
∗  pour se 
situer sur la i-curve. De plus, grâce à la caractéristique couple-vitesse du moteur qui est connue, 
il est possible de calculer le couple régénératif maximal en fonction de la vitesse. Cette 
caractéristique est expliquée à la section 3.3.1. Comme décrit à la section 2.2.2, la distribution 
de freinage hydraulique classique ne suit pas la i-curve mais bien une fonction proportionnelle. 
Il est donc possible d’améliorer l’efficacité du freinage en se situant sur la i-curve. Le contrôleur 
NMPC présenté dans ce chapitre a la tâche de trouver les proportions optimales des commandes 
de freinage hydraulique et régénératif qui permettent d’atteindre la i-curve. Spécifions qu’on 
néglige le glissement de la roue dans le calcul de la force de freinage. On considère ainsi que la 
force de freinage longitudinale est proportionnelle au couple de freinage appliqué à la roue. On 
fait une telle hypothèse étant donné que la stratégie de commande implantée ne nécessite pas un 
asservissement du glissement de la roue. On expose tout de même quelques modèles permettant 
de tenir compte du glissement en annexe a. Ces modèles sont utilisés dans le cas où on désire 
effectuer le contrôle de la stabilité du véhicule. 
 






4.1.1 Attrait de la stratégie et originalité 
La stratégie développée tire son originalité du fait qu’elle détermine les consignes d’efforts de 
freinage avant/arrière pour un système de frein hybride de manière collaborative. Par rapport à 
une distribution de freinage classique, elle tire profit de la commande de frein régénératif pour 
compenser le couple de freinage afin de rendre la dynamique de freinage du véhicule plus 
efficace. On pose comme hypothèse que cette compensation fait un compromis entre le 
rendement de la récupération d’énergie et un freinage efficace.  
4.2 Vue d’ensemble du contrôleur développé 
Le schéma fonctionnel du contrôleur NMPC temps-réel est présenté à la figure 4.3. Les entrées 
du contrôleur sont la pression mesurée au maître-cylindre ?̂?𝑚𝑐 et la vitesse angulaire du moteur 
Ω̂𝑚. De ces mesures, on en déduit la force de freinage totale nécessaire 𝐹𝑏𝑟𝑤
∗  ainsi que le couple 
régénératif maximal 𝑇𝑟𝑚𝑎𝑥 en se référant à la i-curve ainsi qu’à la caractéristique couple-vitesse 
(figure 2.1 et figure 3.17 respectivement). 𝐹𝑏𝑟𝑤
∗  et 𝑇𝑟𝑚𝑎𝑥 sont utilisés de pair avec les états 
estimés pour initialiser les vecteurs de consignes 𝑦𝑘
∗ ; 𝑦𝑁, le vecteur de variables « en-ligne » 
𝑜𝑘, le vecteur d’états actuels ?̂?0 et le réglage initial du vecteur de commandes 𝑢0. Ces vecteurs 
sont transmis au solveur généré par le toolkit ACADO afin de calculer la séquence de 
commandes optimales 𝑢𝑘. Le conditionnement des commandes transmises aux actionneurs se 
fait selon le premier échantillon du vecteur 𝑢𝑘. Enfin, les sorties mesurées et les états estimés 
par le modèle sont bouclées pour actualiser le vecteur d’états estimés ?̂?0. 
  
 









4.3 Formulation mathématique du problème d’optimisation 
La fonction de coût qui est minimisée par le solveur est formulée dans (4.1). Elle tient compte 
de l’erreur de suivi de la consigne de freinage totale 𝑒𝐹𝑏𝑟. De plus, elle tient aussi compte de 
l’effort fourni par le système de frein électro-hydraulique, en minimisant la commande 𝛼𝑟. Les 











où 𝑒𝐹𝑏𝑟 = 𝐹𝑏𝑟
∗ − 𝐹𝑏𝑟 avec 𝐹𝑏𝑟 = 𝐹𝑟𝑒𝑔𝑒𝑛 + 𝐹𝑟ℎ𝑦𝑑. 
Sous ACADO, le problème d’optimisation nonlinéaire sous contrainte doit être reformulé selon 
la structure ainsi que la nomenclature décrite dans (4.2).  
minimiser 
𝑥0, … , 𝑥𝑁 
             𝑢𝑜 , … , 𝑢𝑁−1 
𝐽 =  ∑(‖ℎ(𝑥𝑘 , 𝑢𝑘) − ?̃?𝑘‖𝑊𝑘












𝑥0 = ?̂?0 
𝑥𝑘+1 = 𝐹𝑘(𝑥𝑘, 𝑢𝑘 , 𝑧𝑘),    𝑘 = 0,… ,𝑁 − 1 
𝑥𝑘 < 𝑥𝑘 < 𝑥𝑘                     𝑘 = 0,… ,𝑁  
𝑢𝑘 < 𝑢𝑘 < 𝑢𝑘                    𝑘 = 0, … , 𝑁 − 1 
𝑟𝑘 < 𝑟𝑘(𝑥𝑘, 𝑢𝑘) < 𝑟𝑘        𝑘 = 0,… ,𝑁 − 1 
𝑟𝑁 < 𝑟𝑁(𝑥𝑁) < 𝑟𝑁              𝑘 = 0,… , 𝑁 − 1 
Où 𝑥 ∈ ℝ𝑛𝑥   est le vecteur d’états, 𝑢 ∈ ℝ𝑛𝑢   est le vecteur de commandes, 𝑧 ∈ ℝ𝑛𝑧  le vecteur 
de variables algébriques et ?̂?0 les mesures actuelles des états. 𝑊𝑘 ∈ ℝ
𝑛𝑦×𝑛𝑦 est la matrices de 
pondération pour tout l’horizon de prédiction sauf le dernier échantillon et 𝑊𝑁 ∈ ℝ
𝑛𝑦,𝑁×𝑛𝑦,𝑁 est 
celle du dernier échantillon. ?̃?𝑘 ∈ ℝ
𝑛𝑦et ?̃?𝑁 ∈ ℝ
𝑛𝑦,𝑁 sont les consignes et ?̂?0 est le vecteur 
d’estimation (ou de mesures) des états à l’instant présent. 𝑥𝑘 ≤ 𝑥𝑘 ∈ ℝ
𝑛𝑥 et 𝑢𝑘 ≤ 𝑢𝑘 ∈ ℝ
𝑛𝑢  
sont les contraintes sur les états et sur les commandes qui peuvent varier sur 
l’horizon. ℎ𝑘(𝑥𝑘, 𝑢𝑘) ∈ ℝ
𝑛𝑦  est un vecteur qui est comparé aux consignes sur l’horizon de 
prédiction jusqu’à l’avant-dernier échantillon, tandis que ℎ𝑁(𝑥𝑁) ∈ ℝ
𝑛𝑦,𝑁 est un vecteur qui est 
seulement comparé au dernier échantillon. 𝑦𝑘
∗(ℎ𝑘) sont les consignes de ℎ𝑘 sur tout l’horizon 
de prédiction, tandis que 𝑦𝑁
∗ (ℎ𝑁) sont les consigne de ℎ𝑁 pour le dernier échantillon. ?̃?𝑘(ℎ𝑘) et 





système d’équations différentielles ordinaires décrivant la dynamique du système. 𝑜𝑘 représente 
un vecteur de variables algébrique qu’on peut modifier « en ligne » (online data). Le solveur 
généré a la structure fonctionnelle de la figure 4.4. 
4.3.1 Formulation du modèle d’état 
Le modèle d’état formulé dans le NLP qui décrit la dynamique du système est (4.3). Il tient 
compte de la dynamique du système de frein électro-hydraulique et de celle du couple de 
freinage régénératif. Le modèle dynamique du frein régénératif est augmenté afin de pouvoir 
tenir compte des incréments de commande. Dans ce cas, les états sont                                                          
𝑥 = [𝑝𝑟𝑖 𝑝𝑟𝑑 𝑝𝑝 𝑞𝑝 𝑇𝑟𝑤
∗  𝑇𝑟𝑤 ]
𝑇
 et les entrées sont 𝑢 = [𝛼𝑟 ?̇?𝑟𝑤
∗ ]
𝑇
. La sortie 𝑦 du système est la 
force de freinage totale 𝐹𝑏𝑟𝑤, définie en (4.12). Le vecteur de variables « en-ligne » est                  
𝑜𝑘 = [𝑝𝑚𝑐  𝑖𝑜𝑛 𝑑𝑜𝑛 𝑝𝑜𝑛 𝑇𝑟𝑚𝑎𝑥]
𝑇. Il permet de spécifier au solveur, avant chaque résolution d’un 
NLP, la pression mesurée au maître-cylindre 𝑝𝑚𝑐. De plus, il spécifie aussi le conditionnement 
des équations différentielles selon le mode de freinage, par le biais des constantes  𝑖𝑜𝑛, 𝑑𝑜𝑛 et 
𝑝𝑜𝑛. Une seule de ces constantes est activée à une valeur de 1, d’après le mode de freinage qui 
a été déterminé dans le bloc #2 de la figure 4.3. Soit 𝑖𝑜𝑛 pour une augmentation de la force de 
freinage, 𝑑𝑜𝑛 pour une diminution de la force de freinage et 𝑝𝑜𝑛 pour une diminution de la force 
de freinage nécessitant l’activation de la pompe hydraulique. Enfin, la contrainte de couple 





























 𝑖𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟) 𝐾𝑞𝑖𝑟𝛼𝑟(𝑡)√|𝑝𝑚𝑐(𝑡) − 𝑝𝑟(𝑡)|
−𝑑𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟)𝐾𝑞𝑜𝑟𝛼𝑜𝑟(𝑡)√|𝑝𝑟(𝑡) − 𝑝𝑎𝑐𝑐(𝑡)|
−𝑝𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟) ∙ 𝑞𝑝(𝑡)













?̇?𝑟 = ?̇?𝑟𝑖 + ?̇?𝑟𝑑 + ?̇?𝑟𝑝 
𝑦 = 𝐹𝑏𝑟𝑤 
(4.3) 
 
Figure 4.4 Structure fonctionnelle du solveur généré par ACADO 




4.3.2 Discrétisation du modèle d’état et conditionnement 
Le modèle d’état continu (4.3) est discrétisé sous la forme 𝑥𝑘+1 = 𝐹𝑘(𝑥𝑘, 𝑢𝑘). Ce qui donne la 
formulation (4.4) avec les dépendances (4.5) et (4.13). Ainsi, le solveur résout le système 
d’équation (4.7), (4.15) ou (4.9) selon le mode de freinage établit d’après l’activation de la 




























 𝑖𝑜𝑛 ∙ 𝐾𝑖(𝑝𝑚𝑐, 𝛼𝑟)𝛼𝑟(𝑘)√𝑝𝑚𝑐(𝑘) − 𝑝𝑟(𝑘)




∗ (𝑘 + 1)
(1/𝜏𝑚) ∙ (𝑇𝑟𝑤








𝑝𝑟(𝑘 + 1) = 𝑝𝑟𝑖(𝑘 + 1) + 𝑝𝑟𝑑(𝑘 + 1) + 𝑝𝑟𝑝(𝑘 + 1) 
𝑦(𝑘) = 𝐹𝑏𝑟𝑤(𝑘) 
(4.4) 
𝐾𝑖(𝑝𝑚𝑐, 𝛼𝑟) = 𝛽𝑜/𝑉𝑟 ∙ 𝐾𝑞𝑖𝑟√𝑝𝑚𝑐(𝑘) − 𝑝𝑟(𝑘) (4.5) 
𝐾𝑜(𝛼𝑟) = 𝛽𝑜/𝑉𝑟 ∙ 𝐾𝑞𝑜𝑟√𝛼𝑟(𝑘) − 𝛼𝑟0
3
 (4.6) 
Augmentation de pression (𝒊𝒐𝒏 = 𝟏) 
[
𝑇𝑟𝑤




∗ (𝑘 + 1)
(1/𝜏𝑚) ∙ (𝑇𝑟𝑤
∗ (𝑘) − 𝑇𝑟𝑤(𝑘))
] 
𝑝𝑟(𝑘 + 1) = 𝐾𝑖(𝑝𝑚𝑐, 𝛼𝑟)𝛼𝑟(𝑘)√𝑝𝑚𝑐(𝑘) − 𝑝𝑟(𝑘) 
(4.7) 
Diminution de pression sans activation de la pompe (𝒅𝒐𝒏 = 𝟏) 
[
𝑇𝑟𝑤




∗ (𝑘 + 1)
(1/𝜏𝑚) ∙ (𝑇𝑟𝑤
∗ (𝑘) − 𝑇𝑟𝑤(𝑘))
] 
𝑝𝑟(𝑘 + 1) = −𝐾𝑜(𝛼𝑟)𝛼𝑟(𝑘)√𝑝𝑟(𝑘) − 𝑝𝑎𝑐𝑐0(𝑘) 
(4.8) 









∗ (𝑘 + 1)
(1/𝜏𝑚) ∙ (𝑇𝑟𝑤
∗ (𝑘) − 𝑇𝑟𝑤(𝑘))
] 








4.3.3 Formulation du critère de performance 
Les vecteurs exprimés dans (4.10) et dans (4.11) qui sont associés à (4.3) permettent d’exprimer 
le critère de performance. Celui-ci minimise l’erreur de suivi de la  force de freinage 𝐹𝑏𝑟𝑤
∗  et 
l’amplitude du rapport cyclique 𝛼𝑟 appliqué aux valves hydrauliques sur tout l’horizon de 
prédiction. Bien que le taux de variation ?̇?𝑟𝑤
∗  de la commande de couple de freinage régénératif 
apparaisse aussi dans ℎ(𝑥𝑘, 𝑢𝑘), sa pondération est fixée à une valeur nulle, tel que présenté un 
peu plus loin et n’est donc pas minimisée.  
ℎ(𝑥𝑘, 𝑢𝑘) = [𝐹𝑏𝑟𝑤(𝑘)  𝛼𝑟(𝑘)  ?̇?𝑟𝑤
∗ (𝑘)]
𝑇




∗ (𝑘)  𝛼𝑟(𝑘)  ?̇?𝑟𝑤
∗ (𝑘)]
𝑇
 ;  ?̃?
𝑁
= [𝐹𝑏𝑟𝑤
∗ (𝑁)] (4.11) 
La force de freinage totale à la roue arrière est la somme de la force générée par le frein 
régénératif et de la force générée par le frein électro-hydraulique, soit (4.12). Spécifions que la 
force de freinage est exprimée par un signe négatif dans le modèle. C’est pourquoi il y a un 
signe négatif devant le deuxième terme, associé à la force de freinage hydraulique. 
𝐹𝑏𝑟𝑤 = (𝑇𝑟𝑤/𝑅𝑟) − 𝑝𝑟(𝑝𝑠𝑖2𝑀𝑃𝑎)𝑆𝑟𝑅𝑝𝑟/𝑅𝑟 (4.12) 







] ;𝑊𝑁 = [𝜌𝐹𝑏𝑟/𝐹𝑏𝑟𝑚𝑎𝑥
2 ] (4.13) 
Où l’erreur de force de freinage maximale est calculée selon la mesure actuelle de celle-ci : 
𝑒𝐹𝑏𝑟𝑚𝑎𝑥 = 𝐹𝑏𝑟𝑤












0 ≤  𝑝𝑟  ≤  1200
0 ≤  𝑝𝑟𝑖  ≤  1200
−1200 ≤  𝑝𝑟𝑑  ≤  0
−1200 ≤  𝑝𝑟𝑝  ≤  0
 0.0 ≤  (𝑝𝑚𝑐 − 𝑝𝑟𝑖) 
 0.0 ≤  𝑝𝑟 − 𝑑𝑜𝑛 ∙ 60
0.0 ≤ 𝑞𝑝












D’abord, on s’assure que la pression au cylindre de frein arrière demeure dans le régime 
d’opération, soit un maximum de 1200 psi. Ensuite, on assure ce régime d’opération pour 
chaque équation différentielle de (4.3) associée à un mode de freinage précis (augmentation : 
?̇?𝑟𝑖, diminution : ?̇?𝑟𝑑, diminution compensée par la pompe : ?̇?𝑟𝑝). Pour 𝑝𝑟𝑑 et 𝑝𝑟𝑝, la plage est 
inférieure à zéro étant donné que la variation est négative pour ces deux modes. Puis, on s’assure 
que le terme 𝑝𝑚𝑐 − 𝑝𝑟𝑖 dans la première équation différentielle de (4.3) est supérieur ou égal à 
zéro, afin d’éviter le calcul d’une racine carrée négative qui rend le problème insoluble. 
L’équation suivante s’assure que 𝑝𝑟 soit supérieure à 60 psi lorsque le mode est une diminution 
de la force de freinage sans activation de la pompe. Cette contrainte est associée à la pression 
de précharge de l’accumulateur 𝑝𝑎𝑐𝑐0 évoquée à la section 3.2.1. L’équation suivante s’assure 
que le débit de la pompe 𝑞𝑝 est supérieur à zéro. L’équation suivante permet de contraindre la 
commande 𝛼𝑟 au-dessus de zéro et  de contraindre une commande 𝛼𝑟 supérieure à 0.08 
lorsqu’une diminution de la force de freinage est nécessaire. Cette valeur est justifiée par la 
nature de l’équation différentielle de ?̇?𝑟𝑑 dont la valeur minimale de 𝛼𝑟 doit être de 0.08 afin 
que le terme 𝛼𝑜𝑟(𝑡) soit positif. Enfin, on s’assure que le couple de freinage régénératif 
commandé 𝑇𝑟𝑤
∗  soit négatif, qu’il respecte la contrainte de couple maximal 𝑇𝑟𝑚𝑎𝑥 et que 
l’incrément de la commande respecte le taux limite de 10000 Nm/s. 
4.3.4 Méthodes spécifiques réalisées par ACADO 
On présente dans ce qui suit les concepts qui sont utilisés par l’algorithme d’ACADO qui 
exporte du code NMPC temps-réel. Les explications sont surtout tirées de [118]. 
Discrétisation via la méthode directe à tir multiple (DMS)  
La DMS de [12] est utilisée pour transformer le problème d’optimisation à dimension infinie 
(2.37) en un NLP. L’horizon temporel [𝑡0, 𝑡0 + 𝑇] est discrétisé en 𝑁 échantillons à intervalles 
réguliers [𝑡𝑘, 𝑡𝑘+1], 𝑘 = 0, … , 𝑁 − 1. Le vecteur de commandes est aussi discrétisé en une suite 
de constantes. Ce qui donne  𝑁 variables de commande 𝑢𝑘, 𝑘 = 0,… ,𝑁 − 1. 
La méthode DMS implique de calculer la trajectoire des états de manière indépendante sur 
chaque intervalle [𝑡𝑘, 𝑡𝑘+1]. Pour ce faire, le vecteur de valeurs initiales 𝑠𝑘 est introduit. C’est 
le problème de valeur initiale (IVP, soit initial value problem en anglais) formulé selon (4.15). 





De plus, pour assurer la continuité de la trajectoire optimale des états sur tout l’horizon, les 
contraintes suivantes sont ajoutées : 
𝑠𝑘+1 = 𝐹𝑘(𝑠𝑘, 𝑢𝑘),    𝑘 = 0,… ,𝑁 − 1 (4.16) 
Où 𝐹𝑘 représente la solution du problème d’optimisation (4.16) pour les valeurs initiales à 
l’instant 𝑡 = 𝑡𝑘+1. Ainsi, les contraintes sur la fonction objectif et sur la trajectoire sont 


























sujet à 𝑠0 = ?̂?0 
𝑠𝑘+1 = 𝐹𝑘(𝑡𝑘+1; 𝑡𝑘, 𝑠𝑘, 𝑢𝑘),     𝑘 = 0,… ,𝑁 − 1, 
𝑥 ≤ 𝑠𝑘 ≤ 𝑥,                                  𝑘 = 0,… ,𝑁,  
𝑢 < 𝑢𝑘 < 𝑢,                                 𝑘 = 0,… ,𝑁 − 1 
Méthode généralisée de Gauss-Newton et l’algorithme RTI 
Étant donné que le critère à minimiser du NLP (4.17) est une équation au sens des moindres 
carrés, une résolution via la méthode de Gauss-Newton généralisée est possible [118]. Pour 
simplifier l’écriture, on pose le vecteur-colonne de variables optimales 𝑤 = [𝑠0
′  𝑢0
′  … 𝑠𝑁
′ ]′. 
Celui-ci est aussi le point de fonctionnement autour duquel la linéarisation est faite à l’instant 
présent. Ainsi, le NLP est linéarisé autour de 𝑤 et une itération SQP est réalisée. Les variables 
du NLP sont actualisées comme suit : 
𝑤+ = 𝑤 + Δw∗ (4.18) 


































′ 𝑃Δ𝑥𝑁 + Δ𝑥𝑁
′ 𝑔𝑁
𝑥  
(4.19) sujet à Δ𝑠0 = ?̂?0 − 𝑠0 
Δ𝑠𝑘+1 = 𝑎𝑘 + 𝐴𝑘Δ𝑠𝑘 + 𝐵𝑘Δ𝑢𝑘,                   𝑘 = 0,… ,𝑁 − 1, 
𝑥 − 𝑠𝑘 ≤ Δ𝑠𝑘 ≤ 𝑥 − 𝑠𝑘,                                 𝑘 = 0,… ,𝑁,  
𝑢 − 𝑢𝑘 ≤ 𝑢𝑘 ≤ 𝑢 − 𝑢𝑘,                                  𝑘 = 0, … , 𝑁 − 1, 
avec 




𝑎𝑘 = 𝐹𝑘(𝑠𝑘, 𝑢𝑘) − 𝑠𝑘+1, 𝐴𝑘 =
𝜕𝐹𝑘
𝜕𝑠𝑘





𝑠 = 𝑄(𝑠𝑘 − 𝑥𝑘
𝑟𝑒𝑓), 𝑔𝑘
𝑢 = 𝑅(𝑢𝑘 − 𝑢𝑘
𝑟𝑒𝑓)  
(4.20) 
À chaque nouvel échantillon, la méthode RTI linéarise autour du point de fonctionnement tiré 
de l’optimisation précédente pour résoudre un nouveau problème QP.  
Procédure de condensation 
La procédure de condensation a pour objectif de réduire le nombre de variables dans le problème 
QP [118]. Le système d’équations linéarisé (4.19) peut être vu comme un système dont la 
dynamique variable dans le temps subit une variation Δ𝑠𝑘 à chaque échantillon. En supposant 
que Δ𝑠0 et que les variables de commande Δ𝑤1 = (Δ𝑢0, … , Δ𝑢𝑁−1) sont connues, les variables 
Δ𝑤2 = (Δ𝑠1, … , Δ𝑠𝑁) peuvent être obtenus via une simulation directe. Il en résulte : 
 Δ𝑤2 = 𝑑 + 𝐶Δ𝑠0 + 𝐸Δ𝑤1 (4.21) 
Où les matrices 𝐶 ∈ ℝ(𝑁∙𝑛𝑥)×𝑛𝑥 et 𝐸 ∈ ℝ(𝑁∙𝑛𝑥)×𝑛𝑢 ont les structures suivantes (analogues à 𝑃𝑥 et 





















Où les blocs sont calculés comme suit : 
    𝐶𝑘     = 𝐴0 ∙ 𝐴1 ∙ … ∙ 𝐴𝑘 ,              𝑘 = 0,… ,𝑁 − 1, 
    𝐸𝑘,𝑚 = 𝐴𝑘𝐸𝑘−1,𝑚,                        𝑘 = 1,… ,𝑁 − 1,𝑚 = 0,… , 𝑘 − 1, 
    𝐸𝑘,𝑘  = 𝐵𝑘,                                     𝑘 = 0,… ,𝑁 − 1 
(4.23) 
Le vecteur 𝑑 peut être calculé par simulation directe de la dynamique du système décrite par 
Δ𝑠𝑘+1 dans (4.19) avec Δ𝑠0 = 0 et Δ𝑤1 = 0. Cela donne la récursion suivante : 
𝑑0 = 𝑎0, 𝑑𝑘 = 𝑎𝑘 + 𝐴𝑘𝑑𝑘−1,   𝑘 = 1,… . , 𝑁 − 1 (4.24) 
En appliquant la procédure de condensation au problème QP original à grande échelle (4.19), 














𝑤2 − ?̃?2 ≤ 𝐸Δ𝑤1 < 𝑤2 − ?̃?2 
Avec ?̃?2 = 𝑤2 + 𝑑 + 𝐶Δ𝑠0. La matrice hessienne et les termes linéaires du problème QP 
condensé sont obtenus selon : 
𝐻𝑐 = 𝐸
′𝑄𝐸 + 𝑅, 
𝑔𝑐 = 𝐸
′𝑄𝑑 + 𝐸′𝑔𝑠 + 𝑔𝑢 + 𝐸′𝑄𝐶Δ𝑠0 
(4.26) 
Où 𝑄 ∈ ℝ(𝑁∙𝑛𝑥)×(𝑁∙𝑛𝑥) et 𝑅 ∈ ℝ(𝑁∙𝑛𝑢)×(𝑁∙𝑛𝑢)sont les matrices diagonales comprenant les 
matrices 𝑄 et 𝑅 sur leurs diagonales respectives. 
La méthode RTI est composée de deux grandes phases (préparation et rétroaction) : 
Phase de préparation : L’analyse du problème d’optimisation (4.25) et (4.26) permet de 
conclure que toutes les quantités à l’exception du terme linéaire 𝑔𝑐 ainsi que de celle de deux 
termes dans les bornes minimales et maximales des contraintes peuvent être précalculées. Dans 
la méthode RTI, c’est la phase de préparation.  
Phase de rétroaction : Dès que les mesures du vecteur d’états ?̂?0 sont actualisées, le terme 
linéaire ainsi que les bornes des contraintes sont calculés et le problème QP (4.25) est résolu. 
Une fois que le problème QP est résolu, seulement le premier échantillon du vecteur de 
commandes est actualisé et directement transmis au procédé: 𝑢𝑜
+ = 𝑢0 + Δ𝑢0
∗  ( avec Δ𝑢0
∗  étant 
la solution du problème QP). Puis, uniquement lorsque la transmission du 1er échantillon du 
vecteur de commande complétée, les variables de la solution du problème QP original (4.19) 
sont obtenues. Dans un même jet, les autres échantillons du vecteur de commande sont 
actualisés selon 𝑢𝑘
+ = 𝑢𝑘 + Δ𝑢𝑘
∗ , 𝑘 = 1,… ,𝑁 − 1 tandis que les variables 𝑠𝑘 sont actualisées 
selon (4.21) : 
Δ𝑤2
+ = 𝑤2 + 𝑑 + 𝐶Δ𝑠0 + 𝐸Δ𝑤1
∗ (4.27) 
Bref, spécifions que la condensation du problème QP permet d’utiliser un solveur à algèbre 
linéaire efficace pour des problèmes QP de grande densité comme qpOASES. Ce qui permet de 
réduire le retard au niveau de la rétroaction générée par le temps de résolution du QP à chaque 
période d’échantillonnage. D’un autre côté, le goulot d’étranglement de la méthode de 
condensation est le calcul de la matrice hessienne 𝐻𝑐 [118]. Enfin, la méthode classique RTI est 
résumée à la figure 4.5 [118]. 
  




Limites de l’algorithme 
L’application de la méthode RTI en temps-réel peut occasionner certaines défaillances dans les 
cas suivants [55]: 
Infaisabilité : Si la formulation (2.37) comprend des contraintes sur les états ou des contraintes 
de commandes menant à un problème non convexe, il y a deux types d’infaisabilité possibles. 
La première : le problème nonlinéaire d’optimisation est intraitable. La deuxième : le problème 
QP sous-jacent provenant de la méthode SQP peut devenir infaisable. 
La première infaisabilité est un problème général lié aux algorithmes NMPC. Une avenue 
possible est d’utiliser des contraintes terminales (fin de l’horizon de prédiction) égales à zéro et 
de résoudre le problème d’optimisation « en ligne » à chaque instant, exactement. Si on suppose 
qu’un problème d’optimisation avec contraintes terminales nulles est faisable, n’y a pas 
d’incertitudes et que toutes les mesures des états sont accessibles, il peut être démontré que tous 
les problèmes d’optimisation peuvent être résolu « en ligne ».  
Quant à la deuxième forme d’infaisabilité, plusieurs stratégies permettant de la traiter existent 
[23]. Spécifions toutefois qu’un QP demeure toujours faisable si les contraintes sont seulement 
sur les commandes (𝑢 ≤ 𝑢(𝑡) ≤ 𝑢).  
Instabilité : Même si une solution au problème d’optimisation « en ligne » existe, il y a deux 
raisons qui expliquent pourquoi un système en boucle fermée peut devenir instable. 
Premièrement, la boucle fermée peut être directement instable, dû à l’horizon fini de l’approche 
(pas assez de temps pour stabiliser le système). Ce problème peut être résolu en utilisant à la fin 
Méthode RTI incluant une condensation du QP pour la NMPC 
Initialisation : Initialise 𝑠𝑘 , 𝑘 = 0, . . , 𝑁 et 𝑢𝑘, 𝑘 = 0,… , 𝑁 − 1 
Répète « en ligne » : 
1. Phase de préparation 
   1.1 Résout l’IVP (4.15) et génère les matrices de sensibilité 𝐴𝑘  et 𝐵𝑘 ; 
   1.2 Évalue la fonction de coût ; 
   1.3 Condense le problème QP à grande dimension (4.19) en un plus petit problème QP, mais de plus  
        grande densité (4.25);  
   1.4 Attend  les nouvelles mesures des états ?̂?0 provenant de la boucle de rétroaction. 
2. Phase de rétroaction 
    2.1 Utilise les mesures actualisées pour calculer le terme linéaire et les bornes des contraintes du 
         problème QP condensé (4.25); 
    2.2 Résout le problème QP condensé (4.25); 
    2.3 Transmet le premier échantillon du vecteur de commande optimisé au procédé. 









de l’horizon une matrice de pondération 𝑄𝑁 adéquate ou encore des conditions finales nulles. 
Deuxièmement, lors de l’application de la méthode de Gauss-Newton, il est possible que la 
recherche de la solution sorte de la région de convergence (contraction region). Par exemple, 
lorsqu’il y a une forte perturbation. Ceci peut être évité en utilisant une stratégie convenable. 
Enfin, il a été démontré que la stabilité locale asymptotique de la boucle fermée peut être 
garantie avec la méthode RTI avec un choix convenable de 𝑄𝑁 et un peu de conditionnement. 
  




4.4 Conditionnement du solveur et contraintes temps-réel 
4.4.1 Initialisation du solveur 
Extrapolation des données sur l’horizon de prédiction : L’extrapolation des données sur 
l’horizon de prédiction se fait dans le bloc #1 de la figure 4.3. D’abord, la  consigne de force de 
freinage 𝐹𝑏𝑟𝑤
∗  calculée à l’instant présent en fonction de la i-curve et d’après la mesure de la 
pression aux freins avants est extrapolée à une valeur constante sur tout l’horizon de prédiction. 
Cette même extrapolation est exécutée pour la mesure actuelle de la pression du maître-cylindre 
𝑝𝑚𝑐 ainsi que la contrainte de couple régénératif maximal 𝑇𝑟𝑤𝑚𝑎𝑥. 
Initialisation du solveur : L’initialisation du solveur est complètement réalisée dans le bloc #2 
de la figure 4.3. À chaque résolution d’une commande optimale, le solveur est initialisé selon la 
routine de la figure 4.6. La définition des constantes se retrouve au tableau 4.1.  
Au début de la routine, on vérifie si la pédale est appuyée et si le moteur tourne assez vite pour 
lancer une optimisation. Puis, on initialise le vecteur d’entrées de commandes selon une requête 
d’augmentation, de diminution ou de maintien de la force de freinage. On poursuit en initialisant 
le vecteur d’états initiaux avec les mesures disponibles et les valeurs de la prédiction précédente 
(𝑘−1). Enfin, on construit les matrices de pondérations normalisées. 
Post-traitement de la solution déterminée par le solveur : Le traitement de la solution 
optimale calculée par le solveur est réalisé dans le bloc #4 de la figure 4.3. Essentiellement, si 
le solveur a convergé correctement vers une solution (status = 0), on applique le premier 
échantillon de commande au système et on actualise les états avec la prédiction suivant le 
Tableau 4.1 Constantes associées à la routine d’initialisation du solveur 
Symbole Description Valeur 
𝑆𝑝𝑟 Bruit de mesure de la pression 20 psi 
Ωmin Vitesse angulaire minimale du moteur (5 km/h) 225.65 RPM 
Δ𝑒 Zone morte d’erreur sur 𝐹𝑏𝑟𝑤 liée au bruit de mesure (20 psi) 20𝐾𝐹𝑟 
𝛼𝑟𝑖 𝑚𝑖𝑛 Rapport cyclique minimal considéré pour la valve inlet 0.05 
𝛼𝑟𝑜 𝑚𝑖𝑛  Rapport cyclique minimal considéré pour la valve outlet 0.08 









premier échantillon ainsi qu’avec les mesures. Dans le cas où le solveur n’est pas activé 
(status = -1), on fixe à une valeur nulle le vecteur de commande 𝑢 = [0 0]′ et le vecteur d’états 
𝑥0 = [0 0 0 0 0 0]
′. Si le solveur n’a pas bien convergé (status > 0), on fixe aussi le vecteur de 
commandes à une valeur nulle, mais on fixe le vecteur d’états avec les valeurs de la dernière 
itération qui a convergé. Spécifions que la valeur du rapport cyclique transmis à la valve outlet 
est convertie afin de tenir compte de la fréquence PWM de 70Hz (𝑇𝑜𝑢𝑡𝑙 = 14 𝑚𝑠) qui diffère 
de la fréquence du solveur de 100Hz. Ainsi, le signal transmis est 𝛼𝑜𝑟 = 0.014/0.01 × 𝛼𝑟, où 
𝛼𝑟 est le rapport cyclique trouvé par le solveur. 
Gestion des actionneurs hydrauliques : À partir de la valeur de 𝛼𝑟 trouvée via le solveur, on 
applique la gestion des actionneurs du frein électro-hydraulique présentée à la figure 4.7. Le 
signal PWM de chaque valve est synchronisé à chaque calcul complété par le solveur. De plus, 
lorsqu’une commande 𝛼𝑟 supérieure à zéro est trouvée par le solveur, on force une commande 
supérieure à la zone morte de commande. Cette nonlinéarité n’a pu être prise en charge par le 
solveur et entraînera indubitablement une erreur de prédiction du contrôleur, comme observé 
dans les résultats expérimentaux de la section 5.3. 
Code informatique du solveur: Le code informatique développé sous l’interface MATLAB 
d’ACADO qui a permis de générer la S-function utilisable sous MATLAB/Simulink est 
présenté en annexe c. 
4.4.2 Contraintes temps-réel de l’horizon de prédiction 
À partir de plusieurs expérimentations, il a été évalué que le temps d’exécution du solveur 
NMPC dépasse la période d’échantillonnage du contrôleur lorsque l’horizon de prédiction 𝑁𝑝 
est supérieur à 3. Ainsi, il est nécessaire que 𝑁𝑝 ≤ 3 pour que le solveur puisse converger vers 
une solution dans un temps suffisant pour maintenir la stabilité. D’autres contraintes critiques à 
respecter lors de la paramétrisation du code informatique sous l’interface MATLAB d’ACADO 
sont présentées en annexe c. 
  





Ce chapitre a exposé en détail la méthode d’implémentation du contrôleur NMPC permettant de 
commander de manière optimale la proportion d’effort de freinage fourni par chaque système 
de frein. On a présenté comment l’initialisation du solveur a été réalisée ainsi que le post-
traitement appliqué à la solution trouvée par le solveur, après chaque résolution. De plus, la 
gestion des actionneurs hydrauliques qui a été mise en œuvre a aussi été présentée. Somme 
toute, malgré les contraintes temps-réel et les contraintes d’implémentation de la théorie de la 
commande prédictive sous l’outil de génération de code automatique ACADO, un contrôleur 
viable a pu être développé. Le prochain chapitre exposera donc l’analyse des performances du 






Figure 4.6 Routine d’initialisation du solveur 





Figure 4.7 Gestion des actionneurs hydrauliques 
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CHAPITRE 5  
ANALYSE DES PERFORMANCES DU 
CONTRÔLEUR NMPC 
Dans ce chapitre, on analyse les performances du contrôleur NMPC. L’objectif est d’analyser 
le comportement du contrôleur afin de valider qu’il correspond à celui désiré et de montrer les 
avantages que procure une telle loi de commande. Pour ce faire, on compare le comportement 
du contrôleur agissant sur le système de freinage hybride simulé ainsi que sur le système de 
freinage réel. On présente d’abord le plan d’expérience qui a été mis en œuvre, pour ensuite 
analyser les observations comportementales du contrôleur en simulation. Puis, lors des 
expérimentations. Enfin, on présente les avantages et les inconvénients qui ont été observés lors 
de la simulation et de l’expérimentation de la commande NMPC.  
5.1 Plan d’expérience 
Le véhicule qui a été utilisé pour les essais routier est illustré à la figure 5.2. Celui-ci est doté de 
l’architecture de contrôle de la figure 3.1. Le contrôleur Opal-RT ainsi que le VSS assemblé 
avec sa carte de contrôle ont été disposés dans la benne avant du véhicule. Telle qu’illustrée à 
la figure 5.2, le véhicule a été soumis à l’expérience suivante : il a été accéléré jusqu’à une 
vitesse proche de 60 km/h, pour ensuite être décéléré à la suite d’un appui sur la pédale de frein. 
On présente à la figure 5.3 l’allure de la décélération ainsi que la commande de freinage qui ont 
 
Figure 5.1 Essais routier avec le véhicule trois roues électrique 




été appliquées pour les deux expériences typiques. La réponse du système a été observée pour 
différents facteurs de pondérations 𝜌𝐹𝑏𝑟𝑤 sur une plage 𝜌𝐹𝑏𝑟𝑤 = [0 1]. La valeur de la 
pondération 𝜌𝛼𝑟 a été ajustée de manière à obtenir une valeur totale unitaire: 𝜌𝛼𝑟 = (1 − 𝜌𝐹𝑏𝑟𝑤).  
Lors du premier essai, soit le profil de la figure 5.3 (a), la pédale de frein a été appuyée dans un 
contexte de frein « normal » et cet appui a été maintenu jusqu’à l’arrêt du véhicule. Lors d’un 
deuxième essai, soit le profil de la figure 5.3 (b), la pédale a été appuyée puis relâchée 
rapidement à quelques reprises afin d’observer le comportement du contrôleur lors de la 
modulation rapide de la pédale et pour un taux de variation élevé de la consigne.  
Étant donné qu’un essai est difficilement répétable, le profil de la consigne de force de freinage 
𝐹𝑏𝑟𝑤
∗  à la roue arrière ainsi que celui de la vitesse initiale est similaire pour chaque essai, mais 
pas nécessairement identique. Rappelons que la consigne de force de freinage est directement 
calculée à partir de la i-curve et que pour y arriver, on se sert de la pression mesurée aux 
cylindres de frein avant.  
 
Figure 5.2 Illustration de l’essai routier 
 
(a) Essai #1 
 
(b) Essai #2 





Remarque sur l’activation du solveur : Le contrôleur attend une pression sur la pédale pour 
commencer le calcul d’une commande. Étant donné que la mesure de pression est très bruitée à 
cause des perturbations électromagnétiques générées par le moteur électrique, on a mis le seuil 
de détection à 𝑝𝑚𝑐 > 30 psi. Ceci a été implémenté afin d’éviter de lancer le solveur lorsqu’il 
n’y a pas de freinage requis. Ce seuil a été appliqué en simulation ainsi qu’en expérimentation. 
5.2 Analyse du comportement de la commande (simulation)  
Dans cette section, on analyse les résultats obtenus en simulation pour les deux essais, soit une 
commande de freinage lente (essai #1) et une commande de freinage rapide avec relâchement 
(essai #2). On simule d’abord la réponse du système asservi étant caractérisé par la valeur 
nominale 𝛽0/𝑉𝑟, soit la dénomination (𝛽0/𝑉𝑟)𝑛𝑜𝑚 . Puis, on analyse la réponse lors de la 
variation complémentaire des facteurs de pondération de la fonction de coût. Enfin, on simule 
une incertitude de la valeur du paramètre 𝛽0/𝑉𝑟, tout en analysant la pondération critique de 
𝜌𝐹𝑏𝑟𝑤 qui maintient la stabilité du système asservi en fonction de la variation de 𝛽0/𝑉𝑟. 
Spécifions qu’on s’intéresse seulement à la portion transitoire des essais. Ainsi, pour l’essai #1, 
on analyse la plage de temps 𝑡 = [0,0.3] s de la figure 5.3 (a). Pour l’essai #2, on analyse la 
plage de temps 𝑡 = [0,0.2] s de la figure 5.3 (b). 
Génération de la consigne de commande : On s’est servi de la mesure de la pression au 
maître-cylindre lors d’essais de freinage sur route pour reproduire en simulation une consigne 
de force agissant sur la pédale de frein qui se rapproche d’un cas réel. Ceci, afin de comparer le 
comportement simulé au cas réel pour une consigne de freinage similaire. 
Tableau 5.1 Définition des variables observées lors de l’analyse des essais 
Variable Définition 
𝐹𝑏𝑟𝑤
∗  Consigne de force freinage commandée à la roue arrière 
𝐹𝑏𝑟𝑤 Force de freinage estimée 
𝑇𝑟𝑤
∗  Commande de frein régénératif à la roue 
𝑇𝑟𝑤𝑚𝑎𝑥  Contrainte de couple maximal 
𝛼𝑟 Rapport cyclique de la commande d’ouverture de valve 
𝑝𝑚𝑐,𝑝𝑓𝑙 , 𝑝𝑟 Pressions au maître-cylindre, au cylindre de frein avant et au cylindre de frein arrière 
 




5.2.1 Simulation du système avec paramètres nominaux 
Les traces présentées pour l’essai #1 (figure 5.4) sont pour le cas où 𝜌𝐹𝑏𝑟𝑤 = 0.5. Pour l’essai #2 
(figure 5.5), 𝜌𝐹𝑏𝑟𝑤 = 0.2. On a sélectionné ces points de fonctionnement pour fins de 
comparaison avec les expériences. Pour chaque essai, on compare l’évolution des variables 
décrites au tableau 5.1. 
Simulation de l’essai #1 : À la figure 5.4, de 𝑡 =[19,40] ms, une 𝐹𝑏𝑟𝑤
∗  est demandée. 
Cependant, le solveur n’est pas activé à ce moment, car 𝑝𝑚𝑐 < 30 psi. Puis, de 𝑡 =[40,80] ms, 
le solveur s’active et calcule uniquement une 𝑇𝑟𝑤
∗  afin de suivre 𝐹𝑏𝑟𝑤
∗ . On observe alors 
l’augmentation de 𝑇𝑟 retardée de 3 ms (retard de transmission sur le bus CAN). De 𝑡 =[80,100] 
ms, la contrainte 𝑇𝑟𝑚𝑎𝑥 est atteinte. À ce moment, le solveur transmet exactement la commande 
correspondant à 𝑇𝑟𝑚𝑎𝑥 et ceci, tant et aussi longtemps que cette contrainte est atteinte. Toutefois, 
 





pour la plage de temps spécifiée, le solveur détermine qu’une commande hydraulique n’est pas 
nécessaire. Puis, de 𝑡 = [100,120] ms et de 𝑡 = [140,150] ms, le solveur détermine une 
commande d’ouverture de la valve 𝑖𝑛𝑙𝑟 exprimée par 𝛼𝑟 > 0 afin de compenser la force 
nécessaire pour suivre 𝐹𝑏𝑟𝑤
∗ . À ce moment, on observe une augmentation de 𝑝𝑟 retardée de 2 
ms. Le comportement global correspond bien au résultat désiré. De plus, le suivi de la consigne 
𝐹𝑏𝑟𝑤
∗  est réalisé avec un faible taux d’erreurs.  
Simulation de l’essai #2 :À la figure 5.5, de 𝑡 =[24,40] ms, une 𝐹𝑏𝑟𝑤
∗  est demandée, mais le 
solveur n’est pas activé à ce moment, car 𝑝𝑚𝑐 < 30 psi. Puis, de 𝑡 =[40,110] ms, le solveur 
s’active et calcule uniquement une 𝑇𝑟𝑤
∗  afin de suivre 𝐹𝑏𝑟𝑤
∗ . On observe alors l’augmentation de 
𝑇𝑟 retardée de 3 ms. De 𝑡 =[110,120] ms, la contrainte 𝑇𝑟𝑚𝑎𝑥 est presque atteinte et une 
 
Figure 5.5 Traces en simulation - essai #2 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟐) 




commande 𝛼𝑟 > 0 est alors calculée, en plus d’une commande 𝑇𝑟𝑤
∗ . À ce moment, on observe 
une augmentation de 𝑝𝑟 retardée de 2ms. À partir de 𝑡 =160 ms, 𝑝𝑚𝑐 < 30 psi et le solveur est 
désactivé. À ce moment, la commande 𝑇𝑟𝑤
∗  est brutalement remise à zéro. Ainsi, la force de 
freinage pilotée par l’onduleur diminue au taux limite de -10 000Nm/s de 𝑡 = [165 à 187] ms. 
On observe aussi pour cet essai un comportement global qui correspond au résultat attendu. 
5.2.2 Variation des facteurs de pondération 
En simulation, on a analysé, les performances du contrôleur selon l’ajustement complémentaire 
de 𝜌𝐹𝑏𝑟𝑤 et 𝜌𝛼𝑟 qui apparaissent dans la fonction de coût (𝜌𝛼𝑟 = 1 − 𝜌𝐹𝑏𝑟𝑤 ). Ceci, pour une 
valeur nominale de 𝛽𝑜/𝑉𝑟 et pour différents facteurs de pondération sur la plage 𝜌𝐹𝑏𝑟𝑤 = [0,1]. 
Les indices de performance considérés concernent l’erreur de suivi de la consigne de freinage 
𝑒𝑠𝑢𝑚 et l’effort de commande hydraulique 𝛼𝑠𝑢𝑚. Ils s’expriment selon les équations (5.1) et 
(5.2) respectivement. D’après les résultats de simulation, les évolutions de 𝑒𝑠𝑢𝑚 et de 𝛼𝑠𝑢𝑚 en 
fonction de 𝜌𝐹𝑏𝑟𝑤 sont consignées au tableau 5.2, tandis que la figure 5.6 exprime ces mêmes 
données sous forme de graphiques. Les figures 5.7 et 5.8 comparent les traces temporelles des 
variables du tableau 5.1 résultantes des simulations pour trois pondérations différentes (essais 
#1 et #2 respectivement). Spécifions qu’on a limité l’horizon 𝑇 à 160 ms dans le calcul des 
indices de performance, pour l’essai #2, étant donné que le solveur se désactive après cette 
période. 











Hypothèse sur le comportement attendu par la variation de ρFbrw: Selon la définition de la 
fonction de coût, on s’attend à ce qu’une augmentation du réglage de 𝜌𝐹𝑏𝑟𝑤 entraîne une 
diminution de 𝑒𝑠𝑢𝑚 et une augmentation de 𝛼𝑠𝑢𝑚. De plus, un réglage de 𝜌𝐹𝑏𝑟𝑤 = {0,1} devrait 
entraîner un comportement difficile à prévoir de la part de l’algorithme d’optimisation.  
Tendance observée des indices de performance : D’après les résultats de simulations, pour 
les deux essais, on remarque que pour une augmentation 𝜌𝐹𝑏𝑟𝑤  sur la plage                                
𝜌𝐹𝑏𝑟𝑤 = [0.015, 0.02], il y a diminution de 𝑒𝑠𝑢𝑚. Toutefois, hors de cette plage, la variation de  





la plage 𝜌𝐹𝑏𝑟𝑤 = [0,0.95]. On conclut que le réglage permettant d’agir à la fois sur le suivi de 
la consigne de freinage et l’effort de commande  se situe sur une plage très serrée, soit pour 
𝜌𝐹𝑏𝑟𝑤 = [0.015,0.02]. Un réglage dans la bande supérieure à cette plage permet simplement 
d’agir sur l’effort de commande. 
Tableau 5.2 Indices de performance selon le facteur de pondération avec (𝜷𝒐/𝑽𝒓)𝒏𝒐𝒎 
 Essai #1 Essai #2 
𝝆𝑭𝒃𝒓𝒘 𝒆𝒔𝒖𝒎 (× 𝟏𝟎
𝟕) 𝜶𝒔𝒖𝒎 𝒆𝒔𝒖𝒎 (× 𝟏𝟎
𝟕) 𝜶𝒔𝒖𝒎 
0 93.99 0 30.83 0 
0.001 6.29 0.017 1.76 0.004 
0.01 6.29 1.49 1.76 0.32 
0.015 6.29 3.13 1.76 0.62 
0.018 2.92 7.38 1.67 3.11 
0.02 1.21 8.64 1.58 2.88 
0.025 1.21 8.64 1.58 2.88 
0.05 1.21 8.64 1.58 2.88 
0.075 1.27 9.46 1.58 2.88 
0.1 1.27 9.46 1.58 2.88 
0.2 1.07 17.9 1.58 3.63 
0.35 1.04 21.95 1.56 4.24 
0.5 1.04 22.56 1.56 4.61 
0.65 1.09 28.39 1.56 4.86 
0.8 1.08 27.8 1.55 5.04 
0.9 1.07 29.17 1.55 5.14 
0.95 1.07 29.78 1.55 5.18 
0.99 1.07 20.24 1.56 3.77 
1 43.9 90.93 30.83 0 
 





(a) Essai #1 
 
(b) Essai #2 
Figure 5.6 Évolution des indices de performance en fonction de 𝝆𝑭𝒃𝒓𝒘 avec  (𝜷𝒐/𝑽𝒓)𝒏𝒐𝒎 
 





Simulation de l’essai #1 selon ρFbrw : À la figure 5.7, de 𝑡 =[0,100] ms, on observe le même 
comportement pour toutes les valeurs de 𝜌𝐹𝑏𝑟𝑤 considérées. Celui-ci correspond au 
comportement observé à la figure 5.4. Puis, pour 𝑡 > 100 ms, on remarque que 𝐹𝑏𝑟𝑤 se 
rapproche plus rapidement de 𝐹𝑏𝑟𝑤
∗  lorsque 𝜌𝐹𝑏𝑟𝑤 augmente. Quant à l’amplitude de la 
commande 𝛼𝑟, elle augmente. Enfin, pour 𝜌𝐹𝑏𝑟𝑤 = 0.01, on remarque que l’amplitude d’𝛼𝑟 
n’est pas suffisante pour générer une variation de pression. Ceci s’explique par le fait que le 
rapport cyclique commandé se situe dans la zone morte de commande. On en conclut que le 
comportement globalement observé correspond au résultat attendu. 
 
Figure 5.8 Traces en simulation selon 𝝆𝑭𝒃𝒓𝒘 - essai #2 




Simulation de l’essai #2 selon ρFbrw : À la figure 5.8, de = [0,110] ms, on observe le même 
comportement pour toutes les valeurs de 𝜌𝐹𝑏𝑟𝑤 considérées. Celui-ci correspond au 
comportement observé à la Figure 5.5. Puis, pour 𝑡 > 110 ms, on remarque les mêmes 
particularités que pour l’essai #1. C.-à-d. que 𝐹𝑏𝑟𝑤 se rapproche plus rapidement de 𝐹𝑏𝑟𝑤
∗  lorsque 
𝜌𝐹𝑏𝑟𝑤 augmente et l’amplitude d’𝛼𝑟 augmente. Encore une fois, pour 𝜌𝐹𝑏𝑟𝑤 = 0.01, on 
remarque que 𝛼𝑟 se situe dans la zone morte de commande. Enfin, lorsque le solveur est 
désactivé, soit pour 𝑡 ≥ 160 ms, on observe que 𝑇𝑟𝑤
∗  diminue au taux limite de -1000 Nm/s. On 
en conclut que le comportement globalement observé correspond au résultat attendu. 
Simulation des deux essais  pour ρFbrw = {0,1}: Pour les cas critiques de 𝜌𝐹𝑏𝑟𝑤, on a 
remarqué que le solveur ne trouve aucunes solutions acceptables. Ceci, à la fois pour            
𝜌𝐹𝑏𝑟𝑤 = 0 et 𝜌𝐹𝑏𝑟𝑤 = 1. On en conclut que ces deux réglages ne sont pas acceptables. 
5.2.3 Robustesse à l’incertitude paramétrique 
Dans cette section, on analyse la réponse du système asservi pour une incertitude du paramètre 
𝛽𝑜/𝑉𝑟. En comparant les résultats de simulations à ceux expérimentaux, on estime que le 
paramètre 𝛽𝑜/𝑉𝑟 peut varier d’un facteur cinq, soit une plage de variation de                                     
5.9546 × 1012 à 22.773 × 1012 Pa/mm3. L’incertitude paramétrique a été simulée en variant 
la valeur nominale de 𝛽𝑜/𝑉𝑟 dans le simulateur du système de frein électro-hydraulique.  
Dans un premier temps, on présente au tableau 5.3 l’évolution des indices de performance en 
fonction de 𝜌𝐹𝑏𝑟𝑤 pour une augmentation d’un facteur cinq du paramètre nominal               
(𝛽𝑜/𝑉𝑟)𝑛𝑜𝑚. À la figure 5.9, ces mêmes résultats sont présentés sous forme graphique. Les 
résultats de simulations présentés sont uniquement pour la plage où la stabilité du système est 
maintenue.  
Ce qui est remarquable, par rapport aux résultats avec (𝛽𝑜/𝑉𝑟)𝑛𝑜𝑚, c’est la plage considérable 
de variation de 𝜌𝐹𝑏𝑟𝑤 pour laquelle le système demeure stable. En effet, elle est de [0,0.35] pour 
l’essai #1 et de [0,0.45] pour l’essai #2. De plus, on remarque que pour l’essai #2, lorsque 
𝜌𝐹𝑏𝑟𝑤 > 0.1, 𝑒𝑠𝑢𝑚 augmente au lieu de diminuer ou de demeurer constant. Quant à 𝛼𝑠𝑢𝑚, il 







Tableau 5.3 Indices de performance pour les deux essais selon 𝝆𝑭𝒃𝒓𝒘 avec 𝟓 × (𝜷𝒐/𝑽𝒓)𝒏𝒐𝒎 
Essai #1  Essai #2 
𝝆𝑭𝒃𝒓𝒘 𝒆𝒔𝒖𝒎 (× 𝟏𝟎
𝟕) 𝜶𝒔𝒖𝒎  𝝆𝑭𝒃𝒓𝒘 𝒆𝒔𝒖𝒎 (× 𝟏𝟎
𝟕) 𝜶𝒔𝒖𝒎 
0.001 6.29 0.02  0.001 1.76 0.004 
0.01 6.29 1.49  0.01 1.76 0.32 
0.015 6.29 3.13  0.015 1.76 0.62 
0.018 1.28 3.29  0.018 1.70 1.67 
0.02 1.04 2.88  0.02 1.59 1.44 
0.025 1.04 2.88  0.025 1.59 1.44 
0.05 1.04 2.88  0.05 1.59 1.44 
0.075 1.06 3.47  0.075 1.59 1.44 
0.1 1.06 3.47  0.1 1.59 1.44 
0.2 1.09 5.99  0.2 1.76 2.19 
0.35 1.20 9.42  0.3 1.76 2.19 
0.4 3.65 86.59  0.4 1.85 2.94 
    0.45 1.91 3.07 
    0.5 1.89 7.58 




(a) Essai #1 
 
(b) Essai #2 
Figure 5.9 Évolution des indices de performance avec incertitude paramétrique en fonction de 𝝆𝑭𝒃𝒓𝒘 
De ces faits, une investigation a été menée afin d’identifier le réglage critique de la pondération 
𝜌𝐹𝑏𝑟𝑤 pour lequel le système demeure stable, en fonction de l’incertitude du paramètre 𝛽𝑜/𝑉𝑟. 
De cette analyse, on rapporte les résultats pour les deux essais qui sont présentés au tableau 5.4. 
Le graphique associé à ces résultats est présenté à la figure 5.10. On remarque que pour une 




incertitude d’un ordre sept fois plus grand, la plage de réglage de 𝜌𝐹𝑏𝑟𝑤 qui maintient le système 
stable devient presque nulle, pour l’essai #2. Pour l’essai #1, La plage de réglage possible est de 
𝜌𝐹𝑏𝑟𝑤 =]0,0.09], lorsque 𝛽𝑜/𝑉𝑟 est dix plus grand que sa valeur nominale. D’autre part, on 
observe que lorsque 𝛽𝑜/𝑉𝑟 est plus petit que sa valeur nominale, la stabilité est maintenue pour 
toute la plage de réglage de 𝜌𝐹𝑏𝑟𝑤. 
Aux figures 5.11 et 5.12, on présente les traces obtenues en simulation pour trois réglages de 
𝜌𝐹𝑏𝑟𝑤 lorsque 𝛽𝑜/𝑉𝑟 est cinq fois plus grand que sa valeur nominale. On présente deux réglages 
stables et un réglage instable. Spécifions qu’on identifie l’instabilité lorsqu’une oscillation de 
𝐹𝑏𝑟𝑤 autour de la consigne devient perceptible. Ces oscillations provoquent des 
dépressurisations du liquide de frein dans le cylindre de frein arrière. La rétroaction du 
conducteur à ce moment est d’augmenter la force sur la pédale de frein, ce qui provoque un 
déplacement continu de la pédale. On présente d’ailleurs cet effet à la figure 5.13, qui trace la 
position de la pédale correspondant à l’essai #1, associé aux traces de la figure 5.11. Sur cette 
figure, on observe que pour le réglage 𝜌𝐹𝑏𝑟𝑤 = 0.4, dès que la commande 𝛼𝑟 tombe en 
oscillation, la position de la pédale augmente continuellement. Ceci signifie que pour une 
consigne stable de force de freinage, la pédale de frein s’enfonce continuellement, ce qui n’est 
pas un comportement souhaitable. 
Tableau 5.4 Pondération critique selon l’incertitude paramétrique (simulation) 
 Essai #1 Essai #2 
Facteur d’incertitude  
× (𝜷𝟎/𝑽𝒓)𝒏𝒐𝒎 
𝝆𝑭𝒃𝒓𝒘 critique 𝝆𝑭𝒃𝒓𝒘 critique 
0.05x 1* 1* 
3.5x 1* 1* 
3.8x 0.975 1* 
4x 0.81 1* 
5x 0.4 0.49 
6x 0.25 0.22 
7x 0.18 0.0175** 
10x 0.09 0.0154** 








Figure 5.10 Pondération critique selon le facteur d’incertitude 
Simulation de l’essai #1 avec incertitude paramétrique : À la figure 5.11, on observe qu’à 
partir de 𝑡 = 100 ms, le contrôleur applique une commande hydraulique. Pour les cas où 
𝜌𝐹𝑏𝑟𝑤 < 0.4, 𝐹𝑏𝑟𝑤 dépasse la consigne 𝐹𝑏𝑟𝑤
∗  et le contrôleur compense en diminuant 𝑇𝑟𝑤
∗ . Par 
exemple, on observe cette compensation à partir de 𝑡 = 150 𝑚𝑠 pour 𝜌𝐹𝑏𝑟𝑤 = 0.1. La pression 
dans le cylindre de frein arrière à ce moment est maintenue constante. Or, pour 𝜌𝐹𝑏𝑟𝑤 = 0.4, on 
remarque que la commande hydraulique 𝛼𝑟 est en perpétuelle oscillation, ce qui provoque 
l’oscillation de 𝑝𝑟. 
Simulation de l’essai #2 avec incertitude paramétrique : À la figure 5.12, à partir de                 
𝑡 = 120 ms, on observe la même compensation que celle décrite pour la figure 5.11, pour 
𝜌𝐹𝑏𝑟𝑤 < 0.5. On remarque aussi l’oscillation de 𝐹𝑏𝑟𝑤, caractérisée par la diminution de 𝐹𝑏𝑟𝑤 
sous la consigne 𝐹𝑏𝑟𝑤
∗  autour de 𝑡 = 150 𝑚𝑠, au lieu de demeurer supérieure à 𝐹𝑏𝑟𝑤
∗ . Enfin, on 
remarque que pour 𝜌𝐹𝑏𝑟𝑤 = 0.01, la commande 𝛼𝑟 n’est pas suffisante pour provoquer une 
montée en pression. 
 
 











Figure 5.12 Traces en simulation pour une incertitude paramétrique selon 𝝆𝑭𝒃𝒓𝒘- essai #2 
 





Figure 5.13 Traces en simulation du déplacement de la pédale selon 𝝆𝑭𝒃𝒓𝒘 - essai #1 
Simulation du déplacement de la pédale pour l’essai #1 : La figure 5.13, correspond 
directement aux traces de la figure 5.11. Elle illustre la position de la pédale 𝑥𝑝. On y remarque 
que pour 𝜌𝐹𝑏𝑟𝑤 < 0.4, la position se stabilise, alors qu’elle augmente continuellement pour 
𝜌𝐹𝑏𝑟𝑤 = 0.4. D’ailleurs, à la figure 5.11, pour la plage de temps 𝑡 > 0.15 s, on remarque 
l’oscillation de 𝑝𝑟. En pratique, ce comportement correspond à un enfoncement non-désiré de 
la pédale de frein. 
Bref, on a pu observer en simulation que le système commandé correspond au résultat attendu 
et que le suivi de la consigne de freinage est respecté, lorsque le modèle prédictif est calé sur le 
système réel. La variation du facteur de pondération permet d’agir sur le compromis entre le 
suivi de la consigne et l’effort de commande du frein EHB, tel qu’attendu. Toutefois, la plage 
effective de la pondération 𝜌𝐹𝑏𝑟𝑤 est assez faible. Dans le cas où le modèle prédictif n’est pas 
calé sur le système réel, à cause d’une incertitude paramétrique, on a pu observer, jusqu’à une 
certaine limite, un suivi de consigne appréciable et une propriété adaptative du contrôleur aux 
erreurs de prédictions. D’ailleurs, on a démontré qu’il existe une pondération critique 𝜌𝐹𝑏𝑟𝑤 
menant à l’instabilité qui décroît en fonction de l’incertitude paramétrique. Enfin, lors d’une 
incertitude paramétrique, mentionnons que le réglage de 𝜌𝐹𝑏𝑟𝑤 agit de manière similaire à celle 
observée lorsque le système est à paramètres nominaux, sur le compromis entre le suivi de la 





5.3 Validation expérimentale de la commande NMPC 
Les simulations ont globalement démontré que le comportement de la loi de commande NMPC 
correspond aux hypothèses énoncées. Entre autres, au niveau de l’effet du réglage de la 
pondération 𝜌𝐹𝑏𝑟𝑤 et au niveau de l’adaptation du contrôleur aux incertitudes paramétriques. 
On analyse maintenant les observations tirées de l’expérience sur route des essais #1 et #2 
décrits au début de ce chapitre. Les variables analysées sont les mêmes que celles du tableau 
5.1. De plus, on analyse aussi le temps d’exécution, le retard de transmission des commandes 
𝑇𝑟𝑤
∗  et l’erreur de prédiction des variables asservies. Le choix de pondération qui a été fait est 
de 𝜌𝐹𝑏𝑟𝑤 = 0.5 pour l’essai #1 et de 𝜌𝐹𝑏𝑟𝑤 = 0.2 pour l’essai #2. Bien que les simulation 
prédisent une plage de réglage de 𝜌𝐹𝑏𝑟𝑤 assez restreinte, pour 𝛽𝑜/𝑉𝑟 de quatre à cinq fois plus 
grand que sa valeur nominale, ceci n’a pas été directement observé en expérimentation. En effet, 
l’effet observé sur la réponse du système lors de la variation de 𝜌𝐹𝑏𝑟𝑤 est plutôt négligeable, 
pour les cas testés. C'est-à-dire, pour 𝜌𝐹𝑏𝑟𝑤 = {0.2,0.5,0.8}.  
5.3.1 Analyse des traces expérimentales pour l’essai #1 
La figure 5.14 présente les traces expérimentales obtenues pour l’essai #1. On y observe que 
pour 𝑡 = [28,60] ms, une consigne de freinage est demandée mais le solveur est désactivé, étant 
donné que 𝑝𝑓𝑙 < 30 psi. Le solveur s’active à partir de 𝑡 = [60,110] ms et calcule uniquement 
une commande 𝑇𝑟𝑤
∗  pour satisfaire le suivi de la consigne 𝐹𝑏𝑟𝑤
∗ . Ensuite, pour 𝑡 = [110,128] ms, 
la contrainte de couple régénératif 𝑇𝑟𝑚𝑎𝑥 est atteinte, mais le contrôleur juge qu’une commande 
de freinage hydraulique n’est pas nécessaire. Ce n’est que pour 𝑡 = [128,187] ms qu’une 
commande de montée en pression est transmise au frein électro-hydraulique. Or, on remarque 
le retard significatif de la montée en pression, qui dure au moins 10 ms. À 𝑡 = 180 ms, la 
dernière commande non nulle est transmise à la valve inlet. Elle est d’une valeur 𝛼𝑟 = 0.35. On 
remarque que la pression se stabilise 3 ms plus loin, soit à  𝑡 = 183 ms. Pour 𝑡 = [176,195] 
ms, on remarque que la montée en pression est trop importante, ce qui provoque une 𝐹𝑏𝑟𝑤 qui 
dépasse la consigne 𝐹𝑏𝑟𝑤
∗ . À ce moment, la commande de couple 𝑇𝑟𝑤
∗  est diminuée pour rétablir 
le suivi de la consigne. Pendant ce temps, 𝑝𝑟 est simplement stabilisée. Enfin, on remarque que 
la position de la pédale 𝑥𝑝 se stabilise à 𝑡 = 215 ms. De plus, on remarque la zone morte de la 
pédale. En effet, 𝑝𝑓𝑙 ne se met à augmenter qu’à partir de 𝑥𝑝 = 2.33 mm à 𝑡 = 24 ms. 





Figure 5.14 Traces expérimentales - essai #1 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟓) 
Il est remarquable d’observer la similitude du comportement collaboratif de la commande entre 
la réponse prédite en simulation pour 𝜌 = 0.1 de la figure 5.11 et la réponse expérimentale de 
la figure 5.14. C'est-à-dire qu’on retrouve le même dépassement de consigne provoqué par une 
montée en pression trop importante qui est compensé par une diminution de 𝑇𝑟𝑤
∗ . Ceci, autour 
de 𝑡 = 150 ms dans la figure 5.12 et de 𝑡 = 183 ms dans la figure 5.14. 
Retard de transmission de la commande de freinage régénératif : Dans la figure 5.14, on 
observe un retard non négligeable entre les signaux 𝑇𝑟𝑤
∗  et 𝑇𝑟. On explique ce retard à l’aide de 
la figure 3.17. On y remarque que la commande 𝑇𝑟𝑤
∗  calculée par le solveur NMPC (codée dans 





contrôleur du véhicule transmet à nouveau sur le bus CAN cette commande, soit 𝑇𝑟𝑐𝑚𝑑, au 
contrôleur du moteur électrique. Enfin, le contrôleur du moteur électrique estime le couple 𝑇𝑟 
qui est généré à la roue. La figure 5.15 affiche la superposition de ces trois signaux. Elle permet 
d’observer le retard entre chaque signal. On remarque que le retard entre 𝑇𝑟𝑤
∗  et 𝑇𝑟𝑐𝑚𝑑 peut 
atteindre 4 ms (voir à 𝑡 = 200 ms).  
Erreur de prédiction : Aussi, on s’intéresse à l’erreur entre la variation de 𝑝𝑟 prédite par le 
solveur et la mesure réelle. Cette erreur est affichée à la figure 5.16. On remarque que l’erreur 
de prédiction peut atteindre 86.5%, ceci amène un élément d’explication concernant l’erreur de 
suivi de la consigne 𝐹𝑏𝑟𝑤
∗ , étant donné que le solveur anticipe une variation de pression beaucoup 
plus petite que le variation réelle, pour la commande calculée.  
Temps d’exécution : Enfin, la figure 5.17 affiche le temps d’exécution du solveur pour chaque 
calcul d’une commande. Elle permet de valider que le temps d’exécution du solveur pour chaque 
résolution demeure toujours inférieur à sa période d’échantillonnage, soit 10 ms. 
 
Figure 5.15 Retard de transmission de la commande 𝑻𝒓𝒘
∗  - essai #1 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟓) 





Figure 5.16 Erreur de prédiction - essai #1 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟓) 
 
Figure 5.17 Temps d’exécution du solveur en temps-réel - essai #1 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟓) 
5.3.2 Analyse des traces expérimentales pour l’essai #2 
Les traces expérimentales de l’essai #2 sont présentées à la figure 5.18. Comme pour l’essai #1, 
on y observe que le solveur ne calcule pas de commandes de freinage pour une consigne de 
freinage associée à une 𝑝𝑓𝑙 < 30 psi. Ensuite, de 𝑡 = [40,80] ms le contrôleur calcule 
uniquement une commande 𝑇𝑟𝑤
∗  pour satisfaire le suivi de la consigne 𝐹𝑏𝑟𝑤
∗ . Puis, pour 𝑡 =
[80,100] ms, la contrainte 𝑇𝑟𝑚𝑎𝑥 est atteinte et le contrôleur applique une commande égale à 
cette contrainte pour satisfaire le suivi de la consigne. Ce n’est que pour la plage        𝑡 =
[100,147] ms qu’une commande de montée en pression est calculée par le contrôleur. La 
montée étant trop importante, elle provoque le dépassement de la consigne sur la plage         𝑡 =
[138,164] ms.Le contrôleur agit de manière collaborative en diminuant d’abord la commande 
𝑇𝑟𝑤
∗  sur la plage 𝑡 = [143,176] ms, puis en commandant une diminution de  pression pour 𝑡 =
[159,178] ms par l’application de 𝛼𝑟 = −0.35. Enfin, on remarque la désactivation du solveur 
à partir de 𝑡 = 179 ms, qui provoque l’application brusque d’une commande 𝑇𝑟𝑤
∗ = 0. À partir 
de ce moment, le contrôleur du moteur électrique diminue la commande couple au taux de 






Figure 5.18 Traces expérimentales - essai #2 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟐) 
Retard de transmission de la commande de freinage régénératif : À la figure 5.19, on 
compare les traces des commande 𝑇𝑟𝑤
∗ , 𝑇𝑟𝑐𝑚𝑑 et 𝑇𝑟. On remarque, encore une fois, le retard 
variable de la transmission de la commande de couple régénératif qui a été expliqué dans la 
section précédente associée à l’essai #1. 
Erreur de prédiction : L’erreur entre la variation de 𝑝𝑟 prédite par le solveur et la mesure réelle 
est affichée à la figure 5.20. On remarque que l’erreur de prédiction pour une montée en pression 




atteint 62%. Dans le cas d’une diminution de pression, elle est plus faible, soit un maximum de 
15.3%. 
Temps d’exécution : La figure 5.21 affiche le temps d’exécution du solveur pour chaque calcul 
d’une commande. On valide à nouveau, pour cet essai, que le temps d’exécution du solveur 
demeure inférieur à la période d’échantillonnage, soit 10 ms. 
 
Figure 5.19 Retard de transmission de la commande 𝑻𝒓𝒘
∗  - essai #2  (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟐)   
 
Figure 5.20 Erreur de prédiction - essai #2 (𝝆𝑭𝒃𝒓𝒘 = 𝟎. 𝟐) 
 
 





5.3.3 Conclusions tirées des expériences 
Similitude avec le comportement prédit en simulation : D’après l’analyse du comportement 
observé avec le système réel lors des essais #1 et #2, on a pu valider le fonctionnement du 
simulateur de la commande NMPC appliquée au système de frein électro-hydraulique. En effet, 
le comportement prédit en simulation lors de la présence d’une incertitude paramétrique (section 
5.2.2), hormis quelques défaillances, est très similaire à celui observé avec le système réel. En 
effet, on remarque que les commandes calculées par le contrôleur entraînent une erreur de suivi 
de la consigne de freinage. On explique ceci par la forte incertitude paramétrique du modèle 
mathématique utilisé, à un conditionnement1 défaillant du contrôleur NMPC ainsi que d’une 
coordination défaillante des actionneurs hydrauliques lors de situations particulières. D’ailleurs, 
aux figure 5.16 et figure 5.20, on remarque la forte erreur de prédiction. On fait aussi remarquer 
que la zone morte d’action des commandes de valves hydrauliques ainsi que le retard temporel 
de l’effet des commandes ne sont pris en charge que de manière très limitée par le solveur. Ce 
qui entraîne aussi une forte erreur de prédiction. Nonobstant ces défaillances, la performance 
pourrait être grandement améliorée avec un meilleur conditionnement en périphérie du 
contrôleur NMPC.  
Robustesse de la commande : Malgré les défaillances et les erreurs de prédictions du 
contrôleur qui ont été observées lors des expériences, il est remarquable d’observer la robustesse 
de la loi de commande. Elle a d’ailleurs aussi été aussi observée en simulation. Par exemple, 
aux environs de 𝑡 = 180 ms à la figure 5.14, où une augmentation de pression plus grande que 
celle prédite est survenue, le contrôleur a diminué la commande 𝑇𝑟𝑤
∗  afin de compenser cet 
« accident » de commande du frein électro-hydraulique. On explique la présence de cette 
robustesse grâce à l’ajustement des conditions initiales du modèle via la rétroaction des mesures 
des sorties du système avant chaque optimisation. C’est un exemple d’adaptation de la 
commande à des erreurs de prédiction de la réponse du système qui sont fortement dues à 
l’incertitude paramétrique du système et aux limites du modèle utilisé. Pourtant, malgré les 
perturbations ainsi que certaines prédictions erronées, le contrôleur adapte les commandes de 
                                                 
1 1. Conditionnement du choix des équations différentielles dans le modèle mathématique du système de frein 
électro-hydraulique en fonction du mode (augmentation / diminution de la pression) ; 2. Conditionnement de la 
configuration d’ouverture des valves selon le mode.  




manière collaborative afin de satisfaire au mieux le critère de performance. D’ailleurs, 
spécifions que la perception des sensations au niveau de la conduite liée aux défaillances des 
commandes était négligeable lors de l’expérience. Ceci, grâce à l’inertie du véhicule et à la 
stabilité des freins à l’avant. 
5.4 Discussion de la commande NMPC basée sur les 
résultats observés 
Réduction de l’effet des retards purs : L’une des forces de la commande NMPC est sa capacité 
à prendre directement en charge les retards purs. Ceci permet de réduire le temps de réponse du 
système, les erreurs de suivi de consigne, les dépassements et certaines instabilités. Les résultats 
démontrent que lorsqu’on a accès à un modèle assez précis du système, on observe peu de 
dépassement de la consigne. Ceci, car la commande NMPC intègre de manière indirecte une 
compensation des retards purs en calculant la commande optimale selon la dynamique prédite 
du système. 
Commande multivariable robuste. La commande NMPC gère facilement le cas multivariable. 
L’expérience montre que la commande s’adapte aux perturbations extérieures. Par exemple, 
malgré les prédictions erronées des commandes par le solveur ainsi que la défaillance de 
certaines commandes au niveau des valves hydrauliques (ouverture et fermeture non planifiée), 
la commande s’ajuste pour rectifier l’erreur de suivi de consigne. Ceci, en coordonnant la 
commande de chaque actionneur. On observe aussi ce comportement lors de perturbations 
extérieures ou encore lors d’erreurs de prédiction du modèle. L’adaptation aux perturbations est 
liée à la transmission au modèle de prédiction des mesures des sorties du système comme états 
initiaux du système avant chaque optimisation. Ceci permet d’informer le solveur des 
perturbations qui ont eu lieu et de réajuster le tir en conséquence. 
Commande optimale non-linéaire sous contrainte. Le fort intérêt de la commande NMPC est 
sa capacité à résoudre un problème de commande optimale non-linéaire sous contrainte, 
directement à partir d’un modèle de prédiction non-linéaire. La formulation de la loi de 
commande permet de calculer une commande multivariable en énonçant de manière formelle 





utilisés dans le cadre de cette thèse, il a y a une limite importante quant aux nonlinéarités qui 
peuvent être formulées dans le solveur (voir la section 5.5, Formulation des nonlinéarités).  
D’ailleurs, la plupart des lois de commandes nonlinéaires ne permettent pas une telle 
formulation. La contrepartie de cette loi de commande est la possibilité de divergence de la 
solution, qui doit être gérée d’une quelconque manière. 
Ajustement des paramètres de commande. Lorsque le solveur est bien configuré et que 
l’initialisation de celui-ci est bien gérée, la paramétrisation de la loi de commande afin d’agir 
sur les performances est simple à mettre en œuvre et instinctive. Elle consiste essentiellement à 
ajuster les pondérations de la fonction de coût. 
Lourd processus d’initialisation et sensibilité aux paramètres d’initialisation du solveur. Le 
solveur nécessite un lourd processus d’initialisation : itéré initial, états initiaux, trajectoire de la 
consigne. De plus, la convergence du solveur est fortement sensible à ces paramètres : itéré 
initial, états initiaux. D’ailleurs, on a rencontré cette situation à plusieurs reprises en 
expérimentation. Une rigueur au niveau des méthodes d’initialisation est fortement nécessaire. 
5.5 Critique de l’outil de développement utilisé 
Étant donné plusieurs contraintes d’implémentation associées directement à l’outil de 
développement utilisé, soit ACADO, la loi de commande NMPC développée dans cet ouvrage 
ne peut tirer tout le potentiel de la théorie de la NMPC. On présente donc ci-dessous les 
contraintes de l’outil qui gêne l’application de certains aspects de la commande NMPC. 
Système à structure variable difficilement formulable. Un système à structure variable est 
difficile à formuler sous l’interface du solveur implémenté dans ACADO. On a choisi de 
commuter entre des équations différentielles selon un mode d’opération (augmentation, 
diminution de pression). Or, il serait pertinent de tester une formulation différente du problème 
d’optimisation, afin de laisser le solveur « choisir » le mode d’opération. 
Période d’échantillonnage unique. Sous ACADO, il n’est pas possible de formuler des 
périodes d’échantillonnage différentes pour chaque entrée du système. Il faut donc un traitement 
extérieur au solveur pour gérer cette situation. Dans notre cas, une période unique de 10 ms a 
donc été mise en œuvre. Celle-ci correspond à la période de rafraîchissement des commandes 
de freinage régénératif et se rapproche de la fréquence PWM des valves hydrauliques. 




Formulation des nonlinéarités. Sous ACADO, il a y a une limite aux nonlinéarités qui peuvent 
être formulées. Par, exemple, les retards purs sont difficilement formulables sous ACADO. 
Leurs prises en charge par la commande NMPC est d’ailleurs l’un des avantages majeurs les 
plus reconnus. Ce volet n’a donc pu être évalué lors de la simulation ainsi que de 
l’expérimentation. Aussi, les zones mortes sont aussi difficiles à prendre en charge. 
Particulièrement, lorsque la commande 𝑢 doit pouvoir avoir une valeur nulle. Enfin, la gestion 
des fonctions absolues et les racines cubiques apparaissant dans le modèle mathématique du 
frein électro-hydraulique sont prises en charge difficilement sous ACADO.   
5.6 Défaillances associées au contrôleur développé 
La loi de commande décrite dans cet ouvrage comporte certaines défaillances. Celles-ci sont 
entre autres causées par le réglage non-optimal du conditionnement de la loi de commande, qui 
pourrait être amélioré. C'est-à-dire le choix des actions qui a été codé dans le contrôleur selon 
les différentes conditions testées. Ce lourd conditionnement est contraint par les limites du 
solveur choisi ainsi que par les nombreuses perturbations du système. Par exemple, dans la loi 
de commande établie, le choix des équations différentielles dans le modèle mathématique du 
système est déterminé selon la détection du mode de freinage (augmentation, diminution, 
maintien) et ce mode est sélectionné d’après le comportement de la pression mesurée au maître-
cylindre. Or, cette mesure est fortement bruitée et le traitement de signal nécessaire pour le 
conditionnement aurait avantage à être amélioré. Une simple détection de seuil a été codée, ce 
qui est difficile à implémenter lorsqu’il y a une forte amplitude de bruit. De plus, afin d’éviter 
d’entrer dans des problèmes d’optimisation insolubles, le choix d’activation ou de désactivation 
du solveur est aussi établi selon cette mesure bruitée, entraînant quelques défaillances qui 
pourraient être résolues avec une amélioration du conditionnement ainsi qu’un traitement de 
signal plus adéquat. 
5.7 Conclusion 
À travers ce chapitre, on a analysé les performances de la réponse du système contrôlé à partir 
d’une loi de commande NMPC. Les défis d’implémentation temps-réel ont pu être relevés grâce 
aux outils de programmation utilisés. Un travail considérable a toutefois été nécessaire pour 





informatique du solveur avec le contrôleur OPAL-RT. Les observations concluent plusieurs 
hypothèses avantageuses de la loi de commande. D’ailleurs, même si la loi de commande 
nécessite un conditionnement considérable pour être applicable à la nature du système, soit un 
système à structure variable avec forte incertitude paramétrique, une bonne performance de la 
commande est discernable. En effet, on a observé la robustesse de la commande ainsi qu’un 
suivi de consigne appréciable. On a démontré en simulation que ce suivi de consigne est réglable 
en fonction des facteurs de pondérations. Ceci, malgré la forte incertitude paramétrique du 
système. De ces faits, on a validé plusieurs hypothèses qui démontrent le potentiel d’application 
d’une loi de commande NMPC. On a donc discuté des avantages et inconvénients d’application 
d’une telle commande basée sur les observations en simulation et en expérimentation. On a pu 
les confronter à ceux formulés dans l’état de l’art décrit au chapitre 2 à la section 2.5. Spécifions 
qu’on a aussi énoncé les limites d’application de cette loi de commande pour un système à 
structure variable comme celui étudié dans cette thèse. Enfin, on a présenté quelques analyses 




CHAPITRE 6  
CONCLUSION 
Bref, les travaux de recherche décrits dans cette thèse ont permis d’explorer le potentiel 
d’application d’une loi de commande prédictive nonlinéaire en temps-réel sur un système de 
freinage hybride électro-hydraulique régénératif. Ceci, grâce à l’accès à un véhicule trois-roues 
électrique qui a servi de plateforme expérimentale. Datant des années 1980, la théorie de cette 
loi de commande est récemment envisageable dans le domaine automobile grâce à l’évolution 
impressionnante de la puissance de calcul et le développement des outils informatiques. 
D’ailleurs, la principale originalité des travaux de cette thèse est la démonstration de la 
possibilité d’implémenter cette stratégie de commande en temps-réel. Des résultats 
expérimentaux ainsi que des analyses en simulation, on a pu observer plusieurs hypothèses 
avantageuses liées à la théorie de la commande prédictive. Le principal intérêt est la prise en 
charge directe d’un modèle nonlinéaire du système pour calculer une commande optimale. Bien 
que le solveur utilisé dans le cadre de cette thèse ne puisse pas en prendre en charge directement, 
la théorie fait état de la possibilité de tenir compte des retards purs dans le calcul de la 
commande. De plus, dans le cas où la trajectoire des consignes de commande peut être anticipée 
sur une certaine période, on retrouve toute la puissance de prédiction de cette loi de commande 
pour effectuer un calcul optimal. Enfin, on souligne le réglage instinctif des paramètres de 
commande. La contrepartie d’une telle loi de commande est la lourdeur du code informatique 
nécessaire, la charge de calcul considérable et l’instabilité de la commande lors d’une 
divergence de la solution au problème d’optimisation. Un réglage rigoureux de l’itéré initial 
dans l’espace paramétrique est crucial afin de maintenir la stabilité de la commande. Somme 
toute, à la réponse à la question de recherche qui a dicté les travaux de cette thèse : 
« Est-il possible d’implémenter une commande NMPC en temps-réel dans le domaine 
automobile pour un système de frein hybride électro-hydraulique régénératif et est-ce 
que son potentiel permet d’améliorer les performances de la commande? » 
On peut affirmer qu’on retrouve de nombreux avantages à appliquer une telle loi de commande 
dans le domaine automobile, mais qu’un travail de recherche est encore nécessaire pour rendre 




cette stratégie de commande viable. Ceci, malgré les verrous mentionnés plus tôt qui freinent 
l’attrait d’application de cette théorie. La contribution des travaux de cette thèse a toutefois 
permis de démontrer qu’une implémentation en temps-réel est possible. Dans cette veine, on 
retrouve plusieurs travaux publiés qui traitent de ces verrous et la recherche dans le domaine 
laisse croire qu’une implantation temps-réel stable et viable pourrait être envisageable dans les 
années à venir. 
De façon sommaire, au chapitre 1, on a exposé le cadre de recherche, les motivations, les 
objectifs et les contributions originales des travaux de cette thèse. Puis, au chapitre 2, on a fait 
une revue de l’état de l’art à propos des stratégies de distribution des efforts de freinage, des 
types de systèmes populaires de freinage hybride hydraulique-régénératif, de la commande 
prédictive nonlinéaire et des stratégies d’implémentation d’une telle loi de commande en temps-
réel. La distribution idéale des efforts de freinage, dénommée la i-curve, a été exposée. 
D’ailleurs, elle est le cœur d’une stratégie originale développée dans le cadre de cette thèse, qui 
permet de déterminer de manière collaborative les consignes d’efforts de freinage avant/arrière 
pour le système de frein hybride. On pose comme hypothèse qu’elle est plus efficace qu’une 
distribution de freinage hydraulique classique, car elle tire profit de la commande du frein 
régénératif pour compenser l’effort de freinage à l’arrière afin de se rapprocher de la i-curve. Il 
y a ainsi un compromis entre le rendement de la récupération d’énergie et un freinage efficace. 
Toutefois, un travail ultérieur serait nécessaire pour analyser l’amélioration du rendement.  
Motivé par des raisons d’accessibilité au niveau du véhicule trois-roues électrique disponible, 
le système de freinage hybride qui a servi d’étude est un système de frein électro-hydraulique 
(EHB) mis en parallèle avec un système de frein régénératif. Les consignes de freinage étant 
uniquement commandées à la pédale de frein. L’EHB se compose d’une série de valves 
hydraulique de type on/off dont la fonction ultime est le contrôle de la stabilité du véhicule. Un 
travail considérable a été nécessaire pour prendre les commandes de ce système. À ce système, 
on a appliqué une loi de commande prédictive nonlinéaire en temps-réel permettant de gérer de 
manière collaborative et optimale les efforts de freinages provenant de chaque source. L’état de 
l’art de la commande prédictive nonlinéaire a été exploré ainsi que celui des différents 
algorithmes permettant d’effectuer le travail d’optimisation nécessaire. Des outils informatiques 





Celui-ci étant l’avenue la plus intéressante pour l’application visée. Spécifions d’ailleurs que les 
outils disponibles à l’heure actuelle sont très peu nombreux et difficilement adaptables, compte 
tenu de l’application visée. À cet effet, un travail de longue haleine a dû être effectué pour 
adapter le code informatique à la plateforme expérimentale utilisée. Au chapitre 3, on a exposé 
le modèle mathématique qui a été développé pour simuler le système de frein hybride. On a 
dérivé de ce modèle une version simplifiée utilisable par la loi de commande NMPC. Cette 
version simplifiée permet à la loi de commande de calculer une prédiction de la variation des 
efforts de freinage pour une commande donnée et de trouver un cas optimal. La loi de commande 
prédictive basée sur un modèle nonlinéaire qui a été développée et qui se veut le cœur de cette 
thèse a été exposée en détail au chapitre 4.  
Ce chapitre débute tout d’abord en expliquant la stratégie de détermination des consignes 
d’efforts de freinage, basé sur la i-curve. On a ensuite expliqué de manière brève le code 
informatique développée via l’interface MATLAB d’ACADO qui a été implanté sur le 
contrôleur OPAL-RT. La vue d’ensemble fonctionnelle résultante de l’implantation temps-réel 
du contrôleur NMPC a par la suite été présentée.  Enfin, la formulation mathématique du 
problème d’optimisation propre à la loi de commande a été présentée ainsi que le 
conditionnement du solveur et les contraintes temps-réel les plus critiques.  
Puis, au chapitre 5, on a analysé les performances de la loi de commande développée, à partir 
de deux expériences réalisées à la fois en simulation ainsi qu’en expérimentation. On a d’abord 
réalisé l’analyse tirée des simulations. Elle a permis d’identifier le comportement de la 
commande en fonction des paramètres de réglage de la commande et d’identifier les limites de 
la commande face à l’incertitude paramétrique du système contrôlé. Par la suite, grâce à 
l’implémentation temps-réel de cette loi de commande, on a pu valider que la loi de commande 
répond bien au comportement attendu et que le comportement prédit en simulation correspond 
au comportement réel du système. Enfin, on a validé les hypothèses concernant le potentiel 
d’application d’une commande NMPC. De plus, à partir des essais, on a pu observer les 
avantages et inconvénients entourant l’application d’une telle loi de commande pour 
l’application visée. D’ailleurs, on a pu les confronter à ceux exposés dans l’état de l’art. Enfin, 
on a discuté des propriétés de la commande en se basant sur les résultats observés et on a 
présenté une critique de l’outil de développement utilisé pour implémenter la commande 




NMPC, soit l’outil ACADO. Enfin, on a discuté des défaillances associées à la loi de commande 
développée, tout en présentant des pistes de solutions pour les réduire. 
6.1 Améliorations possibles 
Au chapitre 5, on a identifié certaines lacunes au niveau des performances de la loi de commande 
NMPC qui a été développée dans cet ouvrage. On identifie donc ci-dessous les améliorations 
qui pourraient être apportées.  
Vecteur de l’itéré initial u0 : Le choix de l’itéré initial a un effet crucial sur le temps de 
convergence vers une solution optimale, ainsi que sur la faisabilité du problème d’optimisation. 
Pour la loi de commande développée dans cet ouvrage, la méthode implémentée pour choisir 
l’itéré initial présente quelques défaillances. Donc, on recommande d’améliorer l’algorithme de 
définition de l’itéré initial en fonction de l’état actuel du système. Ceci permettrait d’éliminer 
certaines situations où le problème d’optimisation est infaisable. De plus, le nombre d’itérations 
nécessaire pour trouver une solution pourrait être réduit, agissant ainsi directement sur le temps 
de résolution.  
Définition de la trajectoire : La trajectoire lors de l’optimisation via une prédiction a toujours 
été extrapolée de manière constante. Il aurait été pertinent d’ajuster la trajectoire selon les états 
précédents et les états anticipés du système. Le développement d’un modèle de prédiction des 
intentions du conducteur serait aussi une manière intéressante de raffiner la trajectoire et par 
conséquent améliorer la prédiction optimale des commandes. 
Couche adaptative de la commande : Il a été observé que le modèle mathématique du frein 
électro-hydraulique utilisé par le solveur présente une forte incertitude paramétrique. Ceci cause 
de nombreuses erreurs de prédiction. En effet, les propriétés de l’EHB ont tendance à varier de 
manière considérable en fonction des conditions d’opération. Entre autres, on discerne les 
propriétés du liquide de frein qui peuvent varier en fonction de la température et de l’usure. 
Ainsi, on recommande d’ajouter une couche adaptative au modèle du système. Un exemple de 
solution possible serait l’application d’un filtre RLS. Son usage permettrait d’identifier « en-
ligne » le coefficient 𝛽𝑜/𝑉𝑟 du modèle de frein électro-hydraulique. Les erreurs de prédictions 
seraient ainsi réduites, limitant ainsi les dépassements de consignes. Un autre exemple de 





glissant (MHE), tel que discuté à la section 2.6.4. Cette méthode est d’ailleurs implémentable 
avec ACADO. Il serait aussi avantageux d’ajouter une fonction adaptative au niveau de 
l’identification de la zone morte de la commande des valves hydrauliques. En effet, l’effet de 
Stribeck ainsi que les propriétés d’hystérésis associés à chaque valve hydraulique varient aussi 
de manière considérable selon les conditions d’opérations. 
Développement d’un solveur spécialisé : Dans le cadre des travaux de cette thèse, c’est le 
solveur d’ACADO qui a été sélectionné. Toutefois, celui-ci est contraignant pour l’application 
visée. On recommande donc le développement d’un solveur spécialisé afin d’éliminer certaines 
contraintes. Par exemple, la prise en charge des retards purs, une meilleure prise en charge de 
la zone morte, la prise en charge de la commutation entre les équations différentielles du modèle 
ainsi que de certains termes nonlinéaires qui ne peuvent être pris en charge. 
6.2 Perspectives et travaux futurs 
Les travaux de cette thèse ont permis de déterminer plusieurs thèmes de recherche ultérieurs qui 
pourraient être menés au niveau de la commande prédictive. Particulièrement, pour des systèmes 
rapides et incertains comme ceux retrouvés dans le domaine automobile. D’abord, on souligne 
la pertinence d’analyser le choix de l’itéré initial lors de la formulation du problème 
d’optimisation. On reconnaît qu’il serait pertinent de développer un algorithme permettant de 
faire le meilleur choix en fonction de l’état actuel du système. Ceci, car la convergence de la 
solution vers l’optimum est fortement sensible à ce paramètre. De surcroît, elle affecte 
directement la stabilité de la commande.  Aussi, il aurait été intéressant de définir autrement le 
critère de performance. Par ce moyen, on pose l'hypothèse qu'il serait possible d’améliorer les 
performances du système. 
Un autre aspect important qui n’a pu être consolidé dans les travaux de cette thèse est la 
définition plus raffinée de la trajectoire des consignes d’efforts de freinage. En effet, une qualité 
puissante de la théorie de la commande prédictive est la capacité à anticiper les commandes à 
appliquer en fonction d’une trajectoire préétablie. Par exemple, grâce à la formulation d’un 
modèle mathématique pouvant identifier le comportement dynamique lié aux intentions du 
conducteur, il y aurait la possibilité d’établir une trajectoire sur une certaine période, plutôt que 




de fixer une valeur constante. Ce thème de recherche est d’ailleurs d’actualité [74], [79]. La 
prise en charge des retards serait encore plus efficace.  
De plus, à la section 4.1.1, on a posé l’hypothèse que la compensation de l’effort de freinage 
arrière vers une valeur « idéale » par le biais du freinage régénératif effectue un compromis 
entre le rendement de la récupération d’énergie et un freinage efficace. Toutefois, l’analyse de 
l’amélioration du rendement n’a pu être validée et pourrait faire partie d’un travail ultérieur. 
Ceci introduit la prise en considération de l’efficacité de la chaîne de traction complète, tel 
qu’étudié dans [85], en considérant une carte d’efficacité établie à partir d’essais expérimentaux. 
En effet, l’efficacité de la régénération varie en fonction des conditions d’opération (par ex. la 
vitesse moteur, l’état de charge et la température de la batterie, etc.).    
Aussi, on reconnaît que dans le domaine automobile, les systèmes ont une forte incertitude 
paramétrique. Or, la performance d’un contrôleur NMPC dépend fortement de la qualité de 
l’identification du modèle utilisé. On l’a d’ailleurs perçu lors des expériences sur route. Il serait 
alors avantageux de développer un algorithme d’identification « en ligne » des paramètres du 
modèle nonlinéaire basé sur les différentes mesures. Enfin, il serait profitable de développer un 
algorithme d’optimisation spécialisé pour l’application visée, plutôt que d’utiliser un solveur 
« générique ». Ceci pourrait permettre d’améliorer la prise en charge des retards purs et le 
processus de commutation entre les équations différentielles. D’ailleurs, il a été démontré dans 
une publication présentée en conférence associée à cette thèse que la commande NMPC permet 
d’améliorer le temps de réponse du système lorsque ces retards sont directement inclus dans le 
modèle du système [93]. 
Somme toute, malgré les contraintes imposées par le système utilisé, il a été tout de même 
possible de mettre en œuvre d’une manière originale une loi de commande prédictive 
nonlinéaire sur un système rapide ayant une forte incertitude paramétrique. Ce cas particulier 
de commande est un sujet de recherche mentionné dans plusieurs publications. L’état des 
connaissances qui a été réalisé démontre que la plupart des analyses publiées dans ce domaine 
sont basées sur la simulation, mais très peu de travaux mentionnent des analyses basées sur une 
mise en œuvre de ce type de commande en temps-réel. Ce défi a été relevé dans le cadre de la 





plusieurs améliorations sont encore nécessaires à faire afin de garantir la stabilité du système. 
Particulièrement, dans le cas d’un système critique comme ceux dans le domaine automobile. 
 121 
  
ANNEXE A  
FORCES DE FREINAGE LONGITUDINALES ET 
MODÈLES DE CONTACT PNEU-CHAUSSÉE 
7.1 Modèle de freinage longitudinal 
Le glissement longitudinal de la roue (A.1)  représente la différence entre la vitesse du véhicule 
?̇? et la vitesse angulaire de la roue 𝜔𝑖𝑗 [21]. 𝑟𝑖𝑗 est le rayon effectif de la roue. L’effort de 
freinage à chaque roue 𝐹𝑥𝑖𝑗  est fonction du coefficient d’adhérence du pneu 𝜇 et de la force 
normale, comme décrit dans (A.2). Le coefficient d’adhérence peut être décrit par le modèle de 





𝐹𝑥𝑖𝑗 = 𝜇𝐹𝑧 (A.2) 
𝜇(𝜆) = 𝑐1(1 − 𝑒
−𝑐2𝜆) − 𝑐3𝜆 (A.3) 
Les forces normales sur les pneus avant et arrière sont (A.4) et (A.5) [21]. 𝐹𝑎(?̇?) est la traînée 
aérodynamique qui dépend de la vitesse, de la hauteur ℎ du centre de gravité du véhicule (cg), 
𝜃 est la pente de la route, 𝑎 et 𝑏 sont les distances des axes avant et arrière par rapport au cg. 
Ainsi, la dynamique longitudinale du véhicule est décrite par (A.6) [21]. 𝐹𝑟(?̇?) est la résistance 
au roulement. Tous les paramètres décrits ont été identifiés de manière empirique. Enfin, chaque 
accélération angulaire des roues ?̇?𝑖𝑗 est décrite dans (A.7) [67]. 𝑇𝑖𝑗 est le couple à la roue [Nm]. 
𝐹𝑧𝑓 =





𝐹𝑎(?̇?)ℎ + 𝑚?̈?ℎ + 𝑚𝑔ℎ𝑠𝑖𝑛(𝜃) + 𝑚𝑔𝑎𝑐𝑜𝑠(𝜃)
𝑎 + 𝑏
 (A.5) 
𝑚?̈? = 𝐹𝑥𝑓 + 𝐹𝑥𝑟 − 𝐹𝑎(?̇?) − 𝐹𝑟(?̇?) − 𝑚𝑔𝑠𝑖𝑛𝜃  (A.6) 
𝐼𝑤?̇?𝑖𝑗 = 𝑇𝑖𝑗 − 𝑟𝑖𝑗𝐹𝑥𝑖𝑗  (A.7) 
7.2 Autres modèles de contact pneu-chaussée 
La figure A.1, tirée de  [103], présente les efforts et les variables considérées dans le modèle du 
pneumatique. Les travaux de [107] ont permis de dresser une analyse comparative de plusieurs 
modèles de contact pneu-chaussée. On retient trois approches globales : 





Figure A.1 Efforts sur le pneumatique et définition des orientations [103] 
1. Le calcul empirique pseudostatique des efforts de traction en fonction du glissement 
longitudinal, de l’angle de dérive (angle de glissement) et de la charge (𝐹𝑥(𝜇, 𝜆, 𝐾𝑥)). 
2. Le calcul empirique pseudostatique du coefficient d’adhérence 𝜇 en fonction de la 
résultante du glissement suivit du calcul des forces de traction (𝜇(𝑠𝑟𝑒𝑠); 𝐹𝑥(𝜇)). 
3. L’expression analytique de la friction développée au contact pneu-chaussée. 
D’après [75] et [107], le modèle paramétrique de Pacejka et le modèle analytique de Dugoff 
sont deux modèles courants appliquant la 1ère approche. Il n’y a pas de signification physique 
dans les expressions développées. D’où le nom de « formule magique » de Pacejka [75]. Le 
modèle de Pacejka est le plus retrouvé dans l’industrie et se base sur de nombreuses mesures 
empiriques. D’autres modèles, dont celui de Dugoff, sont des simplifications du modèle de 
Pacejka qui réduit le nombre de paramètres et permet en général, dans leurs domaines de 
validité, de capturer les relations pseudostatiques de manière suffisante pour l’utilisateur.  
La 2e approche est abordée dans [66]. Le coefficient d’adhérence, fonction de la résultante du 
glissement, est évalué avec l’expression empirique de Burckhardt. Puis, on évalue les forces 
longitudinales et latérales en fonction du coefficient trouvé et d’autres variables (glissement 𝜆, 
vitesse 𝑣𝑥, angle de dérive 𝛼, etc.).  
La 3e approche concerne les modèles physiques. C'est-à-dire que le modèle est développé à 
partir d’expression décrivant les phénomènes physiques de friction entre le pneu et la chaussée. 
Il y a dans ce cas un lien direct entre les variables des équations et les variables physiques du 
système. Une première méthode est de transposer le comportement du pneu à celui d’une brosse 
(brush model en anglais) [107], [75]. On sépare la surface de contact en deux parties, une surface 
adhérente et une surface glissante. Les forces qui interagissent entre les deux surfaces sont 
déterminées à partir des propriétés élastiques des dents (bristle en anglais) du pneu dans la partie 





celle décrite par le modèle de LuGre, développée récemment. C’est un modèle approprié pour 
une modélisation temps-réel, dynamique, pour capturer les variations rapides. Il utilise 
l’expression de la dynamique des états internes liés à la friction pour décrire la friction 
développée par le contact entre les deux corps rigides. 
7.2.1 Adhérence du pneumatique 
Dans le cas où on considère l’adhérence pneu-chaussée  variable, soit le cas de la 3e approche,  
on peut la décrire à partir de l’expression empirique de Burckhardt étendue [66]. Celle-ci 
exprime le coefficient d’adhérence en fonction de la résultante 𝑠𝑟𝑒𝑠 du glissement longitudinal 
et latéral. La charge  𝐹𝑧 étant connue: 
 𝜇(𝑠𝑟𝑒𝑠) = (𝑐1(1 − 𝑒2
−𝑐2𝑠𝑟𝑒𝑠) − 𝑐3𝑠𝑟𝑒𝑠) ∙ 𝑒
−𝑐4𝑠𝑟𝑒𝑠𝑣𝑥 ∙ (1 − 𝑐5𝐹𝑧
2) (A.8) 
Où le coefficient d’adhérence est le rapport entre la force de friction du pneu par rapport à la 
charge : 
 𝜇 = 𝐹𝑓𝑟𝑖𝑐/𝐹𝑧 (A.9) 
Connaissant 𝜇, on trouve ensuite les forces de traction [9] : 
 𝐹𝑓𝑟𝑖𝑐 = 𝜇𝐹𝑧 = √𝐹𝑥2 + 𝐹𝑦2 (A.10) 
 𝐹𝑥 = −𝜇𝐹𝑧𝑐𝑜𝑠𝛽 ; 𝐹𝑦 = −𝜇𝐹𝑧𝑠𝑖𝑛𝛽 (A.11) 
L’adhérence est fortement non-linéaire en fonction du glissement et dépend du type de 
surface (figure A.2 tirées de [17] et [33]). Toutefois, pour de faibles valeurs de glissement, ce 
qu’on suppose dans notre cas, le coefficient d’adhérence peut être approximé de manière 
linéaire. En effet, selon [17], on peut approximer que l’adhérence est proportionnelle au 
glissement, selon une constante de proportionnalité équivalente 𝑘𝑥 du pneumatique. La figure 
A.3, tirée de [17] montre le principe de cette approximation. Spécifions que cette valeur de 𝑘𝑥 
n’est pas la même que celle du modèle de Dugoff. En effet, celle-ci n’a pas d’unités, alors que 
pour le modèle de Dugoff, 𝑘𝑥 a des unités [𝑁/𝑠]. Le modèle de Dugoff travaille avec les courbes 
de 𝐹𝑥 vs 𝑠 et non avec les courbes 𝜇 vs 𝜆. Toutefois, il y a équivalence en tenant compte de la 
force normale 𝐹𝑧 avec (A.13). La linéarisation peut se faire suivant trois possibilités (voir (A.19)  
et la figure A.3, tirée de [17]): 
 





    2: 𝑘𝑥 =
𝜇𝑀
𝑆𝑀


















(a) [17] (b) [33] 
Figure A.2 Effet du type de route sur la fonction d’adhérence (a) et situation linéaire de l’adhérence (b) 
 
Figure A.3 Approximation de l’adhérence 𝝁 selon trois possibilités [17] 
7.2.2 Expression des forces longitudinales et latérales 
Par définition, la force longitudinale appliquée au pneumatique s’exprime à partir de la force 
normale et de l’adhérence du pneu à la chaussée : 
 𝐹𝑥 = 𝜇𝐹𝑧 (A.13) 
La combinaison des efforts longitudinaux et latéraux n’est pas additive. Il est limité par une 
résultante qui peut être représentée à l’aide du concept de cercle / ellipse de friction [30], [44]. 






















(2 − 𝜆 )𝜆 ,     𝜆 < 1   
1            ,     𝜆 ≥ 1
𝑟é𝑔𝑖𝑜𝑛 𝑔𝑙𝑖𝑠𝑠𝑎𝑛𝑡𝑒 (𝑔𝑙𝑖𝑠𝑠𝑒𝑚𝑒𝑛𝑡 é𝑙𝑒𝑣é)
𝑟é𝑔𝑖𝑜𝑛 𝑎𝑑ℎé𝑟𝑒𝑛𝑡𝑒 (𝑓𝑎𝑖𝑏𝑙𝑒 𝑔𝑙𝑖𝑠𝑠𝑒𝑚𝑒𝑛𝑡)
 (A.17) 
Avec 𝐾𝑥 et 𝐶𝛼 qui sont les raideurs équivalentes longitudinale et latérale. Le coefficient 
d’adhérence 𝜇 est considéré comme une constante dans les équations de ce modèle. Les 
variables sont donc seulement le glissement longitudinal et l’angle de glissement latéral. La 
signification du coefficient 𝜇 dans l’équation (A.16) du modèle de Dugoff n’est pas claire. Il 
n’est pas spécifié s’il est pour un point d’opération statique ou dynamique. Certains auteurs 
considèrent donc que le coefficient d’adhérence 𝜇 est le coefficient d’adhérence maximal 𝜇𝑚𝑎𝑥 
[30], [117]: 
 






Dans le cas où on suppose un glissement  faible, on peut supposer que 𝑓(𝜆) = 1 [30] et que 
l’approximation petit angle de Gauss1 est applicable. Suivant cette hypothèse : 
 𝐹𝑥𝑖 ≈ 𝐾𝑥𝑖𝑠𝑖   ;   𝐹𝑦𝑖 ≈ 𝐶𝛼𝑖𝛼𝑖 (A.19) 
                                                 
1 Pour de petits angles de glissement, on peut supposer que 𝑠𝑖𝑛𝛼 ≈ 𝛼, cos 𝛼 ≈ 1 𝑒𝑡 𝑡𝑎𝑛𝛼 ≈ 𝛼. 
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ANNEXE B  
PARAMÈTRES CONNUS DU VSS 
On présente dans cette annexe les paramètres du VSS qui ont été déduits des données connues 
du VSS. Le tableau B.1 présente les données associées au maître-cylindre ainsi que les freins, 
tandis que le tableau B.2 présente les données concernant les tuyaux de chaque ligne de frein. 
En tenant compte des longueurs de tuyaux de chaque ligne de frein, on obtient les volumes de 
fluide du tableau B.3. Ce tableau compile aussi d’autres données pertinentes. Enfin, le tableau 
B.4 expose les mesures entreprises afin d’identifier les paramètres de l’accumulateur. 
 




Chambre primaire (avant) 3.6𝑐𝑚3 
Chambre secondaire (arrière) 3.26𝑐𝑚3 
Diamètre  du maître-cylindre 20.64𝑚𝑚 
Précharge du ressort primaire 85𝑁 ± 6𝑁 
Précharge du ressort secondaire 56𝑁 ± 4𝑁 
Raideur du ressort avant 5,5𝑁/𝑚𝑚  
Raideur du ressort arrière 5,5𝑁/𝑚𝑚 
Cylindre de frein arrière 
Surface du piston 590𝑚𝑚2
∗
 ce n’est pas cela dans les fiches techniques 
Volume pour compenser l’atteinte du disque et la garniture du frein 7.85𝑐𝑚3 
Cylindre de frein avant 
Surface d’un piston (2 pistons / unité de frein) 805𝑚𝑚2
∗
 ce n’est pas cela dans les fiches techniques 
Volume pour compenser l’atteinte du disque et la garniture du frein 12,9𝑐𝑚3 




Tableau B.2 Données concernant les lignes de frein 
Lignes de freins 
Du maître-cylindre primaire au VSS 1107𝑚𝑚 
Du maître-cylindre secondaire au VSS 1110𝑚𝑚 
Du VSS au cylindre de frein avant gauche 770𝑚𝑚 
Du VSS au cylindre de frein avant droit 970𝑚𝑚 
Du VSS au cylindre de frein arrière 2465𝑚𝑚 
Diamètre des lignes de frein 2𝑚𝑚 




Tableau B.3 Dimensions pertinentes tirées des données 
Du maître-cylindre primaire au VSS (un capteur de pression) 𝑉𝑚𝑐𝑓 = 1.7769𝑒 − 5𝑚
3 
Du maître-cylindre secondaire au VSS  𝑉𝑚𝑐𝑟 = 1.7209𝑒 − 5𝑚
3 
 
Du VSS au cylindre de frein avant gauche 𝑉𝑓𝑙 = 1.5577𝑒 − 5𝑚
3 
Du VSS au cylindre de frein avant gauche 𝑉𝑓𝑟 = 1.6205𝑒 − 5𝑚
3 
Du VSS au cylindre de frein arrière 𝑉𝑟 = 3.9084𝑒 − 5𝑚
3 
Surface du maître-cylindre 𝐴𝑚𝑐 = 3.3459𝑒 − 4 𝑚
2 
 
Tableau B.4 Mesures entreprises permettant d’identifier les paramètres de l’accumulateur 
Raideur du ressort 𝐾𝑥𝑎𝑐𝑐 = 9771𝑁/𝑚 
Déplacement maximal du piston  𝑋𝑎𝑐𝑐𝑚𝑎𝑥 = 6.212𝑚𝑚 
Aire du piston (∅ = 24𝑚𝑚) 𝐴𝑎𝑐𝑐 =4.5239e-4 
Volume initial de l’accumulateur (𝐿 = 91𝑚𝑚 𝑒𝑡 ∅ = 2𝑚𝑚) 𝑉𝑎𝑐𝑐0 = 2.8588e-07 
 
Légende 





ANNEXE C  
CODE INFORMATIQUE DU SOLVEUR ACADO 
9.1 Spécifications du code informatique sous OPAL-RT  
Le code informatique implémenté sous la plateforme de prototypage rapide OPAL-RT utilise le 
langage MATLAB/Simulink sous forme de schéma-bloc. Or, les fonctions MATLAB 
préprogrammées, provenant des toolbox, qui peuvent être traduites en code temps-réel 
(code generation) sont limitées à celles de la liste décrite dans [87]. Le code Simulink est 
d’abord compilé en code C/C++ pour être ensuite compilé en code machine dans le processeur 
du contrôleur OPAL-RT. Le noyau est de type QNX 6.x. Le processeur Intel a une architecture 
de type x86, dont la fréquence est de 599MHZ.  
Fréquences d’échantillonnage : Le code développé évolue à une fréquence d’échantillonnage 
de 10kHz, alors que l’acquisition des capteurs se fait à une fréquence de 1kHz. Les commandes 
de distribution des efforts de freinage sont rafraîchies à une fréquence de 100Hz. 
9.1.1 Utilisation de l’outil ACADO et Interface avec OPAL-RT 
Le toolkit ACADO génère une série de fichiers sources et d’entêtes C/C++ (voir figure c.1) ainsi 
que des fichiers avec une extension « *.mex ». Les fichiers acado C/C++ implémentent 
l’interface avec l’optimisateur alors que les fichiers « *.mex » et « *.tlc » sont les fichiers 
compilés par le générateur de S-function. Un bloc S-function permet d’exécuter un code C/C++ 
sous MATLAB/Simulink. Le dossier qpoases contient quant à lui les fichiers sources et les 
entêtes C/C++ qui implémentent le solveur NMPC en soit. 
Utilisation d’ACADO : Sous MATLAB, le solveur est paramétré via un script 
(NMPC_coop_brake_control.m). Ce script génère une série de fichiers C/C++. Par la suite, on 
exécute le script « make_acado_solver_sfunction » afin de générer un bloc S-function sous 
Simulink. Ce bloc appelle le fichier « acado_solver_sfun.c » qui exécute le solveur en temps-
réel. Sous OPAL-RT, il a été nécessaire d’appliquer un conditionnement des fichiers C/C++ 
généré par ACADO afin que le code Simulink puisse bien compiler. Ceci, car le compilateur 
gcc utilisé par RT-LAB a de la difficulté à traiter les fichiers générés par ACADO. 





Figure C.1 Arborescence des fichiers générés par le toolkit ACADO 
9.2 Code informatique développé sous ACADO 
On présente ici le code MATLAB du contrôleur NMPC de la section 4.3qui a été codé sous 
l’interface du Toolkit ACADO pour générer la S-function. Le bloc généré exécutant celle-ci a 
pu été interfacée dans le code MATLAB/Simulink compilé sous la plateforme OPAL-RT. Les 
contraintes critiques présentées au tableau C.1 ont été observées lors des expériences sur le 
véhicule avec le contrôleur OPAL-RT. En effet, il a été tout d’abord observé que la solution du 
problème d’optimisation convergeait vers  la même valeur pour un paramètre 
'LEVENBERG_MARQUARDT' inférieur ou égal à 1 × 10−8. Aussi, il a été observé que le 
paramètre IMPLICIT_INTEGRATOR_NUM_ITS doit être réglé à une valeur inférieure ou 
égale à 5 pour obtenir un temps d’exécution du solveur inférieur à 10ms. Sinon, les commandes 
envoyées par le contrôleur ne convergent pas vers une solution optimale et on obtient des 
instabilités. De plus, l’horizon de prédiction doit absolument être réglé à une valeur inférieure 
ou égale à 3. Sinon, le temps d’exécution du solveur devient supérieur à 10 ms et entraîne une 
mauvaise fonctionnalité du contrôleur OPAL-RT. Aussi, spécifions qu’il n’est pas possible 
d’inclure explicitement un retard pur dans le modèle dynamique du système mise sous forme 
d’équation différentielle. Enfin, spécifions que le paramètre 'INTEGRATOR_TYPE' permet 








Tableau C.1 Paramètres critiques du solveur 
LEVENBERG_MARQUARDT (>=) 1 × 10−8 
IMPLICIT_INTEGRATOR_NUM_ITS (<=) 5 
N (<=) 3 
 
Code MATLAB 





%% NMPC SETUP 
%========================================= 
t_N = 0.03;      %[s] predictive horizon 
t_r   = 0.01;    %[s] receding horizon (t_r min = 2ms) 
EXPORT = 1; 
%========================================= 
%% System parameters 
%----------------------------------------- 
%======Hydraulic system=================== 
T_inl_mdl  = 0.010; 
T_outl_mdl = 0.014; 
N = t_N/t_r; 
conv_alr_inl  = 1/(t_r/T_inl_mdl); 
conv_alr_outl = 1/(t_r/T_outl_mdl); 
% Minimum values are ajust in order to let a computation of a zero 
variation of pr_nf 
%   In the case of pr_dec, the minimum value is greater than zero to keep a  
%   positive sign => the offset is 0.08; 
%Lower pwm duty cycle deadband 
al_r_dz_lb = -0.08; 
%Upper pwm duty cycle deadband 
al_r_dz_hb = 0; 
%----------------------------------------- 
psi2Pa = 6894.7572; %conversion psi à Pa 
psi2MPa = 6.895e-3; %conversion psi à Pa 
Pa2psi = 1/psi2Pa; 
  
beta_oil_on_V_r   = 5.9546e12; %[(Pa/s)/(mm^3/s)] bulk modulus / rear  
Kp                = 0.00007; %[m^3/alpha] Static gain of the pump 
tau_p             = 0.001; %[s] time constant of the pump 




% delayed first order 
Tr_ref_dot_lim = 10000; %Rate limiter of the regen (10000 Nm/s) 
Tr_max = 0; %limit the Tr to brake mode only 
%========================================= 
%======WHEELS============================= 




R_r = 0.2939;  % Tire rear wheel Radius including slip  [m] 
diam_front      = 32; % 2 pistons/brake in the front (x 2 wheels) [mm] 
diam_rear       = 36; % 1 piston on the rear wheel [mm] 
R_gear          = 5; %gear ratio 
  
% Hydraulic braking pressure surface front and rear 
Sr = pi*(diam_rear/2)^2; %rear wheel pressure surface [mm^2] 
R_pf=0.120;   % Front piston distance from axle [m]  
R_pr=0.116;   % Rear piston distance from axle [m] 
mu_caliper=0.45; % adherence of the brake pad 
  
%% DIFFERENTIAL EQUATIONS 
% %MUST KEEP THE FORM f.add(0 == F(x_dot, x, etc...)) WHEN THE SYSTEM IS 
EXPRESSED IN AN IMPLICIT DIFFERENTIAL EQUATION FORM%  
% DO NOT PUT f.add(dot(omega_d) == dot(omega) + ....) 
DifferentialState pr_nf_inc pr_nf_dec pr_nf_pump pr_nf Qp Tr_ref Trw; 
Control al_r Tr_ref_dot; 
OnlineData pmc inc dec pump Tr_min; 
n_XD = 2; 
n_U = 2; 




f.add(0 == -next(pr_nf_inc)   + inc*beta_oil_on_V_r*Pa2psi*9.5318e-
10*sqrt(sqrt((pmc-pr_nf)^2))*(al_r)*sqrt(sqrt(((pmc-pr_nf)*psi2Pa)^2))); 
%----decrease -- approx cubic with polynomial 





%decrease with the pump 
f.add(0 == -next(pr_nf_pump)  - pump*beta_oil_on_V_r*Pa2psi*Qp);  
%----sum of the variations---- 
f.add(0 == -next(pr_nf) + inc*next(pr_nf_inc) + dec*next(pr_nf_dec) + 
pump*next(pr_nf_pump)); 
%----pump flow rate----------- 
f.add(0 == -next(Qp)          + (1/tau_p)*(Kp*pump*al_r-Qp)); %flow rate  
  
%=====REGEN SYSTEM========================================================= 
f.add(0 == -next(Tr_ref)      + Tr_ref_dot); %differentiation of Tr 
f.add(0 == -next(Trw)         + next(Tr_ref)); 
 
%====OPC EXPORTATION======================================================= 
% MPC EXPORT                                                              
acadoSet('problemname', 'NMPC_coop_brake_control_v12');                                 
ocp = acado.OCP(0.0,N*t_r,N);% Set up the Optimal Control Problem (OCP) 
                             % Start at 0s, control in N intervals 
                             % upto N*t_r                           
  
%The term of the performance criterion (states and inputs) 
h =  [Trw/R_r-
pr_nf*2*mu_caliper*psi2MPa*Sr*R_pr/R_r;pr_nf_dec;Tr_ref_dot;al_r]; 





hN = [Trw/R_r-pr_nf*2*mu_caliper*psi2MPa*Sr*R_pr/R_r;pr_nf_dec]; 
 
% Weight matrix 
W_mat = eye(n_XD+n_U,n_XD+n_U); 
% end term weight matrix 
WN_mat = eye(n_XD,n_XD); 
W = acado.BMatrix(W_mat); 
WN = acado.BMatrix(WN_mat); 
 
%==== Optimisation problem constraints formulation ======================== 
ocp.minimizeLSQ(W, h); 
ocp.minimizeLSQEndTerm( WN, hN); 
ocp.subjectTo( f); 
%==== HYDRAULIC ============================ 
ocp.subjectTo( 0 <= pr_nf <= 1200 ); 
ocp.subjectTo( 0 <= pr_nf_inc <= 1200 ); 
ocp.subjectTo( -1200 <= pr_nf_dec <= 0 ); 
ocp.subjectTo( -1200 <= pr_nf_pump <= 0 ); 
ocp.subjectTo( 0.0 <= pmc-pr_nf*inc ); 
ocp.subjectTo( 0.0 <= pr_nf-dec*60.0 ); 
ocp.subjectTo( 0.0 <= Qp );  
ocp.subjectTo( 0 <= al_r -al_r_dz_hb*conv_alr_inl*inc +     
                    al_r_dz_lb*conv_alr_outl*dec-al_r_dz_lb*pump<=1); 
%==== REGEN ============================ 
ocp.subjectTo( 0 <= Tr_ref - Tr_min ); 
ocp.subjectTo( Tr_ref <= Tr_max ); 
ocp.subjectTo( -Tr_ref_dot_lim <= Tr_ref_dot <= Tr_ref_dot_lim ); 
  
%INTEGRATORS AVAILABLES FOR CODE GENERATION: 
%--------------------------------------------- 
%http://acado.sourceforge.net/doc/html/d2/d98/integrator__export_8hpp.html 
%see ocp_export.cpp for available options 
%  INT_EX_EULER, INT_RK2, INT_RK3, INT_RK4,  
%  INT_IRK_GL2, INT_IRK_GL4, INT_IRK_GL6, INT_IRK_GL8,  
%  INT_IRK_RIIA1, INT_IRK_RIIA3, INT_IRK_RIIA5, INT_DIRK3,  
%  INT_DIRK4, INT_DIRK5, INT_DT, INT_NARX  
%--------------------------------------------- 
 
mpc = acado.OCPexport( ocp ); 
mpc.set( 'HESSIAN_APPROXIMATION',       'GAUSS_NEWTON'      ); 
mpc.set('DYNAMIC_SENSITIVITY',          'FORWARD'); 
mpc.set( 'DISCRETIZATION_TYPE',         'MULTIPLE_SHOOTING' ); 
mpc.set( 'SPARSE_QP_SOLUTION',          'FULL_CONDENSING'); 
 
mpc.set( 'INTEGRATOR_TYPE',             'INT_IRK_RIIA1'       ); 
%In practice, the maximum NUM_ITS value is 5 to avoid an execTime over 10ms 
mpc.set( 'IMPLICIT_INTEGRATOR_NUM_ITS',   5                ); 
mpc.set( 'NUM_INTEGRATOR_STEPS',         N                  ); 
mpc.set( 'QP_SOLVER',                   'QP_QPOASES'        ); 
mpc.set( 'HOTSTART_QP',                 'YES'               ); 
%In practice, 1e-8 is the minimum value for which the solution start to 
converge to the same value even when changing the LEVENBERG_MARQUARDT value 
mpc.set( 'LEVENBERG_MARQUARDT',          1e-12              ); 
mpc.set( 'GENERATE_SIMULINK_INTERFACE', 'YES'               ); 
  





    mpc.exportCode( 'export_MPC' ); 
    copyfile('../../../../external_packages/qpoases', 'export_MPC/qpoases')     
    mpc.printDimensionsQP( ); 
    cd export_MPC 
    make_acado_solver('../acado_MPCstep') 
    cd .. 
end 
END_ACADO 
9.3 Bus d’interface avec le solveur 
L’interface avec le solveur généré sous forme de S-function se fait à travers un bus de données. 
Le bus d’entrée se nomme « acadoinput », tandis que le bus de sorties se nomme 
« acadooutput ». Leur structure est décrite au tableau C.2. Chaque vecteur est d’une seule 
dimension (une seule ligne). Le tableau se construit de manière à ce que chaque élément du 
même échantillon soit concaténé. La séquence est répétée jusqu’à l’horizon de prédiction 𝑁 
pour encore 𝑁 + 1, dépendamment du type de vecteur. Par exemple, pour le vecteur 𝑥, on aurait 
la structure suivante : 
𝑥𝑖,𝑛 = [𝑥1,1 𝑥2,1𝑥3,1 𝑥4,1 𝑥5,1 𝑥6,1 𝑥7,1 𝑥1,2 𝑥2,2 𝑥3,2  𝑥3,2…𝑥𝑁,𝑁𝑥,(𝑁+1)]  
Où 𝑖 est le numéro d’état par rapport au nombre d’états 𝑁𝑥 et 𝑛 est le numéro d’échantillon sur 
l’horizon de prédiction 𝑁. 
Pour la matrice de pondérations, on le remplit de la manière suivante : 
𝑊𝑥 = [1






Tableau C.2 Structure des bus de données du solveur généré par ACADO 
acadoinput 
vecteur Dimensions Description 
acadoinput   
    control 1 Activation du solveur 
    shifting 1 Stratégie de shifting 
    initialization 1 Routine d’initialisation du solveur 
acadodata   
𝑥 𝑁𝑥(𝑁 + 1) × 1 Initialisation du vecteur d’états prédits 
𝑢 𝑁𝑢(𝑁) × 1 Initialisation du vecteur des entrées optimisées 
𝑜𝑑 𝑁𝑜𝑑(𝑁 + 1) × 1 Vecteur des variables « en-ligne » 
𝑦 𝑁𝑦(𝑁) × 1 Vecteur des consignes 
𝑦𝑁 𝑁𝑦𝑁 × 1 Vecteur des consignes au dernier échantillon de l’horizon 
𝑊 𝑁𝑦𝑁𝑦 × 1 Vecteur des matrices de pondération 
𝑊𝑁  𝑁𝑦𝑁 × 𝑁𝑦𝑁  Vecteur des matrices de pondération sur les derniers états 
acadooutput 
vecteur Dimensions Description 
acadooutput   
    status 1 Status retourné par le solvveur 
    nIteration 1 Nombre d’itérations faites par le solveur 
    kktValue 1 Valeur de la condition de KKT 
    objValue 1 Valeur du critère de performance 
    execTime 1 Temps d’exécution du solveur 
acadodata   
𝑥 𝑁𝑥(𝑁 + 1) × 1 Vecteur d’états prédits 
𝑢 𝑁𝑢(𝑁) × 1 Vecteur des entrées optimisées 
𝑜𝑑 𝑁𝑜𝑑(𝑁 + 1) × 1 Vecteur des variables « en-ligne » 
𝑦 𝑁𝑦(𝑁) × 1 Vecteur des consignes 
𝑦𝑁 𝑁𝑦𝑁 × 1 Vecteur des consignes au dernier échantillon de l’horizon 
𝑊 𝑁𝑦𝑁𝑦 × 1 Vecteur des matrices de pondération 




ANNEXE D  
AUTRES CONTRÔLEURS DÉVELOPPÉS 
10.1  Contrôleur NMPC basé sur la Daisy chain 
Un contrôleur NMPC a été développé de manière préliminaire afin de valider le fonctionnement 
de ACADO. Celui-ci ne tient pas compte de la dynamique des actionneurs et suit plutôt le 
principe de la Daisy Chain. C'est-à-dire que le couple de freinage régénératif est appliqué 
jusqu’à son potentiel maximal et le frein hydraulique compense la force de freinage manquante. 





Où 𝑒𝑝𝑟 = 𝑝𝑟
∗ − 𝑝𝑟 est l’erreur de pression mesurée par rapport à celle de référence et 𝛼𝑟 est le 
rapport cyclique du signal PWM. 
La formulation du NLP basé sur la Daisy Chain calcule une référence de pression ainsi qu’une 
référence de couple régénératif 𝑇𝑟. Pour se faire, en se basant sur la 𝐹𝑏𝑟𝑤
∗  calculée via i-curve, 
on applique le 𝑇𝑟
∗ maximal et on compense avec une référence de pression 𝑝𝑟
∗. Seule la 
dynamique de la pression est prise en compte dans le NLP. Le modèle mathématique de la 
dynamique du système est (D.2). Les états sont 𝑥 = [𝑝𝑟𝑖 𝑝𝑟𝑑 𝑝𝑝 𝑝𝑟 𝑞𝑝]
𝑇
 et l’entrée est  𝑢 = 𝛼𝑟. 
Le modèle est discrétisé. Ainsi, ?̇? = (𝑥𝑘 − 𝑥𝑘−1)/Δ𝑡 et 𝑥(𝑡) = 𝑥𝑘 et 𝑢(𝑡) = 𝑢𝑘. Le vecteur de 
variables « en-ligne » est 𝑜𝑘 = [𝑝𝑚𝑐 𝑖𝑜𝑛 𝑑𝑜𝑛 𝑝𝑜𝑛]
𝑇. 𝑖𝑜𝑛, 𝑑𝑜𝑛 et 𝑝𝑜𝑛 déterminent le choix entre 
une augmentation de pression, une diminution de pression ou une diminution de pression 
supportée par la pompe respectivement. Le critère de performance (D.3) minimise l’erreur de 
suivi de 𝑝𝑟, la commande de diminution de pression 𝑝𝑟𝑑 et l’effort de commande. Les 
pondérations sont définies selon (D.4), tandis que les contraintes  sont définies selon (D.5). 
𝑐𝑜𝑛𝑣𝛼𝑟𝑖 et 𝑐𝑜𝑛𝑣𝛼𝑟𝑑 sont des gains qui servent à tenir compte de la fréquence des 𝑝𝑤𝑚 qui sont 






















 𝑖𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟) 𝐾𝑞𝑖𝑟𝛼𝑟(𝑡)√|𝑝𝑚𝑐(𝑡) − 𝑝𝑟(𝑡)|
−𝑑𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟)𝐾𝑞𝑜𝑟𝛼𝑜𝑟(𝑡)√|𝑝𝑟(𝑡) − 𝑝𝑎𝑐𝑐(𝑡)|
−𝑝𝑜𝑛 ∙ (𝛽𝑜/𝑉𝑟) ∙ 𝑞𝑝(𝑡)
?̇?𝑟𝑖 + ?̇?𝑟𝑑 + ?̇?𝑟𝑝







𝑦 = 𝑝𝑟 
(D.2) 
ℎ(𝑥𝑘, 𝑢𝑘) = [𝑝𝑟; 𝑝𝑟𝑑; 𝛼𝑟] ;  ℎ𝑁 = [𝑝𝑟; 𝑝𝑟𝑑] (D.3) 
























0 ≤  𝑝𝑟  ≤  1200
0 ≤  𝑝𝑟𝑖  ≤  1200
−1200 ≤  𝑝𝑟𝑑  ≤  0
−1200 ≤  𝑝𝑟𝑝  ≤  0
 0 ≤  (𝑝𝑚𝑐 − 𝑝𝑟)  ≤  1200
0.0 ≤  𝑝𝑚𝑐 − 𝑝𝑟_𝑛𝑓 ∙ 𝑖𝑜𝑛
 0.0 ≤  𝑝𝑟 − 𝑑𝑜𝑛 ∙ 60
0.0 ≤ 𝑞𝑝
 0 ≤  𝑎𝑟  − 𝑖𝑜𝑛 ∙ 0.07 ∙ 𝑐𝑜𝑛𝑣𝛼𝑟𝑖 − 𝑑𝑜𝑛 ∙ 0.10 ∗ 𝑐𝑜𝑛𝑣𝛼𝑟𝑑 − 0.10 ∗ 𝑝𝑜𝑛  ≤ 1
 (D.5) 
10.2 Contrôleur nonlinéaire proportionnel 
La performance d’un contrôleur boucle fermée classique de type proportionnel a été testée lors 
d’essais sur route. Celui-ci a servi à démontrer de manière préliminaire la possibilité de 
commander le frein électro-hydraulique avec la mise en œuvre de l’électronique développée lors 
des travaux de cette thèse. La loi de commande de freinage collaborative suit aussi le principe 
de la Daisy chain, tel qu’énoncé à la section 10.1. Cette loi de commande est illustrée à la figure 
D.1. Ce contrôleur fait d’ailleurs partie d’une publication soumise qui est actuellement en 
évaluation [94]. 
10.2.1 Loi de commande en pression avec rétroaction 
Le contrôleur nonlinéaire proportionnel (P) qui a été développé effectue le suivi d’une consigne 
de pression au cylindre de frein arrière 𝑝𝑟
∗. Une action anticipatrice de type feedforward a été 
appliquée pour compenser l’effet nonlinéaire de Stribeck. Celui-ci se manifeste par une zone 
morte de commande suivant 𝛼𝑖𝑟 ≥ 0.15 pour la valve inlet 𝛼𝑜𝑟 ≥ 0.15 pour la valve outlet. 
Enfin, l’erreur de suivi mesurée est filtrée et une zone morte lui est appliquée pour minimiser 
les fluctuations de la sortie liée à la commutation non désirée entre les modes d’augmentation 
et de diminution de pression qui sont causés entre autres par le bruit considérable omniprésent 
dans le système. Le schéma fonctionnel résumant les caractéristiques du contrôleur développé 
est présenté à la figure D.2, tandis que la logique de contrôle des valves solénoïdes agissant sous 
le bloc « actuators management » est présenté à la figure D.3. 
10.2.2 Déterminations de la consigne de pression et de couple 
régénératif 
La détermination des consignes de freinage régénératif et de pression au cylindre de frein arrière 
se fait selon le principe de la Daisy chain. D’après la même détermination de la consigne de 
force de freinage totale nécessaire à la roue arrière basée sur la i-curve, telle que celle décrite à 
la section 4.1,  on applique une consigne de couple de freinage 𝑇𝑟𝑤
∗  jusqu’à concurrence du 
couple maximal 𝑇𝑟𝑚𝑎𝑥 disponible. À ce moment, la consigne de pression 𝑝𝑟
∗ nécessaire pour 







Figure D.1 Consignes de freinage associé au contrôleur proportionnel 
 
Figure D.2 Schéma fonctionnel du contrôleur nonlinéaire proportionnel 
 
Figure D.3 Logique de contrôle des valves associé au contrôleur PI 




10.2.3 Résultats de simulation 
Dans le simulateur présenté à la section 3.2.1, on a remplacé le contrôleur NMPC par le 
contrôleur proportionnel présenté plus tôt. La réponse du système pour un appui de pédale à une 
vitesse initiale proche de 60 km/h est présentée à la figure D.4. On remarque que le suivi de la 
consigne de freinage s’effectue correctement, ainsi que celle de la pression de référence. 
Spécifions toutefois que la commande 𝛼𝑟 < 0 pour un temps proche de 140 ms n’a pas d’effet 
sur la pression. Ceci car le contrôleur n’active pas la pompe et 𝑝𝑟 est inférieure à 𝑝𝑎𝑐𝑐0. Ce 
comportement concorde néanmoins au résultat attendu. 
 
 






10.2.4 Résultats tirées des essais routiers 
Dans cette section, on présente les performances obtenues en expérimentation avec le contrôleur 
développé. Le profil de décélération réalisé est illustré à la figure D.5. Les figure D.6 et figure 
D.7 montrent la réponse à un échelon pour les valves inlet et outlet respectivement, tandis que 
la figure D.8 montre la réponse du système lors de l’essai routier. La figure D.9 illustre l’erreur 
de suivi de consigne associée à la figure D.8. On observe que la réponse du système est proche 
de celle observée en simulation. De plus, on remarque un suivi de consigne acceptable avec peu 
de fluctuations, ce qui correspond au comportement désiré. Les résultats obtenus démontrent 




Figure D.5 Profil de la consigne de freinage 
 





Figure D.6 Réponse à l’échelon pour une augmentation de pression associé au contrôleur P (valve inlet) 
 
 








Figure D.8 Réponse du système lors d’essais routier avec un contrôleur proportionnel 
 
Figure D.9 Erreur de suivi de la consigne de force de freinage en régime permanent lors d’essais routier
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