Abstract. In this paper, we study the generalization algorithms for second-order terms, which are treated as first-order terms with function variables, under an instantiation order denoted by . First, we extend the least generalization algorithm lg for a pair of first-order terms under , introduced by Plotkin and Reynolds, to the one for a pair of second-order terms. The extended algorithm lg, however, is insufficient to characterize the generalization for a pair of second-order terms, because it computes neither the least nor the minimal generalization under . Since the transformation rule for second-order matching algorithm consists of an imitation and a projection, in this paper, we introduce the imitation-free generalization algorithm ifg and the projection-free generalization algorithm pfg. Then, we show that ifg computes the minimal generalization under of any pair of second-order terms, whereas pfg computes the generalization equivalent to lg under . Nevertheless, neither lg, ifg nor pfg preserves the structural information. Hence, we also introduce the algorithm spg and show that it computes a structurepreserving generalization. Finally, we show that the algorithms lg, pfg and spg are associative, while the algorithm ifg is not.
Introduction
A generalization algorithm between terms is one of the most basic and powerful tool for concept learning. For given terms t and s, we say that t is more general than s if there exists a substitution θ such that tθ = s and denote it by t s. Plotkin [18] and Reynolds [19] have independently introduced the least generalization algorithm lg for first-order terms and shown that it computes the least generalization under . The generalization algorithms are applied to several knowledge processing such as machine learning, inductive logic programming, analogical reasoning, and so on [2, 4, 6, 13, 15] . The generalization algorithm has been also developed widely by many researchers (cf. [16] ).
In order to deal with the structural information of terms, formulas, or treestructural data, it is useful to extend the first-order terms to the second-order terms with not only individual variables but also function variables. Note that every function variable takes a function as its value, which causes several computational difficulty stated in [1, 3, 5, 8] . In particular, the problem of determining whether or not t s is NP-complete for a second-order term t and a first-order ground term s [1] (under several restrictions [8] ).
The generalization for second-order or higher-order terms is usually formulated in the framework of λ-calculus. Lu et al. [13] and Pfenning [17] have discussed the generalizations over λ2 and Calculus of Constructions, respectively. Feng and Muggleton [4] have investigated the generalizations over M λ , similar as the basis L λ of λ-Prolog [14] , and Hasker [7] has discussed the second-order generalizations with combinators. However, in λ-calculus, the instantiation order highly depends on the order of λ-application (cf. [13] ). Furthermore, any λ-abstraction is inessential for tree-structural data.
Hence, we adopt the simple second-order terms according to [3, 5, 8] , which contain no λ operators explicitly. The second-order terms in this paper are defined inductively by individual constants, individual variables, function constants and function variables. We also adopt the instantiation order without the several semantics of function variables.
In this paper, first we extend the least generalization algorithm lg for a pair of first-order terms under , elegantly designed by Lassez et al. [12] , to the one for a pair of second-order terms. Then, we point out that it is insufficient to characterize the generalization for second-order terms, because it computes neither the least nor the minimal generalization under .
Since the transformation rule for second-order matching algorithm consists of an imitation and a projection [9, 10] , in this paper, we introduce the imitationfree generalization algorithm ifg and the projection-free generalization algorithm pfg. The algorithm ifg, motivated by Feng and Muggleton [4] , replaces different terms t and s with a second-order term F (t, s) for a newly introduced function variable F . On the other hand, the algorithm pfg replaces the same occurrence of function symbols with the same function variable. We show that the algorithm ifg computes not the least but the minimal generalization under for a pair of second-order terms, and the algorithm pfg computes the generalization of t and s such that pfg(t, s) ∼ lg(t, s), that is, pfg(t, s) lg(t, s) and lg(t, s) pfg (t, s).
As stated above, it is the main advantage for the second-order terms to preserve the structural information by using function variables. However, neither lg, ifg nor pfg preserves the structural information for given terms. Hence, in this paper, we also introduce the structure-preserving generalization algorithm spg and show that it computes the generalization of t and s such that spg(t, s) contains the structural information for t and s completely.
Finally, we discuss the associativity of the algorithms lg, ifg, pfg and spg such that A(A(t 1 , t 2 ), t 3 ) ∼ A(t 1 , A(t 2 , t 3 )) for A ∈ {lg, ifg, pfg , spg}. Then, we show that the algorithms lg, pfg and spg are associative, while the algorithm ifg is not. Also we improve ifg to the generalization algorithm for a finite set of terms.
This paper is organized as follows. In Section 2, we prepare some notions necessary for the later discussion. In Section 3, we introduce three algorithms, lg, ifg and pfg. Then, we show that lg(t, s) ∼ pfg(t, s) ifg(t, s) and ifg(t, s) is the minimal generalization of t and s under . In Section 4, we introduce the algorithm spg. Then, by formulating the context as a tree structure of a term, we show that the context of spg(t, s) contains both contexts of t and s. In Section 5, we show that the algorithms lg, pfg and spg are associative, while the algorithm ifg is not.
Preliminaries
Instead of considering arbitrary second-order languages, we shall restrict our attention to languages containing only simple terms (i.e., terms without variablebinding operators like the λ operator). Throughout this paper, we deal with the term languages adopted by Goldfarb [3, 5, 8] .
Let a term language 
Definition 1.
The L-terms are defined inductively as follows.
We sometimes call an L-term a second-order term or a term simply. 
The rank of an L * -term t is the largest n such that w n occurs in t. For n ≥ 1, L * -terms of rank n intuitively represent n-ary functions.
Let t be an L * -term. The head of t, denoted by hd (t), is the outermost symbol occurring in t. Note that, if t ∈ IC L ∪ IV L , then hd (t) = t. Furthermore, var (t) denotes the set of all variables occurring in t, and iv (t) (resp., fv (t)) denotes the set of all function (resp., individual) variables occurring in t.
For 
This is equivalent to β-reduction in λ-calculus [4, 10, 13, 14] .
A substitution in L is a function σ with a finite domain dom(σ) ⊆ IV L ∪ FV L which maps individual variables to L-terms and n-ary function variables with n ≥ 1 to L * -terms of rank ≤ n. The substitution with an empty domain is called an empty substitution and denoted by ε. The result obtained by applying a substitution σ in L to v ∈ dom(σ) is denoted by vσ. We assume that xσ = x and F σ = F (w 1 , . . . , w n ) for all substitutions σ and variables x, F ∈ dom(σ). A substitution σ is denoted as {s 1 
The result tσ of applying σ to an L * -term t is defined inductively as follows.
The composition of substitutions σ and θ, denoted by σθ, is the substitution such that v(σθ) = (vσ)θ for any variable v.
Example 1.
We give some results of applying substitutions to L-terms as follows: a 8 ) )), the following statements hold. If s is a first-order ground term, then the problem of determining whether or not t s is equivalent to a second-order matching problem [1, 8, 10] . Hence, the following theorem holds.
Theorem 1 (cf. Baxter [1]). The problem of determining whether or not t s is NP-complete for a second-order term t and a first-order ground term s.
Huet and Lang [10] have designed the second-order matching algorithm based on the following transformation rule ⇒.
simplification:
Here, H 1 , . . . , H m are new function variables not appearing in E.
It is known that t s if and only if { t, s } ⇒
* ∅ [10] , where ⇒ * is the transitive closure of ⇒.
Definition 5.
Let t be an L-term and θ the following substitution.
Here, the arity of G i is equal to the one of F i for each i (1 ≤ i ≤ m). Then, we say that θ is a renaming substitution for t if the following statements hold.
Each
For L-terms t and s, t and s are called variants if there exist two renaming substitutions θ and σ for t and s such that tθ = s and sσ = t, respectively.
It is well-known that first-order terms t and s are variants if and only if t ∼ s [16] . On the other hand, for second-order terms, the following proposition holds.
Proposition 1. If second-order terms t and s are variants, then it holds that t ∼ s. However, the converse does not hold in general.
Proof. Suppose that t and s are variants. By the definition, there exist renaming substitutions θ for t and σ for s such that tθ = s and sσ = t. Hence, it holds that t s and s t, so it holds that t ∼ s. Conversely, let t and s be L-terms F (a) and x, respectively. Since F (a){x/F } = x and x{F (a)/x} = F (a), it holds that F (a) ∼ x. However, t and s are not variants.
Generalization Algorithms under Subsumption
In this section, we introduce the generalization algorithms lg, ifg and pfg for a pair of L-terms under in T L .
Definition 6. Let t, s and r be L-terms. We say that r is a generalization of t and s under
in T L if r t and r s. Furthermore, let r be a generalization of t and s under in T L .
1. We say that r is least under in T L if q r for each generalization q of t and s under in T L . 2. We say that r is minimal under in T L if there exists no generalization q of t and s under in T L such that r q.
In the following, we sometimes omit the phrase "under in T L ."
Plotkin [18] and Reynolds [19] have shown that a quasi-ordered set T We can apply the algorithm lg to L-terms, by extending ψ to a bijection from pairs of L-terms to individual variables. Note that
We describe the extended algorithm lg as Figure 1 , according to the manner of Lassez et al. [12] .
Concerned with the algorithm lg, we introduce the concept of disagreement pair , corresponding to a pair applied to ψ in lg(t, s). Definition 7. Let t and s be L-terms. Then, the set Dis(t, s) of all disagreement pairs of t and s is defined inductively as follows. 
There exist L-terms t, s ∈ T L such that t s but lg(t, s) t.

There exists an L-term t ∈ T L such that lg(t, t) t.
Proof. 1. Let t and s be first-order terms f (a, b) and
However, there exists no substitution θ such that rθ = f (x, y).
Let t and s be
Instead of the algorithm lg, we introduce the algorithm ifg described as Figure 2, which is motivated by Feng and Muggleton [4] . Here, ifg is an abbreviation of an imitation-free generalization, because the two substitutions {w 1 /F } and {w 2 /F } such that ifg(t, s){w 1 /F } = t and ifg (t, s){w 2 /F } = s are corresponding to just projections but not imitations.
ifg(t, s) /* t, s ∈ TL */ /* F : a new function variable not appearing in t and s */ ifg(f (t1, . . . , tn), f(s1, . . . , sn) 
o t h e r w i s e
Fig. 2. An imitation-free generalization algorithm ifg
Example 2. Let t and s be the following first-order terms:
Consider the following second-order terms: F (a, b), F (b, a) ),
All
In contrast to Proposition 2, the following proposition holds for the imitationfree generalization. { t 1 , s 1 , . . . , t n , s n }.
lg(t, s) ifg(t, s).
ifg (t, t) ∼ t.
If t s, then it holds that ifg (t, s) ∼ t.
If t ∼ s, then it holds that ifg (t, s) ∼ t and ifg(t, s) ∼ s.
Proof. Suppose that Dis(t, s) is of the form
It holds that lg(t, s){F
2. By the definition of the algorithm ifg, ifg(t, t) is obtained from t by replacing an individual variable x in t with F (x, x) and a subterm G(t 1 , . . . , t n ) in t (G ∈ FV L ) with F (G(t 1 , . . . , t n ), G(t 1 , . . . , t n ) ). Since ifg (t, t){w 1 /F } = t, it holds that ifg (t, t) t. Conversely, let θ be the following substitution: (G(w 1 , . . . , w n ), G(w 1 , . . . , w n ) 
Then, it holds that tθ = ifg(t, t). Hence, it holds that t ifg (t, t).
3. It is obvious that ifg (t, s) t. Conversely, since t s, it holds that hd
Then, it holds that tθ = ifg(t, s). Hence, it holds that t ifg (t, s).
4. It is obvious by the statement 3. , s) with F (t i , s i ) (1 ≤ i ≤ n) . Then, the following statements hold. (t, s)) = { t 1 , F (t 1 , s 1 ) , . . . , t n , F (t n , s n F (t 1 , s 1 ) , . . . , s n , F (t n , s n ) }. 
Dis(t, ifg
) }, Dis(s, ifg(t, s)) = { s 1 ,
Since q t, q s and ifg(t, s) q,
) ∪ var (s). Since var (ifg (t, s)) = var (t) ∪ var (s) ∪ {F }, τ is of the form {r/F }.
Suppose that hd (r) ∈ IC ∪ FC. Since ifg (t, s)τ = q, it holds that hd (q i ) = hd (q j ) = hd (r) (1 ≤ i, j ≤ n). Furthermore, since qθ = t and qσ = s, it holds that rθ = t i and rσ = s i . By the supposition, it holds that hd (rθ) = hd (rσ) = hd (r), so it holds that hd (t i ) = hd (s i ) = hd (r), which is a contradiction that
Suppose that hd (r) = x ∈ IV. Since qθ = t and qσ = s, it holds that Dis(t, s) = { t 1 , s 1 }, q{t 1 /x} = t, and q{s 1 /x} = s. In this case, it holds that q{F (t 1 , s 1 
)/x} = ifg(t, s), which is a contradiction that ifg (t, s) q.
Suppose that hd (r) = G ∈ FV and r is of the form G(r 1 , . . . , r k ). Since ifg(t, s)τ = q, it holds that q i is of the form F (t i , s i ){G(r 1 , . . . , r n )/F }. Furthermore, since qθ = t and qσ = s, it holds that F (t i , s i ){G(r 1 , . . . , r n )/F }θ = t i and F (t i , s i ){G(r 1 , . . . , r n )/F }σ = s i . Then, there exist L * -terms t and s such that t /G ∈ θ and s /G ∈ σ. Since t i , s i ∈ Dis(t, s), it holds that hd (t i ) = hd (s i ). Hence, there exist 1 ≤ j, k ≤ n such that t = w j , s = w k and, for each i (1 ≤ i ≤ n), r j θ = t i and r k σ = s i . Since var (t) ∩ var (s) = ∅, it holds that q{F (w j , w k )/G}θσ = ifg (t, s), which is a contradiction that ifg (t, s) q.
Hence, there exists no generalization q of t and s such that ifg (t, s) q, so ifg(t, s) is the minimal generalization of t and s.
Example 3. Let t and s be first-order terms f (a, a) and f (g(a), g(g((a))), respectively. Then, ifg (t, s) = f (F (a, g(a)), F (a, g(g(a)))). Also consider the term q = f (G(a), G(G(a))). It is obvious that q is a generalization of t and s. Furthermore, it holds that ifg (t, s) # q. Hence, ifg (t, s) is not the least generalization of t and s in general.
In contrast to ifg, we introduce the projection-free generalization algorithm pfg described as Figure 3 . Here, ψ is a bijection from pairs of L-terms to individual variables, and ϕ is a new bijection from function symbols in L to function variables. 
pfg(t, s) /* t, s ∈ TL
Furthermore, let t and s be the following first-order terms.
Then, the following statements hold.
c)).
Note that the substitutions θ and σ such that pfg (t, s)θ = t and pfg(t, s)σ = s are not determined uniquely in general. In this case, it holds that pfg(t, s)θ =
Structure-Preserving Generalization Algorithm
It is the main advantage for the second-order terms to preserve the structural information by using function variables. However, neither ifg nor pfg preserves the structural information for given terms. Hence, in this section, we introduce the structure-preserving generalization algorithm.
An L-term can be described as an ordered rooted tree labeled by the symbols in L. Then, in this paper, we formulate the structural information of an L-term t as the tree without labels, and we call it a context of t and denote it by cxt(t). Also the depth of t is defined as the length of the longest pass from the root to a leaf in cxt(t) and denoted by dep(t).
Definition 8. Let t and s be L-terms. Then, we say that t contextually contains s if cxt(s) is an ordered rooted subtree of cxt(t) by identifying their roots and denote it by cxt(t) cxt(s).
We point out that no algorithms lg, ifg and pfg preserves the structural information of given terms as follows.
Proposition 4. For each t, s ∈ T L
, the following statements hold.
cxt(t) cxt(lg(t, s)) and cxt (s) cxt(lg(t, s)).
dep(lg (t, s)) ≤ min{dep(t), dep(s)}. 3. There exists no contextual relationship between ifg(t, s) and t or s.
max{dep(t), dep(s)} ≤ dep(ifg (t, s)) ≤ max{dep(t), dep(s)} + 1.
There exists no contextual relationship between pfg(t, s) and t or s.
dep(pfg (t, s)) ≤ min{dep(t), dep(s)}.
Proof. The statements 1 and 2 obviously hold by the application of ψ in lg. The statement 3 holds since ifg (f (a, a, a), g(a, a, a)) = F (f (a, a, a), g(a, a, a) ). The statement 4 holds since, in every branch in cxt(ifg (t, s) ), ifg replaces a subterm t of t and a subterm s of s with F (t , s ) at most once. The statement 5 follows y, z, w) . The statement 6 holds by the application of ψ in pfg . The depth does not change by applying ϕ in pfg.
The reason why Proposition 4.5 holds is that pfg(t, s)
By improving pfg to introduce function variables into such a case, we design the structure-preserving generalization algorithm spg described as Figure 4 . Here, ψ is a bijection from pairs of L-terms to individual variables, and ϕ is a bijection from pairs of symbols containing at least one function symbol in L to function variables.
Example 5. For t = f (h(h(a)), h(h(b))) and s = g(a, b) in the proof of Proposition 4.5, it holds that spg(s, t) = F (G(G(a)), H(H(x)), G(G(y)), H(H(b))).
Furthermore, let t and s be first-order terms f (h(h(a)), b) and g(a, h(h(b))), respectively. Then, the following statements hold. spg (t, s) /* t, s ∈ TL */ /* ψ: a bijection from pairs of L-terms to individual variables ϕ: a bijection from pairs of symbols containing at least one function symbol in L to function variables */ spg (f (t1, . . . , tn), f(s1, . . . , sn) spg (d(t1, . . . , tn), e(s1, . . . , sm) spg(t1, s1), . . . , spg (t1, sm), . . . , spg (tn, s1) , . . . , spg(tn, sm)) if d, e ∈ FCL ∪ FVL spg (d(t1, . . . , tn), s) = ϕ(d, s)(spg(t1, s), . . . , spg (tn, s) ) e(s1, . . . , sm)) = ϕ(t, e)(spg(t, s1), . . . , spg (t, sm) ) if e ∈ FCL ∪ FVL and t ∈ ICL ∪ IVL spg (t, s) = ψ(t, s) otherwise Fig. 4 . A structure-preserving generalization algorithm spg
y, H(H(b))).
Lemma 1. For each t, s ∈ T L , it holds that spg(t, s) t and spg(t, s) s.
Proof. First we show the statement spg(t, s) t. Note that all variables in spg(t, s) are newly introduced variables by the bijections ϕ and ψ.
Suppose that Dis(spg(t, s), t) is of the form
then we can suppose that hd (l i ) is l-ary and there exists a k(≥ 1) such that nk = l by the definition of spg(t, s). Then, let b i be a binding hd (t i )(w 1 , w k+1 , . . . , w (n−1)k+1 )/hd (l i ).
Let θ be a substitution {b 1 , . . . , b m }. By the construction of b i , it is obvious that spg(t, s)θ = t. { l 1 , s 1 , . . . , l m , s m }. Then, we can show this statement as similar as the above case, by replacing the binding
In order to show the statement spg(t, s) s, suppose that Dis(spg(t, s), s) is of the form
with a binding hd (s i )(w 1 , w 2 , . . . , w n )/hd (l i ).
As similar as pfg, the substitutions θ and σ such that spg(t, s)θ = t and spg(t, s)σ = s are not determined uniquely in general.
Theorem 4. For each t, s ∈ T L , it holds that lg(t, s) spg(t, s).
Proof. In this proof, we denote a bijection ψ in lg(t, s) by ψ .
Let θ be the following substitution: s)(spg(t 1 , s), . . . , spg(t n , s))/ψ (d(t 1 , . . . , t n e)(spg(t, s 1 ), . . . , spg(t, s m ))/ψ (t, e(s 1 , . . . , s m ) 
Hence, it holds that lg(t, s)θ = spg(t, s), so it holds that lg(t, s) spg(t, s).
Example 6. The subsume-equivalence of Theorem 4 does not hold in general: g(g(a) )). Then, the following statements hold.
In this case, there exists no substitution θ such that spg(t, s)θ = lg(t, s)(∼ pfg(t, s)). Furthermore, by Example 3, it holds that spg(t, s) # ifg (t, s).
On the other hand, s) is not the minimal generalization under in general.
Finally, we show that spg preserves the structural information as follows.
Theorem 5. For each t, s ∈ T L , the following statements hold:
cxt(spg(t, s)) cxt(t) and cxt(spg(t, s)) cxt(s). 2. dep(spg(t, s)) = max{dep(t), dep(s)}.
Proof. 1. We show the statement cxt(spg(t, s)) cxt(t) by structural induction on t. We can show the statement cxt(spg(t, s)) cxt(s) similarly.
Suppose that t ∈ IC L ∪ IV L . Then, it holds that: 
For all of the above cases, it holds that cxt(spg(t, s)) cxt(t).
Suppose that t is of the form (t 1 , s 1 ) , . . . , spg(t n , s m )) if s = e(s 1 , . . . , s m ).
For the first case, by the induction hypothesis, it holds that:
For the second case, by the induction hypothesis, it holds that: , s)(t 1 , . . . , t n ) ).
By the form of t, it holds that cxt(ϕ(d, s)(t 1 , . . . , t n )) = cxt (t). Thus, it holds that cxt (spg(t, s) ) cxt (t).
For the third case, by the induction hypothesis, it holds that: (t 1 , s 1 ) , . . . , spg(t 1 , s m ) , , e)(spg (t 1 , s 1 , e)(t 1 , . . . , t n ) ).
By the form of t, it holds that cxt (ϕ(d, s)(t 1 , . . . , t n )) = cxt (t). Thus, it holds that cxt (spg(t, s) ) cxt (t).
2. In the algorithm spg, ϕ is applied until either t or s achieves to leaves in cxt(t) or cxt(s), i.e., individual constants or individual variables.
Associativity
In this section, we discuss the associativity of the algorithms lg, ifg, pfg and spg
Plotkin [18] and Reynolds [19] have shown that there exists the least generalization lg(S) of a finite set S of first-order terms under in
Note that, as similar as lg(t, s), lg(S) is also applied to a finite set S of L-terms. On the other hand, ifg is not associative as follows. ifg(t 2 , t 3 ) ).
Proof. Let t 1 , t 2 and t 3 be L-terms f (a, b), f (b, c) and f (c, a), respectively. Then: F 1 (a, b) , c), G 1 (F 1 (b, c), a) ), F 2 (c, a)) ).
In this case, it is obvious that ifg
Since lg is associative and by Theorem 3, the following corollary holds.
Corollary 1. For each t, s, r ∈ T L , it holds that pfg(pfg (t, s), r) ∼ pfg (t, pfg(s, r)).
Furthermore, the following theorem also holds.
Theorem 6. For each t, s, r ∈ T L , it holds that spg(spg(t, s), r) ∼ spg(t, spg(s, r)).
Proof. By Corollary 1, it is sufficient to show the different case between pfg and spg that either (1) 
We show only the statement (1) by structural induction on t, s and r. We can show the statement (2) similarly. , r) , the induction hypothesis is that spg (spg(t i , s), r) ∼ spg(t i , ψ(s, r) ). Then, there exist substitutions θ i and σ i such that spg (spg(t i , s), r)θ i = spg(t i , ψ(s, r))  and spg(t i , ψ(s, r) )σ i = spg (spg(t i , s), r) . On the other hand, the following statements hold. ψ(s, r) ), . . . , spg(t n , ψ(s, r))).
Let θ and σ be the following substitutions. By using the similar method in [18, 19] , we can obviously extend the algorithm lg to the one for a finite set of L-terms as Figure 5 . Also we can extend the algorithm ifg to the one for a finite set of L-terms as Figure 6 .
o t h e r w i s e Fig. 5 . A generalization algorithm lg for a finite set of L-terms [18, 19] It is obvious that lg(S) and ifg (S) are not the minimal generalization of S under in T L by Proposition 5. By Lemma 1, the following corollary also holds.
Corollary 2. For a finite set S ⊆ T L , it holds that lg(S) ifg (S).
Conclusion
In this paper, we have introduced the four generalization algorithms for a pair of second-order terms, lg, ifg, pfg and spg. The algorithm lg is a simple extension of the minimal generalization algorithm for a pair of first-order terms. The algorithm ifg computes the imitation-free generalization, which is the minimal generalization under for a pair of second-order terms, and the algorithm pfg computes the projection-free generalization such that pfg(t, s) ∼ lg(t, s). Furthermore, the algorithm spg computes the structure-preserving generalization, that is, cxt(spg(t, s) ) cxt(t) and cxt(spg(t, s)) cxt(s). Finally, we have shown that the algorithms lg, pfg and spg are associative, while the algorithm ifg is not. We have improved ifg to the generalization algorithm for a finite set of terms.
In this paper, we adopt the generality order as a simple instantiation order . As we have seen in this paper, it is not an appropriate order to characterize both the minimal generalization and the structure-preserving generalization. In particular, under , it holds that x ∼ F (a) as shown in the proof of Proposition 1. On the other hand, since F is a function variable and x is an individual variable, it is possible to characterize both the minimal or the least generalization and the structure-preserving generalization, by introducing some semantics of variables into . It is a future work to study such possibility.
Furthermore, as stated in the last of Section 5, there exists no generalization algorithm that outputs the minimal generalization for a finite set of L-terms under , by extending our algorithms. Hence, it is also a future work to design the minimal generalization algorithm for a finite set, by adding some information to or reformulating .
By introducing the context of second-order terms, we have designed the structure-preserving generalization algorithm spg. However, the result computed by spg is large as a tree description. Hence, it is a future work to improve to obtain the structure-preserving generalization with small size as a tree description.
In order to apply the generalization techniques given by this paper to semistructural data such as HTML or XML documents, it is necessary to relax the usage of function constants as tags that the same function constant have different arities or function constants are associative or commutative. It is a future work to formulate the generalization for second-order terms with such relaxation. and without computational difficulty (cf. [11] ). It is also a future work to incorporate our works with the researches for graph terms (e.g., [20, 21] ).
