We derive estimates relating the values of a solution at any two points to the distance between the points, for quasilinear parabolic equations on compact Riemannian manifolds under the Ricci flow.
Introduction
Andrews and Clutterbuck [2, 3] and Andrews [4] study the two-point estimates and their applications in a variety of geometric contexts. Recently, Ben Andrew and Changwei Xiong [1] use the two-point estimates to deduce gradient estimates of the solutions of the following quasilinear equations.
where the left side of (1.1) is continuous on R × T M * x × L 2 s (T M), α and β are nonnegative functions and β(s, t) > 0 for t > 0. They prove the following result in their recent work [1] . 
for every x ∈ M.
We know that Modica-type gradient estimates obtained by using the P-function in [5] is a special case of this result with α = β = 1 and a generalized Modica's result in [6] is also a special case of this result with α = 2Ψ ′′ (z)z + Ψ ′ (z) and β = Ψ(z). The details of the two-point estimate are comparatively simple and geometric compared to the calculations involved in the P -function approach. Since this method does not involve differentiating the equation, and consequently applies with minimal regularity requirements on the solution u, corresponding to the viscosity solution requirement.
We wonder if this method can be use to derive the gradient estimates of the parabolic equations. Azagra, Jiménez-Sevilla and Macià [9] define the viscosity solution and prove the maximum principle for semicontinuous function in the parabolic version on manifolds. What's more, various authors consider the gradient estimates under the Ricci flow,
Shiping, Liu [7] derived gradient estimates on a closed Riemannian manifold.
) be a closed Riemannian manifold, where g(t) evolves by Ricci flow in such a way that −K 0 ≤ Ric ≤ K 1 for t ∈ [0, T ]. If u is a positive solution to the equation (∆ − ∂ t )u(x, t) = 0, then for (x, t) ∈ M × (0, T ], it holds that
for any α > 1.
In fact, we find the argument also works when the metric evolves as a supersolution of the Ricci flow, i.e., ∂g ∂t ≥ −2Ric. We prove the following result. Theorem 1.4. Let M n be a compact manifold with diameter D and g(t) a timedependent metric on M satisfying ∂g ∂t ≥ −2Ric. Assume Ricci curvature satisfies Ric ≥ 0 for t ∈ [0, T ) and u : M × [0, T ) → R is a viscosity solution of the heat equation
Assume the range of u(·, 0) is contained in the interval [ϕ(0, 0), ϕ(D, 0)]. Let Ψ be given by inverting ϕ for each t so that ϕ(Ψ(z, t), t) = z for each z and t. Assume that for all x and y in M,
Then
Then we have the following gradient estimate immediately. 
Assume that for all x and y in M,
Corollary 1.7. Under the conditions of Theorem 1.6, for every x ∈ M and t ≥ 0, we have |∇u(x, t)| ≤ ϕ ′ (0, t).
prelimilaries
Definition 2.1. ([8]) Let f : (0, T )×M → (−∞, +∞) be a lower semi-continuous (LSC) function. The parabolic second order subjet of f at a point (t 0 , x 0 ) ∈ (0, T ) × M is defined by P 2,− f (t 0 , x 0 ) :={(D t ϕ(t 0 , x 0 ), D x ϕ(t 0 , x 0 ), D 2 x ϕ(t 0 , x 0 )) : ϕ is once continuously differantiable in t ∈ (0, T ), twice continuously differentiable in x ∈ M and f − ϕ attains a local minimum at (t 0 , x 0 )}.
Similarly, for an upper semi-continuous
The corresponding definition ofP 2,+ f (t 0 , x 0 ) when f is an upper semicontinuous function is then clear.
Let u i be upper semicontinuous functions on (0, T ) × Ω i , i = 1, · · · , k; let ϕ be a function defined on Ω such that it is once continuously differentiable in t ∈ (0, T ) and twice continuously differentiable in x := (x 1 , · · · , x k ) ∈ Ω 1 × · · · × Ω k and set
Assume, moreover, that there is an τ > 0 such that for every M > 0 there is C > 0 such that for i = 1, · · · , k,
Then, for each ǫ > 0 there exist real numbers b i and bilinear forms
k, and the block diagonal matrix with entries B i satisfies
Using the same method as in the proof of the Lemma 8 in [2] , we have Lemma 2.4. Let u be a continuous function and ϕ :
, then we have
where all derivatives of ϕ are evaluated at Ψ(u(x,t),t).
(ii) Suppose(a, ζ, A) ∈ P 2,− (Ψ • u)(x,t), then we have
(iii) The same holds if we replace the semijets by their closures.
Proof. According to Definition 2.1
Assume (a, ζ, A) ∈ P 2,+ (Ψ•u)(x,t), let h be C 2,1 function such that Ψ(u(x, t), t)− h(x, t) has a local maximum at (x,t) and (h t , Dh, D 2 h)(x,t) = (a, ζ, A). Since ϕ is increasing, we find that u(x, t) − ϕ(h(x, t), t) = ϕ(Ψ(u(x, t), t), t) − ϕ(h(x, t), t) has a local maximum at (x,t). So it follows that
(ii) can be proved by an similar argument. (iii) follows by an approximation.
Proof of Theorem 1.4. Let ǫ > 0 be arbitrary, and consider the first time t 0 > 0 and points x 0 and y 0 in M at which the inequality
reaches equality. Note that if ǫ > 0, then we necessarily have y 0 = x 0 . Even though the length of the curve depends explicitly on t through the time-dependence of the metric g, we can still replace d t (x, y) by a smooth functiond t (x, y) as in the proof of Theorem 6 in [1] within a neighborhood of (x 0 , y 0 ) at any fixed time t. Let γ 0 (s) be a minimizing geodesic joining x 0 and y 0 parametrized by arc length at
be parallel orthonormal vector fields along γ 0 (s) with e n (s) = γ ′ 0 (s). Then in small neighborhoods U x 0 of x 0 and U y 0 of y 0 , there are mappings x → (a 1 (x), · · · , a n (x)) and y → (b 1 (y), · · · , b n (y))
Thend t (x, y) can be defined bỹ
Therefore we have
for any (x, y, t) ∈ U x 0 × U y 0 × [0, T ] and with equality at (x 0 , y 0 , t 0 ). Thus we can apply the maximum principle of the parabolic version to conclude that for each
where H = D 2d t (x, y) (t 0 ,x 0 ,y 0 ) . We can compute
Ric t 0 (e n (s), e n (s))ds.
Therefore, we have
Note that D ydt (x, y) (t 0 ,x 0 ,y 0 ) = e n (l) and D xdt (x, y) (t 0 ,x 0 ,y 0 ) = −e n (0). By Lemma 2.4, we obtain
where z x 0 = Ψ(u(x 0 , t 0 ), t 0 ), z y 0 = Ψ(u(y 0 , t 0 ), t 0 ). On the other hand, since u is both subsolution and supersolution of (1.4), we have
where
For the inequality at y 0 , we have
where C is an n × n matrix to be determined. Multiplying by
Similarly, for the inequality at x 0 , we get
we obtain
where the matrix
is positive semidefinite. Since
Letting λ → 0, we have
Now we compute tr (W H) as following:
We know that
t 0 (exp x 0 (µe i (0)), exp y 0 (µe i (l))) = d 2 dµ 2 µ=0 L g(t 0 ) (exp γ 0 (s) (µe i (s)) s∈[0,l] ). Now we will use the second variation formulae
where γ ⊥ µ means the normal part of the variational vector. Since γ µ = e i (s), we have ∇ γs γ ⊥ µ = 0 and ∇ γµ γ µ = 0, then
Similarly we have D xn D xndt (t 0 ,x 0 ,y 0 ) = 0, D yn D yndt (t 0 ,x 0 ,y 0 ) = 0.
In summary, we have
Ric t 0 (e n (s), e n (s))ds, which implies
Ric t 0 (e n (s), e n (s))ds, Then combine this with (2.3), we obtain
Ric t 0 (e n (s), e n (s))ds, which gives a contradiction. Therefore we must have
Proof of Theorem 1.6. Let ǫ > 0 be arbitrary, and consider the first time t 0 > 0 and points x 0 and y 0 in M at which the inequality
reaches equality. Note that if ǫ > 0, then we necessarily have y 0 = x 0 . We replace d t (x, y) by a smooth functiond t (x, y) as in the proof of Theorem 1.4 within a neighborhood of (x 0 , y 0 ). Then we will have
for any (x, y, t) ∈ U x 0 × U y 0 × [0, T ] and with equality at (x 0 , y 0 , t 0 ). Assume l = d t 0 (x 0 , y 0 ) = 2s 0 , then we apply the maximum principle of parabolic version to conclude that for each λ > 0, there exist X ∈ L 2
,
where H = D 2 ψ and ψ = 2ϕ(d t(x,y) 2 , t). We can compute as follows:
Ric t 0 (e n (s), e n (s))ds + 2ϕ t (s 0 , t 0 ).
Since u is both subsolution and supersolution of (1.5), we have
Combining (2.5) with (2.6), we have
Multiplying by
t 0 (exp x 0 (µe i (0)), exp y 0 (µe i (l))) + ϕ ′′ (s 0 , t 0 ) d dµ µ=0d t 0 (exp x 0 (µe i (0)), exp y 0 (µe i (l)))
L g(t 0 ) (exp γ 0 (s) (µe i (s)) s∈[0,l] ) + ϕ ′′ (s 0 , t 0 ) d dµ µ=0 L g(t 0 ) (exp γ 0 (s) (µe i (s)) s∈[0,l] ) = −ϕ ′ (s 0 , t 0 ) l 0 Ric t 0 (e n (s), e n (s))ds.
(D xn D xn ψ + 2D xn D yn ψ + D yn D yn ψ) (t 0 ,x 0 ,y 0 ) = ϕ ′ (s 0 , t 0 ) d 2 dµ 2 µ=0d t 0 (exp x 0 (µe n (0)), exp y 0 (µe n (l))) + ϕ ′′ (s 0 , t 0 ) d dµ µ=0d t 0 (exp x 0 (µe n (0)), exp y 0 (µe n (l))) = ϕ ′ (s 0 , t 0 ) d 2 dµ 2 µ=0 L g(t 0 ) (exp γ 0 (s) (µe n (s)) s∈[0,l] ) + ϕ ′′ (s 0 , t 0 ) d dµ µ=0 L g(t 0 ) (exp γ 0 (s) (µe n (s)) s∈[0,l] ) = 2ϕ ′′ (s 0 , t 0 ).
In summary, we have tr (W H) = 2ϕ ′′ (s 0 , t 0 ) α(ϕ ′ (s 0 , t 0 ), t 0 ) β(ϕ ′ (s 0 , t 0 ), t 0 ) − ϕ ′ (s 0 , t 0 ) l 0 Ric t 0 (e n (s), e n (s))ds.
Substitute this to (2.7) and let λ → 0,we have
Combining this equation with (2.4), we have ǫ ≤ −2ϕ t (s 0 , t 0 ) + 2α(ϕ ′ (s 0 , t 0 ), t 0 )ϕ ′′ (s 0 , t 0 ) + ϕ ′ (s 0 , t 0 )(1 − β(ϕ ′ (s 0 , t 0 ), t 0 )) 2s 0 0 Ric t 0 (e n (s), e n (s))ds, which gets a contradiction. We must have u(y, t) − u(x, t) − 2ϕ( d t (x, y) 2 , t) − ǫ(1 + t) ≤ 0.
