for any x 1 ,x 2 , y 1 , y 2 ∈ R, but clearly d(I)I = [e 12 ,I]I = 0.
In the particular case I = R and both d, δ are inner derivations, induced, respectively, by some elements a,b ∈ R, our theorem has the following flavor. The proof is a clear special case of [8, Theorem 6] . We first fix some notations and recall some useful facts.
Remark 5.
Denote by T = Q * C C{X} the free product over C of the C-algebra Q and the free C-algebra C{X}, with X a countable set consisting of noncommuting indeterminates {x 1 ,...,x n }. The elements of T are called generalized polynomials with coefficients in Q. I, IR, and IQ satisfy the same generalized polynomial identities with coefficients in Q. For more details about these objects, we refer the reader to [1, 2, 4] .
Remark 6. Any derivation of R can be uniquely extended to a derivation of Q, and so any derivation of R can be defined on the whole of Q [2, Proposition 2.5.1]. Moreover Q is a prime ring as well as R and the extended centroid C of R coincides with the center of Q [2, Proposition 2.1.7, Remark 2.3.1].
Remark 7.
Let f (x 1 ,...,x n ,d(x 1 ),...,d(x n )) be a differential identity of R. One of the following holds (see [7] ):
(1) either d is an inner derivation in Q, in the sense that there exists q ∈ Q such that d(x) = [q,x], for all x ∈ Q and Q satisfies the generalized polynomial identity f (x 1 ,...,x n ,[q,x 1 ],...,[q,x n ]); V. De Filippis 3 (2) or R satisfies the generalized polynomial identity f x 1 ,...,x n , y 1 ,..., y n .
Moreover I, IR, and IQ satisfy the same differential identities with coefficients in Q (see [9] ).
Finally, as a consequence of [11, Theorem 2] , we have the following. For the remainder of the note we will assume that the hypothesis of the theorem holds but that the conclusion is false.
Thus, we will always suppose that there exist We begin with the following.
Lemma 9. Let δ and d both be Q-inner derivations such that either δ(I)I
Then R is a ring satisfying a nontrivial generalized polynomial identity.
Proof. By Remark 2, we assume that
Without loss of generality, we may assume in this context that δ(I)I = 0. Notice that if {y, ay} are linearly C-dependent for all y ∈ I, then there exists α ∈ C, such that (a − α)I = 0 (see [10, Lemma 3] 
On the other hand, if there exist α 1 ,α 2 ∈ C such that bx = α 1 x + α 2 ax, it follows that R satisfies
that is, again a nontrivial GPI, because {x, ax} are linearly C-independent, by the choice of x and since F 1 + F 2 = 0 in T, using a,b / ∈ C. The same argument shows that if d(I)I = 0, then there exists x ∈ I such that {x, bx} are linearly C-independent and R satisfies in any case a nontrivial GPI.
At this point, we need a result that will be useful in the continuation of the note.
Remark 10. Let R = M n (F) be the ring of n × n matrices over the field F, denote by e i j the usual matrix unit with 1 in the (i, j)-entry and zero elsewhere. Since there exists a set of matrix units that contains the idempotent generator of a given minimal right ideal, we observe that any minimal right ideal is part of a direct sum of minimal right ideals adding to R. In light of this and applying [6, Proposition 5, page 52], we may assume that any minimal right ideal of R is a direct sum of minimal right ideals, each of the form e ii R. We know that I has a number of uniquely determinated simple components: they are minimal right ideals of R and I is their direct sum. In light of Remark 10, we may write I = eR for some e = t i=1 e ii and t ∈ {1, 2,...,n}. Since s 4 (I,I,I,I)I = 0 in case t ≤ 2, we may suppose that t ≥ 3.
First of all, we want to prove that b rs = 0 for all s ≤ t and r = s. To do this, suppose by contradiction that there exist i = j such that b i j = 0 (j ≤ t). Without loss of generality, we replace b by b
, where I n is the identity matrix in M n (F) so that we assume 
that is, e j j a = 0. This implies that ea = 0, so that a = 0, a contradiction. This argument says that if a = 0, then
Let f be the F-automorphism of R defined by f (x) = (1 − e rs )x(1 + e rs ). Thus we have that f (x) ∈ I, for all x ∈ I and
for all x 1 ,x 2 ,x 3 ,x 4 ∈ I. If a = 0, then f (a) = 0, and as above, the (r,s)-entry of f (b) is zero. On the other hand, 
Lemma 12. Let R be a prime ring of characteristic different from 2, d a nonzero inner derivation of R, I a nonzero right ideal of R. If a is a nonzero element of
Proof. As a reduction of Lemma 9, we have that if R is not a GPI ring, then we are done. Thus consider the only case when R satisfies a nontrivial generalized polynomial identity. Thus the Martindale quotient ring Q of R is a primitive ring with nonzero socle H = Soc(Q). H is a simple ring with minimal right ideals. Let D be the associated division ring of H, by [11] D is a simple central algebra finite-dimensional over C = Z(Q). Thus H ⊗ C F is a simple ring with minimal right ideals, with F an algebraic closure of C. Let b be an element of R which induces the derivation d.
Now we claim that for any c ∈ IH, there exists β ∈ C with (b − β)c = 0. If not, then for some c ∈ IH, (b − β)c = 0 for all β ∈ C, so in particular bc = 0. Since H is regular [5] , there exists g 2 = g ∈ IH, such that c ∈ gIH, and e 2 = e ∈ H ⊗ C F, such that 
Since in light of Lemma 9, R satisfies a nontrivial GPI, then without loss of generality, R is simple and equal to its own socle and IR = I. In fact, Q has nonzero socle H with nonzero right ideal J = IH [11] . Note that H is simple, J = JH, and J satisfies the same basic conditions as I. Now just replace R by H, I by J, and we are done.
Recall that s 4 
in particular
and by the previous same argument, ( 
Consider now the case when A,B are linearly C-independent.
In light of Remark 8 and (29), it follows that there exist α 1 , α 2 , α 3 , α 4 in C such that
So we rewrite (29) as follows:
that is, 
and by calculation we get the contradiction
Hence we may assume that A and B are linearly C-dependent, say A=αB, for 0 = α ∈ C, so also A = αB . Equation (29) is now 2αBxB + 2αB xB = 0, and it follows that B and B must be linearly C-dependent, so that BxB = 0 and B = B = 0.
Therefore in any case, we have that if s 4 (eR,eR,eR,eR)e = 0, then (1 − e)be = (1 − e)ae = 0.
Let J = eR, J = J J ∩ l R (J); J is a prime C-algebra. Since d(J) ⊆ J and δ(J) ⊆ J, d and δ induce on J the following two derivations: for all r 1 ,r 2 ,r 3 ,r 4 ∈ J. By Lemma 4, we have that one of the following holds:
Since s 4 (J,J,J,J)J = 0, the last case cannot occur. On the other hand, now we prove that also the other cases lead us to contradictions. Suppose that the first case occurs, that is, δ(J)J = 0. By the lemma in [3] , there exists an element q = a − α ∈ Q, with α ∈ C, such that (a − α)J = 0. Moreover a and q induce the same inner derivation δ, so that we have
(37)
In particular, for any r ∈ R, choose [ 
Since the second factor is nonzero and central, we have [q,[q,I]] = 0, which implies that for all x, y ∈ I, We are ready to prove the following main result. 
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