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Bounds for Minkowski Billiard Trajectories in
Convex Bodies
Shiri Artstein-Avidan, Yaron Ostrover
Abstract
In this paper we use the Ekeland-Hofer-Zehnder symplectic capacity to pro-
vide several bounds and inequalities for the length of the shortest periodic
billiard trajectory in a smooth convex body in Rn. Our results hold both for
classical billiards, as well as for the more general case of Minkowski billiards.
1 Introduction and results
The theory of mathematical billiards provides natural models for many physical prob-
lems, and has numerous applications in different fields, such as dynamical systems,
geometric optics, acoustics, and statistical mechanics to name a few. We refer the
reader to [40] and the references within for an excellent introduction to the subject.
For a smooth convex body K ⊆ Rn, we denote by ξ(K) the length of the shortest
periodic billiard trajectory in K (see Subsection 2.4). In this paper we relate this
quantity to the Ekeland-Hofer-Zehnder symplectic capacity1. The precise statement
is given in Theorem 2.13 below. Based on this result, we establish several estimates
for ξ(K) which we now turn to describe.
In fact, our results below apply not only to Euclidean billiards, but to the more
general case of Minkowski billiards. These are the natural generalizations of classical
billiards where the Euclidean structure is replaced by a Minkowski metric. In par-
ticular, from the point of view of geometric optics, Minkowski billiard trajectories
describe the propagation of waves in a homogeneous, anisotropic medium that con-
tains perfectly reflecting mirrors (see [20]). However, in order to keep the presentation
simple, we chose to state our results in the introduction only for the Euclidean case,
and to postpone the discussion of the analogous results for Minkowski billiards to
subsequent sections.
1During the preparation of this manuscript we learned from [3, 23] that this relation may possibly
be obtained via an approximation scheme developed in [5]. Here we give a direct proof which avoids
this machinery.
1
Our first result is the following Brunn-Minkowski type inequality for the length of
the shortest periodic billiard trajectory in a smooth convex body. Here the Minkowski
sum of two sets A,B in Rm is defined by A+B = {a+ b ; a ∈ A, b ∈ B}.
Theorem 1.1. For any two smooth convex bodies K1, K2 ⊆ Rn, one has:
ξ(K1 +K2) ≥ ξ(K1) + ξ(K2).
Moreover, equality holds if and only if their exists a closed curve which, up to trans-
lation, is a length-minimizing billiard trajectory in both K1 and K2.
In light of the “classical versus quantum” relation between the length spectrum
and the Laplace spectrum via trace formulae and Poisson relations (see e.g., [12, 21]),
Theorem 1.1 above can be viewed as a classical counterpart of a well-known result of
Brascamp and Lieb stating that the first eigenvalue of the Dirichlet Laplace operator
on bounded convex domains satisfies a Brunn-Minkowski type inequality, see [6].
Our next result provides an upper bound for ξ(K) in terms of the volume Vol(K).
Theorem 1.2. Let K ⊆ Rn be a smooth convex body. Then,
ξ(K) ≤ C√nVol(K) 1n ,
where C is some positive constant independent of the dimension.
Note that the case K = B, where B is the Euclidean unit ball, implies that the
above inequality is asymptotically sharp, i.e., it is of the optimal order of magnitude.
Another bound for ξ(K), which follows directly from Theorem 1.1 is the following:
Theorem 1.3. Let K ⊆ Rn be a smooth convex body. Then,
ξ(K) ≤ 2(n+ 1) inrad(K).
Here inrad(K) stands for the inradius of K i.e., the radius of the largest inscribed
ball in K. Numerical computations indicate that up to a universal constant (indepen-
dent of dimension) the example of the (slightly smoothed) regular n-simplex shows
that the inequality in Theorem 1.3 is asymptotically sharp.
Finally, another by-product of Theorem 2.13 mentioned above is the following
monotonicity statement, which although seems to be known to experts in the field,
has not been addressed in the literature to the best of our knowledge.
Proposition 1.4. Let K1 ⊆ K2 ⊆ Rn be two smooth convex bodies. Then,
ξ(K1) ≤ ξ(K2).
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For comparison, let us now briefly describe some known results regarding the
length of the shortest periodic billiard trajectory. We start with the following theorem
by Ghomi which, for a convex body K, gives a sharp lower bound for ξ(K).
Theorem 1.5 (Ghomi [17]). Let K ⊆ Rn be a convex body, Then,
ξ(K) ≥ 4 inrad(K).
Moreover, equality holds if and only if width(K) = 2 inrad(K), and then the shortest
billiard trajectory is 2-periodic.
Here, width(K) is the thickness of the narrowest slab which contains K, and a
trajectory is 2-periodic if it has exactly two bouncing points. We remark that the
definition of a billiard trajectory in [17] is slightly less general than the one used here.
However, both definitions coincide for the shortest periodic billiard trajectory on a
smooth strictly convex body.
An upper bound for the length of the shortest periodic billiard trajectory inside
an arbitrary bounded domain Ω ⊆ Rn with smooth boundary in terms of the volume
Vol(Ω) was given by Viterbo [41], who proved that:
Theorem 1.6 (Viterbo [41]). Let Ω be a bounded domain in Rn with smooth boundary.
Then there exists a billiard trajectory in Ω of length l with
l ≤ CnVol(Ω) 1n , (1)
where Cn is a positive constant which depends on the dimension satisfying Cn =
O(2n).
Theorem 1.6 was improved by Irie [28], who used a certain symplectic capacity,
defined via the theory of symplectic homology that was introduced in [43], to show:
Theorem 1.7 (Irie [28]). Let Ω be a bounded domain in Rn with smooth boundary.
Then there exists a billiard trajectory in Ω of length l with
l ≤ Cn inrad(Ω), (2)
where Cn is a positive constant which depends on the dimension n.
We remark that the constant Cn given in [28] is not explicit and no estimate
for it is given. Moreover, note that on the class of convex bodies in Rn, results of
the type (1) and (2) i.e., with some dimension-dependent constant Cn, are easily
obtained by a standard compactness argument. Hence, for this class, the main task
is to give a good bound on the constant Cn as a function of the dimension. This is
the objective in our Theorems 1.2 and 1.3 above. Finally, while this note was under
preparation, we learned of the paper [4] where the following theorem, in which a
dimension independent bound for l is given in terms of the diameter, was proved:
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Theorem 1.8 (Albers-Mazzucchelli [4]). Let Ω be a bounded domain with smooth
boundary in Rn. Then there exists a billiard trajectory in Ω of length l with
l ≤ C diam(Ω),
where C > 0 is a constant independent of n, and diam(Ω) = inf{|v|; (v+Ω)∩Ω = ∅}.
Notations: By a convex body we shall mean a compact convex set with non-empty
interior. The class of convex bodies in Rn is denoted by K˜n, and the subclass of
convex bodies with smooth boundary by Kn. A body is said to be strictly convex if it
has strictly positive Gauss curvature at every point of its boundary. Given Σ ∈ K˜n,
we denote by hΣ : R
n → R its support function given by hΣ(u) = sup{〈x, u〉 ; x ∈ Σ},
where 〈·, ·〉 stands for the standard inner product in Rn. We denote by gΣ : Rn → R
the gauge function gΣ(x) = inf{r | x ∈ rΣ} associated with Σ. Note that when
Σ is centrally symmetric i.e., Σ = −Σ, one has that gΣ(x) is a norm, which we
denote by ‖x‖Σ. Furthermore, when 0 ∈ int(Σ), one has that hΣ = gΣ◦ , where
Σ◦ = {y ∈ Rn | 〈x, y〉 ≤ 1, for every x ∈ Σ} is the polar body of Σ. For a smooth
function F : Rn → R, we write ∇F and ∇2F for its gradient and Hessian respectively.
Finally, given γ : S1 → R2n, we shall state claims holding for γ(t) omitting the phrase
“for all t ∈ S1” so as not to needlessly complicate the text.
Structure of Paper: The paper is organized as follows. In Section 2, after providing
the relevant background from symplectic geometry and the theory of Finsler billiards,
we state our main results regarding the relation between the length of the shortest
periodic billiard trajectory and the Ekeland-Hofer-Zehnder capacity (Theorem 2.13).
In Section 3 we use this relation to prove our main results. In Section 4 we prove
a dichotomy between gliding and proper billiard trajectories. In the Appendix we
prove certain technical claims that were used throughout the text.
Acknowledgement: The second named author thanks Peter Albers, David Her-
mann, and Sergei Tabachnikov for stimulating discussions on billiards and dynamics.
We would also like to thank the anonymous referee for useful comments, and for
pointing out a flaw in an earlier version of this paper. The first named author was
partially supported by ISF grant No. 247/11. The second named author was par-
tially supported by a Reintegration Grant SSGHD-268274 within the 7th European
community framework programme, and by the ISF grant No. 1057/10. Both authors
were partially supported by BSF grant number 2006079.
2 Preliminaries
Before we turn to prove our main results, we provide some relevant background from
symplectic geometry, and the theory of Finsler billiards.
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2.1 Symplectic capacities
Consider the 2n-dimensional Euclidean space R2n = Rnq ×Rnp equipped with the linear
coordinates (q1, . . . , qn, p1, . . . , pn), the standard symplectic structure ωst =
∑
dq∧dp,
and the standard inner product gst = 〈·, ·〉. Note that under the usual identification
between R2n and Cn, these two structures are the real and the imaginary parts of the
standard Hermitian inner product in Cn and ωst(u, Jv) = 〈u, v〉, where u, v ∈ R2n, and
J : R2n → R2n is the standard complex structure on R2n given by J(q, p) = (−p, q).
Recall that a symplectomorphism of R2n is a diffeomorphism which preserves the
symplectic structure i.e., ψ ∈ Diff(R2n) such that ψ∗ωst = ωst.
Symplectic capacities are symplectic invariants which, roughly speaking, measure
the symplectic size of subsets of R2n. More precisely,
Definition 2.1. A symplectic capacity on (R2n, ωst) associates to each subset U ⊂ R2n
a number c(U) ∈ [0,∞] such that the following three properties hold:
(P1) c(U) ≤ c(V ) for U ⊆ V (monotonicity)
(P2) c
(
ψ(U)
)
= |α| c(U) for ψ ∈ Diff(R2n) such that ψ∗ωst = αωst (conformality)
(P3) c
(
B2n(r)
)
= c
(
B2(r)× Cn−1) = pir2 (nontriviality and normalization).
Here, B2k(r) stands for the open 2k-dimensional ball of radius r. Note that the
third property disqualifies any volume-related invariant, while the first two imply that
for U, V ⊂ R2n, a necessary condition for the existence of a symplectomorphism ψ
with ψ(U) = V , is c(U) = c(V ) for any symplectic capacity c.
It is a priori unclear that symplectic capacities exist. The first examples were
provided by Gromov [18] using pseudo-holomorphic curves techniques. Since Gro-
mov’s work, several other symplectic capacities were constructed, such as the Hofer-
Zehnder capacity [25, 26], the Ekeland-Hofer capacities [13, 14], the displacement
energy [24, 31], spectral capacities [15, 25, 34, 42], and Hutchings’ embedded contact
homology capacities [27], to name a few. We refer the reader to [7] for a detailed
survey on the theory of symplectic capacities.
2.2 The Ekeland-Hofer-Zehnder capacity
Two important examples of symplectic capacities, which arose from the study of peri-
odic solutions of Hamiltonian systems, and play a fundamental rule in this paper, are
the Ekeland-Hofer capacity cEH introduced in [13], and the Hofer-Zehnder capacity
cHZ introduced in [26]. As we shall see below, on the class of smooth convex bodies
in R2n, these two capacities coincide, and are given by the minimal action over all
closed characteristics on the boundary of the corresponding convex domain. Hence,
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in what follows, we omit the general definition of these two capacities, and give an
equivalent definition which coincides with the standard ones on the class of smooth
convex bodies. This is done in Theorem 2.2 below (cf. Proposition 2.3).
Recall that the restriction of the symplectic form ωst to a smooth closed con-
nected hypersurface Σ ⊂ R2n defines a 1-dimensional subbundle ker(ωst|Σ) whose
integral curves comprise the characteristic foliation of Σ. In other words, a closed
characteristic γ on ∂Σ is an embedded circle in ∂Σ tangent to the characteristic line
bundle
SΣ = {(x, ξ) ∈ T∂Σ | ωst(ξ, η) = 0 for all η ∈ Tx∂Σ}.
The classical geometric problem of finding a closed characteristic has the following
dynamical interpretation. If the boundary ∂Σ is represented as a regular energy sur-
face {x ∈ R2n | H(x) = const} of a smooth Hamiltonian function H : R2n → R, then
the restriction to ∂Σ of the Hamiltonian vector field XH , defined by iXHωst = −dH ,
is a section of SΣ. Thus, the image of the periodic solutions of the classical Hamilto-
nian equation x˙ = XH(x) = J∇H(x) on ∂Σ are precisely the closed characteristics of
∂Σ. In particular, the closed characteristics do not depend (up to parametrization)
on the choice of the Hamiltonian function. Indeed, if Σ can be represented as a reg-
ular level set of some other function F : R2n → R, then XH = dXF on ∂Σ for some
d 6= 0, and the corresponding Hamiltonian equations have the same solutions up to
parametrization.
The action A(γ) of a closed curve γ, which is the enclosed symplectic area, is
defined by A(γ) =
∫
γ
λ, where λ = pdq is the Liouville 1-form whose differential is
dλ = ωst. Parametrizing γ by γ(t), with 0 ≤ t ≤ 2pi and γ(0) = γ(2pi), the action
becomes A(γ) = 1
2
∫ 2pi
0
〈Jγ(t), γ˙(t)〉dt. The action spectrum of Σ is defined as:
L(Σ) = { |A(γ) | ; γ closed characteristic on ∂Σ} .
The following theorem, which as explained above serves here also as the definition
of the Ekeland-Hofer and Hofer-Zehnder capacities for the class of smooth convex
bodies, is a combination of results from [13] and [25], and is based on the dual action
principle introduced by Clarke in [8] (cf. [35, 44]).
Theorem 2.2. Let Σ ⊆ R2n be a convex bounded domain with smooth boundary ∂Σ.
Then there exists at least one closed characteristic γ∗ ⊂ ∂Σ satisfying
cEH(Σ) = cHZ(Σ) = A(γ
∗) = minL(Σ).
Such a closed characteristic which minimizes the action (note that there might be
more than one), is called throughout the text a capacity carrier for Σ. In addition, we
refer to the coinciding Ekeland-Hofer and Hofer-Zehnder capacities on the class K2n,
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of convex bounded domains in R2n with non-empty interior and smooth boundary, as
the Ekeland-Hofer-Zehnder capacity, and denote it from here onwards by c
EHZ
.
Another characterization of the Ekeland-Hofer-Zehnder capacity, which shall be
useful for us later on, is given in the following proposition, the proof of which can
be found in [25, 33]. Let W 1,2(S1,R2n) be the Hilbert space of absolutely continu-
ous 2pi-periodic functions whose derivative exist almost everywhere and belongs to
L2(S
1,R2n), and set
E =
{
z ∈ W 1,2(S1,R2n) ;
∫ 2pi
0
z(t)dt = 0,
1
2
∫ 2pi
0
〈Jz(t), z˙(t)〉dt = 1
}
.
Proposition 2.3. For Σ ∈ K2n one has:
c
EHZ
(Σ) = min
z∈E
pi
2
∫ 2pi
0
h2Σ(z˙(t))dt.
2.3 Singular convex energy levels
Although the above definition of the Ekeland-Hofer-Zehnder capacity c
EHZ
was given
only in the class of convex bodies with smooth boundary, it can be naturally extended
to the class K˜2n of convex sets in R2n with non-empty interior (see e.g. [29, 30]).
Indeed, this is an immediate consequence of the following lemma, the proof of which
is straightforward and thus omitted.
Lemma 2.4. Let f : K2n → [0,∞] be homogeneous, and monotone with respect to
inclusion. Then there is a unique continuous2 extension f˜ : K˜2n → [0,∞], given by
f˜(Σ) = inf{f(Σ′) | Σ′ ∈ K2n, such that Σ ⊂ Σ′},
which is monotone, homogeneous, and coincides with f on the class K2n.
In what follows, we denote by c˜
EHZ
the unique extension of the Ekeland-Hofer-
Zehnder capacity to the class K˜2n provided by Lemma 2.4. Note that c˜
EHZ
is a
symplectic capacity on this class i.e., it satisfies the assumptions of Definition 2.1.
Moreover, Proposition 2.3 above extends to the class K˜2n verbatim (cf. [29, 30]) i.e.,
Proposition 2.5. For any convex body Σ ∈ K˜2n one has:
c˜
EHZ
(Σ) = min
z∈E
pi
2
∫ 2pi
0
h2Σ(z˙(t))dt.
2With respect to the Hausdorff topology on the class of convex bodies.
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The proof of this proposition is given in the Appendix of the paper. Furthermore,
as in the smooth case, c˜
EHZ
(Σ) is given by the minimal action among (generalized)
closed characteristics on the boundary of Σ. To state this precisely, we first introduce
some notations. We denote the unit outward normal cone of Σ ∈ K2n at x ∈ R2n by
NΣ(x) = {u ∈ R2n | 〈u, x− y〉 ≥ 0, for every y ∈ Σ}.
This is a set-valued vector field, which for a smooth point x ∈ ∂Σ equals R+nˆ, where
nˆ is the usual normalized outward normal. Next, let ∂H denote the subdifferential of
a function H : R2n → R i.e.,
∂H(x) := {u ∈ R2n |H(y) ≥ H(x) + 〈u, y − x〉, for all y ∈ R2n}.
It is well known (see e.g., [37]) that for a convex function H , the subdifferential is
a non-empty convex subset of R2n, and that H is differentiable at x if and only if
∂H(x) is a singleton. Each element of ∂H(x) is called a subgradient of H at x.
Definition 2.6. A generalized closed characteristic on a (possibly singular) convex
hypersurface Σ ⊂ R2n is the image of a piecewise smooth loop γ : S1 → ∂Σ which
satisfies that for every t ∈ S1 one has:
γ˙±(t) ∈ JNΣ(γ(t)). (3)
Here, the loop γ : S1 → R2n is said to be piecewise-smooth if it is continuous, has
left and right derivatives at all points, and there is some zero-measure set F ⊂ S1
such that γ is smooth on S1\F . Moreover, it is not difficult to check that condtion (3)
above is equivalent to the fact that there are vectors u±(t) ∈ J∂(gΣ)α(γ(t)) for some
(any) α ≥ 1 such that γ˙±(t) ||u±(t).
It is worthy to note that in fact the condition γ(S1) ⊂ ∂Σ can be weakened to,
say, γ(0) ∈ ∂Σ, since the assumption on γ˙, together with the fact that γ is periodic,
and that Σ is convex, already implies that γ(t) ∈ ∂Σ for all t, see [30]. Moreover, we
remark that in contrast with characteristics on hypersurfaces with smooth boundary,
where (the image of) two characteristics are either disjoint or coincide, two different
generalized characteristics can intersect.
We are now in a position to describe the extension of Proposition 2.3 to the class
K˜2n. We remark that the proposition below is stated in [30] and proved in [29].
However, as of yet, we did not manage to obtain a copy of [29] and provide an
independent proof in the Appendix.
Proposition 2.7. Let Σ ∈ K˜2n. Then,
c˜
EHZ
(Σ) = min
z∈E
pi
2
∫ 2pi
0
h2Σ(z˙(t))dt = min L˜(Σ), (4)
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where L˜(Σ) is the generalized action spectrum of Σ defined by:
L˜(Σ) = { |A(γ) | ; γ is a generalized closed characteristic on ∂Σ} .
The proofs of Propositions 2.5 and 2.7 go along the same lines as the analogous
proofs in the smooth case. For completeness, we include the details in the Appendix of
this paper. Finally, we conclude this subsection with the following Brunn-Minkowski
type inequality that was proved in [2] for smooth convex bodies.
Theorem 2.8. For any Σ1,Σ2 ∈ K˜2n, one has
c˜
EHZ
(Σ1 + Σ2)
1
2 ≥ c˜
EHZ
(Σ1)
1
2 + c˜
EHZ
(Σ2)
1
2 . (5)
Moreover, equality holds if and only if Σ1 and Σ2 have a pair of capacity carriers
which coincide up to translation and dilation.
Proof of Theorem 2.8. The statement of the theorem was proved in [2] for convex
bodies with smooth boundary. To show (5), it is not hard to check that c˜
EHZ
is
continuous with respect to the Hausdorff metric on K˜2n (see [32], Exercise 12.7),
which immediately implies the inequality for any two convex bodies Σ1,Σ2 ∈ K˜2n.
For the characterization of the equality case, one must follow the proof of Proposition
2.5 for smooth convex bodies from [2] with a power p = 1 in the integrand instead of
p = 2, which carries over verbatim, including the equality case, to the class K˜2n.
2.4 Minkowski billiards
The general study of billiard dynamics in Finsler and Minkowski geometries was initi-
ated in [20] (see also [40]). We remark that from the point of view of geometric optics,
Minkowski billiard trajectories describe the propagation of waves in a homogeneous,
anisotropic medium that contains perfectly reflecting mirrors (see [20]). Below we
focus on the special case of Minkowski billiards in a smooth bounded convex body
K ⊂ Rn. Roughly speaking, we equip K with a Finsler metric given by a certain
norm ‖ · ‖, and consider billiards in K with respect to the geometry induced by ‖ · ‖.
More precisely, let K ⊂ Rnq , and T ⊂ Rnp be two convex bodies with smooth
boundary, and consider the unit cotangent bundle
U∗TK := K × T = {(q, p) | q ∈ K, and gT (p) ≤ 1} ⊂ T ∗Rnq = Rnq × Rnp
Note that when T is centrally symmetric i.e., T = −T , one has gT (x) = ‖x‖T . We
remark that although K and T are smooth convex bodies, their product K × T is a
smooth manifold with corners.
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Motivated by the classical correspondence between closed geodesics in a Rieman-
nian manifold and closed characteristics of its unit cotangent bundle, we now relate
the generalized closed characteristics onK×T with certain billiard trajectories, which
we call (K, T )-billiard trajectories. These are closed billiard trajectories in K when
the bouncing rule is determined by the geometry induced from the body T .
As was explained in the previous subsection, after a standard re-parametrization
argument any closed characteristic Γ on a smooth convex hypersurface ∂Σ ⊂ R2n is
the image of a loop γ : [0, 2pi]→ R2n where γ˙ = dJ∇gΣ(γ), for some constant d. For
K×T one has gK×T (q, p) = max{gK(q), gT (p)}. This leads naturally to the following:
Definition 2.9. A closed (K, T )-billiard trajectory is the image of a piecewise smooth
map γ : S1 → ∂(K × T ) such that for every t /∈ Bγ := {t ∈ S1 | γ(t) ∈ ∂K × ∂T} one
has:
γ˙(t) = dX(γ(t)),
for some positive constant d, and a vector field X given by:
X(q, p) =
{
(−∇gT (p), 0), (q, p) ∈ int(K)× ∂T,
(0,∇gK(q)), (q, p) ∈ ∂K × int(T ).
Moreover, for any t ∈ Bγ, the left and right derivatives of γ(t) exists, and
γ˙±(t) ∈ {α(−∇gT (p), 0) + β(0,∇gK(q)) | α, β ≥ 0, and (α, β) 6= (0, 0)}. (6)
Remark 2.10. Although in Definition 2.9 there is a natural symmetry between the
bodies K and T , in what follows the body K shall play the role of the billiard table,
while T induces the geometry that governs the billiard dynamics in K. It will be
useful to introduce the following notation: Let piq : R
2n → Rnq denote the projection
to the configuration space. For every (K, T )-billiard trajectory γ, the curve piq(γ)
shall be called a T -billiard trajectory in K.
Definition 2.11 (Trajectories classification). A closed (K, T )-billiard trajectory
γ is said to be proper if the set Bγ is finite, i.e., γ is a a broken bicharacteristic that
enters, and instantly exits, the boundary ∂K×∂T at the reflection points. In the case
where Bγ = S1, i.e., γ is travelling solely along the boundary ∂K × ∂T , we say that
γ is a gliding trajectory.
For a proper billiard trajectory, when we follow the flow of the vector field X, we
move in K× ∂T from (q0, p0) to (q1, p0) following the opposite of the outer normal to
∂T at p0. When we hit the boundary ∂K at the point q1, the vector field is changing,
and we start to move in ∂K × T from (q1, p0) to (q1, p1) following the outer normal
to ∂K at the point q1. Next, we move from (q1, p1) to (q2, p1) following the opposite
of the normal to ∂T at p1, and so forth (see Figure 1). Note that the reflection
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w2 = ∇‖q2‖K
w1 = ∇‖q1‖K
q2
q1
q0
K
v1 = ∇‖p1‖T
v0 = ∇‖p0‖T
p0
p2
p1
T
Figure 1: A proper (K, T )-Billiard trajectory.
law described above is a natural variation of the classical one (i.e., equal impact
and reflection angles) when the Euclidean structure on Rnq is replaced by the metric
induced by the norm ‖ · ‖T . Moreover, it is not hard to check that when T = B is the
Euclidean unit ball, the billiard bouncing rule described above is the standard one.
Note moreover that the action of a (K, T )-billiard trajectory γ between two con-
secutive bouncing points, say (q0, p0) at t = 0 and (q1, p0) at t = τ0, is given by
A(q0,p0)→(q1,p0)(γ) =
∫ τ0
0
p(t)q˙(t)dt = p0(q1 − q0),
where gT (p0) = 1, and q1 − q0 = dτ0∇gT (p0). Note that this is also the maximum of
the function p→ p(q1 − q0) on g−1T (1), which by definition equals hT (q1 − q0). When
moving on ∂K × T , the function t → q(t) is constant, and thus the action is zero.
Hence we conclude that the action of a proper (K, T )-billiard trajectory γ with m
bouncing points is given by
A(γ) =
m∑
j=1
hT (qj+1 − qj), (7)
where qi = piq(γ(ti)) are the projections to R
n
q of the bouncing points {γ(ti) | ti ∈ Bγ},
and qm+1 = q1.
The next proposition shows that every (K, T )-billiard trajectory is either a proper
or a gliding trajectory. This result seems to be known in the Euclidean case (see
e.g. [21]). Set
A = {(q, p) ∈ ∂K × ∂T | ∇gT (p) ⊥ ∇gK(q)}.
It is not hard to check that A ⊂ ∂K × ∂T is smooth, and dim(A) = 2n− 3.
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Proposition 2.12. Let K ⊂ Rnq and T ⊂ Rnp be two smooth strictly convex bodies.
Then, every closed (K, T )-billiard trajectory is either a proper trajectory , or a gliding
trajectory. Moreover, if γ is a (K, T )-gliding trajectory, then for every t ∈ S1 one
has γ(t) ∈ A, and
γ˙(t) = (γ˙q(t), γ˙p(t)) = (−α(t)∇gT (γp(t)), β(t)∇gK(γq(t))),
where α and β are two smooth positive functions which satisfy
α(t)
β(t)
=
〈∇2gT (γp(t))∇gK(γq(t)),∇gK(γq(t))〉
〈∇2gK(γq(t))∇gT (γp(t)),∇gT (γp(t))〉 . (8)
The proof of Proposition 2.12 is given in the Appendix of this paper. We are now
in a position to state the theorem on which the results stated in the introduction rely.
Theorem 2.13. Let K ⊂ Rnq and T ⊂ Rnp be two smooth strictly convex bodies. Then
there exists at least one periodic (K, T )-billiard trajectory γ∗ such that
c˜
EHZ
(K × T ) = A(γ∗) = min{A(γ) ; γ is a (K, T ) billiard trajectory}. (9)
Note that from Theorem 2.13 and equation (7) above it follows that c˜
EHZ
(K × T )
is the length, with respect to the support function hT , of the shortest T -billiard
trajectory in K. We denote this number also by ξT (K) := c˜EHZ (K×T ). In particular,
in the case where T = B is the Euclidean unit ball, ξ(K) := c˜
EHZ
(K×B) is the length
of the shortest periodic (Euclidean) billiard trajectory in K. Note that a gliding
trajectory is also considered as a billiard in this paper, in contrast to several other
settings in the literature on billiards.
Proof of Theorem 2.13. Consider the product K × T of two smooth strictly convex
bodies K ⊂ Rnq and T ⊂ Rnp . Note that generalized closed characteristics on the
boundary ∂(K × T ) are exactly (K, T )-billiard trajectories and vice versa. Thus,
equation (9) follows immediately from the combination of Propositions 2.5 and 2.7.
3 Proof of the main results
3.1 Brunn-Minkowski for billiards
Let us first prove the following Minkowski-billiard version of the inequality in Theorem
1.1. Let K1, K2 ⊆ Rnq and T ⊆ Rnp be smooth and strictly convex bodies. Then
ξT (K1 +K2) ≥ ξT (K1) + ξT (K2).
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To prove this, let T1, T2 ⊆ Rnp be smooth convex bodies. From Theorem 2.8, and the
fact that
(K1 +K2)× (T1 + T2) = (K1 × T1) + (K2 × T2)
it follows that:
c˜
EHZ
(
(K1 +K2)× (T1 + T2)
) 1
2 ≥ c˜
EHZ
(K1 × T1) 12 + c˜EHZ(K2 × T2)
1
2 .
Moreover, equality holds if and only if K1 × T1 and K2 × T2 have a pair of capacity
carriers which coincide up to translation and dilation. Let T1 = T2 = T , then, for
any λ ∈ (0, 1) one has
c˜
EHZ
(
(λK1 + (1− λ)K2)× T
) 1
2 ≥ c˜
EHZ
(λK1 × λT ) 12 + c˜EHZ((1− λ)K2 × (1− λ)T )
1
2 .
Using the homogeneity of c˜
EHZ
, the fact that ξT (K) = c˜EHZ(K×T ), and the weighted
arithmetic-geometric mean inequality, we obtain that for λ ∈ (0, 1)
ξT (λK1 + (1− λ)K2) ≥ ξT (K1)λξT (K2)1−λ
In particular, this implies that for K ′1 = λ
−1K1, and K
′
2 = (1− λ)−1K2 one has
ξT (K1 +K2) = ξT (λK
′
1 + (1− λ)K ′2) ≥ ξT (K ′1)λξT (K ′2)1−λ
Next, we choose λ ∈ (0, 1) such that ξT (K ′1) = ξT (K ′2). For this choice of λ we have
ξT (K1 +K2) ≥ ξT (K ′1)λξT (K ′2)1−λ = λξT (K ′1) + (1− λ)ξT (K ′2) = ξT (K1) + ξT (K2).
To conclude, we obtain the following Brunn-Minkowski type inequality for (K, T )-
billiard trajectories:
ξT (K1 +K2) ≥ ξT (K1) + ξT (K2). (10)
In particular, in the Euclidean case where T = B we obtain the inequality in Theorem
1.1 for smooth and strictly convex Ki. The not-strictly convex case follows immedi-
ately from the fact that ξT (K) is continuous with respect to the Hausdorff topology
on the class of convex bodies.
For the equality case in Theorem 1.1, note that equality holds if and only if K1×B
and K2 × B have a pair of capacity carriers γ1, γ2 which coincide up to translation
and dilation. In particular, pip(γi) are Ki-billiard trajectories in B (i = 1, 2) which
coincide up to translation and dilation. It is not hard to check that this is possible
if and only if they coincide, which by duality means that their exists a closed curve
which, up to translation, is a length-minimizing billiard trajectory in both K1 and
K2. This together with (10) completes the proof of Theorem 1.1.
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3.2 Bounding ξ(K) in terms of Vol(K).
The main ingredient we need for the proof of this theorem is the following result
from [1], which provides a dimension-independent bound for a symplectic capacity of
a convex body in terms of its volume radius.
Theorem 3.1. There exists a positive universal constant A0 such that for every even
dimension 2n, any symplectic capacity c, and any convex body Σ ⊂ R2n, one has
c(Σ)
c(B2n)
≤ A0
( Vol(Σ)
Vol(B2n)
) 1
n
,
where B2n is the Euclidean unit ball in R2n.
From Theorem 3.1 it follows that for any two convex bodies K ⊂ Rnq , and T ⊂ Rnp ,
c˜
EHZ
(K × T ) ≤ A1nVol(K) 1nVol(T ) 1n ,
for some positive universal constant A1. In particular, for T = B
n ⊂ Rnp we obtain:
ξ(K) = c˜
EHZ
(K ×B) ≤ A2
√
nVol(K)
1
n ,
for some positive universal constant A2. The proof of Theorem 1.2 is thus complete.
3.3 Bounding ξ(K) in terms of inrad(K).
Let K∗ = 1
2
(K −K) denote the Minkowski symmetral of K i.e., half of the difference
body. From Theorem 1.1 and Theorem 1.5 it follows that:
ξ(K) =
ξ(K) + ξ(−K)
2
≤ ξ(K∗) = 4 inrad(K∗). (11)
Next, in order to compare inrad(K∗) with inrad(K), we shall use a classical result
from convexity (see [38, 39]) which states that for a convex body K, one has
width(K) ≤ (n + 1)inrad(K),
where width(K) is the minimal width of the body K. Combining this inequality with
the (easily verified) fact that width(K∗) = width(K), we conclude that
inrad(K∗) =
1
2
width(K∗) =
1
2
width(K) ≤ (n + 1)
2
inrad(K). (12)
Theorem 1.3 now follows from (11) and (12).
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3.4 Monotonicity property of billiards
As before, we shall prove the monotonicity property in the more general case of
Minkowski billiards. It follows immediately from the fact that c˜
EHZ
is a symplectic
capacity that for any smooth convex bodies K1, K2 ⊂ Rnq , and T1, T2 ⊆ Rnp , such that
K1 × T1 ⊆ K2 × T2, one has cEHZ(K1 × T1) ≤ cEHZ(K2 × T2). This implies that the
length of the shortest periodic T1-billiard trajectory in K1 is less than or equal to the
length of the shortest periodic T2-billiard trajectory in K2; where the lengths of these
trajectories is measured with respect to the gauge functions hT1 , hT2 respectively. In
particular, when T1 = T2 = T , one has ξT (K1) ≤ ξT (K2). The case T = B, where B
is the Euclidean unit ball in Rnp , completes the proof of Proposition 1.4.
4 A gliding-proper dichotomy
Here we prove Propositions 2.12.
Proof of Proposition 2.12. Let γ(t) = (q(t), p(t)), t ∈ S1 be a (K, T )-billiard tra-
jectory, and assume that γ(t0) ∈ ∂K × ∂T for some t0 ∈ S1.
Step I: Assume that γ(t0) ∈ (∂K×∂T ) \A. Then, we claim that there exists ε0 > 0
such that for every 0 < ε < ε0 one has γ(t0 ± ε) /∈ ∂K × ∂T . Indeed, it follows
from (6) that γ has left and right derivatives at t0 and γ˙
±(t0) belong to the positive
cone spanned by (0,∇gK(γq(t0))) and (−∇gT (γp(t0)), 0) i.e., there exists constants
α±, β± such that
γ˙±(t0) = α±(−∇gT (γp(t0)), 0) + β±(0,∇gK(γq(t0))),
where α±, β± ≥ 0 and (α±, β±) 6= (0, 0). In particular, we conclude that for ε > 0:(
γq(t0+ ε), γp(t0+ ε)
)
=
(
γq(t0), γp(t0)
)
+ ε
(−α+∇gT (γp(t0)), β+∇gK(γq(t0)))+ o(ε).
Recall that for a smooth convex body Σ ⊂ Rn, and u ∈ ∂Σ one has 〈v−u,∇gΣ(u)〉 ≤ 0
for every v ∈ Σ. Thus,〈(
γq(t0)− εα+∇gT (γp(t0)) + o(ε)
)− γq(t0),∇gK(γq(t0))〉 ≤ 0,〈(
γp(t0) + εβ+∇gK(γq(t0)) + o(ε)
)− γp(t0),∇gT (γp(t0))〉 ≤ 0,
and hence
εα+〈∇gT (γp(t0)),∇gK(γq(t0))〉 ≥ o(ε),
εβ+〈∇gT (γp(t0)),∇gK(γq(t0))〉 ≤ o(ε).
Dividing by ε and taking the limit as ε→ 0+ we obtain
α+〈∇gT (γp(t0)),∇gK(γq(t0))〉 ≥ 0,
β+〈∇gT (γp(t0)),∇gK(γq(t0))〉 ≤ 0.
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Moreover, a straightforward computation shows that
gK(γq(t0 + ε)) = gK(γq(t0))− εα+〈∇gK(γq(t0)),∇gT (γp(t0))〉+ o(ε)
= 1− εα+〈∇gK(γq(t0)),∇gT (γp(t0))〉+ o(ε),
(13)
and,
gT (γp(t0 + ε)) = 1 + εβ+〈∇gK(γq(t0)),∇gT (γp(t0))〉+ o(ε). (14)
Next, assume without loss of generality that 〈∇gT (γp(t0)),∇gK(γq(t0))〉 > 0 (the
argument applies verbatim in the opposite case). Under this assumption, we see that
β+ = 0. Therefore, by assumption, α+ > 0, and equation (13) implies that for small
enough ε, gK(γq(t0 + ε)) < 1. More precisely there is ε0 > 0 such that γ(t0 + ε) ∈
int(K)×∂T , for all 0 < ε < ε0. A similar argument shows that γ(t0−ε) ∈ ∂K×int(T ),
for 0 < ε < ε0. Thus, we conclude that any (K, T )-billiard trajectory that enters the
boundary ∂K × ∂T at a point not in A must instantly exit the boundary ∂K × ∂T .
Step II: Next we show that a (K, T )-billiard trajectory γ which enters the boundary
∂K × ∂T must do so at a point not in A. Indeed, assume without loss of generality
that γ(t0) = (γq(t0), γp(t0)) ∈ ∂K × int(T ). Then, by definition, there exists ε > 0
such that for every t ∈ [t0, t0 + ε) one has γ˙(t) = (0, d∇gK(γq(t0))), for some positive
constant d, and that at time t0 + ε the trajectory hits the boundary ∂K × ∂T . Since
T is a smooth convex body, and γp(t0 + ε) ∈ ∂T one has (as γp(t0) ∈ int(T )), that
〈γp(t0 + ε)− γp(t0),∇gT (γp(t0 + ε)〉 > 0.
Thus, it follows that εd〈∇gK(γq(t0 + ε)),∇gT (γp(t0 + ε)〉 > 0. This completes the
proof of Step II.
Step III: Toward a contradiction, assume that γ is a (K, T )-billiard trajectory which
intersects A but does not lie exclusively in it. We claim that in such a case the
trajectory must intersect ∂K × ∂T \ A at a sequence of points which converges to a
point in A. Indeed, consider the point γ(tτ ) which is the last (first) point lying in A.
That is, tτ is maximal (minimal) with this property, where we use that the condition
of belonging to A is closed. some point γ(t) where tτ < t < tτ + ε (thus lying outside
of A). Either γ(t) ∈ ∂K × ∂T \ A of γ(t) 6∈ ∂K × ∂T . In the latter case, assume
without loss of generality that γ(t) ∈ int(K) × ∂T . By Step II, there exists a point
tτ < t
′ < t such that γ(t′) ∈ ∂K × ∂T \ A. In both cases we have found a time
tτ < t
′ < tτ + ε such that γ(t
′) ∈ ∂K × ∂T \A. Since this applies for every ε we have
found a sequence ti → tτ such that γ(ti) ∈ ∂K × ∂T \A. We next show that in such
a case one has
∑∞
i=1 |qi+1− qi| <∞, and
∑∞
i=1 |pi+1− pi| <∞, where γ(ti) = (qi, pi).
Indeed, as pk → p we may choose a coordinate system such that every coordinate of
∇gT (p) is non zero. We denote the jth-coordinate of a vector v by vj. Therefore, we
may also assume that (∇gT (pk))j 6= 0 for all k and j. Next we estimate
∞∑
i=1
|qi+1 − qi| ≤
√
n
∞∑
i=1
n∑
j=1
|qji+1 − qji |. (15)
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Since qji+1− qji = Const(∇gT (pi))j it is of constant sign for all i. The right hand side
of (15) is thus a telescopic sum and hence the left hand side of (15) converges.
To arrive at a contradiction, we use a result by P. Gruber (Theorem 2 in [19],
for the planar case see [22]) which states that whenever a convex body is C3 smooth
and has positive Gaussian curvature, there exists no billiard trajectory (qi, pi) for
which the above two series converge. The theorem is proved for the Euclidean case
but the proof can be naturally adjusted to the Minkowski setting. Note that in the
terminology of [19] this means that no trajectory “terminates on the boundary”.
Step IV: Here we prove the second part of Proposition 2.12. From Step I we conclude
that if γ is a gliding trajectory, then γ ∈ A i.e., for every t ∈ S1 one has
γ˙(t) = (γ˙q(t), γ˙p(t)) = (−α(t)∇gT (γp(t)), β(t)∇gK(γq(t))), (16)
where α(t) and β(t) are two smooth positive real functions, and
〈∇gT (γp(t)),∇gK(γq(t))〉 = 0. (17)
Taking the time-derivative of (17) we obtain
〈∇2gT (γp(t))γ˙p(t),∇gK(γq(t))〉+ 〈∇gT (γp(t)),∇2gK(γq(t))γ˙q(t)〉 = 0. (18)
Equality (8) now follows immediately from the combination of (16) and (18). In order
to prove that both α and β are positive, we note that if e.g., α(t) = 0, then by (18)
one get that
β(t)〈∇2gT (γp(t))∇gK(γq(t)),∇gK(γq(t))〉 = 0. (19)
However, the only vector in the kernel of∇2gT (γp(t)) is∇gT (γp(t)) which is orthogonal
to ∇gK(γq(t)). Therefore β(t) = 0. This is in contradiction to the assumption
(α, β) 6= (0, 0). This completes the proof of Proposition 2.12.
5 Appendix
In this section we provide the proofs of Proposition 2.5 and of Proposition 2.7. The
methods are quote similar to those used in the smooth case, and are repeated with
the necessary changes for completeness.
We shall use a bijection between generalized closed characteristics γ on ∂Σ, and
so called weak critical points of the functional
IΣ(z) :=
∫ 2pi
0
h2Σ(z˙(t))dt,
defined on the loop space E . The set Σ ∈ K˜2n will be chosen to be of the form
Σ = K × T . This bijection is very similar to the one defined in [2], however, an
17
adaptation is needed since in [2] only smooth hypersurfaces were considered (and
there was no need to consider weak solutions of the equation for critical points). The
space of weak critical points of the functional IΣ is defined by
E † := {z ∈ E ; there is α ∈ R2n such that IΣ(z)Jz + α ∈ ∂h2Σ(z˙)}.
This can be compared with [2], where the inclusion sign is substituted by equality.
Not surprisingly, it turns out that the minimum of IΣ(z) over the space E is attained
on a weak critical point. This is proved in Lemma 5.2 below. The following lemma,
explains the above mentioned bijection and its properties, is also proven below.
Lemma 5.1. Let Σ ∈ K˜2n. There is a bijection F between the set of generalized
closed characteristics γ on ∂Σ, and the set of elements z ∈ E †. Moreover, under this
bijection, A(γ) = pi
2
IΣ(z), where z = F(γ). In particular, the minimum of IΣ(z) via
this bijection corresponds to the action minimizing generalized closed characteristic.
Proof of Proposition 2.5. It is not hard to check that from the definition of c˜
EHZ
(see Lemma 2.4), and the fact that K2n is dense in K˜2n, it follows that
c˜
EHZ
(Σ) = inf
z∈E
pi
2
∫ 2pi
0
h2Σ(z˙(t))dt. (20)
Thus, to conclude the proof of the proposition it is enough to show that the
infimum on the right hand side of (20) is attained. To show this, we first claim that
the functional IΣ is bounded from below on E , namely, there is a positive constant
α such that IΣ(z) > α for every z ∈ E . The proof of this fact can be found in [25],
Section 1.5 (cf. [2], Step I of Lemma 2.5). Next we show that there is z˜ ∈ E with∫ 2pi
0
h2Σ( ˙˜z(t))dt = inf
z∈E
∫ 2pi
0
h2Σ(z˙(t))dt =: λ˜ > 0.
We follow closely the arguments of Step II in Lemma 2.5 from [2] . Pick a minimizing
sequence zj ∈ E such that
lim
j→∞
∫ 2pi
0
h2Σ(z˙j(t))dt = λ˜.
It follows from Step II of Lemma 2.5 in [2] that there is a constant C > 0 such that
‖zj‖2 ≤ 2pi‖z˙j‖2 ≤ C (21)
Moreover, it was shown ibid that there is a subsequence, also denoted by zj, which
converges both uniformly and weakly in W 1,2(S1,R2n) to an element z∗ ∈ E . Hence,
it is enough to show that z∗ ∈ E is indeed the required minimum. From the convexity
of h2Σ we deduce the point-wise estimate
h2Σ(z˙∗(t))− h2Σ(z˙j(t)) ≤ 〈∂h2Σ(z˙∗(t)), z˙∗(t)− z˙j(t)〉,
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where the inequality hold in the set-theoretical sense, i.e, for any element in the
corresponding subdifferential.
We need to make a measurable choice of elements in ∂h2Σ(z˙∗(t)), and show that
the chosen function belongs to L2(S
1,R2n). It is not hard to check that there exists
some positive constant C for which |∂h2Σ(x)| ≤ C|x| for all x, so that (since z˙∗(t)
belongs to L2(S
1,R2n)) boundedness is not a problem. The fact that there exist a
measurable choice from the subgradient follows from a standard measure theoretic
argument.
For this choice we have∫ 2pi
0
h2Σ(z˙∗(t))dt−
∫ 2pi
0
h2Σ(z˙j(t))dt ≤
∫ 2pi
0
〈∂h2Σ(z˙∗(t)), z˙∗(t)− z˙j(t)〉dt (22)
and the right hand side of inequality (22) tends to zero. Hence,
λ˜ ≤
∫ 2pi
0
h2Σ(z˙∗(t))dt ≤ lim inf
j→∞
∫ 2pi
0
h2Σ(z˙j(t))dt = λ˜,
and we have proved that z∗ is the minimum of IΣ(z) on E .
As was mentioned above, the minimum of IΣ ensured by the above proposition is
in fact attained on a weak critical point, namely, a point z ∈ E †, as we next prove.
Lemma 5.2. Let Σ ∈ K˜2n. For any minimizer z ∈ E of the functional IΣ there is
α ∈ Rn such that IΣ(z)Jz + α ∈ ∂h2Σ(z˙).
Proof. We will show that any minimizer z ∈ E of the functional IΣ (the existence of
which is ensured by Proposition 2.5) satisfies z ∈ E †. To prove this fact, let z ∈ E
be a minimizer of IΣ. Note that addition of a constant (vector) to z does not change
the action nor the functional IΣ. Thus, we may ignore the normalization condition∫ 2pi
0
z(t)dt = 0. We next use some standard tools from non-smooth analysis namely
non-smooth versions of Euler-Lagrange equations and of Lagrange multipliers theory.
It follows from [10] that there are constants α1, α2, not both equal to zero such that
0 ∈ ∂
[∫ 2pi
0
α1h
2
Σ(z˙(t)) + α2〈Jz(t), z˙(t)〉dt
]
.
Here, the subdifferential ∂F , where F : W 1,2(S1,R2n) → R is in the sense of Clarke
(see e.g. [9]). In particular, all directional derivatives (again, in the sense of Clarke)
are non-negative. In what follows, we follow closely the reasoning in the proof of
Theorem 2.2 in [9]. We denote by G(x, y) = α1h
2
Σ(y) + α2〈Jx, y〉. The information
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about directional derivatives can be written as:
0 ≤ lim inf
λ↓0
∫ 2pi
0
G
(
z(t) + λh(t), z˙(t) + λh˙(t)
)−G(z(t), z˙(t))
λ
dt
≤
∫ 2pi
0
lim sup
λ↓0
G
(
z(t) + λh(t), z˙(t) + λh˙(t)
)−G(z(t), z˙(t))
λ
dt
≤
∫ 2pi
0
max
(v1,v2)∈∂G(z(t),z˙(t))
(
h(t)v1 + h˙(t)v2
)
dt
= max
A
∫ 2pi
0
(
h(t)v1(t) + h˙(t)v2(t)
)
dt,
where the last maximum is taken over the set A of all measurable selections (v1(t), v2(t)) ∈
∂G(z(t), z˙(t)). From this one concludes (as h = 0 is a valid test function) that
min
h∈W 1,2(S1,R2n)
max
A
∫ 2pi
0
(
h(t)v1(t) + h˙(t)v2(t)
)
dt = 0.
As in [9], we invoke a min-max theorem from [11] to switch the minimum and the
maximum, thus conclude that there is some element (v1(t), v2(t)) ∈ A for which∫ 2pi
0
(
h(t)v1(t) + h˙(t)v2(t)
)
dt ≥ 0,
for all h ∈ W 1,2(S1,R2n). From linearity in (h, h˙) the above expression must vanish
for all h ∈ W 1,2(S1,R2n). We next compute ∂G:
∂G(x, y) =
(−α2Jy, α1∂h2Σ(y) + α2Jx) .
Therefore v1(t) = −α2Jz˙(t) and v2(t) ∈ α1∂h2Σ(z˙(t)) +α2Jz(t). The above argument
implies that for all h ∈ W 1,2(S1,R2n) one has∫ 2pi
0
(
−α2h(t) · Jz˙(t) + h˙(t) · (α1η(t) + α2Jz(t))
)
dt = 0, (23)
for some η(t) ∈ ∂h2Σ(z˙(t)). Using integration by parts, one rewrites this as∫ 2pi
0
h˙(t) · (α1η(t) + 2α2Jz(t))dt = 0.
Since this equality holds for every h ∈ W 1,2(S1,R2n), one concludes that there is some
constant vector α for which
α1η(t) + 2α2Jz(t) = α.
Note that that α1 6= 0 (as expression (23) is linear in α2), and hence the above
equation can be restated as: for some constants µ ∈ R and α ∈ R2n one has
α + µJz ∈ ∂h2Σ(z˙).
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Moreover, it follows from the Euler formula (see [16]) that
IΣ(z) =
∫ 2pi
0
h2Σ(z˙(t))dt =
1
2
∫ 2pi
0
〈∂h2Σ(z˙(t)), z˙(t)〉dt =
µ
2
∫ 2pi
0
〈Jz(t), z˙(t)〉dt = µ.
This shows that z ∈ E †, and the proof of Lemma 5.2 is now complete.
We next prove Lemma 5.1, which was mentioned at the beginning of the appendix.
Proof of Lemma 5.1. To define the mapping F , let z ∈ E such that
∂h2Σ(z˙) ∋ λJ z + α, (24)
for some vector α and λ = IΣ(z). We will use the Legendre transform in order
to define an affine linear image of z which is a generalized closed characteristic on
the boundary ∂Σ, which we will then define as F−1(z). Recall that the Legendre
transform is defined as follows: For f : Rn → R, one defines
Lf(y) = sup
x∈Rn
[〈y, x〉 − f(x)], ∀y ∈ Rn.
It is not hard to check that (L(h2Σ))(v) = 4−1h2Σ◦(v), where Σ◦ is the polar body of
Σ. Note that h2Σ◦ is a defining function of Σ (that is, Σ is its 1-level set) which is
homogeneous of degree 2. After applying the Legendre transform and using the fact
that v = ∂h2Σ(u) is inverted point-wise (as a multivalued function) by u = ∂Lh2Σ(v)
(see e.g., [36] Corollary 23.5.1) equation (24) becomes:
z˙ ∈ 4−1∂h2Σ◦(λJ z + α) = ∂h2Σ◦
(
4−1(λJ z + α)
)
.
Next, let
γ = κ
(
4−1(λJ z + α)
)
(25)
where κ is a positive normalization constant which we will readily choose. Differen-
tiating (25) we see that γ satisfies the following:
γ˙ ∈ κ 4−1λ J∂h2Σ◦(γ/κ) = 4−1 λJ∂h2Σ◦(γ).
Since we ask γ ∈ ∂Σ we need to choose κ such that γ lie in the energy level h2Σ◦ = 1.
Since h2Σ◦ is homogeneous of degree 2 we obtain from Euler’s formula (see [16]) that
1
2pi
∫ 2pi
0
h2Σ◦(γ(t))dt =
1
4pi
∫ 2pi
0
〈∂h2Σ◦(γ(t)), γ(t)〉dt = −
1
piλ
∫ 2pi
0
〈Jγ˙(t), γ(t)〉dt
=
κ2
16piλ
∫ 2pi
0
〈λz˙(t), λJz(t) + α〉dt = κ
2λ
8pi
,
which is equal to 1 if we choose κ = (8pi/λ)
1
2 . For this value of κ one has that
γ =
( pi
2λ
) 1
2
(
λJz + α
)
, (26)
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is a generalized closed characteristic on ∂Σ. This γ we denote by F−1(z). Before
we turn to show that this mapping is invertible, we first derive the relation between
A(γ) and λ = IΣ(z). Using Euler’s formula, and the above value of κ one has:
A(γ) = 1
2
∫ 2pi
0
〈−Jγ˙(t), γ(t)〉dt = κ
2
32
λ2
∫ 2pi
0
〈z˙(t), Jz(t) + α
λ
〉dt = piλ
2
=
pi
2
IΣ(z).
In order to show that the map F−1 is indeed one-to-one and onto, we now define F .
We start with a generalized closed characteristic on ∂Σ which is the image of a loop
γ where γ : [0, 2pi]→ R2n and γ˙ ∈ dJ∂h2Σ◦(γ), for some constant d. Next, we define
F(γ) = J−1
(
(2pid)−1/2
(
γ − 1
2pi
∫ 2pi
0
γ(t)dt
))
,
and set z = F(γ). It is easy to check that ∫ 2pi
0
z(t)dt = 0. The fact that z ∈
W 1,2(S1,R2n) follows from the boundedness of γ (as Image(γ) ∈ ∂Σ is bounded) and
the following argument: since z˙ ∈ C1∂h2Σ◦(γ) for some constant C1, and |∂h2Σ◦(x)| ≤
C2|x| for some constant C2 (again, in the set-theoretical sense), we conclude that for
some constants C3 ∫ 2pi
0
|z˙(t)|2dt ≤ C3
∫ 2pi
0
|γ(t)|2dt <∞.
Moreover, a direct computation shows that:
A(z) = 1
2
∫ 2pi
0
〈z˙(t), Jz(t)〉dt = 1
2
(pid2)−1
∫ 2pi
0
〈J−1γ˙(t), γ(t)〉dt
=
1
2
(pid2)−1
∫ 2pi
0
〈d∂h2Σ◦(γ(t)), γ(t)〉dt =
1
2pi
∫ 2pi
0
h2Σ◦(γ(t)) = 1,
where the next to last inequality follows from Euler’s formula. Finally, note that
z˙ = (pid2)−
1
2J−1γ˙ ∈ (pid2)− 12d∂h2Σ◦(γ) = (pid2)−
1
2d∂h2Σ◦
(
(pid2)
1
2Jz +
1
2pi
∫ 2pi
0
γ(t)dt
)
.
Using the Legendre transform as before we get that
∂h2Σ(z˙) ∋ λJz + α,
where α ∈ R2n and λ ∈ R are constants. From the homogeneity of h2Σ we conclude:
IΣ(z) =
∫ 2pi
0
h2Σ(z˙(t))dt =
1
2
∫ 2pi
0
〈∂h2Σ(z˙(t)), z˙(t)〉dt =
λ
2
∫ 2pi
0
〈Jz(t), z˙(t)〉dt = λ.
A straightforward computation shows (we omit the details) that for γ and z as above
one has F−1F(γ) = γ and FF−1(z) = z.
To complete the proof of the lemma, we use Lemma 5.2 which implies that the
minimum of IΣ(z) is attained on a weak critical point and thus its corresponding
generalized closed characteristic must be an action minimzer. The proof of the lemma
is now complete.
22
Proof of Proposition 2.7. Note that the equality on the left hand side of (4) fol-
lows from Proposition 2.5. Combining this fact with Lemma 5.1 we conclude that:
c˜
EHZ
(Σ) ≤ min
z∈E†
pi
2
IΣ(z) = min L˜(Σ),
and since the minimum is attained on a weak critical point by Lemma 5.2, the proof
of the proposition is now complete.
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