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una nocio´n de proceso puntual
en tiempo discreto
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Resumen
Luego de sen˜alar las dificultades de la teor´ıa cla´sica en el tratamiento de los procesos
puntuales sobre la recta, se da una nocio´n de proceso puntual en tiempo discreto cuya
definicio´n reposa sobre conceptos del ana´lisis no standard. Este proceso se asemeja al
de una sucesio´n finita de variables de Bernoulli indexadas por el tiempo. Se expone una
breve teor´ıa sobre estos procesos, y se establece el nexo con los procesos puntuales del
tipo cla´sico. El marco de referencia es la versio´n de la “Internal Set Theory”.
1 Introduccio´n
En gran variedad de campos de la ciencia es usual la introduccio´n de modelos estoca´sticos
donde los datos observables los constituyen una sucesio´n de tiempos aleatorios, cada tiempo
correspondiendo a la ocurrencia de un evento. Algunos ejemplos pueden ser la deteccio´n
de fotones en la teor´ıa de telecomunicaciones, el comportamiento de las colas en redes de
computadoras o inventarios, o la emisio´n de part´ıculas en los feno´menos radioactivos. Estos
modelos reciben el nombre de procesos estoca´sticos puntuales sobre la recta o tambie´n de
procesos de conteo, denominaciones que se justifican ya que la sucesio´n de eventos puede
verse ya sea como una sucesio´n de puntos sobre la recta del tiempo o bien como una coleccio´n
de variables indexadas por el tiempo que cuentan el nu´mero de eventos ocurridos en cada
intervalo de tiempo.
Podemos precisar mejor estas ideas, y suponiendo que las observaciones se realizan a
partir del tiempo 0, un proceso puntual sobre la recta se puede ver como una sucesio´n
creciente (Tn, n ∈ N) de variables positivas (tiempos de ocurrencia de los eventos) o
como el proceso estoca´stico N = (Nt, t ∈ [0,∞)) en tiempo continuo, donde Nt ser´ıa
card{n : 0 ≤ Tn ≤ t}. Es claro que la sucesio´n (Tn, n ∈ N) determina el proceso N y
rec´ıprocamente.
Las teor´ıas matema´ticas que sustentan el estudio de estos procesos pueden clasificarse
en dos tipos: las que se centran en el estudio de los momentos, y las que se sirven del
me´todo de martingalas (me´todo dina´mico). De ellas, la ma´s cla´sica es la primera, mientras
que la segunda echa mano de la llamada intensidad estoca´stica, que resume en un instante
dado el potencial para generar un evento en el futuro pro´ximo. El me´todo de martingalas
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permite en particular el empleo de las te´cnicas del ca´lculo estoca´stico. El examen atento
de estas teor´ıas nos muestra que dificultades muy delicadas de orden conceptual no tardan
en presentarse a medida que profundizamos en ellas. As´ı por ejemplo, la fundamentacio´n
rigurosa de la intensidad estoca´stica se establece en el marco de la llamada “Teor´ıa general
de procesos”, cuya primera asimilacio´n no es nada inmediata. Los procesos puntuales siendo
de una estructura muy sencilla, cabe preguntarse si no existe un modo de representarlos
que simplifique de alguna manera su estudio.
En este trabajo, se busca una representacio´n de tipo binario para procesos puntuales
cla´sicos que satisfacen ciertas condiciones, usando para ello los razonamientos del ana´lisis
no standard (ANS), y se deriva de esta representacio´n la nocio´n de proceso puntual en
tiempo discreto. En la u´ltima seccio´n se discute el intere´s que tendr´ıa la teor´ıa de procesos
puntuales en tiempo discreto para el estudio de los procesos cla´sicos.
El marco formal adoptado para el ana´lisis no standard es el de la “Internal Set Theory”
(IST), cuya exposicio´n general puede hallarse en [2]. Se usara´ la terminolog´ıa y notacio´n
standard siguientes: un nu´mero real x es infinitesimal si |x| ≤ a para todo a > 0 standard.
Es llamado ilimitado si |x| > a para todo real a standard. Si x, y son reales denotamos:
x ≈ y si x− y es infinitesimal, x ≈ ∞ si x es ilimitado, x∞ si x no es ilimitado positivo.
2 Representacio´n binaria de un proceso puntual standard
Una idea simplificadora para el estudio de dichos procesos es la siguiente: supongamos
que el proceso puntual es no explosivo, es decir que para todo t ∈ IR+ se tiene Nt < ∞
c.s. (lo que equivale a que la sucesio´n (Tn, n ∈ N) diverja al infinito). Entonces bajo
esta hipo´tesis es fa´cil ver que para cada realizacio´n ω del proceso puntual y cada t ∈ IR+
existe una particio´n Π(ω), no u´nica, del intervalo [0, t], tal que en cada intervalo [ti, ti+1[
de Π(ω) solo uno de los eventos Tn ocurre. Esto equivale a que los incrementos Nti+1 −Nti
(que denotamos por dNi) valgan todos 0 o´ 1 para la realizacio´n ω considerada. Como esta
propiedad es preservada si se refina la particio´n Π(ω), se deduce que para un proceso con
un nu´mero finito de realizaciones existe una particio´n Π de [0, t] con la siguiente propiedad:
para todas las realizaciones del proceso puntual los incrementos dNi valen todos 0 o´ 1. De
esto se obtiene que el proceso puntual se puede representar como una sucesio´n finita de
variables de Bernoulli indexadas por el tiempo, que llamaremos representacio´n binaria del
proceso puntual.
Desgraciadamente con el razonamiento anterior es imposible en la mayor´ıa de los casos
asegurar una representacio´n binaria dado que el nu´mero de realizaciones de un proceso
puntual es en general infinito (por ejemplo el de Poisson). Podemos sin embargo rescatar
esta idea recurriendo al razonamiento no standard. Llamaremos una particio´n Π de [0, t] un
casi intervalo si cualesquiera puntos ti, ti+1 de Π adyacentes son infinitamente cercanos. Un
casi intervalo es pues un conjunto no standard y su cardinalidad es ilimitada si el intervalo
[0, t] es standard. Se recuerda que en la IST todo objeto definido mediante una fo´rmula
interna con todas las constantes standard es standard.
Teorema 1 (Representacio´n binaria no standard): Sea un proceso puntual N standard no
explosivo definido en un espacio standard, y un intervalo standard [0, t]. Existe entonces
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una representacio´n binaria de N definida por un casi intervalo Π de [0, t], salvo en un evento
de probabilidad infinitesimal. Π contiene adema´s todos los reales standard de [0, t].
Demostracio´n: Basta suponer que N no es casi siempre igual al proceso constante 0.
Para cada entero n consideremos la particio´n regular Πn de [0, t] constituida por los puntos
ti,n = i ∗ t/n, i = 0, . . . , n. De la hipo´tesis de no explosio´n se obtiene:
Mn = max
i=0,...,n−1
dNi,n n−→∞ −→ 1 o´ 0, casi siempre.
Si la sucesio´n de estos ma´ximos tiende a 0, es constante e igual a 0. En el evento H donde
e´sta converge a 1, de probabilidad no nula, hay convergencia en probabilidad (con respecto
a la probabilidad condicional P (|H)). Pero siendo adema´s una sucesio´n de enteros se tiene
:
P (Mn > 1|H) ≤ P (|Mn − 1| ≥ 1/2|H)n−→∞ −→ 0.
En resumen obtenemos: P (Mn > 1)n−→∞ −→ 0. Sea ahora la sucesio´n standard
(bn)n∈IN : bn = P (Mn > 1). De la interpretacio´n no standard de la convergencia a 0 de
una sucesio´n standard se tiene: bn ≈ 0 para n ilimitado. Sea n ilimitado y consideremos
el evento F = {Mn > 1}. Entonces P (F ) ≈ 0, y fuera de F todos los incrementos dNi,n
son menores o iguales a 1, es decir 0 o´ 1. Basta tomar entonces Π como el casi intervalo de
[0, t] definido por una particio´n regular Πn no standard cualquiera. Como todos los reales
standard de [0, t] esta´n contenidos en un conjunto finito C (principio de idealizacio´n), el
u´ltimo resultado del teorema se obtiene con el refinamiento de Πn y C, que no altera la
representacio´n binaria.
Una de las consecuencias importantes del teorema anterior es la siguiente: sea F el evento
de probabilidad infinitesimal mencionado en el teorema 1 y Π el casi intervalo asociado a la
representacio´n binaria de N . Entonces definimos un proceso N ′, indexado por los puntos
de Π, por:
N ′t = Nt para t ∈ Π, ω ∈ F ; N
′ = 0 en F.
El proceso N ′ solo posee un nu´mero finito de realizaciones puesto que los incrementos de
N ′ en Π, dN ′i , pertenecen a {0,1} y que Π es finito. Por lo tanto puede verse como definido
en un espacio finito de probabilidades. Llamamos a N ′ proceso aledan˜o a N . (La definicio´n
adoptada aqu´ı para proceso aledan˜o es un poco ma´s fuerte que la presentada en [3] bajo el
nombre de nearby process). Este proceso es un ejemplo de lo que llamaremos en lo sucesivo
procesos puntuales en tiempo discreto, que es una clase de procesos finitamente indexados
y definidos en un espacio de probabilidad finito. El intere´s de la teor´ıa de los espacios de
probabilidad finitos ha sido objeto de estudio en la literatura no standard y uno de nuestros
objetivos es buscar una teor´ıa en espacios finitos para procesos puntuales con una nocio´n
adecuada para dichos procesos.
3 Esbozo de una teor´ıa de procesos puntuales en tiempo dis-
creto
Nos situamos en un espacio finito de probabilidades (Ω, P ) provisto de una filtracio´n F =
(Ft∈T ), donde Π es un casi intervalo con punto inicial 0 y final b. Para cada t ∈ Π − {b}
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denotamos por t+ dt el punto de Π ma´s pro´ximo superior a t.
De la discusio´n hecha en la seccio´n podemos desprender una nocio´n sobre una clase de
procesos en (Ω, P ). Llamaremos proceso puntual en tiempo discreto sobre (Π,Ω), indexado
por Π, un proceso N tal que para t ∈ Π − {b} : dNt = Nt+dt − Nt ∈ {0, 1} y N0 = 0. Se
supondra´ adema´s que N es un proceso adaptado a la filtracio´n F , es decir Nt es elemento
de Ft para todo t en Π. Siendo Nt la suma de incrementos de la forma dNs, los valores que
toma N son siempre enteros.
El intere´s por desarrollar una teor´ıa (o ma´s bien un esbozo) para esta clase de procesos
se justifica en gran parte por no hallar mencio´n de esta nueva nocio´n en la literatura de la
matema´tica no standard, a no ser por ciertos intentos de sistematizar en te´rminos finitistas
el llamado proceso de Poisson (a este proceso me referire´ posteriormente) y que pueden
hallarse en el libro de Stroyan y Bayod, [4]. Presento entonces aqu´ı un esbozo de una teor´ıa
general, para lo cual me apoyare´ en los resultados obtenidos por Nelson sobre procesos
estoca´sticos en espacios finitos, y que pueden hallarse en [3]. Es de aclarar tambie´n que
esta seccio´n puede leerse independientemente de la seccio´n 1.
Si definimos un proceso Y por: dYt = E[dNt |Ft], Y0 = 0, deducimos una descom-
posicio´n aditiva de N de la forma: N = Y + Z, siendo Z una F -martingala. Llamamos Y
F -compensador previsible de N y lo denotamos Np. Si la filtracio´n F esta´ sobreentendida
se dira´ simplemente compensador de N . De la misma manera el proceso cuyo incremento
en t se escribe dNp(t)/dt, se denominara´ intensidad (o F-intensidad) de N . Es de observar
que todos estos conceptos dependen de la filtracio´n F .
Propiedades del compensador previsible:
a) dNpt ≤ 1, para todo t ∈ Π− {b},
b) si X es un proceso F -adaptado, el proceso denotado X ∗ (N − Np) y definido por:
X ∗ (N −Np)0 = 0 y d(X ∗ (N −N
p))t = Xt(dNt − dN
p
t ), es una F-martingala nula
en 0.
La propiedad a) se deduce de que dNt ≤ 1, y de que la esperanza condicional preserva
el orden. La propiedad b) es una consecuencia inmediata de las propiedades de una integral
estoca´stica ([3][ca´p 9]), con respecto a una martingala en un casi intervalo. En efecto,
por definicio´n N − Np es una F-martingala nula en 0, y la definicio´n de X ∗ (N − Np),
como anteriormente, corresponde a la definicio´n de integral estoca´stica con respecto a la
martingala N −Np.
Sean dos filtraciones F,F ′ definidas por un casi intervalo Π y un proceso puntual en
tiempo discreto N adaptado a ambas. Supongamos que Ft ⊂ F
′
t para todo t ∈ Π. Sea h
(resp. h′) la F -intensidad de N , (resp. la F ′-intensidad de N). Es una consecuencia del
doble condicionamiento con respecto a a´lgebras que :
h(t)dt = E[dN(t)|Ft] = E[E[dN(t)|F
′
t ]|Ft] = E[h
′(t)dt|Ft] = E[h
′(t)|Ft]dt
y dividiendo entre dt obtenemos la igualdad: E[h′(t)|Ft] = h(t). Obtenemos :
Proposicio´n 1 Si h (resp. h′) es la F -intensidad de N , (resp. la F ′-intensidad de N)
entonces: E[h′(t)|Ft] = h(t).
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Dado un proceso puntual en tiempo discreto N , decimos que t ∈ Π es una discontinuidad
fija de N si N no es c.s. continua en t. Segu´n un resultado de la teor´ıa de los espacios
finitos la propiedad “casi siempre N es continuo en t” es equivalente a:
para todo r  0, y h ≈ 0 : P ( max
|s−t|≤h
|Ns −Nt| ≥ r) ≈ 0
([3, ca´p. 7]. Dado que N es creciente lo anterior equivale a :
para todo r  0, y h ≈ 0 : P (|Nant(t+h) −Nt| ≥ r o´ |Nsuc(t−h) −Nt| ≥ r) ≈ 0
donde ant(u) (resp. suc(u)), denota el punto de Π ma´s cercano superior a u (resp. ma´s
cercano inferior a u). En el teorema que sigue se da una condicio´n suficiente para que N
sea c.s. continua en t.
Teorema 2 Sea I la funcio´n en Π definida por I(t) = E(Nt). Entonces N es continua en
t c.s. si I es continua en t.
Demostracio´n: Para el primer aserto, y segu´n la caracterizacio´n anterior, basta demostrar
para r 0 y h ≈ 0 que:
P (|Nant(t+h) −Nt| ≥ r) ≈ 0, P (|Nsuc(t−h) −Nt| ≥ r) ≈ 0.
Sea u = ant(t+ h). Entonces u ≥ t, u ∈ Π. Como Nu −Nt es positiva con valores enteros,
el evento {|Nu −Nt| ≥ r} coincide con {Nu −Nt ≥ 1}. Pero
P ({Nu −Nt ≥ 1}) ≤ E(Nu −Nt) ≈ 0,
lo que demuestra la primera relacio´n. De manera ana´loga se deduce la otra.
Para las nociones que introduciremos a continuacio´n utilizaremos algunos resultados es-
peciales que se encuentran en el ape´ndice de este trabajo. Por A se denotara´ una suba´lgebra
de F0. Un proceso puntual N en tiempo discreto F -adaptado sobre Ω se dice de incrementos
condicionalmente independientes con respecto a A, si para todo s ∈ Π − {b} el incremento
dNs es A-independiente de Fs. Abreviamos diciendo que N es IIF//A. Para un tal proceso
N se tiene entonces:
E[ dNs|Fs ] = EA[ dNs ], para todo s ∈ Π− {b}.
De e´sto resulta que el F -compensador previsible de N esta´ determinado por una F -
intensidad cuyos incrementos son todos variables de A. Se tiene adema´s: Npt = EA[Nt].
Rec´ıprocamente, si el F-compensador de Np de N es de la forma Npt = EA[Nt], entonces N
es un IIF//A; en efecto la variable dNt tiene valores 0 o´ 1 y cumple la relacio´n E(dNt|Fs) =
E(dNt|A), y el resultado se deduce del lema 2 del ape´ndice.
Si el a´lgebra A es la trivial, entonces en la definicio´n anterior la esperanza con respecto
a A coincide con la esperanza E no condicionada y por lo tanto:
E[dNs|Fs] = E[dNs], para todo s ∈ Π− {b}.
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En este caso se dice simplemente que N es de incrementos independientes con respecto
a F , propiedad que se abreviara´ por IIF . Para un IIF , el compensador F -previsible y la
F -intensidad de N son determin´ısticos. En este caso Npt = E[Nt].
Como es sabido para una variable aleatoria positiva X la condicio´n “X ≈ ∞ c.s.”
implica “E(X) ≈ ∞”, mientras que “E(X)∞” implica “X ∞ c.s.”. En el caso de un
proceso IIF estas condiciones resultan equivalentes como se enuncia a continuacio´n:
Teorema 3 Sea N un IIF . Entonces para u, t ∈ Π, u > t:
a) E(Nu −Nt) ≈ ∞ si y solo si Nu −Nt ∞ c.s.
b) E(Nu −Nt)∞ si y solo si Nu −Nt ∞ c.s.
Demostracio´n: Sea Π(t, u) el conjunto finito {s ∈ Π : t ≤ s < u} y consideremos la
sucesio´n de eventos As = {dNs = 1}, s ∈ Π(t, u), que son independientes en conjunto.
Entonces:
E(Nu −Nt) =
∑
s∈Π(t,u)
P (As).
Ahora bien, las variables dNs siendo binarias, para cada ω ∈ Ω el nu´mero K(w) de s ∈
Π(t, u) tales que ω ∈ As coincide con Nu−Nt, y los asertos a) y b) se deducen de la versio´n
cardinal del teorema de Borel-Cantelli (ver [3, ca´p. 7], para una demostracio´n no standard
de dicho teorema).
Entre los procesos puntuales con la propiedad de incrementos condicionalmente indepen-
dientes se destacan los procesos de Poisson dobles: decimos que N IIF//A es doblemente
de Poisson si para t ∈ Π, casi siempre N es continuo en t, o en otras palabras N no
posee discontinuidades fijas. Si N es un IIF se dira´ simplemente que es de Poisson si
la propiedad anterior se cumple. Adema´s entre los procesos de Poisson cabe destacar los
llamados homoge´neos: son aque´llos para los cuales el incremento del compensador Np se
escribe: dNp(t) = λ dt, donde λ es una constante positiva. La F -intensidad de un proceso
de Poisson homoge´neo es pues un proceso constante en Π.
En el teorema que sigue se da para el caso de un IIF una condicio´n necesaria y suficiente
para la ausencia de discontinuidad fija que completa el resultado general del teorema 2:
Teorema 4 Sea N un IIF e I la funcio´n en Π definida por I(t) = E(Nt). Entonces N es
continua en t c.s. si y solo si I es continua en t.
Demostracio´n: La condicio´n necesaria resulta del teorema 2. Demostremos que es sufi-
ciente en el caso de un IIF . Sea u ≈ t, u ∈ Π, y supongamos u > t, y sea Π(t, u) como en
la prueba del teorema 3. Consideremos la sucesio´n de eventos As = {dNs = 1}, s ∈ Π(t, u),
independientes en conjunto pues N es IIF . Entonces se tiene:
(∗) : E(Nu −Nt) =
∑
t≤s<u
E(dNs) =
∑
s∈Π(t,u)
P (As).
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Si N es c.s. continua en t, entonces P (Nu − Nt = 0) ≈ 1. Pero por otro lado
{Nu −Nt = 0} =
⋂
s∈Π(t,u)A
c
s, y tomando probabilidades tendremos :
1 ≈ P{Nu −Nt = 0} = P
( ⋂
s∈Π(t,u)
Asc
)
= Πs∈Π(t,u)(1− P (As)) ≤ exp
(
−
∑
s∈Π(t,u)
P (As)
)
dado que 1− x ≤ exp(−x). Las desigualdades anteriores implican que
∑
s∈Π(t,u)
P (As) ≈ 0
y segu´n (*) que E(Nu −Nt) ≈ 0, es decir la continuidad de I en t.
Del teorema 2 y el anterior se deduce el corolario:
Corolario 1
a) Si N es un IIF su compensador, es continuo en Π si y solo si N es de Poisson.
b) Si N es de Poisson homoge´neo de intensidad λ, entonces para u, t ∈ Π, u > t, se
cumple:
Nu −Nt ≈ ∞ c.s. si y solo si λ(u− t) ≈ ∞,
Nu −Nt ∞ c.s. si λ(u− t)∞.
4 Objetivos de una teor´ıa de procesos puntuales en tiempo
discreto
En el bosquejo de teor´ıa de la seccio´n anterior me he limitado a mencionar solo unos cuantos
resultados que pueden dar una idea de su futuro desarrollo. Es conveniente ahora sen˜alar
algunos aspectos de intere´s de esta teor´ıa en relacio´n con el estudio de los ana´logos en
tiempo continuo.
Si se desea establecer un teorema sobre procesos puntuales, cla´sico ana´logo a uno de los
de en tiempo discreto, la manera general de proceder ser´ıa la siguiente. Siendo un teorema
cla´sico, es un enunciado interno y basta suponer que es cierto para procesos standard en
espacios standard, todas las dema´s constantes siendo standard. Es el axioma del transfer.
Para un tal proceso existe, segu´n el teorema 1, uno en tiempo discreto que es aledan˜o
(“nearby process”). Si para el proceso aledan˜o el teorema ana´logo en espacios finitos existe
y si las hipo´tesis y conclusiones son equivalentes a las del teorema cla´sico, entonces queda
demostrado el teorema cla´sico.
Podemos ilustrar esta idea con el teorema 2 de la seccio´n 2: se busca su ana´logo cla´sico
para lo cual la nocio´n de continuidad casi segura en un punto es la dada en la teor´ıa cla´sica.
Basta probarlo para un proceso standard, en intervalos standard, y el punto t standard. Se
considera su proceso aledan˜o N ′, puntual en tiempo discreto. La funcio´n I ′(t) = E′(N ′t) es
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aledan˜a a I(t) = E(Nt) en el casi intervalo Π de definicio´n. Segu´n el teorema A.7 en [3]: I
es casi siempre continua en t si y solo si I ′ es c.s. continua en t, N es casi siempre continua
en t si y solo si N ′ es c.s. continua en t. De acuerdo a lo antes mencionado el teorema 2
cla´sico queda probado.
Al seguir los pasos de este procedimiento es necesario usar los teoremas de equivalencia
de propiedades anal´ıticas y de propiedades probabil´ısticas entre procesos standard y sus
aledan˜os, algunas de las cuales se pueden encontrar en el ape´ndice de [3].
La breve teor´ıa sobre procesos puntuales en tiempo discreto se ha presentado en la forma
ma´s autocontenida posible, pues recurre unicamente a los espacios finitos de probabilidades
y a las te´cnicas del ana´lisis no standard. En este sentido seguimos el planteamiento de
Nelson sobre el papel del ana´lisis no standard en matema´ticas: “una teor´ıa elemental (sobre
espacios finitos), posee el mismo contenido cient´ıfico que la teor´ıa convencional”. Si esta tesis
es va´lida, entonces las ideas desarrolladas en este trabajo podr´ıan servir de teor´ıa alternativa
sobre los procesos puntuales con las ventajas que ofrece los razonamientos finitistas.
Algunas discusiones sobre procesos puntuales segu´n el enfoque no standard pueden hal-
larse tambie´n en [4], pero siguiendo el punto de vista de las superestructuras.
Ape´ndice: Complementos sobre a´lgebras e independencia condi-
cional
Los resultados de este ape´ndice pueden probarse en el marco de un espacio finito de una
manera mucho ma´s sencilla que en la teor´ıa general, y por esta razo´n me limito a enunciarlos
dejando al lector su prueba (a excepcio´n del lema 2). Para las pruebas cla´sicas puede
consultarse [1], en su ape´ndice.
La nocio´n siguiente extiende la nocio´n de independencia entre variables: dada una
a´lgebra A se dice que las a´lgebras A1, . . . , An son independientes con respecto a A, o A-
independientes, si para toda X1 ∈ A1, . . . ,Xn ∈ An se tiene:
EA(X1 . . . Xn) = EA(X1) · · ·EA(Xn). Si el a´lgebra A es la trivial, en la definicio´n anterior
la esperanza con respecto a A coincide con E y se habla simplemente de independencia.
Cuando n = 2 y A1 es el a´lgebra generada por una variable X, se dice que X y A2 son
A-independientes si A1, A2 son A-independientes.
Proposicio´n 2 Sea una a´lgebra A que es suba´lgebra de An. Entonces A1, . . . , An son A-
independientes si y so´lo si para toda X1 ∈ A1, . . . ,Xn−1 ∈ An−1 :
EA(n)(X1 . . . Xn−1) = EA(X1) · · ·EA(Xn− 1).
Lema 1 (asociatividad de la independencia condicional) Sean A1, A2, . . . , An a´lgebras A-
independientes. Sea I un conjunto de ı´ndices de {1, . . . , n} y J es el complementario de
I. Sea C el a´lgebra engendrada por (Ai, i ∈ I) y D el a´lgebra engendrada por (Aj , j ∈ J).
Entonces C y D son A-independientes.
Lema 2 Si X es una variable binaria tal que E(X|F ) = E(X|A), A siendo suba´lgebra de
F , entonces X es A-independiente de F .
una nocio´n de proceso puntual en tiempo discreto 25
Demostracio´n: Si f esta´ definida en {0, 1}, podemos escribir:
E(f(X)|F ) = f(1)E(X|F ) + f(0)(1−E(X|F )). Siendo esta variable elemento de A, se de-
duce que f(X) es A-independiente de F (proposicio´n 1 del ape´ndice), de donde el resultado
buscado.
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