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DOMINATION IN DESIGNS
FELIX GOLDBERG, DEEPAK RAJENDRAPRASAD, AND ROGERS MATHEW
Abstract. We commence the study of domination in the incidence graphs of combi-
natorial designs. Let D be a combinatorial design and denote by γ(D) the domination
number of the incidence (Levy) graph of D. We obtain a number of results about the
domination numbers of various kinds of designs.
For instance, a finite projective plane of order n, which is a symmetric (n2 + n +
1, n+1, 1)-design, has γ = 2n. We study at depth the domination numbers of Steiner
systems and in particular of Steiner triple systems. We show that a STS(v) has
γ ≥ 2
3
v − 1 and also obtain a number of upper bounds. The tantalizing conjecture
that all Steiner triple systems on v vertices have the same domination number is
proposed and is verified up to v ≤ 15.
The structure of minimal dominating sets is also investigated, both for its own sake
and as a tool in deriving lower bounds on γ. Finally, a number of open questions are
proposed.
1. Introduction
In this note we commence the study of the domination properties of the incidence
graphs of combinatorial designs. Rather surprisingly, while both graph domination
and combinatorial designs are widely and deeply studied, there have been virtually no
attempts to marry the two subjects. The qualified exceptions to this statement are
discussed in Section 2.1.
2. Definitions and basic facts
Let G = (V,E) be a graph. A set of vertices S ⊆ V is said to be dominating if for
every vertex u ∈ V \ S there is an edge e = (u, s) ∈ E whose other end, s, belongs to
S. The domination number γ(G) is the minimum cardinality of such a set.
Let D be a family of k-subsets of X = {x1, x2, . . . , xv}. The family D is called a
(v, k, λ)-design over X if, for every two distinct elements xi, xj of X , there are exactly
λ sets in D that contain both xi and xj . A design is called non-trivial if k < v. We
will assume λ > 0 throughout, to avoid pathological cases.
The elements of X are called the points of D while the sets in D are called blocks
and their number is traditionally denoted by b. We shall always assume that a design
D has parameters (v, k, λ) and block number b, unless otherwise explicitly stated. A
design with λ = 1 will be called a Steiner design.
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A Steiner triple system is a (v, 3, 1)-design. We denote the set of Steiner triple
systems with v points by STS(v).
Observe that our definition of a design allows for repeated blocks so that the family
D of blocks is a multiset rather than a set. Designs which have no repeated blocks are
called simple.
Proposition 2.1. All Steiner designs are simple.
Definition 2.2. Let D be a design with point set X and block set B. The incidence
graph of D is defined by GD = (X ∪ B, E) where (x,B) ∈ E ⇔ x ∈ B.
Informally speaking, GD is a bipartite graph whose two classes of vertices represent
the points and blocks of D and the adjacencies on GD encode the incidence structure
of D.
We shall henceforth slightly abuse notation and refer to γ(GD) as the domination
number of D and denote it simply by γ(D).
2.1. Related work. Laskar and Wallis in [13] have obtained some results about the
domination number of the line graph of GD, motivated by combinatorial chessboard
problems. However, the domination number of GD itself was not considered by them.
The recent thesis of He´ger [12] is probably closeset in spirit to the present work:
He´ger constructs dominating sets of a particular form in projective planes.
3. Some general results
It is a well-known fact that every element of X appears in the same number r of
blocks. This number is called the replication number of D and satisfies the equation
r = λ
v − 1
k − 1 .
Lemma 3.1. [6, p. 306] Let G be a graph on n vertices with maximum degree ∆. Then
γ(G) ≥ ⌈ n
∆+1
⌉.
Lemma 3.1 immediately establishes a lower bound on γ(D):
Theorem 3.2.
γ(D) ≥
⌈v + b
r + 1
⌉
.
We can improve upon this bound by determining the fractional domination number
of GD. Our argument applies in fact to every bipartite semiregular graph and is an
easy variation on that of [18, Theorem 7.4.1].
Theorem 3.3.
γ(D) ≥ γ∗(D) = v r − 1
kr − 1 + b
k − 1
kr − 1 .
Proof. Define the function f : V (GD) → R by assigning the value r−1kr−1 to the points
of D and the value k−1
kr−1
to the blocks of D. It is easy to see that for every vertex
v ∈ V (GD) it holds that ∑
u∈N [v]
f(u) = 1.
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Thus, f is both a fractional dominating and a fractional packing function and by linear
programming duality, it attains the value of γ∗(GD). 
The bound of Theorem 3.3 is always at least as strong as that of Theorem 3.2. The
two bounds coincide for symmetric designs and for them only. The difference between
the two bounds is roughly v( 1
k
− 1
r
) which may sometimes be quite large.
Example 3.4. There are two known [15] non-isomorphic (126, 6, 1)-designs. For these
designs we have b = 525, r = 25 and our two lower bounds take the values 26 and 38,
respectively.
The transversal number τ(H) of a hypergraph H is the minimum cardinality of a
set of vertices which intersects all edges of H (for graphs this concept reduces to the
familiar one of a vertex cover). See, [9] for more on this parameter. Our next two
results flesh out useful connections between τ and γ.
Theorem 3.5.
τ ≤ γ ≤ v + τ
2
.
Proof. In order to prove the lower bound let S be a dominating set in GD of cardinality
γ = γ(D). Let P denote the points in S and L the blocks in S. Now for every block
B ∈ L choose a point pB ∈ B. Clearly, the set P∪
⋃
B∈L pB is a transversal of cardinality
at most |S| = γ.
To prove the upper bound, let X be a transversal of cardinality τ = τ(D). For every
two distinct points x, y not in X let bxy be a block which contains them. Clearly, all
the points not in X can be covered by at most v−τ
2
blocks of the form bxy. These blocks
together with X form a dominating set in GD with cardinality τ +
v−τ
2
= v+τ
2
. 
Theorem 3.6.
γ ≤ τ + r.
Proof. Let T be a minimum transversal of D and let x be any point. Denote by B(x)
the family of blocks which contain x. We claim that T ∪B(x) is a dominating set in GD.
Indeed, all blocks are dominated by T and if y is a point, then there is some 1 ≤ i ≤ r
such that {x, y} ⊆ Bi ∈ B(x). 
Another concept which is of use to us is that of an independent set in D: a set of
points S is independent if no block of D is entirely contained in S. Clearly, if X is the
ground set of D, then X \ S is a transversal of D. The maximum cardinality of an
independent set is denoted β(D) and we have
β(D) = v − τ(D).
Therefore the previous theorem has a
Corollary 3.7.
γ ≤ v − β
2
.
We can now use a result of Grable, Phelps and Ro¨dl [11] (in fact, the special case
t = 2 of it) to obtain an upper bound on γ(D).
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Theorem 3.8. [11, Theorem 2.3] For fixed k ≥ 2 and λ there is a constant c′ such that
for large enough v every (v, k, l)-design D satisfies
β(D) ≥ c′ · v k−2k−1 (ln v) 1k−1 .
Theorem 3.9.
γ(D) ≤ v −O(v k−2k−1 (ln v) 1k−1 ).
Proof. Apply Corollary 3.7 and Theorem 3.8. 
The result of Theorem 3.9 is probably close to the true state of things for designs
with small block size. Indeed, for Steiner triple systems (k = 3) it is best possible, as
discussed in Section 7. On the other hand, for symmetric designs better bounds can be
obtained from other considerations, as discussed in Section 8.
4. The structure of dominating sets in GD
We now turn to analyze in more depth the structure of dominating sets inGD. Special
emphasis will be placed on Steiner designs.
For a subset S ⊆ V (GD) we define π(S) to be the set of points of D which correspond
to vertices in S. Given a set of points P of D we observe that the blocks are naturally
partitioned into two sets - those which intersect P and those which are disjoint from
P . We shall denote these two sets by L(P ) and L̂(P ), respectively.
For example, the Fano plane consists of seven triples, listed here as rows:

1 2 3
1 4 5
1 6 7
2 4 6
2 5 7
3 4 7
3 5 6


.
If P = {2, 5} then L̂(P ) consists of the two blocks {1, 6, 7} and {3, 4, 7}.
The following observation is simple but extremely useful:
Lemma 4.1. Let S be a dominating set in GD and P = π(S). Then L̂(P ) ⊆ S.
Proof. The vertices corresponding to the blocks in L̂(P ) are not dominated by the
vertices of P , by definition. Therefore, in order to be dominated they must be included
in S in their own right. 
Lemma 4.1 prompts us to consider as possible candidates for minimal domination
sets of a special kind to be defined now. If P is a set of points in D, let
IP = P ∪ L̂(P ).
Definition 4.2. Let D be a design and let S ⊆ V (GD) be a set. If S = IP for some
set of points P of D, we say that S is a neat set.
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In our previous example we have:
IP = {2, 5, 167, 347}.
The set of points obtained by deleting a single point from a block B ∈ D will be
called a punctured block.
Theorem 4.3. Let D be a Steiner design and let P be a punctured block of D. Then
IP is a dominating set of D.
Proof. Suppose that P = B−{x} for some block B of D. Since the blocks of L(P ) are
dominated by P ⊆ IP and the blocks of L̂(P ) are included in IP , we only need to show
that all the points in X \ P are dominated by IP .
Let y 6= x be a point in X \ P . Then x and y belong together to some block C. If
we can show that C ∈ L̂(P ), then both y and x are dominated by IP . And indeed,
if there is some point a ∈ C ∩ P , then we see that points x and a belong together to
both B and C, which implies B = C. However, this is a contradiction as we now have
y ∈ B. 
So far in this section we have been developing a way to construct dominating sets,
yielding upper bounds on γ(D). Now we take the opposite tack and investigate the
structure of a given minimal dominating set, with a view to deriving lower bounds on
γ(D).
Lemma 4.4. Let S be a dominating set in GD and P = π(S). Then
|S| ≥
⌈v + |P |(k − 1)
k
⌉
.
Proof. There are v − |P | points in D which do not belong to P . These points must
be dominated by blocks and since each block includes k points, we need at least v−|P |
k
blocks to dominate them. 
Lemma 4.5. Let D be a Steiner design over the ground set X and let x ∈ X. Suppose
that x belongs to the r blocks B1, . . . , Br. For 1 ≤ i ≤ r let Ci = Bi − {x}. Then the
sets C1, . . . , Cr partition X − {x}.
Proof. The sets C1, . . . , Cr are disjoint because of λ = 1. To see that they cover all of
X − {x} simply count:
r(k − 1) = v − 1.

Suppose that S ⊆ V (G) and let v ∈ S. A vertex u ∈ V \ S so that v is u’s only
neighbor in S will be called an external private neighbour of v.
Lemma 4.6. [2, Proposition 6] Let G be a graph without isolated vertices. Then G has
a minimum dominating set S in which every vertex has an external private neighbour.
Theorem 4.7. Let D be a Steiner design. Then
γ(D) ≥
⌈2v
k
⌉
− 1.
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Proof. Let S be a minimum dominating set in GD as provided by Lemma 4.6 and let
P = π(S). Suppose first that P = X . Since λ = 1 we have that |P | = |T | = v ≥ r− 1.
Therefore let us now assume that there is a point x /∈ P . Since S is dominating, there
is some block B ∈ S so that x ∈ B.
The block B has an external private neighbour y /∈ P . Therefore all other r − 1
blocks to which y belongs are not in S. But by Lemma 4.1 this means that each of
these blocks contains a point from P . Lemma 4.5 ensures that all these points are
distinct and therefore we have established:
|P | ≥ r − 1.
The conclusion now follows by applying Lemma 4.4 and keeping in mind that r(k−1) =
v − 1:
|S| ≥ v + |P |(k − 1)
k
≥ v + (r − 1)(k − 1)
k
=
2v
k
− 1.

5. Finite projective planes
A finite projective plane of order q is a (q2 + q + 1, q + 1, 1)-design. In this case we
have r = q + 1 and b = q2 + q + 1. Note that as λ = 1 the graph GD does not contain
quadrangles and therefore its girth is at least six.
Lemma 5.1. [3] Let G be a connected graph of girth at least 6 and with minimum
degree δ. Then γ(G) ≥ 2(δ − 1).
Theorem 5.2. Let Π be a finite projective plane of order q. Then γ(Π) = 2q.
Proof. Since the graph GΠ is regular of degree q + 1, the lower bound follows from
Lemma 5.1. To obtain the upper bound, let P be a punctured block, that is P =
B − {x0} = {x1, x2, . . . , xq} for some block B. If we can show that |L̂(P )| = q we will
be done, by Theorem 4.3.
Let us count the number of lines in L(P ). First, there are q + 1 lines incident with
x1, including B. For each of the other (q− 1) points in P , there are q+1 lines incident
with it and exactly one of them is B which has been already counted. No other double
counting occurs because if a line ℓ contains both xi and xj(2 ≤ i, j ≤ q), then ℓ must
be B itself. Thus we have:
|L(P )| = (q + 1) + (q − 1)q = q2 + 1.
Therefore |L̂(P )| = q. 
6. Neat designs
Definition 6.1.
• If D has a neat dominating set of cardinality γ(D), we say that D is a neat
design.
• If all minimal dominating sets of D are neat, we say that D is a super-neat
design.
Our proof of Theorem 5.2 indicates that finite projective planes are neat.
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Conjecture 6.2. Finite projective planes are super-neat.
The independent domination number i(G) of the graph G is the minimum cardinality
of an independent dominating set of G. It is clear that γ(G) ≤ i(G). We can now offer
an alternative characterization of a neat design:
Proposition 6.3. Let D be a design. Then D is neat if and only if γ(GD) = i(GD).
For a recent survey on i(G) see [10].
In the remainder of this section we exhibit a number of designs of varying degrees of
neatness.
Example 6.4 (Super-neat designs). Using a computer we have verified that the Fano
plane and the affine plane of order 2 (that is, the unique (9, 3, 1)-design) are super-neat.
Example 6.5 (A neat design which is not super-neat). Let D be the following (8, 4, 3)-
design, drawn from [19]:
D =


1 2 3 4
1 2 3 5
1 2 6 7
1 3 6 8
1 4 5 6
1 4 7 8
1 5 7 8
2 3 7 8
2 4 5 7
2 4 6 8
2 5 6 8
3 4 5 8
3 4 6 7
3 5 6 7


.
We claim that γ(D) = 5. This fact can be verified by brute force search but we can also
give a nicer argument, based on our results so far. Observe first that b = 14 and r = 7.
Now Theorem 3.3 tells us that γ(D) ≥ 4. Suppose that there is a dominating set S of
cardinality four. Then, by Lemma 4.4 we see that P = π(S) has at most two elements.
We now show that this leads to contradiction. Indeed, if |P | = 0, then S consists of
four blocks, but the other ten blocks of D are not dominated. If |P | = 1 then the single
point in S dominates r = 7 blocks and at most three other blocks may be dominated as
members of S. This still leaves at least four undominated blocks. Finally, if |P | = 2
then the two points in S dominate exactly 2r − λ = 11 blocks and at most two other
blocks may be dominated as members of S. This still leaves one undominated block.
Therefore γ(D) ≥ 5.
At this stage we can begin to look for dominating sets of cardinality five. A computer
search tells us that there 442 such dominating sets of which only 14 are neat. Here are
specimens of the neat type:
S1 = {1, 2, 4, 8, (3, 5, 6, 7)} = I{1,2,4,8}
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and of the non-neat type:
S2 = {1, 2, 3, (1, 2, 6, 7), (3, 4, 5, 8)}.
Observe now that from a given (v, k, λ) design D we can form a (v, k, 2λ)-design 2D
by including two copies of each block of D. We have γ(2D) ≥ γ(D) since a dominating
set of 2D, with possible duplicates removed, clearly dominates D.
Example 6.6 (A non-neat design). Let D be the same design as in Example 6.5.
We consider the (8, 4, 6)-design 2D. The non-neat set S2 of the previous example is
dominating in 2D as well and therefore γ(2D) = 5. However, any neat set in 2D must
be of cardinality greater than 5.
Indeed, suppose that S is such a set in 2D. Unless it contains all eight points, it must
contain some blocks. However, every block in S appears twice, as there are two available
copies of it. Therefore, we can remove the duplicates to obtain a smaller dominating
set in D.
We see from Example 6.6 that multiple blocks may pose obstructions for neatness.
Is this the only possible kind of obstruction? We conjecture so:
Conjecture 6.7. Simple designs are neat.
7. Steiner triple systems
It is well-known that an STS(v) exists iff v ≡6 1 or v ≡6 3. In this case we have
b =
v(v − 1)
6
, r =
v − 1
2
.
Conjecture 7.1. There exists a function f : N → N so that if D ∈ STS(v), then
γ(D) = f(v).
In other words, we conjecture that the domination number of a Steiner triple system
does not depend on the structure of the system, but only on its order.
What we know so far about the domination numbers of small Steiner triple systems
can be summarized in a table:
v # non-isomorphic STS(v) γ
7 1 4
9 1 5
13 2 9
15 80 10
The computations for v = 15 were performed by Gordon Royle [17].
We now present an array of lower and upper bounds on γ for Steiner triple systems.
Theorem 7.2. Let D ∈ STS(v). Then
γ(D) ≥
⌈2v
3
⌉
− 1.
Proof. Take k = 3 in Theorem 4.7. 
Proposition 7.3. Let D ∈ STS(19). Then 12 ≤ γ(D) ≤ 15.
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Proof. The lower bound follows from Theorem 7.2. The upper bound follows from
Corollary 3.7 and the fact that β(D) ≥ 7 (cf. [7, p. 306]). 
Our next result is a negative one - we show that a linear upper bound is impossible.
Theorem 7.4. Let c ∈ (0, 1) be a constant. Then for sufficiently large v there is a
D ∈ STS(v) so that γ(D) ≥ cv.
Proof. By a result of Brown and Buhler [4] (cf. also [7, p. 305]) for a sufficiently large v
there exists a D ∈ STS(v) with τ(D) ≥ cv. By Theorem 3.5 the conclusion follows. 
Theorem 7.5. There is a constant C so that for all v ≥ v0(C), if D = STS(v) then
γ(D) ≤ v − C
√
v log v.
Proof. Put k = 3 and λ = 1 in Theorem 3.9. 
By the result of [16] Theorem 7.5 is, in fact, best possible.
We can also record an upper bound which is not as sharp asymptotically as Theorem
7.5 but has the attractive advantage of an explicit expression.
Theorem 7.6. Let D ∈ STS(v). Then
γ(D) ≤ v −
√
v
2
.
Proof. By a result of Erdo¨s and Hajnal [8] (cf. also [7, p. 305]) we have that β(D) ≥√
2v. The conclusion follows from Corollary 3.7. 
As a possible approach to Conjecture 7.1 we pose
Question 7.7. Let D be an STS(v) with a Pasch configuration. Let D
′
be an STS(v)
obtained from D by a Pasch trade. Does γ(D) = γ(D
′
) hold?
8. Symmetric designs
The famous and basic inequality of Fisher (cf. [5, p. 5]) asserts that
b ≥ v.
Designs in which b = v are called symmetric. Note that b = v is equivalent to
r = k. Recall now that the projective planes are precisely those symmetric designs
which have λ = 1. If Π is a finite projective plane, we can say that Π is a symmetric
(k2 − k + 1, k, 1)-design. Theorem 5.2 thus asserts that γ(Π) = 2(k − 1). We are now
going to obtain a generalization of this fact for all symmetric designs.
Lemma 8.1. [5, p. 5] Let D be a symmetric (v, k, λ)-design. Every two blocks of D
intersect in exactly λ points.
Therefore, every block is a transversal and we have τ ≤ k for symmetric designs.
Using Theorem 3.6 we can then immediately deduce that γ(D) ≤ 2k but it is possible
to obtain a stronger result as we shall now see. To derive it we shall need a slight
strengthening of Lova´sz’s generalized Helly theorem. Our next lemma is a special
case of an argument given in [14, 13.25(b)]. We reproduce the proof for the reader’s
convenience.
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Lemma 8.2. Let F be a k-uniform intersecting family of sets. There is a distinct pair
of sets A1, A2 ∈ F such that:
|A1 ∩ A2| ≤ k − (τ(F)− 1).
Proof. Choose A1 arbitrarily. Clearly |A1| ≥ τ(F) by the intersection property. Choose
a subset Y ⊆ A1 such that |Y | = τ(F)− 1. As Y is not a transversal, there is some set
Aj so that Y ∩ Aj = ∅. Thus
(1) |Ai ∩ Aj | ≤ |A1 \ Y | = k − (τ(F)− 1).

Lemma 8.3. Let D be a symmetric (v, k, λ)-design. Then
τ(D) ≤ k − λ+ 1.
Proof. Choose blocks A1, A2 satisfying (1). We have:
λ = |A1 ∩ A2| ≤ k − (τ(D)− 1).

If D is a symmetric design, then the dual design DT is obtained by switching the roles
of the points and blocks of D. DT is also a symmetric design with the same parameters
(cf. [5, p. 5]) thought it is not necessarily isomorphic to D.
Theorem 8.4. Let D be a symmetric (v, k, λ)-design. Then
γ(D) ≤ 2(k − λ+ 1).
Proof. By Lemma 8.3 there is a set of k− λ+1 points which dominates all blocks. On
the other hand, applying Lemma 8.3 to DT we infer that there is a set of k − λ + 1
blocks which dominates all points. The union of these two sets is a dominating set in
GD. 
Corollary 8.5. Let D be a symmetric (v, k, λ)-design. Then
γ(D) ≤ 2(k − 1).
Proof. For λ = 1 use Theorem 5.2 and for λ > 1 use Theorem 8.4. 
To conclude this section, we present a conjecture.
Conjecture 8.6. Let D be a symmetric (v, k, 2)-design with k ≥ 4. Then
γ(D) = k.
9. Some more questions for further research
Problem 9.1. Understand the behaviour of γ under the operation of forming a residual
or a derived design.
Conjecture 9.2. If D1 is a residual design of D, then γ(D1) = γ(D)− 1.
Question 9.3. It is NP-Hard to compute γ even for bipartite graphs (cf. [1]). But is
there a polynomial algorithm for determining γ(GD)?
DOMINATION IN DESIGNS 11
10. Acknowledgments
We wish to thank Professor Peter Dukes for an illuminating suggestion which has led
us to Theorem 7.4, Professor Gordon Royle for sharing the calculations for STS(15).
We also thank Dr. Irith Hartman for a careful reading of a draft of the paper and Miss
Miriam Farber for a discussion of Conjecture 8.6.
References
[1] A. A. Bertossi. Dominating sets for split and bipartite graphs. Inf. Process. Lett., 19:37–45, 1984.
[2] B. Bolloba´s and E. Cockayne. Graph-theoretic parameters concerning domination, independence,
and irredundance. J. Graph Theory, 3(3):241–249, 1979.
[3] R. C. Brigham and R. D. Dutton. Bounds on the domination number of a graph. Q. J. Math.,
Oxf. II. Ser., 41(163):269–275, 1989.
[4] T. C. Brown and J. P. Buhler. A density version of a geometric Ramsey theorem. J. Comb. Theory,
Ser. A, 32:20–34, 1982.
[5] P. J. Cameron and J. H. van Lint. Designs, graphs, codes and their links, volume 22 of London
Mathematical Society Student Texts. Cambridge University Press, 1991.
[6] G. Chartrand and L. Lesniak. Graphs and Digraphs. Chapman and Hall, 3rd edition, 1996.
[7] C. J. Colbourn and A. Rosa. Triple Systems. Oxford Mathematical Monographs. The Clarendon
Press, Oxford University Press, 1999.
[8] P. Erdo¨s and A. Hajnal. On chromatic number of graphs and set-systems. Acta Math. Acad. Sci.
Hunga, 17:61–99, 1966.
[9] Z. Fu¨redi. Matchings and covers in hypergraphs. Graphs Comb., 4(2):115–206, 1988.
[10] W. Goddard and M. A. Henning. Independent domination in graphs: A survey and recent results.
Discrete Math., 313(7):839–854, 2013.
[11] D. A. Grable, K. T. Phelps, and V. Ro¨dl. The minimum independence number for designs. Com-
binatorica, 15(2):175–185, 1995.
[12] T. He´ger. Some graph theoretic aspects of finite geometries.
http://www.cs.elte.hu/~hetamas/publ/HTdiss-e.pdff, 2013. Ph.D. Thesis, Eo¨tvo¨s Lora´nd
University.
[13] R. Laskar and C. Wallis. Chessboard graphs, related designs, and domination parameters. J. Stat.
Plann. Inference, 76(1–2):285–294, 1999.
[14] L. Lova´sz. Combinatorial Problems and Exercises. North-Holland, 2nd edition, 1993.
[15] B. McKay and R. G. Stanton. Isomorphism of two large designs. Ars Comb., 6:87–90, 1978.
[16] V. Ro¨dl and E. Sˇinˇajova´. Note on independent sets in Steiner systems. Random Struct. Algorithms,
5(1):183–190, 1994.
[17] G. Royle. http://mathoverflow.net/a/159851/22051.
[18] E. R. Scheinerman and D. H. Ullman. Fractional graph theory. A rational approach to the theory
of graphs. Wiley-Interscience Series in Discrete Mathematics and Optimization. Wiley, 1997.
[19] E. Spence. Non–symmetric 2–designs. http://www.maths.gla.ac.uk/~es/bibd/nonsymmdes.php.
Caesarea-Rothschild Institute, University of Haifa, Haifa, Israel
E-mail address : felix.goldberg@gmail.com
Caesarea-Rothschild Institute, University of Haifa, Haifa, Israel
E-mail address : deepakmail@gmail.com
Caesarea-Rothschild Institute, University of Haifa, Haifa, Israel
E-mail address : rogersmathew@gmail.com
