Abstract. In this paper we study group-based Markov models of evolution and their mixtures. In the algebreo-geometric setting, group-based phylogenetic tree models correspond to toric varieties, while their mixtures correspond to secant and join varieties. Determining properties of these secant and join varieties can aid both in model selection and establishing parameter identifiability. Here we explore the first natural geometric property of these varieties: their dimension. The expected projective dimension of the join variety of a set of varieties is one more than the sum of their dimensions. A join variety that realizes the expected dimension is nondefective. Nondefectiveness is not only interesting from a geometric point-of-view, but has been used to establish combinatorial identifiability for several classes of phylogenetic mixture models. In this paper, we focus on group-based models where the equivalence classes of identified parameters are orbits of a subgroup of the automorphism group of the group defining the model. In particular, we show that, for these group-based models, the variety corresponding to the mixture of r trees with n leaves is nondefective when n ≥ 2r + 5. We also give improved bounds for claw trees and give computational evidence that 2-tree and 3-tree mixtures are nondefective for small n.
Introduction
A phylogenetic tree is a graphical representation of the common evolutionary history of a group of taxa, where commonly studied taxon types include species, gene samples from microbial communities, and individuals within a single population. Modern gene-sequencing technology has led to a significant increase in the amount of protein, RNA, and DNA sequence data available for phylogenetic and phylogenomic inference [7, 18, 25] , meriting the involvement of many disciplines in the development of novel techniques for phylogenetic inference. This interaction has led to several subfields in phylogenetics, including phylogenetic algebraic geometry, which studies phylogenetic models from an algebreo-geometric framework. In this paper, we approach mixtures of group-based Markov models from this algebreo-gemetric perspective, studying the dimensions of their corresponding varieties.
The approach of studying phylogenetic and phylogenomic inference using algebraic geometry was originally introduced to the biological community via the concept of invariants of tree-based Markov models [10, 22, 23] . Since then, several invariant-based phylogeny inference approaches have been developed, and these approaches have been compared to maximum likelihood, neighbor-joining, and maximum parsimony with promising results, especially in the case when both long and short branches are present [9, 11, 17, 31] .
At the core of phylogenetic algebraic geometry is the fact that an algebraic variety can be associated to the set of distributions comprising a phylogenetic model [14, 15] , indeed, this variety is the Zariski closure of the model. Due to this correspondence, many of the properties of a phylogenetic model can be explored with the tools of computational algebraic geometry. In fact, algebraic methods have proven useful not only for phylogenetic inference, but also for establishing identifiability [5, 30] , a necessary requirement for meaningful statistical inference.
Algebraic varieties can be associated not only to tree-based Markov models, but also to their mixtures. Tree-based Markov models assume that mutations occur with the same probabilities at every site along the gene sequences being studied. Since this is an approximation to what occurs in the natural course of genetic mutation, the data is sometimes better explained by a mixture model [29] , in which the behavior at different sites is described by different parameter values for the same tree or even by different trees entirely. The variety of a mixture model is the join [8] of the individual phylogenetic tree model varieties in the mixture. In general, the identifiability problem of the combinatorial parameters asks whether the set of component trees of a mixture model can be recovered from generic data. The question of identifiability has been answered for some tree-based Markov models for 2 and 3-tree mixtures [4, 24] . These results have relied on being able to construct polynomials that vanish on all distributions of a given mixture model as well as the dimension of the corresponding join variety. This manuscript focuses on this second key tool in proving identifiability, the dimension of the variety.
There are several different models of sequence evolution for tree-based Markov models, each which results in a different geometry. Our study explores the class of tree-based Markov models called group-based models [26] , in which the transition matrices of the model are assumed to exhibit certain symmetries. An important observation of Evans and Speed [16] is the varieties associated to group-based phylogenetic tree models are not only algebraic varieties, but toric varieties. This allows us to apply tools of computational and combinatorial algebraic geometry to their investigation. The class of group-based models includes many commonly used models of sequence evolution, including the Jukes-Cantor (JC) and the CavenderFarris-Neyman (CFN) models [12, 20, 21, 28] .
When considering a model geometrically, we first need to state its ambient space. We consider the model varieties and their joins as living in projective space. The projective dimension of a join of two projective varieties is at most the sum of their dimensions plus one. This upper bound is typically realized, as long as it does not exceed the dimension of the ambient space, and so is referred to as the expected dimension. If a join variety has the expected dimension it is said to be nondefective and is otherwise defective. Proving the nondefectiveness of the join varieties associated to mixture models is the key tool in establishing identifiability results for phylogenetic mixtures. Specifically, in [4, 24] , the strategy for proving identifiability relied on showing the join varieties associated to 2 and 3-tree mixtures for the CFN, JC, and Kimura 2-parameter (K2P) models has the expected dimension for trees with few leaves. In this paper, we extend these results in several directions. We prove the following theorem, which not only shows that nondefectiveness holds more generally for joins of group-based models, but also holds when there are more trees in the mixture provided the trees have a sufficient number of leaves. In addition to its applications to phylogenetics, Theorem 1.1 is an interesting geometric result as it adds to the growing body of knowledge on the structure of joins and secant varieties in algebraic geometry. Defectiveness of joins of toric varieties has been intensively studied in some very specific cases, such as secants of Veronese varieties [3] and of Segre-Veronese varieties [1, 2] , but little is known about the general case or even cases outside of these examples.
Our primary tool for proving Theorem 1.1 is a tropical version of Terracini's Lemma, a classical tool for computing the dimensions of joins. The tropical version, introduced by Draisma, gives lower bounds for dimensions of joins of toric varieties by rephrasing questions about the dimensions of toric varieties as questions about the convex geometry of lattice points [13] .
This paper is organized as follows. In Section 2, we introduce the group-based models and explain the Fourier transformation of [16] that makes the parameterization of these models monomial and the resulting ideals toric. We also describe toric ideals more generally and explain how Draisma's Lemma can be used to establish nondefectiveness. In Section 3, we exploit the combinatorics of trees and use Draisma's Lemma (Theorem 2.4) to prove a version of the main theorem (Theorem 3.1) that holds for a class of models called the general group-based models and for binary trees. In Section 4, we prove Theorem 1.1, which does not require that the trees in the mixture be binary and allows for group-based models with parameter identifications. In Section 5, we give improved bounds for some special cases and state computational results for few number of leaves. We conclude with a discussion on the applications of this work to parameter identifiability for mixture models.
Preliminaries
In this section, we introduce phylogenetic models and phylogenetic mixture models, and we describe how to associate an algebraic variety to each. We then introduce group-based phylogenetic models and a change of coordinates called the discrete Fourier transformation, in which the parameterization of a group-based phylogenetic model is monomial. Finally, we describe the connection between group-based models and toric ideals and lay the groundwork for the application of Theorem 2.4 [13, Corollary 2.3] . This is the primary tool that we will use to establish our main results in the subsequent sections.
2.1. Phylogenetic Models. We follow the conventions of [16] and [33] . In a phylogenetic model we specify a rooted tree T with n − 1 leaves representing the evolutionary history of a collection of n − 1 taxa. The root of T , denoted by ρ , represents the most recent common ancestor of this set of taxa. We assume T has no degree-2 vertices other than the root and label the leaves by the set {1, . . . , n−1}. We then fix a finite alphabet G = {g 1 , . . . , g k }, which in phylogenetic applications is usually chosen to be {A, G, C, T } to represent the four DNA bases. For any choice of parameters in the phylogenetic model, we obtain a probability distribution on the set of all (n − 1)-tuples of G representing the possible states at the leaves of T .
To construct a distribution from a choice of parameters, let V(T ), E(T ), L(T ) denote the vertex, edge, and leaf vertex sets of T respectively. Each vertex v ∈ V(T ) has associated to it a random variable X v with state space G. The distribution of states at the root node is given by a function π : G → R with π(g) = P (X ρ = g) for each g ∈ G. To each directed edge e = (u, v) of T , we associate a k × k stochastic transition matrix A (e) given by A (e) ij = P (X v = j|X u = i). A joint state of the random variables {X v : v ∈ V(T )} can be described by a G-labeling φ : V(T ) → G of the vertices. In a phylogenetic model of DNA substitution, the labeling indicates that at the DNA site being modeled, the DNA base in the taxon at v is φ(v). The probability of observing a particular labeling is then given by
However, only the states of the random variables at the non-root leaf vertices (which represent extant species) are observable. To compute the probability of observing a particular state at the leaves of T , we must marginalize over all possible states of the internal vertices. For a G-labeling of the leaves ψ : L(T ) → G, let p ψ be the marginal over all labelings of V(T ) that extend ψ,
These p ψ are called probability coordinates and the entries of the transition matrices are called the stochastic parameters of the model. For each choice of stochastic parameters, we obtain a probability distribution on the (n − 1)-tuples of elements of G. Thus, the p ψ are the coordinate functions of a polynomial map h T :
from the space of stochastic parameters for T to the probability simplex. We call the image of h T the model associated to T , denoted M T . Ignoring the stochastic restrictions on the parameter space, we may regard h T as a complex polynomial map. Then the Zariski closure M T = V T ⊆ C k n−1 is an algebraic variety and the set of polynomials that vanish on this variety is the ideal
The elements of this ideal are called phylogenetic invariants and these invariants have found many important applications in phylogenetics [9, 11, 17, 31] .
2.1.1. Phylogenetic Mixture Models. The single tree models described above may fail to adequately describe the evolutionary history of a group of taxa for a variety of reasons. For example, due to horizontal gene transfer, hybridization, and varying rates of mutation across sites, the evolution of different sites may best be modeled by phylogenetic models with different tree parameters or by different choices of the stochastic parameters from the same phylogenetic model. Mixture models account for these phenomena by weighting the distributions from multiple models according to the proportion of sites that evolved according to each. Thus, an r-tree mixture model is determined by specifying r tree parameters, stochastic parameters for each tree in the model, and a mixing parameter ω ∈ ∆ r−1 that determines the weight of each tree in the mixture. Thus, for an r-tree mixture model, we obtain a map
The mixture model is then denoted by
For a phylogenetic mixture model, the Zariski closure of M T 1 * . . . * M T r is the variety V T 1 * . . . * V T r ⊆ C k n−1 which is the join of the varieties associated to each tree in the mixture. We formally define this term and explore the connection between mixture models and join varieties in Section 2.4. Our goal in this paper, will be to prove results for the dimensions of the join varieties associated to a particular class of phylogenetic models, called the group-based models.
2.2. Group-based Phylogenetic Models. In a group-based model, the alphabet G is given the additional structure of an abelian group. Definition 2.1. A phylogenetic model is group-based if for each edge e ∈ E(T ) there exists a transition function
For example, the Cavender-Farris-Neyman model and the Kimura 3-parameter model are both group-based models. In the Cavender-Farris-Neyman model (CFN), G = {0, 1} is given the group structure Z/2Z. Each transition matrix is specified by 2 parameters, one for each element of G,
In the Kimura 3-parameter model (K3P), G = {A, G, C, T } is given the group structure of (Z/2Z) × (Z/2Z) with A defined to be the identity element. The transition matrices of this model have the form
For the group-based models, it will be convenient to modify the tree parameter by adding a leaf to the root node of T . Call the new tree with n leaves T and denote the new leaf vertex by ρ. Orient the edges of T away from the leaf labeled ρ. Define X ρ to be the random variable with state space G where P (X ρ (g)) = 1 if g is the identity and zero otherwise. Let the transition function on the edge (ρ, ρ ) be defined by f (ρ,ρ ) (g) = π g for all g ∈ G. Therefore, the distribution of X ρ remains π, but we have removed the special distinction of the root distribution so that now all parameters are encoded by the set of functions {f (e) } e∈E(T ) . We now think of the tree as being "rooted" at ρ, though in fact the tree parameter of the model is now an unrooted tree with no degree two vertices. We now rewrite the map given in (2), so that for a G-labeling of the leaves L(T ) \ {ρ},
Notice that the stochastic parameters of a group-based model are the values of the transition functions f (e) . Now for the unrooted tree T we have a map
If we do not place any additional restrictions on the functions {f (e) } e∈E(T ) , other than that they give a probability distribution, then the model associated to G is called the general group-based model associated to G. For example, the CFN model described above is the general group-based model associated to Z/2Z and the K3P model is the general group-based model associated to Z/2Z × Z/2Z. However, in some models, the parameters associated to some group elements may be identified. For example, both the Kimura 2-parameter model (K2P) and the Jukes-Cantor model (JC) can be obtained from K3P by identifying parameters. In the K2P model, the parameters for C and T are identified, while in the JC model the parameters for G, C, and T are identified. Thus the transition matrices for the K2P and JC models have the respective forms
The identification of parameters can be specified by an equivalence relation on G. We require the equivalence classes of this relation to be the orbits of some subgroup of Aut(G). In particular this means that the identity is always in its own class. Therefore a group-based phylogenetic tree model is specified by the data of a finite group G, an n-leaf directed tree T , and a subgroup B of Aut(G). Therefore, we will now use the notation M 
where Aut(Z/2Z × Z/2Z) is identified with the permutation group S 3 . Observe also that the general group-based models are then precisely those models for which B = {1}. Our strategy for proving the main result will first be to prove some results for general group-based models in Section 3 and then to show in Section 4 that they still hold for models in which we identify certain parameters.
2.3. The Fourier Transformation. In this section, we describe the parameterization of a group-based phylogenetic model in the Fourier coordinates. In these coordinates, the parameterization is seen to be monomial and consequently the varieties associated to these models are toric. Consider a group-based model specified by (G, B) on the n-leaf tree T . Suppose that T has m edges and that there are l + 1 orbits of B. Then the model has a total of m(l + 1) parameters, but only ml are independent because g∈G f (e) (g) = 1 for each e ∈ E(T ). The observation of Evans and Speed [16] is that there is a linear change of coordinates in which h T becomes a monomial map. This implies that, in the new coordinates, the image of h T is a toric variety, which aids in the search of phylogenetic invariants.
LetĜ denote the character group of G, consisting of all group homomorphisms χ : G → C × . Note that since G is abelianĜ is isomorphic to G itself. Define χ, g := χ(g). For the transition function f (e) : G → C, the Fourier transform
Similarly we can define a Fourier transform of the probability coordinates. Let ξ denote aĜ-labeling of L(T ) \ {ρ}. For each such ξ let
As we see in the following theorem, the transformed probability coordinates can be written in terms of the transformed transition functions.
Theorem 2.2. [16]
Let L(e) denote the set of leaves on the arrow-side of edge e (i.e. its descendants). Then
v∈L (e) ξ (v) .
We call the new coordinates,p(ξ ) the Fourier coordinates and the values of the transformed transition functions,f (e) (χ), the Fourier parameters. For the rest of this paper, the notation V M T denotes the model variety in the space of Fourier coordinates. In the case that M = (G, {1}) we may simply write V G T . We would like to remove the asymmetry in this description caused by the root ρ. EachĜ-labeling ξ of L(T ) \ {ρ} can be uniquely extended to a labeling ξ of L(T ) by assigning
Such labelings are called consistent leaf labelings of T . Notice that the consistent leaf labelings are exactly the k n−1 leaf labelings for which the product of all n leaf labels is equal to the identity.
We label the Fourier coordinates by consistent leaf labelings as q ξ :=p(ξ ). For each consistent leaf labeling ξ, there is an associated consistent edge labeling ξ : E(T ) →Ĝ given byξ (e) :=
where L(e) is defined as in Theorem 2.2. Consistent edge labelings are characterized by the property that for each internal vertex v,
where v in and v out denote the incident incoming and outgoing edges to v respectively. Finally this lets us describe the monomial mapĥ T from the space of Fourier parameters to the Fourier coordinates by the equation
Remark 1. This description of V M T does not depend on the orientation of T . To see this, note that for any fixed consistent leaf labeling ξ, reversing the orientation of an edge e invertsξ(e), but does not change the labels of the other edges. For any choice of parameters, replacing eachf (e) (χ) withf (e) (χ −1 ) produces the same point in Fourier probability space. Thus, we can remove any special distinction of the root leaf ρ by choosing an arbitrary orientation of the edges. Moreover, if G has characteristic 2, such as Z/2Z or (Z/2Z)×(Z/2Z), then the mapĥ is itself invariant under changes of orientation of T , and so orientation can be ignored entirely.
It is common in phylogenetic applications to assume that the root distribution is uniform. When this is the case, the construction described above differs slightly. In particular, we now havef (ρ,ρ ) (χ) = 1/|G| if χ is the identity and zero otherwise [33] . Thus, the only coordinates we need to consider are ones corresponding to consistent leaf labelings that satisfy
These are exactly the consistent leaf labelings for the model on S where S is the unrooted tree obtained by removing the root of T and suppressing the resulting degree two vertex-to define the model on S, we can regard any of the n − 1 leaves as the root leaf. Consequently, if we assume the root distribution is uniform, many of the coordinates for the model variety of T are zero, and we can regard this variety as the model variety V M T where the root distribution is arbitrary. Therefore, when we assume the root distribution is uniform, we interpret the model variety for an n-leaf unrooted tree as corresponding to a statistical model for n taxa. Thus, all the results that we prove in this paper for group-based model varieties still apply when the root distribution is assumed to be uniform.
When B is trivial (so all elements of G receive distinct parameters),
, the parameterization map in the Fourier coordinates. For B non-trivial, the identification of stochastic parameters induces an identification of Fourier parameters. An automorphism α of G induces an automorphism α * ofĜ by defining
Therefore B ⊆ Aut(G) has a corresponding subgroupB ⊆ Aut(Ĝ). If we insist that for any α ∈ B, f (e) (αg) = f (e) (g), then it can be shown that
That is, the orbits of B are mapped into orbits ofB under the Fourier transform. Therefore, if two stochastic parameters are assumed to be equal, they are mapped to two identical Fourier parameters. As a result, there are only l + 1 distinct Fourier parameters for each edge and V (G,B) T is the image of the monomial mapĥ T :
is the reason that we insist that the equivalence classes of probability parameters are orbits of B. Otherwise, it is possible to have identified probability parameters mapping to distinct Fourier parameters [27, Appendix A]. In such a case, the Fourier parameterization is monomial, but the Fourier parameters are not algebraically independent and so the resulting ideals are not toric.
Remark 2. Since G is a finite abelian group, G andĜ are isomorphic and their elements can be identified. None of our results depend on the particular identification used and so from here on we will not carefully distinguish between the two. We will label the Fourier coordinates by consistent leaf labelings using elements of G and also label Fourier parameters by elements of G. . Because of the linearity of the transform, the parameterization map for an r-tree mixture in the Fourier coordinates is given bŷ
Thus, in the Fourier coordinates, the variety for a mixture model is the join of the varieties for each tree in the mixture in the Fourier coordinates. Therefore, to determine the dimension of a phylogenetic mixture model, we can utilize the results we describe in the next section about the dimensions of joins of toric varieties. [32] . Label the equivalence classes of G induced by B by the integers from 0, . . . , l, with 0 labeling the equivalence class containing only the identity. Fixing B, let δ : G → R l+1 be the map sending each group element to e i where i is the label of its equivalence class and e 0 , . . . , e l are the l + 1 standard basis vectors. The image of δ is the set of vertices of a standard l-simplex ∆ l := conv(e 0 , . . . , e l ), and its affine span is the hyperplane K defined by x 0 + · · · + x l = 1 where x i denotes the ith coordinate. . Thus, to establish our main result for phylogenetic mixture models we will utilize techniques for bounds on the dimension of join varieties.
Just by counting parameters, we have the following upper bound on the dimension of
Another upper bound on dim(W 1 * . . . * W r ) is the dimension of the ambient space,
If the dimension is less than the expected dimension, W 1 * . . . * W r is said to be defective.
For W ⊆ P N −1 , the join W * W is called the secant of W (or more specifically the second secant of W ), also written σ(W ) or σ 2 (W ). For any integer r ≥ 1, the rth secant of W is σ r (W ) := W * · · · * W r times .
The expected dimension of σ r (W ) is
To prove the main theorem, we will rely heavily on a tool developed by Draisma. This tool allows us to determine lower bounds on the dimensions of joins and secants of toric varieties using tropical geometry [13] 
Theorem 2.4 (Corollary 2.3 of [13]). For any choice of
In the particular case of r = 2, the regions R 1 (v) and R 2 (v) can be described as the open half-spaces on either side of a hyperplane H. In this case we denote the regions by H + and H − . For larger r, it may also be useful to partition the space by r − 1 hyperplanes (although these are not the only sort of partitions allowed). Proposition 2.6. Let H 1 , . . . , H r−1 be hyperplanes through P , with no two intersecting in P . Let P 1 , . . . , P r be the connected components of P \ (H 1 ∪ · · · ∪ H r−1 ). Then there is a sequence of functionals v = (v 1 , . . . , v r ) such that
Proof. Because the hyperplanes do not intersect in P , for each i = j, H j ∩ P is contained in H + i or H − i . Therefore by reindexing, and choosing plus and minus labels appropriately, we have . . , r. For any p ∈ P i , j (p) > 0 for j < i and j (p) < 0 for j ≥ i. Therefore v i (p) is the unique minimum among v 1 (p), . . . , v r (p), so p ∈ R i (v).
Dimension of joins of group-based models
In this section we prove two intermediary theorems on our way to proving Theorem 1.1. Together, these two theorems establish the main result for all groups so long as the trees T 1 , . . . , T r are binary and B is trivial. We require two theorems, since slightly different arguments are needed when G = (Z/2Z). This groupbased model is particularly relevant to phylogenetic applications as it is exactly the CFN model discussed in the introduction. We handle that case first, and then the case |G| > 2. In the next section we will generalize this result for arbitrary trees T 1 , . . . , T r and for B an arbitrary subgroup of Aut(G).
3.1.
Joins for the CFN model. We will prove the following theorem using Theorem 2.4 (Draisma's Lemma). In this section, we will use the notation V The general strategy will be to partition the consistent labelings based on the number of leaves not labeled by the identity. The subset of A i of vectors corresponding to labelings with exactly c non-identity leaf labels has affine span of dimension at most 2n − 4 because this imposes one linear constraint on the vectors. In the following lemma we show that for even 2 ≤ c ≤ n − 5, the affine span has exactly that dimension. (Note that the rank of the linear span is one larger than the affine dimension.) In what follows, we use the notation x g to denote the coordinate that corresponds to the Fourier parameter associated to g on the edge
. We also slightly abuse notation and interpret L(T ) as the set of leaf edges of T or as the set of leaf vertices of T depending on the context. Similarly, we not carefully distinguish between a leaf vertex and the leaf edge leading to that vertex. An example of the construction from this lemma is illustrated in Example 3.3. . Let S c ⊆ R 2(2n−3) be the hyperplane defined by
For even 2 ≤ c ≤ n − 5, rank A ∩ S c = 2n − 3.
Proof. Let π : R 2(2n−3) → R 2n−3 be the projection that forgets coordinates x 0 for identity element 0 ∈ Z/2Z and each edge ∈ E(T ). Then π(A ∩ S c ) is a set of 0/1 vectors with c leaf coordinates equal to 1.
Let E be an internal edge of T . Redraw T as below where each r j is a rooted subtree of T with root ρ j . For 1 ≤ j ≤ 4, choose L j to be a subset of the leaves of r j so that each |L j | is odd and so that |L 1 | + |L 2 | + |L 3 | + |L 4 | = c. This is always possible since c ≤ n − 5. Now, label all the leaves in L 1 ∪ L 2 ∪ L 3 ∪ L 4 by 1 to give a consistent leaf-labeling of T . This induces a consistent edge-labeling of T . Observe that in each rooted subtree r j there is a unique leaf λ j such that the path from ρ j to λ j involves only edges labeled by 1.
Let F kl ∈ π(A ∩ S c ) be the vector corresponding to the subforest of T induced by labeling all the leaves in
by 1 and all other leaves by 0. Let F E be the vector that corresponds to the subforest induced by labeling all of the leaves in
by 1 and all other leaves by 0. The key observation is that
where p(λ k , λ l ) is the path between λ k and λ l . Therefore, we have
Now suppose that is a leaf edge of T . Let Λ be a c-element subset of the leaves and label each leaf in this subset by 1 and all of the rest by 0. Since c is even, this is a consistent labeling. The vector corresponding to the subforest induced by this labeling is in π(A ∩ S c ). Moreover, since we have already shown that π(A ∩ S c ) contains e 1 for any internal edge , the vector F Λ = ∈Λ e 1 must also be in π(A ∩ S c ). For each leaf = , let Λ be any c-element subset of the leaves that contains but not . Then
and, we get,
Since we can repeat this procedure for every leaf edge and we have shown that e E 1 ∈ A ∩ S c for every internal edge E, we can conclude that rank A ∩ S c ≥ rank π(A ∩ S c ) ≥ 2n − 3. To use Draisma's Lemma to prove Theorem 3.1, we need to construct sets D i (v) with dimension 2n − 3 for each 1 ≤ i ≤ r. In the following proof, we will show how to construct v so that A i ∩S 2i ⊆ D i (v). By Lemma 3.2, since the affine span of each A i ∩ S 2i has dimension 2n − 4, this ensures that dim(D i (v)) ≥ 2n − 4. However, to prove the theorem, we will also need to ensure each D i (v) contains a vector outside of the hyperplane S 2i . For i = 1, this vector will be the vector corresponding to the trivial labeling, which we will call p 0 . For each i > 1, we will need to "borrow" a vector p i from an adjacent slice.
Proof of Theorem 3.1. Note that for n ≥ 7,
Therefore, the set A i ∩S 2i must have some linear dependencies. Choose p i ∈ A i ∩S 2i such that (A i ∩ S 2i ) \ {p i } still has dimension 2n − 3. Let L i be the set of leaf edges labeled 1 in the labeling corresponding to the vector p i . For each 1 ≤ i ≤ r let π i : R 2(2n−3) → R 2n be the projection that forgets the coordinates of the non-leaf edges. Let H 1 , . . . , H r−1 be the hyperplanes in R 2n with H i defined by
This hyperplane is constructed so that
By Proposition 2.6 there is a sequence of functionals v = (v 1 , . . . , v r ) such that P i = R i (v ) ∩ P (where P , P i and R i (v ) are defined in Proposition 2.6). Letting 
3.2.
Group-based models with |G| > 2. We continue to assume the trees T 1 , . . . , T r are binary and that B is trivial, but consider group G with |G| > 2. The proof follows the same structure as Theorem 3.1, but requires slightly different arguments. One way that the case |G| > 2 is actually simpler is that for any integer 2 ≤ j ≤ n there exists a constistent leaf-labeling that labels exactly j leaves by non-identity elements of G (this is only the case for even j when G = Z/2Z). Indeed, we have the following useful fact: Let G be a finite group with order |G| > 2. For any g ∈ G and any N ≥ 2, g can be expressed as the sum of exactly N non-identity elements.
We again will partition the vectors corresponding to constistent leaf labelings based on the number of leaves labeled by non-identity elements. But, we will not need to "borrow" the vectors p i from adjacent slices as in the proof of Theorem 3.1.
While in this section we are focused on binary trees, we prove Lemma 3.5 for the more general, non-binary case. 
contains the vectors of A 1 corresponding to consistent leaf-labelings of T 1 with 0,2, or 3 non-identity labels and D i (v) contains the vectors of A i corresponding to consistent leaf-labelings of T i with 2i or 2i + 1 non-identity labels for 2 ≤ i ≤ r.
Proof. Each tree A i is in R |G|mi . Let π i : R |G|mi → R |G|n be the projection which forgets the coordinates of the non-leaf edges. Let H 1 , . . . , H r−1 be the parallel hyperplanes in R |G|n with H j defined by i∈[n] g∈G\{0}
These planes partition R |G|n into sets R 1 , . . . , R r where the projections of labelings with 0, 2, or 3 non-identity leaves are in R 1 and projections of labelings with 2i or 2i + 1 non-identity leaves are in R i for 2 ≤ i ≤ r. By Proposition 2.6 there is a sequence of functionals v = (v 1 , . . . , v r ) with v i the minimum on R i and
is the desired functional. Proof. It will be convenient to work with the dehomogenized vectors, so let π : R |G|(2n−3) → R (|G|−1)(2n−3) be the projection which forgets coordinates x E 0 for identity element 0 ∈ G for each edge E ∈ E(T i ). In order to prove the lemma, we will show that for any edge E ∈ E(T i ) and any non-identity g ∈ G, that e E g is in the span of π(D i (v)).
Choose any internal vertex v of T i and redraw T i as below where each r j is a rooted subtree of T i with root ρ j .
Choose the orientation of the edges as shown and so that all edges in r j are directed away from ρ j . For 1 ≤ j ≤ 3, choose L j to be a subset of the leaves of r j so that each |L j | is odd and so that |L 1 | + |L 2 | + |L 3 | = 2i + 1. This is always possible since i ≤ r and n ≥ 2r + 4. Now we will distinguish a particular leaf in each r j . There is a unique path from the root ρ j down r j such that every vertex on the path has an odd number of leaves in L j as descendants. Label the terminus of this path in r j by λ j . Construct a consistent leaf-labeling that labels each of the λ j by the identity and the other 2i − 2 leaves by non-identity elements of G so that in the induced consistent edge-labeling, every edge on the paths from ρ j to the λ j is labeled by the identity. By our construction, this is always possible using any single non-identity element and its inverse. Let F be the vector that corresponds to this consistent leaf-labeling. Now fix non-identity g ∈ G. For any h ∈ G, let f j h be the vector with a 1 in the entry corresponding to e E h for each edge E on the path from leaf λ j to v and all other entries equal to zero. Then for any h ∈ G, (f 
Consequently, we have f 
Non-binary Trees and other group-based models
In this section, we show that many of the results of the previous sections generalize to non-binary trees and to group-based models where we identify the parameters of some group elements. First we tackle the case of non-binary trees.
4.1. Non-binary trees. To prove the result for non-binary trees, we use the fact that any [n]-tree with no degree-two vertices can be resolved into a binary [n]-tree. We then apply our our construction for binary trees to a resolution of each tree and adapt this construction to obtain an analogous result for the unresolved tree. 
The above result allows us to extend Theorem 3.4 to non-binary trees, and henceforth we can work more generally with arbitrary trees with no degree-2 vertices.
4.2.
Identifying Parameters. The final generalization is to allow parameters to be identified according to a non-trivial subgroup B of Aut(G). Recall that all group elements in the same orbit of B are assigned the same parameter. As discussed in the introduction, many of the most commonly used models in phylogenetics, including the JC and K2P models, are models of this form. 
. . , v r ). Each constistent labeleing has the same evaluation by v and v so the minimum value is achieved at the same index i. Then has projective dimension lM + r − 1 where M is the sum of the number of edges among T 1 , . . . , T r and l + 1 is the number of orbits of B in G. This is the expected dimension, so we have completed the proof of Theorem 1.1 in full generality.
Improved bounds for special cases
. Our proof of Theorem 1.1 holds when the number r of phylogenetic tree models in the mixture is not too large compared to number n of leaves of the trees, according to bound n ≥ 2r + 5. It should be noted though that the bound n ≥ 2r + 5 merely reflects the limitations in our proof techniques. In our experiments we have not come across any defective mixtures of phylogenetic tree models, and we have no reason to believe that these models have defective join dimensions for larger r, so we state the following conjecture. 
Claw trees.
In some special cases we can improve the bound. For instance, Theorem 3.4 states that when the group G has order at least 3, then joins have the expected dimension for n ≥ 2r + 4. When each tree in the mixture is the n-leaf claw tree, we can improve this bound. Proof. The proof outline follows that of Theorems 3.1 and 3.4, but with simplifications that allow for the improved bound n ≥ 2r + 1.
For G = Z/2Z, as in Lemma 3.2 let S c the hyperplane defined by
We show that for even 2 ≤ c ≤ n−1, rank A∩S c = n. For any pair of edges E 1 , E 2 , let L be any collection of c − 1 edges not containing E 1 or E 2 and F = j∈L e is in A ∩ S c for every edge E so rank A ∩ S c = n.
The remainder of the proof exactly follows the proof of Theorem 3.1 replacing dimension 2n − 3 (the number of edges of a binary [n]-tree) with n (the number of edges of the claw [n]-tree).
For |G| > 2, as in Lemma 3.5 choose functionals v = (v 1 , . . . , v r ) that divide the vectors corresponding to consistent leaf-labelings so that D i (v) contains the leaf-labelings with 2i or 2i + 1 non-identity edges for 1 ≤ i ≤ r.
Let π : R |G|n → R (|G|−1)n be the dehomogenization map that forgets the coordinates of x E 0 for each edge E. Working in the dehomogenized coordinates, fix i and any edge E 1 . Let L be any collection of 2i − 2 edges not containing E 1 and F = j∈L e j 1 . Choose E 2 and E 3 to be additional edges not in L. Follow the argument in the proof of Lemma 3.6 but replacing each f . . , T r with n < 2r + 5, so one can check whether all joins have the expected dimension by explicit computation. We perform some of these computations in the computer algebra system Macaulay2 [19] using the package PhylogeneticTrees [6] .
One can efficiently compute the dimensions of joins of parametrized varieties using the principle of Terracini's Lemma. The dimension of a join is equal to the dimension of the tangent space at a generic point on the join variety. Choosing random parameter values, we obtain the tangent space dimension from the rank of the Jacobian of the paramtrization map. To further improve efficiency, we compute the rank over a finite field F p for a large prime p.
Note that this algorithm is probabilistic. With small probability the random
