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The low frequency sensitivity on the orders of a few Hz in future gravitational-wave observatories
will enable the detection of gravitational wave signals of very long duration. The runtime of pa-
rameter estimation with these long waveforms can be months even years, which make it impractical
with existing Bayesian inference pipelines. Reduced order modelling and reduced order quadrature
integration rules have recently been exploited as promising techniques that can greatly reduce pa-
rameter estimation computational costs. We describe a Python-based reduced order quadrature
building code named PyROQ that builds the reduced order quadrature data needed to accelerate
the parameter estimation of gravitational waves. The infrastructure of the code is also directly
applicable to gravitational wave inference for space-borne gravitational-wave detectors such as the
Laser Interferometer Space Antenna (LISA). In addition, the techniques are broadly applicable to
other research fields where fast Bayesian analysis is necessary.
I. INTRODUCTION
Gravitational-wave observatories such as LIGO [1],
Virgo [2], and KAGRA [3] are now frequently detect-
ing signals from binary black holes [4–7], binary neu-
tron stars [8] and neutron star - black hole binaries [8–
10]. Their sensitivity keeps improving, with new gener-
ations of detectors expected to come online in the near
future, such as A+, Voyager [11–13], the Einstein Tele-
scope [14], Cosmic Explorer [15]. The current low fre-
quency limit of gravitational wave detector is about 10
Hz [16], but improvements on the current facilities mean
that a lower limit of 5 Hz is feasible, and lower limit of
1 Hz is envisioned for future generations. In order to
take full advantage of this sensitivity, waveform signal
models are required to span the whole sensitivity win-
dow, starting from the lowest frequency possible. It can
take a prohibitively long time to compute the likelihood
for such signals, unless efficient representation techniques
are used, such as Singular Value Decomposition [17–19],
Reduced Order Modelling (ROM) [20–23], and Relative
Binning [24]. We focus in this work on the application
of ROM techniques as applied to the calculation of the
likelihood integrand, building Reduced Order Quadra-
ture (ROQ) rules. On the longest waveform signal used,
speed-ups of many orders of magnitude are possible. The
main computational cost is moved in an off-line basis
building stage, which can be done once per waveform
model and ahead of time. However, as new waveform
models are being developed at a faster rate [25–28], in
order to fully exploit those even more complex models,
a user-friendly and easy-to-use ROQ basis building code
developed in Python as the language of choice of the
LIGO community is desirable.
In addition, the most advanced waveform models that
are able to extract the most astrophysical information
∗ hong.qi@ligo.org
from the gravitational-wave signals are also the most
computationally expensive. Many of the most impactful
studies will involve waveform models with more detailed
physics, such as eccentricity or higher-mode effects. The
high computational costs of parameter estimation with
these long waveforms with more physics make it almost
impossible with standard Bayesian inference pipelines.
For example, it can take several months to finish a pa-
rameter estimation run on a BNS signal using standard
methods, whereas techniques like ROQ rule can reduce
the runtime to about 24 hours [22, 29] and under certain
conditions a couple of hours [30]. Furthermore, in prac-
tice reruns are often needed due to fine-tuning and errors,
as well as using different stages and types of calibrated
data such as cleaned data [4].
In this paper, we present a method that can be used
to search for reduced bases and construct ROQ data for
gravitational waveforms and inference on gravitational
waves using a modified algorithm to the greedy method
that was adopted by the C++ code GreedyCpp [20, 23].
We also showcase the implementation of the method, the
PyROQ code written in Python. We show that even
though Python is in general slower than C++ [31], with
the modified algorithm PyROQ is comparable in speed
to the GreedyCpp in the ROQ data constructions.
The paper is organized as follows. In Section II we
introduce the basics of ROQ rules for gravitational wave
parameter estimation, as well as the algorithm we use to
produce the ROQ data. In Section III we describe our
validation of the PyROQ code with an application to
IMRPhenomPv2 [32, 33] waveform, checking against the
ROQ from GreedyCpp. Using the Bilby pipeline, in Sec-
tion IV we show the likelihood comparisons and the pos-
terior comparisons, respectively, for simulated NSBH in-
jections with the standard method and the ROQ method
where the ROQ data were constructed from PyROQ; we
also compare the inference on a few real BBH detections
in LIGO data using the ROQs constructed by PyROQ
and GreedyCpp; we also briefly introduced the applica-
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2tion in GW inference with LISA with supermassive black
hole binaries (SMBHBs). At last in Section V, we sum-
marize what has been presented in the paper.
The PyROQ code is publicly available at http://
pypi.org/project/PyROQ.
II. METHODOLOGY
A. Basics of inference on gravitational wave
Inference on gravitational waves is also known as grav-
itational wave parameter estimation. It provides the pos-
terior probability density functions (PDFs) of a set of pa-
rameters ~Λ that characterize the source properties and
are used to model the gravitational wave signal, h(~Λ),
from the detector’s collected strain data d. A widely
accepted method to calculate the PDFs is Bayesian in-
ference in which Bayes theorem is used
p(~Λ|d) = P(
~Λ) L(d|~Λ)
E(d)
, (1)
where p(~Λ|d) is the posterior probability of the model
parameters given the data, P(~Λ) is the prior probability
on the model parameters, L(d|~Λ) is the likelihood of the
data at given model parameters, and E(d) is the model
evidence which describes the probability of the data given
the model. The evidence is the same for all waveform
models for a certain hypothesis, thus it enters only as an
overall scaling factor in parameter estimation. The prior
depends on what one believes in advance. Therefore, the
most computationally consuming part is the likelihood.
Suppose the detector data d is composed of a GW sig-
nal h(~Λtrue) and noise n, i.e., d = h(~Λtrue) + n. The
log-likelihood function can be computed by
logL(d|~Λ) = −1
2
(d− h(~Λ), d− h(~Λ)) , (2)
where (a, b) is an overlap integral:
(d, h(~Λ)) = 4< ∆f
L∑
k=1
d˜∗(fk)h˜(fk; ~Λ)
Sn(fk)
. (3)
Here d˜(fk) and h˜(fk; ~Λ) are the discrete Fourier
transforms at frequencies {fk}Lk=1 and Sn(fk) is the
power spectral density (PSD) of the detector’s noise.
For a given observation time T = 1/∆f and detec-
tion frequency window from fhigh to flow, there are
L ∼ int ([fhigh − flow]T ) sampling points in (3). When
L is large, and ~Λ gets larger as more physics is con-
sidered in new waveform models and must be sampled
extensively, the evaluation of the model at each fk and
the repeated evaluation of the likelihood have become
bottlenecks in gravitational wave parameter estimation.
B. ROQ rules for gravitational wave models
Here we describe succinctly the procedure of ROQ
rules building, following the conventions in Ref. [22].
The model of a gravitational-wave strain signal h(f) de-
tected by a ground-based interferometer and its overlap
with itself have their empirical interpolants, which can
be written as (cf. Eq. (7) of Ref. [22])
h˜A(fi;~λ) ≈
NL∑
j=1
Bj(fi)h˜A(Fj ;~λ) , with A ∈ {+,×} , (4a)
<
[
h˜A(fi;~λ)h˜
∗
B(fi;
~λ)
]
≈
NQ∑
k=1
Ck(fi)<
[
h˜A(Fk;~λ)h˜∗B(Fk;~λ)
]
, with A,B ∈ {+,×} , (4b)
that accurately approximate both the polarization states
and their products that are required to compute the log-
likelihood in Eq. (2). The {Bj}NLj=1 is the reduced ba-
sis (RB) for the two polarization states and {Ck}NQk=1
is the reduced basis for the inner product of the wave-
form with itself. The nodes {Fj}NLj=1 are the empiri-
cal interpolation nodes, which are uniquely selected to
produce accurate waveform interpolation with the basis
{Bj}Nj=1. The h˜A(~λ;Fj) is an empirical interpolant of the
A-polarization state at those empirical nodes. Similarly
for the products of polarization states. Substituting the
approximation (4) into (3) gives a reduced order quadra-
ture (ROQ) rule. Sec. II C describes the algorithms we
use to build the bases in (4).
All extrinsic parameters (defined here as the sky-
position RA and Dec, the polarisation angle ψ, the dis-
tance D and the coalescence time tc), do not affect the
frequency evolution of the binary and simply scale the
inner product, thereby sharing the same ROQs, except
for the coalescence time tc. The coalescence time does
require special treatment: following previous work (see
[21, 22], we build a unique set of ROQ weights for equally
3spaced values of tc (see below). The full likelihood can be approximated by the ROQ
likelihood, which can be decomposed into parts [22]
2 logL ≈ 2F+(d, h+)ROQ + 2F×(d, h×)ROQ − |F+|2 (h+, h+)ROQ − |F×|2 (h×, h×)ROQ − 2F+F×(h+, h×)ROQ − (d, d) ,
where the linear part and its corresponding ROQ weights
(d, hA(~λ))ROQ ≈
NL∑
j=1
ωj(tc)h˜A(Fj ;~λ) , (5a)
ωj(tc) = 4< ∆f
L∑
i=1
d˜∗(fi)Bj(fi)
Sn(fi)
e−2piitcfi(5b)
and the quadratic part and its weights
(hA(~λ), hB(~λ))ROQ ≈
NQ∑
k=1
ψkh˜A(Fk;~λ)h˜∗B(Fk;~λ) ,(6a)
ψk = 4< ∆f
L∑
i=1
Ck(fi)
Sn(fi)
, (6b)
Once the weights are computed, evaluating the ROQ
likelihood only requires NL + NQ terms, hence reducing
the cost of (3) by a factor of L/(NL+NQ). The ROQ rules
are similar to the standard evaluation pattern, thereby
allowing existing codes to easily implement these tools.
The quality of a basis is measured by the empirical
interpolation errors[20], denoted by σEI’s, in the interpo-
lation of millions of test waveforms with the basis.
C. Numerical algorithm of PyROQ
It is unnecessary to have a one-fits-all basis that can
represent all the waveforms in the whole parameter space
of a gravitational wave model, because the basis would
be too large to save time for parameter estimation. Also,
the searching pipelines (such as in [34, 35]) can estimate
the chirp mass at 10% accuracy or higher precision so
it is sufficient to use a basis built from smaller parame-
ter space range. Therefore, before searching for reduced
bases to build ROQ data, we first divide the entire pa-
rameter space of a waveform model into several chunks.
The chunks are split based on the chirp mass values that
correspond to a signal length T , whose values are tra-
ditionally 4 second, 8 second, ..., and 256 second in the
integer power of base 2 [22]. We leave overlaps between
adjacent chunks to cover the situation when the param-
eters of a signal are around the division boundaries of
chirp mass. The reduced linear and quadratic bases are
then searched for to build ROQ data for each of these
chunks.
PyROQ makes significant modifications to the greedy
algorithm of GreedyCpp, and exploited a different en-
richment strategy. As a Python-based code, PyROQ has
natural challenges in computing speed compared to the
C++ based code GreedyCpp at the computer language
level. If PyROQ simply copies GreedyCpp’s algorithm,
the ROQ data construction is expected to be slower. We
need a code in Python to be at least as speedy if not
faster. This urges the modifications in the algorithm of
PyROQ.
Bear in mind that the basis construction is to find in
the waveform space a set of basis elements that are most
different from each other and can span waveform space.
Note that the basis that can interpolate the chunk of
waveforms is not unique, because the basis searching pro-
cess is similar to choosing a basis of two elements for a
2-D vector space where there are many choices for the two
elements. Also note that the order of the basis elements
in the basis can be reordered and still represent test wave-
forms to the same accuracy (cite the linear interpolation
equation), so it makes the basis searching process more
flexible. The task then simplifies to find a basis out of
infinite possible bases that are roughly the same size and
can span the waveform space accurately.
Before we do any searches, it should be made clear that
we aim at a reduced basis that can span the parameter
space accurately enough for parameter estimation usages.
Typically it requires that the maximum empirical inter-
polation error by the reduced basis for the waveforms
in the parameter space of interest should be less than
5 × 10−7. We use the letter  for this threshold (maxi-
mum empirical interpolation error). This is equivalent to
that the overlap between any represented waveform and
its original waveform is larger than 1 − 2 × 10−6. This
can ensure that the fractional error in logarithmic likeli-
hood is less than 10−6 [21, 36] which makes the parameter
estimation with ROQ method yield the same posteriors
as the standard non-ROQ method. Another constraint
on the threshold  comes from the waveform accuracy.
The interpolation errors should be smaller than at least
one order of magnitude of the accuracy of a waveform
model. For example, if the waveform is accurate up to
10−8, then the maximum empirical interpolation error
 of represented waveforms by the reduced basis should
be less than 10−9 instead of 5 × 10−7. In other words,
the threshold  (maximum empirical interpolation error)
should be less than the minimum of 5 × 10−7 and one
order of magnitude smaller than the waveform accuracy.
One can always build ROQs more accurate than the min-
4imum requirement at their interest, though it is not al-
ways necessary.
Algorithm 1 Greedy+Enrichment algorithm for re-
duced basis search
1: Input: {ecorner,j}Ncj=1, 
2: Set i = 0
3: RB = {ecorner,j}Ncj=1
4: while σEI ≥ /10 do (Greedy loop)
5: i = i+ 1
6: Ti = Generate Nsub random λ ∈ T
7: λnew = argmaxλ∈Ti‖h(·;λ) − Pjh(·;λ)‖2 (Gram-
Schmidt using parallelization)
8: ei+1 = h(·;λnew)− Pih(·;λnew)
9: ei+1 = ei+1/‖ei+1‖
10: RB = RB ∪ ei+1
11: Tj = Generate 1000 random λ ∈ T
12: σEI = maxλ∈Tj ‖h(·;λ) − IM (h(·;λ))‖2 (Using paral-
lelization)
13: end while
14: while Toutliers 6= ∅ do (Enrichment loop)
15: Tk = Generate 1000000 random λ ∈ T (Using paral-
lelization for this line and the next)
16: Toutliers = λ ∈ Tk and ‖h(·;λ)− IM (h(·;λ))‖2 > 
17: while σEI ≥  do
18: i=i+1
19: σEI = maxλ∈Toutliers ‖h(·;λ)− IM (h(·;λ))‖2
20: λnew = argmaxλ∈Tj‖h(·;λ)− IM (h(·;λ))‖2
21: ei+1 = h(·;λnew)− Pih(·;λnew)
22: ei+1 = ei+1/‖ei+1‖
23: RB = RB ∪ ei+1
24: Toutliers = Toutliers − λnew
25: end while
26: end while
27: Output: RB {ei}mi=1
The reduced order quadrature rule is trained on dy-
namic and relatively small training sets Ti of waveforms,
which are equivalent to a large and dense training set T ,
using an algorithm implemented in Python. The algo-
rithm is shown in Algorithm 1, where for the notations
that are not specified they follow the work in [20]. The
initiative basis elements are straightforward to find. Be-
cause the basis must interpolate the waveforms at the
corners of waveform space, we use those of the lowest and
highest boundary values in the corners of the parameter
space as the initial basis waveforms, where we extract
out the first few basis elements using normalization and
Gram-Schmidt. The number of corner initial waveforms
is Nc. Our practises show that using the corner wave-
forms rather than random waveforms as initiative basis
elements, the basis size can be reduced by ∼ 20%. We
proceed with small training waveform sets that each has
waveforms on the order of Nsub = 10
3 ∼ 104. In each
small set, we use Gram-Schmidt to select the most differ-
ent basis element to the already found basis elements that
have been selected and accumulated in previous steps,
and add it to the found reduced basis.
Enrichment of the basis is applied in the process of
interpolating test waveforms with the found basis. The
found basis is first validated on 1000 test waveforms. If
all waveforms can be interpolated accurately (with an in-
terpolation error less than one tenth of the threshold )
then we move to validate it on 106 test waveforms. In
this step, if all those one million waveforms can be inter-
polated accurately (with an interpolation error less than
the threshold ) then the reduced basis has been found
and the basis searching task is completed. However, usu-
ally a fraction of the 106 test waveforms cannot be rep-
resented accurately by the found basis. We call them
the outlier test waveforms, Toutliers. The outlier wave-
form with the highest empirical interpolation error will
be added as a new basis element to form an enriched ba-
sis. This enriched basis element is calculated using Gram-
Schmidt projection. The enriched basis, which contains
the previously found basis elements and the enriched ba-
sis element, is then applied on the remaining outlier test
waveforms. If some of them still cannot be interpolated
accurately, then the one with the highest empirical in-
terpolation error will be added as another enriched basis
element. The process is repeated until all the outlier
waveforms are represented accurately.
Note that unlike GreedyCpp, we do not add all the
outlier test waveforms above a certain empirical inter-
polation error threshold to enrich the training waveform
set. Rather, we choose the one with the largest inter-
polation error to enrich the basis. This is because we
observed that some outliers with high empirical interpo-
lation errors above the threshold can be from the same
narrow region of the parameter space, and adding one of
them as a new basis element can interpolate the rest of
the outliers accurately.
Enrichment is critical in finishing up an ROQ basis
search. Through enrichment we are able to add more
effective basis elements not only to represent those “out-
lier” waveforms that cannot be interpolated by existing
reduced basis but also many more training and test wave-
forms. The question is where to add the enrichment. In
Algorithm 1 we show that in the Greedy loop, the thresh-
old is set to be 0.1. This threshold can be increased, and
theoretically it can be infinity and thus the enrichment is
introduced from the beginning of reduced basis construc-
tion. Recall that the set of basis elements to represent a
waveform space is not unique. The advantage to do the
enrichment earlier is to decrease the Gram-Schmidt pro-
jections needed on the order of N2 to reduce computation
time.
Smaller training waveform sets mean more searches are
required and a larger basis size. An extreme scenario is
when each small training set has one waveform, the size
of the basis is equal to the number of training waveforms.
In this case all the training waveforms can be accurately
interpolated but the basis size is too large to be used in
parameter estimation. Larger training waveform sets do
result in smaller basis size, but each new basis element
search costs more time and hence it takes longer time to
5finish the basis searches. Fish (fast basis searching) and
bear palm (small basis size) cannot be obtained at the
same time. What makes a balance then? We find that
the basis can be obtained at a reasonable computation
time when each small training waveform set has ∼ 10
times the basis size NL, taking linear basis for exam-
ple. Figure 1 shows that for a chunk of waveform space,
the size of the linear basis as a function of the size of
the training waveforms in each small training set. For
computing speed consideration we are generous about
the number of the basis elements for the chunk and do
not require it to be the least (perfect), but rather com-
promise at a potential 25% more basis elements, which
result in an increase in the running time of gravitational
wave parameter estimation to be less than 25%, which is
acceptable.
FIG. 1. The number of basis elements as a function of search-
ing points in each small subset for the PhenomPv2 waveform
model. The waveform parameter range has Mc ∈ [20, 21]M,
mass ratio q ∈ [1, 1.2], and both spins up to 0.1.
For a given chunk of waveform space, the number of
basis elements that are required to precisely represent
all waveforms in it depends on the following factors: (a).
The nature of the waveforms. For example, how different
are the wiggles in each waveform imagining we finely grid
the waveform space to the extent that all the features in
the wiggles and wobbles of the waveforms are caught.
The more different the features, the bigger the size of
the basis needed. (b). The duration of the waveforms.
Longer duration requires a larger basis.
Knowing these factors are important for PyROQ users
to estimate the sizes of the bases and thus the construc-
tion time before running the code. For a new waveform,
we would not be able to know the exact values of NL and
NQ before carrying out a basis search with a large wave-
form training set. However, searching for the basis with
a sole large training set is what we want to avoid due to
the low computation speed in Python compared to C++.
The solution is to use PhenomPv2 as a baseline. We first
use a small test to decide the level of complexity of the
waveform nature compared to PhenomPv2 under a simi-
lar waveform parameter space. We calculate the number
of basis elements required for the small training set and
compare it to that of PhenomPv2. Then we estimate
NL and NQ to get proper setups to run PyROQ. With a
pre-evaluation using IMRPhenomPv2, we can skip some
loops in the Greedy loop in Algorithm 1.
We applied trivial parallel computation in PyROQ to
reduce the wall time for waveform generations and the
Gram-Schmidt process in each small group of waveforms
for a new basis element searching. Specifically, Multipro-
cessing in Python is used, see Algorithm 1 for where it
weighs in. With 50 processes running at the same time,
the wall time is reduced by a factor of ∼ 40. As the num-
ber of processes increase the wall time drops accordingly
but not linearly.
D. Waveform models
A variety of waveform models are available for compact
binary coalescence. PyROQ has included the ones that
have been released in the LALSuite software library [37]
and keeps up-to-date with their new released waveform
approximants. However, it is easy to adapt the code to
work for other waveforms, providing that the waveforms
are frequency or time series. For the ROQs to be used
in LIGO parameter estimation pipelines, the frequency
domain is preferable even though there is no such re-
quirement in ROQ data constructions.
III. CODE VALIDATION WITH
IMRPHENOMPV2 WAVEFORM
Three aspects should be checked carefully for any code
developed to construct reduced bases and reduced or-
der quadrature data: the accuracy of the represented
waveforms by the reduced basis, where it should reach
the requirements imposed by parameter estimation; the
size of the reduced linear and quadratic bases, where a
smaller size provides higher speedups in a ROQ run than
a standard run; the time it takes to build the basis, where
our philosophy is a maximum of two weeks for any ba-
sis construction. In this section we first briefly compare
the performances of PyROQ with that of GreedyCpp to
showcase that the basis sizes and the construction time
are both fine using PyROQ. We then demonstrate that
while the other two aspects are considered, the bases gen-
erated with PyROQ can represent waveforms to the ac-
curacy typically required by parameter estimation and
therefore PyROQ can serve as an ROQ building code for
LIGO gravitational waveforms.
The waveform model used for the code validation is
a phenomenological waveform model known as IMRPhe-
nomPv2, which is implemented in the LIGO Algorithm
Library (LAL) [38]. This model describes an approx-
imate IMR signal of precessing binary black holes by
appropriately rotating the waveforms of an aligned-spin
system by means of Euler rotations into the mode. The-
6oretically, any waveform can be used for the validation
of the code, but we chose the precessing waveform IMR-
PhenomPv2 for two reasons. First, it is a vanilla wave-
form that is frequently used in LIGO data analysis es-
pecially the PE runs with real data. Second, its bases
have been built using GreedyCpp, so the performances
of both GreedyCpp and PyROQ can be more easily and
directly compared.
A. Performances compared with GreedyCpp
We built the linear and the quadratic bases for the 4-
second IMRPhenomPv2 waveforms to showcase the per-
formances of PyROQ compared to GreedyCpp. The pa-
rameter space and range were chosen to be the same as
Case A in [22] which used GreedyCpp to make proper
comparison when we built the ROQs with PyROQ. The
comparisons are listed in Table I. The built time for the
ROQs in this example was less than 10 hours on a 4-GB
RAM computing node for the linear basis, and even less
time for the quadratic basis because it has a smaller size
than the linear basis. We impose the philosophy that it
should take no more than two weeks to build a basis for
any chunk of waveform parameter space range, otherwise
further code optimisation should be applied. When the
bases construction time is less than two weeks, we have
the freedom to increase the searching points for a new
basis element and thus reduce the basis size. Refer to
Figure 1 and the section it is in for more details.
The example linear basis size by PyROQ is larger than
GreedyCpp by 14%. This means that a ROQ run for a 4-
second signal takes roughly 14% more time to finish if us-
ing the example ROQ data built by PyROQ than Greedy-
Cpp, and thus about 12% less speedup the ROQ method
can gain compared to the standard method. However,
notice that in this example the bases construction aimed
at building the ROQs in short amount of time and did
not use parallelization, which was in a few hours. Because
the construction time was much less than two weeks, we
can use more points for every new basis element search-
ing, or introduce enrichment earlier, and increase the con-
struction time accordingly but still maintain it under two
weeks, for which we expect smaller-sized linear basis and
quadratic basis. In sum, the performances of PyROQ
in terms of basis size and construction time are at least
acceptable.
B. Accuracy of interpolated waveforms
Parameter estimation has requirements on the accu-
racy of interpolated waveforms for the ROQs to be ap-
plied to get the same estimation results as the standard
method. It requires that the threshold , i.e. the maxi-
mum empirical interpolation error of interpolated wave-
forms in the parameter space, to be less than the min-
imum of 5 × 10−7 and one order of magnitude smaller
than the accuracy of the waveform model, such that the
fractional error in logarithmic likelihood is tiny enough
to produce visually indistinguishable posteriors.
FIG. 2. Empirical interpolants of a random 16-second test
waveform (top panel) and its overlap with itself (bottom
panel). The light blue thick lines are the original waveform
(top) and the original overlap (bottom). Their corresponding
interpolants are shown in deep blue dashed lines. The red dots
are the empirical nodes, the number of which is equal to that
of the reduced basis elements that are used to represent the
waveform or the overlap. The empirical interpolation errors
for both interpolants are less than 5 × 10−12 and 1 × 10−12,
respectively.
An instance of the linear and the quadratic empiri-
cal interpolants of a random waveform and its overlap
with itself is demonstrated in Figure 2. We randomly
drew one million samples and calculated their empirical
interpolation errors with the basis in Table I to check if
accuracy requirement can be satisfied. The empirical in-
terpolation errors of those one million test waveforms are
smaller than 5× 10−12, and their distribution are shown
in Figure 3. Recall that the machine epsilon in the code
is 2.22× 10−16.
IV. APPLICATIONS ON PARAMETER
ESTIMATION
Now that quality waveform bases are obtained, it is im-
portant to study if the ROQs generated by PyROQ can
be reliably applied to inference on gravitational waves.
7Code
Frequency range (Hz)
Min Max Waveform duration T ∆f(Hz)
Mc(M)
Min Max
Basis size
Linear Quadratic Maximum error Test waveforms
GreedyCpp 20 1024 1.5s < T < 4s 1/4 12.3 23 300 197 6× 10−9 15 millions
PyROQ 20 1024 1.5s < T < 4s 1/4 12.3 23 342 203 1× 10−10 2 millions
PyROQ 20 1024 1.5s < T < 4s 1/4 12.3 23 420 240 5× 10−12 2 millions
TABLE I. Comparisons of GreedyCpp and PyROQ in building a ROM for 4-second signals using IMRPhenomPv2 waveform.
We use the same parameter values as in reference [22] such as limiting the magnitudes of the spin-related parameters (χ1, χ2, χp)
to lie within the range (−0.9,−0.9, 0) ≤ (χ1, χ2, χp) ≤ (0.9, 0.9, 0.9) and we use the full range for the spin angles: (0, 0) ≤
(θJ , α0) ≤ (pi, 2pi). The differences in the setups are the maximum interpolation error and the number of test waveforms, which
are shown in the last two rows.
FIG. 3. Empirical interpolation error distribution for one mil-
lion randomly drawn samples from the parameter space that
the ROQs were built from. All test samples have interpola-
tion errors less than 5× 10−12, which is the threshold for the
ROQ construction. The machine epsilon is 2.22× 10−16.
The detectors of interest include but are not limited to
the ground-based LIGO-Virgo-KAGRA (LVK) detectors
and the LISA space detector. Simulated gravitational
wave injections are required to compare the parameter
estimation between the standard method and the ROQ
method using the ROQs built with PyROQ. We do not
start with real detections because they contain noise and
we want to have more variables under control to pin-
point the effects from waveform interpolation. Real de-
tections using the ROQ method are studied later in this
section after the effects from waveform interpolation are
addressed.
A. Simulated gravitational wave injections
Simulated gravitational waves injections are needed
to investigate the effects of empirical interpolation er-
rors on parameter estimation. For the questions that
are concerned, any gravitational waves from the com-
pact binary coalescence (CBC) category can fulfill the
purposes. However, just to be chic, we chose neutron
star-black hole mergers, which are the last type of CBCs
that can be detected by LIGO and currently a hot topic
[9, 10, 39]. Therefore, simulated signals modeled by IM-
RPhenomPv2 waveform and randomly drawn from the
parameter space of the 16-second signals were injected
coherently in the two LIGO detectors.
Each simulated signal was injected into three types of
noise: zero noise, O4 noise, and the LIGO designed noise.
Injections made with zero noise have no noise in the sim-
ulated strain data. These injections can eliminate the un-
clear influences on likelihood calculations from the noisy
real data, so that they can get the possible differences
that are resulted from the representations of the wave-
forms by the reduced bases. The O4 noise and the LIGO
designed noise cases make it possible to see the effects
that come from the noise.
Particularly, the studies with one randomly chosen
waveform, which corresponded to three injections, are
elaborately explained in sections IV B and IV C.
B. Point-by-point Likelihood Comparisons
We have shown that with the bases constructed by
PyROQ, the errors of the empirically interpolated IMR-
PhenomPv2 waveforms are smaller than 5× 10−12. Now
we determine how those tiny interpolation errors affect
parameter estimation using the NSBH injections that are
described in Section IV A. Before skipping to check the
posteriors, we shall first examine the likelihoods. We
performed point-by-point comparisons between the like-
lihoods calculated from both the standard Full likeli-
hood function and the ROQ likelihood function. The
likelihoods were evaluated with Bilby , which is one of
the gravitational wave inference tools used in the LIGO-
Virgo Collaboration.
Under the assumption that the ROQ is an approxima-
tion of the Full likelihood, the two methods are required
to yield the same likelihood for the same set of wave-
form parameter values for the ROQ to qualify a valid
substitute to the Full likelihood function for parameter
estimation. Figure 4 shows the Full and the ROQ likeli-
hoods calculated for an example NSBH waveform which
is injected into zero-noise, designed noise, and O3 noise.
In this example the chirp mass parameter is varied and
the other parameters are fixed for the likelihood calcula-
tions and comparisons, but it can be generalised to cases
where all the parameters vary simultaneously. It can be
seen that the likelihoods from the two methods are indis-
tinguishable, for the zero noise and the LIGO designed
8FIG. 4. Point-by-point likelihood comparisons between the
standard Full likelihood and the ROQ likelihood using Bilby
inference pipeline for an injection of a NSBH signal into zero
noise. The vertical black line shows the chirp mass value
(7M) of the injected waveform.
noise respectively, up to a tiny fractional difference
1− logLFull
logLROQ ≤ 10
−6. (7)
This shows that the waveforms represented by the bases
generated by PyROQ can represent the original ones to
the likelihood accuracy needed by the parameter estima-
tion that applies the ROQ rules. Aside from the example
case shown here, we have observed this fractional differ-
ence to be in all injection examples. This demonstrates
that PyROQ can build qualified ROQ data for parameter
estimation on detections with LIGO or similar detector
sensitivity.
Note that historically, the accuracy requirement for
waveform interpolations placed by PyROQ was that the
empirical interpolation errors are less than 5 × 10−12,
but our studies indicate that a 1× 10−10 threshold is al-
ready accurate enough in point-by-point likelihood com-
parisons in the regime of LIGO detectors for this specific
waveform model and parameter space range. Therefore
ROQs of less accuracy (1 × 10−10 in empirical interpo-
lation error) can provide the same GW inferences as the
standard cases. A comprehensive study of the waveform
accuracy and the ROQ accuracy required for LIGO grav-
itational wave parameter estimation will be presented in
Waveform and ROQ Accuracy Requirements For LVK
Parameter Estimation, which is a paper under prepara-
tion.
C. Standard and ROQ Posterior Comparisons
We now move to compare the posterior probability dis-
tributions for the three NSBH injections discussed in Sec-
tion IV B. We performed the parameter estimation for
those injections using Bilby.
Table II lists the injected and the recovered parame-
ter values with the two methods for the three injections
of the same waveform. Both the standard method using
the Full likelihood and the ROQ method using the ROQ
likelihood can recover the injected gravitational wave pa-
rameters very accurately and precisely. The two methods
agree with each other to the fourth significant figures for
the 68% credible intervals for each injection. Figure 5
show the corner plots of posterior distributions of chirp
mass Mc and mass ratio q for the three injections. The
corner plots illustrate that the posterior distributions are
consistent between the two methods for the injection.
Mc(M) q SNR
injection 7.00 0.07143 16.4
Zero-nosie standard 7.000.0030.003 0.07143
+0.0001
−0.0001 16.4
Zero-nosie PyROQ 7.000.0030.003 0.07143
+0.0001
−0.0001 16.4
TABLE II. The injected and recovered values of chirp mass
Mc, mass ratio q, and Signal-to-Noise Ratio (SNR) of the
analysis from Figure 5. Modes and 68% credible intervals are
read from both the standard likelihood and the ROQ com-
pressed likelihood.
FIG. 5. Corner plots of probability density function for the
chirp mass Mc and mass ratio q of a simulated zero noise
injection. In cyan as obtained in 50 hours by the standard
likelihood, and in cyan as obtained in 1 hour with the ROQ.
The injection values are on the top of the subplots, and are
listed in Table II.
While the posteriors from the two methods are visually
indistinguishable, the running time is different for the
two methods. The ROQ method produces speedups of
about 50 times for the injection.Recall that the speedup
depends on the size of the reduced basis compared to the
frequency nodes used in the waveform model, as well as
9the other parts of parameter estimation. The more the
parameter estimation is dominated by waveform genera-
tions, the more speedup the ROQ method gains.
D. Consistency Comparisons with GreedyCpp
It is of interest to examine whether the parameter esti-
mation results are consistent using the bases constructed
by PyROQ and those by GreedyCpp.
We analysed the real observed data that contained the
two gravitational wave events GW150914 and GW151226
in the LIGO’s first observing run. For each GW event,
we set up two identical ROQ runs using the IMRPhe-
nomPv2 waveform and the ROQ likelihood function eval-
uated with LALInference [40], except that one used the
bases constructed by PyROQ and the other used those
by GreedyCpp as in Table I . We make comparison plots
between the recovered posterior PDFs for the chirp mass
in Figure 6. Other parameters show similar consistency.
The inferences of the astrophysical parameters from
both runs are consistent for both events, respectively.
The figure clearly shows that the ROQ method with the
PyROQ reduced bases and the GreedyCpp reduced bases
both recover visually identical posterior PDFs. Besides,
the running time is similar for both runs for each event.
This is expected because the reduced basis sizes are com-
parable using the two basis construction codes. These
provide further supports for PyROQ to be used as a qual-
ified ROQ data building code.
FIG. 6. Comparisons of ROQ PE runs for GW150914 us-
ing bases constructed with GreedyCpp (yellow) and PyROQ
(blue). The green is standard run without ROQs.
The analyses of the other LVK detections using the
ROQs generated by PyROQ are out of the scope of this
paper. When time allows it is useful to revisit those
old detections with the new tool because it can pro-
vide more benchmarking that benefits inference on future
LVK gravitational wave detections using PyROQ.
E. Application of standard and ROQ methods to
static LISA
We briefly illustrate an application of the ROQ method
onto a simulated toy detection scenario with the space
detector LISA. Specifically, first with PyROQ we built
the ROQs for days-long (Mc ∈ [106, 107]M) signals of
supermassive black hole binaries using IMRPhenomPv2
waveform. The frequency node separation is 1/1638400−
second (about once per 19 days).
FIG. 7. Empirical interpolants of a random 1638400-second
(about 19-day) test waveform (top panel) and its overlap with
itself (bottom panel). The chirp mass is 2.8×106M, and the
mass ratio is 1.25. The light blue thick lines are the original
waveform (top) and the original overlap (bottom). Their cor-
responding interpolants are shown in deep blue dashed lines.
The red dots are the empirical nodes.
It is shown in Figure 7 the empirical interpolants for
a randomly chosen example waveform in the parameter
range in which the ROQs were built. The chirp mass is
2.8×106M, up to a factor of 105 than the first detected
BBH; and the mass ratio is 1.25, which is similar to that
of the first detected BBH. With Bilby, we created a de-
tector that has an arm length of 2.5× 10−6km, which is
about the size of LISA, and set it to be located on the
surface of the Earth and has the PSDs similar to that of
LISA. We call it static LISA, in the sense that we ignore
the motion of LISA throughout a signals duration, which
can be days, months, and even years. Then we made in-
jections of SMBHB mergers into the static LISA detector
and recover the gravitational wave parameters using both
the standard method and the ROQ method. The overall
speedup was about 5 times using the ROQ method for all
the injections and detections we simulated. For the ex-
ample frequency-domain signal that spans a few mHz, the
signal size is actually pretty small with∼ 104 data points.
For years-long signal in LISA, more inference speedups
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are expected from the ROQ method. Therefore, we esti-
mate that there are non-negligible speedups for the LISA
parameter estimation using the ROQ method after the
time delay interferometery (TDI) data that are collected
by the real, moving LISA are used.
V. CONCLUSION
We have described a method to search for reduced
bases of gravitational waveforms and build the reduced
order quadrature data for fast parameter estimation.
We subsequently illustrated using IMRPhenomPv2 wave-
form that the code PyROQ, which implemented the
method, can find reduced bases for accurate waveform
representation for the waveforms in the LALSuite and
build ROQs for fast and accurate parameter estimation
on LVK’s data. Point-by-point comparison are made be-
tween Full likelihood and the ROQ likelihood. Their frac-
tional differences are less than 10−6 as shown in Figure 4.
We carried out simulated NSBH injections to show that
the inference on simulated signals using those ROQs can
produce posterior distributions of the parameters at the
same accuracy as with the standard non-ROQ method,
see Figure 5.
Because the ROQs are built without any noise, they
can be used for other ground-based gravitational wave
detectors of similar sensitivity range to the LVK detec-
tors. The ROQs can also be used in science scenario
studies where simulated gravitational wave signals are in-
jected into the PSDs of the current and the future LVK
observations. They are particularly useful when the stud-
ies incorporate a large number of simulated events where
computation speed becomes an demanding requirement.
For the 4-second IMRPhenomPv2 waveforms, we com-
pared the ROQs generated using PyROQ with those us-
ing GreedyCpp in Table I both in the basis size and the
computation time. Then we used both the ROQs to infer
a few real gravitational wave detections in LIGO’s first
observing run and showed that the parameter estima-
tion results are barely distinguishable, see Figure 6. We
concluded that PyROQ can be safely used in LVK fast
parameter estimation.
PyROQ can be easily adapted to build ROQ data for
any other gravitational waveforms that are not currently
included or released in the LALSuite. We also show-
cased that PyROQ can be adapted and applied for space
detectors such as LISA, see Section IV E. It can also be
modified to work for more generalized time and frequency
series from experiments in other research fields that re-
quire faster parameter estimation.
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