This paper presents a contribution to the study of decision making under uncertainty. All decisions are actually made under some degree of uncertainty, and hence it is important to develop models that explicitly take into account the uncertainties present in particular decision situations. Because decisions must be made on the basis of finite information, models are sought that can readily incorporate all available data into the decision-making process. This is what the Bayesian approach attempts to do.
INTRODUCTION
During the last fevw ye,-n mnihor of papers have riealt with the Dayesian approach to reliability and maintainability problems (see . In Ref 6 some desiderata were examined for Bayesian analysis of reliability problems and it was observed that the Weibull distribution possesses the desirable properties of (a) assuming a fairly wide range of shapes depending on the values of the parameters and (b) generating a likelihood function of relatively simple form. In the appendix of Ref 6 we attempted, without success, to find a mathematically tractable continuous joint prior distribution for the scale and shape parameters of the Weibull process that would lead to a posterior distribution of the same form. In Ref 7 a detailed analysis (including prior, posterior, and preposterior analyses) of the Weibull proccss with unknown scale parameter was performed, i.e., for the situation in which the decision maker, as a matter of policy, assumes the value of the shape parameter to be known.
In many cases, however, it will be desirable to incorporate uncertainty about the shape parameter also, so here the analysis is extended by treating both the shape and scale parameters as unknown. In Sec 2 the Weibull process is defined, the likelihood function is examined, and a family of prior distributions is chosen that places continuous distributions on the scale parameter and discrete distributions on the shape parameter. This family of distributions is closed under sampling and is relatively easy to work with. Prior and posterior analyses are then examined and seen to be no more difficult than for the case in which only the scale parameter is treated as unknown. In Sec 3 preposterior analysis and the determination of optimal sampling plans are examined. These are considerably more difficult than in the case in which only the scale parameter is assumed unknown. It seems that Monte Carlo simulation or a combination of Monte Carlo simulation and numerical integration may be the best way to perform preposterior analysis. Section 4 presents two numerical examples to illustrate potential uses of the Bayesian approach to reliability in general and of the present model in particular. In the first of these it is necessary to make probability statements about the mean life and reliability of a long-life component both before and after life testing. In such situations it is very probable that few failures will be observed during the life test. The second example involves determination of the probability distribution of the number of replacement items needed by a group of users during a specified time interval. Estimates of such distributions are required both before and after observing the lifetimes of some items in the actual replacement process.
PRIOR AND POSTERIOR ANALYSES

Definition of the Weibull Process
A Weibull process is defined as a stochastic process that generates independent random variables cl, . , , . . . ,with identical densities
Here a is the shape parameter, and the quantity 77 = ý b: is usually called the scale parameter: the parameterization used in Eq (1) is preferred because it "separates" the two parameters (i.e., replaces the factor 7->: by ý) and thereby simplifies subsequent algebraic manipulations. The distribution function corresponding to the density above is --
It is henceforth assumed that X• and a are unknown. In practical terms, this is a situation in which a decision maker is willing to assume a Weibull process is generating the independent lifetimes of copies of some particular mechanism or system and wishes to treat the two parameters as unknown.
Likelihood of a Sample
Suppose a censored sample from the Weibull process generates the observations x 1 , . . . , x, and the information X > x X > x". Call this evidence z. Such a sample will usually correspond to observing r lifetimes In the remainder of this paper a is treated as a parameter that may take 
where, of course, , p,[ = 1. The conditional density of ), given a a,, call
it f( 0l 1), is taken to be the gamma-I density
where 0 •-X < -and 0 < r,', Y' < % Note that oI(' 1 ) depends on a, only through the dependence of its parameters, r,' and y on the index i. Also note that the superscript ' is used to designate parameters of the prior distribution: the superscript "is used similarly for the posterior distribution.
Posterior Distribution of (3, ') In the expression for the likelihood of the evidence z, Eq (3), we define
the statistics r, t, nlI xi, andy, 
Note that Eq (6) gives a posterior marginal probability and Eq (7) gives a posterior conditional density.
Terminal Analysis
Suppose the decision maker wishes to choose an act o from a set ,.% of possible acts, and his terminal utility (terminal means that no sample information is to be obtained) for an act a and particular value 0, a,) is u,(a; 0, ).
The expected utility of act a is then
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The notations E ,.
•, E, -etc indicate that expectation is taken with respect to the prior distribution of (', •), the conditional prior distribution of _., given a = ,, etc. Equation (9) shows that for our choice of prior distribution on'
(0', •) it is no more difficult to compute the expected utility of act a than it is for the case in which a is assumed known and the prior distribution on • is gamma-I (see Refs 6 and 7).
The decision maker ought to choose an act a' whose expected utility is at least as great as that of all other acts, i.e., E'.u! (a': , ) u ut(a;J',"'), a E A. If he desires an indication of how much is at stake if he makes a decision based solely on his prior distribution, he can compute the expected value of perfect information (EVPI):
Thus the EVPI may also be obtained with no more difficulty than when a' is assumed known.
If an experiment c yields evidence z that leads to a posterior distribution with parameters p,, rF, and y\, i = 1, . . . ,m, the decision maker will compute the expected utility of each act with respect to this posterior distribution. Expression (9) is used with p," and E',i, replaced by p;'and E7':.•
SAMPLING AND PREPOSTERIOR ANALYSIS
If the decision maker is contemplating experimentation he will generally have a utility function u(e;:;a: X; a') defined for each comnbination of experiment e, outcome :, subsequent action a, and state of nature (X, a). Before experiment e is performed the evidence -is a random variable, and so the overall utility of experiment e is V; e -mtc , . ,,(c E:
The final step in preposterior analysis is to find an optimal experiment C i.e., one such that The following statements then follow from the prior distribution on (•, •).
The probability that such a component will last at least 6 months (12 months) is 0.721 (0.577). The expected mean life is 30,280 hr and the probability is 0.418 that the mean life lies between 20,000 hr and 40,000 hr.
It was decided to get additional information about the lifetime character- are placed in active redundancy, the probability is 0.875 that at least one of them will be operating after 12 months. This probability is obtained as
for E = 12 months.
A Replacement Example
A common problem is the estimation of future demand for replacement parts. One discussion of the application of renewal theory to this problem is found in Ref 9 ; Goldman"' and Howard" have discussed the advantages of using
Bayesian methods in such problems. Here an example will be worked out in which it is desired to estimate the probability distribution of the number of replacement items to be demanded by a fleet of users, and the lifetime distribution of the item in question is assumed unknown.
A new type of fuel pump has been developed and placed in each of 10,000 new trucks that the company has recently assembled. We wish to estimate the probability distribution of the number of replacement pumps to be demanded in the next 2 years. We shall treat each new truck as an ordinary renewal process with respect to the replacement of fuel pumps. The characteristics of such a renewal process are determined by the underlying lifetime distribution, i.e., the lifetime distribution of the fuel pumps. We assume this distribution to be a Weibull distribution with (X, a') unknown. Here just the mean and variance of ,i will be found. Suppose now that several years have passed and we wish to estimate the probability distribution of the number of replacement pumps to be demanded in we iormncommng 2 years. zuppose tnat mnorougn maintenance recoras are available for 50 of the trucks so that from these data it is possible to update the probability distribution of (', To simplify matters it will again be assumed that each truck travels 30,000 miles in 2 years and also that all 10,000 trucks operate during this time interval; both assumptions could be relaxed. The computational procedure is the same as the one u,,3ed previously, except that, because the trucks are several years old, the pump replacements will be treated for each truck as being generated by an equilibrium renewal process instead of an ordinary renewal process. The computations yield 8100 and 440 for the mean and standard deviation of the total number of replacement pumps for the fleet of 10,000 trucks.
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-The author previously examined the Weibull process vrith unknown scale parameter as a model for Bayesian decision making. Here the analysis is extended by treating both the shape and scale parameters as unknown. It is not possible to find a family of continuous joint prior dtstributioi 5 s on the two parameters that is closed under sampling, hence a family of prior distributions is used that places continuous distributions on the scale parameter and discrete distributions on the shape parameter. Prior and posterior analyses are examined and seen to be no more difficult than for the case in which only the scale parameter is treated as unknown, but preposterior analysis and determination of optimal sampling plans arc considerably more complicated in this case.
Two examples are presented to illustrate the use of the present model. In the first of these it is necessary to make probability statements about the mean life and reliability of a long-life component both before and aftter life nesting. The second example involves determination of the probability distribution of the number of replacement items needed by a group of users during a specified time Interval.
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