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Abstract
In this sequel to Paris (On the use of Hadamard expansions in hyperasymptotic evaluation of Laplace-type
integrals: I. Real variable, submitted for publication), we extend the discussion of the application of Hadamard
expansions to the hyperasymptotic evaluation of Laplace-type integrals∫
C
ezp(t)f(t) dt (|z| → ∞)
to complex values of the variable z. The integration contour C can be either a 5nite or an in5nite path in the
complex plane. We consider examples of linear, quadratic and cubic phase functions p(t) and show how the
resulting Hadamard expansions can be employed in the neighbourhood of a Stokes line. Numerical examples
are given to illustrate the accuracy that can be achieved with this new procedure.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
This paper is a sequel to [6] (hereinafter referred to as I) which described the hyperasymptotic
evaluation using absolutely convergent Hadamard expansions of Laplace-type integrals of the form∫
C
ezp(t)f(t) dt; (1.1)
for large positive real z. The use of such expansions, 5rst introduced by Hadamard in 1908, in
this context was given in two papers by the author [4,5] applied to the con@uent hypergeometric
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functions of both real and complex argument. It was shown how this pseudoasymptotic procedure
could be employed to deal with cases of polynomial and more general phase functions p(t).
A Hadamard expansion is a series of the type
∞∑
k=0
ak
(	z)k+

P(k + 
; 	x); (1.2)
where z= xei with x¿ 0, 
 and 	 are positive constants and P(a; x) denotes the normalised incom-
plete gamma function de5ned by
P(a; x) =
1
(a)
∫ x
0
e−t ta−1 dt; Re(a)¿ 0:
For suitable choice of the coeGcients ak possessing a factorial growth ak ∼ (k + ) for large
k, where  is a constant, the convergence of the above series is absolute when Re(
 − )¿ 0;
for a detailed discussion of this point, see I, Section 1. In this case, the tail of (1.2) possesses a
slow algebraic decay which can be “modi5ed” by a simple rearrangement of the terms in the tail
to produce a more rapid decay. By this means we can produce an absolutely convergent expansion
that, for large values of the variable, has terms that (i) behave like those of an asymptotic expansion
down to optimal truncation and (ii) continue to decay at a comparable rate past this point, thereby
yielding an attractive means of hyperasymptotic evaluation. CoeGcients in (1.2) which possess a
weaker growth for large k will produce a Hadamard expansion with a more rapidly decaying tail
that possibly requires no modi5cation; examples of such series are given in I, Section 7.
A diJerent type of Hadamard expansion encountered when dealing with functions in the neigh-
bourhood of a Stokes line (which for purposes of illustration we take to be situated at =arg z=0)
has the form
∞∑
k=0
bk
zk+

P(k + 
; x − z); (1.3)
where bk are suitable coeGcients and 
¿ 0 is a constant. On the Stokes line, this sum vanishes
identically, since P(a; 0)=0 when Re(a)¿ 0. The incomplete gamma function P(k+
; x−z) is now
no longer associated with a real argument away from the Stokes line and this results to a certain
extent in a loss of the simple smoothing property of this function; see [5, Section 1] for a more
detailed discussion. If the coeGcients bk are also assumed to possess a factorial growth given by
bk ∼ (k+), then the leading asymptotic behaviour of P(a; z) given in I, Eq. (1.3) shows that the
late terms have the controlling behaviour
ez−xk−
−1(e−i − 1)k+
 (k1):
Sum (1.3) therefore converges absolutely when |e−i − 1|¡ 1, that is in the sector |arg z|¡=3;
the convergence is also absolute when |arg z|= =3 provided Re(
− )¿ 0. For 5xed , the terms
in (1.3) are typically found to decay rapidly without the dramatic reduction in their rate of decay
found with unmodi5ed expansions of type (1.2) when the coeGcients ak have factorial growth,
although the rate of decay decreases steadily as || → =3. Consequently, provided || is not too
large—that is, in a neighbourhood of the Stokes line—the expansion in (1.3) can be evaluated in a
straightforward manner to as high an accuracy as desired.
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The aim of this paper is to describe how the procedure elaborated in I can be extended to deal with
Laplace integrals (1.1) when z is a complex variable. We discuss examples with linear, quadratic
and cubic phase functions p(t) with particular emphasis on the nature of the resulting Hadamard
expansions in the vicinity of a Stokes line. Numerical examples are given to illustrate the accuracy
that can be achieved with this procedure.
2. An example with a linear phase function: the modied Bessel function I(z)
As our 5rst example of the treatment of Laplace integrals of type (1.1) for complex variable,
we consider the case of a linear phase function p(t) =−t. The amplitude function is chosen to be
f(t)={t(1− t)}−1=2, where  is a constant, and the integration path is taken over the interval [0,1].
The resulting integral is proportional to the modi5ed Bessel function I(z) which is de5ned by
I(z) =
(2z)ez√
(+ 12)
∫ 1
0
e−2zt{t(1− t)}−1=2 dt (2.1)
when Re()¿− 12 . This function has been discussed in [5]; here we summarise the salient points of
the derivation of its Hadamard expansions, with particular emphasis on how the Stokes phenomenon
at arg z = 0 manifests itself.
We let z=xei, where x¿ 0 and =arg z. Expansion of f(t) as a Maclaurin series valid in the unit
disc, followed by termwise integration, shows that I(z) possesses a particularly simple Hadamard
expansion consisting of the single sum [8, p. 204; 5]
I(z) =
ez√
2z
∞∑
k=0
ak()
(2z)k
P(k + + 12 ; 2z); Re()¿− 12 ; (2.2)
where
ak() =
(12 + )k(
1
2 − )k
k!
and P(a; z) denotes the normalised incomplete gamma function de5ned in Section 1. Although (2.2)
holds for complex values 1 of z, it was pointed out in [5, Section 1] that it is preferable to develop
an expansion in which the incomplete gamma functions have a positive real argument in order
to maintain their simple smoothing property and so improve the accuracy of the expansion. This
improvement is achieved by deforming the integration path [0, 1] into two parallel rays OAB and
CD passing to in5nity inclined at − to the positive real t-axis as indicated in Fig. 1, to yield
(2z)−−(1=2)I(z) =
ez√
2z
e−i
(+ 12)
{∫ ∞
0
e−2xuf(ue−i) du
−e−2z
∫ ∞
0
e−2xuf(1 + ue−i) du
}
(2.3)
valid in |arg z|¡.
1 In practice, however, it is suGcient to consider only the sector |arg z|6 12 on account of the continuation formula
I(z) = e±iI(ze∓i).
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Fig. 1. The path of integration OABCD in the t-plane showing the intervals of length !n. The point A is given by
t(1)1 = e
−i.
Following the procedure described in I, we now subdivide the integration path OAB into intervals
of length !n (n¿ 0) and set
n =
n−1∑
r=0
!r (2.4)
with 0 = 0; a similar division 2 of the integration path DC into intervals of length !n is employed
so as to produce an in5nite ‘exponential ladder’ as described in [5]. The !n are chosen to correspond
to the successive radii of convergence in the expansion of f(t) about the extremities of the ‘rungs’
of the ladder at t(1)n = ne−i and t
(2)
n = 1 + ne−i (n¿ 0). Hence we 5nd !0 = 1, so that from
(2.4) 1 = 1, and subsequent !n determined by
!n =min{n; |1± ne−i|} (n¿ 1);
where |1±ne−i| measures the distance between the point t(2)n and the singularity at t=0 and that
between the point t(1)n and the singularity at t = 1, respectively.
We let u¿ 0 and introduce the Maclaurin expansions
f(t( j)n + ue
−i) = j
(
+
1
2
) ∞∑
k=0
c( j)k;n
(k + 
)
(ue−i)k+
−1 (2.5)
valid in 06 u¡!n, where

 =
{
+ 12 (n= 0)
1 (n¿ 1)
; j =


1 (j = 1)
e±i(−
1
2 ) (j = 2)
2 This choice is made for convenience; it is possible to allow diJerent values of !n along the two rays.
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and the coeGcients c( j)k;0 = (−)(j−1)kak(). Insertion of (2.5) into (2.3), followed by termwise inte-
gration, then yields the expansion
(2z)−−1=2I(z) =
ez√
2z
∞∑
n=0
e−2nxS(1)n (z) +
e−z±i(+1=2)√
2z
∞∑
n=0
e−2nxS(2)n (z) (2.6)
valid when Re()¿− 12 and |arg z|¡, where the Hadamard expansions S( j)n (z) are de5ned by
S( j)n (z) =
∞∑
k=0
c( j)k;n
(2z)k+

P(k + 
; 2!nx) (j = 1; 2)
and the choice of sign in (2.6) is made according as ¿ 0 or ¡ 0, respectively. For details, and
the dependence of !n, n on  in the sector ||6 12, see [5, Section 2]. We remark that if we
retain only the terms corresponding to n= 0 and formally replace the incomplete gamma functions
by unity, then (2.6) yields the standard compound asymptotic expansion in the form [8, p. 203]
I(z) ∼ e
z
√
2z
∞∑
k=0
ak()
(2z)k
+
e−z±i(+1=2)√
2z
∞∑
k=0
(−)kak()
(2z)k
(2.7)
for |z| → ∞ in the sector |arg z|¡.
High-precision calculations of I(z) using (2.6) for complex z are described in [5, Section 4]. As
we approach the Stokes line at  = 0, however, the quantities !n (n¿ 1) tend to zero. This has
the consequence that the diJerent subdominant exponential levels in (2.6) become progressively less
separated so that the accuracy achievable with a prescribed number of levels n will deteriorate in
the vicinity of the Stokes line. We remark that the contributions from the paths AB and CD cancel
exactly when = 0 to yield the single Hadamard expansion in (2.2).
An alternative form of expansion for I(z) that makes this cancellation apparent in the vicinity of
the Stokes line  = 0 can be obtained by taking the integration path in (2.1) along the path OAD
in Fig. 1, where A is the point t(1)1 = e
−i, to 5nd
I(z) =
ez√
2z
∞∑
k=0
ak()
(2z)k
P(k + + 12 ; 2x) +
(2z)ez√
(+ 12)
∫ 1
e−i
e−2ztf(t) dt:
The 5rst term on the right-hand side—corresponding to the term with n = 0 in the 5rst sum on
the right-hand side of (2.6)—results from the contribution along OA. With the change of variable
t = 1 + w, where we interpret −w = we±i according as ¿ 0 or ¡ 0, respectively, the above
integral becomes
(2z)ez±i(+1=2)√
(+ 12)
∫ e−i−1
0
e−2zw{w(1 + w)}−1=2 dw
=
e−z±i(+1=2)√
2z(+ 12)
∞∑
k=0
(
− 12
k
)∫ e−i−1
0
wk+−1=2e−2zw dw
=
e−z±i(+1=2)√
2z
∞∑
k=0
(−)kak()
(2z)k
P(k + + 12 ; 2x − 2z):
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The interchange in the order of summation and integration is valid provided |e−i − 1|6 1 when
Re()¿− 12 , that is in the sector ||6 =3; see Section 1. Thus we obtain the alternative expansion
I(z) =
ez√
2z
∞∑
k=0
ak()
(2z)k
P(k + + 12 ; 2x)
+
e−z±i(+1=2)√
2z
∞∑
k=0
(−)kak()
(2z)k
P(k + + 12 ; 2x − 2z) (2.8)
valid in |arg z|6 =3 and for Re()¿ − 12 . This result involves the second kind of Hadamard
expansion de5ned in (1.3) with the variable of the incomplete gamma functions being proportional
to x − z; we note that, since P(a; 0) = 0 when Re(a)¿ 0, the expansion (2.8) reduces correctly to
(2.2) when = 0.
The accuracy of (2.8) in the vicinity of =0 has been veri5ed in [5, Section 4], where it is shown
that the terms in the second series decay rapidly in the sector |arg z|¡=3 without any dramatic
reduction in the rate of convergence at 5xed . Consequently, in the vicinity of the Stokes line
 = 0, this last sum can be evaluated without any modi5cation of its tail. Here, we concentrate on
the detailed structure of the diJerent terms of expansion (2.8) as we cross the Stokes line = 0 at
3xed large |z|.
To do this, we separate out from the right-hand side of (2.8) the dominant PoincarPe asymptotic
series truncated after m terms, where m will be chosen to correspond to the optimal truncation value.
We introduce the Stokes multiplier F() by
I(z) =
ez√
2z
m−1∑
k=0
ak()
(2z)k
+
e−z√
2z
F();
where, from (2.7), F()  ei(+1=2) when ¿ 0 and F()  e−i(+1=2) when ¡ 0. Then, upon
introduction of the complementary incomplete gamma function Q(a; z) = 1− P(a; z), we have from
(2.8)
F() =
3∑
j=1
Fj(); (2.9)
where
F1() = e±i(+1=2)
∞∑
k=0
(−)kak()
(2z)k
P(k + + 12 ; 2x − 2z);
F2() =−e2z
m−1∑
k=0
ak()
(2z)k
Q(k + + 12 ; 2x);
F3() = e2z
∞∑
k=m
ak()
(2z)k
P(k + + 12 ; 2x):
The sum F3() represents the tail of the 5rst Hadamard expansion on the right-hand side of (2.8)
truncated after m terms. The method of overcoming the slow convergence of this tail has been
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discussed at length in I, Section 2, where it is shown that it can be expressed alternatively as the
rapidly convergent series
F3() = e−2x+2z
∞∑
r=0
&r(m)'r; ' = 2x=m;
with the coeGcients &r(m) de5ned in terms of a deleted hypergeometric function by
&r(m) =
mr++1=2
(r + + 32)
2F1( 12 + ;
1
2 − ; + r + 32 ; e−i)m:
Plots of the variation of the real and imaginary parts of e−i(+1=2)Fj() for ¿ 0 are shown in
Fig. 2 when x = 10, = 14 and the optimal truncation index m= [2x] = 20. From the theory of the
Stokes phenomenon [1; 7, p. 248], we expect F() to have the approximate form
F()  cos a+ i sin a erf (x1=2) (a= + 12)
for large x near = 0; that is,
1
2
+
(F()− cos a)
2i sin a
 1
2
+
1
2
erf (x1=2): (2.10)
The variation of the real part of the left-hand side of (2.10) is shown in Fig. 2(d); the predicted
behaviour 12 +
1
2 erf (x
1=2) is found to be indistinguishable from the calculated value on the scale of
the 5gure. From Fig. 2(a)–(c) we observe that no single term Fj() in (2.8) carries the error-function
dependence of the Stokes multiplier across  = 0, although it is clear that the major contribution
away from the Stokes line results from F1(), that is from the second sum on the right-hand side
of (2.8) resulting from the path AD. The combined sum on the right-hand side of (2.9), of course,
correctly exhibits the expected behaviour.
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Fig. 2. The real and imaginary parts (shown by the solid and dashed curves) of Fˆ j() = e−i(+1=2)Fj() as a function of
 when x = 10,  = 14 : (a) j = 1, (b) j = 2 and (c) j = 3 (d) The corresponding variation of the real part of the Stokes
multiplier for I(z) given by the left-hand side of (2.10).
328 R.B. Paris / Journal of Computational and Applied Mathematics 167 (2004) 321–343
3. An example with a quadratic phase function
We return to the example with quadratic phase function p(t) = 2t − t2, f(t) = t discussed in I,
Section 4 and consider the integral
I(z) =
1√

∫ ˙
0
ez(2t−t
2)t dt (|arg z|¡ 12; Re()¿− 1); (3.1)
where z=xei with x¿ 0. For large z the exponential factor has a saddle point at t=1. As explained
in [5, Section 1], we attempt to develop a Hadamard expansion for I(z) in which the associated
incomplete gamma functions have positive real argument so that they maintain their simple cut-oJ
property. Accordingly, we deform the path of integration along the steepest descent paths OA from
the origin passing to in5nity along the ray arg t =  − 12 and the rectilinear path ABCD (inclined
at − 12 to the real t-axis) through the saddle at t = 1. The points B and C are chosen to lie on the
unit circle centred at the saddle, with B and C given by 1∓ e−(1=2)i, respectively.
These paths are shown in Fig. 3 in the case when ¿ 0; a similar path deformation applies when
¡ 0, with the path from the origin now passing to in5nity along the ray arg t =−+ 12 ||. From
this, it is immediately apparent that we are confronted with an endpoint Stokes phenomenon [2,
Section 3] at  = 0. The path rotation argument that we employ below enables us to obtain the
analytic continuation of I(z) to the wider sector 3 |arg z|¡.
3.1. The contribution from the path ABCD
For convenience in presentation, we consider the contribution from the path ABCD 5rst. We call
the contributions from the diJerent parts of this path IAB, IBC and ICD. The contribution from the
segment BC containing the saddle point is then
IBC =
ez√

∫ C
B
e−z(t−1)
2
t dt
=
ez−(1=2)i
2
√

∫ 1
0
e−xu{(1 + u1=2e−(1=2)i) + (1− u1=2e−(1=2)i)}u−1=2 du;
upon making the quadratic change of variable t = 1± u1=2e−(1=2)i (u¿ 0) on the two halves of this
path from the saddle to C and B, respectively. Then, as in the case of the integral with real z in I,
we obtain
IBC =
ez√

∞∑
k=1
(

2k
)
e−i(k+(1=2))
∫ 1
0
e−xuuk−(1=2) du
=ez
∞∑
k=0
(− 12)k( 12 − 12)k
k!zk+1=2
P(k + 12 ; x): (3.2)
3 There is also another Stokes phenomenon on the rays arg z=±, which we do not consider here, where the steepest
descent path from the origin lies along [0,1] and connects with the saddle at t = 1.
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O
A
B
C
D
1
Fig. 3. The deformation of the path of integration when ¿ 0. The path ABCD is inclined at − 12  to the real t-axis.
We note that this Hadamard expansion involves the incomplete gamma function with variable x¿ 0
and parameter 
 = 12—see (1.2).
With the above quadratic change of variable, the contributions ICD and IAB from the semi-in5nite
paths CD and AB can be similarly written as
ez−(1=2)i
2
√

∫ ∞
1
e−xu(1± u1=2e−(1=2)i)u−1=2 du;
respectively. The path of integration [1;∞) in the u-plane is now divided into segments of length 4
!( j)n (n¿ 1) with the endpoints 
( j)
n de5ned as in (2.4), where j = 1; 2 corresponds to ICD (upper
sign) and IAB (lower sign), respectively. Then, upon specifying a new integration variable by u =
( j)n +!
( j)
n v, the contribution from the nth segment 
( j)
n 6 u6
( j)
n+1 (i.e., 06 v6 1) in each integral
becomes
ez−(1=2)i
2
√

∫ ( j)n+1
( j)n
e−xu(1± e−(1=2)iu1=2)u−1=2 du
=A( j)n ,
( j)
n e
z−( j)n x
∫ 1
0
e−x!
( j)
n vh( j)n (v) dv; (3.3)
where we have de5ned
h( j)n (v) =
1√
1 + w
(1 + F ( j)n (w))
 w = ,( j)n v
=
1
,( j)n
∞∑
k=0
c( j)k;n
k!
vke−i(k+1) (|,( j)n v|¡min{1; ( j)n }) (3.4)
and
F ( j)n (w) =
1
.( j)n
(
√
1 + w − 1); ,( j)n =
!( j)n
( j)n
;
A( j)n =
(
ˆ( j)n
4
)1=2
(1± {ˆ( j)n }1=2); .( j)n = 1± {ˆ( j)n }−1=2; ˆ( j)n ≡ ( j)n e−i:
4 We set !( j)0 = 1 (with 
( j)
1 = 1) corresponding to the interval containing the saddle point.
330 R.B. Paris / Journal of Computational and Applied Mathematics 167 (2004) 321–343
The quantities ( j)n correspond to the values of w that satisfy |F ( j)n (w)| = 1. The segment lengths
!( j)n along the u-axis then follow from (3.4) and are given by
!( j)n = 
( j)
n min{1; ( j)n }; ( j)n = (|.( j)n |+ 1)2 − 1 (j = 1; 2): (3.5)
From the de5nition of the coeGcients c( j)k;n , it is clear that c
( j)
k;n ≡ c( j)k;n() (n¿ 1), with c( j)0; n = 1.
Substitution of the expansions for h( j)n (v) into (3.3), followed by summation over n, then yields
the contributions from the paths CD (j = 1) and AB (j = 2) in the form
ez
∞∑
n=1
e−
( j)
n xS( j)n (z); (3.6)
where
S( j)n (z) = A
( j)
n
∞∑
k=0
c( j)k;n
(!( j)n z)k+1
P(k + 1; !( j)n x) (n¿ 1): (3.7)
For 0¡6 , it is readily seen that (1)n ¿ 1 so that the length of the nth interval along the positive
u-axis for the integral ICD satis5es !
(1)
n =
(1)
n . Since !
(1)
0 =1, this corresponds to !
(1)
n =2n−1 (n¿ 1).
For the same range of , however, (2)n can be greater or less than unity according to the value of
, so that for the integral IAB the interval lengths !
(2)
n are -dependent.
To make this dependence of !(2)n on  more apparent, we consider only the 5rst level n = 1,
where |.(2)1 |= |1− e−(1=2)i|= 2 sin 14  and (2)1 = 4 sin 14 (1 + sin 14 ). Then from (3.5), we obtain
the interval length !(2)1 given by
!(2)1 =
{
4 sin 14 (1 + sin
1
4 ) 0¡6 1;
1 16 6 ;
(3.8)
where 1=4 arcsin((
√
2−1)=2)  47:811◦. An increasingly 5nely structured, piecewise -dependence
holds for the !(2)n at the higher levels n¿ 2; see [5, Section 2(a)] for further details in the case of
the con@uent hypergeometric functions. The geometric interpretation of this  dependence is simple.
When 0¡6 , only the singularity resulting from the saddle controls the successive circles of
convergence along the positive u-axis for the integral ICD, since the singularity at t=0 is too distant.
This results in the interval lengths !(1)n being independent of  (when 0¡6 ) and given by the
maximum spacing 2n−1. For IAB, however, both singularities in this range of  can play a role with
the result that !(2)n now depends on the value of . In (3.8), we see that !
(2)
1 is controlled by the
singularity at t = 0 when ¡1 but by the singularity resulting from the saddle when 1¡6 .
Collecting together the various contributions in (3.2) and (3.7) we 5nally obtain the Hadamard
expansion for IABCD = IBC + IAB + ICD in the form
e−zIABCD = S0(z) +
2∑
j=1
∞∑
n=1
e−
( j)
n xS( j)n (x); (3.9)
where S0(z) ≡ e−zIBC corresponds to the sum in (3.2).
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3.2. The contribution from the path OA
The contribution from the path OA is obtained by making the quadratic change of variable t =
1 − (1 + ue−i)1=2, which corresponds to choosing OA to be the steepest descent path through the
origin. Then we 5nd
IOA =− e
−i
2
√

∫ ∞
0
e−xu
{
1−
√
1 + ue−i
} du√
1 + ue−i
:
In the neighbourhood of u= 0 we write the amplitude function in the form
(1−√1 + ue−i)√
1 + ue−i
=
(− 12 ue−i)√
1 + ue−i
{
1 +
1
2
(
√
1 + ue−i − 1)
}−
=
(− 12 ue−i)
∞∑
k=0
c(3)k;0
k!
(
ue−i
)k
(|u|¡ 1); (3.10)
so that the contribution to IOA from the interval u∈ [0; 1] is
− e
±i
2+1
√

∞∑
k=0
c(3)k;0
k!
(k + + 1)
zk++1
P(k + + 1; x): (3.11)
Subdivision of the remainder of the path [1;∞) into intervals of length !(3)n (n¿ 1), with endpoints
(3)n de5ned as in (2.4), yields the contribution from the nth interval given by
A(3)n ,
(3)
n e
−i
∫ 1
0
e−x!
(3)
n vh(3)n (v) dv:
In this integral we have put u= (3)n + !
(3)
n v and de5ned
,(3)n =
!(3)n
ˆ(3)n
; A(3)n =−e±i
(
ˆ(3)n
4
)1=2
({ˆ( j)n }1=2 − 1); .(3)n = 1− {ˆ(3)n }−1=2;
with ˆ(3)n ≡ 1 + (3)n e−i, and
h(3)n (v) =
1√
1 + w
(1 + F (3)n (w))
; w = ,(3)n ve
−i
=
1
,(3)n
∞∑
k=0
c(3)k;n
k!
(ve−i)k (|,(3)n v|¡min{1; (3)n }; n¿ 1); (3.12)
where F (3)n (w) is de5ned as in (3.4). We then 5nd
IOA =− e
±i
2+1
√

∞∑
k=0
c(3)k;0
k!
(k + + 1)
zk++1
P(k + + 1; x) +
∞∑
n=1
e−
(3)
n xS(3)n (z); (3.13)
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where the upper or lower signs in (3.11) and (3.13) are again chosen according to whether ¿ 0 or
¡ 0, respectively, and the Hadamard expansion S(3)n (z) is given by (3.7) with j = 3. The interval
lengths !(3)n are speci5ed by
!(3)n = |ˆ(3)n |min{1; (3)n } (n¿ 1); (3.14)
where ˆ(3)0 = |1 − e−i| and the (3)n correspond to the values of w that satisfy |F (3)n (w)| = 1. As
discussed in Section 3(a), the dependence of !(3)n on  embodied in (3.14) is decided by whether the
singularity at the origin or that resulting from the saddle controls the successive radii of convergence
in the Maclaurin expansion (3.12).
Combination of (3.13) and the contribution from the path ABCD in (3.9) then yields the Hadamard
expansion of I(z) = IOA + IABCD given by
e−zI(z) = S0(z)− e
±i
2+1
√

∞∑
k=0
c(3)k;0
k!
(k + + 1)
zk++1
P(k + + 1; x)
+
3∑
j=1
∞∑
n=1
e−
( j)
n xSjn(z); (3.15)
valid in the sector |arg z|¡.
As a numerical example, we take x = 10,  = 14 and calculate IABCD in (3.9). We carry out our
computations up to and including the level n=2 and take = 13 , so that 
(2)
1 ; 
(2)
2 ¿ 1 with the result
that !(2)n =
(2)
n for n6 2. The sums S0(z) and S
( j)
n (z) are written in the modi5ed form as detailed in
I, Section 2, where the coeGcients &r;0(M0) appearing in the tail of S0(z) are given by I, Eq. (2.15)
with 
= 12 ; 1=− 12; = 12 − 12 and 20 =−. The tails associated with the sums at levels n=1; 2
have coeGcients given by I, Eq. (2.10) with 
=1 and h( j)n (v) speci5ed by (3.4). In the calculations
we used the truncation indices (M0; N0) = (20; 20) for the zero-order saddle-point contribution and
(M1; N1) = (20; 20); M2 = 15 (with no tail at level n= 2) for the sums S
( j)
n (z) (j = 1; 2).
The absolute value of the error in computing IABCD by (3.9) with the above truncation indices
compared with numerical quadrature along the path ABCD is found to be 2:105× 10−19, which is
approximately the value to be expected in truncating the expansion at level n=2 with this value of
x. Similar values of the error were obtained for a range of values of  up to = . For 0¡¡1,
however, the segment lengths !(2)n (n¿ 1) will start to decrease as → 0 according to (3.8), with
the result that there will be a progressive loss of accuracy when computing with a 5xed number of
levels. This is a consequence, of course, of our employing a path of integration that passes close to
the singularity at t = 0 as → 0.
3.3. An endpoint Stokes phenomenon
In the remainder of this section, we shall concentrate our attention on the expansion of I(z) in
the neighbourhood of the Stokes line at  = 0. The calculation of the contributions from OA and
AB is hampered by the fact that the interval lengths !(3)n and !
(2)
n start to decrease as → 0, with
the consequence that the successive exponential levels in the Hadamard expansions in (3.13) and
in (3.9) corresponding to j = 2 become progressively less separated. In addition, the contributions
R.B. Paris / Journal of Computational and Applied Mathematics 167 (2004) 321–343 333
from the paths OA and AB (where we recall that B is the point 1 − e−(1=2)i) progressively cancel
each other out as  → 0±, with the cancellation being exact on  = 0 where, according as ¿ 0
(resp. ¡ 0), OA and AB lie on the upper (resp. lower) side of the branch cut along the negative
real t-axis.
In view of these facts, we modify the above treatment by taking the integration path to be the
ray OB followed by the semi-in5nite path BCD; see Fig. 3. On OB, we make the quadratic change
of variable t = 1 −√1− u in (3.1), so that the endpoints t = 0 and t = 1 − e−(1=2)i correspond to
u= 0 and u= 1− e−i, respectively. Then we 5nd the contribution from the ray OB given by
IOB =
1
2
√

∫ 1−e−i
0
euz
(
1−√1− u
) du√
1− u : (3.16)
If we employ the Maclaurin expansion (3.10) (with ue−i replaced by −u) valid in |u|¡ 1, we
obtain
IOB =
2−−1√

∞∑
k=0
(−)kc(3)k;0
k!
∫ 1−e−i
0
e−u(ze
∓i)uk+ du
=− 2
−−1
√

e±i
∞∑
k=0
c(3)k;0
k!
(k + + 1)
zk++1
P(k + + 1; x − z); (3.17)
where we have interpreted −z as ze∓i according to whether ¿ 0 or ¡ 0, respectively. Since the
domain of convergence of the expansion of the amplitude function in (3.16) is |u|¡ 1, we see that
(3.17) will be convergent if |1− e−i|¡ 1; that is, provided ||¡=3.
The contribution to I(z) from the path BCD has been discussed in Section 3.1 and is given by
(3.2) and (3.6) with j = 1. Consequently, the Hadamard expansion for I(z) = IOB + IBC + ICD takes
the alternative form
e−zI(z) = S0(z) +
∞∑
n=1
e−
(1)
n xS(1)n (z)
− 2
−−1
√

e−z±i
∞∑
k=0
c(3)k;0
k!
(k + + 1)
zk++1
P(k + + 1; x − z) (3.18)
valid in the sector ||¡=3, where we recall that S0(z) is the sum in (3.2). The expansion (3.17)
is characteristic of Hadamard expansions obtained when dealing with a Stokes phenomenon and
has diJerent convergence properties compared with the quadratic and linear-endpoint Hadamard
expansions S0(z) and S
(1)
n (z), respectively, as discussed in Section 1. On the Stokes line itself this
expansion vanishes, since P(a; 0) ≡ 0 for a¿ 0. Numerically it is found that, for 5xed ||, the
terms in this expansion decay monotonically in absolute value with ordinal number k without any
dramatic reduction in the rate of convergence at 5xed , although the rate of decay decreases as
|| → =3. Consequently, in the vicinity of the Stokes line, this sum can be evaluated without any
modi5cation of its tail. The typical decay of the terms in the various sums in (3.18) is illustrated
in Fig. 4.
In Table 1 we show the absolute error involved in the computation of I(z) from (3.18) near the
Stokes line =0. The exact value has been determined by direct numerical quadrature of (3.1). The
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Fig. 4. The magnitude of the terms in the Hadamard expansion (3.18) (on a log10 scale) as a function of ordinal number
k: (a) The 5nite main sums at levels n=0; 1; 2 with their modi5ed tails (for n=0; 1) when the truncation indices Mn=20
and  = =10; (b) the terms in the sum in (3.17) for diJerent . All calculations are carried out with x = 10; = 14 .
Table 1
Absolute values of the error in the computation of the integral e−zI(z) (z=xei) using (3.18) for diJerent  in the vicinity
of the Stokes line  = 0 when x = 5; 10 and = 14 . The truncation indices employed are given in the text
= |Error| |Error|
x = 5 x = 10
0 5:359 · 10−11 1:098 · 10−18
0.02 5:406 · 10−11 9:141 · 10−19
0.05 5:467 · 10−11 4:772 · 10−19
0.10 6:237 · 10−11 1:066 · 10−18
0.15 5:408 · 10−11 5:353 · 10−19
0.20 5:401 · 10−11 1:011 · 10−18
0.25 1:189 · 10−10 4:218 · 10−18
calculation of S0(z) and S
(1)
n (z) is described in Section 3.2, where, when x = 5, we have used the
truncation indices (M0; N0) = (M1; N1) = (20; 8); M2 = 10 and when x = 10; (M0; N0) = (M1; N1) =
(20; 20); M2 = 10 (with no tail at level n= 2 in both cases). The evaluation of the series (3.17) is
carried out over a value of the summation index k compatible with the accuracy of the other series.
Another way to visualise the behaviour of I(z) across the Stokes line  = 0 is to calculate its
Stokes multiplier. From (3.2) and (3.11), the PoincarPe asymptotic expansion of I(z) (obtained by
formally replacing the corresponding incomplete gamma functions by unity) is given by 5
e−zI(z) ∼
∞∑
k=0
(− 12)k( 12 − 12)k
k!zk+1=2
− (1 + )√
(2z)+1
e−z±i;
where the second term on the right-hand side corresponds to the leading term of the subdominant
contribution resulting from the neighbourhood of the origin and we recall that the upper or lower
sign is chosen when ¿ 0 or ¡ 0, respectively. If the series is optimally truncated after m terms,
5 This can also be obtained from the representation following I, Eq. (4.2) and use of the standard asymptotics of the
parabolic cylinder function.
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Fig. 5. The behaviour of the Stokes multiplier associated with I(z) across the Stokes line  = 0 when x = 10;  = 14 .
The solid curve denotes the numerical value obtained from (3.19) and the dashed curve denotes the theoretical behaviour
1
2 +
1
2 erf{( 12 x)1=2}.
where m  [x + 12 + ], we can de5ne the Stokes multiplier F() by the equation
e−zI(z) =
m−1∑
k=0
(− 12)k( 12 − 12)k
k!zk+1=2
− e
−z(1 + )√
(2z)+1
F(): (3.19)
Then, when x is large, F()  ei when ¿ 0 and F()  e−i when ¡ 0. From the represen-
tation in terms of a parabolic cylinder function given in I, Section 4, we expect F() to have the
form [1,7, Section 6]
F()  cos + i sin erf{( 12x)1=2}
near  = 0. Accordingly, we compute the quantity 12 + (F − cos )=(2i sin ) by means of (3.19)
and (3.17) and compare this with the predicted behaviour 12 +
1
2erf{( 12x)1=2}. In Fig. 5 we show
the results of such calculations, again carried out for x = 10 and  = 14 , which con5rm the above
dependence of F(). Although we do not present these details here, it is found that, as with the Bessel
function discussed in Section 2, there is no single term in (3.18) that contains the error-function
dependence across = 0, but that both sums in (3.2) and (3.17) contribute to this dependence.
4. An example of a cubic phase function: the Airy integral
As our 5nal example we consider the Airy function de5ned by the integral
Ai(z2=3) =
z1=3
2i
∫ ∞ei(−)=3
∞e−i(+)=3
e−z(t−t
3=3) dt; (4.1)
where z = xei and  = arg z. There are two saddle points situated at t = ±1; the integration path
is taken to be the path of steepest descent through t = 1 which passes to in5nity in the directions
arg t = (± − )=3. The variation in this path for  in the range 06 6  + , where  is a small
positive angle, is shown in Fig. 6. When = the steepest descent path through t=1 connects with
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Fig. 6. The change in the topology of the steepest descent paths for the Airy function in (4.1) for: (a) =0; (b) =0:5;
(c)  = 0:95 and (d)  = 1:05. The asymptotic valleys (V) at in5nity are indicated.
the saddle at t =−1 to produce a Stokes phenomenon. We shall consider only the case ¿ 0; the
treatment when 6 0 is similar or can be obtained by taking the conjugate expressions.
4.1. The Hadamard expansion in |arg z|6 
Let us label the upper and lower halves of the steepest descent path in (4.1) by the superscripts
j = 1; 2, respectively. Proceeding in a similar manner to that employed in the discussion of the
incomplete Airy function in I, we introduce the transformation
u= (t − 13 t3 − 23)ei
which maps the integration path into a positively orientated loop on the principal Riemann sheet
surrounding the positive real u-axis, to 5nd
e2z=3Ai(z2=3) ≡ I = z
1=3
2i
∫ (0+)
∞
e−xu
dt
du
du: (4.2)
Singular points of this mapping occur at the points t=±1, where u(1)=0 and u(−1)=− 43ei. The
integration path is now subdivided in the usual manner into intervals of length !( j)n , with left-hand
endpoints ( j)n de5ned as in (2.4), where 
( j)
0 =0 and !
( j)
n denote the successive radii of convergence
in the expansion of dt=du in powers of u− ( j)n .
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Table 2
Corresponding values of ( j)n and t
( j)
n (j = 1; 2) when  = 12
n (1;2)n t
(1)
n t
(2)
n
0 0 1 1
1 4/3 1:78125 + 0:65718i 0:32140− 1:05296i
2 8/3 2:07701 + 0:87118i 0:20012− 1:53124i
3 16/3 2:47068 + 1:14218i 0:12029− 2:13234i
4 32/3 2:98773 + 1:48279i 0:07252− 2:86259i
5 64/3 3:65908 + 1:90923i 0:04424− 3:75083i
The expansion of dt=du about u= 0 is controlled by the singularity at u=− 43ei, so that !( j)0 =
( j)1 =
4
3 . For 06 6 , the expansions about u= 
(1)
n (n¿ 1) are controlled by the singularity at
u= 0, so that
!(1)0 =
4
3
; !(1)n =
2n+1
3
; (1)n = !
(1)
n (n¿ 1); (4.3)
compare I, Eq. (4.3). The expansion of dt=du about u = (2)n (n¿ 1), however, can be controlled
by either singularity at u= 0 and u=− 43ei (situated on the adjacent Riemann sheet) according to
the value of , and we 5nd
!(2)0 =
4
3 ; !
(2)
n =min{(2)n ; |(2)n + 43ei|}; (2)n =
n−1∑
r=0
!(2)r (n¿ 1): (4.4)
Thus, when 06 6 12, we see that !
(2)
n = !
(1)
n and 
(2)
n = 
(1)
n (n¿ 1), while when 12¡6 ,
the !(2)n become -dependent. For example, in the case of n= 2, we 5nd that
!(2)2 =
4
3 (06 6
2
3); !
(2)
2 =
8
3cos
1
2  (
2
36 6 ):
The points t( j)n in the t-plane that correspond to the left-hand endpoints u = 
( j)
n are given by the
solution of the cubic equation u(t( j)n ) = 
( j)
n , where the roots t
( j)
n are chosen to correspond to the
respective halves of the integration path; see Table 2 for an example when (1)n = 
(2)
n .
The contribution to (4.2) from the 5rst intervals 06 u6!( j)0 is obtained by writing
ue−i =−(t − 1)2 − 13 (t − 1)3;
so that by Lagrange inversion [9, p. 133] the values of t − 1 are given by
t − 1 =
∞∑
n=1
(−)n−1( 32n− 1)
n!3n−1( 12n)
(±iu1=2e−(1=2)i)n (|u|¡ 43);
where the upper or lower signs correspond to the upper or lower parts of the steepest descent path,
respectively. With u= !0v (where we set !0 ≡ !( j)0 = 43), we 5nd(
dt
dv
)
j
=±1
2
ie−i!0
∞∑
k=0
(±i)k( 32k + 12)
3kk!( 12k +
1
2)
(!0ve−i)(k−1)=2
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valid when |v|¡ 1. Then the Hadamard expansion of the right-hand side of (4.2) for the 5rst interval
becomes
z1=3
2i
∫ 1
0
e−x!0v
{(
dt
dv
)
1
−
(
dt
dv
)
2
}
dv=
z1=3!0e−i
4
∞∑
k=0
( 32k +
1
2)
3kk!( 12k +
1
2)
{ik + (−i)k}
×
∫ 1
0
e−x!0v(!0e−iv)(k−1)=2 dv
=
z1=3
2
S0(z); (4.5)
where
S0(z) =
∞∑
k=0
ck;0
(!0z)k+1=2
P(k + 12 ; !0x); ck;0 =
(−)k(3k + 12)
32k(2k)!
!k+1=20 : (4.6)
For the nth intervals ( j)n 6 u6
( j)
n+1 (n¿ 1), we obtain from u(t
( j)
n +5)=
( j)
n +!
( j)
n v the relation
1
35
3 + t( j)n 5
2 + {(t( j)n )2 − 1}5=−!( j)n ve−i: (4.7)
Substitution of the expansion 5=
∑∞
k=1 d
( j)
k;n(ve
−i)k into the above equation yields d( j)1; n =!
( j)
n =(1−
{t( j)n }2) and the non-linear recurrence relation for d( j)k;n (n¿ 1) given in I, Eq. (3.6) with tn replaced
by t( j)n . From this result we obtain by diJerentiation the expansions(
dt
dv
)
j
= ie−i
∞∑
k=0
c( j)k;n
k!
(ve−i)k (|v|¡ 1; n¿ 1);
where the coeGcients c( j)k;n=−i(k+1)!d( j)k;n. The contribution to the right-hand side of (4.2) from the
nth interval corresponding to the jth integration path is therefore
z1=3
2i
e−
( j)
n x
∫ 1
0
e−x!
( j)
n v
(
dt
dv
)
j
dv=
z1=3
2
e−
( j)
n xS( j)n (z) (n¿ 1; j = 1; 2); (4.8)
where
S( j)n (z) =
∞∑
k=0
c( j)k;n
(!( j)n z)k+1
P(k + 1; !( j)n x): (4.9)
From (4.2), (4.6) and (4.8), we then 5nally obtain the Hadamard expansion for Ai(z2=3) in the form
e2z=3Ai(z2=3) =
z1=3
2

S0(z) +
2∑
j=1
∞∑
n=1
(−)j−1e−( j)n xS( j)n (z)

 (4.10)
valid in |arg z|6 .
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Fig. 7. The paths of integration when (a)  = 0:95 and (b)  = 1:05.
4.2. Hadamard expansion near the Stokes line
As we saw above, the values of !(2)n are -dependent when 126 6  and the diJerent expo-
nential levels (2)n sense the approaching Stokes line at = by progressively “squeezing up” until,
at  = ; !(2)n = 
(2)
n = 0 (n¿ 1). This has the consequence that (4.10) suJers from a progressive
loss of accuracy (for a 5xed number of levels n) as  → . To overcome this de5ciency, we now
describe the change in the form of the Hadamard expansion that is required for accurate computation
of the Airy integral in the vicinity of the Stokes line.
In Fig. 7 we show the topology of the steepest descent paths when  =  ∓ , where  is small
and positive. The steepest descent path through t = 1 is denoted by CDEF; the points on this path
corresponding to u=( j)1 in the u-plane are denoted by t
( j)
1 (j=1; 2). As → , the portion of the
path CD progressively approaches the steepest descent path AB through the saddle at t =−1, with
the result that, when = , the steepest descent path in (4.1) becomes the path AB followed by the
real t-axis over [ − 1;∞). Accordingly, when  is in the vicinity of the Stokes line, we take our
path of integration in (4.1) to be the path ABDEF , with the portion BD being a ray from t=−1 to
the point t = t(2)1 .
The contribution to I in (5.2) from BD is
IBD =
z1=3
2i
e2z=3
∫ t(2)1
−1
e−z(t−t
3=3) dt =
z1=3
2i
e4z=3
∫ !0(1+e−i)
0
e−zw
dt
dw
dw;
where we have put w = t − t3=3 + 23 , so that w(−1) = 0 and w(t(2)1 ) = 43 + u(t(2)1 )e−i = 43(1 + e−i),
since u(t(2)1 ) = 
(2)
1 =
4
3 . To determine dt=dw, we put t = −1 + 5 to 5nd w = 52 − 53=3. Lagrange
inversion, where we choose the root that behaves like 5  w1=2 near w = 0, then yields the result
dt
dw
=
1
2
∞∑
k=0
( 32k +
1
2)
3kk!( 12k +
1
2)
w(k−1)=2 (|w|¡ 43):
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We therefore obtain the contribution from the ray BD given by
IBD =
z1=3
4i
e4z=3
∞∑
k=0
( 32k +
1
2)
3kk!z(k+1)=2
P( 12k +
1
2 ; !0(x + z)) (4.11)
valid provided |!0(1 + e−i)|6 43 , that is in the sector |− |6 =3.
The contribution to I from the steepest descent path AB is written as
IBA =
z1=3
2i
e2z=3
∫ ∞e−(+)i=3
−1
e−z(t−t
3=3) dt =
z1=3
2i
e4z=3
∫ ∞
0
e−xu
′ dt
du′
du′;
where u′=(t−t3=3+ 23)ei. The treatment of this portion of the integral follows an identical procedure
to that used to derive the contribution from the steepest path through t = 1. Accordingly, we omit
the details and simply state the result in the form
IAB =− z
1=3
2i
e4z=3
{
1
2
S(3)0 (z) +
∞∑
n=1
e−
(3)
n xS(3)n (z)
}
: (4.12)
The sums S(3)n (z) are de5ned as in (4.9) with j = 3 and
S(3)0 (z) =
∞∑
k=0
c(3)k;0
(!0z)(k+1)=2
P( 12k +
1
2 ; !0x); c
(3)
k;0 =
( 32k +
1
2)
3kk!
!(k+1)=20 :
The intervals !(3)n for the range of  under consideration are the same as !
(1)
n ; as a consequence
we also have (3)n =
(1)
n . The coeGcients c
(3)
k;n are de5ned by inversion of an equation of type (5.7)
with j=3, where the points t(3)n in the t-plane correspond to the endpoints !
(3)
n in the u′-plane given
by u′(t(3)n ) = (3)n . We remark that the factor 12 multiplying S
(3)
0 (z) results from the fact that we are
utilising only half the contribution from the saddle point at t =−1.
The contribution from the path DEF is given by (4.10) with the omission of the terms corre-
sponding to j = 2. Then, collecting together the results in (4.10)–(4.12), we obtain the alternative
Hadamard expansion for Ai(z2=3) near the Stokes line in the form
e2z=3Ai(z2=3) =
z1=3
2
{
S0(z) +
∞∑
n=1
e−
(1)
n xS(1)n (z)
}
− z
1=3
2i
e4z=3
{
1
2
S(3)0 (z) +
∞∑
n=1
e−
(3)
n xS(3)n (z)
}
+
z1=3
4i
e4z=3
∞∑
k=0
( 32k +
1
2)
3kk!z(k+1)=2
P( 12k +
1
2 ; !0(x + z)) (4.13)
valid in the sector |− |6 =3.
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4.3. Numerical calculations
To verify the accuracy of the expansions in (4.10) and (4.13), we take x = 8 and carry out
our computations up to the level n = 2. We remark that, when arg z  , the calculation of the
contributions from the paths AB and BD in (4.13) do not require as high a level of precision as that
from the path DEF , since the former terms are multiplied by the exponentially small factor e4z=3.
To overcome the slow convergence in their tails, the various Hadamard sums S( j)n (z) are written
in the modi5ed form
S( j)n (z) =
m−1∑
k=0
c( j)k;n
(!( j)n z)k+1
P(k + 1; !( j)n x) + T
( j)
n (m; z);
where the truncation index m is free to be chosen and
T ( j)n (m; z) =
∞∑
r=0
&( j)r;n (m)('
( j)
n )
r '( j)n = !
( j)
n x=m;
following the procedure outlined in I, Section 2. The coeGcients &( j)r;n (m) are obtained from I,
Eq. (2.10) (where the function hn(v) ≡ (dt=dv)j), to 5nd upon a change of integration variable
&( j)r;n (m) = m
r
{
1
r!
∫ 5( j)n
0
(1− v)r d5−
m−1∑
k=0
c( j)k;ne
−i(k+1)
(k + r + 1)!
}
;
compare I, Eq. (5.11). The expression of v in terms of 5 is given by (4.7) and the upper limit
5( j)n = t
( j)
n+1 − t( j)n in the above integral corresponds to the value of 5 when v= 1.
For the sum S0(z) in (4.6) we have, upon use of the duplication and triplication formulas for the
gamma function, that
ck;0 = 2
√

3
(−)k( 16)k( 56)k
k!
:
The coeGcients &r;0(m) appearing in the tail of S0(z) in (4.6) are consequently given by I,
Eq. (2.15) with 
 = 12 ; 1=
1
6 ;  =
5
6 and 20 = −  in the form
&r;0(m) = 2
√

3
e−(1=2)imr
(r + 32)
2F1( 16 ;
5
6 ; r +
3
2 ;− e−i)m:
A similar treatment applies to the tail of S(3)0 (z).
The truncation indices employed were (M0; N0) = (20; 25) for both saddles, (M1; N1) = (30; 15)
and M2 = 30 (with no tail at level n= 2) for the saddle at t = 1, and M1 = 30 (with no tail at level
n = 1) for the saddle at t = −1. The computation of IBD in (4.11) is straightforward, requiring no
modi5cation of its tail on account of the rapid decay of its terms: this sum was truncated at a level
of precision commensurate with the rest of the calculation. The results are presented in Table 3,
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Table 3
Absolute values of the error in Ai(z2=3) when z = 8ei. The truncation indices employed are indicated in the text
= |Error| = |Error|
0 1:403 · 10−19 0.95 1:335 · 10−16
0.25 1:379 · 10−19 1.00 1:153 · 10−16
0.50 1:165 · 10−19 1.05 1:298 · 10−16
where we show the values of the absolute error for diJerent  in the computation of Ai(z2=3) using
(4.10) and (4.13) near the Stokes line.
5. Concluding remarks
We have shown how the theory of hyperasymptotic evaluation of Laplace-type integrals (1.2)
using Hadamard expansions, which was elaborated in I for large positive variable, can be extended
to complex values of z. A key feature of the expansions for complex variable is that the diJerent
exponential levels n, and the concomitant subdivision of the integration path into intervals of length
!n, are now found to depend in certain sectors on the particular value of =arg z. This fact leads to
the coeGcients ck;n that appear in the Hadamard expansions also being -dependent, which clearly
presents an inconvenience when computing the value of a Laplace integral along an arc in the
z-plane. The analogue of the hyperterminant integrals, which are given by the coeGcients &r;n in
the tails of the Hadamard expansions, are, by contrast, expressed as one-dimensional integrals of a
simple and common structure at all levels n.
A discussion of the Hadamard expansion theory in the neighbourhood of a Stokes line is included.
As  varies, the terms in the various expansions ‘sense’ the approach of a Stokes line (at a maximum
angular separation of 12) by the exponential levels n progressively squeezing up, with n =
0 (n¿ 1) on the Stokes line. This de5ciency is circumvented by a simple device that involves a
diJerent type of Hadamard expansion representing the transition across a Stokes line. The terms in
this latter type of expansion are found to decay rapidly without the dramatic reduction encountered
in the Hadamard expansions valid away from a Stokes line, so that their computation can proceed
to any desired precision without any diGculty.
Finally, we mention that the Hadamard expansion procedure has been described using a diJerential
equation approach in [3].
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