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Abstract-A concept of dimension allowing for inexact measurement of angular distance is intro- 
duced. Its two basic properties, robustness and exponential growth, are proved. Connections to 
antipodal sphere codes and Hadamard matrices are discussed. 
1. INTROIJUCTION 
Let S be the unit sphere in some finite-dimensional Euclidean space V (if V = R”, S = Pbl). 
If the linear dimension of V were not given, one could in principle determine it by an experiment 
on S: choose a maximal set of points in S with the property that any two distinct vectors x,y have 
angular distance o(x,y) = 4, where Q(X, y) = arccos(x + y) (x. y denotes the inner product). 
The size of this maximal set is the linear dimension of V. The choice algorithm proceeds by 
picking a point xi in S, then x2 in S n VI, where VI is the orthogonal complement of xi, etc. 
Each new point is chosen from the successively decreasing equatorial spheres. 
In this paper, we introduce a new notion of dimension which extends this approach to the 
case in which angle (equivalently, inner product) is subject to a measurement tolerance. For any 
e E [0, l), the cquasiorthogonal dimension is the largest number of points in S such that any two 
of them, which are distinct, have angular distance in the closed interval [arccos(E), arccos(+)]. 
When E = 0, this is exactly the “orthogonal dimension.” Note that the condition on angular 
distance is equivalent to requiring that the absolute value of the inner products is less than or 
equal to E. 
We shall show the perhaps surprising fact that when E is sufficiently small with respect to 
the linear dimension of V, the e-quasiorthogonal dimension is exactly the same as the linear 
dimension. Hence, the measurement process described above will find the correct linear dimension 
even if the pairwise measurements are slightly inexact. We also show that when E > 0 is given, 
then the quasiorthogonal dimension grows exponentially as a function of the linear dimension. 
Our proof uses a geometric graph representation in order to apply a version of Turbn’s theorem. 
The original idea of studying quasiorthogonal sets and of using Turan’s theorem is due to [l]. 
Exponential growth was conjectured in [2] and proved in [3] using sphere packings. 
The paper is organized as follows. In Section 2, we state definitions and the necessary aux- 
illiary results. Section 3 contains the two main theorems about quasiorthogonal dimension: its 
robustness and its rate of growth. In Section 4, we consider applications of our results to antipo- 
dal sphere codes and Hadamard matrices. In particular, we show that it is possible to define a 
generalized Hadamard matrix whose entries are +/ - 1 with any two rows being quasiorthogonal 
vectors. 
2. PRELIMINARIES 
For E E [0, 1) we denote by dim, n &-quasiorthogonal dimension 01 S”-’ C IWn and by I’(n, E) 
the graph on S”-’ with two vectors x,y connected by an edge if ] x. y ]I E. Notice that dim, n 
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is the clique number of I’(n, E) (clique number of a graph G is the maximal number of vertices 
pairwise connected by an edge and it is denoted by w(G)). We have various graph theory results 
which now may be applied. Turhn’s theorem says that graphs that are nearly complete can 
be forced, through extremal constraints, to have a clique of some particular size. However, the 
statement involves a modularity condition. Berge [4, p. 2781 gives a simpler and stronger form. 
By 1~1 is denoted the largest integer 2 T. For any graph G and a vertex x of G, deg(z) denotes 
the degree of x, which is number of vertices connected with x by an edge and 6(G) denotes 
minimum degree of G defined as S(G) = min {deg(x) : z is a vertex of G}. 
BERGE'S THEOREM. Let G be a graph of order k. Then each maximal clique has cardinality 
greater than or equal to rk/(k - S(G))]. 
The following result (see [4, p.2801) complements Berge’s Theorem. 
HAJNAL, AND SZEMEREDI'S THEOREM. For any graph G of order k, the set of vertices ofG 
can be partitioned into k - S(G) cliques, largest and smallest differing in order by at most one 
element. 
Since Berge’s theorem concerns finite graphs, we shall apply it to the finite graph G(n,&) 
on the Hamming cube {-l,+l}n with two vertices v, w E (-1, l}n connected by an edge if 
Iv. WI 5 m. Notice that G(n, E) is isomorphic to a subgraph of I’(n, E) induced by the set of 
vertices {-l/fi,l/fi}“. D fi e ne a metric h on (-1, +l}n to be the number of coordinates at 
which two n-tuples differ. Usually called the Humming metric, this is just the Manhattan (or 
taxicab) metric. 
The following relation between the angular and Hamming metrics on { -1, l}n is well-known 
and easy but very useful. 
LEMMA 2.1. For every positive integer n and for every v, w E (-1, l}n, h(v, w) = (n - v. w)/2 
and a(~/,& w/&) = arccos(1 - 2h(v, w)/n). 
C(n, k) denotes the binomial coefficient which counts how many k-element subsets can be 
chosen from a set with n elements. We shall need to estimate a partial sum of binomial coefficients 
m 
of the form C C(n, k), which we denote B(n, m) for brevity. Recall that the entropy function 
k=O 
H(p) = log,(l/p) + (1 - p) log,(l/(l - p)) for p E (0,l). Two function f,g : X + Iw are 
called asymptotically equal in a E X and denoted f(x) M g(s) in a if h_maf(x)/g(x) = 1. If 
lim f(x)/g(x) 2 1, we write f 2 g in a. We will also use this notation for function of two 
Z+a 
variables E and n. So, f(n, &) $ g(n, E) in oo and 0, if Jiix+c f(n, &)/g(n, &) = 1. The following 
asymptotic estimate folows directly from a theorem in [5, p. 1141. 
LEMMA 2.2. If for every positive integer n, m, < n/2, then B(n, m,) x 2nH(mnln) in co. 
Recall that Schwarz’s inequality states that for any v,w E IKn, Iv. WI 5 IIvII.IIwII (e.g., [6, 
p. 1251). 
A Hadamard mutti of order n is a set of n pairwise orthogonal vectors in the Hamming 
cube (-1, l}n with a particular ordering. It is well-known that except for n = 1 and n = 2, a 
Hadamard matrix can only exist when n is divisible by 4 and this condition is believed to be 
sufficient. 
A subset of a metric space is in the code theory called a code. If the distance of any two of 
its points is at least d, then it is called a spread d code. Codes are mostly considered for the 
Hamming cube { - 1, l}n with the Hamming distance h (then they are called binary codes) or for 
spheres in Ifgn with the angular metric QI (then they are called sphere codes). If a binary or sphere 
code contains with each its vector x also -x, then it is called antipodal. 
3. BASIC PROPERTIES OF QUASIORTHOGONAL DIMENSION 
First, we show that dim, n is exactly n wh.en E is small. In fact, we derive it from the following 
upper estimate. 
THEOREM 3.1. For every positive integer n and for every E E [0, l/&), dim, n 5 n&$$. 
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PROOF. Let {vi : i = 1,. . . m} be a maximal &-quasiorthogonal set of unit vectors in W. Then 
E (Vi.Vj)2 I m(m - 1) E2 + m. On the other side, using Schwartz’s inequality, 
i,j=l 
Hence, m2/n 5 m(m - 1) ~~ + m, which implies for e2 < l/n, 
dim, n < n (’ - E2) - (1 -nc2)’ I 
COROLLARY 3.2. For every positive integer n, for every E E [0,1/n), dim, n = n and dimi/, n = 
n+ 1. 
PROOF. If dim,n > n + 1, then by Theorem 3.1, n + 1 5 n(1 - .z2)/(1 - nE2), which implies 
l/n 5 E. Theorem 3.1 also implies that dimI/, n I n + 1. Kurkovi and Hecht-Nielsen [2], using 
regular simplexes, demonstrated that for E = l/n this upper bound is achieved. I 
Thus, although the graph I’(n,E) is extremely dense, its clique number does not exceed n 
when E is sufficiently small. However, since the critical value is l/n, a fixed E is above this value 
whenever n > l/~. To show that &-quasiorthogonal dimension grows at least at an asymptotically 
exponential rate with n, we need a lower bound for the clique number of I’(n, E). This is achieved 
by applying Berge’s theorem to the finite subgraph G(n, E), which has a rather nice structure. 
LEMMA 3.3. For every E E [0, 1) and for every positive integer n, G(n,&) is homogeneous and 
6(G(n, E)) = 2n - 2B(n, A,,), where A,, = ](n(l - ~)/2) - 11. 
PROOF. For w E (-1, +l}n, define ‘pw : {-l,+l}n -+ {-l,+l}n by VW(V) = x, where 
Xi = WiVi. This is an isometry for every w, since either every ith coordinate is changed or 
left the same, so inner products and angles stay constant. Of course, an isometry induces an 
isomorphism of geometric graphs. So deg(w) = deg(1) f or every w E (-1, l}n and b(G(n,e)) = 
card{v E {-l,l}n :I v. 1 15 n&}. Since 2h(v, 1) = n - v. 1, 6(G(n,E) = card{v E (-1, l}n : 
(n - ~)/2 5 h(v, 1) I (n + ~)/2}. Putting P,, = card{v E (-1, l}n : h(v, 1) < n(1 - ~)/2}, 
we have S(G(n,E)) = 2n - 2P,,. The number of vectors in a “polar cap” P,, is equal to the 
partial sum of binomial coefficients P,, = 2 C(n, k), where X nE = ](n(l - ~)/2) - 11. So, 
k=O 
6(G(n, &)) = 2n - 2B(n, A,,). 
THEOREM 3.4. For every positive integer n and every E E (0, l), 
I 
p-1 
dime n ’ B(n, A,,) ’ 
where A,, = [(n(l - ~)2) - 11. 
PROOF. By Berge’s Theorem w(G(n, E)) 2 ]2n/(2n-S(G(n,c))]. By Lemma 3.3 6(G(n,&) = 2n- 
2B(n, A,,), where A,, = [(n(l - ~)/2) - 11. 
2”-l/B(n, A,,,). 
So, w(G(n,E)) 2 ]2”/2B(n, A,,) 2 
S’ mce dim, n = w(I’(n, E)) and clique number is monotone, we have dim, n 2 
w(G(n, E)) 2 2”-l/B(n, A,,). I 
COROLLARY 3.5. log, dim, n 2 2ne2/2 in co and 0. 
PROOF. By Lemma 2.2 and Theorem 3.4, dim, n & 2n(l - H((l - &)/2)) - 1 in 00 and 0. Since 
by Taylor’s formula 1 - H((l - ~)/2) M log, eE2/2 in 0, log, dim, n 2 ne2/2. I 
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THEOREM 3.6. For every E E [0, 1) and for every positive integer n, the Hamming cube (-1, l}n 
can be partitioned into 2B(n, A,,) (where A,, = [(n(l - ~)/2) - 11 ) E-quasiorthogonal sets, 
largest and smallest differing in order by at most one element. 
PROOF. By Hajnal and Szemeredi’s theorem, G(n,&) can be vertex-partitioned into 2n - 
6(G(n,e)) cliques, each of size 2,/2, - 6(G(n,&)) rounded up or down to an integer. By 
Lemma 3.3, S(G(n, E)) = 2n - 2B(n, A,,), so (-1, l}n can be partitioned into 2B(n, X,,) E- 
quasiorthogonal sets each of size 2+l/B(n, X,,). I 
4. RELATIONS WITH SPHERE CODES AND HADAMARD MATRICES 
A set of quasiorthogonal vectors considered as a code satisfies, in addition to a minimal dis- 
tance constraint, also a maximal distance one, since angular distance of two e-quasiorthogonal 
vectors is in the interval [arccos(&), arccos(--E)]. H owever, adding antipodal vectors, we obtain a 
spread arccos(E) code of doubled size. So, our results on quasiorthogonal sets imply estimates of 
antipodal binary and sphere codes. 
COROLLARY 4.1. For every positive integer n and every integer d such that 1 5 d 5 n/2 there 
exists a spread d antipodai binary code on (-1, l}n of size 2n/B(n, d - 1). 
PROOF. Using Lemma 2.1, d < h(v, w) implies v. w 5 n - 2d. Putting E = (n - 2d)/n, proof of 
Theorem 3.4 guarantees existence of a c-quasiorthogonal set in (-1, l}n of size 2”-l/B(n, d - 1). 
Adding antipodal vectors, we obtain a set of vectors with a minimal Hamming distance d. m 
It is interesting that extremal graph technique gives the same lower bound on the number of 
elements in a maximum binary code with spread d as Gilbert-Varshamov’s bound (see, e.g., [7, 
p. 1581). 
Finally, we remark that an ordered &-quasiorthogonal subset of (-1, l}n can be considered 
as a generalized Hadamard matrix. Replacing the orthogonality condition in the definition of 
Hadamard matrix by only quasiorthogonality, we define a &-Hudumard matria: of order n as an 
ordered set of vectors in { -1, l}n with all inner products of any two distinct rows in absolute 
value less than or equal to nt. 
COROLLARY 4.2. For every positive integer n and every E E (0, l), there exists an e-Hadamard 
matrix of order n with at least 2+‘/B(n, X,,) rows, where A,, = [(n(l - ~)/2) - 11. 
So while there can only be a Hadamard matrix (for n > 2) when n is divisible by 4 and such 
matrices have exactly n rows, Corollary 3.5. guarantees that for fixed small &, when n is large 
enough, generalized Hadamard matrices exist with x enea12 rows. 
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