Méthodes pour la recherche de points de selle  by Cherruault, Y & Loridan, P
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 42, 522-535 (1973) 
MCthodes pour la Recherche de Points de Selle 
Y. CHERRUAULT ET P. LORIDAN 
Universite’ de Paris VI 
Submitted by G. Leitmann 
1. INTRODUCTION 
On sait que la recherche des points selle d’une fonctionnelle convexe- 
concave, sur un produit de convexes ICI x Ka (avec Ki ferme dans Vi 
Banach reflexif, i = 1,2) peut se ramener, par penalisation a la recherche 
de points de selle sur V, x Va (cf. [l], [4]). 
Par discretisation le probkme penali& devient un probleme de recherche 
de points de selle d’une fonction numerique de plusieurs variables reelles (que 
nous supposerons partout definie, pour simplifier): dans ce qui suit, nous nous 
placons directement dans ce dernier cadre et nous nous proposons de donner 
des methodes iteratives d’approximation de points de selle. Le plan d’etude 
est le suivant: 
Sec. 2. Hypotheses et &once du problbme. 
Sec. 3. Une premiere methode; 3-1, &ape theorique; 3-2, &ape 
pratique; description et convergence de l’algorithme. 
Sec. 4. Une seconde methode. 
Sec. 5. Resultats numeriques. 
Remarque 1.1. Les methodes propostes sont des methodes directes ce 
qui les distingue notamment des methodes d’Uzawa et Arrow-Hurwicz 
pour lesquelles ii est necessaire de calculer le gradient de la fonction. 
2. HYPOTHBSES ET ENON& DU PROBL~ME 
Soit f une fonction numerique reelle deiinie sur Rn x RP, verifiant: 
la fonction x +f(x, y) est strictement convexe et continue 
sur Rn, pour tout y fix6 dans R* 
la fonction y -+ f (x, y) est strictement concawe et continue 
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Vy E R”, 
Vx E R”, 
,,xifi~,f(x? Y) = + 00 n 
lim f(x, y) = - ~0 
llYlly++m 
(2.3) 
oh II x Iln (rev. IIY II,> d&v e 1 a norme euclidienne dans Rn (resp. Rp). -- 
Le probleme consiste a trouver (x, y) E Rn x R” verifiant 
f(% Y) G f(% 7) < f(x, Y>Y Vx E R”, Vy E Rp. (2.4) 
Avec les hypotheses precedentes on sait que ce probkme admet une solu- 
tion unique, appelee point de selle de f sur R” x RD. 
3. UNE PREMISE MBTHODE 
Nous decomposerons I’etude de cette methode en deux parties; la premiere 
est une &ape theorique, la seconde se placant d’un point de vue plus pratique 
fournira I’algorithme recherche. 
3.1. &tape Thbriqw 
Soit y,, un Clement fix& dans R”. On d&nit x,, comme Ctant l’unique Clement 
de Rn minimisantf(x, y,,) sur Rn, c’est B dire: 
ml 3 Yo) = ~~fJ~~ Yo) 
Ayant determine x,, , y1 sera defini par: 
-f&l 9 Yd = j$J- f(% 9 Y)l 
puis ayant yI , on d&kit x1 par 
f(Xl 9 YJ = ;gJ(% Yd 
et ainsi de suite. 
Plus gCnCralement xi est defini par: 
j$f(X) Yi) = f(Xi J Yi) 
et yi par: 
(3.1) 
inf [- f(sl , YII = - f(sI , ri). 
YERP 
(3.2) 
Remarque 3.1. En vertu de l’hypothbe (2.1), f est strictement convexe 
et continue en x pour toute valeur fix&e de y et de plus, pour y fixee 
,,$$J(x,r> = + a3 
524 CHERRUAULT ET LORIDAN 
D’apres un theoreme classique, on peut done affirmer que Vyi E R”, il 
existe un Clement xi et un seul tel que (3.1) soit verifiee, d’oh I’existence 
d’une fonction 4(y) telle que xi = +( yi). 
De la m&me man&-e, la fonction -f est strictement concave et continue en 
y et verifie 
,,?j~~[-f(x?Y)l = + CQ 
pour tout x fix& 
Ce qui implique l’existence d’une fonction 01(x) telle que yi = OI(X~-r). 
11 en resulte que notre suite (xi , yi) est determinCe par les suites iteratives: 
Yi = 01 o b(Yi-1) (3.3) 
Xi = 4 ’ oI(Xi-1). (3.4) 
PROPOSITION 3.1. Les fonctions 010 $ et + 0 CII admettent un point fixe unique 
qui est le point de selle de f SW Rn x R’. 
Dkmonstration. D’apres la definition du point de selle (5 y) donnee par 
les inegalites (2.4) on a: 
f (X, jJ> = irjf f (x, 7) et -f&Y) = inf[--f@, y)l, 
Y 
d’oli en utilisant ce qui precede: 
%=#J(~) et 7 = a(X). 
11 en resulte que P = + 0 01(X) et y = 010 4(y) ce qui signifie que X est un 
pointfixede#ooretydeolo$. 
Montrons maintenant l’unicid de ces points fixes: Supposons qu’il existe 
un point iixe x1 de 4 0 01, distinct de X, c’est a dire 4 0 “(x1) = x1 . En posant 
yr = 01(xr) on obtient: $( yr) = x,; ces deux relations impliquent par defini- 
tion que 
f (x1 , rd = $ff (x, n) et - f (x1 9 rJ = i;f[- f (x1 , y)l 
ce qui signifie que (x1 , yr) est un point de selle de f. En raison de l’unicite du 
pomt de selle, on a x1 = 9, yr = y ce qui acheve la demonstration. On en 
deduit alors le theoreme suivant: 
THBORBME 3.1. Si les points fixes de 01 0 4 et de 4 0 (Y sont respectivement les 
limites des suites yi = 010 c#( yiwl) et xi = 4 0 o~(x~J aloes les points (xi , yi) 
obrifant les relations (3.1) et (3.2) convergent vers le point de selle (x, 7) quand 
i++ CO. 
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La demonstration est immediate car, par hypothbe (xf , yi) converge vers 
(x*, y*) avec X* point fixe de C$ o OL, y* point fixe de OL o + et d’aprb la Proposi- 
tion 3.1, (x*, y*) coi’ncide avec le point de selle (Z, 7). 
COROLLAIRE 3.1. Si (~04 et 4 o (II sont des contractions alors les suites 
prk4dentes xi et yi convergent respectivement vers x et 7 quand i+ + co. 
Nous nous proposons maintenant de donner des conditions permettant 
d’affirmer que 010 q5 et q5 0 01 sont des contractions, et pour simplifier, nous 
commencons par determiner ces conditions pour des fonctions de deux 
variables (cas n =p = 1). 
COROLLAIRE 3.2 (cas des fonctions de 2 variables). Si f(x, y) est une 
fonction de 2 variables admettant des dhivbes partielles du second ordre continues 
par rapport CI l’ensemble des variables et v&ijiant f ze # 0, f $ # 0 sur R2 avec 
alws 01 o #, et 4 o M sont des contractions. 
Dbmonstration. Pour y don&, l’eltment x = 4(y) verifie, par definition 
f=‘(x, y) = 0 relation dtfinissant implicitement la fonction 4. De m&me, 
pour x don&, 1’ClCment y = a(~) verifie fg’(x, y) = 0. En utilisant la deriva- 
tion des fonctions implicites, on a: 
Y,’ = 44 = -f&if$ , et xv’ = #(y) = -fzn& = - f,“,/f12 
(en raison de la continuite des d&iv&es partielles du second ordre). 
En consider-ant ensuite la derivation des fonctions composees, on obtient: 
(4 o 4’ 64 = !y * Y,’ = (f&Y/f ;2 * f ;2 , 
(a o 54’ (Y) = a=’ . xv’ = (f :,>“/!f:z .f :2 , 
les quotients &ant born& en module par 1, on Ccrira 
et 
(f:J2/lf:e *f:a I d h < 1 
I($ o 4 (Xl) - (9 o 4 (x2)1 d k I Xl - 372 I 
I~~~~Y~~--~o~Y2~l~~IY~-Y2I~ 
ce qui montre bien que 010 4 et 4 0 (II sont des contractions. 
EXEMPLES 3.1. 
(a) Les hypotheses precedentes ont facilement verifiables dans le cas de 
fonctions quadratiques les d&i&es partielles secondes &ant alors des con- 
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stantes. Ainsi le Corollaire 3.1 s’applique a:f(x, y) = ~a - ya + xy + y + X, 
mais il ne s’applique pas af(x, y) = x2 - y2 + 4xy + x + y, fonction pour 
laquelle le processus diverge. 
(b) On peut aussi verifier les hypotheses du Corollaire 3.2 pour des 
fonctions de degre plus ClevC. C’est ainsi que le Corollaire 3.1 s’applique, 
par exemple, a la fonction: 
f(%Y)=X4-Y4+X2-Y2+2v+~+pY++ (% B, y E R). 
l&de du Cas des Fonctions de 2n Variables. Nous considerons les fonctions 
definies sur R” x Rn (cas n = p) et nous supposons que ces fonctions f 
admettent quatre dCrivCes partielles du second ordre continues que nous 
conviendrons de noter comme precedemment: f &, , f goE , f zs , f ia . En raison 
de l’hypothese de continuite on sait que f l, = f ia . R” &ant, pour fixer les 
id&es, muni de sa base canonique, on sait que l’on peut representer les d&i&es 
partielles precedentes par les matrices carrees que nous noterons respective- 
merit H,, , H,, , Hz2 , H,a , avec H,, = Hvz. 
En utilisant la derivation des fonctions composees ainsi que la derivation 
des fonctions implicites a valeurs vectorielles, on peut montrer suivant une 
demonstration analogue ?I celle du Corollaire 3.2 que les matrices associees 
aux derivees totales (@ 0 01)’ et (a o @)’ s’ecrivent respectivement: 
A = H,i . Hz, . H$ . H XY ’ 
B = H2Ta’ . HoGl . H,-: . H w ’ (3.6) 
a condition que les matrices car&es H,z et H,,% soient inversibles c’est a dire 
que leurs determinants soient non nuls. On en deduit alors un corollaire 
analogue au Corollaire 3.2: 
COROLLAIRE 3.3. (Cas des fonctions definies sur Rn x Rn). Si f (x, y) 
est we fonction dt$nie SW R” x R” admettant des dt+i&es partielles du second 
ordre continues (dont la reprbsentation matricielle a .M dkjinie prtkbdemment), 
si les matrices Has et H,z ont un de’tmminant non nul, si les matrices A et B 
&rites en (3.9, (3.6) dt$nissent des applications likaires de normes strictement 
infhkures Li 1, alors 010 C$ et q5 Q 01 sont des contractions. 
La verification de telles hypotheses se redle plus simple dans le cas des 
fonctions quadratiques, les d&iv&es partielles ordinaires apparaissant dans 
les representations matricielles &ant alors reduites a des constantes. 
3.2. I&ape Pratique: Description et Convergence de l’dlgorithme. 
Pratiquement, on ne pourra pas trouver exactement les points xi et yi 
definis par (3.1) et (3.2), c’est pourquoi nous proposons l’algorithme suivant. 
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Soit y0 fix6 et p,, une valeur fixee d’un parametre positif p (qui sera destine 
a tendre vers zero). On part d’un point x,, !ixC et on retient parmi les points 
(x0 , x0 f ps} le point donnant la plus petite valeur def(x, ys); on renouvelle 
le processus a partir de ce point jusqu’a l’obtention d’un point stationnaire, 
c’est a dire d’un point x0* tel que 
f&l* f PO 3 Yo) 2 f(xo*Y Yo). (3.7) 
En fait ceci revient a appliquer la methode des variations locales a la fonction 
convexe x +f(x, y,,), pour une valeur fixee p. de parametre p (nous ren- 
voyons a (2) pour une etude plus detaillee de cette methode). 
Ayant obtenu (3.7), on considere la fonction convexe y + - f(xo*, y) 
et avec la m&me valeur p. que prtddemment, on teste parmi les points 
(y. , y. & po} celui donnant la plus petite valeur de - f(xo*, y) et l’on 
recommence a partir du point retenu jusqu’a l’obtention d’un point station- 
naire yo* c’est a dire tel que: 
- f(xo*, Yo*) G - f(xo*, yo* f PO). (3.8) 
Comme precedemment, la determination du point yo* verifiant (3.8) revient a 
appliquer la methode des variations locales a la fonction convexe 
y + - f(xo*, y) pour la valeur p. du parametre p. 
Prenant alors pr < p. et partant de x0*, on applique la methode des varia- 
tions locales a la fonction x +f(x, yo*) pour obtenir un point stationnaire 
x1*, puis par le m$me pro&de, avec le pas p1 on obtient yr* point stationnaire 
relatif a la fonction y -+ - f(xr*, y) en partant du point yo* precedemment 
obtenu et ainsi de suite. 
Plus generalement, en considerant une suite de valeurs decroissantes du 
parametre p, xi* et yr * designent les points de stationnarite obtenus res- 
pectivement pour les fonctions x +f(x, y$-“-,) et y - - f(zi*, y) avec une 
valeur pi du parametre p. 
On se propose de montrer la convergence de (xi*, yi*) vers le point de 
selle (5 y) lorsque pi + 0 (i.e., i + + co): 
Si, en plus des hypotheses du paragraphe Section 2, on suppose verifiees 
les proprietb: 
f est differentiable sur Rn x RP avec: 
f(x+h,y+K)-ff(x,y)=~(s,y).h+~(x,y).K+w(h,K) 
et 
I 4h 4 < co1 h II”, + II k II”,,. 
C constante positive. 
409/42/3-3 
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11 existe une constante K > 0 telle que V(x, , yr), (x, , ya) on ait: 
g (Xl > Yl) - g (x2 9 Ya)) . (Xl - x2) 
- (8 (Xl 9 Yl> - g 62 Y Y2)) . (Yl - Y2) (3.10) 
3 K(ll Xl - x2 II", + IIY, - Y2 II”,> 
(cette condition analogue a celle rencontree dans (4) assurant d’ailleurs la 
stricte convexite des fonctions x +f(x, y), y fix& et y + - f(~, y), x fix&), 
on a alors le: 
THBOR&ME 3.2. Si 01 et 4 sont lipschitziennes de rapports k, et k, avec 
k = k,k, < 1 (ce qui implique que a! 0 4 et 4 0 01 sont des contractions) alors 
xi* (resp. yd*) converge vers x (resp. u) dans Rn (resp. Rp) quand pi + 0, 
pourvu que xi pi < + 00. 
Dbmonstration. Soit y,, fix& le choix de x0 implique @f/6x) (x0 , y,,) = 0 
(puisque x-+-f(x,yJ est convexe, c’est d’ailleurs une condition necessaire 
et suffisante pour que x,, realise I’optimum de f(x, y,,) sur R”). 
En posant yr = y2 = y,, , x1 = x,,*, x2 = x0 l’hypothese (3.10) donne: 
K II xc,* 6f - x0 11: G g (x0*, Yo) - s (x0 7 Yo)) . (x0* - x0). (3.11) 
Mais d’apres ce qui precede, le second membre de (3.11) s’ecrit aussi 
g (x0*, Yo)) . (x0* - x0>. (3.12) 
En utilisant alors la definition de la stationnarite de x0* et l’hypothese (3.9) 
on peut montrer que 
g (x0*, Yo) . (x0* - x0) 1 < ncpo II x0* - x0 lln (3.13) 
(le raisonnement est analogue a celui fait dans (5) pour la determination 
d’estimations d’erreur dans l’utilisation de la methode des variations locales). 
Revenant alors a (3.11) en utilisant (3.13) on obtient finalement apres 
division par 11 x0* - x0 IIn: 
II x0* - x0 lln < g PO que nous Ccrirons II x0* - x0 IL2 G YIP0 
(3.14) 
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ou encore en Ccrivant: 
X0 * = x0 + to*, II to* II G wo - (3.15) 
Posons yl** = CY(X~*): par definition, yF* est done l’optimum exact de la 
fonction -j-(x0*, y). 
yo* designant le point de stationnarite de - f(x,,*, y) pour la valeur p. on 
peut montrer que: 
Yo 
* =yl** + q:* avec 1177**// 1 <c =YPo P-. Ko 2’ 
D’autre part, on a par definition yr = (Y(x~) d’oii: 
II yo* - y1 IIp < II 7I** II9 + url** - Yl II 
ou encore: 
II yo* - Yl II9 G YZPO + II 4x0*) - 4xo)ll 7 
soit en utilisant le fait que 01 est lipschitzienne, de rapport k, , ainsi que le 
resultat (3.15): 
II yo* - Yl I19 G Kbo + YZPO * (3.16) 
Posons maintenant x1** = $(yo*); x1”* est done l’optimum exact de 
-f(x, yo*). Soit d’autre part x1* le point de stationnarite de -f(x, yo*) 
correspondant a la valeur p1 du parametre p et soit xl = +(yl). On a 
II x1* - Xl /In G II x1* - xi+* lln + II x,** - x1 IIR, 
ou encore: 
II x1* - Xl Iln G II x1* - x,** Iln + II +(Yo*) - b(Ydln * 
On drifie que le premier terme du second membre est major6 par 7~~; puis 
en utilisant le fait que C$ est lipschitzienne de rapport k, et le resultat (3.16), 
on a: 
II d(ro*) - +(rl)lI G hW+o + YIP& 
d’oh, finalement aprb avoir pose k,k, = k: 
II x1* - xl lllz G n&o + ‘Yzbo + ~1~1. (3.17) 
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De m&me, on montre que: 
IIYl* -Yyzll?, G VW1 + 'yz) &+l + PA. (3.18) 
Plus generalement, en raisonnant par recurrence on trouve: 
II xn* - %I II < G%l + feJl + .*. + Pn) + y&k,vw% + *** + Pn-1). 
(3.19) 
II Yn* - Yn+1 II G VW, + Y2) vh + ... + h-l + Pd (3.20) 
Or knp,, + Kn-rp, + ... + pn est le terme general de la serie produit des 
series ‘& pj et xi ki qui sont des series convergentes. Ce terme general tend 
done vers 0 quand n + + co, d’oh /I yn* - yn+l /j + 0; d’autre part d’apres 
le Corollaire 3.1, yn+I + y, done 11 yn* - y &, --f 0, quand pla -+ 0. 
Par un raisonnement analogue, en utilisant (3.19), on montre que 
I/ x,* - fll, + 0, ce qui acheve la demonstration. 
Remarque 3.2. Pratiquement, on choisit pi = 1/2i ce qui entrame 
xi pi < + co et le ThCoreme 3.2 est alors valable. 
4. UNE SECONDE MI~THODE 
4.1. &ape Thkorique. 
Partant d’un point (x,, , ys) fix& on determine le point (x1 , yI) de la fonction 
strictement convexe definie par: 
AiX~ Y> =.0x, Yo) - f&l 9 Y), (4.1) 
realisant le minimum de & sur R” x RP. Remarquons que (x1 , yI) existe et 
est unique car $a est aussi continue et verifie 
(x0 et y0 &ant fixes). 
On considere alors la fonction &(x, y) = f(x, yl) - f(xI , y) et l’on cherche 
(x2 , y2) tel que: Mx2 , y2) = inf A@, r> e ainsi de suite. Plus gCntralement t 
(xK , yk) designera le point realisant le minimum de la fonction: 
&&G Y) = f(X? Yk-1) - fc%l ? Y>. 
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Comme au paragraphe Section 3 et sous les m&mes hypotheses on a le thCo- 
r&me. 
T&OR&ME 4.1. (xk , yk) converge vers le point de selle (3, 7) sur R” x RP 
quand k---f + CO. 
Dt%nonstration. On a: 
i$#,(x, y) = ijFff(x, yk) + i;f -Ok p Y) 
On peut done dire que la methode Cquivaut ?I rechercher (xk+r , ykfl) v&i- 
fiant: 
i;ff(x, Yk) = f(xk+l ) Yd (4.2) 
(4.3) 
D’oh, comme au paragraphe Section 3, on montre l’existence de deux fonc- 
tions 4 et a telles que: x~+~ = +(xr), ylc+r = IX(X~) ce qui implique que notre 
suite (xk+r , yk+J est determinCe par les suites idratives: 
X *+1 = #J O 4%A (4.4) 
Yr+1 = 01 O 4(Yk-11, (4.5) 
ce qui implique le theoreme si I’on suppose que les points fixes de 4 0 01 et 
01 o 4 peuvent s’obtenir par les suites ittratives (4.4) et (4.5). 
4.2. &ape Pratique. 
(a) Description de l’algorithme. En pratique, on ne peut obtenir exacte- 
ment (xk , yk). Pour approcher le point de selle (a y) on propose l’algorithme 
suivant: partant d’un point (x,, , yO) on determine, par application de la 
methode des variations locales avec un pas pr , un point de stationnarite 
(x1*, yr*) de la fonction convexe 4s definie par: $,,(x, y) = f(x, y,,) - f(x,, , y) 
consideree comme fonction de n + p variables. Puis on reprend le pro&de, 
avec un pas pa < pr pour la fonction &(x, y) =f(x, yr*) - f(xr*, y) et 
ainsi de suite. Plus gCnCralement, (x* K+l , y,“,,) designera le point de station- 
narite de la fonction &(x, y) = f(x, yK*) - f(xk*, y) obtenu pour p = pk+r . 
(b) Rema.rque. Cet algorithme realise done en une seule &tape, pour 
chaque valeur de p, ce que le premier algorithme realisait en deux operations: 
une minimisation en x de f(x, y) et une minimisation en y de - f(x, y). 
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(c) Convergence. Avec les hypotheses des paragraphes Sections 2 et 3, 
on peut montrer la convergence de I’algorithme en utilisant le mCme type 
de demonstration qu’au paragraphe Section 3. 
On verifie en effet que x$+r est un point de stationnarite de la fonction 
x -+ f (x, yk*) tandis que Y:+~ est un point de stationnarite de la fonction 
y -+ -f (xk*, y) et on est ainsi dans une situation analogue a celle de Sec- 
tion 3 (en utilisant les points d&finis dans l’etape theorique). 
(d) Remarque. D’autres resultats relatifs a l’approximation des proble- 
mes de point de selle seront present& dans (5). 
5. R~SULTATS NUMBRIQUES 
5.1. Essais awecf(x,y)=x2-y2+x.y+y+x. 
Nous avons effect& deux essais avec la seconde methode: un premier 
essai en choisissant comme point de depart (1, 0), un second en choisissant 
(28/3, 13). 
Les resultats figurant dans les tableaux ci-aprbs mettent en evidence la 
convergence de l’algorithme vers la solution exacte: 
x = - 0,6, y = 0,2. 





l/2 - 1,ooooooO 04 
l/4 - 0,5OOoOOO 0,250OOOO 
118 - 0,625OOOO 0,250OOOO 
l/16 - 0,625OOOO 0,1875000 
l/32 - 0,5937500 0,1875000 
l/64 - 0,5937500 0,2031250 
l/128 - 0,6015625 0,2031250 
I/256 - 0,6015625 0,1992188 
l/512 - 0,5996094 0,1992188 
l/1024 - 0,5996094 0,2001953 
I /2048 - 0,6000977 0,2001953 
I/4096 - 0,6000977 0,1999512 
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(b) Deuxieme essai (on a indique les valeurs de la fonction $K a chaque 
division de p par 2). 
P xk * Yk * @k 
w - 7,0000000 - 3,OOOOOO0 
l/4 130000000 I,0000000 
l/8 - 1,ooooooO 070 - 3,OOOOOO0 
l/16 - 0,5000000 0,250OOOO - 0,1875000 
l/32 - 0,625OOOO 0,1875000 - 0,0117187 
l/64 - 0,5937500 0,2031250 - 0,0007324 
l/128 - 0,6015625 0,2031250 - 0,0000610 
l/256 - 0,6015625 0,1992188 - 0,0000152 
l/512 - 0,5996094 0,1992188 - 0,0000038 
l/1024 - 0,5996094 0,2001953 - o,oooooO9 
l/2048 - 0,6000977 0,2001953 - o,OOOOOO2 
l/4096 - 0,6000977 0,1999512 - 0,ooooooo 
l/8192 - 0,6000977 0,1999512 + w 
5.2. Essais avec f(x, y) = x2 + 4xy - y2 + x + y. 
Pour cette fonction, il est facile de verifier que $ o 01 et 010 4 ne sont pas des 
contractions. Les deux methodes on CtC testees sur cet exemple et ont donne 
des resultats divergents ce qui montre bien que l’hypothese “4 0 (y. et 010 $ 
sont des contractions” est fondamentale pour la convergence des deux pro- 
&d&. 
5.3. Essais SW un Probkme de ContrGle. 
Le probltme, tire de [4], est le suivant: Le systeme a contrbler &ant defini 
par: 
d2y 
-~+Y=f+vl+% sur]O, l[ 
Y(O) = Y(l) = 0, Vl 3 74 EL2(0, l), 
il s’agit de determiner le point de selle du critere: 
Jh > ~2) = 
s 
1 I y(q , ~2) - Q412 dx + ( I v,(x)12 dx - 2 s: I v2W dx, 
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f(x) = (4a2 + 1) sin 2xx + 10x(1 - x), 
zd(x) = sin 2nx - 20x(1 - x) - 40. 
Le probleme est discretise en approchant L2(0, 1) par l’espace des fonctions 
en escalier sur un partage de l’intervalle IO, l[ en 20 sous-intervalles de 
longueur h = l/20. On sait ((4)) q ue 1 a solution exacte est don& par 
q(x) = 20x(x - l), u2(x) = 10x(1 - x). 
La solution exacte &ant connue on pourra comparer les resultats obtenus 
sur les points du reseau avec les valeurs que prend la solution exacte en ces 
m$mes points. Plus precisement, dans le tableau qui suit, nous designons 
par cq l’erreur quadratique relative discrete definie par: 
ou U,(;h) est la solution exacte calculee au point i h et U,“(;h) la solution 
obtenue en ce m&me point par application de la methode des variations 
locales pour p = pk . 
Nous donnons d’autre part les valeurs de la fonctionnelle J(z+ , w2). On 
notera que ces valeurs sont proches de la valeur exacte de la fonctionnelle 
calculee sur les points I,, (n = 1, 2, 1 < i < 20) a savoir: 1885, 999841. 
Les resultats obtenus sur or et E% sont analogues a ceux presentes dans (4). 













8 x 1O-2 
4 x 10-a 
1,2 x 10-a 
1,2 x 10-a 
3 x 10-a 
3 x 10-a 
7,6 x 1O-4 
7,6 x 1O-4 
1,8 x 1O-4 
1,8 x 1O-4 
5 x IO-5 
6 x 1O-5 
4 x 10-r 
6 x 1O-2 
4 x 10-2 
1,2 x 10-Z 
1,2 x 10-a 
3 x 10-3 
3 x 10-a 
7,6 x 1O-4 
7,6 x 1O-4 
1,8 x 1O-4 
I,8 x 1O-4 
5 x IO-6 
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