Abstract-Electrocardiogram (ECG) is a new generation of biometric modality which has unique identity properties for human recognition. There are few studies on feature level fusion over short-term ECG signals for extracting non-fiducial features from autocorrelation of ECG windows with an identical length. In this paper, we provide an experimental study on fusion at feature extraction level by using autocorrelation method in conjunction with different dimensionality reduction techniques over vector sets with different window lengths from short and long-term two-lead ECG recordings. The results indicate that the window and recording lengths have significant effects on recognition rates of the fused ECG data sets.
I. INTRODUCTION
Biometric recognition technology provides a reliable security system through identity recognition of subjects based on their inherent physiological and behavioral characteristics [1] . A new generation of biometric identity recognition modalities has been extensively introduced which includes biosignals such as Electrocardiogram (ECG) and many others [2] . Each individual has unique ECG characteristic signals such as universality, uniqueness and liveness detection and thus, offer robustness against falsification using fraudulent techniques [3] . However, the technique encounters a number of difficulties due to time-varying nature of the ECG signals, irregular conditions of cardiac disorders, the long waiting period to collect the ECG data, and also open question about permanence of ECG signals over time [2] [3] [4] [5] . Therefore, the ECG biometric systems encounter a number of problems in extracting discriminative features for biometric recognition.
So far, two types of feature extraction methodologies have been proposed based on fiducial points' detection and without it. The fiducial based methodologies rely entirely on the localisation of the points in a heartbeat cycle. These algorithms have faced the difficulty of missing a number of efficient ECG morphological attributes. In addition, there is no universally acknowledged rule that is able to detect the boundary of fiducial points, so complexity of biometric system is overall increased [2, 6] . In previous ECG biometric study shows that non-fiducial approach based on one-lead ECG data can also successfully identify individuals [7] . Autocorrelation (AC) method has been used to extract features from ECG windows instead of heart beats [7, 8] . The most important advantage of the non-fiducial approach over the fiducial ones is in its simplicity of computation as it does not have to determine wave boundaries and the fiducial points. However, the non-fiducial approach involves the high-dimensional data and challenge of the curse of dimensionality. Another drawback of the non-fiducial method is to select the proper window size for ECG segmentation which is very crucial for identity verification and recognition [2, 6] .
Furthermore, most of the previous studies have focused on the use of single channel of a standard 12-lead ECG recording without concern about effective channel combination schemes. However, there are few researches that use different fusion schemes to combine two (or more) ECG channels for improving performance of recognition [8, 9] . Feature level fusion is to design a new optimum vector set that is provided from a combination of different reduced features before learning methods [1] . The study of [8] has demonstrated a novel non-fiducial approach with the use of a combination of AC with Linear Discriminant Analysis (LDA) for human identification system based on fusion of all of the 12 ECG leads' data. Two kinds of feature and decision fusion schemes were presented for a set of short-term healthy subjects. Nevertheless, 12-lead system for ECG biometric is impractical for the condition of convenience and probability is important. Moreover, LDA requires to high computational time and memory and so it can be especially expensive for a real time system. So, unsupervised methods can be a suitable solution to reduce high dimensionality of feature vectors. Another fusion study was investigated for subject identification using long two-lead ECG recordings in different sets of normal ECG signals as well as arrhythmia recordings [9] . The study has applied Support Vector Machine (SVM) for classification of wavelet based feature vectors with a decision level fusion of results from the two-lead. A few previous studies have been utilised multi-class SVM for ECG based recognition [6] . Multi-class SVM techniques are robust methods for verification problem by effective extension of binary classifiers.
This paper presents an experimental study to evaluate the effect of different techniques of fusion at a feature extraction level with supervised and unsupervised dimensionality reduction methods on the performance of Gaussian multi-class SVM with One-Against-All (OAA) approach for biometric verification. The autocorrelation method is used to extract features from ECG windows for every lead. Also, it investigates whether different varying lengths of record and window can affect recognition rates. The proposed models are tested on both short and long-term two-lead ECG signals of a set of healthy and arrhythmia ECG recordings to evaluate permanence of ECG signals over time.
II. METHODOLOGY
The fundamental concept of underlying biometric technologies involves in different phases of data acquisition, signal preprocessing, feature extraction and classification. Preprocessing of ECG signals is conducted to remove noise of ECG signals through wavelet based filtering and threshold techniques. This is followed by the feature extraction phase to detect non-fiducial features to extract significant feature vectors. In classification phase, the biometric recognition system learns an optimal decision model to best match between training vectors enrolled in ECG dataset and test vectors.
A. ECG Databases
Experiments are conducted using ECG signals collected at the BioSec.Lab, at the University of Toronto, and MIT-BIH Arrhythmia Database. The experiment results reported in this paper consists of 5 minutes duration of recording from each subject in both databases for short-term study, while a 30-minute of recording length for each subject is used for longterm study to form ECG datasets. The Toronto database 1 includes 10 ECG recordings which were captured from different healthy volunteers. ECG data acquisition was carried out by Hidalgo Equivital device with a sampling frequency rate of 256Hz. Each recording lasted 2 hours from twochannels of ECG signal. During the signal collection, the volunteers performed their every-day work activities. Each ECG recordings was sampled differently per second. The MIT-BIH Arrhythmia Database 2 contains 48 30-minute excerpts of different two-channel ambulatory ECG recordings, collected from 47 subjects. The ECG recordings were digitized at 360 samples per second per channel with a resolution of 10mV. For the present experimental study, a subset of 6 subjects is randomly chosen from this database to test our experiments.
B. ECG Signal Preprocessing
A single normal cycle of the ECG waveform corresponds to a heartbeat as shown in Fig. 1 (a) . Any changes of cardiac function in each heartbeat makes a different deflection on the 1 http://www.comm.utoronto.ca/~biometrics/ 2 http://physionet.org/physiobank/database/mitdb/ ECG pulse as series of positive and negative waves consisting of P, QRS complex and T. However, the collected ECG signals are usually corrupted by several sources of noise and therefore, it is not reasonable to perform feature extractions and classifications accurately [10] .
ECG is a non-stationary signal, so time-frequency representation methods are typically suited for ECG signal processing and denoising. Similarly, wavelet transform is a non-stationary signal processing technique that can be applied to sub-band coding data compression, feature extraction and denoising a signal without appreciable degradation [10] . Indeed, the wavelet transform can be thought of as an extension of Short Time Fourier Transform (STFT) that uses variable window sizes, depending on the frequency range of analysis. Discrete Wavelet Transform (DWT) gives both time and frequency information through decomposition of a signal into sets of approximation (low frequency part of initial signal) and detail (high frequency part of initial signal) based on powers of two in different levels. Wavelet based denoising procedure consists of three steps: 1) choosing a mother wavelet and a decomposition level to perform the signal denoising through wavelet deconstruction, 2) performing appropriate soft or hard thresholding methods in wavelet domain, and 3) reconstructing the signal with the modified DWT coefficients via inverse wavelet transform. We choose Coiflet wavelet of order 3 with Rigrsure rule of hard threshold at level 3 to denoise all ECG recordings because of having higher cross-correlation coefficients, retained energy, signalto-noise ratio, and lower reconstruction error than other mother wavelets of Daubechies, Symlet. Fig. 1 (b) indicates the comparison of a segment of original normal ECG signal (with red colour) and the ECG signal denoised (with blue colour) using coif3 wavelet at level 3 decomposition. 
C. Non-fiducial based ECG Feature Extraction
The ECG is a non-stationary signal and it consists of repetitive waveform patterns. The motivation behind nonfiducial is the use of normalized autocorrelation (AC) method on non-overlapping windows of the denoised individual ECG signal for detecting the nonrandom and discriminative pattern without the use of fiducial point's boundaries. Indeed, autocorrelation coefficients give an automatic shift invariant feature set that represents repetitive characteristics over multiple heartbeat cycles [7] . Therefore, the autocorrelation of ECG windows can be an effective method in identity b a verification process. The autocorrelation coefficients ( ) are calculated by Eq. 1.
where ( ) is the correlation of an ECG window ( ) and ( + ) that is shifted by a time lag = 0,1, … , − 1; ≪ , and N is the length of number of data points inside an ECG window ( ). Large variations in amplitude are among the pulses of the same subject, so normalisation is essentially required. Normalisation and control of bias factor are determined by dividing with the maximum value (0). A segment beginning at zero lag of the autocorrelation sequence is only preserved in order to do more analysis. The length of this segment is approximately equal to the duration of a QRS pulse with less variability in time [3] . Figure 2 shows normalized autocorrelation sequence of an ECG window for a subject in one lead, and also zooms into the number of AC coefficients from different windows of the same ECG signal.
D. Dimension Reduction
The extracted autocorrelation coefficients of each ECG window can be directly utilised for classification, but the dimensionality of an AC vector is significantly high making it unsuitable for cost efficient systems and controlling false rejection rate. Thus, dimension reduction is required to solve this problem as it converts a high-dimensional input space into a meaningful low-dimensional output space using the broadly dimension reduction techniques.
1)Linear Discriminant Analysis (LDA)
LDA is a statistical supervised learning method for classification and dimensionality reduction. A given data set consists of a number of AC windows = {( , )} ∈ ℝ × , where ∈ {1, 2, … , } denotes the corresponding class label of subjects, and ∈ ℝ indicates an AC window with the -dimensional input space. Let the data set is defined as = { } and ∈ ℝ × is data matrix of the subject (class) consisting of the number of AC windows and so ∑ = (all AC windows of all subjects). LDA computes a linear transformation ∈ ℝ × that transforms ∈ ℝ in the -dimensional space to a vector = ∈ ℝ in thedimensional space ( < ). An optimal linear transformation is computed by simultaneously finding minimum variance between AC windows of the same subject (intra-class distance) and maximum separation between AC windows of different subjects (inter-class distance) so that it attains maximum class discrimination. Indeed, LDA reduces the dimensionality of feature space for a class problem with the eigenvectors corresponding to the − 1 largest eigenvalues. The LDA linear projection for a data vector ∈ ℝ can be derived generally using = before the classification phase, where ∈ ℝ such that 1 ≤ l ≤ − 1 [3] .
2)Principal Component Analysis (PCA)
PCA is a powerful unsupervised learning method to extract significant features based on principal components from highdimensional AC windows by solving an eigenvalue problem. PCA finds directions that have the least reconstruction error by describing as much variance of data matrix as possible with a set of orthogonal direction. Let average ̅ is subtracted from the unlabeled AC windows (data set) = { } ∈ ℝ , which gives the mean centered data (zero-mean data). These mean-centered data are used to compute a covariance matrix. A transformation of the samples can be computed by using eigenvalue analysis of the covariance matrix.
≤ eigenvectors corresponding to the highest eigenvalues are actually needed to produce a complete basis for the linear transformation. The dimension of data vector is generally reduced using PCA with = ( − ̅ ), where = , … , [11] .
3)Kernel Principal Component Analysis (KPCA)
Kernel PCA is known as nonlinear technique since PCA is done on nonlinearly mapped data set of input space. Nonlinear techniques refer to the methodology used to attain a minimal generalisation error for data that are nonlinear in input space. KPCA overcomes the limitation of linear methods by nonlinearly mapping input space to a high dimension feature space. Indeed, KPCA is a nonlinear extension of PCA which computes principal components in higher dimension feature space. Obtaining KPCA components of a set of unlabeled AC windows with d-dimensional space (number of AC coefficients) = { } ∈ ℝ only requires solving the same linear eigenvalue problem as described before for linear PCA, but dot product kernel matrix × (Gram Matrix) must be diagonalised instead of covariance matrix of dimension × problem in PCA. The kernel-based learning methods compute inner products in the feature space directly from inputs without explicitly transforming two data points and into the feature space using function Φ. Gaussian RBF function is a common kernel method that is formulated as , = exp(− || − || ) where ∈ ℝ [11] .
E. Feature Level Fusion
Fusion at a feature extraction level can be carried out in data collected from multi-modal biometrics or different characteristics of the same biometric modality such as ECG based biometrics with multiple leads. The purpose of feature level fusion based these ECG recordings is to use numerous details captured in each lead to find distinctive attributes as much as possible. In other words, the feature extracted from each lead are independent of those extracted from another lead, so it is reasonable to concatenate the two feature vectors of a set of ECG recordings into a single set of features that is in the same type of measurement scale [1, 8] . In this study, the above mentioned dimensionality reduction algorithms are employed to extract optimum feature set from the autocorrelation of ECG windows of each lead, and then the feature vectors are concatenated since they are of the same measurement scale. Different dimensionality reduction methods may have different effects on the recognition performance when lengths of ECG recordings and windows are changed.
F. ECG Biometric Recognition
Biometric verification problem is applied to decide whether to accept or reject a user's claimed identity according to the different biometric sample vectors enrolled. Indeed, verification is a binary classification problem due to enrollment of samples of an individual for verification as one class and all other enrolment samples of the remaining persons as other classes. Therefore, different subjects in the data set need different binary classifiers to be recognised by the system, let = { , , … , } be a set of classes of input data. Multi-class classification is known as supervised learning problem that extends the binary classification methods. The computational effort and complexity of multi-class classification are more than binary classifiers because of the high connection among a number of different classes. Several approaches have been developed to handle multi-class problems by kernel-based Support Vector Machine (SVM) through their decomposition into binary problems. OneAgainst-All (OAA) approach is the most common multi-class technique which is able to decompose multi-class problem into binary classification problems. With regard to this approach, a training vector would be classified under a certain class if the class of SVM accepts data; otherwise, it would be rejected. Test data are classified by combining the predictions learned with the binary methods according to OAA approach. A voting strategy is generally utilised to combine the predictions, where the class that gets the highest number of votes is assigned to the test sample. In this paper, we propose an ECG-based recognition model relying on multi-class SVM classification through OAA approach by using Gaussian RBF kernel function. C-Support Vector Classification (C-SVC) as binary SVM classifier is involved to build binary models for multi-class recognition problems. The binary SVM algorithms are based on learning a decision boundary with a maximum margin between specified classes either in data space or in feature space for linear and nonlinear SVMs. Due to this fact, Cost parameter (C) is a positive regularisation parameter which indicates tradeoff between the margin size and the number of training errors [12] .
III. EXPERIMENTAL RESULTS
In experiments of this study, we present the results of Gaussian OAA SVM classifiers on the ECG data sets which are generated by using different feature level fusion models over 16 healthy and arrhythmia subjects with the two-lead ECG signals. Table I shows four scenarios according to the descriptions motioned earlier in Section II-A and Section II-C. The preprocessed two-lead ECG signals have been respectively windowed into two non-overlapping rectangular windows of different lengths 1400 (short window length) and 1945 (long window length) coefficients. Since the ECG recordings were not sampled equally, autocorrelation of ECG windows are varied between 3 and 9 sec duration for the short window length, while they are between 5 and 13 sec for the long window length. Then the normalised AC is computed for each of the ECG windows of every lead. The number of windows (samples) for autocorrelation is equal for both leads.
To apply a feature level fusion model for each scenario, the dimensionality of autocorrelation of ECG windows of ECG windows of every lead must be reduced by one of the mentioned techniques in Section II-D to extract an optimum feature set, and then the vectors are concatenated. Table II indicates the number of fused features (#F) of the two-lead according to each of the scenarios based on each dimensional reduction techniques and without them. The dimension reduction experiments are carried out on the vector of dimension 300 which is the number of normalised AC coefficients for every window. The dimensionality of the data is reduced using PCA method which retains 99% of the data's variance, while KPCA method with RBF kernel with value of 0.1 helps to reduce dimensionality of the data which preserves more than 90% of the data's variance. Moreover, the generalised accuracies of multi-class SVM models are estimated using different values of the RBF kernel parameter and the regulation constant C of C-SVC binary classifier for each model that are summarized in Table II . Then, 3 random data sets are generated from every fused ECG data sets for each pair of (C, ) and average of their testing results are shown in Table III . Both training and testing sets are available for the ECG data sets, whereby each is randomly split into the training and test sets (mostly≈60%:40%) [11] . The performance is measured in term of window and subject recognition rates, and in SVMs we can only obtain False Nonmatch Rate (FNMR) and False Match Rate (FMR), not Equal Error Rate (EER). Figure 3 indicates the effect of each variable value on the rates by averaging each of the model's performances in all values of other variable.
It can be seen from Table III and Fig. 3 (A, B) that length of recording is more effective variable than length of windowing on window recognition rates of the models. Increasing length of window has an adverse effect on window (sample) recognition rates in some models. Moreover, the scenarios with short-term recordings handle highly skewed the data sets that affect to perform classifier due to poor bias approximation. Both number of features and samples may effect on model complexity and also number of support vectors, so there is a trade-off between capacity of data set and generalization error.
The subject recognition rate is a measurement for a number of subjects whose all test samples can be correctly classified into their exact class based on their learning patterns. The low subject recognition rates seem to have high unclassified samples which do not fit into any classifier model. The results in Table III and Fig. 3 (C, D) show that there is a trade-off between length of recording and subject recognition rate that presents challenge of the variation of the ECG signals over long time. However, long window length can help better subject recognition by extracting significant characteristics from more heartbeats in each window. A brief investigation can also be carried out on the influence of recording and window lengths on the classification errors. It can be seen from Table III and Fig. 3 (E, F, G, H) that the effect of length of recording on FNMR and FMR is more than window length for the models. The highest window and subject predictive accuracies are achieved approximately 98.29% and 52.08% by using the Gaussian OAA SVM classifiers on the PCA models in the scenarios with long window length that has the lowest average biometric errors and less overfitting than others. The values highlighted in bold specifies the significant results obtained in Table III. A comparison has been made between computational complexity and memory requirements which involve dimensionality reduction algorithms. They are determined for LDA, PCA and KPCA by two properties-the number of samples and the original dimension space . LDA involves the eigenvalue problem that can be especially expensive for both computational and memory. LDA has O( + )
computational complexity and requires O( + + ) memory, where = min ( , ). The computational complexity of PCA to solve eigenvalue problem of the × covariance matrix is O( ). The memory required of PCA is O( ) to store the matrix. The KPCA performs an eigenvalue problem with the × kernel matrix and demands for a memory including square with the number of data samples . Therefore, the computational and memory complexity of KPCA are O( ) and O( ) respectively [13] . It can be seen from Table IV that elapsed time, in seconds, for linear and nonlinear dimension reduction (DR) methods according to the different scenarios, and also the average elapsed training time to learn the Gaussian SVM classifiers. With regard to Table  IV , the training time complexity of SVM classifiers grows when the number of features is increased. The permanence of ECG signals has not yet been extensively studied on multi-lead recordings. The pervious study [8] has proposed feature and decision level fusion techniques for all 12 leads recordings of 14 healthy subjects in two sessions. Each record is about 1-minute ECG signal which was segmented into 5-second windows. The results were indicated that decision level fusion has superiority over feature level fusion scheme. The results cannot be significant criterion to consider permanence of ECG biometrics. The permanence of the ECG biometric template requires further studies involving a high number of subjects and long-term ECG recordings.
IV. CONCLUSION
This study has investigated the effects of recording and window lengths on window and subject recognition rates of the two-lead ECG signals which are fused at feature extraction level by combining AC and different dimension reduction methods including LDA, PCA and KPCA. The simulation results demonstrate superiority of feature level fusion model based on PCA technique to recognition test data over other ones. Experimental results illustrate the long-term ECG recording has an adverse effect on subject recognition rates but it is a highly effective variable for window recognition rates. In addition, the long window length has an influence on the subject recognition rates.
