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Abstract—We present a novel approach for manipulating high-
DOF deformable objects such as cloth. Our approach uses a
random-forest-based controller that maps the observed visual
features of the cloth to an optimal control action of the manipula-
tor. The topological structure of this random-forest is determined
automatically based on the training data, which consists of visual
features and control signals. The training data is constructed
online using an imitation learning algorithm. We have evaluated
our approach on different cloth manipulation benchmarks such
as flattening, folding, and twisting. In all these tasks, we have
observed convergent behavior for the random-forest. On con-
vergence, the random-forest-based controller exhibits superior
robustness to observation noise compared with other techniques
such as convolutional neural networks and nearest neighbor
searches.
I. INTRODUCTION
High-DOF deformable object manipulation, such as cloth
manipulation, is an important and challenging problem in
robotics and related areas. It has many applications, including
assisted human dressing [1], cloth folding [2], sewing [3], etc.
Compared with rigid bodies or three-dimensional volumetric
deformable objects [4], cloth can undergo large deformations
and form wrinkles or folds, which greatly increases the com-
plexity of cloth manipulation tasks. The possibility of such
large deformations is the major challenge in designing a cloth
manipulation controller. In a real-life cloth manipulation task,
a typical robot only observes a single RGB(D) image of the
cloth. As a result, we need robust methods that can perform
such complex manipulation tasks based on a single view
observation. This involves inferring the 3D configuration of
the cloth from the image-based representation and compute the
appropriate control action. For example, if a robot manipulates
a piece of cloth by holding two corners of the cloth mesh, then
the controller should infer the desired end-effector positions
of the robot.
Several machine learning models have been proposed to
parameterize such controllers, some of which have been used
for cloth manipulations. Because of the recent development of
deep (reinforcement) learning, one prominent method [5] is
to represent feature extraction and controller parametrization
as two neural networks, which are trained either jointly or
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Fig. 1: Manipulation Benchmarks: We highlight the realtime per-
formance of our algorithm on three basic robot-human collaboration
tasks. (1): keep the cloth straight; (2): keep the cloth bent; (3):
keep the cloth twisted. (4): add noise to the human actions and the
visual RGB-D outputs and evaluated the robustness of our approach.
(5): evaluate the performance on complex tasks that simultaneously
perform straightening, bending, and twist operations to highlight the
benefits of our approach.
separately. Other works, such as [6], use one unified neural net-
work architecture, but the structures of these neural networks
are determined via trial and error. Recently, [7] represented
the controller as a set of observations/control-signal pairs
constructed manually. However, due to observation noise at
runtime, it is not clear whether this constructed set can cover
the experienced cases.
Main Result: In this paper, we present a new method
for cloth manipulation. Our method represents the controller
as a random-forest. The random-forest takes the observation
of the cloth configuration, an RGB(-D) image, as input. It
then classifies the input by bringing it to a leaf-node of each
decision tree. The optimal control signals are stored on the
leaf-node and used as controller outputs. The random-forest
is trained iteratively using imitation learning by collecting a
dataset online. In each iteration, more data are collected and
the random-forest is retrained to be more robust to observation
noises.
Compared with other parametric models such as neural
networks, random-forest is non-parametric and the number
of leaf-nodes can be dynamically adjusted. As a result, ar-
bitrarily complex cloth configurations can be represented as
more training data are provided. Compared with other non-
parametric methods such as nearest neighbor, random-forest
exhibits better robustness in terms of avoiding over-fitting.
We show that as more iterations of imitation learning are
performed, the number of leaf-nodes in a random-forest will
converge.
We compare the performance of different controller models
on three cloth manipulation tasks involving large deformations:
cloth flattening, cloth folding, and cloth twisting. The results
show that our model always outperforms nearest neighbor [7]
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and neural networks in terms of matching optimal control
signals and robustness to noise. In addition, the number of
leaf-nodes converges as imitation learning progresses.
The rest of the paper is organized as follows. Section II
reviews related works. In Section III, we introduce the no-
tation and formulate the problem. In Section IV, we provide
details for training the random-forest-based controller. Finally,
we highlight the performance on challenging benchmarks in
Section V and compare the performance with prior methods.
II. RELATED WORK
In this section, we give a brief summary of prior works on
large deformation and manipulation, dimension reduction, and
controller optimization.
Large Deformation and Manipulation: Different techniques
have been proposed for motion planning for deformable ob-
jects. Most of these works (e.g., [4, 8, 9]) focus on volumetric
objects such as a deforming ball or linear deformable objects
such as steerable needles. By comparison, cloth-like thin-
shell objects tend to exhibit more complex deformations,
forming wrinkles and folds. Current solutions for thin-shelled
manipulation problems are limited to specific tasks, including
folding [2, 10, 11], ironing [12], sewing [3], and dressing
[1]. On the other hand, deformable body tracking solves a
simpler problem, namely inferring the 3D configuration of a
deformable object from sensing inputs. There is literature on
deformable body tracking, which infers the 3D configuration
from sensor data [13, 14, 15]. However, these methods usually
require a template mesh as a priori and are mainly limited to
handling small deformations.
Dimension Reduction: Previous DOM methods use various
feature extraction and dimensionality reduction techniques,
including SIFT-features [12], HOW-features [7], and depth-
based features [16, 17, 18]. Recently, deep neural networks
have also been used as general-purpose feature extractors.
They have also been used to manipulate low-DOF articulated
bodies [5] and in DOM applications [19, 20]. For simplicity,
our random-forest uses HOW-features as inputs. Another fea-
ture recently proposed in [21] represents cloth using a small
set of feature points. However, these feature points can only
characterize small-scale deformations because there can be a
lot of occlusions under large deformations.
Controller Optimization: In robotics, reinforcement learning
[22], imitation learning [23], and direct trajectory optimization
[24] have been used to compute optimal control actions.
Trajectory optimization, or a model-based controller, has
been used in [2, 12, 25] for DOM applications. Although
the resulting algorithms tend to be accurate, these methods
cannot be used for realtime applications. For low-DOF robots
such as articulated bodies [26], researchers have developed
realtime trajectory optimization approaches, but it is diffi-
cult to extend them to deformable models due to the high
simulation complexity of such models. Currently, realtime
performance can only be achieved through learning-based
controllers [16, 17, 7, 19], which use supervised learning to
train realtime controllers. However, as pointed out in [27],
Symbol Meaning
C 3D configuration space of the cloth
c a configuration of the cloth
O(c) an observation of cloth
c∗ target configuration of the cloth
x robot end-effectors’ grasping points
x∗ optimal grasping points returned by the expert
P transfer function encoding cloth dynamics
dist distance measure between two observations
pi DOM-control policy
α random-forest topology
β controller parameters
γ confidence of leaf-node
θ parameter sparsity
K the number of decision trees
lk a leaf-node of k-th decision tree
lk(O(c)) the leaf-node that O(c) belongs to
L labeling function for optimal actions
F feature transformation for observation
TABLE I: Symbol table.
these methods are not robust in handling unseen data. There-
fore, we further improve the robustness by using imitation
learning. Apart from imitation learning used in this work,
realtime cloth manipulation controllers can also be optimized
using reinforcement learning methods as done in [28, 29, 30].
Recently, [31, 32, 33] proposed using non-rigid registration to
transfer human demonstrations of cloth manipulations to real
robots and [34] required an adaptive cloth simulator to predict
the future state of a cloth. However, these methods require the
knowledge of full 3D cloth geometries, which are not available
in our applications.
III. PROBLEM FORMULATION
In this section, we introduce our notations and formulate the
problem. Our goal is to compute a realtime feedback controller
to deform a cloth into an unknown target configuration. We
denote the 3D configuration space of the cloth as C. Typically,
a configuration c ∈ C can be discretely represented as a 3D
mesh of cloth and the dimension of C can be in the thousands.
However, we assume that only a partial observation O(c) is
known, which is an RGB-D image from a single, fixed point
of view in our case. The goal of the controller is to transform c
into a target configuration c∗. We assume that, over the entire
process of control, the robot grasps the cloth at a fixed set
of N points whose coordinates are x, where |x| = 3N and
the control action is constituted by the desired positions of
these grasping points, denoted as x∗. Therefore, the controller
corresponds to a function:
x∗ = pi(O(c)|β), (1)
where β are its learnable parameters. Given x∗, the corre-
sponding joint angles of the robot can then be determined via
conventional inverse kinematics. Given the control action, the
configuration of the cloth and the grasping points can be given
by the following distribution:
p(ci+1,xi+1|ci, pi(O(ci))). (2)
This distribution can be a cloth simulator [35] in a simulated
environment or it can be obtained from a real-life robot. Note
that, although the action is the desired grasping points (x∗), x∗
and xi+1 are generally not the same because the controller’s
(a)
HOW Feature/Label (b)
Random-
Forest (c)
(d)
(e)
(f)
Fig. 2: Approach Pipeline: The pipeline of learning a random-forest-
based DOM-controller that maps the visual feature (RGB-D image)
to the control action. Given a sampled dataset (a), we first label each
data point (shown as red text in (b)) to get a labeled dataset, (b).
We then construct a random-forest to classify the images, (c). After
training, the random-forest is used as a controller. Given an unseen
visual observation (d), the observation is brought through the random-
forest to a set of leaf-nodes. The optimal control actions are defined
on these leaf-nodes, (e). The entire process of labeling, classification,
and controller optimization can be integrated into an IL algorithm,
(f).
output can violate a robot’s kinematic or dynamic constraints.
A. Controller Optimization Problem
Our main goal is to optimize the learnable parameters β to
optimize the performance of the controller, pi. This controller
optimization problem can take different forms depending on
the available information about c∗. If O(c∗) is known, then we
can define a reward function: R(c) = −dist(O(c),O(c∗)),
where dist can be any distance measure between RGB-
D images. In this setting, we want to solve the following
reinforcement learning problem:
argmax
α,β
Eτ∼pi
[ ∞∑
i
γiR(ci)
]
(3)
where τ = (c1, c2, · · · , c∞) is a trajectory sampled according
to pi, γ is the discount factor, and the subscript figures denote
the timesteps. Another widely used setting assumes that O(c∗)
is unknown, but that an expert is available to provide an
optimal control action pi∗(O(c)). The expert is a ground truth
controller following the definition of [23]. In this case, we
want to solve the following imitation learning problem:
argmax
α,β
Eτ∼pi
[ ∞∑
i
γidist(pi∗(O(ci)), pi(O(ci)))
]
(4)
This expert can be easily acquired in a typical human-robot
collaboration task. Our method is based on the imitation
learning formulation.
IV. LEARNING RANDOM-FOREST-BASED CONTROLLER
To find the controller parameters, we use an imitation
learning algorithm [27], which can be decomposed into two
sub-steps: online dataset sampling and controller optimization.
The first step samples a dataset D = {〈O(c),x∗〉}, where
each sample is a combination of cloth observation and optimal
action. The second step optimizes the random-forest-based
controller with respect to β, given D.
A. Feature Extraction
Before constructing the random-forest from D, we apply
a feature transform to D. Our raw observation of the cloth,
O(c), is an RGB-D image. it has been noted, (e.g., by [36])
that applying a simple feature transform can improve the
accuracy of a classifier such as random-forest. In addition,
our input is a 320 × 240 RGB-D image of the cloth mesh,
which corresponds to 76800 entries each having three colors
and one depth channel, which is high-dimensional. Therefore,
a feature transform effectively reduces the dimensions of the
input observation and makes the classifier more robust when
the size of the dataset is small.
In our approach, we use HOW-features [7] as the low-
dimensional representation. HOW-features is a variant of
HOG-features. HOW-features first applies Gabor filters to
each patch of the image and then concatenates these patches,
resulting in a 768-dimensional feature space. Since each image
patch is spatially localized, HOW-features requires each image
to be aligned as a pre-processing step. Because our input is an
RGB-D image, we can perform a foreground extraction using
the depth-channel and then align the image to the center of the
screen using the same procedure as in [36]. We summarize this
algorithm in Algorithm 1 and denote this feature transform as
a function F . The dataset after the feature transform is defined
as D¯ = {〈F ◦ O(c),x∗〉}.
Algorithm 1 Feature extraction operation F .
Input: RGB-D image O(c)
Output: Extracted HOW-feature F ◦ O(c)
1: Foreground extraction using depth channel.
2: Resize/align image to the center of screen using [36].
3: Compute HOW-feature [7].
B. Random-Forest Construction
Our key contribution is to use a random-forest as the under-
lying learnable controller in an imitation learning framework.
A random-forest is an ensemble of K decision trees, where
the k-th tree classifies F ◦ O(c) by bringing it to a leaf-
node lk(F ◦ O(c)), where 1 ≤ lk(F ◦ O(c)) ≤ Lk and Lk
is the number of leaf-nodes in the k-th decision tree. The
random-forest makes its decision by classifying F◦O(c) using
every decision tree and then computing the average over all
the decisions of the trees in the forest. To use an already
constructed random-forest as a controller, we define an optimal
control action x∗l,k so that the final action is determined by
averaging:
x∗ = pi(O(c)|β) = 1
K
K∑
k=1
x∗lk(F◦O(c)),k. (5)
To construct the random-forest, we use a strategy similar to
that in [37]. We construct K binary decision trees in a top-
down manner, each using a random subset of D. Specifically,
for each node of a tree, a set of random partitions is computed
and the one with the maximal Shannon information gain [38] is
adopted. Each tree is grown until a maximum depth is reached
or the best Shannon information gain is lower than a threshold.
The optimal control action of a leaf-node is defined as the
average of the control actions of the data sample belonging to
that leaf-node.
C. Imitation Learning
We use an imitation learning algorithm [27] that includes
two steps into an outer loop. During each outer iteration, we
query an expert, which in our case is a ground-truth hard-coded
control algorithm. Specifically, we generate a set of cloth
simulation trajectories using a cloth simulator (Equation 2).
During each timestep of these trajectories, we query the expert
to get an optimal control action pi∗(O(c)). This optimal
control action is combined with the action proposed by our
random-forest pi(O(c)). The combined action is fed to the
simulator to get the next observation. As a result, more data
is added into D and a new random-forest, β, is constructed
from a new D. This algorithm is outlined in Algorithm 2.
Algorithm 2 Training DOM-controller using imitation learn-
ing algorithm.
Input: Initial guess of β, optimal policy pi∗
Output: Optimized β
1: . imitation learning outer loop
2: while imitation learning has not converged do
3: . Generate training data based on current pi(O(c)|β)
4: Sample D by querying pi∗ as in [27]
5: . Extract HOW feature for each data sample
6: Define D¯ = ∅
7: for each O(c) do
8: Extract HOW feature F ◦ O(c) as in [7]
9: Define D¯ = D¯⋃{〈F ◦ O(c), pi∗(O(c))〉}
10: end for
11: . Construct random-forest, i.e., β
12: for 1 ≤ k ≤ K do
13: Sample random subset of D¯
14: Construct k-th binary decision tree using [37]
15: end for
16: end while
D. Analysis
In typical DOM applications, data are collected using nu-
merical simulations. Unfortunately, the high dimensionality
of c induces a high computational cost for simulations (i.e.
evaluating P in Equation 2) and generating a large dataset
can be quite difficult. Therefore, we design our method so
that it can be used with a small number of data samples. Our
method’s performance relies on the random-forest’s stopping
criterion (i.e. the threshold of gain in Shannon entropy). We
choose to use a large Shannon entropy threshold so that
the random-forest construction stops early, leaving us with a
relatively small number of leaf-nodes. We expect that, with
a large enough number of imitation learning iterations, the
number of nodes in each decision tree of the random-forest
will converge. Indeed, such convergence can be guaranteed by
the following Lemma.
Lemma: When the number of imitation learning iterations
N →∞, the distribution incurred by the random-forest-based
controller will converge to a stationary distribution and the
expected classification error of the random-forest will converge
to zero.
Proof: By assuming that Algorithm 2 generates a controller
pin at the n-th iteration, Lemma 4.1 of [27] showed that pin
incurs a distribution that converges when n→∞. Obviously,
the number of data samples used to train the random-forest
also increases to ∞ with n → ∞. The expected error of the
random-forest’s classification on a stationary distribution con-
verges to zero according to Theorem 5 of [39]. In Section V,
we show that, empirically, the number of leaf-nodes in the
random-forest also converges to a fixed value.
V. RESULTS
We now describe our implementation and the experimental
setup on both simulated environments and real robot hardware.
We highlight the performance on several manipulation tasks
performed by human-robot collaboration. We also highlight
the benefits of using a random-forest-based controller by
comparing our method with prior approaches. More imple-
mentation details are given in [40].
Fig. 3: Setup for Manipulation Tasks: A dual-armed robot and
a human are holding four corners of the cloth. We use a 12-DOF
dual-armed ABB YuMi and a RealSense RGB-D camera to perform
complex manipulation tasks. Our goal is to manipulate a 35cm×30cm
rectangular-shaped piece of cloth.
A. Robot Setup
We evaluate our method on a simulated environment. For the
simulated environment, the robot’s kinematics are simulated
using Gazebo [41] and the cloth dynamics are simulated
using ArcSim [35], a highly accurate cloth simulator. We use
OpenGL to capture RGB-D in this simulated environment.
Our goal is to manipulate a 35cm×30cm rectangular piece of
cloth with four corners initially located at: v0 = (0, 0, 0), v1 =
(0.3, 0, 0), v2 = (0, 0.35, 0), v3 = (0.3, 0.35, 0)(m). Our ma-
nipulator holds the first two corners, v0, v1, of the cloth and
the environmental uncertainty is modeled by having a human
hold the last two corners, v2, v3, of the cloth so that we have
x , (v0, v1)T and each control action is 6-dimensional. The
human could move v2, v3 to an arbitrary location under the
following constraints:
‖v2 − v3‖ ≤ 0.3m (6)
‖(v2, v3)Ti+1 − (v2, v3)Ti ‖∞ < 0.1(m/s), (7)
where the first constraint avoids tearing the cloth apart and the
second constraint ensures that the speed of the human hand is
slow.
Fig. 4: Robustness of the imitation learning algorithm: In a
realtime human-robot interaction, we plot the mean action error
(Equation 8). The blue curve shows the performance of a controller
trained using only one imitation learning iteration (this choice cor-
responds to supervised learning [7]) and the orange curve shows the
performance of a controller trained with 20 iterations. We compare
the residuals (Equation 8) between the two methods. Increasing the
number of iterations in imitation learning significantly reduces the
mean action error.
B. Synthetic Benchmarks
To evaluate the robustness of our method, we design the 3
manipulation tasks listed below:
• Cloth should remain straight in the direction orthogonal
to human hands. This is illustrated in Figure 3 (a). Given
v2, v3, the robot’s end-effector should move to:
v
0
= v
2
+ 0.35
z × (v3 − v2)
‖z × (v3 − v2)‖
v
1
= v
3
+ 0.35
z × (v3 − v2)
‖z × (v3 − v2)‖
.
• Cloth should remain bent in the direction orthogonal to
human hands. This is illustrated in Figure 3 (b). Given
v2, v3, the robot’s end-effector should move to:
v
0
= v
2
+ 0.175
z × (v3 − v2)
‖z × (v3 − v2)‖
v
1
= v
3
+ 0.175
z × (v3 − v2)
‖z × (v3 − v2)‖
.
• Cloth should remain twisted along the direction orthog-
onal to human hands. This is illustrated in Figure 3 (c).
Given v2, v3, the robot’s end-effector should move to:
v
0
=
v2 + v3
2
+ 0.31
z × (v3 − v2)
‖z × (v3 − v2)‖
+ 0.15
(v3 − v2) × (z × (v3 − v2))
‖(v3 − v2) × (z × (v3 − v2))‖
v
1
=
v2 + v3
2
+ 0.31
z × (v3 − v2)
‖z × (v3 − v2)‖
− 0.15
(v3 − v2) × (z × (v3 − v2))
‖(v3 − v2) × (z × (v3 − v2))‖
.
The above formula for determining v0, v1 is used to simulate
an expert. Note that these equations for the expert requires
the knowledge of the four corner positions of the piece of
cloth, and such information may not be available in a real
robot system that only observes the cloth using a single
RGB(D) image. Therefore, we train our random-forest in a
simulated environment. These three equations assume that the
expert knows the location of the human hands, but that robot
does not have this information and it must infer this latent
information from a single-view RGB-D image of the current
cloth configuration. We also test the performance on complex
benchmarks that combine flattening, folding, and twisting, or
have considerable occlusion from a single camera.
Name Value
Fraction term used in imitation learning algorithm [27] 0.8
Training data collected in each imitation learning iteration 500
Resolution of RGB-D image 640× 480
Dimension of HOW-feature used in [7] 768
Random-forest’s stopping criterion when
impurity decrease less than [37] 1× 10
−4
TABLE II: Meta-parameters used for training.
C. Transferring from Simulation to Real Robots
Although we have only evaluated our method on a simu-
lated environment, we can also deploy our controller on real
robot hardware. For the real robotic environment, we use a
RealSense depth camera to capture 640×480 RGB-D images
and a 12-DOF ABB YuMi dual-armed manipulator to perform
the actions, as illustrated in Figure 3.
To deploy our controller, we first use camera calibration
techniques to get both the extrinsic and intrinsic matrix of the
RealSense Camera. Second, we compute the camera position,
camera orientation, and the clipping range of the simulator
from the extracted parameters. Third, we generate a synthetic
depth map using these parameters and train the three tasks
using the random-forest-based controller parametrization and
the imitation learning algorithm. Finally, we randomly perturb
the human hand positions when collecting training data to
make our random-forest robust to observation noises. A similar
technique is used in [42]. We also add visual noises to the
training samples and test the algorithm by posing objects
between camera and object. After that, we integrate the
resulting controller with the ABB YuMi dual-armed robot and
the RealSense camera via the ROS platform. As shown in
Figure 1, with these identified parameters we can successfully
perform the same tasks that were performed in the synthetic
benchmarks on the real robot platform.
D. Multi-task Controller
Unlike single-task controller, a multi-task random-forest-
based controller stores multiple actions in a leaf-node. Each
observed image is classified by each decision tree in a manner
that is similar to that of a single-task controller. The leaf node
chooses an action according to the id of the task. In this
benchmark, we train a 3-task controller for the 3 synthetic
tasks in Section V-B. And we transfer the controller to the real
robot as benchmark (5) mentioned in Figure 1. We combines
straightening, bending and twisting to show that our approach
can perform complex tasks, as shown in the video. Moreover,
we also show tasks which involve occlusion from a single
camera viewpoint by adding noise to inputs.
We compare the performances of a single-task controller
and a multi-task controller, both of which are based on
random-forests. Again, during each evaluation in the simulated
environment, the human hands move to 10 random target
positions v2∗, v3∗. As shown in Figure 6 (red), we profile
the residual (Equation 8). Our controller performs consistently
well with a relative action error of 0.4954%. We then train a
joint 3-task controller. This is performed by defining a single
Fig. 5: Transferring from Simulation to Real Robots: To transfer controller model, we trained on the cloth simulator to the real robot, we
use camera calibration techniques. The figure demonstrates the result by changing the positions of end-effectors and fixing the other corners
of the cloth. By applying a model trained with a calibrated cloth simulator to the real robot, we avoid having to train on the real robot.
random-forest and defining 3 optimal actions on each leaf-
node. The performance of the 3-task controller is compared
with that of the single-task controller in Figure 6. The multi-
task controller performs slightly worse in each task, but the
difference is quite small.
E. Complexity and Algorithm Properties
As illustrated in Algorithm 2, the complexity of our overall
approach mainly depends on three parts: dataset sampling,
feature extraction, and random-forest construction. When con-
structing a single decision tree based on the sampled dataset
D¯, the complexity has an upper bound of O(|D¯|2). For the
construction of a random-forest with K decision trees, the
complexity is O(K|D¯|2).
To evaluate the performance of each component in our
method, we run several variants of Algorithm 2. All the meta-
parameters used for training are illustrated in Table II. In our
first set of experiments, we train a single-task random-forest-
based controller for each task and profile the mean action error:
err =
∑
〈O(c),x∗〉
1
|x∗||D¯|‖x
∗ − 1
K
x∗lk(F◦O(c)),k‖2, (8)
with respect to the number of imitation learning iterations
(Line 2 of Algorithm 2). As illustrated in Figure 7 (red),
the action error reduces quickly within the first few iterations
and later converges. We also plot the number of leaf-nodes
in our random-forest in Figure 7 (green). As more iterations
are performed, the number of leaf-nodes in our random-forest
also converges.
F. Comparison With Other Solutions
A key feature of our method is that it allows the robot
to react to random human movements while the effect of
these movements is indirectly reflected via a piece of cloth.
This setting is similar to [43]. However, [43] assumes the 3D
geometric mesh of cloth c is known without any sensing error,
which is not practical.
Our method falls into a broader category of visual-servoing
methods, but most previous work in this area (such as [44]) has
focused on navigation tasks and there is relatively little work
on deformable body manipulation. [45] based their servoing
engine on histogram features, which is similar to our use
Training Set Proportion 20% 40% 60% 80% 100%
Random-Forest 0.0154 0.0078 0.0046 0.0040 0.0038
Neural Network 0.0551 0.0469 0.0458 0.0459 0.0451
Linear Regression 1.66e18 4.58e18 8.77e17 9.23e17 8.82e− 5
TABLE III: Comparison with Different Controllers: Residual
(Equation 8) of random-forest-based controller, neural-network-based
controller [27], and linear regression controller, computed with dif-
ferent proportions of the training set. We use a dataset collected by an
expert. The dataset contains 5702 points and we randomly select 20%
of the data as the test dataset. The random-forest-based controller
exhibits a lower residual. Linear regression increases residual on
unseen data. A neural-network-based controller does not fit well when
the size of the training set is limited.
of HOW-features. However, they use direct optimization to
minimize the cost function (dist(O(c),O(c∗))), which is not
possible in our case because our cost function is non-smooth
in general.
Finally, our method is closely related to methods in [16, 17],
which also use random-forest and store actions on the forest.
However, our method is different from prior methods in two
ways. First, our controller is continuous in its parameters,
which means it can be trained using an imitation learning
algorithm. Moreover, we use both feature extraction and
controller parametrization in the imitation learning algorithm
[27] so that both the feature extractor and the controller benefit
from evolving training data.
To show the benefits of random-forest, we compare three
different models of controllers: random-forest, linear regres-
sion, and neural network [27]. During each evaluation in
the simulated environment, the human hands move to 10
random target positions v2∗, v3∗. In Table III, we plot of
the residual (Equation 8) of the tree methods against the
number of imitation learning iterations. On the convergence of
Algorithm 2, the random-forest-based controller outperforms
the two other opponents, exhibiting a lower residual.
To implement the neural-network-based controller, we use
Tensorflow, which is a neural network toolkit. The structure of
the neural network is fully connected and consists of a hidden
layer of 128 neurons. To implement the linear-regression-based
controller, we use the apply the implementation from scikit-
learn [46], which is a standard machine learning toolkit. We
use the standard parameters from the linear regression module.
(a) (b) (c)
Fig. 6: Multi-Task Controller vs. Single-Task Controller: Residual (Equation 8) using a joint 3-task controller (blue) and a single-task
controller (red). (a) Flatten the cloth; (b) Bend the cloth; (c) Twist the cloth. Both controllers converge after a few iterations of the imitation
learning algorithm. The single-task controller performs slightly better than the multi-task controller with a relative action error of 0.4954%,
but the difference is not significant.
G. Benefits of Random-Forest
There are many standard techniques for computing low-
dimensional controlling parameters from high-dimensional
perceptual data such as RGB images and depth maps. These
include standard regression models and neural-network-based
models. We evaluate the performance of our algorithm along
with the others. The test involves measuring the residual of the
manipulator as it moves towards the goal configuration based
on the computed control parameters, as given by Equation 8.
We obtain best results in our benchmarks using a random-
forest-based controller. Using the random-forest-based con-
troller and the imitation framework requires fewer parameters
to configure a task. Further, the computed control parameters
are limited to the labels of the random-forest, which makes the
controller robust to the unseen data. In practice, the random-
forest-based imitation learning requires fewer computation re-
sources which can enable the controller to be used in real-time
applications. The performance is governed by the total number
of iterations of the imitation learning. As the number of
iterations of imitation learning grows, the residual Equation 8
reduces. After reaching a certain iteration, the imitation learn-
ing contributes less to the performance enhancement. In other
words, when the imitation learning framework converges, the
overall performance of the controller is guaranteed.
VI. CONCLUSION, LIMITATIONS AND FUTURE WORK
We present a novel controller parametrization for cloth
manipulation applications. In our parametrization, the optimal
control action is defined on the leaf-nodes of a random-forest.
Further, both the random-forest construction and controller
optimization are integrated with the imitation learning algo-
rithm and evolve with training data. We evaluate our method
using a 3-task cloth manipulation application. The result shows
that our method can seamlessly handle feature extraction and
controller parametrization problems. In addition, our method
is robust to random noises in human motion and observations.
Moreover, our controller parametrization can robustly adapt
to evolving training data and quickly reduce the mean action
error for real-time human robot interaction. During our eval-
uations, the controller performs consistently well in terms of
accomplishing the cloth manipulation tasks, including the ones
with very large cloth deformations. In terms of comparing with
the traditional regression-based controller, our approach can
model complex relationships between high dimensional input
data and configurations of the controller. Comparing with a
neural-network-based controller, our approach can converge
fast with limited input data, which makes it easier to adapt to
unseen data.
One major limitation is that it is difficult to extend
our method to reinforcement learning scenarios because our
method is not differentiable when using a random-forest con-
struction. Therefore, reinforcement learning algorithms such
as the policy gradient method [47] cannot be used. Another
potential drawback is that our method is still sensitive to
the random-forest’s stopping criterion. In addition, we need
additional dimension reduction, i.e. the HOW-feature, and
action labeling in the construction of the random-forest. In
this work, labeling is done by mean-shift clustering of optimal
actions, but in some applications where observations can be
semantically labeled, it can be advantageous to label obser-
vations instead of actions. For example, in object grasping
tasks, we can construct our random-forest to classify object
types instead of classifying actions. Finally, our method may
not be suitable for high-level manipulation tasks such as cloth
folding and laundry cleaning. These problems involve multiple
smaller manipulation tasks which require a meta-algorithm
that combines these tasks. In addition, these tasks usually
require re-grasping between different stages of control, which
is outside the domain of this paper.
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