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Kapitel 1
Einleitung
Die Entwicklung auf dem Gebiet der Informationsverarbeitung hat in den letzten zwei Jahr-
zehnten im Bereich der Medizin zu einer immer st

arkeren Verbreitung von rechnerunterst

utz-
ten Diagnoseverfahren gef

uhrt. Zu den innovativsten Technologien z

ahlen die bildgebenden
Verfahren wie Ultraschall (US), Computertomographie (CT), Kernspintomographie (auch: Ma-
gnetresonanztomographie, MRT) und Positronenemissionstomographie (PET). Vor allem die
Magnetresonanztomographie hat durch ihren

uberlegenen Weichteilkontrast eine immer h

ohere
Bedeutung in der klinischen Diagnostik gewonnen. 3D-Schnellbildtechniken und leistungsf

ahige
Bildverarbeitungssysteme erm

oglichen die Erzeugung beliebig orientierter Schnittbilder durch
den K

orper innerhalb von Sekunden; hochaufgel

oste 3D-Datens

atze des Gehirns lassen sich in
Zeitspannen von weniger als 10 min erzeugen. Im Gegensatz zur R

ontgendiagnostik deuten bei
der MRT alle bisherigen Erkenntnisse auf keine gesundheitlichen Gef

ahrdungen hin.
Auf Grund der groen Verbreitung der bildgebenden Verfahren und ihrer intensiven Nut-
zung in der medizinischen Forschung und klinischen Praxis fallen allerdings enorme Mengen
von Bilddaten an, die nicht nur gespeichert, sondern auch ausgewertet werden m

ussen. Bei be-
stimmten unkritischen, immer wiederkehrenden Auswerteproblemen bietet es sich an, die Bild-
datenauswertung zu automatisieren. Sofern sie technisch

uberhaupt realisierbar ist, bietet die
automatisierte Auswertung zwei Vorteile: Zum einen wird dem medizinischen Fachpersonal die
langwierige, wenig interessante und damit fehlertr

achtige Auswertung am Bildschirm erspart,
zum anderen k

onnen durch standardisierte algorithmische Verfahren individuelle Variationen
der Auswertungsergebnisse in Abh

angigkeit vom Auswertenden (Intra- und Inter-Operator-
Variabilit

aten) zuverl

assig eliminiert werden.
Im klinischen Bereich wird f

ur die routinem

aige Diagnostik und bei der Vorbereitung ste-
reotaktischer und radiochirurgischer Eingrie am menschlichen Gehirn immer

ofter die MRT
eingesetzt. Wegen der herausragenden Dierenzierbarkeit der weichen Gewebe (soft tissues)
des Gehirns in den MR-Aufnahmen in Verbindung mit der hohen Volumenaufl

osung wird sie
gegen

uber den anderen bildgebenden Techniken wie der CT bevorzugt.
Auch in der medizinischen Forschung, im Rahmen neurologischer und psychiatrischer Rei-
henuntersuchungen von Patientenkollektiven oder Verlaufsstudien ist die MRT die Methode
der Wahl. Gerade in diesem Bereich sind auf Grund festgelegter Auswerteprotokolle automati-
sierte Bildauswertungsverfahren besonders gut anwendbar. Sollen die Ergebnisse automatischer
Auswertungen jedoch unterst

utzend in Diagnose- und Behandlungsabl

aufe einieen, sind sie
vorher vom Experten unter Verwendung anderer Methoden unbedingt zu verizieren.
Die Bilddatenauswertung l

auft meistens auf die Volumenbestimmung von Hirnarealen, Hirn-
strukturen, Gewebeklassen oder des Gesamthirns hinaus. In der einschl

agigen Literatur nden
sich viele Beitr

age medizinischer Arbeitsgruppen, welche die Hirnvolumetrie unter den unter-
schiedlichsten Gesichtspunkten betreiben. Neben der Tumorforschung und der Suche nach tex-
turalen Merkmalen in MR-Aufnahmen zur Klassizierung von gesunden und pathologischen
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Geweben im Gehirn [103, 133, 134] werden vor allem die Langzeitein

usse von Krankheiten
auf das zentrale Nervensystem (ZNS) untersucht. Dazu werden in der Regel die Volumina be-
stimmter Strukturen, Gewebetypen oder der Liquorr

aume in Relation zum Gesamthirnvolumen
oder zum intrakraniellen Volumen (ICV) gemessen, um

uber Korrelationen zwischen den Me-
ergebnissen mit neurologischen Befunden Aussagen

uber die Auswirkungen der Krankheit auf
das ZNS treen zu k

onnen. Erforscht werden unter anderem die Degenerationsprozesse im Ge-
hirn im Verlauf der Alzheimerschen Krankheit [4, 5, 6, 132, 144, 150], anderer Erkrankungen
wie HIV, Multipler Sklerose und Epilepsie [38, 46, 122] und im Verlauf des normalen Alterns
[97, 146].
Die Vergleichbarkeit der Volumetrieergebnisse aus verschiedenen Messungen setzt normierte
Mewerte voraus. Somit ist zus

atzlich zur Messung der interessierenden Strukturen die Bestim-
mung des Gesamthirnvolumens (die Summe der Volumina von grauer und weier Hirnsubstanz)
oder des ICV (die Summe von Gesamthirnvolumen und der Volumina der Liquorr

aume) erfor-
derlich. Teilweise werden diese Bezugswerte manuell, teilweise aber auch interaktiv oder vollau-
tomatisiert ermittelt: die Hirnvolumen- und ICV-Bestimmung ist { eher als die Volumenbestim-
mung einzelner anatomischer Strukturen { algorithmisch l

osbar und daher automatisierbar.
Die automatisierte Volumetrie kann grunds

atzlich auf zwei verschiedene Weisen durch-
gef

uhrt werden: auf der einen Seite stehen die sogenannten direkten Verfahren, die eine Vo-
lumenbestimmung

uber die Analyse der statistischen Eigenschaften des Bildmaterials vorneh-
men, auf der anderen die sogenannten indirekten Verfahren zur Volumenbestimmung

uber den
Umweg einer Gewebesegmentierung. Die groe Anzahl weltweit an der Entwicklung robuster
Verfahren zur automatisierten Hirnsegmentierung und -volumetrie forschender Arbeitsgruppen
belegt indirekt den dringenden Bedarf an automatischen Auswertungsverfahren [39, 58, 107].
1.1 Motivation
Radiochirurgische Eingrie zur Behandlung von Tumoren m

ussen sehr sorgf

altig vorbereitet
werden. Bei der Bestrahlungsplanung wird die r

aumliche Bewegung, welche die Strahlenquel-
le w

ahrend der Behandlung in Bezug auf die Lage des Patienten durchf

uhrt, sowie die zu
jedem Zeitpunkt in das Gewebe eingestrahlte Dosisleistung so berechnet, da die applizierte
Strahlung im Tumorgewebe ihre maximale zellzerst

orerische Kraft entwickelt, w

ahrend um-
und auenliegende Bereiche gesunden Gewebes nur minimal belastet werden. Grundlage der
Bestrahlungsplanung sind die bei computer- und kernspintomographischen Voruntersuchungen
erzeugten 3D-Bilddaten, die einerseits die notwendigen anatomischen Informationen wie auch
die lokale Gewebedichte jedes von der Behandlung betroenen Ortes im K

orper liefern.
F

ur die eigentliche Dosisberechnung stehen bereits spezielle Simulationsverfahren zur Ver-
f

ugung, die auf lagekorrigierten und anatomisch segmentierten 3D-Bilddaten aufbauen. Schnel-
le und zuverl

assige Verfahren zur Erzeugung dieser Bilddatenbasis aus den CT- und MRT-
Datens

atzen fehlen aber bisher. Idealerweise sollte ein solches Verfahren selbstt

atig die r

aum-
liche Lage der CT- und MRT-Bilddatens

atze zueinander korrigieren und anschlieend aus den
Aufnahmen die ben

otigten anatomischen Informationen ohne manuelle Eingrie heraussegmen-
tieren: Im Falle der Hirntumorbestrahlung sind dies die Lage und Ausdehnung pathologischer
Gewebebereiche sowie die Bereiche des Hirngewebes und des Liquors.
Ein erster Schritt in diese Richtung (jedoch noch ohne Ber

ucksichtigung pathologischer Ge-
webe) und damit ein konkreter Anla zur Erstellung dieser Arbeit stellte der Beginn einer
wissenschaftlichen Kooperation des Forschungsschwerpunktes
"
Radiologische Diagnostik und
Therapie\ am Deutschen Krebsforschungszentrum in Heidelberg mit der Abteilung f

ur Geron-
topsychiatrie der Psychiatrischen Klinik des Universit

atsklinikums Heidelberg dar. Diese Ko-
operation hat unter anderem die Zielsetzung, die gewebezerst

orenden Prozesse, die im Verlauf
der Alzheimerschen Krankheit im Gehirn stattnden, genauer zu quantizieren. Hierzu werden
unter anderem bei zwei alters- und geschlechtsangeglichenen Personengruppen, einem gesunden
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Vergleichskollektiv und einem Patientenkollektiv mit diagnostizierter Alzheimerscher Krank-
heit, morphometrische Parameter (Volumina bestimmter Hinstrukturen bezogen auf das ICV
und das Ventrikel-Hirn-Volumenverh

altnis) auf der Grundlage von kernspintomographischen
Aufnahmen bestimmt. Bei der Patientengruppe sind eventuelle Korrelationen dieser morpho-
metrischen Parameter mit dem Schweregrad der dementiellen Symptomatik zu untersuchen
[4, 5, 6, 9, 10, 11, 12, 13, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. Dar

uber hinaus ist von
Interesse, ob die zerebralen Ver

anderungen im Verlauf der Alzheimerschen Krankheit mit der
MRT-gest

utzten Hirnvolumetrie verfolgt werden k

onnen.
F

ur die Durchf

uhrung einer derartigen Studie ist die Verf

ugbarkeit eines standardisierten
Verfahrens zur Bestimmung des ICV und der Volumina von grauer und weier Hirnsubstanz
im Hinblick auf den Umfang des auszuwertenden Bildmaterials eine groe Erleichterung. Damit
f

allt die routinem

aige und in ihrer Komplexit

at manuell kaum zu bew

altigende Gesamthirn-
volumetrie fort, und es verbleibt lediglich die eher

uberschaubare, manuell durchgef

uhrte Volu-
menbestimmung einzelner anatomischer Substrukturen, die sich wahrscheinlich auch in n

aherer
Zukunft mit vertretbarem Aufwand nicht erfolgreich automatisieren l

at.
Das internationale Interesse aus dem klinischen Bereich, das den im Verlauf dieser Arbeit
entwickelten Hirnsegmentierungs- und Hirnvolumetriewerkzeugen und dem in diesem Rahmen
entstandenen medizinischen Bildverarbeitungsprogramm NMRWin zuteil wurde, war zugleich
Motivation als auch eine Best

atigung des eingeschlagenen Weges.
1.2 Aufgabenstellung
Ziel dieser Arbeit war die Entwicklung eines Verfahrens zur automatisierten volumetrischen
Auswertung des Gehirns auf der Grundlage einer Bilddatenbasis mit einer m

oglichst geringen
Anzahl von mit verschiedenen Meverfahren akquirierten, hochaufgel

osten kernspintomographi-
schen Bilddatens

atzen des Sch

adels. Das Verfahren sollte f

ur jede der Merkmalsklassen graue
Hirnsubstanz, weie Hirnsubstanz und Liquor getrennte Volumendaten liefern.
Um die Belastung f

ur den Patienten minimal zu halten, wurden f

ur die Bilddatenbasis pro
Patient je ein T
1
- und ein T
2
-gewichteter 3D-Datensatz mit identischer Aufl

osung und n

ahe-
rungsweise gleicher Objektpositionierung ausgew

ahlt. Die Zusammensetzung der Bilddatenbasis
war zu Beginn dieser Arbeit nicht mehr ver

anderbar, da zu diesem Zeitpunkt bereits sehr viele,
nach einem festgelegten Meprotokoll erstellte Patientenbilddaten im Archiv vorlagen.
Die Volumetrie sollte

uber den Zwischenschritt einer Segmentierung der Aufnahmen in ICV,
graue und weie Hirnsubstanz und Liquorr

aume erfolgen, damit die in den klassizierten Bildda-
ten enthaltene Information f

ur andere Zwecke weiterverwendet werden kann. Es wurde voraus-
gesetzt, da die Bilder kein pathologisches Gewebe (z. B. Tumorgewebe), keine Fehlbildungen
(z. B. Angiome) oder Traumatisierungen (z. B. H

amatome) innerhalb des Gehirns aufweisen.
Aus Gr

unden der Akzeptanz war als Zielplattform f

ur die Implementierung des Verfah-
rens der Personal-Computer unter dem derzeit am st

arksten verbreiteten Betriebssystem Win-
dows 3.1 vorgesehen. Wegen der beschr

ankten verf

ugbaren Prozessorleistung der Zielplattform
war die Implementierung des Segmentierungs- und Volumetrieverfahrens m

oglichst ezient und
speichersparend zu gestalten.
Damit ersch

opft sich die Aufgabenstellung nicht im Design eines neuen Segmentierungs- und
Volumetrieverfahrens. Es ist vielmehr die Entwicklung eines kompletten Volumetriekonzeptes
gefordert, das zum einen die durch das verf

ugbare Bilddatenmaterial und die Rechnerplatt-
form vorgegebenen Rahmenbedingungen ber

ucksichtigt und zum anderen die Integration der
Algorithmen in ein praxistaugliches medizinisches Bildverarbeitungssystem mit einschliet.
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1.3 Gliederung der Arbeit
Am Anfang des folgenden Kapitels Materialien und Methoden werden die theoretischen Grund-
lagen der Kernspintomographie kurz dargestellt; es schliet sich eine Beschreibung des zur
Verf

ugung stehenden Bilddatenmaterials an: Hieraus lassen sich die meisten der f

ur die Entwick-
lung des Volumetrieverfahrens relevanten Rahmenbedingungen ableiten. Nachdem ein grundle-
gendes Gewebemodell eingef

uhrt worden ist, wird die Konzeption des Segmentierungs- und Vo-
lumetriekonzeptes en detail vorgestellt, dessen Implementierung abschlieend beschrieben wird.
Im Kapitel Ergebnisse sind die bei der Entwicklung und Erprobung des implementierten Verfah-
rens erzielten Ergebnisse zusammengestellt. Neben Beispielen klinischer Segmentierungsergeb-
nisse nden sich dort auch die Resultate der Heidelberger Alzheimer-Studie. Das darauffolgende
Kapitel Diskussion behandelt Einzelaspekte des implementierten Verfahrens und sein Verhalten
unter klinischen Bedingungen. Notwendige bzw. m

ogliche Verbesserungen und Erweiterungen
des Verfahrens werden dort angeregt. Den Abschlu bildet das Kapitel Zusammenfassung mit
einer komprimierten Darstellung der wichtigsten Sachverhalte.
Kapitel 2
Materialien und Methoden
Dieses Kapitel widmet sich der Entwicklung eines Hirnsegmentierungs- und -volumetrieverfah-
rens, beginnend bei den Eigenschaften der zur Verf

ugung stehenden Bilddatenbasis bis hin zu
seiner Implementierung.
2.1 Grundlagen der Magnetresonanzbildgebung
Zum Verst

andnis der Eigenschaften und Beschr

ankungen des hier verwendeten MR-Bildma-
terials sind die Kenntnis der physikalischen Grundlagen und der bildgebenden Verfahren der
Kernspintomographie Voraussetzung. In den folgenden Abschnitten werden die physikalischen
Grundprinzipien der Magnetresonanzbildgebung dargestellt, soweit sie in diesem Kontext rele-
vant sind [75, 100, 140].
2.1.1 Physikalische Grundlagen der Kernspinresonanz
Wie viele andere bildgebenden Verfahren in der Medizin nutzt auch die Magnetresonanztomo-
graphie die Wechselwirkung elektromagnetischer Felder mit biologischen Geweben.
Mit der Einf

uhrung der R

ontgendiagnostik Ende des vergangenen Jahrhunderts werden sehr
kurzwellige elektromagnetische Wechselfelder im Bereich unter 0;05 nm schon lange in der me-
dizinischen Diagnostik eingesetzt, langwellige im Zentimeter- oder Meterbereich dagegen erst
seit Anfang der siebziger Jahre im Rahmen der Magnetresonanztomographie, obwohl die der
Kernspinresonanz zugrundliegenden Prinzipien bereits seit 1946 bekannt sind [41, 129]. Um dem
grunds

atzlichen Problem der verringerten Ortsaufl

osung beim Einsatz langwelliger Wechselfel-
der aus demWege zu gehen, werden bei der Magnetresonanztomographie zwei Felder

uberlagert.
Ein langwelliges Radiofrequenzfeld imMHz-Bereich und ein lokal ver

anderliches, statisches Ma-
gnetfeld erm

oglichen zusammen mit der scharfen Resonanzabsorption magnetischer Kerne eine
mit der Computertomographie vergleichbare Ortsaufl

osung der Kernmagnetisierung { wobei
aber Weichteilkontraste erzielt werden k

onnen, die die M

oglichkeiten bisheriger Methoden weit

ubertreen.
Im Prinzip k

onnen mit der Magnetresonanz (oder: Kernspinresonanz) alle Kerne mit nicht
verschwindendem magnetischen Moment nachgewiesen werden, allerdings ist davon das Proton
1
H auf Grund seiner nat

urlichen H

augkeit in biologischen Geweben der wichtigste.
2.1.1.1 Kernspin und magnetisches Moment
Alle Atomkerne ungerader Nukleonenzahl { dies sind etwa 2=3 aller stabilen Atomkerne {
besitzen einen Eigendrehimpuls
~
L, mit dem immer ein magnetisches Dipolmoment ~ verbunden
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Abbildung 2.1: (a) Einstellm

oglichkeiten f

ur den Kernspin eines Protons (s = 1=2). (b) Energieniveaus
eines Protons im

aueren Magnetfeld
~
B
0
mit der

Ubergangsenergie W [75].
ist:
~ = j
~
L = j~ ~s: (2.1)
~: Plancksches Wirkungsquantum (h=2 = 1;055  10
 34
Ws
2
)
: Gyromagnetisches Verh

altnis (f

ur das Proton: =2 = 42;577MHz=T)
Nach dem Bohrschen Modell k

onnen
~
L und ~ in einem magnetischen Feld
~
B
0
= (0; 0; B
0
)
in z-Richtung nur 2s + 1 diskrete Orientierungen einnehmen [75]. F

ur die z-Komponente des
magnetischen Momentes sind damit nur folgende Werte erlaubt:
1

z
= j~ mit j = s; s   1; : : : ; (s   1); s;
was 2s + 1 diskreten Energiezust

anden E
j
entspricht (Abb. 2.1 (a) ):
E
j
=  j~B
0
: (2.2)
Unter dem Einu eines

aueren magnetischen Feldes
~
B
0
wird also die Entartung der 2l + 1
magnetischen Energiezust

ande aufgehoben (Zeeman-Eekt): Zur Energie des Zustandes ohne

aueres Magnetfeld addiert sich ein Beitrag E
j
, der den Zustand energetisch in 2I + 1 diskrete
Zust

ande aufspaltet, die um so weiter auseinanderr

ucken, je gr

oer B
0
ist (Abb. 2.1 (b) ).
Der

Ubergang zwischen zwei benachbarten Energieniveaus ist mit der Absorption oder Emis-
sion eines Lichtquantums verbunden:
~!
0
= E
j 1
  E
j
= ~B
0
mit 
0
=
!
0
2
: (2.3)
F

ur Protonen und eine magnetische Feldst

arke von B
0
= 1;0 T ist 
0
= 42;577 MHz.
2.1.1.2 Makroskopische Magnetisierung im thermischen Gleichgewicht
In einer makroskopischen Probe wirken die Kerne als Ensemble. Die statistische Beschreibung
der Wahrscheinlichkeiten p
m
f

ur die Besetzung des Energiezustandes E
m
= ~mB
0
im thermi-
schen Gleichgewicht unter Einu eines

aueren magnetischen Feldes
~
B
0
erfolgt mit Hilfe der
Boltzmann-Statistik.
p
m
=
e
 ~mB
0
=kT
Z
mit Z =
s
X
m= s
e
 ~mB
0
=kT
; (2.4)
1
s ist die Drehimpuls- oder Spinquantenzahl des Systems.
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wobei k = 1;38 10
 23
Ws/K die Boltzmann-Konstante ist. Z wird als Zustandssumme bezeich-
net. Bei Raumtemperatur (T  300 K) gilt kT  ~B
0
; f

ur Protonen (s = 1=2) ist bei einer
magnetischen Feldst

arke von B
0
= 1 T die thermische Energie etwa 8  10
5
gr

oer als die ma-
gnetische Energie. Daher kann die Exponentialfunktion in (2.4) durch eine Taylor-Entwicklung
linearisiert werden (Hochtemperatur-N

aherung). Die makroskopische Magnetisierung M
0
eines
Ensembles von N Kernen ergibt sich aus dem Erwartungswert des magnetischen Momentes zu
[44]
M
0
=  N
s
X
m= s
p
m
~m (2.5-a)
M
0
  
N
2s + 1
s
X
m= s
~m

1 
~mB
0
kT

=
N
2
~
2
s (s + 1)
3kT
B
0
: (2.5-b)
Aus (2.4) folgt f

ur Protonen bei Raumtemperatur und B
0
= 1 T eine Dierenz der Besetzungs-
wahrscheinlichkeiten p
1=2
  p
 1=2
 10
 6
. Dieser Wert erscheint zun

achst sehr klein, dennoch
ist auf Grund der groen Protonenanzahl N in biologischen Geweben eine makroskopische Ma-
gnetisierung M
0
mebar.
2.1.1.3 Zeitverhalten der makroskopischen Magnetisierung
Im thermischen Gleichgewicht sind die Kernspins parallel oder antiparallel zum

aueren Ma-
gnetfeld ausgerichtet. Die makroskopisch mebare Magnetisierung ist die Summe aller Kern-
spins. Wird dieser Gleichgewichtszustand gest

ort, z. B. durch eine

Anderung der Feldrichtung,
wirkt ein Drehmoment
~
D =
~
M 
~
B auf das magnetische Moment der Probe. Dies hat eine
zeitliche

Anderung von
~
M zur Folge:
d
~
M
dt
=
~
M (t) 
~
B(t) : (2.6)
Man kann sich nun vorstellen, da der Vektor der makroskopischen Magnetisierung
~
M im

aueren magnetischen Feld
~
B entsprechend einer Kreiselbewegung in einem zeitver

anderlichen
Winkel um den Feldvektor als Achse pr

azediert. F

ur ein konstantes

aueres Magnetfeld
~
B
0
=
(0; 0; B
0
) ist die Pr

azessionsfrequenz durch
!
0
= B
0
(2.7)
gegeben. !
0
wird auch als Kernspinresonanzfrequenz oder Larmor-Frequenz bezeichnet. Die
Pr

azessionsbewegung der makroskopischen Magnetisierung
~
M kann durch das von ihr her-
vorgerufene elektromagnetische Wechselfeld mittels einer nahe der Probe positionierten Spule
nachgewiesen werden.
2.1.1.4 Bloch-Gleichungen
Im Experiment zeigt sich, da sich nach einer St

orung der thermische Gleichgewichtszustand
der Magnetisierung innerhalb einer endlichen Zeit wieder einstellt. Dieses Verhalten der Ma-
gnetisierung wurde von Bloch [41] ph

anomenologisch durch eine Erweiterung der Bewegungs-
gleichungen (2.6) ber

ucksichtigt. Hierbei wurde angenommen, da die zum

aueren Magnetfeld
parallelen bzw. senkrechten Komponenten der Magnetisierung nach einer St

orung wieder in
ihre GleichgewichtslagenM
0
bzw. 0 zur

uckstreben, und zwar mit einer zur Auslenkung aus den
Gleichgewichtslagen proportionalen

Anderungsgeschwindigkeit:
dM
x;y
dt
= 

~
M 
~
B

x;y
 
M
x;y
T
2
(2.8-a)
dM
z
dt
= 

~
M 
~
B

z
+
M
0
 M
z
T
1
(2.8-b)
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Gewebe T
1
in ms T
2
in ms 
Graue Hirnsubstanz 99340 875 0;850;04
Weie Hirnsubstanz 55723 723 0;730;03
Liquor 4000170 2500130 1;000;00
Tabelle 2.1: Typische Relaxationszeiten T
1
und T
2
und die Protonendiche  der Merkmalsklassen bei
B
0
= 1;5 T [139].
T
1
wird als longitudinale oder Spin-Gitter-Relaxationszeit, T
2
als transversale oder Spin-Spin-
Relaxationszeit bezeichnet. Die Relaxationszeiten T
1
und T
2
sind gewebetypisch; in Tab. 2.1
sind die Zeitkonstanten f

ur eine Auswahl von Gewebearten aufgef

uhrt.
Longitudinale Relaxation. Im thermischen Gleichgewicht erzeugen alle in der Probe auf-
tretenden magnetischen Momente auf Grund ihrer unkorrelierten Translations- und Rotati-
onsbewegungen ein breites Spektrum magnetischer Wechselfelder. Die Frequenzanteile, die der
Resonanzfrequenz !
0
(2.3) der Probe entsprechen, f

uhren zu

Uberg

angen zwischen benachbar-
ten Zeeman-Niveaus und letztendlich zur Wiedereinstellung des Gleichgewichtszustandes. Die
longitudinale Relaxation ist von B
0
abh

angig, da E = ~B
0
ist. Bei diesem Vorgang wird
die Probe durch den Energieaustausch zwischen den Protonen und dem
"
Gitter\ erw

armt { die
longitudinale Relaxation ist somit ein exothermischer Eekt.
Transversale Relaxation. Die Spin-Spin-Relaxation beruht auf der Wechselwirkung be-
nachbarter Spins. Nach einer resonanten Anregung der Probe rotieren alle transversalen Spin-
anteile mit der gleichen Phase. Diese anf

angliche Phasenkoh

arenz geht allerdings mit der Zeit-
konstante T
2
irreversibel verloren, w

ahrend der longitudinale Anteil des magnetischen Momentes
unver

andert bleibt. Bei diesem Proze geht dem Spin-Ensemble keine Energie verloren, da es
sich hierbei um einen Entropieeekt handelt.
2.1.1.5 Spezielle L

osungen der Bloch-Gleichungen
In der Kernspintomographie sind insbesondere zwei spezielle L

osungen der Bloch-Gleichungen
von Bedeutung: die Hochfrequenzanregung und die freie Relaxation. Da die Zeitdauer t
p
, die
ein Hochfrequenzsignal auf die Probe einwirkt, im allgemeinen im Vergleich zu den Relaxa-
tionszeiten klein ist, kann man die Relaxationvorg

ange w

ahrend einer Hochfrequenzanregung
vernachl

assigen und beide F

alle getrennt behandeln.
2.1.1.5.1 Freie Relaxation Unter freier Relaxation versteht man das Zeitverhalten der
Magnetisierung in einem rein statischen Magnetfeld
~
B
0
. Aus (2.8-a), (2.8-b) folgt dann
M
x;y
(t) = M
x;y
(0) e
 t=T
2
(2.9-a)
M
z
(t) = M
0

1  e
 t=T
1

+M
z
(0) e
 t=T
1
: (2.9-b)
2.1.1.5.2 Hochfrequenzanregung F

ur das Kernspinresonanzexperiment (siehe Abschnitt
2.1.1.6) wird dem konstanten Magnetfeld
~
B
0
ein dazu senkrechtes, zirkular polarisiertes Hoch-
frequenzfeld
~
B
1
(t)

uberlagert:
~
B
1
(t) = B
1
0
@
cos!
1
t
sin!
1
t
0
1
A
: (2.10)
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Abbildung 2.2: Eektives Magnetfeld B
e
und Magnetisierung
~
M im rotierenden Koordinatensystem.
Die Magnetisierung
~
M beschreibt eine Pr

azessionsbewegung um B
e
. Im Resonanzfall (!
1
= B
0
)
verschwindet die z-Komponente von B
e
{ damit reduziert sich die Pr

azessionsbewegung der Magne-
tisierung auf eine Rotation um die x
0
-Achse (nach [140]).
Setzt man (2.10) in (2.6) ein, erh

alt man im Laborkoordinatensystem
d
~
M (t)
dt
= 
~
M (t)
0
@
B
1
cos!
1
t
B
1
sin!
1
t
B
0
1
A
: (2.11)
Nach der Transformation von (2.11) in ein mit der Frequenz !
1
um die z-Achse rotierendes
Koordinatensystem 
0
, f

ur das ohne Beschr

ankung der Allgemeinheit
~
B
1
= B
1
~e
x
gew

ahlt wurde,
lautet die Bewegungsgleichung (Abb. 2.2):
d
~
M
0
(t)
dt
= 
~
M
0
(t) 
0
@
B
1
0
B
0
  !
1
=
1
A
= 
~
M
0
(t)
~
B
e
: (2.12)
Im rotierenden Koordinatensystem pr

azediert der Magnetisierungsvektor folglich um das eek-
tive Magnetfeld B
e
. Ist die Resonanzbedingung
!
1
= B
0
(2.13)
erf

ullt, verschwindet die z-Komponente des eektiven Magnetfeldes. Der Dreh- oder Flipwinkel
der Magnetisierung M
0
(t) um die x
0
-Achse ist im Resonanzfall von der Einschaltdauer des
Hochfrequenzfeldes t
p
abh

angig:
 = 
t
Z
0
B
1
(t) dt: (2.14)
Ein Hochfrequenzpuls, der einen Flipwinkel von 90

bzw. 180

bewirkt, wird als =2- oder
90

-Puls bzw. - oder 180

-Puls bezeichnet.
2.1.1.6 Das Kernspinresonanzexperiment
F

ur das Kernspinresonanzexperiment wird die Probe innerhalb einer Hochfrequenzspule an-
gebracht; die gesamte Anordnung bendet sich in einem homogenen Magnetfeld
~
B
0
. Durch
Einstrahlen eines zirkular polarisierten Hochfrequenzfeldes
~
B
1
der Frequenz !
0
= B
0
wer-
den die Magnetisierungen in der Probe aus ihrem thermischen Gleichgewichtszustand ausge-
lenkt. Die Magnetisierungsvektoren vollf

uhren nun eine kombinierte Pr

azessionsbewegung um
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Abbildung 2.3: Frequenzabh

angigkeit der transversalen Magnetisierung. (a) Absorptionslinie: der
Realteil der Fourier-Transformierten des FID-Signals repr

asentiert die x-Komponente der transversalen
Magnetisierung; (b) Dispersionslinie: der Imagin

arteil der Fourier-Transformierten des FID-Signals
repr

asentiert die y-Komponente der transversalen Magnetisierung. Die Breite der Linien wird durch
die transversale Relaxationszeit T
2
bestimmt [100].
die beiden Feldvektoren
~
B
0
und
~
B
1
, was im Laborkoordinatensystem einer Spiralbewegung der
Vektorenspitze von
~
M auf einer Sph

arenober

ache entspricht. Das Hochfrequenzfeld wird ab-
geschaltet, sobald der Winkel zwischen
~
M und
~
B
0
90

erreicht hat (90

-Puls). Es verbleibt eine
Pr

azessionsbewegung um die z-Achse. Die L

osung der Bloch-Gleichungen (2.8-a), (2.8-b) f

ur
die pr

azedierende transversale Komponente von
~
M lautet
M
x;y
(t) =M
0
e
 iB
0
t t=T
2
(2.15)
und f

ur die longitudinale Komponente von
~
M
M
z
(t) =M
0

1  e
 t=T
1

: (2.16)
Die pr

azedierende transversale Magnetisierung induziert in der Hochfrequenzspule eine Wech-
selspannung und kann so als FID-Signal
2
nachgewiesen werden. Durch die komplexe Fourier-
Transformation dieses Signals erh

alt man das Resonanzspektrum der transversalen Magnetisie-
rung (Abb. 2.3). Sein Realteil beschreibt das Absorptionsspektrum M
x
, sein Imagin

arteil das
Dispersionsspektrum M
y
:
M
x
(!) =
M
0

T
2
1 + T
2
2
(!   !
0
)
2
(2.17-a)
M
y
(!) =
M
0

T
2
2
(!   !
0
)
1 + T
2
2
(!   !
0
)
2
(2.17-b)
Die Halbwertsbreite, die Breite des Absorptionsspektrums beim 50%-Wert der maximalen Ma-
gnetisierung, ist durch die transversale Relaxationszeit T
2
bestimmt:
! = 2=T
2
: (2.18)
In der Regel ist die in einem Kernspinresonanzexperiment gemessene Relaxationszeit T

2
nicht
mit der tats

achlichen Relaxationszeit T
2
identisch, da sich die Erzeugung eines ideal homo-
genen Magnetfeldes
~
B
0
in der Probe in praxi sehr schwierig gestaltet. Grundfeldinhomoge-
nit

aten und Suszeptibilit

atseekte wegen inhomogener magnetischer Eigenschaften innerhalb
2
FID: free induction decay (freier Induktionszerfall).
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Abbildung 2.4: FID und Spinecho. Anschlieend an einem 90

-Puls zum Zeitpunkt t = 0 zerf

allt die
Transversalmagnetisierung sehr schnell mit der Zeitkonstanstanten T

2
auf Grund der Dephasierung
infolge von Feldinhomogenit

aten (FID). Ein 180

-Puls zum Zeitpunkt T invertiert die Phase, so da
bei T
E
= 2T die einzelnen Magnetisierungen wieder konstruktiv interferieren. Die Amplitude dieses
Echosignals ist durch die T
2
-Zerfallskurve bestimmt (nach [100]).
der Probe f

uhren zu leicht dierierenden lokalen Pr

azessionsfrequenzen und mithin zu einer
ortsabh

angigen beschleunigten Dephasierung der transversalen Magnetisierungen. Auf Grund
dieser destruktiven Interferenz beobachtet man einen verk

urzten FID bzw. eine Verbreiterung
der Resonanzlinien. Die Form des resultierenden Resonanzspektrums h

angt von der tats

achli-
chen Natur der r

aumlichen Feldinhomogenit

at B
0
ab. Die gemessene Relaxationszeit T

2
l

at
sich als Funktion der tats

achlichen transversalen Relaxationszeit T
2
und der Feldinhomogenit

at
B
0
angeben:
1
T

2
=
1
T
2
+ B
0
: (2.19)
2.1.1.7 Spin- und Gradientenecho
Beim Kernspinresonanzexperiment beginnt nach einem 90

-Puls der freie Induktionszerfall
(FID). Schaltet man nach einer gewissen Zeit t einen 180

-Puls, kann zum Zeitpunkt T
E
= 2t
ein Signal gemessen werden, dessen H

ohe nur von T
2
abh

angig ist. Dieses Signal wird als Spin-
echo bezeichnet, T
E
als Echozeit (Abb. 2.4). Nach dem initialen 90

-Puls beginnt wegen der
Grundfeldinhomogenit

at
~
B
0
der mit der Zeitkonstante T

2
verlaufende Zerfall der transversalen
Magnetisierung. Zum Zeitpunkt t haben die lokalen Magnetisierungsvektoren in dem mit der
mittleren Larmor-Frequenz rotierenden Koordinatensystem den Phasenwinkel
'(~x) =  (B(~x) B
0
)t (2.20)
zur y
0
-Achse eingenommen. Der 180

-Puls bewirkt f

ur alle Magnetisierungsvektoren eine Pha-
sendrehung um 180

; die neue Phasenbeziehung lautet also '
0
(~x) =  '(~x). Im auf den
180

-Puls folgenden Zeitintervall t addiert sich somit erneut ein Phasenbetrag von '(~x), so
da zum Zeitpunkt T
E
= 2t alle Magnetisierungsvektoren auf die positive y
0
-Achse ausgerich-
tet sind, konstruktiv interferieren und das Spinecho hervorrufen.
Ist die reine T
2
-Gewichtung des Signals nicht weiter von Interesse, kann ein Echo auch ohne
einen 180

-Puls unter Verwendung eines Gradientenfeldes erzeugt werden. Ein Gradient ist ein
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Abbildung 2.5: Zeitverl

aufe der Gradienten, der Phasen und des Signals beim Gradientenecho. Der
Zeitpunkt t = 3T des Gradientenechos wird durch den Schnittpunkt der Phasenkurven '(t) bestimmt;
genau an dieser Stelle verschwindet das Integral der Gradienten-Zeit-Funktion. Bis zum Einschalten
des ersten Gradienten zum Zeitpunkt t = T zerf

allt die Transversalmagnetisierung mit der Zeitkon-
stante T

2
. In der Mitte des zweiten Gradienten, der zum Zeitpunkt t = 2T eingeschaltet wird, ist
die durch den ersten Gradienten hervorgerufene Dephasierung wieder aufgehoben. Die Amplitude des
Gradientenechos ist durch die T

2
-Zerfallskurve bestimmt (nach [44]).
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ortsabh

angiges Magnetfeld in z-Richtung
~
B(~x) =

0; 0;
~
G(~x)~x

, das mit einem separaten Spu-
lensystem erzeugt werden kann. Das Anlegen eines Gradienten
~
G(~x) f

ur die Zeitdauer t f

uhrt
nach Abschnitt 2.1.1.6 zur beschleunigten Dephasierung der pr

azedierenden Magnetisierungs-
vektoren in der Probe. Nach Ablauf des Zeitintervalls t wird das Vorzeichen des Gradienten
~
G(~x) invertiert; die bisher eingetretene Dephasierung wird hierdurch r

uckg

angig gemacht und
ist zum Zeitpunkt T
E
= 2t kompensiert (Abb. 2.5). Das nun auftretende Echo wird als Gradi-
entenecho bezeichnet, seine Amplitude ist durch die T

2
-Zerfallskurve bestimmt. F

ur die Entste-
hung eines Gradientenechos m

ussen also die Phasenunterschiede der Magnetisierungsvektoren
zum Zeitpunkt T
E
verschwinden:
'(T
E
) = 
T
E
Z
0
~
G(~x; t) dt
!
= 0: (2.21)
Der Nullpunkt der Zeitachse wird auf die Mitte des initialen 90

-Pulses gelegt.
Gradientenechos erlauben gegen

uber dem Spinecho wesentlich k

urzere minimal erreichbare
Echozeiten T
E
, da die sonst zur Einstrahlung des 180

-Pulses ben

otigte Zeit beim Gradien-
tenecho entf

allt. Der 180

-Puls invertiert

uberdies die longitudinale Magnetisierung, so da das
Zeitintervall zwischen zwei Hochfrequenzanregungen ausreichend lang sein mu, damit sich bis
zur n

achsten Anregung wieder eine nennenswerte positive longitudinale Magnetisierung einstel-
len kann. F

ur die schnelle MR-Bildgebung haben sich daher Gradientenechos in Verbindung
mit kleinen Flipwinkeln ( < 90

) durchgesetzt.
2.1.1.7.1 Bestimmung der transversalen Relaxationszeit Die transversale Relaxati-
onszeit T
2
kann nach Abschnitt 2.1.1.6 im allgemeinen nicht aus dem FID bestimmt werden.
Ein Verfahren zur Bestimmung von T
2
wurde von Carr und Purcell beschrieben [52]: Nach der
Anregung der Probe mit einem initialen 90

-Puls, wird nach einer Zeitspanne T
E
=2 eine Serie
von 180

-Refokussierungspulsen eingestrahlt, die jeweils im Abstand T
E
geschaltet werden (vgl.
Abb. 2.6). Jeweils genau zwischen zwei aufeinanderfolgenden 180

-Pulsen treten Spinechos auf,
f

ur deren Amplituden bei kurzen Echozeiten T
E
n

aherungsweise
M
x;y
(k)  M
0
e
 kT
E
=T
2
(2.22)
gilt.
2.1.1.7.2 Bestimmung der longitudinalen Relaxationszeit Ein Verfahren zur Bestim-
mung der longitudinalen Relaxationszeit T
1
beruht auf der Inversion der longitudinalen Magne-
tisierung M
z
mittels eines 180

-Pulses, die einem Spinecho-Auslesevorgang vorangeht. Zu dem
Zeitpunkt T
I
nach dem 180

-Puls wird zur Messung von M
z
(T
I
) ein FID durch einen 90

-Puls
induziert:
M
z
(T
I
) =M
0

1  2e
 T
I
=T
1

: (2.23)
Der freie Relaxationsvorgang von M
z
w

ahrend des sich an den Inversionspuls anschlieenden
Zeitintervalls T
I
(Inversionszeit) wird durch die Bloch-Gleichungen (2.9-a) und (2.9-b) mit
der Anfangsbedingung M
z
(0) =  M
0
beschrieben. Insbesondere gilt f

ur den Zeitpunkt t
0
des
Nulldurchganges der longitudinalen Magnetisierung
T
1
= t
0
=ln 2: (2.24)
Zur Bestimmung von T
1
wird die Abfolge von Inversionspuls und Spinecho-Auslesevorgang
(Inversion-Recovery-Sequenz) mit verschiedenen Inversionszeiten T
I
wiederholt (vgl. Abb. 2.7).
14 Kapitel 2. Materialien und Methoden
Abbildung 2.6: Multi-Echo-Sequenz oder Carr-Purcell-Sequenz zur einfachen Bestimmung der trans-
versalen Relaxationszeit T
2
(nach [100]).
Abbildung 2.7: Inversion-Recovery-Sequenz zur Bestimmung der longitudinalen Relaxationszeit T
1
.
Ein 180

-Puls richtet die longitudinale Magnetisierung antiparallel zur Richtung des

aueren Magnet-
feldes
~
B
0
aus. Der longitudinale Relaxationsvorgang, der mit der Zeitkonstante T
1
wieder dem Gleichge-
wichtszustand entgegenstrebt, kann durch Kippen der longitudinalen Komponente der Magnetisierung
in die Transversalebene mittels eines 90

-Pulses beobachtet werden. Die Amplitude des induzierten
FID ist dann ein Ma f

ur die longitudinale Magnetisierung zum Zeitpunkt des 90

-Pulses (nach [100]).
2.1.2 Magnetresonanzbildgebung
Zur Messung der lokalen Magnetisierung in einem Volumenelement der Probe werden dem stati-
schen Grundmagnetfeld w

ahrend der Hochfrequenzanregung und Datenakquisition magnetische
Gradientenfelder

uberlagert. Diese Manahme macht die Larmor-Frequenz der lokalen Magne-
tisierung ortsabh

angig. Eine Messung, im folgenden als Sequenz bezeichnet, ist eine Abfol-
ge von Hochfrequenzanregungen, Gradientenschaltungen und Datenakquisitionen und besteht
grunds

atzlich aus drei Phasen:
1. Schichtselektionsphase: In einer Schicht wird selektiv eine detektierbare Transversalma-
gnetisierung erzeugt
2. Ortskodierungsphase: Der selektierten Schicht wird eine Ortsinformation aufgepr

agt
3. Datenakquisitionsphase: Das Signal wird ausgelesen.
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Abbildung 2.8: Selektive Schichtanregung. (a) Durch Anlegen eines Gradientenfeldes G
S
in Richtung
der z-Achse w

ahrend der HF-Einstrahlung wird im Meobjekt eine dazu senkrechte Schicht der Dicke
d
S
an derjenigen Stelle angeregt, an der die Resonanzbedingung erf

ullt ist. (b) Rechteckiges Anregungs-
spektrum f(!). Der Gradient bewirkt eine r

aumliche Verteilung der Larmor-Frequenzen in z-Richtung,
so da das Spektrum des eingestrahlten Hochfrequenzpulses die Lage und die Dicke d
S
der angeregten
Schicht bestimmt. Die Schichtnormale verlaufe o.B. d.A. in Richtung der z-Achse (nach [100]).
2.1.2.1 Schichtselektion
Zur Erzeugung eines Kernspinresonanzsignals wird die urspr

unglich in z-Richtung verlaufende
Gleichgewichtsmagnetisierung M
0
durch einen Hochfrequenzpuls um einen Winkel  aus der
z-Richtung ausgelenkt. Die dabei entstehende transversale Komponente wird detektiert.
Soll nicht das ganze Volumen, sondern nur eine Schicht angeregt werden, wird dem statischen
Magnetfeld
~
B
0
gleichzeitig ein Schichtselektionsgradient G
S
l

angs der Schichtnormalen

uber-
lagert; die Schichtnormale verlaufe o.B. d.A. in Richtung der z-Achse. Die Resonanzfrequenz

andert sich nun entlang der z-Achse mit
!
0
=  (B
0
+ G
S
z) : (2.25)
Nur die Kerne in der Schicht an der Position
z = (!
0
  B
0
) =G
S
(2.26)
werden angeregt (Abb. 2.8). Man erh

alt f

ur die Bloch-Gleichungen im mit der Kreisfrequenz
!
0
= B
0
rotierenden Koordinatensystem unter Vernachl

assigung der Relaxation:
dM
x
dt
= M
y
G
S
z (2.27-a)
dM
y
dt
=  M
x
G
S
z + M
z
B
1
(t) (2.27-b)
dM
z
dt
=  M
y
B
1
(t) (2.27-c)
B
1
(t) ist die Einh

ullende des Hochfrequenzpulses. Zur n

aherungsweisen Linearisierung des Glei-
chungssystems wird die Bewegung der Magnetisierung in zwei Rotationen zerlegt und die Trans-
versalmagnetisierung in der komplexen Gr

oe M
?
= M
x
+ iM
y
zusammengefat. F

ur kleine
Anregungswinkel kann die

Anderung der Longitudinalmagnetisierung vernachl

assigt werden
(
"
Kleinwinkeln

aherung\). F

ur die Transversalmagnetisierung ergibt sich dann:
dM
?
(z) = M
0
B
1
(t) e
 iG
S
zt
dt: (2.28)
Der Term M
0
B
1
(t) dt beschreibt eine innitesimale Drehung der Magnetisierung um die
x-Achse, der komplexe Exponentialterm die durch den Gradienten G
S
verursachte Rotation
um die z-Achse. Somit ist die transversale Magnetisierung im rotierenden Koordinatensystem
durch die Fourier-Transformierte des selektiven Hochfrequenzpulses gegeben:
M
?
(z) = M
0
2 t
0
Z
0
B
1
(t) e
 iG
S
zt
dt: (2.29)
16 Kapitel 2. Materialien und Methoden
Abbildung 2.9: Modulierter Hochfrequenzpuls. (a) Zur Anregung einer rechteckf

ormigen Schicht wird
der Hochfrequenzpuls mit einer sinc-Funktion (Fourier-Transformierte der Rechteckfunktion) modu-
liert. (b) Dem Hochfrequenzpuls wird ein Refokussierungsgradient umgekehrter Richtung, gleicher
St

arke und der Dauer t
0
nachgeschaltet, um die Dephasierung w

ahrend des Anregungszeitintervalls
2 t
0
zu kompensieren (nach [100]).
Um eine m

oglichst rechteckf

ormige Verteilung der transversalen Magnetisierung

uber die Dicke
d
S
der anzuregenden Schicht zu erhalten, wird der Hochfrequenzpuls mit einer sinc-Funktion
moduliert (Abb. 2.9 (a) ):
B
1
(t) = B
1
(t
0
)
sin
 
1
2
G
S
d
S
(t  t
0
)

1
2
G
S
d
S
(t  t
0
)
0  t  2 t
0
: (2.30)
Hierbei ist 2 t
0
die L

ange des Hochfrequenzpulses. F

ur die transversale Magnetisierung folgt
M
?
(z) =M
0
rect

jzj  
d
S
2

e
 iG
S
zt
mit d
S
= 4=G
S
T
W
: (2.31)
T
W
ist der Abstand der beiden innersten Nulldurchg

ange der sinc-Funktion. Die Erzeugung
der transversalen Magnetisierung kann in erster N

aherung zum Zeitpunkt t
0
, an dem die sinc-
Funktion ihren maximalen Wert hat, angenommen werden. W

ahrend der restlichen Zeit pr

aze-
diert sie im Gradientenfeld und akkumuliert eine ortsabh

angige Phase '(z) = G
S
zt
0
. Zur
Kompensation dieses Dephasierungsprozesses, der mit der Zeit zu einer vollst

andigen destrukti-
ven Interferenz der Magnetisierungen in der Schicht f

uhrt, wird dem Schichtselektionsgradienten
ein Refokussierungsgradient umgekehrter Richtung nachgeschaltet (Abb. 2.9 (b) ).
2.1.2.2 Ortskodierung
Damit ist das dreidimensionale Problem der Ortsaufl

osung auf ein zweidimensionales redu-
ziert. Das von der Empfangsspule aufgenommene Signal ist der Gesamtbeitrag aller aus dem
angeregten Teilvolumen V stammenden Kernspinsignale:
S = c
ZZ
V
M
?
(x; y) dx dy: (2.32)
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In der Proportionalit

atskonstante c ist die Gesamtverst

arkung der Signalkette Spule{Empfangs-
verst

arker{Analog/Digital-Wandler zusammengefat.
Zur weiteren Dimensionsreduktion werden die einzelnen Beitr

age des angeregten Teilvolu-
mens phasenkodiert, indem f

ur eine Zeit t
P
dem Grundfeld ein Gradientenfeld G
P
(Phasenko-
diergradient) in Richtung der x-Achse

uberlagert wird. Die Larmor-Frequenz der Magnetisie-
rungen in der Schicht ist dann eine Funktion des Ortes x:
!
0
(x) =  (B
0
+ G
P
x) : (2.33)
Die ortsabh

angige Pr

azessionsfrequenz bewirkt eine Phasenverschiebung der Magnetisierungen
am Ort x gegen

uber denen am Ort x = 0 von '(x) = G
P
t
P
x. Nach dem Abschalten des
Gradienten ergibt sich unter Vernachl

assigung der Relaxation
M
0
?
(x; y) =M
?
(x; y) e
ik
P
x
mit k
P
= G
P
t
P
: (2.34)
Zur vollst

andigen Ortsaufl

osung des Kernspinresonanzsignals wird w

ahrend des Datenaus-
lesevorgangs in Richtung der y-Achse ein Gradientenfeld G
R
angelegt. Man bezeichnet G
R
als Readout-Gradienten und spricht von einer Frequenzkodierung, da die Magnetisierungen in
Abh

angigkeit von ihrem Ort y mit unterschiedlichen Frequenzen pr

azedieren. Gegen

uber der
Magnetisierung am Ort y
0
= 0 erf

ahrt die Magnetisierung am Ort y eine Phasenverschiebung
' = G
R
t
R
y. Das zum Zeitpunkt t
R
ausgelesene Signal ist
S(t
P
; t
R
) = c
ZZ
V
M
?
(x; y) e
i(k
P
x+k
R
y)
dx dy mit k
R
= G
R
t
R
: (2.35)
Sobald ein vollst

andiges Rohdatenbild S(k
P
; k
R
) vorliegt, l

at sich die r

aumliche Verteilung der
Magnetisierung mit Hilfe der zweidimensionalen inversen Fourier-Transformation
M
?
(x; y) =
1
2 c
ZZ
S(k
P
; k
R
) e
i(k
P
x+k
R
y)
dk
P
dk
R
(2.36)
berechnen.
2.1.2.3 Datenakquisition
Die Abtastung eines Signals ist nur in diskreten Schritten und nur in einem endlich langen
Zeitintervall m

oglich. Die Gr

oe der Diskretisierungsschritte h

angt weitgehend von den Ei-
genschaften der Signalkette Spule{Empfangsverst

arker{Analog/Digital-Wandler ab. Das SNR
3
bestimmt die maximale Amplitudenaufl

osung.
Die Datenakquisitionsperiode wird in N
R

aquidistante Schritte mit jeweils k
R
zugeh

origen
Werten unterteilt
k
n
R
= nk
R
=
nG
R
t
R
N
R
: (2.37)
t
R
ist das Zeitintervall, in dem der Readout-Gradient G
R
anliegt. Geht dem Readout-Gra-
dienten ein Dephasierungsgradient halber Dauer, gleicher St

arke und umgekehrter Richtung
voran, wird das Gradientenecho in der Mitte des Ausleseintervalls zentriert. F

ur den Index n
gilt dann
n 2

 
N
R
2
;
N
R
2
  1

^ n 2 ZZ: (2.38)
Bei jedem Datenauslesevorgang wird genau eine Rohdatenzeile (k-Raumzeile) akquiriert. Die
Sequenz mu daher jeweils nach der sogenannten Repetitionszeit T
R
mit ge

anderter Phasenko-
dierung N
P
-mal gestartet werden, bis alle Zeilen der Rohdatenmatrix der Dimension N
P
N
R
3
Signal-Rausch-Verh

altnis (signal-to-noise ratio).
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eingelesen worden sind; N
P
ist die Anzahl der Phasenkodierschritte. Der Phasenkodiergradient
wird dabei nach jedem Durchlauf um den Wert G
P
inkrementiert. F

ur den m-ten Phasenko-
dierschritt gilt
k
m
P
= mk
P
=
mG
P
t
P
N
P
: (2.39)
Damit ergibt sich die Gesamtmezeit von
T
A
= T
R
N
P
: (2.40)
(2.36) lautet dann in diskreter Form:
M
?
(x
i
; y
j
) /
N
P
=2 1
X
m= N
P
=2
N
R
=2 1
X
n= N
R
=2
S(k
m
P
; k
n
R
) e
 i(mx
i
k
P
+ny
j
k
R
)
: (2.41)
Die Berechnung kann ezient mit der schnellen Fourier-Transformation (FFT) [61] durchgef

uhrt
werden, wenn N
P
und N
R
ganzzahlige Potenzen zur Basis 2 sind.
Die minimal aufl

osbare Strukturgr

oe ist durch das Abtasttheorem vorgegeben: Wenn nach
N Kodierschritten die Phasendierenz zweier Bildpunkte gerade 2 betr

agt, ist die maximale
Aufl

osung durch
x =
2
G
P
t
P
und y =
2
G
R
t
R
(2.42)
gegeben. x und y sind also nur von der gew

ahlten Gradientenst

arke, nicht aber von der
Anzahl der Kodierschritte N abh

angig.
2.1.2.4 Signal-Rausch-Verh

altnis (SNR) und Mezeit
Das auszumessende Objekt kann man sich im Falle eines Quaders mit den Kantenl

angen N
x
,
N
y
und N
z
in N
x
N
y
N
z
Volumenelemente (Voxel) unterteilt denken. Die Relaxationszeiten
T
1
und T
2
bilden Rahmenbedingungen f

ur die Einstellung der Sequenzparameter. Innerhalb
der transversalen Relaxationszeit T
2
kann typischerweise eine Zeile mit N
x
Voxeln akquiriert
werden, danach mu eine Zeitspanne T
R
in der Gr

oenordnung der longitudinalen Relaxations-
zeit T
1
abgewartet werden, bis eine erneute Anregung des Volumens m

oglich ist, um dann eine
weitere Zeile zu akquirieren.
Im Falle der 2D-Bildgebung wird das Volumen schichtselektiv angeregt und die Ortsdekodie-
rung mit Hilfe der Phasen- und Frequenzkodierungsgradienten G
P
und G
R
durchgef

uhrt. Der
FID wird w

ahrend der DatenakquisitionsphaseN
x
-mal abgetastet, f

ur jede der N
y
k-Raumzeilen
mu dieser Vorgang wiederholt werden. Wird das akquirierte Signal durch eine Mittelwertbil-
dung

uber n identische FIDs gewonnen, ergibt sich mit den Seitenl

angen D
x
und D
y
und der
Schichtdicke d
S
das SNR zu [140]
SNR /
D
x
N
x
D
y
p
N
y
d
S
p
n: (2.43)
Bei der 3D-Bildgebung wird das Volumen hingegen nichtselektiv angeregt. Das Mevolumen
hat die Seitenl

angen D
x
, D
y
und D
z
, zur vollst

andigen Ortsdekodierung ist daher noch ein
zus

atzlicher Phasenkodiergradient G
z
notwendig. F

ur das SNR erh

alt man entsprechend [140]
SNR /
D
x
N
x
D
y
p
N
y
D
z
p
N
z
p
n: (2.44)
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Abbildung 2.10: Spinecho-Sequenz. Schematische Darstellung der Puls- und Gradientenschaltung
bei der 2D-Fourier-Bildgebung. Der 180

-Refokussierungspuls zum Zeitpunkt t = T
E
=2 erzeugt ein
Spinecho zum Zeitpunkt t = T
E
, zu dem die Daten ausgelesen werden. Ohne den 180

-Puls zerele bis
zur Datenakquisition ein groer Teil der Transversalmagnetisierung (T

2
-Zerfall), was ein sehr niedriges
SNR zur Folge h

atte. G
S
, G
R
und G
P
sind die Schichtselektions-, Readout- und Phasenkodiergradienten
(nach [43]).
Wird f

ur beide Methoden mit d
S
= D
z
=N
z
die gleiche Schichtdicke angenommen, ergibt sich
aus (2.43) und (2.44) f

ur die 3D-Bildgebung ein um den Faktor
p
N
z
gr

oeres SNR, allerdings
ist die minimale Mezeit T
A;min
bei der 3D-Bildgebung wesentlich l

anger [140]:
2D : T
A;min
/ N
y
nT
R
(2.45-a)
3D : T
A;min
/ N
y
N
z
nT
R
(2.45-b)
Die minimale Akquisitionszeit T
A
bezieht sich bei der 2D-Methode auf eine einzige Schicht, bei
der 3D-Methode auf das gesamte Mevolumen. Unter der Voraussetzung identischer Schichtdik-
ken ist die Volumen-Akquisitionszeit f

ur beide Methoden also gleich. Zur Akquisition weniger
Schichten ist daher die 2D-Bildgebung vorzuziehen, soll hingegen ein m

oglichst groes Mevo-
lumen erfat werden, sind 3D-Methoden auf Grund ihres gr

oeren SNR besser geeignet.
2.1.3 Sequenzen
In den folgenden Abschnitten werden wichtige Techniken der konventionellen MR-Bildgebung
(SE-, IR-Sequenzen) und der schnellen MR-Bildgebung (FLASH-, FISP-Sequenzen) vorgestellt,
insbesondere wird auch auf die MPRAGE- und PSIF-Sequenzen eingegangen { die Techniken,
mit denen die Bilddatenbasis f

ur das noch zu besprechende Volumetrieverfahren erzeugt wird.
2.1.3.1 Konventionelle MR-Bildgebung
Alle Standardsequenzen der MR-Bildgebung nutzen Spinechos auf Grund des im Vergleich zu
Methoden ohne Refokussierungspuls h

oheren Signal-Rausch-Verh

altnisses.
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2.1.3.1.1 Spinecho-Sequenz Unter einer Spinecho- oder SE-Sequenz versteht man allge-
mein die Anregung eines Spinsystems mit einem 90

-Puls zum Zeitpunkt t = 0, einem 180

-Puls
zum Zeitpunkt t = T
E
=2 und dem Signalauslesevorgang zur Echozeit t = T
E
, was schematisch
durch [90

{ T
E
=2 { 180

{ T
E
=2 { AQ] beschrieben werden kann (vgl. Abb. 2.10). Vor einer
erneuten Anregung des Spinsystem mu die L

angsmagnetisierung wieder relaxieren; die erfor-
derliche Pause liegt in der Gr

oenordnung von T
1
. Typische Repetitionszeiten sind bei Echozei-
ten von 10{200 ms im Bereich 400{2000 ms, was bedeutet, da nach der Datenakquisition viel
Zeit ungenutzt bleibt. Eine M

oglichkeit, diese Wartezeit zu nutzen, ist die Selektion weiterer
Schichten mit ver

anderter Sendefrequenz, um so in einem Experiment verschiedene Schichten
mit der gleichen Echozeit zu erzeugen; dies wird als Vielschichttechnik bezeichnet. Eine andere
M

oglichkeit ist die Erzeugung mehrerer Echos durch eine mehrfache Anregung mit 180

-Pulsen,
was zu einer Serie von Bildern mit unterschiedlicher T
2
-Gewichtung f

uhrt (CPMG-SE-Sequenz
[52, 116]).
Die longitudinaleMagnetisierung, die sich nach einer Anregung innerhalb der Repetitionszeit
T
R
auf Grund der longitudinalen Relaxation aufbaut, kann bei der folgenden Anregung wieder
in die Transversalebene gekippt werden und bestimmt die St

arke des MR-Signals (2.23). Im
Zeitraum nach der Anregung bis zum Datenauslesevorgang zum Echozeitpunkt t = T
E
zerf

allt
die Magnetisierung mit der Zeitkonstanten T
2
. Damit folgt f

ur das MR-Signal
S =M
0

1  e
 T
R
=T
1

e
 T
E
=T
2
: (2.46)
Da der 180

-Puls zum Zeitpunkt t = T
E
=2 auch die bis dahin neu aufgebaute Longitudinalma-
gnetisierung invertiert, gilt (2.46) nur f

ur T
E
 T
R
.
Die Einstellung der Sequenzparameter bestimmt den Bildkontrast (
"
Wichtung\):
I - oder Protonendichte-Wichtung: T
R
 T
1
; T
E
 T
2
=) S /M
0
I T
2
-Wichtung: T
R
 T
1
; T
E
 T
2
=) S /M
0
e
 T
E
=T
2
I T
1
-Wichtung: T
R
 T
1
; T
E
 T
2
=) S /M
0
 
1  e
 T
R
=T
1

2.1.3.1.2 Inversion-Recovery-Sequenz Eine Inversion-Recovery- oder IR-Sequenz wird
durch [180

{ T
I
{ 90

{ T
E
=2 { 180

{ T
E
=2 { AQ] beschrieben (Abb. 2.7). Eine IR-Sequenz
ist also eine SE-Sequenz, bei der zu Beginn einer Repetition die Magnetisierung mittels eines
180

-Pulses invertiert wird. Die Inversionszeit T
I
ist in der Regel gegen

uber der Repetitionszeit
T
R
nicht vernachl

assigbar; die Longitudinalmagnetisierung zum Ende des Zeitintervalls T
R
 T
I
,
welches sich an den Auslesevorgang anschliet, ist:
M
0
z
=M
0

1  e
 (T
R
 T
I
)=T
1

: (2.47)
Der 180

-Puls invertiert die Magnetisierung M
0
z
, die danach relaxiert. Zum Zeitpunkt t = T
I
gilt:
M
z
(T
I
) =M
0
 
 
M
0
+M
0
z

e
T
I
=T
1
=M
0

1  2 e
 T
I
=T
1
+ e
 T
R
=T
1

: (2.48)
Unter der Voraussetzung der vollst

andigen Relaxation der Longitudinalmagnetisierung vor einer
Repetition (T
I
 5T
1
), folgt mit (2.48) f

ur das MR-Signal zum Auslesezeitpunkt t = T
I
S(T
I
) =M
0

1  2 e
 T
I
=T
1

e
 T
E
=T
2
: (2.49)
Da das Bildsignal der Betrag von S ist, k

onnen nach (2.49) Gewebe mit unterschiedlichen
T
1
-Zeiten bei gegebenen T
I
das gleiche Bildsignal hervorrufen (Abb. 2.11).
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Abbildung 2.11: Normiertes Bildsignal jSj =S
0
bei der IR-Sequenz. Die longitudinalen Relaxationszei-
ten T
(1)
1
< T
(2)
1
zweier Gewebe seien verschieden. Zum Zeitpunkt T
I
= T liefern beide Gewebe dennoch
identische Signale.
2.1.3.2 Schnelle MR-Bildgebung
Die eben beschriebenen Sequenztypen eignen sich nicht f

ur die schnelle Bildgebung. Ihr Haupt-
nachteil sind die langen Mezeiten, bedingt durch die minimal m

ogliche Repetitionszeit T
R
zwischen zwei Hochfrequenzanregungen. Es existieren prinzipiell zwei Standardtechniken zur
schnellen Bildgebung, FLASH und FISP, von denen sich alle anderen Verfahren ableiten [154].
Bei beiden Techniken wird die Magnetisierung w

ahrend der Hochfrequenzanregung um einen
Flipwinkel  < 90

aus der z-Richtung ausgelenkt. Daher steht sofort nach dem Auslesevorgang
eine ausreichende L

angsmagnetisierung f

ur eine neue Anregung bereit, so da mit sehr kurzen
Repetitionszeiten gearbeitet werden kann. Die einander entgegenwirkenden Prozesse der Hoch-
frequenzauslenkung auf der einen und der Relaxationsvorg

ange auf der anderen Seite zwingen
die Magnetisierung nach wenigen Repetitionen in einen dynamischen Gleichgewichtszustand,
den sogenannten steady state. Damit die Ausbildung dieses Gleichgewichtszustandes nicht durch
eine Invertierung der Longitudinalmagnetisierung gest

ort wird, verzichten beide Techniken auf
den 180

-Refokussierungspuls. Ein weiterer Grund f

ur den Verzicht auf den 180

-Puls sind die
Bestimmungen f

ur die maximale im Gewebe deponierbare Hochfrequenzleistung, die bei ei-
ner hohen Repetitionsrate schnell

uberschritten w

urde. Da ohne den Refokussierungspuls keine
Spinechos erzeugt werden k

onnen, werden Gradientenechos eingesetzt.
2.1.3.2.1 FLASH Die FLASH-Sequenz (Fast Low Angle SHot) ist die erste Gradienten-
echo-Sequenz, die zur schnellen Bildgebung eingesetzt worden ist [79]. Der Gleichgewichtszu-
stand der Longitudinalmagnetisierung l

at sich berechnen, indem die Longitudinalmagnetisie-
rung M
 
i
vor dem i-ten Hochfrequenzpuls als Funktion der Magnetisierung vor dem (i  1)-ten
Hochfrequenzpuls ausgedr

uckt wird (f

ur den steady state gilt:M
 
i
=M
 
i 1
=    =M

):
M
 
i
= M
0
+
 
M
+
i 1
 M
0

e
 T
R
=T
1
M
 
i
= M
0
+
 
M
 
i 1
cos M
0

e
 T
R
=T
1
: (2.50)
Hierbei wird vorausgesetzt, da die Transversalmagnetisierung zwischen zwei Anregungen voll-
st

andig zerf

allt. Durch Iteration erh

alt man f

ur die Longitudinalmagnetisierung
lim
i!1
M
i
=M
0
1  e
 T
R
=T
1
1  e
 T
R
=T
1
cos
: (2.51)
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Abbildung 2.12: Puls- und Gradientenschaltung einer FLASH-Sequenz. In Schichtselektionsrichtung
wird zus

atzlich ein starker Spoiler-Gradient (schwarz) geschaltet, um den Zerfall der Transversalma-
gnetierung nach der Datenakquisition zu beschleunigen. G
S
, G
R
und G
P
sind die Schichtselektions-,
Readout- und Phasenkodiergradienten (nach [43]).
Das MR-Signal ist zur Transversalmagnetisierung zum Echozeitpunkt proportional:
S
i
=M
 
i
e
 T
E
=T

2
sin: (2.52)
Unter der Voraussetzung T
E
 T

2
ist das MR-Signal bei der FLASH-Sequenz nur von der
Spindichte und der longitudinalen Relaxationszeit T
1
abh

angig.
Die vollst

andige Dephasierung der Transversalmagnetisierung zwischen zwei Hochfrequenz-
pulsen k

onnte durch T
R
 T

2
erreicht werden. Der hierdurch entstehende Zeitverlust ist
bei Schnellbildtechniken allerdings unerw

unscht. Zwei alternative Verfahren, HF-Spoiling und
Gradienten-Spoiling (vgl. Abb. 2.12), weisen diesen Nachteil nicht auf [140]. Die Puls- und
Gradientenschaltung bei der FLASH-Sequenz ist im Diagramm Abb. 2.12 dargestellt.
2.1.3.2.2 FISP Bei der FISP-Sequenz (Fast Imaging with Steady-state Precession) wird
die Transversalmagnetisierung im Gegensatz zur FLASH-Sequenz nach der Datenakquisition
nicht zerst

ort, sondern bei der folgenden Akquisition mitverwendet. Das Signal der FISP-
Sequenz ist daher auch von T

2
abh

angig, da bei jeder Datenakquisition auch die Anteile der
vorangegangenen Hochfrequenzanregung zum MR-Signal einen Beitrag liefern.
Auch bei der FISP-Sequenz stellt sich ein dynamischer Gleichgewichtszustand der Magne-
tisierung ein. Analog zu (2.50) wird die Magnetisierung M
+
nach dem n-ten Hochfrequenzpuls
derjenigen nach dem (n+ 1)-ten Hochfrequenzpuls gleichgesetzt. Die zeitliche Entwicklung des
Magnetisierungsvektors ist durch drei Prozesse beeinut:
I Der Magnetisierungsvektor wird bei der Hochfrequenzanregung um einen Flipwinkel 
um die x-Achse in die Transversalebene gekippt.
I Zwischen den Hochfrequenzanregungen verringert sich die Transversalmagnetisierung auf
Grund der transversalen Relaxation, die Longitudinalmagnetisierung strebt ihrem Gleich-
gewichtszustand entgegen.
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Abbildung 2.13: Puls- und Gradientenschaltung einer FISP-Sequenz. G
S
, G
R
und G
P
sind die
Schichtselektions-, Readout- und Phasenkodiergradienten. In Readout- und Phasenkodierrichtung wer-
den die Gradienten vollst

andig kompensiert, d. h. die Fl

achen unter den Gradienten-Zeit-Kurven ver-
schwinden

uber eine Repetition. In Schichtselektionsrichtung erfolgt keine Kompensierung, stattdessen
wird ein starker Spoiler-Gradient (schwarz) geschaltet, der eine Mittelwertbildung

uber die lokal vari-
ierenden Phasenwinkel der Transversalmagnetisierung erzwingt (nach [43, 44]).
I Nicht kompensierte Gradientenschaltungen und Restgradienten f

uhren zu einem orts-
abh

angigen Phasenvorschub  der Magnetisierung in der Transversalebene, was einer
Drehung um die z-Achse entspricht.
Die nur unvollst

andige Kompensation der Gradientenschaltung hat normalerweise eine Aufspal-
tung der Magnetisierungspfade zur Folge: Nach zwei Repetitionen k

onnen zwei Gradientenechos
S
 
und S
+
innerhalb eines Repetitionsintervalls gemessen werden, die zu den Magnetisierun-
gen M
 
vor und M
+
nach dem HF-Puls geh

oren. Bei der FISP-Sequenz wird durch die feh-
lende Kompensation in Readout-Richtung die Magnetisierung M
 
bis zur Datenakquisition
vollst

andig dephasiert, daher tr

agt nur die Magnetisierung M
+
zum MR-Signal bei:
S
+
(T
E
) /

max
Z

min
d
 
M
+
x
+ iM
+
y

e
 T
E
=T

2
: (2.53)
Die Puls- und Gradientenschaltung bei der FISP-Sequenz ist im Diagramm Abb. 2.13 darge-
stellt.
2.1.3.2.3 PSIF Bei der PSIF-Sequenz wird der Readout-Gradient so geschaltet, da der
FID (also die Magnetisierung M
+
) nach der Anregung dephasiert wird. Es tr

agt daher nur
die Magnetsierung M
 
zum MR-Signal bei. Das Signal S
 
der (n + 1)-ten Repetition ist das
Spinecho des FIDs der n-ten Repetition. Analog zum MR-Signal der FISP-Sequenz erh

alt man:
S
 
(T
E
) /

max
Z

min
d
 
M
 
x
+ iM
 
y

e
 2T
R
 T
E
=T
2
: (2.54)
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Abbildung 2.14: Puls- und Gradientenschaltung einer PSIF-Sequenz. Die Readout- und Schichtse-
lektionsgradienten sind zur vollst

andigen Dephasierung des FID (S
+
) nicht kompensiert. G
S
, G
R
und
G
P
sind die Schichtselektions-, Readout- und Phasenkodiergradienten (nach [43]).
Hierbei ist zu beachten, da die Magnetisierungkomponenten
~
M
 
einen Spinecho-Charakter
besitzen (T
2
anstatt T

2
). Das Signal wird hier zum Zeitpunkt 2T
R
  T
E
ausgelesen und hat
eine T
2
-Gewichtung. Die Puls- und Gradientenschaltung bei der PSIF-Sequenz geht aus dem
Diagramm Abb. 2.14 hervor.
2.1.3.2.4 MPRAGE Die MPRAGE-Sequenz (Magnetization-Prepared RApid Gradient
Echo) setzt sich aus zwei Phasen zusammen [118]: Zun

achst wird eine Pr

aparation der Ma-
gnetisierung durchgef

uhrt, in diesem Falle eine Inversion mit einem 180

-Puls. Anschlieend
werden die Daten nach der Inversionszeit T
I
mit einer schnellen FLASH-Sequenz ausgelesen.
Die Abfolge von Invertierung der Magnetisierung und Auslesevorgang entspricht im Grunde der
Inversion-Recovery-Sequenz (Abschnitt 2.1.3.1.2); die Bilder weisen daher eine T
1
-Gewichtung
auf. Damit liegt aber { im Gegensatz zu den bisher vorgestellten schnellen Techniken { bei der
sequentiellen Akquisition der Fourier-Zeilen keine zeitlich konstante Magnetisierung mehr vor.
Die Magnetisierung relaxiert w

ahrend des Auslesevorganges mit der eektiven Zeitkonstante
T

1
=
T
R
T
R
=T
1
  ln (cos)
: (2.55)
Um die hieraus entstehenden Artefakte zu vermindern, weist der Auslesevorgang eine Beson-
derheit auf: Die k-Raumzeilen werden, ausgehend von den zentralen Zeilen des k-Raumes, nach
beiden Seiten zu den R

andern hin voranschreitend akquiriert (centric reordering). Die Pr

apa-
rationsphase kompensiert einen grunds

atzlichen Nachteil der 3D-Bildgebung: den im Vergleich
zur konventionellen Bildgebung schlechteren T
1
-Kontrast zwischen verschiedenen Gewebetypen.
2.1.4 Bildartefakte
Im Idealfall liefert das bildgebende Magnetresonanzexperiment eine durch Fourier-Transfor-
mation aus den Rohdaten gewonnene Aufnahme, die die mit der Signalgleichung gewichtete
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Spindichteverteilung exakt wiedergibt. In realem Bildmaterial auftretende Abweichungen vom
Idealzustand, wie Geisterbilder, Bildverschiebungen, Signalausl

oschungen, Signalverf

alschungen
und Verzerrungen, werden als Artefakte bezeichnet. In diesem Zusammenhang sind vor allem
diejenigen Artefakte von Bedeutung, die den Pixelgrauwert in der rekonstruierten Aufnahme
beeinussen:
I Pulsations-, Bewegungs- und Einfaltungsartefakte

uberlagern den Aufnahmen St

orsignale
oder Geisterbilder
I uneinheitliche Signalintensit

aten und Teilvolumeneekte verf

alschen die Pixelgrauwerte
in nichtvorhersagbarer Weise
Die ver

anderten Grauwerte erlauben keinen eindeutigen R

uckschlu mehr auf die Gewebeei-
genschaften. Die genannten Artefakte haben also im Gegensatz zu den Flu-, Verzeichnungs-
und Chemical-Shift-Artefakten nicht r

aumliche Verzerrungen zur Folge, sondern schw

achen den
Zusammenhang zwischen dem rekonstruiertem MR-Bild und der tatschlichen Magnetisierungs-
verteilung im Mevolumen.
Die Auswirkungen des Skin-Eektes, der durch die Gradientenschaltungen und das Hochfre-
quenzfeld induzierten Wirbelstr

ome und der Problemkomplex des SNR bei der Signalakquisition
und -quantisierung bleiben in diesem Rahmen unber

ucksichtigt.
2.1.4.1 Pulsations- und Bewegungsartefakte
F

ur den mathematischen Zusammenhang zwischen der akquirierten Rohdatenmatrix und dem
MR-Bild

uber die Fourier-Transformation ist die zeitliche Konstanz des Meobjektes eine not-
wendige Bedingung. Bewegungen des Objektes w

ahrend der Datenakquisition haben Verzeich-
nungen oder periodisch auftretende Geisterbilder zur Folge. W

ahrend bei lebenden Objekten
Bewegungen der Skelettmuskulatur durch entsprechende Fixierung oder Instruktion weitgehend
vermieden werden k

onnen, sind permanent und rhythmisch ablaufende lebenserhaltende Bewe-
gungsabl

aufe wie die Atem- und Herzt

atigkeit sowie die Pulsationen der 

ussigkeitsgef

ullten
K

orperr

aume auf Grund der Herzt

atigkeit nicht einzuschr

anken.
K

orperbewegungen liegen in der Gr

oenordnung von Sekunden oder Zehntelsekunden. Es
kann daher davon ausgegangen werden, da das Signal w

ahrend der Akquisition einer Fourier-
Zeile, die nur wenige Millisekunden in Anspruch nimmt, in erster N

aherung konstant ist.
Bewegungs- und Pulsationsartefakte treten daher nicht in der Readout-Richtung, sondern nur
in der Phasenkodierrichtung auf, da ein gr

oerer zeitlicher Abstand, die Repetitionszeit T
R
, zwi-
schen der Akquisition zweier Fourier-Zeilen liegt. In

aquidistanten Abst

anden y = !T
R
L
y
=2
erscheinen daher Geisterbilder des sich periodisch bewegenden Objektes, deren Amplituden sich
aus den Fourier-Entwicklungskoezienten der Zeitentwicklung ergeben [78]. Wird die Daten-
akquisition mit dem periodischen Bewegungsablauf synchronisiert, ist die Bewegung gleichsam
eingefroren, so da zumindest keine Pulsationsartefakte mehr auftreten. Man spricht in diesem
Fall von EKG-Triggerung oder Atem-Triggerung, je nachdem, welche Signalquelle zur Synchro-
nisierung verwendet wird.
2.1.4.2 Einfaltungsartefakte
Einfaltungsartefakte, die Abbildung von Strukturen auerhalb des eigentlichen Bildbereiches
(eld of view, FOV) in den Bildbereich selbst, beruhen auf der Periodizit

at der Fourier-Trans-
formation und k

onnen verschiedene Ursachen haben. Der Bildbereich ist mit (2.42) durch die
Anzahl der Quantisierungsschritte N
R
bzw. N
P
vorgegeben:
L
x
= N
P
x und L
y
= N
R
y: (2.56)
Hat das Meobjekt in einer oder in beiden Richtungen eine gr

oere Ausdehnung als L
x
bzw. L
y
,
so werden die Teile des Objektes, die auerhalb des FOV liegen, in den Bildbereich eingefaltet.
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Dieser Artefakt l

at sich ohne zus

atzlichen Zeitaufwand zumindest in der Readout-Richtung
eliminieren: Eine Verdoppelung der Anzahl der Frequenzkodierungsschritte N
R
verdoppelt auch
den eindeutig abgebildeten Bereich in Readout-Richtung, ohne da davon die Aufl

osung y
betroen ist. Diese als Oversampling bezeichnete Technik wird in Phasenkodierrichtung nicht
angewandt, da dort eine Verdoppelung der Anzahl der Phasenkodierschritte eine Verdoppelung
der Mezeit nach sich z

oge.
Im Falle der nichtselektiven HF-Anregung bei 3D-Sequenzen kann auch das zur Kernspin-
anregung emittierte Hochfrequenzfeld, das zu den beiden Enden der Sende- und Empfangsspule
hin immer inhomogener wird, Einfaltungsartefakte hervorrufen. Ist w

ahrend des Mevorganges
das Meobjekt ung

unstig in der Sende- und Empfangsspule positioniert, d. h. das Mevolumen
nicht in der Mitte zwischen beiden Spulenenden plaziert, k

onnen Einfaltungen in den Bildbe-
reich selbst als

Uberlagerungen unangenehm in Erscheinung treten. Einfaltungen sind auch bei
optimaler Positionierung des Meobjektes vorhanden, liegen dann aber normalerweise auerhalb
des Bildbereiches.
2.1.4.3 Uneinheitliche Signalintensit

aten
Die Empndlichkeit der realen Empfangsspule f

ur das Kernspinresonanzsignal ist nicht iso-
trop

uber das von ihr abgedeckte Volumen verteilt. Eine ideal isotrope Verteilung ist allein
aus fertigungstechnischen Gr

unden und wegen der endlichen L

ange der Zylinderspule nicht er-
reichbar. Die inhomogene Empfangsspulenempndlichkeit

uber das Mevolumen bedingt, da
gleichstarke MR-Signale an verschiedenen Raumpunkten mit unterschiedlichen Amplitudenwer-
ten registriert werden. Die aus der Messung eines homogenen Objektes rekonstruierten Bilder
weisen dann mehr oder weniger groe Intensit

atsvariationen (signal nonuniformity) auf.
2.1.4.4 Teilvolumeneekte
Teilvolumeneekte (Partial-Volume-Eekte) sind eine Folge der beschr

ankten r

aumlichen Auf-
l

osung von MR-Bildgebungstechniken. Im rekonstruierten Bild ist jeder Bildpunkt einem Vo-
lumenelement im Meobjekt zugeordnet. Der Grauwert des Pixels ist im Idealfall ein Ma
f

ur die Spindichte bzw. die Gr

oe der Transversalmagnetisierung zum Zeitpunkt der Datenak-
quisition innerhalb des korrespondierenden Voxels. Die Seitenl

ange der Volumenelemente ist in
Readout- bzw. Phasenkodierrichtung durch (2.42) und in Schichtselektionsrichtung durch (2.30)
und (2.31) gegeben und liegt im Bereich von einigen Zehntelmillimetern bis zu einigen Milli-
metern. Ist die mittlere Strukturgr

oe jedoch geringer, werden mit einiger Wahrscheinlichkeit
mehrere unterschiedliche Gewebearten zusammen in einem Voxel abgebildet { ein Eekt, der
bei im Vergleich zum Voxelvolumen gror

aumigen Strukturen sonst nur an den Gewebegrenzen
in Erscheinung tritt, n

amlich wenn die Grenz

ache teilweise durch ein Voxel verl

auft.
Der Grauwert eines Pixels ist damit proportional zu dem arithmetischen Mittel der MR-
Signale, die von den angeregten Spins im zugeordneten Voxelvolumen herr

uhren. F

ur den Grau-
wert g
ij
des Pixels an der Bildkoordinate (i; j) gilt in Abh

angigkeit vom komplexen Signal
S(x; y; z):
g
ij
/







1
xy d
z+d
Z
z
(j+1)y
Z
y=jy
(i+1)x
Z
x=ix
S(x; y; z) dx dy dz







(2.57)
mit
0  i  N
P
  1; 0  j  N
R
  1; i; j 2 IN
0
:
Ist das Voxelvolumen V anteilig von N unterschiedlichen Gewebearten erf

ullt, wird der zu-
geh

orige Grauwert g
ij
durch die Einzelvolumina V
n
und die entsprechenden Signalbeitr

age der
Gewebe bestimmt. Unter der Voraussetzung, da die Merkmalsgrenzen scharf verlaufen und die
2.1. Grundlagen der Magnetresonanzbildgebung 27
Merkmalsregionen in ihrem Inneren eine homogene Signalst

arke S
n
aufweisen, ist der Grauwert
proportional zur mittleren Signalintensit

at im Voxel:
g
ij
/





1
V
N
X
n=1
V
n
S
n





: (2.58)
Liefern die in einem Voxel enthaltenen Gewebearten unterschiedliche Signalst

arken S
n
, liegt
der Grauwert g
ij
dieses Mischsignals irgendwo innerhalb des Grauwertintervalls, das von den
reinen Grauwerten g
n
abgedeckt wird.
Mit Teilvolumeneekten mu verst

arkt an Gewebegrenzen oder in Regionen gerechnet wer-
den, die sehr feine Strukturen mit Strukturgr

oen unterhalb der Aufl

osungsgrenze enthalten.
2.1.4.5 Rauschen
Auch unter den g

unstigsten Voraussetzungen sind MR-Aufnahmen von einem weien Rausch-
signal

uberlagert [115]. Das sogenannte Kanalrauschen ist in technischen Signal

ubertragungs-
und Signalverarbeitungssystemen immer vorhanden. Zum thermischen Rauschen in der Emp-
fangsspule, den Rauschanteilen der Halbleiter in den Verst

arkerstufen und dem Quantisierungs-
rauschen der Analog/Digital-Wandler gesellt sich auch die durch die Brownsche Molekularbe-
wegung im Meobjekt hervorgerufene Rauschspannung. Die Gr

oe des im Meobjekt erzeugten
Rauschsignals, das deutlich

uber dem Rauschsignal der Empfangsspule liegt, ist zum einen
umgekehrt proportional zur Grundfeldst

arke [100], zum anderen aber auch vom verwendeten
Sequenztyp abh

angig.
2.1.4.6 Fluartefakte
Fluartefakte treten in vivo durch die

ortliche Verschiebung der angeregten Spins mit dem
Blutu w

ahrend der Datenakquisition auf. Die Blutugeschwindigkeit kann beim Menschen
bis zu 2 m/s erreichen, was bedeutet, da innerhalb weniger Millisekunden Verschiebungen
in der Gr

oenordnung der Ortsaufl

osung auftreten k

onnen. In dem Zeitintervall zwischen der
Phasen- und der Frequenzkodierung der beiden Raumachsen x und y k

onnen die Spins einer
Translationsbewegung unterworfen sein, die zu erheblichen Fehlabbildungen f

uhrt [44].
Im vorliegenden Anwendungsfall wirken sich Fluartefakte gl

ucklicherweise nur wenig aus,
da die groen Blutgef

ae beim f

ur die Volumetrie verwendeten Bildmaterial weitgehend senk-
recht zur transversalen Bildebene verlaufen.
2.1.4.7 Verzeichnungsartefakte
Nichtlinearit

aten beeintr

achtigen die Abbildungstreue der MR-Aufnahmen.Verzeichnungen ent-
stehen vor allem durch lokale Inhomogenit

aten des magnetischen Grundfeldes als Folge kon-
struktiv und fertigungstechnisch bedingter Abweichungen des Hauptfeldmagneten vom Ideal
und als Folge von Spr

ungen der magnetischen Suszeptibilit

at  an den Gewebegrenzen im Me-
volumen sowie den durch Wirbelstromeekte hervorgerufenen nichtlinearen Gradienten. Diese
Inhomogenit

aten bewirken lokale Abweichungen von der mittleren Larmor-Frequenz, so da
die davon betroenen Kerne in Readout- und Phasenkodierrichtung mit anisotrop verteilten
Abweichungen von ihrer tats

achlichen Lage abgebildet werden. Gleichzeitig f

uhrt dieser Eekt
zu einer Signalabschw

achung auf Grund der beschleunigten Dephasierung der transversalen
Magnetisierungen.
2.1.4.8 Chemical-Shift-Artefakte
Da die Ortskodierung in den Mesequenzen

uber die Variation der Resonanzfrequenz erfolgt,
werden Substanzen, die sich in ihren Resonanzfrequenzen unterscheiden, r

aumlich gegenein-
ander versetzt abgebildet. Dieser Eekt wird als chemical shift oder chemische Verschiebung
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bezeichnet. In der MR-Protonenbildgebung sind haupts

achlich Wasser und Fett betroen (die
restlichen Metabolitkonzentrationen sind zu gering).
2.2 Bilddatenmaterial
Die Erzeugung der Bilddatenbasis ist f

ur den Patienten wegen der Enge der Hauptfeldmagnet-
bohrung und der erheblichen L

armentwicklung durch die Gradientenschaltungen psychisch wie
physisch belastend. Im Gegensatz zu Phantom- bzw. Probandenmessungen, die beliebig lange
dauern k

onnen bzw. nur durch die Kooperationsbereitschaft des Probanden begrenzt sind, sollte
die Gesamtmezeit am Patienten m

oglichst kurz gehalten werden. An 3D-Schnellbildtechniken
f

uhrt daher kein Weg vorbei. Selbst mit solchen Sequenzen dauert die Messung eines 3D-
Datensatzes ca. 7 min, so da die Akquisition von mehr als zwei Datens

atzen unterschiedlicher
Gewichtung pro Metermin f

ur den Patienten inakzeptabel ist.
Zur Planung stereotaktischer Eingrie (Hirnoperationen) und radiochirurgischer Manah-
men (Tumorbestrahlung) ist h

ochste Genauigkeit bei der Zuordenbarkeit der Bildpunkte zu
Raumpunkten im Mevolumen unerl

alich. Dazu wird der Sch

adel des Patienten starr und
invasiv mit einem sogenannten stereotaktischen Zielsystem oder einer mit speziell angepaten
Maske in einer denierten Lage xiert. Damit Aufnahmen identischer geometrischer Position
und Ausrichtung aus Datens

atzen, die auf unterschiedlichen Modalit

aten wie CT und MRT
erzeugt worden sind, zur Auswertung einander zugeordnet werden k

onnen, enth

alt ein stereo-
taktisches Zielsystem Vorrichtungen, die in den Aufnahmen aller Modalit

aten Referenzmarkie-
rungen hervorrufen. Im klinischen Routinebetrieb ist eine derartige Fixierung des Sch

adels zu
aufwendig und zu belastend f

ur den Patienten. Standardm

aig ist der Sch

adel in der Kopfspule
lediglich durch angeprete Polster seitlich unterst

utzt. Folgende Probleme ergeben sich hieraus:
I Undenierte Position des Mevolumens. Der Sch

adel ist w

ahrend des Mevorhganges
nicht starr xiert, daher sind merkliche Verlagerungen zwischen gleichen anatomischen
Schichten der beiden akquirierten Datens

atze auf Grund von langsamen Kopfbewegungen
nicht auszuschlieen.
I Keine verf

ugbaren Referenzmarkierungen. Es wird kein stereotaktisches Zielsystem oder
Maskensystem zur Lagexierung eingesetzt. Aus diesem Grund stehen keine k

unstlichen
Referenzmarken zur nachtr

aglichen Lagekorrektur des Mevolumens zur Verf

ugung.
F

ur die sp

atere Segmentierung und Volumetrie haben diese beiden Einschr

ankungen die Konse-
quenz, da der Bildauswertung ein Verarbeitungsschritt vorangehen mu, bei dem die r

aumliche
Ausrichtung der beiden Datens

atze zueinander korrigiert wird. Da hierf

ur keine Referenzmar-
kierungen verf

ugbar sind, mu die Lagekorrektur allein auf der Basis der in den Aufnahmen
enthaltenen Grauwertinformation durchgef

uhrt werden.
Im Gegensatz zu CT-Aufnahmen, bei denen unabh

angig vom eingesetzten Tomographen be-
stimmte Pixelgrauwerte (auch: Hounseld-Einheiten) immer einem bestimmten R

ontgenstrah-
len-Schw

achungskoefzienten und damit bestimmten Gewebetypen zugeordnet werden k

onnen,
ist dies bei kernspintomographischen Aufnahmen aus verschiedenen Gr

unden nicht m

oglich:
I Komplexe Grauwertabh

angigkeiten.Das Signal eines Voxels wird zwar in erster Linie durch
die physikalisch-chemischen Eigenschaften der darin enthaltenen Gewebe, die Auswahl der
Mesequenz und deren Parameter, aber auch durch die konstruktiven Eigenschaften des
Tomographen selbst beeinut.
I Teilvolumeneekte. Anteilige Beitr

age verschiedener Gewebearten innerhalb eines Voxels
f

uhren zu mittleren, uneindeutigen Signalintensit

aten.
I Isointense Gewebe. Viele biologisch grundverschiedene Gewebearten sind wegen ihrer

ahn-
lichen physikalisch-chemischen Eigenschaften isointens.
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Abbildung 2.15: (a) Kartesisches Referenzkoordinatensystem und Richtung des Grundmagnetfeldes.
Der Patient wird mit dem Kopf voran in die R

ohre in Richtung der negativen z Koordinate gefahren.
Der Innendurchmesser des Grundfeldmagneten betr

agt beim Siemens MAGNETOM 2r = 55 cm. (b)
Relative Orientierung des Patientenkoordinatensystems in Bezug auf das Referenzkoordinatensystem
f

ur einen Patienten in R

uckenlage. Die Fl

achennormalenvektoren der drei orthogonalen anatomischen
Schichtorientierungen transversal (T ), sagittal (S) und coronar (C) sind eingezeichnet. Die Schichtpo-
sitionen werden als der Abstand der Schicht vom Ursprung des Referenzkoordinatensystems angegeben;
der Ursprung liegt genau in der Mitte des Grundfeldmagneten (Isozentrum).
I Ortsabh

angige Verteilung des mittleren Grauwertes. Die HF-Signalempndlichkeit der
Empfangsspule ist

uber das Mevolumen inhomogen verteilt, wodurch die Gr

oe des ak-
quirierten MR-Signals bei ansonsten physikalisch-chemisch identischen Strukturen orts-
abh

angig wird. Dies hat eine ortsabh

angige Grauwertverteilung innerhalb der Schichtbil-
der und zwischen den einzelnen Schichtbildern ein und desselben Datensatzes zur Folge.
I Ver

anderliche Gewebeeigenschaften. Die Relaxationszeiten T
1
und T
2

andern sich im Ver-
lauf des normalen Alterns und sind bei bestimmten Erkrankungen ebenfalls verlaufsab-
h

angig.
F

ur die Bildauswertung bedeutet dies, da die Aufnahmen in derjenigen Schichtorientierung
vorliegen sollten, f

ur welche sich die Signalinhomogenit

aten innerhalb der Schichten am gering-
sten auswirken. Da die reine Grauwertinformation wegen der ausgepr

agten Isointensit

aten zur
eindeutigen Pixelklassizierung bei weitem nicht ausreicht, mu zus

atzliche Information in Form
von anatomischem Vorwissen (z. B. erlaubte Kombinationen von Merkmalsklassen an Grenz-


achen) und der lokalen Grauwertabh

angigkeiten im 3D-Kontext dem Segmentierungsproze
zur Verf

ugung gestellt werden.
2.2.1 Bilddatenakquisition und Bilddatengeometrie
Alle Messungen wurden auf einem 1;5 T-MAGNETOM 63/84 SP-Ganzk

orpertomographen (Sie-
mens AG, Erlangen) in einer zirkular polarisierten Kopfspule durchgef

uhrt. F

ur jeden Patienten
wurden zwei sagittale Bilddatens

atze des Sch

adels akquiriert. Die Datens

atze der T
1
-gewichteten
Aufnahmen wurden unter Verwendung einer 3D-MPRAGE-Sequenz erzeugt, f

ur die Datens

atze
der T
2
-gewichteten Aufnahmen wurde eine 3D-PSIF-Sequenz eingesetzt; die verwendeten Se-
quenzparameter sind in Tab. 2.2 zusammengefat. Die Gesamtmezeit lag bei ca. 15 min pro
Patient.
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Abbildung 2.16: (a) Umschreibender Quader f

ur den Sch

adel (frontal ist in die Richtung der negati-
ven coronaren Fl

achennormalen, die Nase des Patienten zeigt nach unten, seine Beine zum Betrachter).
Es gilt D
x
< D
y
< D
z
, d. h. die Dicke des Mevolumens ist in Richtung der sagittalen Fl

achennorma-
len D
x
am kleinsten. Werden die Bilddaten in sagittaler Richtung akquiriert, kann die Schichtdicke bei
vorgegebener Schichtanzahl kleiner bzw. die Aufl

osung senkrecht zur Bildebene gr

oer gew

ahlt werden
als f

ur die beiden anderen Schichtorientierungen. (b) Schichtabstand d
G
(slice gap) und Schichtdicke
d
S
(slice thickness); f

ur d
G
= 0 bestimmen alleine Schichtdicke und -anzahl die Dicke des Mevolumens
D
?
. (c) Koordinatensystem des Schichtbildes und Indizierung der Pixel in der Bildebene.
Abbildung 2.17: Anisotrope Rekonstruktion der transversalen Schichten aus dem sagittal orientierten
Bilddatensatz. Die transversalen Schichten werden im Abstand der sagittalen Bildzeilen erzeugt, dabei
werden sagittale Bildzeilen zu transversalen Bildspalten. Die Zeilenaufl

osung der rekonstruierten Bilder
ist durch den Schichtabstand der sagittalen St

utzschichten vorgegeben. Der rekonstruierte transversale
Datensatz besteht aus N = N
x
N
y
N
S
quaderf

ormigen Voxeln (N
x
= N
y
= N
S
).
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Sequenztyp Gewichtung T
R
T
E
T
I
d
S
FOV
in ms in ms in ms in mm in mm
3D-MPRAGE T
1
10;0 4;0 200;0{500;0
3D-PSIF T
2
17;0 7;0 |
1;25{1;4 260
Tabelle 2.2: Sequenzparameter und Au

osung der f

ur die Erzeugung der Bilddatenbasis eingesetzten
3D-MPRAGE- und 3D-PSIF-Sequenzen.
Abb. 2.15 deniert das Referenzkoordinatensystem und das Bezugssystem f

ur einen Patien-
ten in R

uckenlage. Auf Grund der Ausdehnungen des Mevolumens erm

oglichen sagittal orien-
tierte Datens

atze bei festgelegter Schichtanzahl die kleinste Schichtdicke und somit die h

ochste
Aufl

osung senkrecht zur Bildebene. Zur vollst

andigen Erfassung des vorgegebene Mevolumens
m

uten bei gleicher Volumenaufl

osung wesentlich mehr transversale oder coronare Schichten
akquiriert werden, was eine deutlich l

angere Mezeit nach sich z

oge (vgl. Abb. 2.16 (a) ).
Bei der Datenakquisition unterscheidet man nach Abb. 2.16 (b) zwischen der Schichtdicke
d
S
(slice thickness) und dem Schichtabstand d
G
(slice gap). Die Dicke des Mevolumens D
?
ergibt sich bei vorgegebener Schichtanzahl N
S
zu
D
?
= N
S
(d
S
+ d
G
) : (2.59)
F

ur d
G
= 0 kommen die einzelnen Schichten direkt nebeneinander zu liegen, so da das gesamte
Mevolumen l

uckenlos erfat wird, so wie es bei 3D-Mesequenzen prinzipbedingt grunds

atzlich
der Fall ist.
Die hier eingesetzten Bilddatens

atze bestehen aus je 128 sagittalen Schichten mit d
S
=
1;25 mm, d
G
= 0;0 mm, die Dicke des Mevolumens ist somitD
?
= 160;0mm.Der quadratische
Bildbereich (eld of view, FOV) betr

agt D
x
= D
y
= 260;0 mm. Die diskrete Aufl

osung der
Bildmatrix ist jeweils N
x
 N
y
Pixel mit N
x
= N
y
= 256, so da sich eine Voxelgr

oe von
1;02  1;02  1;25 mm
3
ergibt { es handelt sich also um anisotrop quantisierte Bilddaten.
Die Pixelwerte sind durch 16 bit-Worte repr

asentiert, wobei der Grauwertebereich auf 12 bit
(0; : : : ; 4095) beschr

ankt ist; die oberen vier Bit sind f

ur das Overlay reserviert.
In der Bildebene werden die Pixel

uber die diskreten Koordinaten (x; y), x = 0; 1; 2; : : : ; N
x
 
1 und y = 0; 1; 2; : : :; N
y
  1, indiziert (Abb. 2.16 (c) ). Die Schichtnumerierung erfolgt von 1
bis 128 in Richtung der sagittalen Schichtnormalen, d. h. die Schichtnummern werden beim
Durchlauf von der linken zur rechten Sch

adelseite hin gr

oer. Die Schichten 1 und 128 liegen
in der Regel links und rechts auerhalb des Sch

adels, die Schichten 40 und 88 verlaufen mitten
durch die linke und rechte Hemisph

are, die zentrale Schicht 64 ist ungef

ahr in der Mitte zwischen
den beiden Hemiph

aren lokalisiert.
Das Bildmaterial wird aus weiter unten beschriebenen Gr

unden nicht in sagittal, sondern in
transversal orientierten Schichten verarbeitet. Aus diesem Grund m

ussen die Datens

atze nach
der Akquisition durch einen Rekonstruktionsvorgang in die transversale Orientierung

uberf

uhrt
werden: Durch Umordnen der Voxel innerhalb des Datensatzes werden die Spaltenvektoren der
rekonstruierten transversalen Schichtbilder aus den Zeilenvektoren der urspr

unglichen sagitta-
len Schichtbilder erzeugt. Der neu erzeugte Datensatz setzt sich dann aus 256 transversalen
Schichten mit d
S
= 1;02 mm und d
G
= 0;0 mm zusammen. Es stehen insgesamt nur 128 sa-
gittale St

utzschichten f

ur die Rekonstruktion zur Verf

ugung; in jeder Zeile m

ussen daher die
fehlenden Pixel x = 128; : : : ; 255 durch den Grauwert null ersetzt werden, damit letztendlich
wieder quadratische Pixelmatrizen entstehen. Die rechte H

alfte aller rekonstruierten Schicht-
bilder ist daher schwarz. Die resulierenden Voxel sind mit d
S
 d
y
 d
z
= 1;25  1;02  1;02
mm
3
in der transversalen Schichtebene rechteckig, bilden mithin im dreidimensionalen Kontext
Quader. Das Rekonstruktionsverfahren liefert demnach anisotrop quantisierte Volumendaten.
Der scheinbare Nachteil der anisotropen Rekonstruktion, die durch die rechteckigen Pixel be-
dingte verzerrte Darstellung in der transversalen Ebene, ist f

ur die automatisierte Verarbeitung
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belanglos. Vorteilhaft ist hingegen, da der Rekonstruktionsvorgang keine Grauwertinterpola-
tion erfordert, wie sie f

ur eine isotrope Rekonstruktion notwendig w

are.
2.2.2 Eigenschaften des Bilddatenmaterials
Um mit nur zwei Spektralkan

alen auszukommen, wurden zur Datenakquisition Mesequenzen
verwendet, die Aufnahmen mit der h

ochstm

oglichen Aussagekraft f

ur diesen Anwendungsfall
liefern. Die grunds

atzlichen Eigenschaften der Bilddaten gehen aus den Abb. 2.18 und 2.19
hervor, die f

ur zwei ausgew

ahlte Schichten die jeweiligen MPRAGE- den PSIF-Aufnahmen
einander gegen

uberstellen.
2.2.2.1 PSIF-Aufnahmen
In den Aufnahmen der Abb. 2.18 (a) und (b) bzw. 2.19 (a) und (b) fallen die im Vergleich zu den
anderen Bildteilen sehr hellen Bereiche des

aueren Liquors, der Ventrikel und des Glask

orpers
sofort ins Auge. Die PSIF-Aufnahme ist T
2
-gewichtet, d. h. ein Voxel erscheint in der PSIF-
Aufnahme hell, wenn die darin enthaltenen Protonen eine lange transversale Relaxationszeit T
2
aufweisen. Nach Tab. 2.1 ist die transversale Relaxationszeit f

ur Liquor bei einer Grundmagnet-
feldst

arke von B
0
= 1;5 T T
2
 2;5 s, daher haben vollst

andig von Liquor ausgef

ullte Voxel die
gr

ote Helligkeit. Dunkler erscheinen die Bereiche des Fettgewebes, gefolgt von den Bereichen
des Hirngewebes, wobei die graue und weie Hirnsubstanz weitgehend isointens sind. Die extra-
kraniellen weichen Gewebe des Kopfes liefern geringere Signale, das Knochengewebe auf Grund
seiner geringen Protonendichte  ein nur sehr kleines, und luftgef

ullte R

aume { abgesehen vom
Grundrauschen { wegen nichtvorhandener Protonen

uberhaupt kein Signal.
2.2.2.2 MPRAGE-Aufnahmen
Die Abb. 2.18 (c) und (d) bzw. 2.19 (c) und (d) zeichnen sich durch einen sehr hohen Weichteil-
kontrast aus. Da die MPRAGE-Aufnahme T
1
-gewichtet ist, erscheinen Voxel, welche vorwiegend
Protonen mit kurzer longitudinaler Relaxationszeit T
1
enthalten, sehr hell. Die h

ochsten Inten-
sit

aten liefern daher die Bereiche des Fettgewebes (subkutanes Fettgewebe und die Fettk

orper
der Augenh

ohle), gefolgt von Bereichen der weien Hirnsubstanz, der grauen Hirnsubstanz und
der extrakraniellen weichen Geweben des Kopfes. Die Liquorr

aume (T
1
 4;0 s bei B
0
= 1;5 T)
und das Knochengewebe sind fast so dunkel wie der Hintergrund, der wie bei der PSIF-
Aufnahme bis auf das Grundrauschen kein Signal liefert.
2.2.2.3 Zusammenfassung
Die PSIF- und die MPRAGE-Aufnahmen unterscheiden sich in ihren Signaleigenschaften erheb-
lich voneinander: Der Informationsgehalt ist f

ur die Merkmalsklassenpaare Luft{Vordergrund
und Hirngewebe{Fettgewebe stark korreliert, f

ur das Merkmalsklassenpaar Hirngewebe{Liquor
hingegen weitgehend orthogonal (vgl. Abb. 2.26, Seite 51).
Artefakte wirken sich in beiden Aufnahmetypen sehr unterschiedlich aus: Pulsations- und
Bewegungsartefakte st

oren vor allem in den PSIF-Aufnahmen, wohingegen Einfaltungsartefakte
eher in den MPRAGE-Bildern sichtbar werden.
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Abbildung 2.18: PSIF- und MPRAGE-Bilddaten. Sagittale Schichtbilder der Schicht 35 (Schichtpo-
sition  37;5 mm) und der (b, d) Schicht 60 (Schichtposition  6;5 mm) aus dem PSIF- bzw. MPRAGE-
Bilddatensatz eines 28j

ahrigen gesunden Probanden. (a, b) PSIF-Aufnahmen (T
R
= 17 ms, T
E
= 7 ms):
Man beachte in (a) die durch Augenbewegungen hervorgerufenen Bewegungsartefakte, die oberhalb
des Glask

orpers im Hintergrund als senkrechter heller Streifen erscheinen, und in (b) die durch die
Herzt

atigkeit bedingten Pulsationsartefakte, die sich oberhalb des Seitenventrikels in

ahnlicher Wei-
se im Hintergrund bemerkbar machen. (c, d) MPRAGE-Aufnahmen (T
R
= 10 ms, T
E
= 4 ms,
T
I
= 275 ms): Die graue Hirnsubstanz, also die an den

aueren Liquorraum grenzende Hirnrinde,
ist sehr gut von den Bereichen der weien Hirnsubstanz, die den gr

oten Teil des Grohirnvolumens
einnimmt, unterscheidbar. (1) Grohirn (Cerebrum), (2) Kleinhirn (Cerebellum), (3) Balken (Corpus
callosum), (4) Mittelhirn (Mesencephalon), (5) Br

uckenhirn (Pons), (6) verl

angertes R

uckenmark (Me-
dulla oblongata), (7) R

uckenmark, (8) Thalamus, (9) Hypophyse, (10) dritter Ventrikel, (11) Augapfel
(Glask

orper), (12) Fettk

orper der Augenh

ohle [110, 137].
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Abbildung 2.19: Rekonstruierte und entzerrte PSIF- und MPRAGE-Bilddaten. Transversale Schicht-
bilder der (a, c) Schicht 105 (Schichtposition  25;4 mm) und der (b, d) Schicht 140 (Schichtposition
 60;9 mm), rekonstruiert aus dem PSIF- bzw. MPRAGE-Bilddatensatz in Abb. 2.18; (a, b) PSIF-
Aufnahmen, (c, d) MPRAGE-Aufnahmen. Die breiten schwarzen Streifen an den rechten Bildr

andern
entstehen bei der Rekonstruktion, ihre Breite ist die Dierenz aus dem FOV und der Dicke D
?
des
urspr

unglichen sagittalen Datensatzes. (1) linker und rechter Seitenventrikel, (2) linke Grohirnhe-
misph

are, (3) rechte Grohirnhemisph

are, (4) Mittelhirn (Mesencephalon), (5) Kleinhirn (Cerebellum),
(6) Augapfel (Glask

orper), (7) Fettk

orper der Augenh

ohle, (8) innere Halsschlagader (A. carotis in-
terna) [110, 137].
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2.3 Methodik
Bei der Auswahl der Segmentierungsalgorithmen ist neben den Eigenschaften des Bildmaterials
auch die Leitungsf

ahigkeit der eingesetzten Hardwareplattform von Bedeutung. Die Aspekte der
Patientenbelastung und der Beschr

ankungen der Bilddatenbasis bez

uglich der Eigenschaften,
der Qualit

at und des Umfanges des verf

ugbaren Bildmaterials wurden im vorangegangenen
Abschnitt behandelt. Welche Konsequenzen hat in diesem Rahmen die Entscheidung f

ur eine
bestimmte Hardwareplattform?
Der Personal-Computer wurde auf Grund rein praktischer

Uberlegungen als Zielplattform
ausgesucht. Wegen der immer h

oheren Komplexit

at der Segmentierungsalgorithmen und der
steigenden Erwartungen an die graphische Ausgabe werden im Forschungsbereich f

ur medizi-
nische Bildverarbeitungsaufgaben meist leistungsf

ahige Workstations eingesetzt. Diesem Trend
sollte hier nicht gefolgt werden: Gerade in psychiatrischen und neurologischen Kliniken, den
Hauptanwendern automatischer Hirnvolumetrieverfahren, sind derartige Rechner in der Regel
nicht vorhanden. Personal-Computer haben hingegen groe Verbreitung erfahren, da die An-
schaungskosten f

ur einen

uberdurchschnittlich leistungsf

ahigen Rechner weit unterhalb derer
f

ur eine Workstation mittlerer Leistungsf

ahigkeit angesiedelt sind.
Bei der Verarbeitung hochaufgel

oster Bilddatens

atze fallen erhebliche Datenmengen an.
Die hier verwendete Bilddatenbasis setzt sich aus zwei Bilddatenw

urfeln zusammen, bestehend
aus je 128 sagittalen Schichten mit 256  256 Bildpunkten, was einem Rohdatenaufkommen
von 32 MByte entspricht. Soll die Segmentierung im Hauptspeicher durchgef

uhrt werden, wird
ein Mehrfaches davon an Puerspeicher ben

otigt, so da sich ein RAM-Speicherbedarf von
sch

atzungsweise 128-MByte ergibt. Ein derart massiver Hauptspeicherausbau kann im allgemei-
nen nicht vorausgesetzt werden. Als Alternative bietet sich die schichtweise Verarbeitung der auf
dem Massenspeicher abgelegten Bilddaten an: Nachteilig ist nur, da die hierbei notwendiger-
weise sehr h

augen Schreib- und Leseoperationen auf den Massenspeicher bei der Betrachtung
der Gesamtrechenzeitbedarfes nicht mehr vernachl

assigt werden k

onnen.
F

ur die Praxistauglichkeit eines neuen Verfahrens ist neben seiner grunds

atzlichen Eignung
f

ur den vorgesehenen Anwendungsfall wesentlich, da die Komplexit

at der darin integrierten
Algorithmen auf die im Mittel

uber alle Rechnerinstallationen verf

ugbare Rechenleistung ab-
gestimmt ist. Aus der Vielzahl der Merkmalsextraktionsverfahren (siehe Abschnitt 2.3.3 weiter
unten) wurden daher einige ausgew

ahlt, die wegen ihrer relativ niedrigen numerischen Kom-
plexit

at besonders ezient sind. Diese Algorithmen sind in ein gut optimierbares, mehrstuges
Segmentierungs- und Volumetrieverfahren integriert, das die Merkmalsextraktion auf der Basis
eines parametrischen mathematischen Modells zur Beschreibung der Grauwertverteilungen in
der Aufnahme durchf

uhrt:
I In der Segmentierungsphase kommen drei gebr

auchliche Merkmalsextraktionsverfahren,
das Thresholding (Abschnitt 2.3.3.2.3), die Maximum-Likelihood-Methode (Abschnitt
2.3.3.2.2) und das Seed-Growing (Abschnitt 2.3.3.2.3) in aufeinanderfolgenden Verarbei-
tungsschritten zur Merkmalsextraktion und -trennung zum Einsatz.
I In der sich an die Segmentierungsphase anschlieenden Nachbearbeitungsphase werden
Fehlklassikationen und unklassiziert gebliebene Bereiche unter Verwendung von mor-
phologischen Operatoren (Abschnitt 2.3.3.6.2), Templates (Abschnitt 2.3.3.6.1) und eines
k-Nearest-Neighbours-Klassikators (Abschnitt 2.3.3.2.3) so weit wie m

oglich beseitigt.
I Die abschlieende volumetrische Auswertungsphase beruht auf einem algebraischen Ver-
fahren, der Vektordekomposition (Abschnitt 2.3.3.4.1), das letztendlich weitgehend teil-
volumenkompensierte Volumetriedaten liefert.
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2.3.1 Begrisbestimmung
Unter einer Merkmalsklasse ist im folgenden eine Zusammenfassung der Merkmale zu verste-
hen, die zu einem bestimmten realen, z. B. physikalischen oder biologischen, Erscheinungsbild
geh

oren. Merkmale sind dem Bild immanent, w

ahrend die Merkmalsklassen willk

urlich dem
Anwendungsfall entsprechend deniert werden.
Theoretisch erfolgt die Zuordnung eines Bildpunktes zu einer realen Merkmalsklasse in zwei
aufeinanderfolgenden Verfahrensschritten. Unter dem ersten Schritt, der Segmentierung, ver-
steht man allgemein die Aufteilung der Bildpunkte einer Bildszene in disjunkte Indexmengen
oder Cluster gem

a vorher denierter

Ahnlichkeitskriterien. Cluster sind also Mengen von Bild-
punkten, die identische oder

ahnliche Merkmale aufweisen. Die Menge aller Bildpunkte eines
Bildes l

at sich auf viele Arten auf Cluster verteilen; diese Aufteilungen werden als Partitionen
bezeichnet.

Ahnlichkeitskriterien st

utzen sich auf bestimmte Merkmale, die aus den Bildern extrahiert
werden k

onnen. Anstatt zur Segmentierung die ganze verf

ugbare Bildinformation auf einmal zu
nutzen, reduziert die Auswahl bestimmter Merkmalstypen aus der verf

ugbaren Merkmalsmenge
den totalen Informationsgehalt der Bildszene qualitativ und quantitativ auf das f

ur den Anwen-
dungsfall erforderliche Ma. So k

onnen die Segmentierungsalgorithmen auf den ausgew

ahlten
Merkmalstypen optimiert werden.
Die Festlegung der Anzahl und der Eigenschaften der Cluster kann manuell oder auto-
matisiert erfolgen. Im ersten Fall spricht man von

uberwachter Segmentierung, im zweiten von
un

uberwachter Segmentierung oder Cluster-Formation. Bei der

uberwachten Segmentierung gibt
der Benutzer die Cluster f

ur bestimmte Merkmalsklassen entweder explizit vor, oder er deniert
eine Reihe sogenannter
"
Trainingsgebiete\, an Hand derer sich das Segmentierungsverfahren die
Eigenschaften der optimalen Cluster selbst

andig berechnet. Mit der expliziten Vorgabe der Clu-
ster oder der Trainingsgebiete ist die Cluster-Anzahl implizit festgelegt. Un

uberwachte Segmen-
tierungsverfahren gehen von einer vorgegebenen Cluster-Anzahl aus und bestimmen die Cluster
automatisch. Im zweiten Schritt, der eigentlichen Klassizierung, werden diese (manuell) realen
Merkmalsklassen zugeordnet.
Im Falle der Hirnsegmentierung ist die Zielsetzung, alle Bildpunkte des Mevolumes bei
einem m

oglichst geringen Anteil falsch klassizierter Pixel den vier Merkmalsklassen Liquor
(CSF), graue Hirnsubstanz, weie Hirnsubstanz und extrakranielle Gewebe zuzuordnen.
2.3.2 Merkmalsextraktion
Die aus den Bildern extrahierten Merkmale k

onnen sehr verschiedenartig sein. Man unterschei-
det zwischen den Pixelgrauwerten der akquirierten Aufnahmen und komplexen Merkmale, die
auf den lokalen Grauwertabh

angigkeiten benachbarter Pixel wie Kanten und Texturen, beruhen.
2.3.2.1 Merkmale auf der Grundlage der akquirierten Grauwerte
In den allermeisten F

allen werden die Pixelgrauwerte direkt verwendet. Die Intensit

atswer-
te stammen entweder aus einzelnen Aufnahmen oder aus S

atzen mehrerer Aufnahmen ein und
derselben Szene; letzteres wird als multispektrales Bilddatenmaterial bezeichnet. LiegenM Auf-
nahmen ein und derselben Szene vor, lassen sich die Pixelgrauwerte der diskreten Koordinaten
jeweils zuM -dimensionalen Merkmals- oder Pixelvektoren zusammenfassen, womit die Aufnah-
men einen M -dimensionalen Merkmalsraum aufspannen.
2.3.2.2 Merkmale auf der Grundlage lokaler Grauwertabh

angigkeiten
Werden zus

atzlich zum Grauwert eines Pixels auch die Grauwerte seiner Nachbarn in die Aus-
wertung mit einbezogen, vergr

oert sich die gewonnene Informationsmenge betr

achtlich. Aus
der Betrachtung der n

achsten Nachbarn eines Pixels lassen sich

uber die Grauwertdierenzen
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zwischen den einzelnen Pixelpaaren die Richtung und die St

arke eines an dieser Stelle eventu-
ell vorhandenen Grauwertgradienten berechnen, was die Identikation von Kanten erm

oglicht.
Wertet man etwas gr

oere Nachbarschaftsgebiete aus, k

onnen numerische Kenngr

oen bestimm-
ter, unterschiedlich komplexer Eigenschaften eines Pixelkollektivs berechnet werden, die teil-
weise eine hohe Gewebespezit

at besitzen.
2.3.2.2.1 Lokale Gradienten Zur Kantendetektion werden in der Literatur verschiedene
Gradientenoperatoren genannt, die auf unterschiedliche Weise Intensit

atsgradienten im Bild
auswerten [51, 77, 135]. Alle Kantendetektoren sind von dem grunds

atzlichen Problem betrof-
fen, da sie nicht nur auf tats

achlich vorhandene Kanten imBild reagieren, sondern auch auf das
Rauschsignal und eventuell vorhandene Bildartefakte [96]. Kantendetektoren liefern dar

uber-
hinaus nicht notwendigerweise geschlossene Randkurven.
2.3.2.2.2 Lokale Texturen Textur ist eine Eigenschaft von Objektober

achen, die ana-
lytisch durch ein zweischichtiges Modell beschrieben werden kann: die untere Schicht bilden
die Texturprimitive, aus denen sich die Texturen zusammensetzen, die obere Schicht sind die
Wechselwirkungen der Texturprimitive untereinander [82, 83]. Texturprimitive sind Grauwert-
primitive, d. h. Regionen mit Grauwerteigenschaften, die durch Minimal-, Maximal- oder Mit-
telwerte beschreibbar sind. Die Regionen selbst sind kompakte Pixelmengen, die den Regionen
diese Eigenschaften aufpr

agen, und sind beschreibbar durch ihre Fl

ache und

auere Form. Eine
Bildtextur entsteht durch die Anzahl, die Art und die r

aumliche Anordnung der Primitive, aus
denen sie zusammengesetzt ist. Die r

aumliche Anordnung kann zuf

allig oder durch paarweise
oder kompliziertere Abh

angigkeiten der einzelnen Primitive voneinander gekennzeichnet sein.
Diese Abh

angigkeiten wiederum sind m

oglicherweise strukturbedingt, wahrscheinlichkeitsbe-
dingt oder funktional.
Texturen werden durch Eigenschaften wie fein, grob, weich, k

ornig, regelm

aig etc. cha-
rakterisiert. Jedes dieser Adjektive l

at sich einerseits einer ganz bestimmten Eigenschaft der
Texturprimitive und andererseits ihrer Organisation untereinander zuordnen. Zur vollst

andigen
Beschreibung einer Textur sind beide Komponenten auszuwerten. Verf

ugbare mathematische
Methoden der Texturanalyse ber

ucksichtigen jedoch immer nur Teilaspekte einer Textur, so
da eine umfassende Texturbeschreibung immer die Kombination mehrerer Methoden ist.
Texturanalyse Texturparameter dienen zur mathematischen Beschreibung der Texturei-
genschaften einer Bildregion. Sie werden durch Auswertung der Pixelwerte und ihrer r

aumlichen
Anordnung innerhalb dieser Region berechnet [82, 83, 93, 135]. Da die Gr

oe und

auere Form
der Region insbesondere die komplexeren Texturparameter beeinut [136, 152], m

ussen Min-
destgr

oen eingehalten werden, was wiederum die erreichbare Ortsaufl

osung bei der Merkmals-
extraktion verschlechtert. So ist der Einsatzbereich der Texturanalyse eher in der Klassizierung
bereits segmentierter Regionen, denn in der Segmentierung selbst zu sehen [58, 80, 103, 133, 134].
Fraktales Konzept Medizinische Bilddaten besitzen typischerweise einen gewissen Grad
an Zuf

alligkeit. Interpretiert man die Pixelgrauwerte als H

ohenwerte einer strukurierten Ober-


ache, k

onnen diese durch das von Mandelbrot entwickelte fraktale Konzept beschrieben werden
[68, 95, 114, 125].
Die in der Literatur angegebenen Rechenzeiten f

ur die Merkmalsextraktion [53] sowie eigene
Untersuchungen [70] lassen das fraktale Konzept allerdings als v

ollig ungeeignet f

ur jegliche
Segmentierungsanwendungen auf Low-End-Hardwareplattformen erscheinen.
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Abbildung 2.20: Einteilung der Segmentierungsverfahren (nach [58]).
2.3.3 Segmentierungsverfahren { Ein

Uberblick
Die im Zusammenhang mit der medizinischen Bildverarbeitung genannten Methoden zur Merk-
malsextraktion k

onnen nach verschiedenen Gesichtspunkten eingeteilt werden:
1.

Uberwachte Segmentierungsverfahren (Klassizierung) { un

uberwachte Segmentierungs-
verfahren (Cluster-Formation) { andere Verfahren (vgl. Abb. 2.20)
2. Einzelbildsegmentierungsverfahren (grauwertorientierte Segmentierung, greyscale segmen-
tation) { multispektrale Segmentierungsverfahren (Merkmalsextraktion, pattern recogni-
tion)
Meistens erfolgt eine Unterscheidung nach (1). Im Hinblick auf die Reproduzierbarkeit ihrer
Segmentierungsergebnisse haben

uberwachte und un

uberwachte Segmentierungsverfahren v

ollig
unterschiedliche Eigenschaften. Beide Ans

atze sind in Abb. 2.21 einander gegen

ubergestellt.
2.3.3.1 Vorbemerkungen
Bei der Segmentierung eines einzelnen Schichtbildes ist die Information, die ein Pixel liefert,
ein Grauwert. Stehen mehrere Spektralkan

ale zur Verf

ugung, kann zur Segmentierung die In-
formation aus allen Kan

alen gleichzeitig herangezogen werden. Werden die Schichtbilder ein
und derselben anatomischen Schicht aus M verf

ugbaren Spektralkan

alen l, l = 1; 2; : : : ;M

ubereinandergelegt, bilden die Pixel der einzelnen Schichtbilder mit N
x
N
y
Bildpunkten eine
Menge X  IR
M
, X = fx
1
;x
2
; : : : ;x
i
; : : : ;x
N
g bestehend aus N = N
x
N
y
M -dimensionalen
Pixel- oder Merkmalsvektoren x
i
= (x
i1
; x
i2
; : : : ; x
iM
).
4
x
il
sei der Grauwert des Pixels P
i
im
Spektralkanal l.
In den Aufnahmen einer Schicht seien c verschiedene Merkmalsklassen r, r = 1; 2; : : : ; c
vertreten. Dann gibt es im M -dimensionalen Merkmalsraum von X unter allen Partitionen
U genau eine optimale Partition U

mit c Clustern C
r
, die den jeweiligen Merkmalsklassen
r fest zugeordnet sind. F

ur U

gilt f

ur alle Pixelvektoren x
i
: Der Bildpunkt x
i
stammt mit
4
Im vorliegenden Fall sindM = 2 und N = 256.
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Abbildung 2.21:

Uberwachte und un

uberwachte Segmentierung.
der h

ochsten Wahrscheinlichkeit aus der jeweiligen Merkmalsklasse r, welcher der Cluster C
r
zugeordnet ist, in der sich x
i
bendet. Der Zugeh

origkeitsgrad eines Pixelvektors x
i
zu einer
Merkmalsklasse r wird als Zahlenwert u
ir
angegeben. Ist u
ir
2 f0; 1g, wird die Klassenzu-
geh

origkeit als fest oder hard , ist 0  u
ir
 1, wird sie als unscharf oder fuzzy bezeichnet; in
beiden F

allen ist die Normierungsbedingung
P
c
r=1
u
ir
= 1 erf

ullt. Bei unscharfer Klassenzu-
geh

origkeit kann ein Pixelvektor x
i
mit unterschiedlichen Graden zu mehreren Merkmalsklassen
gleichzeitig geh

oren. Diese c Klassenzugeh

origkeitsgrade u
ir
bilden den x
i
zugeordnete c-dimen-
sionale Markierungsvektoren u
i
= fu
i1
; u
i2
; : : : ; u
ic
g, die in einer die Partition beschreibenden
N  c-Matrix U zusamengefat sind.
Sofern die in den einzelnen Spektralkan

alen transportierten Grauwerte untereinander un-
korreliert sind, erlaubt die multispektrale Segmentierung im Vergleich zu grauwert- oder textur-
orientierten Verfahren eine erheblich robustere Gewebetrennung.
2.3.3.2

Uberwachte Segmentierung (Klassikatoren)

Uberwachte Segmentierungsverfahren f

uhren die Segmentierung und Klassizierung der Pixel-
menge X auf der Grundlage einer im voraus bereitgestellten Menge von Musterdaten durch,
die auch als Lern- oder TrainingsdatenmengeX
L
, N
L
= jX
L
j bezeichnet wird (Abb. 2.21). Die
darin enthaltenen Pixelvektoren x
i
2 X sind in c Untermengen X
Lr
aufgeteilt, deren Inhalt
x
i
2 X
L
jeweils einer der Merkmalsklassen r durch u
ir
= 1 fest zugeordnet ist. N
Lr
= jX
Lr
j
ist die Anzahl der Pixelvektoren in X
Lr
. Die KomplementmengeXnX
L
heit Testdatenmenge
X
T
[39].
Die Zuordnungen u
ir
f

ur die Trainingsdaten werden in der Regel interaktiv festgelegt. Ein
mit der menschlichen Anatomie vertrauter Benutzer markiert kleine repr

asentative Trainings-
gebiete f

ur alle Merkmalsklassen. Anschlieend wird der Klassikator mit diesen Proben
"
trai-
niert\, d. h. er
"
erlernt\ die individuellen Eigenschaften der zu segmentierenden Merkmale.
Sobald das Training abgeschlossen ist, versucht der Klassikator, auf dieser Grundlage die
restlichen Pixelvektoren im Bild den Merkmalsklassen zuzuordnen. Hier wird aber schon ei-
ne Schwachstelle der

uberwachten Segmentierung sichtbar: Zum einen steht und f

allt die Ge-
nauigkeit der Segmentierungsergebnisse mit der Auswahl repr

asentativer Trainingsgebiete, zum
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anderen m

ussen f

ur alle im Bild vorkommenden (einschlielich der nicht interessierenden) Merk-
malsklassen Proben bereitgestellt werden.
2.3.3.2.1 Neuronale Netzwerke Neuronale Netzwerke sind massiv parallele Architektu-
ren, die {

ahnlich ihren biologischen Vorbildern { aus in Schichten angeordneten Neuronen oder
Prozessorelementen bestehen und untereinander

uber gewichtete Verbindungen verschaltet sind.
Die wichtigsten Vertreter sind das Feed-Forward-Netzwerk [39, 40, 57, 81, 111, 121, 138] mit
den beiden topologischen Varianten Backpropagation- und Cascade-Correlation-Netzwerk , so-
wie das Kohonen-Feature-Map [49, 98, 130]. Die Prozessorelemente nehmen hereinkommende
Signale auf, f

uhren eine logische oder arithmetische Verarbeitung durch und geben das Ergeb-
nis

uber die ausgehenden Verbindungen weiter. Die im Netzwerk gespeicherte Information ist
durch die Gewichtungsfaktoren der Verbindungen repr

asentiert. Das System

ubernimmt an sei-
nem Eingang einen M -dimensionalen Pixelvektor x
i
und liefert nach dessen Verarbeitung am
Ausgang einen c-dimensionalen Ausgabevektor u
i
, wobei die Dimensionen M und c durch die
Anwendung vorgegeben sind.
In der
"
Lernphase\ werden an die Eingangsschicht des neuronalen Netzwerkes Trainings-
vektoren angelegt und die Gewichtungsfaktoren dabei nach einem bestimmten Lernalgorithmus
solange variiert, bis die gew

unschten Ausgabevektoren produziert werden. Im Idealfall ist das
Netzwerk anschlieend in der Lage, zu generalisieren, d. h. mit dem
"
erlernten\ Wissen auf
unbekannte Testvektoren am Eingang mit ad

aquaten Ausgabevektoren zu reagieren.
2.3.3.2.2 ParametrischeKlassikatoren Parametrische Klassikatoren nutzen zur Klas-
sikation a priori-Wissen

uber die Grauwertverteilungen der einzelnen Merkmalsklassen in der
Aufnahme. Mit diesem Vorwissen und unter Verwendung der Lerndatenmenge werden mathe-
matische Entscheidungsregeln zur Klassizierung der Testdaten parametrisiert [39].
Parametrische Methoden k

onnen nur dann eingesetzt werden, wenn die statistischen Vertei-
lungsfunktionen aller Merkmalsklassen entweder bekannt sind oder sich n

aherungsweise durch
Standardverteilungen beschreiben lassen.
Maximum-Likelihood-Methode Die Maximum-Likelihood-Methode (MLM) ist ein pa-
rametrischer Klassikator auf der Grundlage der Bayesschen Entscheidungsregel zur Maximie-
rung der a posteriori-Wahrscheinlichkeiten [55, 57, 60, 76, 86, 108, 147, 149]. Der Pixelvek-
tor x sei einer Grauwertverteilung X , zusammengesetzt aus c statistischen Verteilungen X
r
,
entnommen. Jede Verteilung X
r
besitze eine a priori-Wahrscheinlichkeit p(r) und eine klas-
senspezische Wahrscheinlichkeitsdichte p(x j r). Die Wahrscheinlichkeitsdichte p(x) der Grau-
wertverteilung ist nach dem Satz von der totalen Wahrscheinlichkeit [47]
p(x) =
c
X
r=1
p(r) p(x j r) : (2.60)
Die a posteriori-Wahrscheinlichkeit, da ein gegebener Vektor x aus der Merkmalsklasse r
stammt, ist p(r j x). Sie l

at sich mit dem Bayesschen Satz
p(r j x) =
p(x j r)
p(x)
(2.61)
berechnen, wenn die Komponenten der rechten Seite bekannt sind. Die Bayessche Entschei-
dungsregel zur Klassizierung eines Vektors x 2X kann nun folgendermaen formuliert werden
(C
r
sei der der Merkmalsklasse r zugeordnete Cluster):
x 2 C
r

() p(r

) p(r

j x)  p(r) p(r j x) 8 r 6= r

: (2.62)
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Wird angenommen, da die klassenspezischen Wahrscheinlichkeitsdichten p(x j r) durch Nor-
malverteilungsdichten beschreibbar sind, lassen sich die a posteriori-Wahrscheinlichkeiten als
mehrdimensionale Normalverteilungsdichten angeben
p(r j x) =
1
(2)
M=2
jC
r
j
2
e
 
1
2
d
2
r
; (2.63)
M ist die Dimension der Pixelvektoren x. d
r
ist ein Distanzma, die sogenannte Mahalanobis-
Distanz
d
2
r
= (x m
r
)
T
C
 1
r
(x m
r
) ; (2.64)
wobei m
r
der Mittelwertvektor und C
r
die Kovarianzmatrix sind, beide berechnet aus der
Lerndatenmenge X
Lr
f

ur die Merkmalsklasse r. Die Berechnung kann n

aherungsweise aus den
nachstehenden Beziehungen erfolgen. F

ur m
r
gilt
m
r

1
N
Lr
X
x
i
2X
Lr
x
i
(2.65)
und f

ur C
r
C
r

"
1
N
Lr
X
x
i
2X
Lr
x
i
x
T
i
#
 m
r
m
T
r
: (2.66)
m
r
hat die DimensionM und C
r
ist eine M M -Matrix.
F

ur den praktischen Einsatz werden die a priori-Wahrscheinlichkeiten p(r) als gleich gro
angenommen, da in der Regel hier

uber keine genauen Informationen verf

ugbar sind. Zun

achst
werden in einer
"
Lernphase\ f

ur alle Merkmalsklassen r die Gr

oen m
r
und C
r
aus den ent-
sprechenden Proben X
Lr
berechnet. Anschlieend werden f

ur jedes x
i
2 X
T
die c Wahr-
scheinlichkeiten f

ur die Merkmalsklassenzugeh

origkeit p(r j x)

uber (2.64) und 2.63) ermittelt.
Durch Anwendung von (2.62) kann schlielich eine Klassizierung vorgenommenwerden, indem
x
i
dem Cluster derjenigen Merkmalsklasse zugeschlagen wird, f

ur die p(r j x
i
) am gr

oten ist
(maximum likelihood).
2.3.3.2.3 Nichtparametrische Klassikatoren Die nichtparametrischen Klassikatoren
machen keine Annahmen

uber die statistische Zusammensetzung eines Bildes.
k-Nearest-Neighbours-Verfahren Das k-Nearest-Neighbours-Verfahren (k-NN) nutzt
eine gen

ugend groe, bereits klassizierte Menge von Pixelvektoren, die Lerndatenmenge X
L
[39, 57, 62, 65, 94]. Zun

achst wird ein Parameter k gew

ahlt, n

amlich die Anzahl der n

achsten
Nachbarn x
j
in der Umgebung eines noch unklassizierten Pixelvektors x
i
2 X
T
im M -di-
mensionalen Merkmalsraum, dann ein Distanzma d in IR
M
, im allgemeinen der Euklidische
Abstand
d(x
i
;x
j
) = kx
i
  x
j
k =
q
(x
i
  x
j
)
T
(x
i
  x
j
): (2.67)
Das k-NN-Verfahren f

uhrt nun f

ur alle Pixelvektoren x
i
2 X
T
eine Klasseneinteilung durch:
Ein noch unklassizierter Pixelvektor x
i
wird derjenigen Merkmalsklasse r zugeordnet, der
die meisten seiner k n

achsten Nachbarn x
j
im Merkmalsraum angeh

oren. Der Algorithmus ist
nichtiterativ:
Algorithmus 2.1 k-Nearest Neighbours
1. Erstelle eine N
L
 c-Matrix U
L
aus den Markierungsvektoren u
j
der N
L
Pixelvektoren
x
j
2X
L
.
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2. W

ahle die Anzahl der n

achsten Nachbarn k.
3. W

ahle ein Distanzma d(x
i
;x
j
) in IR
M
.
4. Wiederhole f

ur alle x
i
2X
T
Berechne die Distanzen d
i
t
(x
i
;x
j
) f

ur alle x
j
2 X
L
und ordne sie in aufstei-
gender Reihenfolge
n
d
i
1
 d
i
2
     d
i
k
 d
i
k+1
     d
i
N
L
o
an. Ermittle
die k Spaltenvektoren u
i
t
aus U
L
zu den n

achsten Nachbarn x
i
t
von x
i
, t =
1; 2; : : : ; k. Berechne den Vektor p( j x
i
) = fp(1 j x
i
); p(2 j x
i
); : : : ; p(c j x
i
)g
T
der a posteriori-Wahrscheinlichkeiten mit
p(r j x
i
) =
1
k
k
X
t=1
u
i
t
r
: (2.68)
F

ur die Zuteilung von x
i
zu einem einer Merkmalsklasse r zugeordneten Clu-
ster C
r
wird der Vektor p( j x
i
)
"
defuzziziert\, d. h. es wird seine maximale
Komponente gesucht, welche die gr

ote Klassenzugeh

origkeitswahrscheinlichkeit
bezeichnet:
x
i
2 C
r

() p(r

j x
i
) = max
r
p(r j x
i
) : (2.69)
Thresholding Die Grauwertdiskriminierung (Thresholding) ist eine sehr intuitive Metho-
de. Die Klassenzugeh

origkeit eines Pixels ist durch seinen Grauwert bestimmt, indem es, falls
sein Grauwert unterhalb eines festen Schwellenwertes liegt, der einen, ansonsten der anderen
Merkmalsklasse zugewiesen wird. Thresholding kann auch zur Trennung von Unterr

aumen im
mehrdimensionalen Merkmalsraum verwendet werden, ist also nicht auf eindimensionale An-
wendungen beschr

ankt.
Wegen der einfachen Implementierung wird Thresholding sehr h

aug in der medizinischen
Bildverarbeitung eingesetzt und liefert auch mit MR-Daten brauchbare Ergebnisse [14, 15,
16, 17, 2, 18, 19, 42, 48, 64, 89, 109, 145, 157, 160]. Das Verfahren ist ungeeignet, wenn das
Bildmaterial stark verrauscht oder durch Signalinhomogenit

aten beeintr

achtigt ist. W

ahrend
durch Rauschen hervorgerufe Segmentierungsartefakte sich mittels Tiefpalterung der Aufnah-
men verringern lassen, erfordern Signalinhomogenit

aten unter Umst

anden einen ortsabh

angigen
Schwellenwert anstatt eines globalen [102, 160].
Zur Bestimmung des optimalen Schwellenwertes ist eine manuelle Vorgabe [109] ebenso
denkbar wie eine automatisierte Bestimmung durch Verfahren, die den globalen Schwellenwert
mittels eines G

utekriteriums iterativ optimieren [145]. Ein empirischer Ansatz ist die Berech-
nung des Schwellenwertes unter Verwendung eines optimalen Klassikators auf der Grundlage
des Grauwerthistogramms [14, 15, 16, 17, 2, 18, 19, 42, 48].
Region-Growing Das Gebietswachstum (Region-Growing) ist ein klassischer Algorith-
mus zur Einzelbildsegmentierung. Unter Region-Growing fallen zwei unterschiedliche Ans

atze,
das Split-and-Merge-Verfahren [37] und das Seed-Growing-Verfahren, das auch als Connectivi-
ty-Algorithmus bezeichnet wird [14, 15, 16, 17, 2, 18, 19, 59, 60, 89].
Ausgehend von einem Saatpunkt innerhalb der zu bestimmenden Region vergr

oert das
Seed-Growing durch einem iterativen Wachstumsalgorithmus die bisher gefundene Region durch
Hinzunahme benachbarter Pixel, falls diese einem bestimmten

Ahnlichkeitskriterium S(P
i
; P
j
)
gen

ugen [2]:
Algorithmus 2.2 Seed-Growing
1. Markiere den Saatpunkt.
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2. Wiederhole f

ur jedes markierte Pixel P
i0
mit mindestens einem unmarkierten unmittel-
baren Nachbarn P
i
Ist f

ur ein unmarkiertes Pixel P
i
das Kriterium S(P
i0
; P
i
) erf

ullt, so markiere
P
i
solange, bis kein unmarkiertes Pixel mehr markiert werden kann.
Das Ergebnis ist eine zusammenh

angende, den Saatpunkt enthaltende RegionR, in der f

ur jedes
Pixel P
i
mindestens ein Nachbar P
j
existiert, so da das Pixelpaar (P
i
; P
j
) das

Ahnlichkeits-
kriterium S(P
i
; P
j
) erf

ullt. Das Innere der Region ist lokal homogen, w

ahrend ihr Randbereich
von starken Inhomogenit

aten gepr

agt ist. S steuert das Regionenwachstum an Stellen gr

oerer
lokaler Inhomogenit

aten und stellt mithin ein Abbruchkriterium dar. Das

Ahnlichkeitskriterium
kann beispielsweise auf der Grundlage bestimmter statistischer Eigenschaften der zu segmen-
tierenden Region formuliert werden [2].
Seed-Growing versagt meist an kontrastarmen Kontaktstellen zwischen verschiedenen Merk-
malsregionen, die eigentlich getrennt werden m

uten. Die Folge sind schwerwiegende Fehlseg-
mentierungen, weil an diesen Kontaktstellen der Wachstumsproze nicht zum Stillstand kommt
und die Region

uber d

unne Kan

alchen quasi
"
ausblutet\ [2].
2.3.3.3 Un

uberwachte Segmentierung (Cluster-Formation)
Clustering oder Cluster-Formation sind Verfahren zur un

uberwachten Segmentierung von Pi-
xelvektormengen X in Cluster, die selbst

andig in einer Menge von Merkmalsvektoren nach
einer Struktur suchen. Trainingsdaten werden daher nicht ben

otigt. Die Segmentierungsergeb-
nisse sind exakt reproduzierbar, weil sie durch Inter- und Intra-Operator-Variabilit

aten, die bei
der Auswahl der Trainingsgebiete unvermeidlich sind, nicht beeintr

achtigt werden k

onnen. Die
einzige Vorgabe, die allerdings groen Einu auf das Clustering-Resultat hat, ist die Anzahl
der zu bestimmenden Cluster: Ist dieser Parameter zu klein gew

ahlt, geht bei der Segmentie-
rung unn

otigerweise Information verloren, wohingegen bei einem zu gro gew

ahlten Wert die
gefundenen Cluster wahrscheinlich keine sinnvolle anatomische Bedeutung mehr besitzen.
Clustering f

uhrt lediglich die Verteilung der Pixelvektormenge eines Bildes auf eine vorgege-
bene Anzahl von Clustern durch. Da das Verfahren kein a priori-Wissen

uber den Bedeutungs-
gehalt der erzeugten Cluster besitzt, ist anschlieend eine explizite Klassizierung notwendig,
bei der die Cluster den realen Merkmalen zugeordnet werden (Abb. 2.21).
Clustering-Verfahren k

onnen grob nach ihrem Funktionsprinzip (zielfunktionsorientiert, gra-
phentheoretisch, hierarchisch) oder nach ihren zugrundeliegenden Modell (deterministisch, sta-
tistisch, fuzzy) kategorisiert werden [50]. Die beiden wichtigsten Verfahren, der Hard c-Means-
Algorithmus [39, 80, 97, 119, 142, 143, 146, 148, 149] bzw. der fuzzy c-Means-Algorithmus
[46, 50, 56, 81, 101, 105] sind zielfunktionsorientierte und deterministische bzw. fuzzy Ans

atze.
2.3.3.4 Direkte (algebraische) Volumetrieverfahren
Algebraische Methoden behandeln auf elegante Weise die st

orenden Teilvolumeneekte bei der
Bestimmung von Strukturvolumina auf der Grundlage von 2D- oder 3D-Bilddaten. Zwei h

aug
eingesetzte Verfahren sind das Eigenimage-Filter [77, 91, 124, 141, 155] und die Vektor-Dekom-
position.
2.3.3.4.1 Vektordekomposition Die Vektordekomposition ist eine Methode imM -dimen-
sionalen Merkmalsraum zur Bestimmung der Teilvolumina von c Merkmalsklassen [45]. Sie ist
anwendbar, sofern eindeutige und m

oglichst orthogonale Signaturvektoren f

ur die einzelnen
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Merkmalsklassen zur Verf

ugung stehen. Die Mittelwerte x
l
der Grauwerte x
il
in allen l Spek-
tralkan

alen sind die Elemente des zugeh

origen Signaturvektors s
r
der Merkmalsklasse r [124].
Das l-te Element s
rl
von s
r
berechnet sich zu
s
rl
= x
l
=
1
n
R
r
X
x
i
2R
r
x
il
; (2.70)
wobei n
R
r
die Anzahl der Pixel in R
r
ist.
Ein Voxel i mit dem Volumen V enthalte c Merkmalsklassen r mit ihren jeweiligen Teilvo-
lumina V
ri
bzw. Volumenanteilen f
ri
= V
ri
=V . F

ur die Summe alle Volumenanteile f
ri
gilt
c
X
r=1
f
ri
= 1: (2.71)
F

ur jede Merkmalsklasse r kann nach (2.70) ein Signaturvektor s
r
berechnet werden. Der Grau-
wert des Voxels i im Spektralkanal l ist dann
x
il
=
c
X
r=1
f
ri
s
rl
: (2.72)
Das Gleichungssystem ist genau dann nach den c Unbekannten f
ri
eindeutig aufl

osbar, wenn
die Anzahl der Spektralkan

ale c  1 ist [91].
Die Vektordekomposition ist ein sehr schnelles Verfahren und wurde bereits mit Erfolg in
klinischen Studien eingesetzt [45, 60, 71, 92, 106, 109, 132].
2.3.3.5 Konturorientierte Verfahren
Konturorientierte Verfahren werten die in der Aufnahme vorhandenen Grauwertgradienten
(Kanten) aus. Zur Bestimmung von Betrag und Richtung des lokalen Gradienten wird die Umge-
bung jedes Bildpunktes mit Gradientenoperatoren analysiert. Man unterscheidet zwei Ans

atze,
zum einen die Kantendetektoren, welche nach im Bild bendlichen Kanten suchen (Abschnitt
2.3.2.2.1), zum anderen die Konturverfolgungsalgorithmen, welche versuchen, Objektr

ander als
geschlossene Kurven darzustellen.
Im Sinne der Segmentierung ist die sogenannte Konturverfolgung (Boundary-Tracing) we-
sentlich geeigneter als die Kantendetektion { sie liefert im Erfolgsfall immer eine geschlossene
Randkurve, die aber nicht unbedingt die optimale sein mu. Ausgehend von einem bekannten
Randpunkt der zu segmentierenden Region, dem Startpunkt, verfolgt das Verfahren beispiels-
weise einen Pfad entlang des maximalen Gradienten, bis der Endpunkt erreicht ist. Im Idealfall
entspricht dieser Pfad genau der Randkurve dieser Region, wenn der Start- auch gleichzeitig
der Endpunkt ist. Ein sehr leistungsf

ahiger und gut auf den Anwendungsfall optimierbarer
Konturverfolger ist die heuristische Suche, ein graphenorientiertes Verfahren [37].
Auch die Konturverfolgung wird durch Rauschen und Artefakte beeintr

achtigt. Abgesehen
vom dem Problem, einen Randpunkt der zu bestimmenden Merkmalsregion als Startwert bereit-
stellen zu m

ussen, k

onnen f

ur das Verfahren un

uberwindliche Unterbrechungen im Verlauf der
Randkontur zum Fehlerabbruch f

uhren. Auch im Hinblick auf den hohen numerischen Aufwand
beschr

ankt sich der Einsatz der Konturverfolgung auf die Isolierung groer und wohldenierter
Regionen [58]. Vage und verrauschte, mit dem heuristischen Suchverfahren nicht extrahierba-
re Konturen lassen sich unter Umst

anden mit einem anderen Verfahren identizieren, das als
Dynamic-Programming bezeichnet wird [37, 151].
2.3.3.6 Hilfsverfahren
Die folgenden beiden Hilfsverfahren sind keine eigenst

andigen Segmentierungsverfahren, son-
dern dienen als unterst

utzende Werkzeuge im Rahmen der Merkmalsextraktion.
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2.3.3.6.1 Schablonen (Templates) Die Anatomie des intakten menschlichen K

orpers,
damit auch die des Gehirns, ist immer

ahnlich. So ist es denkbar, von einem Normalkollektiv
geschlechts- und altersspezische Normale als Referenz f

ur die Hirnsegmentierung zu gewinnen.
Eine passende Referenz k

onnte dann durch elastische Anpassung an die Gegebenheiten eines
zu segmentierenden Datensatzes angepat werden. Man gewinnt auf diese Weise eine relativ
robuste Grundlage f

ur einen anschlieenden Segmentierungsvorgang. Geeignete Verfahren sind
I die Hough-Transformation, welche die verschobene, gedrehte und isotrop skalierte Variante
eines vorgegebenes Referenzobjektes in einer Aufnahme identizieren kann [37, 77]
I das symmetrische Phase-Only-Matched-Filtering von Fourier-Mellin-Transformierten, das
prinzipiell das gleiche leistet, aber numerisch wesentlich ezienter ist [54]
I das neuronal mapping, das elastische geometrische Transformationen eines Bildobjektes
auf ein Referenzobjekt mittels eines neuronalen Netzwerkes durchf

uhrt [99]
Nachteilig ist, da die aufgef

uhrten Verfahren Abweichungen der individuellen anatomischen
Verh

altnisse von der Norm vollst

andig unber

ucksichtigt lassen. Da mit einem hohen Rechen-
aufwand verbunden, sind sie weniger f

ur Segmentierungsaufgaben auf leistungsschw

acheren
Rechnern geeignet, als f

ur automatisierte Lagekorrekturmanahmen an der Bilddatenbasis (Ab-
schnitt 2.5.2.3).
2.3.3.6.2 Morphologische Operatoren Die mathematische Morphologie ist an der

aue-
ren Form der Objekte orientiert, so da morphologische Operatoren in erster Linie auf bin

are
Bilder angewandt werden. Richtig eingesetzt vereinfachen morphologische Operatoren die Bild-
daten durch Eliminierung irrelevanter Information unter Erhaltung der wesentlichen Charak-
teristik der

aueren Form [84]. Die morphologischen Basisoperatoren erodieren oder dilatieren
Strukturen, komplexere Operationen, wie das

Onen und Schlieen von Regionen, bauen auf
diesen Basisoperatoren auf. Im Rahmen der Bildsegmentierung werden morphologische Ope-
ratoren bevorzugt zur Vorbereitung von Verarbeitungsschritten oder zur Bereinigung von Seg-
mentierungsartefakten verwendet [38, 48].
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2.4 Datenmodellierung
Alle Merkmalsextraktionsverfahren, die weiter unten im Rahmen der Hirnsegmentierung Ver-
wendung nden, ben

otigen zur Durchf

uhrung der Pixelklassikation bestimmte Informationen

uber die Grauwerteigenschaften der Aufnahmen. Im allgemeinen reicht die statistische Beschrei-
bung der betrachteten Merkmalsklassenverteilungen in den beiden Grauwerthistogrammen aus,
um im Bedarfsfall notwendige Daten wie Schwellenwerte, Abbruchbedingungen und Signatur-
vektoren davon abzuleiten. Diese statistische Beschreibung kann im Vorfeld mit geeigneten
Methoden aus den Grauwerthistogrammen gewonnen werden.
In diesem Abschnitt wird zun

achst ein einfaches, aber leistungsf

ahiges parametrisches Modell
zur mathematischen Beschreibung der wichtigsten Grauwertverteilungen in den beiden Aufnah-
metypen vorgestellt, dem { sobald es einmal mit passenden Modellparametern versehen ist {
alle f

ur die Klassikation notwendigen Informationen direkt zu entnehmen sind. Im Anschlu
wird f

ur die Modellparametrisierung schrittweise ein geeigneter Algorithmus zur automatischen
Bestimmung der Modellparameter aus den einzelnenen Schichtaufnahmen entwickelt. Die Be-
schreibung eines Maximum-Likelihood-Klassikators auf der Grundlage der gerade erarbeiteten
Modellvorstellung bildet den Abschlu.
2.4.1 Ein Modell f

ur die Grauwertverteilung
Grauwerthistogramme realer Aufnahmen sind in der Regel nicht durch eine einzige mathema-
tische Funktion in geschlossener Form modellierbar. Schon einige der Einzelverteilungen, aus
denen sich die Histogramme zusammensetzen und die den verschiedenen Merkmalsklassen zu-
geordnet sind, k

onnen unter Umst

anden mathematisch

uberhaupt nicht oder zumindest nicht
in geschlossener Form darstellbar sein. Daher setzt sich das vollst

andige Gewebemodell aus drei
Teilmodellen zusammen, die jeweils nur bestimmte Aspekte der Grauwerthistogramme beider
Aufnahmetypen n

aherungsweise beschreiben:
I ein Modell zur Beschreibung des Rauschsignals im Vorder- und Hintergrund der Aufnah-
men
I je ein Modell f

ur die PSIF- und die MPRAGE-Aufnahme zur Beschreibung der Merkmals-
klassenverteilungen von Luft, Liquor (CSF), Fettgewebe, grauer und weier Hirnsubstanz
(vgl. auch Abb. 2.26, Seite 51).
Die Verteilung der Pixelvektoren im zweidimensionalen Merkmalsraum zeigt Abb. 2.22 f

ur
die hier relevanten Merkmalsklassen. Die Cluster sind in den zugeh

origen Konturplots (Abb.
2.23) deutlich als
"
Gebirgsz

uge\ wiederzunden. Die Streudiagramme nehmen bereits Eigen-
schaften der Grauwertverteilungen vorweg, die die sp

atere Pixelklassikation (Abschnitt 2.5)
erheblich verkomplizieren: isointense Gewebe ziehen uneindeutige Merkmalsklassenzugeh

orig-
keiten nach sich, Teilvolumeneekte verwischen die Grenzen zwischen benachbarten Clustern.
2.4.1.1 Ein Rauschmodell
Typische Grauwerthistogramme f

ur den vorliegenden Anwendungsfall zeigen die Abb. 2.27 und
2.28 auf den Seiten 52 und 53. Die Verteilungen des Hintergrundrauschsignals liegen in beiden
Aufnahmetypen an den unteren Enden des Grauwertspektrums. Auf Grund des verh

altnism

aig
groen Hintergrund

achenanteils in den Aufnahmen und der relativ kleinen Streubreite des
Rauschsignals haben diese Verteilungen im Vergleich zu denen des Vordergrundsignals sehr
hohe lokale Maxima, die im allgemeinen auch die absoluten Maxima der Gesamtverteilungen
sind.
Eine rekonstruierte komplexe MR-Aufnahme g^
c
(x; y) einer Schicht an der Position z sei aus
der komplexen eigentlichen Bildinformation g
c
(x; y) und dem komplexen Rauschsignal n
c
(x; y)
2.4. Datenmodellierung 47
Abbildung 2.22: Pixellokalisationen im zweidimensionalen Merkmalsraum f

ur die verschiedenen
Merkmalsklassen. Cluster (a) des Hintergrundes (BG), (b) der extrakraniellen weichen Kopfgewebe
(Non-ICV), (c) des intrakraniellen Volumens (ICV) und (d) randferner Pixel aus Regionen des Fett-
gewebes (Fat), des Liquors (CSF), der grauen (GM) und der weien (WM) Hirnsubstanz. Da sich
die Cluster von Non-ICV und ICV gro

achig

uberdecken, ist das ICV vom restlichen Sch

adel durch
einfache Grauwertdiskriminierung nicht trennbar (b, c). Bei isolierter Betrachtung des ICV sind die
randfernen Pixel von CSF, WM und GM gut unterscheidbar, weil die einzelnen Grauwertverteilungen
deutlich ausgepr

agt und weitgehend disjunkt sind (d). Werden allerdings die Randpixel dieser Regionen
hinzugenommen, verschmelzen die einzelnen Grauwertverteilungen wegen der Teilvolumeneekte (c).
zusammengesetzt [156]:
g^
c
(x; y) = g
c
(x; y) + n
c
(x; y) ; (2.73)
wobei der Vektor (x; y) = (x; y; z)
T
die Position des Bildpunktes in einem kartesischen Koordi-
natensystem beschreibt. Im Idealfall ist die Bildinformation rein reell und der imagin

are Anteil
von g
c
(x; y) vernachl

assigbar. In der Praxis treten jedoch h

aug bei der Messung unvorher-
sagbare Phasenartefakte auf, die dadurch eliminiert werden k

onnen, da als Bildinformation
anstatt des Realteils g^
r
(x; y) der Betrag g = jg^
c
(x; y)j genommen wird.
Im Hintergrund der MR-Aufnahme ist die eigentliche Bildinformation g
c
(x; y)  0, d. h. das
Bild besteht hier lediglich aus dem ortsunabh

angigen komplexen weien Rauschsignal n
c
(x; y):
g = n
c
=
q
n
2
r
+ n
2
i
; (2.74)
mit n
r
= Re(n
c
) und n
i
= Im(n
c
). Auf Grund der Symmetrie der Signalpfade kann davon
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Abbildung 2.23: Konturplots der Streudiagramme einer sagittalen Schicht durch einen Seitenventri-
kel. (a) Gesamtes Bild, (b) intrakranielles Volumen (ICV). In (a) dominiert die hohe und schmale Grau-
wertverteilung der Hintergrundpixel (die z-Werte wurden zur besseren Darstellung auf 100 begrenzt).
Zu h

oheren Grauwerten hin, mit wesentlich kleineren Amplitudenwerten und gr

oeren Streubreiten,
liegen die Grauwertverteilungen der Vordergrundpixel. Deutlich sind drei einzelne Grauwertverteilun-
gen zu unterscheiden: dicht neben der Hintergrundverteilung die Verteilung der extrakraniellen weichen
Kopfgewebe,

ubergehend in die Verteilung der grauen Hirnsubstanz, dahinter die Verteilung der wei-
en Hirnsubstanz (vgl. Abb. 2.27 und 2.28). Die Verteilung des Liquors ist wegen des Mastabes der
z-Achse und des geringen Liquoranteils am ICV in dieser Schicht kaum sichtbar. In (b) ist in der
rechten H

alfte des Vordergrundes der Beitrag des Liquors in den Grauwertintervallen [350; 750] (PSIF)
und [10; 30] (MPRAGE) ansatzweise erkennbar.
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Abbildung 2.24: Grosignaln

aherung f

ur das additive Rauschsignal. Bei groen Signalintensit

aten
jg
c
(x; y)j  jn
c
(x; y)j kann im Betragsbild g^
c
(x; y) der komplexe Vektor des Rauschsignals n
c
durch die
Summe der Projektionen seiner Komponenten n
r
und n
i
auf die Richtung des komplexen Signalvektors
g
c
approximiert werden [48].
ausgegangen werden, da die realen und imagin

aren Anteile des Rauschsignals voneinander un-
abh

angig und mit der gleichen Varianz 
2
bei verschwindendem Mittelwert   0 normalverteilt
sind:
p (n
r
) =
1
p
2
2
e
 n
2
r
=2
2
und p (n
i
) =
1
p
2
2
e
 n
2
i
=2
2
: (2.75)
Mit (2.74) ergibt sich f

ur die Verbunddichte der zweidimensionalen Grauwertverteilung
p (n
r
; n
i
) = p(n
r
)  p(n
i
) =
1
2
2
e
 
(
n
2
r
+n
2
i
)
=2
2
=
1
2
2
e
 n
2
=2
2
; (2.76)
wenn die statistische Unabh

angigkeit der reellen und imagin

aren Rauschsignalanteile n
r
und n
i
vorausgesetzt wird. Damit gilt f

ur den Mittelwert g des Betrages von g^
c
(x; y) mit verschwin-
dender Bildinformation g
c
(x; y)  0
g =
1
Z
 1
1
Z
 1
jn
c
jp(n
r
; n
i
) dn
r
dn
i
g =
2
Z
0
1
Z
0
n p(n
r
; n
i
)




@ (n
r
; n
i
)
@ (n; ')




| {z }
=n
dn d' =
1
Z
0
~p(n) ndn: (2.77)
Als Dichtefunktion der Grauwertverteilung des absoluten Betrages einer zweidimensionalen Nor-
malverteilung und als mathematisches Modell f

ur das Hintergrundrauschen erh

alt man die die
Rayleigh-Verteilung (Abb. 2.25)
~p(n) =
n

2
e
 n
2
=2
2
fur g
c
(x; y)  0: (2.78)
F

ur den Vordergrund der MR-Aufnahme (g
c
(x; y) 6= 0) ist die allgemeine Gleichung (2.73)
g

ultig. Ist die Bedingung jg^
c
(x; y)j   erf

ullt, gilt auch jg
c
(x; y)j  jn
c
(x; y)j. Damit ist
folgende N

aherung zul

assig (Abb. 2.24):
jg
c
(x; y) + n
c
(x; y)j  jg
c
(x; y) + n (x; y)j mit n  n
r
cos'+ n
i
sin'; (2.79)
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Abbildung 2.25: Grauwerthistogramme des Hintergrundsignals, ausgewertet in einer Randschicht.
(a) PSIF-Aufnahme, (b) MPRAGE-Aufnahme. Die Histogramme h(g) der ausgewerteten 6464-Pixel-
Regionen wurden jeweils mit einer skalierten Rayleigh-Funktion r(g) parametrisiert: (a) K = 75; 
2
=
50;3 und (b) K = 405;
2
= 8;9. Die groe, der Modellvorstellung zuwiderlaufende H

augkeit des Inten-
sit

atswertes 2 ist darauf zur

uckzuf

uhren, da das Betriebssystem des Tomographen die Intensit

atswerte
g  2 beim Wert 2 zusammenfat.
wobei ' = arctan (g
i
=g
r
) die Phase der eigentlichen Bildinformation g
c
ist. Mit (2.79) und
(2.75) ergibt sich unter Verwendung der Verbunddichte aus den zwei unabh

angigen gewichteten
Einzelprozessen [48, 156]
p(n) =
1
Z
 1
2
4
1
q
2 ( cos')
2
e
 
2
=2( cos')
2
3
5
2
4
1
q
2 ( sin')
2
e
 (n )
2
=2( sin')
2
3
5
d
p(n) =
1
p
2
2
e
 n
2
=2
2
: (2.80)
Nach (2.80) ist der Betrag der eigentlichen Bildinformation f

ur Signalintensit

aten, die im Ver-
gleich zum Rauschsignal gro sind, mit einem normalverteilten mittelwertfreien Rauschsignal
der Varianz 
2
additiv

uberlagert.  entspricht der Varianz des Kanalrauschens.
2.4.1.2 Ein Gewebemodell
Die Modellierung der Grauwertverteilungen der weichen Gewebe und des Liquors ist auf Grund
der Vielzahl der beteiligten Merkmalsklassen naturgem

a komplexer. Die unten aufgestellten
Modellfunktionen wurden auf empirischemWege gefunden. Es wurde angenommen, da jede der
betrachteten Merkmalsklassen in den beiden Aufnahmetypen ein charakteristisches schmalban-
diges Intensit

atsspektrum besitzt. Diese Merkmalsklassenverteilungen sind jeweils nach (2.80)
n

aherungsweise durch eine skalierte Gau-Dichte beschreibbar:
5
h

(g) = K '(g;; ) = K
1
p
2 
e
 (g )
2
=2
2
: (2.81)
Die N

aherung (2.81) ist nur unter drei Voraussetzungen g

ultig:
I F

ur den Grauwert g ist die Bedingung g = jg^
c
(x; y)j   erf

ullt und (2.79) somit zul

assig.
F

ur Merkmalsklassen, deren charakteristische Grauwerte nicht wesentlich h

oher als das
5
Im weiteren Verlauf seien die Modellverteilungen, die hypothetischen Verteilungen, mit einem Asterikus ()
zur Unterscheidung von den Histogrammverteilungen, den empirischen Verteilungen, gekennzeichnet.
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Abbildung 2.26: Signaleigenschaften der wesentlichen Merkmalsklassen Luft, Liquor, Fettgewebe,
graue und weie Hirnsubstanz in der PSIF- und der MPRAGE-Aufnahme. Das Signalverhalten von
Luft und Fettgewebe ist in beiden Aufnahmen streng gleichl

aug: Luftr

aume liefern in beiden Auf-
nahmetypen auer Rauschen kein Signal, Fettgewebe liefert jeweils die h

ochsten Grauwerte. In der
PSIF-Aufnahme sind graue und weie Hirnsubstanz weitgehend isointens, in der MPRAGE-Aufnahme
hingegen gut dierenzierbar. Im Gegensatz zu Fett- und Hirngewebe ist der Grauwert von Liquor in
beiden Aufnahmetypen in Bezug auf die anderen Merkmalsklassen stark gegens

atzlich. Im ICV selbst
(schraerter Bereich) korrelieren die wesentlichen Merkmalsklassen Liquor, weie und graue Hirnsub-
stanz negativ.
Rauschsignal selbst sind, ist die N

aherung zwar immer noch anwendbar, wird aber m

ogli-
cherweise unbrauchbare Ergebnisse liefern. Betroen ist hiervon im wesentlichen die Grau-
wertverteilung des Liquors in der MPRAGE-Aufnahme.
I Die Teilvolumeneekte sind vernachl

assigbar klein. F

ur die Datenmodellierung sind Teil-
volumeneekte vernachl

assigbar, wenn das Verh

altnis der Gesamt

ache aller Einzelregio-
nen einer Merkmalsklasse in der Schicht zur Gesamtl

ange ihrer Randlinien gro ist: Bei
sehr kleinen und zahlreichen Einzelregionen einer Merkmalsklasse sind wegen der groen
gesamten Randlinienl

ange Teilvolumeneekte wahrscheinlicher als f

ur wenige groe Ein-
zelregionen gleicher Gesamt

ache. Teilvolumeneekte betreen in der Regel die Grauwert-
verteilungen des Liquors und des Fettgewebes, in den MPRAGE-Aufnahmen oft auch die
Grauwertverteilungen der grauen und weien Hirnsubstanz.
I Die Anzahl der Pixel aus der zu beschreibenden Merkmalsklasse ist ausreichend gro.
Grauwertverteilungen, die aus wenigen Pixeln bestehen, lassen keine verl

alichen statisti-
schen Aussagen zu. Problematisch sind in dieser Hinsicht besonders die Grauwertvertei-
lungen des Liquors und des Fettgewebes.
Unter diesen Voraussetzungen ergibt sich das Grauwertverteilungsmodell eines Aufnahmetyps
als Summe aus den einzelnen Modenverteilungen der c Merkmalsklassen:
h

(g) =
c
X
r=1
K
r
'(g;
r
; 
r
) =
c
X
r=1
K
r
1
p
2 
r
e
 
(g 
r
)
2
2
2
r
: (2.82)
Das Hintergrundrauschsignal wird nach (2.78) durch eine skalierte Rayleigh-Verteilung beschrie-
ben:
h

(g) = K r(g;) = K
g

2
e
 g
2
=2
2
: (2.83)
Ber

ucksichtigt man nur die Pixel des intrakraniellen Volumens, sind laut Aufgabenstellung in
beiden Histogrammen im wesentlichen nur die Grauwertverteilungen des Hirngewebes und des
Liquors

ubrig (vgl. Abb. 2.26). Typische Grauwertverteilungen zeigen die Abb. 2.27 und 2.28.
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Abbildung 2.27: Typische Grauwerthistogramme von PSIF-Aufnahmen: (a, b) sagittale Schicht
durch einen Seitenventrikel, (c, d) sagittale Schicht durch das Corpus callosum. (a, c) Histogram-
me des gesamten Bildes; (b, d) Histogramme des intrakraniellen Volumens (ICV); (e) Histogramm
einer Probe aus dem Seitenventrikel zur Hervorhebung der Grauwertverteilung des Liquors; (f) Histo-
gramm einer Probe aus dem Fettk

orper des Augenhintergrundes. In (b) und (d) wurde die Verteilung
des Hirngewebes jeweils mit einer skalierten monomodalen Normalverteilung '(g; ; ) parametrisiert:
(b) 
BM;T
2
= 113; 
BM;T
2
= 24 und (d) 
BM;T
2
= 114;
BM;T
2
= 33. In (e) und (f) wurde das gleiche f

ur
die Verteilungen des Liquors und des Fettgewebes vorgenommen: 
CSF;T
2
= 509;
CSF;T
2
= 111 bzw.

FAT;T
2
= 218; 
FAT;T
2
= 49.
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Abbildung 2.28: Typische Grauwerthistogramme von MPRAGE-Aufnahmen: (a, b) sagittale Schicht
durch einen Seitenventrikel, (c, d) sagittale Schicht durch das Corpus callosum. (a, c) Histogramme des
gesamten Bildes; (b, d) Histogramme des intrakraniellen Volumens (ICV); (e) Histogramm einer Probe
aus dem Seitenventrikel zur Hervorhebung der Grauwertverteilung des Liquors; (f) Histogramm einer
Probe aus dem Fettk

orper des Augenhintergrundes. In (b) und (d) wurde die Verteilung des Hirngewe-
bes jeweils mit einer skalierten bimodalen Gau-Dichte K
1
'(g; 
1
; 
1
)+K
2
'(g; 
2
; 
2
) parametrisiert:
(b) 
GM;T
1
= 50;
WM;T
1
= 11; 
WM;T
1
= 68; 
WM;T
1
= 7 und (d) 
GM;T
1
= 49; 
GM;T
1
= 14;
WM;T
1
=
65;
WM;T
1
= 9. In (e) und (f ) wurden die Verteilungen des Liquors und des Fettgewebes jeweils mit
einer skalierten monomodalen Normalverteilung '(g; ; ) parametrisiert: 
CSF;T
1
= 16; 
CSF;T
1
= 4
bzw. 
FAT;T
1
= 112; 
FAT;T
1
= 7.
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2.4.1.2.1 PSIF-Aufnahme Typische Grauwertverteilungen imPSIF-Datensatz zeigt Abb.
2.27. Der Ausl

aufer an der rechten Flanke der Verteilung des Hirngewebes (Diagramme (b)
und (d) ) werden von den im ICV verstreuten Liquorbereichen hervorgerufen. In der zentralen
Schicht hat der Liquor in der Regel einen gr

oeren Fl

achenanteil am ICV als in einer Schicht
durch die Hemisph

arenmitte, so da in (d) die Verteilung des Liquors st

arker ausgepr

agt ist als
in (b).
2.4.1.2.2 MPRAGE-Aufnahme Entsprechend sind in Abb. 2.28 typische Grauwertver-
teilungen in der MPRAGE-Aufnahme dargestellt. (b) zeigt deutlich die beiden Verteilungen der
grauen und weien Hirnsubstanz, die in (d) wegen der starken Teilvolumeneekte in den zentra-
len Schichten weitgehend miteinander verschmelzen. Die Signalanteile an der linken Flanke der
Verteilung der grauen Hirnsubstanz in (b) und (d) stammen jeweils von den im ICV verstreuten
Liquorbereichen. Da die zentralen Schichten im ICV einen vergleichsweise hohen Liquoranteil
aufweisen, wirken sich Teilvolumeneekte dort nur schwach aus; die Verteilung des Liquors tritt
daher in (d) viel deutlicher in Erscheinung als in (b).
2.4.1.2.3 Modellfunktionen Die Grauwerthistogramme der gesamten Aufnahmen setzen
sich aus mehreren, den verschiedenen Merkmalsklassen zugeordneten Komponenten zusammen.
Das Histogramm der PSIF-Aufnahme besteht im wesentlichen aus f

unf, das der MPRAGE-
Aufnahme im wesentlichen aus sechs Einzelverteilungen, deren Auspr

agungen von der Schicht-
position abh

angig sind:
I Grauwertverteilung des Hintergrundsignals. Sie beginnt in beiden Aufnahmetypen beim
kleinsten Grauwert und enth

alt, dem groen Hintergrund

achenanteil in den Aufnahmen
entsprechend, immer das absolute H

augkeitsmaximum der Gesamtverteilung:
h

BG;T
1
(g) = K
BG;T
1
r(g;
BG;T
1
) (MPRAGE) (2.84-a)
h

BG;T
2
(g) = K
BG;T
2
r(g;
BG;T
2
) (PSIF) (2.84-b)
I Grauwertverteilung der extrakraniellen weichen Kopfgewebe. Es handelt sich hier um die
Signale der weichen Kopfgewebe auerhalb des intrakraniellen Volumens { Fettgewebe
sei hiervon ausgenommen. Die Verteilung liegt in der PSIF-Aufnahme zwischen denen
des Hintergrundes und des Hirngewebes, in der MPRAGE-Aufnahme zwischen denen des
Hintergrundes und des Liquors. Auf Grund der sehr inhomogenen Zusammensetzung der
Kopfgewebe ist die Beschreibung der Verteilungen h
HT;T
1
(g) bzw. h
HT;T
2
(g) in parametri-
scher Form nicht m

oglich. Es k

onnen lediglich statistische Kenngr

oen dieser Verteilungen
angegeben werden: Die mittleren Grauwerte seien g
HT;T
1
bzw. g
HT;T
2
.
I Grauwertverteilung des Hirngewebes. In den meisten Schichten, die Hirngewebe enthalten,
besitzt die Hirngewebeverteilung deutlich ausgepr

agte lokale H

augkeitsmaxima. In der
PSIF-Aufnahme sind graue und weie Hirnsubstanz nicht unterscheidbar, die Verteilung
ist dort also monomodal; im Falle der MPRAGE-Aufnahme liegt eine bimodale Verteilung
vor, deren untere Mode der grauen und die obere der weien Hirnsubstanz zugeordnet ist
(die Aufl

osbarkeit der beiden Moden h

angt von der St

arke der Teilvolumeneekte ab):
h

GM;T
1
(g) = K
GM;T
1
'(g;
GM;T
1
; 
GM;T
1
) (MPRAGE; graue HS) (2.85-a)
h

WM;T
1
(g) = K
WM;T
1
'(g;
WM;T
1
; 
WM;T
1
) (MPRAGE; weie HS) (2.85-b)
h

BM;T
2
(g) = K
BM;T
2
'(g;
BM;T
2
; 
BM;T
2
) (PSIF) (2.85-c)
I Grauwertverteilung des Fettgewebes. Diese Verteilung ist in der PSIF-Aufnahme zwischen
denen des Hirngewebes und des Liquors (Abb. 2.27 (f) ) und in der MPRAGE-Aufnahme
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oberhalb der Hirngewebeverteilungen lokalisiert (Abb. 2.28 (f) ). In guter guter N

aherung
ist sie durch eine skalierte Gau-Dichte beschreibbar:
h

FAT;T
1
(g) = K
FAT;T
1
'(g;
FAT;T
1
; 
FAT;T
2
) (MPRAGE) (2.86-a)
h

FAT;T
2
(g) = K
FAT;T
2
'(g;
FAT;T
2
; 
FAT;T
1
) (PSIF) (2.86-b)
I Grauwertverteilung des Liquors. Sie schliet sich in der PSIF-Aufnahme an die Fettgewe-
beverteilung an und verl

auft sehr ach und langgestreckt zu den hohen Intensit

atswerten
hin (Abb. 2.27 (e) ). In der MPRAGE-Aufnahme beginnt sie sie am oberen Ende der Hin-
tergrundverteilung und geht in die Verteilung der extrakraniellen Kopfgewebe

uber (Abb.
2.28 (e) ). Wenn einem gro

achigen Liquorbereich eine Pixelprobe entnommenwird, zeigt
sich, da auch in diesem Fall n

aherungsweise eine skalierte Gau-Dichte vorliegt:
h

CSF;T
1
(g) = K
CSF;T
1
'(g;
CSF;T
1
; 
CSF;T
2
) (MPRAGE) (2.87-a)
h

CSF;T
2
(g) = K
CSF;T
2
'(g;
CSF;T
2
; 
CSF;T
1
) (PSIF) (2.87-b)
Aus diesen Einzelverteilungen k

onnen nun die beiden Gewebemodellfunktionen h

T
1
(g) und
h

T
2
(g) konstruiert werden:
h

T
1
(g) = h

BG;T
1
(g) + h
HT;T
1
(g) + h

CSF;T
1
(g)
+ h

GM;T
1
(g) + h

WM;T
1
(g) + h

FAT;T
1
(g) (MPRAGE) (2.88-a)
h

T
2
(g) = h

BG;T
2
(g) + h
HT;T
2
(g) + h

BM;T
2
(g)
+ h

FAT;T
2
(g) + h

CSF;T
2
(g) (PSIF) (2.88-b)
Mit den Sequenzparametern aus Tab. 2.2 ergeben sich folgende Abh

angigkeiten f

ur die Moden-
mittelwerte in beiden Grauwerthistogrammen (vgl. Abb. 2.26):

CSF;T
1
< g
HT;T
1
< 
GM;T
1
< 
WM;T
1
< 
FAT;T
1
(MPRAGE) (2.89-a)
g
HT;T
2
< 
BM;T
2
< 
FAT;T
2
< 
CSF;T
2
(PSIF) (2.89-b)
F

ur die MPRAGE-Aufnahme sind die Intensit

atsverh

altnisse unter Voraussetzung einer kon-
stanten Spindichte physikalisch leicht erkl

arbar: Die Signalintensit

at steigt mit kleiner werden-
der longitudinaler Relaxationszeit T
1
an { mit den Werten aus Tab. 2.1 folgt daher (2.89-a).
2.4.2 Bestimmung der Modellparameter
Im vorangegangenen Abschnitt wurde eine modellhafte mathematische Beschreibung der Ge-
webeeigenschaften auf der Grundlage der verf

ugbaren Bilddaten erarbeitet. Nun steht noch ein
geeignetes automatisiertes Verfahren aus, das die Parametrisierung des Modells an Hand der
tats

achlichen Grauwertverteilungen erledigt. Diesse wird im folgenden schrittweise entwickelt.
Die Bestimmung der Modellparameter aus den Grauwerthistogrammen ist keine triviale
Aufgabe. Da die G

ute des Segmentierungsergebnisses mit der Genauigkeit der Modellpara-
meter steht und f

allt, lohnt es sich, ein besonderes Augenmerk auf die numerische Ezienz,
Robustheit und Genauigkeit des entwickelten Verfahrens zu richten, um eine optimale Merk-
malsdierenzierung zu gew

ahrleisten.
2.4.2.1 Verfahren zur Gewinnung von Sch

atzwerten f

ur die Modellparameter
Allgemein wird f

ur Segmentierungsanwendungen angenommen, da die Grauwerte der gegebe-
nen Aufnahmen multimodal { f

ur multispektrale Bilddaten auch multidimensional { normal-
verteilt sind. Wenn sich die einzelnen Moden der Grauwertverteilung nicht

uberlagern, ist die
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Bestimmung von Modenanzahl und Verteilungsparametern trivial [73]. Sind die Moden hinge-
gen nicht separierbar, und ist nichts

uber die innere Struktur der Verteilung bekannt, steht
man vor einem Identikationsproblem, f

ur das bislang nur unbefriedigende L

osungsvorschl

age
existieren.
Selbst f

ur den hier vorliegenden, verh

altnism

aig einfachen Fall einer eindimensionalen
c-modalen Normalverteilung sind die in der Literatur vorgestellten L

osungsverfahren [66, 73,
127] ungeeignet. Die meisten Verfahren scheiden von vorneherein aus, da sie entweder die All-
gemeinheit einschr

ankende Annahmen

uber Abh

angigkeiten unter den modalen Verteilungspa-
rametern machen (z. B. gleiche Mittelwerte oder Varianzen), die modalen Verteilungsparameter
zum Teil als bekannt voraussetzen, numerisch zu aufwendig sind oder f

ur eine Anwendung auf
verrauschte Daten nicht ausreichend robust sind.
Hier ist der Fall einer c-modalen Normalverteilung zu betrachten. X sei ein diskreter Zu-
fallsvektor und fx
1
; x
2
; : : : ; x
N
g eine Stichprobe daraus. Die Wahrscheinlichkeitsdichtefunktion
(PDF) p(x;) von X enthalte m = 3c unbekannte Parameter 
i
mit  =

p(1), 
1
, 
2
1
, . . . ,
p(r), 
r
, 
2
r
, . . . , p(c), 
c
, 
2
c
	
, die aus der Stichprobe gesch

atzt werden sollen:
p(x;) =
c
X
r=1
p(r) p(x j r) =
c
X
r=1
p(r) '(x;
r
; 
r
) ; (2.90)
wobei f

ur die a priori-Wahrscheinlichkeiten p(r) 0  p(r)  1 und
P
c
r=1
p(r) = 1 gilt. Zwei der
wichtigsten L

osungsverfahren sind die Maximum-Likelihood- und die Momentenmethode.
Maximum-Likelihood-Methode Auf der Grundlage von Stichproben liefert die Maximum-
Likelihood-Sch

atzung die wirksamste Sch

atzung f

ur die unbekannten Parameter einer Vertei-
lung, sofern

uberhaupt eine existiert [47]. P (X = x
k
) = p
k
() sei die Wahrscheinlichkeit f

ur das
Auftreten des Wertes x
k
und h
k
, 1  k  r sei die absolute H

augkeit des Wertes x
k
in der
Stichprobe. Als Likelihood-Funktion wird
L(x
1
; x
2
; : : : ; x
N
;) = p
h
1
1
p
h
2
2
: : : p
h
N
N
(2.91)
bezeichnet. Das Ziel der Maximum-Likelihood-Methode ist, die Parametermenge  =
^
 zu be-
stimmen, f

ur die L maximal wird.
^
 =  (x
1
; x
2
; : : : ; x
N
) sind m Funktionen von x
1
; x
2
; : : : ; x
N
.
Die Menge der Stichprobenfunktionen  (X
1
; X
2
; : : : ; X
N
) bezeichnet man als Maximum-Like-
lihood-Sch

atzung. Man erh

alt sie durch Aufl

osen des Gleichungssystems
1
L
@L
@
i
= 0; i = 1; : : : ;m (2.92)
nach den m Parametern 
i
.
Momentenmethode Die Momentenmethode sch

atzt die modalen Verteilungsparameter der
Moden einer gegebenen Verteilung aus den empirischen Momenten einer Stichprobe [47, 66], die
mit den Momenten der angenommenen PDF gleichgesetzt werden [66, 73]. Die Momente sind
jeweils durch die unbekannten Parameter p
r
, 
r
und 
2
r
darstellbar. Es folgt f

ur k = 1; : : : ;K
M
(k)
= m
(k)
 
p(1); : : : ; p(c);
1
; : : : ; 
c
;
2
1
; : : : ; 
2
c

M
(k)
=
c
X
r=1
p(r) m
(k)
r
 

r
; 
2
r

; (2.93)
wobei M
(k)
das k-te Moment der Stichprobe, m
(k)
das k-te Moment der PDF und m
(k)
r
das
k-te Moment ihrer r-ten Komponente '
 
x;
r
; 
2
r

ist. F

ur jedes Moment M
(k)
ergibt (2.93)
eine nichtlineare Gleichung in den zu sch

atzenden Parametern p(r), 
r
und 
2
r
. Die L

osun-
gen dieses nichtlinearen Gleichungssytems liefern die Sch

atzwerte f

ur die unbekannten modalen
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Verteilungsparameter. Durch Verwendung von Momenten h

oherer Ordnung k

onnen so viele
Gleichungen erzeugt werden, wie Unbekannte zu bestimmen sind. Problematisch ist hierbei,
da erstens die Momente mit steigender Ordnung immer unzuverl

assiger werden und zweitens
das Auftreten mehrdeutiger L

osungen zus

atzliches a priori-Wissen erfordert, um die Mehrdeu-
tigkeiten aufl

osen zu k

onnen.
Beide Verfahren haben die unangenehme Eigenschaft, f

ur multimodale Verteilungen (c  2)
numerisch

auerst aufwendig zu werden, da die anfallenden nichtlinearen Gleichungssysteme
nicht mehr analytisch l

osbar sind. Hinzu kommt, da die genaue Kenntnis der Modenanzahl c
vorausgesetzt wird. Ohne Einschr

ankung der Allgemeinheit sind diese Verfahren in der Regel
also nicht brauchbar.
2.4.2.2 Parametersch

atzung normalverteilter Moden: HME
Um diese Nachteile zu vermeiden, wurde ein eigens an den vorliegenden Anwendungsfall ange-
pates L

osungsverfahren entwickelt, das im weiteren als hierarchische Modenextraktion (HME)
bezeichnet wird. Vorausgesetzt wird, da die zu analysierende Grauwertverteilung in erster
N

aherung nur aus normalverteilten Komponenten zusammengesetzt ist und die einzelnen Mo-
delverteilung voneinander verschiedene Mittelwerte besitzen.
Die HME ist ein sehr intuitives Verfahren: Es beruht auf der

Uberlegung, da die Moden
einer gegebenen Grauwertverteilung nicht notwendigerweise alle auf einmal identiziert werden
m

ussen. Es ist genauso gut m

oglich, die Verteilung in mehreren Durchg

angen zu analysieren: In
jedem Durchgang wird jeweils nur die Verteilung der Hauptmode (der Mode mit dem h

ochsten
Verteilungsmaximum) analysiert, die gleich nach ihrer Identizierung vollst

andig aus der Grau-
wertverteilung entfernt wird, bevor der n

achste Durchgang beginnt. Auf diese Weise k

onnen
selbst noch die Verteilungsparameter von Moden gesch

atzt werden, die in der urspr

unglichen
Grauwertverteilung wegen ihres geringen Anteils gar nicht erkennbar waren. Die Iteration wird
abgebrochen, sobald das Maximumder verbliebenen Grauwertverteilung in der Gr

oenordnung
des Verteilungsrauschens
6
liegt.
Algorithmus 2.3 Hierarchische Modenextraktion (HME)
1. Gegeben sei eine Grauwertverteilung h
(0)
(g), an Hand derer als Modellfunktion eine ska-
lierte eindimensionale c-modale Normalverteilung nach (2.82) parametrisiert werden soll,
die aus c normalverteilten Moden r, r = 1; : : : ; c, mit den unbekannten Parametern K
1
,

1
, 
2
1
, . . . , K
r
, 
r
, 
2
r
, . . . , K
c
, 
c
und 
2
c
besteht:
h

(g) =
c
X
r=1
K
r
'(g;
r
; 
r
) =
c
X
r=1
K
r
1
p
2 
r
e
 
(g 
r
)
2
2
2
r
:
2. Lege die beiden Konstanten  und r
max
fest. F

ur  gelte 
min
<  < 1; 
min
sei die
zweifache mittlere Standardabweichung  des Verteilungsrauschens: 
min
max
g
h
(0)
(g) =
2. F

ur r
max
gelte 1  r
max
 c.
3. Bestimme h
(0)
max
= max
g
h
(0)
(g).
4. Wiederhole f

ur r = 1; 2; : : :; r
max
6
Unter Verteilungsrauschen seien die statisischen Abweichungen des tats

achlichen Grauwerthistogrammes
von einer zugrundeliegenden stetigen Verteilungsdichtefunktion zu verstehen, hervorgerufen durch stochastisch
verteilte Artefakte oder Quantisierungsfehler. Zu jedem Abszissenwert g der (diskreten) Verteilung kann eine
Standardabweichung(g) angegebenwerden, mit der die jeweiligenOrdinatenwerte h(g) bei der Erzeugung vieler
Grauwerthistogramme im Mittel von der zugrundeliegenden Verteilungsfunktion abweichen. Sind die tats

achli-
chen Standardabweichungen von h(g) nicht bekannt, kann man sich mit der Sch

atzung 
2
(g)  h(g) behelfen
[128].
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(a) Bestimme das absolute Verteilungsmaximum max
g
h
(r 1)
(g) = h
(r 1)
(g
max;r
) als
N

aherung f

ur das Hauptmodenmaximum (Algorithmus 2.4).
(b) Falls h
(r 1)
(
r
)  h
(0)
max
, gehe zu Schritt 5.
(c) Sch

atze aus h
(r 1)
(g) unter Verwendung von g
max;r
die Verteilungsparameter K
r
,

r
und 
2
r
der Hauptmode (Algorithmus 2.5). Gehe im Fehlerfall zu Schritt 6.
(d) Subtrahiere die Modenverteilung h
r
(g) = K
r
'(g;
r
; 
r
) von h
(r 1)
(g):
h
(r)
(g) = max

h
(r 1)
(g)   h
r
(g); 0

:
(e) Gehe zur

uck zu Schritt 4.
5. Optimiere die gesch

atzten Verteilungsparameter an Hand der urspr

unglichen Grauwert-
verteilung h
(0)
(g) (Abschnitt 2.4.2.2.4).
6. Beende das Verfahren.
Die zwei Konstanten  und r
max
dienen zum kontrollierten Abbruch der Iteration. h
(0)
max
ist
ein Schwellenwert, der das kleinste Maximum einer Modenverteilung angibt, die gerade noch in
die Modenanalyse einbezogen werden soll. r
max
bestimmt die maximale Anzahl der zu analysie-
renden Modenverteilungen. Die Prozedurschritte (4a), (4c) und (5) sind die kritischen Stellen
im Algorithmus, deren Stabilit

at unmittelbar

uber den Erfolg oder Mierfolg des Algorithmus
entscheidet.
2.4.2.2.1 Sch

atzung des Hauptmodenmittelwertes Die Suche nach dem absoluten
Verteilungsmaximum ist trivial. Das f

ur den seltenen Fall mehrerer, genau gleich hoher absolu-
ter Maxima auftretende Entscheidungsproblem kann aufgel

ost werden, indem grunds

atzlich das
Maximum mit dem gr

oten Grauwert g genommen wird. So k

onnen erfahrungsgem

a auch die
st

orenden Ein

usse der Hintergrundverteilung auf die Parametersch

atzung einer Vordergrund-
verteilung vermindert werden.
Gr

oere Probleme bereitet das der Verteilung

uberlagerte Verteilungsrauschen und spora-
disch auftretende Artefakte, da es kein Kriterium gibt, nach dem unter allen m

oglichen Be-
dingungen wahre Maxima fehlerlos von Artefakten unterschieden werden k

onnen. Es ist da-
her g

unstig, die Grauwertverteilung vor der Maximumsuche zu gl

atten { die diskrete Wavelet-
Transformation eignet sich hierf

ur sehr gut. Eine sehr ausf

uhrliche Einf

uhrung in die mathe-
matischen Grundlagen der Wavelet-Transformation liefert [112]; eine Standardpublikation zur
Multi-Skalen-Analyse ist [113]. Im Anhang wird auf die grunds

atzlichen Tatsachen der DWT
kurz eingegangen (Abschnitt B.1).
Bestimmung des Hauptmodenmaximums Zur Filterung des Grauwerthistogrammes
wird ein Spline-Wavelet der Ordnung p = 4 eingesetzt. Die Fourier-Transformierte des Tiefpa-
lters lautet [113, 128]:
H(!) =

2 (1  u)
4
315  420u+ 126u
2
  4u
3
315  420v + 126v
2
  4v
3

1=2
u  sin
2
!
2
v  sin
2
! (2.94)
Die ersten 20 Koezienten der zugeh

origen Sprungantwort h(x) sind in Tab. 2.3 aufgef

uhrt.
Abb. 2.29 und 2.30 zeigen exemplarisch die diskreten Wavelet-Zerlegungen der Grauwertvertei-
lungsfunktionen des ICV einer PSIF- und einer MPRAGE-Aufnahme unter Verwendung von
(2.94).
Die Diagramme zeigen, da das Verteilungsrauschen bereits nach der zweiten Iteration fast
vollst

andig eliminiert ist. Bevor jedoch auf der Grundlage der glatten Information s
2
die Ma-
ximumsuche erfolgen kann, ist die Grauwertaufl

osung der urspr

unglichen Grauwertverteilung
h(g) durch nichtlineare Interpolation der verlorengegangenen Histogrammwerte wieder zu re-
staurieren.
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k h
k
k h
k
k h
k
k h
k
k h
k
0 0;76613 4 0;03208 8 0;00869 12 0;00219 16 0;00056
1 0;43392 5 0;04207 9 0;00820 13 0;00188 17 0;00046
2  0;05020 6  0;01718 10  0;00435 14  0;00110 18  0;00029
3  0;11004 7  0;01798 11  0;00388 15  0;00093 19  0;00023
Tabelle 2.3: Die ersten 20 Koezienten h
k
der Sprungantwort h(x) des Tiefpalters H(!) zum
Spline-Wavelet (2.94) mit p = 4.
Algorithmus 2.4 Bestimmung des Hauptmodenmaximums
1. F

uhre eine Wavelet-Filterung des Grauwerthistogrammes h(g) mit zwei Iterationen des
Pyramidenalgorithmus zur Gewinnung der glatten Information s
2
durch. Es werde ein
Spline-Wavelet der Ordnung p = 4 (2.94) verwendet.
2. F

uhre eine kubische Spline-Interpolation [47, 69, 128]

uber die glatte Information s
2
durch.
Die St

utzpunkte f

ur die Interpolation seien jeweils in der horizontalen Mitte der H

aug-
keitsbalken von s
2
(g) festgelegt. Die resultierende Verteilung ~s
2
(g) hat wieder die urspr

ung-
liche Grauwertaufl

osung von h(g).
3. Suche nach dem absoluten Maximum h
max;r
= h(g
max;r
) = max
g
~s
2
(g), beginnend beim
h

ochsten Grauwert. Existieren mehrere, gleich hohe absolute Maxima h
max;i
= h(g
max;i
),
dann nehme dasjenige mit dem maximalen Grauwert g
max;r
= max
i
g
max;i
.
2.4.2.2.2 Sch

atzung der hauptmodalen Verteilungsparameter Die Verteilungspara-
meter der Hauptmode werden aus der urspr

unglichen Verteilung h(g) unter Verwendung des
eben bestimmten Hauptmodenmaximums gesch

atzt. Hierf

ur wird die gew

ahlte Modellfunkti-
on, eine monomodale Gau-Dichte, durch Variation ihrer Modellparameter

K;; 
2
	
solange
der Hauptmodenverteilung angepat, bis das angepate Modell nach einem vorher festgelegten
G

utekriterium so wenig wie m

oglich von der Hauptmodenverteilung abweicht. Dieses Verfahren
wird als Funktionsanpassung oder Funktions-Fit bezeichnet.
Ein nichtlineares Standardverfahren, ist die Marquardt-Levenberg-Methode (ML-Methode)
[128], ein Verfahren zur L

osung eines Optimierungsproblems in dem von der Parametermenge

K;; 
2
	
aufgespannten dreidimensionalen Parameterraum. Das Verfahren variiert die drei
Parameter ausgehend von einer Startwertemenge

K
0
; 
0
; 
2
0
	
, bis die Summe der Fehlerqua-
drate 
2
ein lokales Minimum annimmt. Die Startwertemenge mu daher so gew

ahlt sein, da
das Verfahren tats

achlich im absoluten Minimum der 
2
-Fl

ache konvergiert.
Algorithmus 2.5 Sch

atzung der Hauptmodenparameter
1. Bestimme auf der Grundlage von ~s
2
(g) durch graphische Analyse der Hauptmodenver-
teilung '(g;
r
; 
r
) eine erste Sch

atzung der Verteilungsparameter

K
0
; 
0
; 
2
0
	
und das
Grauwertintervall [g
low;r
; g
high;r
] f

ur den anschlieenden ML-Fit (Algorithmus 2.6).
2. F

uhre im Grauwertintervall [g
low;r
; g
high;r
] mit der Startwertemenge

K
0
; 
0
; 
2
0
	
einen
ML-Fit der Modellfunktion in das Grauwerthistogramm h(g) durch. Falls der ML-Fit nicht
konvergiert, breche mit einem Fehler ab.
3. Unterziehe die erhaltene Parametermenge

K
r
; 
r
; 
2
r
	
einem Plausibilit

atstest gem

a
Abschnitt 2.4.2.2.3. Ist dieser erfolgreich, stellt

K
r
; 
r
; 
2
r
	
eine Sch

atzung der Haupt-
modenverteilungsparameter r dar, ansonsten breche mit einem Fehler ab.
4. F

uhre zur Optimierung der Fitresultate

K
r
; 
r
; 
2
r
	
gegebenenfalls eine Nachiteration
mit der robusten Downhill-Simplex-Methode durch.
60 Kapitel 2. Materialien und Methoden
Abbildung 2.29: Diskrete Wavelet-Zerlegung des Grauwerthistogramms einer PSIF-Aufnahme (vgl.
Abb. 2.27 (b) ). Die Abbildung zeigt die Histogramme der Koezientenfolgen des gegl

atteten Anteils
s
n
(linke Spalte) und die der Detailinformation d
n
(rechte Spalte) f

ur n = 1 und 2. In d
2
wird bereits
das gesamte Rauschsignal aufgefangen, so da auf der Grundlage von s
2
eine zuverl

assige Bestimmung
der lokalen Maxima der bimodalen Verteilung durchgef

uhrt kann.
Erste N

aherung: Gewinnung der Startwertemenge Die in diesem Kontext zu pa-
rametrisierenden Modenverteilungen sind in erster Linie diejenigen des Hirngewebes im hinter-
grundbereinigten Grauwerthistogramm der PSIF-Aufnahme und diejenigen der grauen und der
weien Hirnsubstanz im Grauwerthistogramm des ICV der MPRAGE-Aufnahme. Da diese Ver-
teilungen zumindest nach einer Seite hin weitgehend
"
oenliegen\(vgl. Abb. 2.27 und 2.28), ist
eine erste Analyse der Hauptmodenverteilung verh

altnism

aig unkompliziert auf graphischem
Wege durchf

uhrbar (Abb. 2.31):
Algorithmus 2.6 Graphische Analyse der Hauptmodenverteilung
1. Setze als Hauptmodenmittelwert 
0
= g
max;r
.
2. Bestimme die Weite der Hauptmodenverteilung. Auf halber H

ohe des Modenmaximums
gehe von 
0
aus nach links und nach rechts, bis die Verteilung ~s
2
(g) zum ersten Mal unter
den Wert h(g
max;r
) =2 f

allt. Berechne die linke und rechte Weite w
L
und w
R
. Als wahre
Weite w der Verteilung werde w = min(w
L
; w
R
) angenommen.

2
0
= w
2
1
2 ln 2
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Abbildung 2.30: Diskrete Wavelet-Zerlegung des Grauwerthistogramms einer MPRAGE-Aufnahme
(vgl. Abb. 2.28 (b) ). Die Abbildung zeigt die Histogramme der Koezientenfolgen des gegl

atteten
Anteils s
n
(linke Spalte) und die der Detailinformation d
n
(rechte Spalte) f

ur n = 1 und 2.
liefert einen Sch

atzwert f

ur die Standardabweichung 
0
.
3. Berechne einen Sch

atzwert f

ur die Skalierungskonstante K
0
mit
K
0
=
p
2 
0
h(g
max;r
) :
4. Bestimme das Grauwertintervall [g
low;r
; g
high;r
], in dem der ML-Fit durchgef

uhrt werden
soll. Zun

achst deniere eine Grenzverteilung '
B
(g;
0
; 
0
; ) mit  > 1:
'
B
(g;
0
; 
0
; ) = K
0
1
p
2 
0
e
 
(g 
0
)
2
2
2
0
:
Taste die beiden Flanken der Verteilung ~s
2
(g) im Intervall

1
10
h(g
max;r
);
9
10
h(g
max;r
)

von
oben nach unten ab. Die Grauwerte g, bei denen ~s
2
(g) die eben denierte Grenzvertei-
lung '
B
(g;
0
; 
0
; ) unterhalb bzw. oberhalb von 
0
zu ersten Mal schneidet, seien die
Intervallgrenzen g
low;r
bzw. g
high;r
. Begrenze das Fit-Intervall auf [
0
  2
0
; 
0
+ 2
0
].
Zweite N

aherung: Marquardt-Levenberg-Methode (ML-Methode) Das am h

au-
gsten eingesetzte Anpassungsverfahren, dieMarquardt-Levenberg-Methode ist ein nichtlineares
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Abbildung 2.31: Graphische Analyse der Hauptmodenverteilung. Als Mittelwert 
0
wird der Grau-
wert g
max
des Hauptmodenmaximums angenommen. Im ersten Schritt erfolgt die Sch

atzung der Stan-
dardabweichung 
0
durch Messung der Verteilungsbreite in halber H

ohe, im zweiten Schritt die Be-
stimmung der Grenzen g
low
und g
high
des Fit-Intervalls. Der Parameter  legt eine Grenzverteilung
(eine um den Faktor  verbreiterte Kopie der Verteilung K
0
'(g; 
0
; 
0
) fest, deren Schnittpunkte mit
dem Grauwerthistogramm ~s
2
(g) die Grenzen des Fit-Intervalls markieren.
Maximum-Likelihood-Sch

atzverfahren, das nach der Methode der kleinsten Quadrate eine Mo-
dellanpassung durchf

uhrt. Am Anfang steht die Fragestellung, wie gro die Wahrscheinlichkeit
p daf

ur ist, da eine diskrete statistische Verteilung y(x) mit einem gewissen Fehler y einer
fest parametrisierten Modellfunktion y

(x;a) entspricht [128]:
p /
N
Y
i=1
h
e
 (y(x) y

(x;a))
2
=2
2
i
y
i
: (2.95)
Die Maximierung der Wahrscheinlichkeit p entspricht der Minimierung des negativen Logarith-
mus von (2.95)

uber die Parameter a
N
X
i=1
(y(x)  y

(x;a))
2
2
2
i
  N lny  ! Min: (2.96)
Da N und y konstant sind, kommt dies einer Minimierung von

2

N
X
i=1
(y(x)  y

(x;a))
2

2
i
(2.97)
gleich. Die 
2
-Verteilung setzt voraus, da die Mefehler normalverteilt sind und das Modell
eine lineare Funktion seiner Parameter a ist. In praxi wird die 
2
-Verteilung jedoch auch dann
verwendet, wenn die Mefehler nur n

aherungsweise normalverteilt sind und die Modellfunktion
nichtlinear ist (Abschnitt 2.4.2.2.3).
Eine vorl

auge Sch

atzung der Parametermenge der Hauptmodenverteilung liegt mit den
Startwertemenge

K
0
; 
0
; 
2
0
	
und dem Fit-Intervall [g
low;r
; g
high;r
] vor. Die Standardabwei-
chungen 
i
der Histogrammwerte h(g) von der zugrundeliegenden stetigen Verteilungsdichte-
funktion werden durch die behelfsm

aige Sch

atzung 
i
= (g
i
) 
p
h(g
i
) angen

ahert [128].
F

ur den Fall, da der ML-Fit konvergiert und die resultierende Parametermenge

K;; 
2
	
den Plausibilit

atstest nach Abschnitt 2.4.2.2.3 besteht, sind K
r
, 
r
und 
2
r
die entg

ultigen
Sch

atzwerte f

ur die hauptmodalen Verteilungsparameter.
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Abbildung 2.32: (a) Normierte Lorentz-Verteilungsdichte L(x) im Vergleich zur normierten Normal-
verteilungsdichte '(x). (b) 
2
-Wahrscheinlichkeitsfunktion Q
 

2
j a

f

ur a = 1; 2; 5; 10; 20 und 50.
Dritte N

aherung: Robuste Sch

atzung Reale Verteilungen haben im allgemeinen keine
streng normalverteilten Mefehler. Die beispielsweise durch Artefakte hervorgerufenen
"
Ausrei-
er\ sind tats

achlich viel wahrscheinlicher, als es die Normalverteilung voraussagt. Da sich
die ML-Methode auf das Modell der normalverteilten Mefehler verl

at, k

onnen Ausreier die
Qualit

at des Fit-Ergebnisses stark beeintr

achtigen. Robuste Anpassungsverfahren liefern hier
bessere Ergebnisse. Sind die Mefehler nicht normalverteilt, kann (2.95) durch die folgende
Beziehung ersetzt werden [128]:
p /
N
Y
i=1
h
e
 (y(x) y

(x;a))
y
i
: (2.98)
 ist der negative Logarithmus der Wahrscheinlichkeitsdichte, mit der die Mefehler tats

achlich
verteilt sind. Analog zu (2.95) ergibt sich der zu minimierende Ausdruck zu
N
X
i=1


y(x)  y

(x;a)

i

 !Min: (2.99)
Um die Auswirkungen von Ausreiern auf den Anpassungsproze zu verringern, wird f

ur die
tats

achliche Wahrscheinlichkeitsdichte der Mefehlerverteilung eine Funktion gew

ahlt, die einen
verh

altnism

aig schmalen und hohen zentralen Peak besitzt und an ihren beiden Seiten auf
niedrigem Niveau langsam und ach abf

allt, so wie es bei der Dichte der Lorentz-Verteilung der
Fall ist (Abb. 2.32 (a) ):
p(y(x)  y

(x;a)) =
1
p
2
1
1 +
1
2

y(x) y

(x;a)

i

2
: (2.100)
Die Minimierung des Ausdruckes (2.99) ist numerisch ziemlich aufwendig. Ein geeignetes und
sehr stabiles Optimierungsverfahren stellt dieDownhill-Simplex-Methode immehrdimensionalen
Raum dar [128]. Da das Verfahren jedoch eine Gr

oenordnung langsamer als die ML-Methode
arbeitet, ben

otigt es sehr gute Startwerte, die z. B. ein vorangehender Marquardt-Levenberg-Fit
liefern kann.
2.4.2.2.3 Plausibilit

atstest: 
2
-Anpassungstest Sobald die Modellfunktion an Hand
einer Stichprobe aus einem Zufallsproze parametrisiert worden ist, ist nat

urlich von groem
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Interesse, inwieweit das entwickelte Modell die grundlegenden Eigenschaften des Zufallsprozes-
ses widerspiegelt. Hierzu stellt die mathematische Statistik sogenannte Anpassungstests bereit,
mit denen die Null-Hypothese H
0
, da eine betrachtete Zufallsgr

oe X einem vorgegegebenen
Verteilungsgesetz h

(g) gen

ugt, beurteilt werden kann [47]. Die Verteilung h(g) von X wird als
empirische Verteilung, h

(g) als hypothetische Verteilung bezeichnet.
Da mit statistischen Methoden Aussagen nicht bewiesen, sondern nur verworfen werden
k

onnen, wird folgendermaen verfahren: Die Null-Hypothese wird genau dann als falsch verwor-
fen, wenn die Wahrscheinlichkeit f

ur ihre Richtigkeit unterhalb eines bestimmten Grenzwertes
liegt. F

ur die Verizierung des parametrisierten Gewebemodells lautet die Null-Hypothese H
0
h(g)  h

(g) =
X
r=1
K
r
'(g;
r
; 
r
) : (2.101)
Der 
2
-Anpassungstest ist f

ur diskrete Stichprobenwerte geeignet und daher gut auf den vor-
liegenden Fall anwendbar. Die Menge der Pixel fx
1
; : : : ; x
N
g stelle eine Stichprobe vom Um-
fang N mit k verschiedenen Stichprobenwerten h(g) = fh(g
1
); : : : ; h(g
i
); : : : ; h(g
k
)g dar. Die
Klasseneinteilung ist durch die diskreten Grauwerte vorgegeben. Die Modellverteilungsfunktion
h

(g) des Modells liegt hingegen kontinuierlich vor, so da die diskrete hypothetische Verteilung
h

b
(g) = fh

b
(g
1
); : : : ; h

b
(g
i
); : : : ; h

b
(g
k
)g erst durch eine geeignete Klasseneinteilung verf

ugbar
wird:
h

b
(g
i
) =
g
i+1
Z
g=g
i
h

(g) dg: (2.102)
Gegebenenfalls m

ussen zwei oder mehrere Klassen zu einer einzigen zusammengefat werden,
damit f

ur die beiden Randklassen h

(g
i
)  1 und f

ur die

ubrigen h

(g
i
)  5 erf

ullt ist [47].
Unter der Voraussetzung einer wahren Hypothese H
0
ist die Testgr

oe [128]

2
=
X
i
(h(g
i
)  h

b
(g
i
))
2
h

b
(g
i
)
(2.103)
mit  = k m 1 Freiheitsgraden
7
asymptotisch 
2
-verteilt. 
2
ist ein Ma f

ur die Abweichung
der Stichprobenverteilung von der hypothetischen Verteilung:

Uberschreitet der aus der Stich-
probe berechnete Wert 
2
einen bestimmten Grenzwert 
2
0
, wird die Hypothese H
0
verworfen.
Zu einem vorgegebenen Signikanzniveau  kann 
2
0
aus der 
2
-Wahrscheinlichkeitsfunktion
Q
 

2
0
j 

berechnet werden: Q
 

2
0
j 

ist die Wahrscheinlichkeit daf

ur, da die Quadratsum-
me von  normalverteilten Zufallsvariablen X
i
mit  = 0 und 
2
= 1 gr

oer als 
2
0
sein wird.
F

ur eine groe Anzahl k 1 von Klassen oder groe Klassen h(g) 1 ist die Anwendung der

2
-Wahrscheinlichkeitsfunktion auch dann noch vertretbar, wenn die Summenterme von 
2
,
d. h. die Mefehler, nicht individuell normalverteilt sind [128].
Die 
2
-Wahrscheinlichkeitsfunktion Q
 

2
0
j 

(Abb. 2.32 (b) ) wird

uber ihre Komplement-
funktion P
 

2
0
j 

berechnet [128]:
Q
 

2
0
j 

 1  P
 

2
0
j 

= 1  P

1
2
;
1
2

2
0

: (2.104)
P (a; x) ist die unvollst

andige Gammafunktion:
P (a; x) =
(a; x)
,(a)

1
,(a)
x
Z
0
e
 t
t
a 1
dt: (2.105)
7
F

ur eine eindimensionale c-modale Normalverteilung ist m = 3c.
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Die Wahrscheinlichkeit Q
 

2
0
j 

ist dann ein Kriterium f

ur die Signikanz der Modellfunktion
[128]:
p = Q

1
2
;
1
2

2

: (2.106)
F

ur p
krit
< p  1 ist das Modell akzeptabel, ist p  p
krit
wird es als unzutreend verworfen. Da
der tats

achliche Mefehler im allgemeinen nicht streng normalverteilt ist, vergr

oern Ausreier

2
unter Umst

anden so stark, so da ein an sich korrektes Modell auf Grund der strengen
statistischen Betrachtungsweise verworfen wird. Die H

augkeit falsch negativer Entscheidungen
kann minimiert werden, indem der kritische Wert mit p
krit
= 10
 20
sehr klein gew

ahlt und das
Fit-Intervall auf den Bereich [
0
  2
0
; 
0
+ 2
0
] begrenzt wird: Die Wahrscheinlichkeiten f

ur
tats

achlich falsche Modelle liegen in aller Regel weit unterhalb von p
krit
und Artefakte wirken
sich normalerweise im Modenzentrum verh

altnism

aig weniger stark aus, als in den dezentralen
Bereichen.
Die Stichprobe f

ur den 
2
-Anpassungstest wird der urspr

unglichen Grauwertverteilung in-
nerhalb des jeweiligen Fit-Intervalls entnommen, in dem auch die Modellfunktion durch Anpas-
sung parametrisiert worden ist.
2.4.2.2.4 Optimierung der Verteilungsparameter Die Verteilungsparameter der in der
Grauwertverteilung identizierten r
id
 r
max
Moden r liegen nun als eine Menge gesch

atzter
Parametertripel

K
1
; 
1
; 
2
1
	
; : : : ;

K
r
; 
r
; 
2
r
	
; : : : ;

K
r
id
; 
r
id
; 
2
r
id
		
vor. F

ur die 
r
gelte

1
<    < 
r
<    < 
r
id
. Diese Parametermenge ist mit hoher Wahrscheinlichkeit nicht
optimal. Obwohl gerade bei der graphischen Hauptmodenverteilungsanalyse (Algorithmus 2.6)
versucht wird, die Hauptmode m

oglichst genau zu identizieren und das Fit-Intervall opti-
mal zu bestimmen, sind bei st

arkeren Moden

uberlagerungen Fehler nicht vermeidbar. In dieser
Hinsicht ist der ung

unstigste Fall eine beidseitige

Uberlagerung der Hauptmode mit etwas
kleineren Verteilungen, die oberhalb des 50%-Amplitudenwertes der Hauptmode in diese

uber-
gehen (vgl. Abb. 2.31). Die Standardabweichung 
0
w

urde nach dem Algorithmus viel zu gro
gesch

atzt werden. Sofern der dem ML-Fit folgende Plausibilit

atstest nicht zum Abbruch f

uhr-
te, h

atte dies zur Folge, da im weiteren eine viel zu breite Modenverteilung angenommen
w

urde. Solange derartige Fehlsch

atzungen nicht zu kra ausfallen, werden sie durch eine An-
passung der r
id
-modalen normalverteilten Modellfunktion (2.101) an die urspr

ungliche Grau-
wertverteilung, weitgehend korrigiert. Die Optimierung erfolgt mit der ML-Methode, wobei

K
1
; 
1
; 
2
1
	
; : : : ;

K
r
; 
r
; 
2
r
	
; : : : ;

K
r
id
; 
r
id
; 
2
r
id
		
die Startwertemenge darstellt. Das In-
tervall,

uber das die Anpassung vorgenommen wird, ist durch [g
low;1
; g
high;rid
] gegeben. Ist der
abschlieende Plausibilit

atstest nach Abschnitt 2.4.2.2.3 erfolgreich, wird die Grauwertvertei-
lung h(g) mit hoher Wahrscheinlichkeit durch die Modellfunktion h

(g) optimal beschrieben.
2.4.2.2.5 Erweiterung des HME-Basisalgorithmus Mitunter scheitert das Modellpa-
rametrisierungsverfahren, weil die graphische Hauptmodenverteilungsanalyse (Algorithmus 2.6)
die Hauptmode nicht richtig identizieren kann, sei es auf Grund von Artefakten, von extremen
Moden

uberlagerungen oder schlichtweg wegen eines falschen zugrundeliegenden mathemati-
schen Modells. Abgesehen vom letzten Fall kann die Modellparametrisierung trotzdem durch-
gef

uhrt werden, wenn der HME von vorneherein geeignete Sch

atzwerte zur Verf

ugung gestellt
werden. Diese Sch

atzwerte k

onnen beispielsweise die Parameter einer

ahnlichen Grauwertver-
teilung sein. Ist eine a piori-Sch

atzung verf

ugbar, kann die zeitraubende Modenidentizierung
ersatzlos entfallen; es ist dann nur noch der Optimierungs- und Verizierungsschritt n

otig. Dies
funktioniert aber nur, wenn die Modellannahme grunds

atzlich richtig ist und die vorgegebe-
nen Sch

atzwerte nicht zu stark von den tats

achlichen Verh

altnissen in der Grauwertverteilung
abweichen.
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Wird der HME-Basisalgorithmus entsprechend modiziert, ist bei vorgegebenen Sch

atzwer-
ten eine erhebliche Geschwindigkeitssteigerung auf Grund der entfallenen Modenidentizierung
zu verzeichen.
2.4.2.3 Parametersch

atzung der Hintergrundverteilung
Zur Sch

atzung der Hintergrundverteilungsparameter mu das gew

ohnlich einfach und eindeutig
identizierbare absolute Maximum der Hintergrundverteilung bestimmt werden. Den Aufnah-
men werden hierzu aus mehreren, r

aumlich verteilten Testregionen m

oglichst reine Proben des
Hintergrundsignals entnommen, die zu einer einzigen Hintergrundverteilung zusammengef

ugt
werden.
Algorithmus 2.7 Parametersch

atzung der Hintergrundverteilung
1. Gegeben sei eine Grauwertverteilung h(g), an Hand derer als Modellfunktion eine skalierte
Rayleigh-Verteilung nach (2.83) mit den unbekannten Parametern K und 
2
parametri-
siert werden soll:
h

(g) = K r(g;) = K
g

2
e
 g
2
=2
2
:
2. Sch

atze den Grauwert g
max
des absoluten Maximums max
g
h(g) = h(g
max
).
3. Setze  = 2 g
max
. Sch

atze K unter Verwendung von h(g
max
), 
2
und (2.83):
K = 4 g
max
h(g
max
) e
1=8
:
4. Optimiere die gesch

atzten Verteilungsparameter an Hand der Grauwertverteilung h(g).
Analog zu Algorithmus 2.3 wird mit den gesch

atzten Parametern

K;
2
	
als Startwertemenge
die Modellfunktion der Grauwertverteilung mit der ML-Methode angepat. Die so erhaltenen
Parameter n

ahern die tats

achlichen Verteilungsparameter des Hintergrundsignals umso besser
an, je gr

oer die Probe ist.
2.4.3 Optimaler Bayesscher Klassikator
Als Erg

anzung zu der in den vorangegangenen Abschnitten entwickelten parametrischen Mo-
dellvorstellung wird nun ein parametrischer Klassikator ben

otigt. Als Spezialfall soll nur die
bimodale Verteilung betrachtet werden, die in diesem Zusammenhang von besonderer Bedeu-
tung ist. F

ur ein System mit zwei Merkmalsklassen vereinfacht sich die Entscheidungsregel
(2.62) der Maxium-Likelihood-Methode (Abschnitt 2.3.3.2.2) zu
g 2 C
1
() p(1) p(1 j g)  p(2) p(2 j g)
g 2 C
2
() p(1) p(1 j g) < p(2) p(2 j g) (2.107)
Die hierarchische Modenextraktion liefert neben den Parametern der normalverteilten Moden


r
; 
2
r
	
auch die a priori-Wahrscheinlichkeiten p(r), die unter Verwendung der K
r
berechnet
werden k

onnen:
p(1) =  =
K
1
K
1
+K
2
und p(2) = 1   =
K
2
K
1
+K
2
: (2.108)
Damit sind alle Parameter der Entscheidungsregel bekannt. (2.107) ist oensichtlich ein Thresh-
olding-Verfahren, dessen Schwellenwert g
T
nach dem Kriterium des minimalen Bayesschen Feh-
lers bestimmt wird (vgl. Abb. 2.33): Der Bayessche Fehler E
B
ist die Summe der Wahrschein-
lichkeiten f

ur falsch klassizierte Bildpunkte
E
B
(g
T
) = P (1 j 2) + P (2 j 1) =
g
T
Z
g=0
p(2) p(g j 2) dg +
1
Z
g=g
T
p(1) p(g j 1) dg: (2.109)
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Abbildung 2.33: Bayessche Entscheidungsregel. Der optimale Schwellenwert g

T
zwischen den zwei
Moden einer bimodalen Normalverteilung p(g) = '(g; 
1
; 
1
)+(1  ) '(g;
2
; 
2
) ist derjenige Grau-
wert, f

ur den der Bayessche Fehler E
B
= P (1 j 2) + P (2 j 1) ein Minimum annimmt. P (B j A) sei die
Wahrscheinlichkeit daf

ur, da ein Bildpunkt der Merkmalsklasse A f

alschlicherweise der Merkmalsklas-
se B zugeordnet wird. Die Fl

achen P (1 j 2) und P (2 j 1) des minimalen Bayesschen Fehlers E

B
sind
durch schr

age Schraur gekennzeichnet. Wird der optimale Schwellenwert g

T
beispielsweise auf einen
Wert g
T
verkleinert, vergr

oert sich E
B
um das waagerecht schraerte Fl

achenst

uck P (1 j 2) (nach
[39, 65]).
Den optimalen Schwellenwert g

T
erh

alt man also durch Minimierung von (2.109):
E

B
= E
B
(g

T
) = min
g
T
E
B
(g
T
) : (2.110)
Im diskreten Fall bestimmt man g

T
mit der Bedingung f

ur den optimalen Bayeschen Klassi-
kator
g

T
X
g=0
p(2) p(g j 2) +
1
X
g=g

T
p(1) p(g j 1)  !Min: (2.111)
F

ur normalverteilte Moden wird g

T
algebraisch durch Bestimmung des Schnittpunktes der
beiden Modenverteilungsdichten berechnet:
'(g

T
;
1
; 
1
) = (1  )'(g

T
;
2
; 
2
) : (2.112)
Ist eine der beiden Moden nicht in parametrischer Form darstellbar, gewinnt man g

T
aus einer
der beiden folgenden Beziehungen:
g

T
X
g=0
(1  )'(g;
2
; 
2
) +
1
X
g=g

T
h
r;1
(g)  ! Min: (2.113-a)
g

T
X
g=0
(1  )h
r;2
(g) +
1
X
g=g

T
'(g;
1
; 
1
)  ! Min: (2.113-b)
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Hierbei gilt (2.113-a) f

ur den Fall, da die normalverteilte Mode im Grauwerthistogramm ober-
halb der nicht in parametrischer Form beschreibbaren Mode liegt und (2.113-b) f

ur den Fall,
da sie darunter liegt. Soll der optimale Schwellenwert g

T;BG
zwischen der Hintergrundverteilung
r(g;
1
) und der nicht in parameterischer Form vorliegenden Verteilung des Bildvordergrundes
bestimmt werden, erfolgt dies analog zu (2.113-b):
g

T;BG
X
g=0
(1  )h
r;2
(g) +
1
X
g=g

T;BG
r(g;
1
)  !Min: (2.114)
2.5 Hirnsegmentierungs- und Hirnvolumetriekonzept
Das eben entwickelte Gewebemodell bildet die Grundlage f

ur das im folgenden schrittweise
eingef

uhrte Hirnsegmentierungs- und -volumetriekonzept. Im wesentlichen ist die Konzeption
durch die Eigenschaften von Bildmaterial und vorgesehener Rechnerhardware bestimmt. Um
die Komplexit

at der Segmentierungsaufgabe von vorneherein auf ein praktikables Niveau zu
reduzieren, wurde die Allgemeinheit durch folgende Annahmen eingeschr

ankt:
I Festgelegte Anzahl von Merkmalsklassen. Mit dem Einsatz eines

uberwachten Verfahrens
zur Merkmalsxtraktion ist die maximale Anzahl der identizierbaren Merkmalsklassen
von vorneherein festgelegt. In diesem Fall sind es derer sechs: Luft, Liquor, Fettgewebe,
weie Hirnsubstanz, graue Hirnsubstanz und andere weiche Kopfgewebe. Das Auftreten
pathologischer Gewebetypen im intrakraniellen Volumen ist durch die Aufgabenstellung
ausgeschlossen.
I Unterscheidbarkeit der Merkmalsklassen. Voxel m

ussen

uber ihre Grauwerte und r

aum-
liche Lage den Merkmalsklassen eindeutig zuordenbar sein. M

oglicherweise in der Tex-
tur enthaltene Infomation, die

uber Grauwerte und Grauwertgradienten hinausgeht, wird
nicht ausgewertet.
I Kodiertes Gewebemodell. Die Grauwerteigenschaften der Merkmalsklassen sowie anatomi-
sches Vorwissen sind implizit im Algorithmus kodiert. Die Bilddatenbasis mu entweder
mit dem festen Meprotokoll erzeugt worden sein oder vergleichbare Grauwerteigenschaf-
ten aufweisen.
I Quasi-stetige Struktur

uberg

ange zwischen den Schichten. Das Segmentierungsverfahren
geht von minimalen Strukturvariationen bez

uglich Form und Eigenschaften zwischen be-
nachbarten Schichten aus. Dies erfordert eine 3D-Bilddatenbasis mit geringen Schichtdik-
ken und verschwindenden Schichtabst

anden.
Bilddaten, deren Eigenschaften in erheblichem Mae von diesen Spezikationen abweichen, sind
nicht verwendbar.
2.5.1 Aufbau des Segmentierungs- und Volumetrieverfahrens
Nicht nur zur optimalen Ausnutzung der begrenzten Hardwareresourcen, sondern auch im Hin-
blick auf maximale Flexibilit

at und Autonomie wurde das Volumetrieverfahren mehrstug aus-
gelegt. Es setzt sich im wesentlichen aus drei hierarchisch untergliederten Hauptkomponenten
zusammen:
1. Vorverarbeitung des Bildmaterials { Erzeugung einer transversal orientierten Bilddaten-
basis, Reduktion von Signalinhomogenit

aten in der Bildebene und Korrektur von Verla-
gerungen der Mevolumina im Raum
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2. Segmentierung des Bildmaterials { Klassizierung aller Voxel des Mevolumens f

ur die
vorgegebenen Merkmalsklassen
3. Volumetrische Auswertung der Segmentierungsergebnisse { Berechnung der Merkmals-
klassenvolumina unter Ber

ucksichtigung der Teilvolumeneekte
2.5.1.1 Grobkonzeption des Verfahrens
Abb. 2.34 zeigt die drei Hauptkomponenten des Hirnvolumetrieverfahrens und deren Unterglie-
derung in die insgesamt sieben Prozephasen. Zentraler Bestandteil der Segmentierung ist ein
mehrstuger Hirnsegmentierungsproze, der anschlieend n

aher speziziert wird:
Phase I { Vorverarbeitung der Bilddaten. Bei der Vorverarbeitung werden die akquirierten
Bilddaten f

ur die nachfolgende Hirnsegmentierung aufbereitet.
Liegen die urspr

unglich akquirierten Datens

atze I nicht in der transversalen Orientierung
vor, wird zun

achst eine transversale Bilddatenbasis durch Datensatzrekonstruktion er-
zeugt. Diese Manahme minimiert gleichzeitig die Signalinhomogenit

at in der Bildebene.
Sind die beiden Datens

atze auf Grund von Kopfbewegungen w

ahrend der Messung merk-
lich gegeneinander verlagert, wird diese Verlagerung mittels eines Lagekorrekturverfahrens
soweit wie m

oglich ausgeglichen.
Hiermit steht den nachfolgenden Prozephasen eine lagekorrigierte transversale Bildda-
tensbasis I

zur Verf

ugung.
Phase II { Bestimmung der globalen Referenzdaten. Der Benutzer w

ahlt aus dem Datensatz
eine Schicht aus, in der alle zu segmentierenden Merkmalsklassen in ausreichendem Mae
vorkommen. Aus dieser Schicht, im weiteren als globale Referenzschicht s
R;G
bezeichnet,
werden die Modellparameter aller relevanten Merkmalsklassen extrahiert und als globale
Referenzdaten f

ur die nachfolgend ausgef

uhrte schichtweise Segmentierung, Nachbearbei-
tung und volumetrische Auswertung in der Datei R
G
gespeichert. Die Bestimmung der
Modellparameter erfolgt in einem speziellen Referenzmodus des Segmentierungsprozesses.
Phase III { Bestimmung der transversalen Signalinhomogenit

at. Mit den globalen Referenz-
daten R
G
als Startwertemenge wird als gut identizierbare Merkmalsverteilung die Hirn-
gewebeverteilung in der PSIF-Aufnahme in allen Schichten, die durch das ICV verlaufen,
parametrisiert. Dies erfolgt in einem speziellen Signalinhomogenit

atsanalysemodus des
Segmentierungsprozesses.
Aus dem Verlauf des Verteilungsmittelwertes

uber die Schichten kann der Verlauf der
Signalinhomogenit

at in Richtung der transversalen Schichtnormalen abgesch

atzt wer-
den. Diese Verlaufsinformation wird den globalen Referenzdaten R
G
hinzugef

ugt. Zur
Durchf

uhrung der eigentlichen Hirnsegmentierung sind nun alle notwendigen Informatio-
nen bereitgestellt.
Phase IV { Segmentierung des Datensatzes. Im Normalmodus des Segmentierungsprozesses
wird die Klassizierung aller Voxel des Datensatzes entsprechend dem parametrisierten
Gewebemodell schichtweise durchgef

uhrt.
Phase V { Nachbearbeitung des Segmentierungsergebnisses. In einem mehrstugen Teilpro-
ze werden durch isointense Gewebebereiche und diverse Artefakte bedingte Fehlklas-
sikationen so weit wie m

oglich eliminiert.
Phase VI { Auswertung des Segmentierungsergebnisses. Die geometrischen Kennwerte Rand-
linienl

ange, Fl

ache und Volumen der extrahierten Merkmalsregionen werden unter weitge-
hender Ber

ucksichtigung von Teilvolumeneekten ausgewertet. Hierzu wird aus des klassi-
zierten Regionen jeder Schicht s ein Satz von Randlinienkoordinaten generiert, der besser
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Abbildung 2.34: Aufbau des Hirnsegmentierungs- und Hirnvolumetrieverfahrens { Grobkonzeption.
Die graphische Darstellung der Segmentierungsergebnisse (Phase VII) ist kein Bestandteil des eigentli-
chen Volumetrieverfahrens und daher gestrichelt eingezeichnet. Die Datei R
G
(globale Referenzdaten)
speichert Referenzwerte f

ur die Modellparameter aller analysierten Merkmalsklassen sowie allgemeine
Informationen

uber den zu bearbeitenden Datensatz. Zwischen- und Endergebnisse der Segmentierung
einer Schicht s werden in den Klassenmarkierungsmatrizen Z:1
s
und Z:3
s
abgelegt, die Randkurvenko-
ordinaten der segmentierten Regionen in der ROI-Datei G
s
. Die volumetrischen Auswertungsresultate
f

ur den gesamten Datensatz gehen in die Protokolldatei L.
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f

ur die weitergehende Auswertung, Darstellung und Archivierung geeignet ist. F

ur jede
Schicht s wird eine ROI-Datei
8
G
s
mit den vollst

andigen geometrischen, semantischen
und hierarchischen Kennwerten der gefundenen Merkmalsregionen erzeugt.
Die volumetrischen Auswertungsergebnisse f

ur den gesamten Datensatz werden am Schlu
in der Protokolldatei L abgespeichert.
Phase VII { Graphische Darstellung des Segmentierungsergebnisses. Die in den ROI-Dateien
G
s
abgelegten Merkmalsregionendaten werden zur graphischen Darstellung des Segmen-
tierungsergebnisses aufbereitet.
Der gesamte Ablauf des Segmentierungs- und Volumetrieprozesses wird in der zu Beginn er-
zeugten und initialisierten Protokolldatei L dokumentiert. Alle ver

andernden Manahmen an
den Bilddaten, der Rechenzeitbedarf f

ur die einzelnen Prozephasen und eventuelle Ausnahme-
zust

ande werden hier zus

atzlich zu den Auswertungsergebnissen eingetragen.
Die Weitergabe der Klassikationausgaben von einer Prozephase zur n

achsten erfolgt

uber
die Klassenmarkierungsmatrizen Z:1
s
und Z:3
s
. Soweit sie bisher erzeugt worden sind, stehen
diese Daten dem Proze in der laufenden und den darauf aufbauenden Phasen jederzeit zur
Verf

ugung und erm

oglichen die Segmentierung unter eingeschr

ankter Einbeziehung dreidimen-
sionaler Information. Diese Daten bleiben auch nach dem Abschlu der Volumetrie vollst

andig
erhalten und k

onnen zur nachtr

aglichen visuellen Kontrolle des Segmentierungsverlaufes her-
angezogen werden.
2.5.1.2 Kernprozesse der Segmentierung
Die Struktur des eigentlichen Hirnsegmentierungsprozesses geht aus dem Fludiagramm Abb.
2.35 hervor:
Schritt 1 { Bestimmung des Bildvordergrundes. Der Bildvordergrund wird vom Hintergrund
durch Thresholding oberhalb des maximalen Hintergrundrauschsignalpegels getrennt. Aus
den so extrahierten Regionen wird mittels eines F

ullalgorithmus eine Vordergrundmaske
erzeugt, die nur noch einfach zusammenh

angende Regionen enth

alt.
Schritt 2 { Bestimmung des intrakraniellen Volumens. Im Vordergrund werden sichere Kern-
bereiche des ICV durch Parametrisierung der Hirngewebeverteilung in der PSIF-Aufnah-
me identiziert und durch ein anschlieendes Gebietswachstum auf ihre vermutliche Gr

oe
ausgedehnt; die hierbei

ubrigbleibenden Bereiche des Vordergrundes werden verworfen.
Schritt 3 { Provisorische Trennung von Hirngewebe und Liquor. Liquorbereiche im ICV wer-
den vom Hirngewebe durch Thresholding auf der Grundlage der im vorangegangenen
Schritt gewonnenen Verteilungsparameter provisorisch getrennt.
Schritt 4 { Optimierte Trennung von Hirngewebe und Liquor. Innerhalb der gefundenen Li-
quorbereiche wird die Liquorverteilung in der PSIF-Aufnahme parametrisiert. Es resul-
tiert eine verbesserte parametrische Basis f

ur die Dierenzierung zwischen Hirngewebe
und Liquor.
Schritt 5 { Trennung von grauer und weier Hirnsubstanz. In der MPRAGE-Aufnahmewird
die bimodale Grauwertverteilung der als Hirngewebe markierten Bereiche parametrisiert.
Mit diesen Daten k

onnen die Verteilungen der grauen und weien Hirnsubstanz von ande-
ren Verteilungen und gegeneinander abgegrenzt werden. Identizierte Fettgewebebereiche
werden sofort verworfen, nicht eindeutig zuordenbare Bereiche vorl

aug als unbekannt
markiert und bei der Nachbearbeitung eingehender untersucht.
8
ROI: region of interest. Im allgemeinen handelt es sich um ein von einer geschlossenen Randlinie begrenztes
Gebiet, aus dem bestimmte Informationen gewonnen werden sollen. In diesemKontext ist eine ROI zumeist eine
sogenannte Merkmalsregion, d.h. ein Gebiet, das nur Pixel aus genau einer Merkmalklasse enth

alt.
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Abbildung 2.35: Aufbau des Hirnsegmentierungs- und Hirnvolumetrieverfahrens { Kernprozeduren
der Hirnsegmentierung. s ist das zur bearbeitende Schichtintervall: Im Referenzmodus wird nur die
globale Referenzschicht s
R;G
analysiert.
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Dieser Proze kann in drei exklusiven Bearbeitungsmodi ablaufen, die sich nicht nur darin unter-
scheiden, wie das Bildmaterial analysiert wird, sondern auch darin, welche Schichten bearbeitet
werden:
Referenzmodus. Alle Verfahrensschritte werden f

ur die globale Referenzschicht s
R;G
sequenti-
ell durchlaufen. Da zu diesem Zeitpunkt die Modellparameter der Merkmalsverteilungen
noch nicht bekannt sind, m

ussen sie unter Verwendung empirischer Methoden m

oglichst
genau bestimmt werden.
Signalinhomogenit

atsanalysemodus. In allen Schichten des Datensatzes wird die Hirngewebe-
verteilung in der PSIF-Aufnahme parametrisiert, wobei die Ausgabe des Referenzlaufes als
Startwertemenge dient. Damit ist der Verlauf des Modenmittelwertes

uber die Schichten
des Datensatzes bekannt.
Normalmodus. Alle Verfahrensschritte werden analog zum Referenzmodus sequentiell durch-
laufen, diesmal aber

uber alle Schichten des Datensatzes. Die Modellparameter der Merk-
malsverteilungen m

ussen jetzt nicht mehr schichtweise aus den Aufnahmen durch zeitauf-
wendige Parametrisierung ermittelt werden, da mit den globalen Referenzdaten die Infor-
mation zu deren schichtweisen Berechnung verf

ugbar sind. Dies garantiert eine optimale
Prozestabilit

at, da Artefakte und ung

unstige Grauwerthistogrammverl

aufe in einzelnen
Schichten den Ablauf nicht beeintr

achtigen k

onnen.
Bei der Segmentierung werden Artefakte wie z. B. Teilvolumeneekte und Isointensit

aten
nicht besonders behandelt { f

ur eine entsprechende Nachbearbeitung stehen dedizierte Verfahren
zur Verf

ugung. Damit w

ahrend der Segmentierung keine relevante Information verloren geht,
werden alle Bereiches des intrakraniellen Volumens zun

achst sehr konservativ abgesch

atzt: Bei
der Nachbearbeitung k

onnen f

alschlicherweise als ICV klassizierte Bereiche problemlos entfernt
werden, das nachtr

agliche Wiederhinzuf

ugen bereits bei der Segmentierung f

alschlicherweise
verworfener Bereiche ist hingegen kaum mehr m

oglich.
2.5.2 Phase I: Vorverarbeitung des Bildmaterials
In der Regel eignet sich das am Tomographen akquirierte Bildmaterial ohne vorherige Bearbei-
tung nicht zur automatisierten Auswertung:
I die Datens

atze wurden nicht in der transversalen Schichtorientierung akquiriert
I MPRAGE- und PSIF-Datensatz sind durch Kopfbewegungen w

ahrend des Mevorganges
r

aumlich gegeneinander versetzt und verdreht
I die Signalintensit

at ist innerhalb der Datens

atze ungleichm

aig verteilt
I die Aufnahmen sind verrauscht und durch diverse Artefakte beeintr

achtigt
Das Nutzsignal k

onnte durch Tiefpalterung von

uberlagertem Rauschen und etwaigen hoch-
frequenten St

orungen bereinigt werden. Da aber jede Art von Filterung nicht nur das St

or-,
sondern zwangsl

aug auch das Nutzsignal ver

andert, wird auf Tiefpalterung konsequent ver-
zichtet. Abb. 2.36 zeigt das Fludiagramm der Vorverarbeitung.
2.5.2.1 Schritt 1: Datensatzrekonstruktion
Die Hirnsegmentierung wird auf der Grundlage transversaler Schnitte vorgenommen. Sind die
Aufnahmen in einer der beiden anderen dazu orthogonalen Schichtorientierungen akquiriert
worden, m

ussen die originalen Datens

atze in der transversalen Orientierung rekonstruiert wer-
den (Abschnitt 2.2.1).
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Abbildung 2.36: Aufbau des Hirnsegmentierungs- und Hirnvolumetrieverfahrens: Vorverarbeitung des
Bildmaterials (Phase I). Nach der Vorverarbeitung der urspr

unglichen MPRAGE- und PSIF-Datens

atze
I liegt steht eine rekonstruierte und lagekorrigierte Bilddatenbasis I

zur Verf

ugung.
2.5.2.2 Schritt 2: Signalintensit

atskorrektur
Den Ursachen der im Mevolumen inhomogen verteilten Signalintensit

at (Abschnitt 2.1.4) ist
in der Praxis kaum beizukommen. Einfacher ist es, die Auswirkungen im Bildmaterial selbst zu
korrigieren. Vier L

osungsans

atze zur Korrektur der Signalinhomogenit

at seien kurz angespro-
chen:
1. Korrektur auf der Grundlage von Phantom-Messungen. Existiert ein festes Meprotokoll,
kann f

ur den verwendeten Scanner eine individuelle dreidimensionale Korrekturmatrix
erzeugt werden: Ein homogenes Wasserphantom (vgl. Abb. 3.1, Seite 110), welches das
gesamte Mevolumen abdeckt, wird dem Meprotokoll entsprechend vermessen. Die nor-
mierten Grauwerte der Voxel in diesem Kalibrierdatensatz sind ein Ma f

ur die lokale
HF-Signalempndlichkeit der Empfangsspule an den Voxelpositionen, deren Reziprokwer-
te bilden die Eintr

age der Korrekturmatrix. Zur Signalinhomogenit

atskorrektur werden
die Voxelgrauwerte in den Datens

atzen mit den zugeordneten Korrekturmatrizeneintr

agen
gewichtet.
2. Korrektur auf der Grundlage der Grauwerte. Ist (1) nicht anwendbar, k

onnen alternativ
bestimmte Informationen, die das Bildmaterial selbst liefert, zur Signalinhomogenit

ats-
korrektur verwendet werden. Ein guter Indikator f

ur die lokale HF-Signalempndlichkeit
der Empfangsspule ist die St

arke des reinen Liquorssignals an dieser Position. Gibt es
ausreichend viele, gleichm

aig

uber den Datensatz verteilte Liqourbereiche, die eine Ex-
traktion des reinen Liquorsignals ohne Verf

alschung durch Teilvolumeneekte zulassen,
kann durch dreidimensionale Interpolation zwischen diesen St

utzstellen f

ur jedes Voxel
im Datensatz die relative lokale Signalabschw

achung berechnet und kompensiert werden
[45, 63, 139].
3. Datensatzrekonstruktion. Messungen mit einem Wasserphantom zeigen, da aus Symme-
triegr

unden die Signalinhomogenit

at in Richtung der Spulenachse am gr

oten ist. Soll die
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Signalinhomogenit

at in der Bildebene minimal sein, ist die zur Spulenachse senkrechte,
also transversale Schichtorientierung optimal.
Da die Aufnahmen in der nach (3) optimalen Ausrichtung verarbeitet werden und die Signalin-
homogenit

at in der Bildebene in der Regel vernachl

assigbar ist, werden zur Rechenzeitersparnis
keine weiteren Manahmen zur Signalintensit

atskorrektur innerhalb der Schichten ergrien.
Die Kenntnis des Signalinhomogenit

atsverlaufes in Richtung der transversalen Schichtnor-
malen ist f

ur den Segmentierungsproze von elementarer Bedeutung. Da es f

ur bereits ak-
quirierte Daten nachtr

aglich nicht mehr m

oglich ist, ein homogenes Testobjekt zur Verlaufs-
bestimmung mit abzubilden, mu der Signalinhomogenit

atsverlauf aus den Aufnahmen selbst
bestimmt werden (Abschnitt 2.5.4).
2.5.2.3 Schritt 3: Bildlagekorrektur (Registrierung)
Zwei oder mehrere Datens

atze, die zu verschiedenen Zeitpunkten oder gar auf verschiedenen
Modalit

aten (MR, CT, PET) erzeugt worden sind, so zueinander auszurichten, da die in den
einzelnen Datens

atzen abgebildeten anatomischen Strukturen genau deckungsgleich aufeinander
zu liegen kommen, ist in der medizinischen Bildverarbeitung ein h

aug auftretendes Problem
[85].
Bei der Bilddatenakquisition f

ur die Hirnvolumetrie k

onnen Kopfbewegungen, vor allem zwi-
schen den beiden Akquisitionen, zu erheblichen Verlagerungen des Mevolumens f

uhren. Die
beiden Aufnahmen eigentlich korrespondierender Bildschichten aus dem MPRAGE- bzw. dem
PSIF-Datensatz zeigen dasselbe Objekt nunmehr an unterschiedlichen Positionen und m

ogli-
cherweise auch in unterschiedlichen Ausrichtungen. Da beide Aufnahmen einer Schicht gleich-
zeitig ausgewertet werden, ist vorausgesetzt, da beide Aufnahmen denselben Objektbezug
aufweisen. Etwaige Verlagerungen des Mevolumens w

ahrend der Messung m

ussen daher vor
der Bildauswertung korrigiert werden.
Eine Systematik wichtiger Bildlagekorrekturverfahren (auch: image matching oder image
registration) ndet man in [67]. Leider sind die meisten Verfahren bedingt durch Art und
Herkunft des hier eingesetzten Bildmaterials vom Prinzip her ungeeignet:
I Lagekorrektur auf der Basis von Strukturen. Die Kontrastverh

altnisse in den MPRAGE-
und PSIF-Aufnahmen sind so stark unterschiedlich, da mit Gradientenltern extrahierte
Strukturen zwischen den beiden Aufnahmetypen kaum korrelieren.
I Lagekorrektur auf der Basis von Punktepaaren. In den Aufnahmen stehen weder k

unstli-
che Referenzmarkierungen wie Skin-Marker noch ein stereotaktisches Referenzsystem zur
Verf

ugung.
I Lagekorrektur auf der Basis von Momenten und Hauptachsen. Abgesehen davon, da sich
die beiden Aufnahmetypen in ihren Grauwerteigenschaften stark unterscheiden, besteht
immer die Gefahr, da Objekte durch die Bildr

ander abgeschnitten sind. Die Lage von
Zentroiden und Hauptachsen ist daher stark vom Zufall abh

angig.
Stattdessen kommt ein leistungsf

ahiges Kreuzkorrelationsverfahren zum Einsatz.
2.5.2.3.1 Bewegungsmodell Abb. 2.37 zeigt das verwendete Modell f

ur Kopfbewegungen
w

ahrend des Mevorganges. Die Fixierung des Sch

adels in der Kopfspule l

at im wesentlichen
geringf

ugige Rotationen um die sagittale und die transversale Fl

achennormale zu. In beiden
F

allen liegt der Drehpunkt { die Auflage des Kopfes auf der Patientenliege { auerhalb des
intrakraniellen Volumens. In der Projektions

ache des intrakraniellen Volumens in die Bildebe-
ne wirken sich diese Rotationen daher als kombinierte Rotations- und Translationsbewegungen
aus. Eine vollst

andige Korrektur erfordert also die Bestimmung der kompletten Transforma-
tionsparametermenge fx
0
; y
0
; z
0
; '
0;C
; '
0;S
; '
0;T
g. Ist eine automatisierte Behandlung dieser
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Abbildung 2.37: Verlagerungen des Mevolumens w

ahrend der Datenakquisition. Die Fixierung des
Sch

adels in der Kopfspule l

at kleine Kopfbewegungen zu. In erster Linie handelt es sich um zwei
Rotationen um den Auflagepunkt des Sch

adels auf der Patientenliege; die ungef

ahre Lage des Ro-
tationszentrums ist markiert. Translationen des gesamten Mevolumens sind durch eine Translation
(x
0
0
; y
0
0
; z
0
0
) des Rotationszentrums beschreibbar. (a) Drehungen '
0;S
um die sagittale Schichtnormale
und (b) Drehungen '
0;T
um die transversale Schichtnormale. Der willk

urliche, zur Orientierung in (a)
eingezeichnete Mastab zeigt die Lage der transversalen Schichten in Bezug auf die Lage der anato-
mischen Strukturen im Sch

adel f

ur den Datensatz aus Abb. 2.19. Die dick eingezeichneten parallelen
Linien markieren das Schichtintervall A, das f

ur die Bestimmung der geometrischen Transformationspa-
rameter am besten geeignet ist. Das Intervall B enth

alt die Glask

orper als Quellen starker Bewegungs-
und Pulsationsartefakte (gestrichelte Kreise).
komplexen Aufgabe gefordert, sind zur Begrenzung des numerischen Aufwandes einige verein-
fachende Annahmen notwendig, die in der Praxis jedoch meistens erf

ullt sind:
I Die 3D-Datens

atze werden als starre K

orper betrachtet, d. h. es wird angenommen, da
das Schichtgef

uge kompakt ist: Rotationen um die drei Raumachsen bzw. Translationen
in den drei Raumrichtungen betreen alle Schichtbilder des Datensatzes gleichermaen
(rigid body motion). Die Skalierung der Aufnahmen ist gegen

uber Bewegungen invariant,
zur Lagekorrektur ist daher eine starre geometrische R

ucktransformation ausreichend.
I Die Rotationswinkel werden mit  '
max
 '
0
 '
max
mit ca. '
max
= 3

als relativ klein
angenommen. Liegt der Drehpunkt in einer der Bildecken, betr

agt die Translation in der
Bildmitte d
max
 1 cm.
Sind die Verlagerungen des Mevolumens mit automatisierten Verfahren nicht korrigierbar,
m

ussen Benutzereingaben und ein anschlieender Optimierungsschritt die rechenintensive au-
tomatisierte Bestimmung der Transformationsparameter ersetzen. Nachdem interaktiv minde-
stens drei m

oglicht weit voneinander entfernte Punkte, die jeweils dasselbe anatomische Merk-
mal markieren, in jedem der beiden 3D-Bilddatens

atze gesetzt worden sind, wird die Trans-
formationsparametermenge durch einen Least-Squares-Fit bestimmt, der die Summe der Ab-
standsquadrate zwischen den korrespondierenden Punkten minimiert. Als Markierungspunkte
(Landmarks) eignen sich alle gleichzeitig in beiden Datens

atzen einwandfrei identizier- und
exakt lokalisierbaren, ortsfesten anatomischen Merkmale. Deren Auswahl erfordert jedoch eine
genaue Kenntnis der Hirnanatomie.
Die urspr

ungliche Zielvorstellung war die Entwicklung eines weitgehend autonomen Volu-
metrieprozesses, so da auf manuelle Lagekorrekturverfahren nicht weiter eingegangen wird.
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2.5.2.3.2 Automatisierte Bildlagekorrektur im Zweidimensionalen Im zweidimen-
sionalen Fall sei eine Schichtaufnahme s(x; y) in Bezug auf eine Referenz r(x; y) um einen
Translationsvektor (x
0
; y
0
) verschoben und um einen Rotationswinkel '
0
verdreht und eventu-
ell zus

atzlich mit einem isotropen Faktor 
0
6= 1 skaliert:
s(x; y) = r(
0
(x cos'
0
+ y sin'
0
)  x
0
; 
0
( x sin'
0
+ y cos'
0
)  y
0
) : (2.115)
Zur Lagekorrektur werden normalerweise in einem ersten Schritt die Parameter x
0
, y
0
und '
0
derjenigen geometrischen Transformation, welche die Translation und Rotation eines Objektes
bez

uglich eines Referenzobjektes r

uckg

angig macht, aus den Aufnahmen r(x; y) und s(x; y) be-
stimmt. In einem zweiten Schritt wird mit diesen Werten eine geometrische R

ucktransformation
vorgenommen.
2.5.2.3.3 Automatisierte Bildlagekorrektur im Dreidimensionalen Im vorliegenden
Anwendungsfall handelt es sich um ein r

aumliches Problem: Ein MPRAGE- und ein PSIF-
Datensatz sind in ihrer relativen Lage zueinander zu korrigieren. Vereinfachend darf hier von
einem Skalierungsfaktor 
0
= 1 ausgegangen werden, weil nur Drehungen und Verschiebungen
vorkommen k

onnen. Die Bestimmung der kompletten Parametermenge f

ur die geometrische
Transformation im Dreidimensionalen ist sehr aufwendig. Eine N

aherungsl

osung spart viel Re-
chenzeit ein:
I Der durch Translation in Richtung der sagittalen Schichtnormalen hervorgerufene Schicht-
versatz zwischen den beiden Datens

atzen wird bestimmt und korrigiert.
I Der Rotationswinkel um die transversale Schichtnormale wird bestimmt. Anschlieend
wird der gesamte Datensatz um diesen Winkel zur

uckgedreht.
I Der Verlauf der Translation in der transversalen Ebene

uber den Datensatz wird auf der
Grundlage geeigneter St

utzschichten bestimmt, durch eine lineare Funktion angen

ahert
und kompensiert.
Auf diese Weise werden Translationen in den drei Raumrichtungen und Rotationen um die
transversale Schichtnormale vollst

andig korrigiert, Rotationen um die anderen beiden Raum-
achsen zumindest teilweise.
2.5.2.3.4 Realisiertes Verfahren Der Grad der

Ubereinstimmung von Lage und Geome-
trie zweier

ahnlicher Objekte dr

uckt der Kreuzkorrelationskoezient aus { die Bestimmung des
Schichtversatzes sowie des Drehwinkels und der Translation beruhen hierauf. Ein numerisch
ezientes L

osungsverfahren ist das symmetrische Phase-Only-Matched-Filtering von Fourier-
Mellin-Transformierten (FMI-SPOMF) zur gleichzeitigen Bestimmung von Translation, Ro-
tation und einer etwaigen isotropen Skalierung [36, 54]. Die mathematischen Grundlagen des
FMI-SPOMF sind im Anhang B.2 kurz dargestellt. Die Grundidee ist schnell zusammengefat:
1. Eine Aufnahme s(x; y) sei bez

uglich einer Referenz r(x; y) verschoben und gedreht.
2. Translation und Rotation von s(x; y) bez

uglich r(x; y) werden im Fourier-Raum ent-
koppelt. Die Rotation wird durch eine polar-logarithmische Koordinatentransformation
(FMI) auf eine Translation abgebildet. Auf Grund dieser Entkopplung ist es m

oglich, in
zwei aufeinander aufbauenden Schritten zun

achst den Rotationswinkel zu berechnen und
die Drehung r

uckg

angig zu machen. Anschlieend wird das gleiche f

ur die Translation
durchgef

uhrt.
3. Die Translation wird durch Korrelation der spektralen Phasen von r(x; y) und s(x; y)
mittels eines nichtlinearen symmetrischen Filters (SPOMF) bestimmt:
Q(u; v) =
R

(u; v)
jR(u; v)j

S(u; v)
jS(u; v)j
= e
 i(
r
(u;v) 
s
(u;v))
: (2.116)
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Hierbei wird angenommen, da die Skalierungsunterschiede zwischen Objekt und Referenz ver-
schwindend gering sind.
Der Bildlagekorrekturalgorithmus kann gegen

uber [54] weiter vereinfacht werden: Der Dreh-
winkel um die transversale Schichtnormale wird als verh

altnism

aig klein angenommen (s. o.)
und liegt mit Sicherheit im Intervall [ ; ]; die Mehrdeutigkeit bei der Winkelbestimmung
braucht demzufolge nicht aufgel

ost zu werden.
Schichtversatz und Rotationswinkel um die transversale Schichtnormale werden in dem in
Abb. 2.37 gekennzeichneten Schichtintervall A bestimmt. Den Schichtversatz erh

alt man aus
dem Vergleich einiger geeigneter, aus dem PSIF-Datensatz stammender Referenzaufnahmen mit
Aufnahmen des MPRAGE-Datensatzes: Aus der Dierenz der Schichtnummern der am besten

ubereinstimmenden Aufnahmen folgt jeweils ein Sch

atzwert f

ur den Schichtversatz { robuste
Mittelwertbildung

uber die Sch

atzwerte liefert schlielich das Ergebnis. Nach erfolgter Ver-
satzkorrektur wird der Drehwinkel auf der Grundlage mehrerer aufeinanderfolgender Schichten
gesch

atzt; das Ergebnis wird wiederum durch robuste Mittelwertbildung berechnet.
Nachdem der ganze Datensatz um den gefundenen Winkel zur

uckgedreht worden ist, kann
aus gleichm

aig in den Schichtintervallen A und C verteilten St

utzschichten der Verlauf der
Translation ermittelt werden.
Der folgende Algorithmus gibt die Grundz

uge des implementierten automatisierten Lage-
korrekturverfahrens wieder. Durch Wiederverwendung bereits berechneter Daten k

onnen beim
FMI-SPOMF viele zeitaufwendige und redundante Rechenoperationen entfallen.
Algorithmus 2.8 Automatisierte Bildlagekorrektur
1. Es liegen zwei transversal orientierte Datens

atze vor: der PSIF-Datensatz fr
i
(x; y)g sei
die Referenz, der MPRAGE-Datensatz fs
i
(x; y)g sei gegen

uber dieser Referenz r

aumlich
verdreht und verschoben, i = 1; 2; : : : ; N
S
.
2. Bestimme den Schichtversatz in Richtung der transversalen Schichtnormalen. Wiederhole
hierzu f

ur einige Schichten i aus dem in Abb. 2.37 gekennzeichneten Schichtintervall A
(a) Wiederhole f

ur j = i  d
max
; i  d
max
+ 1; : : : ; i+ d
max
i. F

uhre Algorithmus B.2 (FMI-SPOMF) f

ur die Bilder r
i
(x; y) und s
j
(x; y) aus.
ii. Bestimme die H

ohe des Maximums q
max;j
von q(; ).
(b) Der transversale Schichtversatz der Schicht i sei
z

0;i
= i   j




max
k
q
abs;max;k
= q
abs;max;j
:
3. Der Median der ermittelten Schichtversatze sei q
0;5

z

0;i
	
. Der angenommene transversale
Schichtversatz sei dann z
0
= bq
0;5

z

0;i
	
+ 0;5c.
4. Bestimme die Rotation um die transversale Schichtnormale. Wiederhole hierzu f

ur einige
Schichten i aus dem in Abb. 2.37 gekennzeichneten Schichtintervall A
(a) F

uhre Algorithmus B.2 (FMI-SPOMF) f

ur die Bilder r
i
(x; y) und s
i z
0
(x; y) aus.
(b) Bestimme f

ur k = 1; 2; : : : ; 8 die Positionen

'

0;k
; 

0;k

der gr

oten Maxima von
q(; ) im Intervall [ '
max
; '
max
] f

ur  = 0.
(c) Wiederhole f

ur k = 1; 2; : : : ; 8
i. Drehe s
i z
0
(x; y) um den Winkel  '

0;k
. Das gedrehte Bild sei s
(r)
i z
0
(x; y).
ii. Berechne die Ausgabe des SPOMF
Q(u; v) =
R

i
(u; v)
jR
i
(u; v)j

S
(r)
i z
0
(u; v)



S
(r)
i z
0
(u; v)



:
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iii. Bestimme die maximale Signalantwort q
k
(x
0
; y
0
) im Intervall [ d
max
; d
max
].
(d) Der Rotationswinkel in der Schicht i sei
'

0;i
= '

0;k




max
l
q
l
(x
0
; y
0
) = q
k
(x
0
; y
0
) :
5. Der Median der ermittelten Rotationswinkel sei q
0;5

'

0;i
	
. Der angenommene Rotations-
winkel um die transversale Schichtnormale sei dann '
0
= q
0;5

'

0;i
	
.
6. Falls j'
0
j > 0;3

, dann drehe alle Schichten s
i
(x; y) des MPRAGE-Datensatzes um den
Winkel  '
0
. Das Rotationszentrum sei (N=2; N=2). Zwischengitterwerte werden bilinear
interpoliert [128].
7. Wiederhole f

ur einige

aquidistante Schichten i aus den in Abb. 2.37 gekennzeichneten
Schichtintervallen A und C
(a) Berechne die Ausgabe des SPOMF
Q(u; v) =
R

(u; v)
jR(u; v)j

S
(sr)
(u; v)


S
(sr)
(u; v)


:
(b) Bestimme die Position
 
x

0;i
; y

0;i

des absoluten Maximums von q(x; y) im Intervall
[ d
max
; d
max
].
8. F

uhre einen robusten linearen 2D-Fit [128] in die Elemente der Translationsvektoren
 
x

0;i
; y

0;i

durch. Die Funktionen
x
0;i
= x
0;1
+ b
x
i
y
0;i
= y
0;1
+ b
y
i
beschreiben den Verlauf der Translation (x
0;i
; y
0;i
) in Richtung der transversalen Schicht-
normalen

uber alle Schichten.
9. Verschiebe alle Schichten s
i
(x; y) des MPRAGE-Datensatzes um die berechnete ganzzah-
lige Translation (bx
0;i
+ 0;5c; by
0;i
+ 0;5c).
Die Beschr

ankung der zul

assigen Parametermengen von fx
0
; y
0
; '
0
g durch d
max
und '
max
hat
keinen Einu auf den Rechenzeitbedarf. Der Zweck ist vielmehr, die Zuverl

assigkeit der Be-
stimmung von (x
0
; y
0
) und '
0
f

ur den Fall zu erh

ohen, da eine globale Maximumsuche auf
Grund von Artefakten nicht mehr zum Ziel f

uhrt.
Die r

aumliche Lage des MPRAGE-Datensatzes fs
i
(x; y)g ist jetzt bez

uglich des PSIF-
Datensatzes fr
i
(x; y)g korrigiert, die Anzahl der f

ur die nun folgenden Auswertungsschritte
verwendbaren Bildschichten betr

agt N
0
S
= N
S
  jz
0
j.
2.5.3 Phase II: Referenzmodus
Nachdem alle vorbereitenden Manahmen an den Bilddatens

atzen erfolgreich abgeschlossen
sind, beginnt mit dieser Prozephase die eigentliche Bildsegmentierung. Die Segmentierung der
globalen Referenzschicht s
R;G
imReferenzmodus stellt den nachfolgenden Prozeschritten Stan-
dardwerte f

ur die Merkmalsklassenverteilungsparameter in Form von globalen Referenzdaten
R
G
zur Verf

ugung. Von den drei Segmentierungsphasen ist die Analyse von s
R;G
die aufwen-
digste: Aus den Grauwerthistogrammen der beiden Aufnahmen sind auf rein empirischemWege
und ohne manuelle Unterst

utzung alle Modellparameter zu bestimmen.
9
9
In [2] wird als ein wesentlicher Zwischenschritt auf dem Wege zu dem im folgenden vorgestellten L

osungsan-
satz ein bispektrales Seed-Growing unter Verwendung einer manuell eingezeichneten Referenz-ROI beschrieben;
hier sei lediglich auf diese Literaturstelle verwiesen.
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Merkmal Markierung Merkmal Markierung
Hintergrund BG  :FG graue Hirnsubstanz GM
Vordergrund FG weie Hirnsubstanz WM
intrakranielles Volumen ICV  BM[ CSF Liquor CSF
Hirngewebe BM  GM [WM unbestimmt UNKN
Tabelle 2.4: Merkmalsklassenmarkierungen.
Zu diesem Zweck wird eine provisorische Gewebesegmentierung durchgef

uhrt, die die Berei-
che der relevanten Merkmalsklassen Liquor, graue und weie Hirnsubstanz voneinander und von
Gewebebereichen auerhalb des ICV isoliert. Dies ist die Grundvoraussetzung f

ur eine genaue
und erfolgreiche Modenparametrisierung.
Die Gewebesegmentierung nutzt die Information, die in den Pixelgrauwerten des PSIF-
und des MPRAGE-Datensatzes enthalten ist, zur Merkmalszuordnung und speichert die Zwi-
schenergebnisse in der eigens daf

ur bereitgestellten Klassenmarkierungsmatrix Z:1. F

ur jeden
Bildpunkt h

alt Z:1 dessen Merkmalsklassenzugeh

origkeit (class label). Alle g

ultigen Merkmals-
klassenmarkierungen sind in Tab. 2.4 aufgef

uhrt.
2.5.3.1 Pr

aparationsphase: Auswahl der globalen Referenzschicht
An die globale Referenzschicht s
R;G
werden hohe Anforderungen gestellt. Ihre Eignung als
Standard setzt voraus, da sie
I f

ur alle relevanten Merkmalsklassen
10
ausreichend gro

achige Regionen enth

alt
I problemlos automatisiert segmentierbar ist und insbesondere keine Grauwertanomalien
aufweist
Die manuelle Auswahl von s
R;G
sollte sehr sorgf

altig und erst nach vollst

andiger Durchsicht
des Schichtintervalles A (vgl. Abb. 2.37) erfolgen.
Die Analyse der globalen Referenzschicht s
R;G
erfolgt in den f

unf bereits in Abschnitt 2.5.1.2
grob umrissenen Verfahrensschritten.
2.5.3.2 Schritt 1: Bestimmung des Bildvordergrundes
Der Bildvordergrund wird in der PSIF-Aufnahme aus dem Gesamtbild isoliert. Abb. 2.38 zeigt
ein entsprechendes Grauwerthistogramm; deutlich ist die Grauwertverteilung des Hintergrund-
signals von den Anteilen des Vordergrundsignals zu unterscheiden. Mittels Parametrisierung der
Hintergrundverteilung durch eine Rayleigh-Funktion kann ein optimaler Schwellenwert g

T;BG;T
2
zur Dierenzierung zwischen Vorder- und Hintergrundsignal bestimmt werden.
Algorithmus 2.9 Extraktion des Bildvordergrundes
1. Markiere s

amtliche Pixel als BG.
2. Markiere alle Pixel des Vordergrundes als FG:
(a) Sch

atze mit Algorithmus 2.7 den Parameter 
BG;T
2
;s
R;G
der Hintergrundverteilung
h

BG;T
2
(g) (2.84-b).
(b) Bestimme mit der Bedingung (2.114) aus dem Grauwerthistogramm den optimalen
Schwellenwert g

T;BG;T
2
;s
R;G
zwischen Hintergrund- und Vordergrundverteilung.
(c) Markiere alle Pixel P
i
mit g
i;T
2
> g

T;BG;T
2
;s
R;G
als FG.
(d) F

ulle die innerhalb der FG-markierten Regionen verbleibenden BG-markierten L

ocher
ebenfalls mit der Markierung FG aus.
10
Dies betrit vor allem die Bereiche des Liquors.
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Abbildung 2.38: Zuordnung der Bildpunkte zum intra- bzw. extrakraniellen Bereich. Das Histo-
gramm des gesamten Bildes wird mittels zweier Funktionen, einer skalierten Rayleigh-Verteilung
K
BG;T
2
r(g;
BG;T
2
) f

ur das Hintergrundsignal und einer skalierten monomodalen Gauverteilung
K
BM;T
2
'(g; 
BM;T
2
; 
BM;T
2
) f

ur das Hirngewebesignal, parametrisiert. Aus den Verteilungsparametern
(hier: K
BG;T
2
= 17965, 
BG;T
2
= 8 und K
BM;T
2
= 10694, 
BM;T
2
= 111, 
BM;T
2
= 12) folgen der optimale
Schwellenwert zwischen Hinter- und Vordergrundsignal (hier: g

T;BG;T
2
= 24), die untere bzw. die obere
Grenze f

ur das Signal des intrakraniellen Volumens (hier: g
low ;BM;T
2
= 
BM;T
2
  2;5
BM;T
2
= 81 bzw.
g
high ;BM;T
2
= 
BM;T
2
+ 2;5
BM;T
2
= 141.
2.5.3.3 Schritt 2: Bestimmung des intrakraniellen Volumens
Die im vorangegangenen Schritt markierten Hintergrundpixel werden nun verworfen. Die weitere
Klassikation erfolgt ausschlielich

uber FG-markierte Bildpunkte.
2.5.3.3.1 Das Prinzip der ICV-Extraktion Das Gebiet des intrakraniellen Volumens
wird ebenfalls aus den Aufnahmen des PSIF-Datensatzes bestimmt [22]. In diesem Aufnah-
metyp erscheint das ICV { die Vereinigungsmenge aller Hirngewebe- und Liquorpixel { als
kompakte Region hoher Signalintensit

at, die sich in den meisten Schichten deutlich vom Rest
der Aufnahme abhebt (vgl. Abb. 2.38). Die Pixel des Hirngewebes haben kleinere Grauwerte als
diejenigen des Liquors. So werden mit sehr guter Genauigkeit alle Bildpunkte des ICV durch
Extraktion der zur Hirngewebeverteilung geh

orenden und aller helleren Pixel erfat. Mittels
Thresholding (Abschnitt 2.3.3.2.3) an der unteren Intervallgrenze des 2;5-Intervalls um den
Mittelwert der Hirngewebeverteilung w

are dies leicht zu bewerkstelligen. Zur weiteren Unter-
scheidung zwischen tats

achlichen Bildpunkten des ICV und fehlklassizierten Bildpunkten mu
jedoch zus

atzlich r

aumliche Information in den Entscheidungsproze mit einbezogen werden.
2.5.3.3.2 Die Durchf

uhrung der ICV-Extraktion Die Bestimmung des intrakraniellen
Volumens erfolgt in vier Schritten:
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Abbildung 2.39: Voxelnachbarschaften im zwei- und im dreidimensionalen Kontext. (a) 4-Umgebung,
(b) 8-Umgebung in der Schicht; (c) 26-Umgebung im Schichtstapel.
Algorithmus 2.10 Extraktion des ICV-Gebietes
1. Bestimme

uber die FG-markierten Pixel die Parameter


BM;T
2
;s
R;G
; 
BM;T
2
;s
R;G
	
der
Hirngewebeverteilung h

BM;T
2
(g) (2.85-c) mit der hierarchischen Modenextraktion (Algo-
rithmus 2.3).
2. Markiere alle Pixel P
i
mit g
i;T
2
 
BM;T
2
;s
R;G
als ICV.
3. F

uhre, ausgehend von diesen Saatpunkten,

uber die FG-markierten Pixel ein Regionen-
wachstum zur Bestimmung des ICV-Bereiches durch; RegionGrowing(I
T
2
, Z, C, 8, , ,

( )
, 
(+)
) (Prozedur 2.1) sei mit C = ICV,  = 
BM;T
2
;s
R;G
,  = 
BM;T
2
;s
R;G
, 
( )
= 2;5
und 
(+)
=1 parametrisiert.
4. Markiere alle FG-markierten Pixel, die nicht ICV-markiert sind, als BG.
Anstelle eines einfachen Thresholding am unteren Ende der Hirngewebeverteilung wird ein ver-
gleichsweise kostenintensives Regionenwachstum eingesetzt. Der Grund hierf

ur ist, da Thres-
holding ohne jegliche Ber

ucksichtigung lokaler Grauwert

ahnlichkeiten klassiziert und daher
unzusammenh

angende, isolierte Regionen erzeugt. Beim Region-Growing wachsen die Bereiche
hingegen von den Saatpunkten ausgehend zusammenh

angend solange, bis der Wachstumspro-
ze zum Stillstand kommt. Bereiche, in denen die Wachstumsbedingung nicht erf

ullt ist, werden
nicht

ubersprungen, sondern h

ochstens umlaufen. Werden als Saatpunkte Pixel ausgew

ahlt, die
mit groer Wahrscheinlichkeit innerhalb des ICV liegen, dann stellen auch die ausgewachsenen
Regionen mit groer Wahrscheinlichkeit wahre Bereiche des ICV dar.
2.5.3.3.3 Das Regionenwachstumsverfahren Der eingesetzte Seed-Growing-Algorith-
mus (Abschnitt 2.3.3.2.3) wurde auf den Anwendungsfall hin optimiert und arbeitet auf Grund
eines listenorientierten Aufbaus

auerst ezient. Eine Eingabeliste, die anfangs mit den C-mar-
kierten Saatpunkten gef

ullt ist, enth

alt alle Bildpunkte, deren Nachbarn m

oglicherweise der
Wachstumsbedingung gen

ugen. Ein Iterationsschritt entspricht der Abarbeitung dieser Liste:
die Nachbarn jedes darin bendlichen Pixels werden daraufhin untersucht, ob sie bestimmte
Kriterien erf

ullen. Im Erfolgsfall wird das betreende Nachbarpixel C-markiert und in eine
Ausgabeliste eingetragen, die zu Beginn eines jeden Iterationsschrittes geleert wird. Nach Ab-
schlu eines Iterationsschrittes werden beide Listen vertauscht und der n

achste begonnen. Ist
die Eingabeliste leer, ist das Seed-Growing beendet. Man erreicht mit diesem Mechanismus, da
jeweils nur die aktuellen Randpunkte der wachsenden C-markierten Region bearbeitet werden
{ also nur die Stellen, an denen von einem Iterationsschritt zum n

achsten eine Ver

anderung
eintreten kann.
Nachfolgend ist der Seed-Growing-Algorithmus als Pseudokode formuliert. Die Funktion
L.Initialisiere(Z, C) initialisiert eine Liste L mit den in der Klassenmarkierungsmatrix
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Z C-markierten Saatpunkten; ohne Argumente aufgerufen, leert die Funktion L.Initialisie-
re() die Liste L. P.Klasse.Setze(C)ordnet das Pixel P der MerkmalsklasseC zu, P.Klasse()
gibt die Merkmalsklasse C des Pixels P zur

uck. Die verschiedenen Pixelumgebungen sind in
Abb. 2.39 dargestellt.
Prozedur 2.1 Regionenwachstum (Seed-Growing)
PROCEDURE RegionGrowing(I T2, Z, C, nEnv, mu, sigma, Delta-, Delta+)
// I T2: PSIF-Bildmatrix
// Z: Klassenmarkierungsmatrix
// C: Merkmalsklasse
// nEnv: Pixelumgebung (4 oder 8)
// mu: Mittelwert der Verteilung
// sigma: Standardabweichung der Verteilung
// Delta-: untere Verteilungsbreite in Vielfachen von sigma
// Delta+: obere Verteilungsbreite in Vielfachen von sigma
Liste L 1.Erzeuge()
Liste L 2.Erzeuge()
L 1.Initialisiere(Z, C)
WHILE (L 1 ist nicht leer) DO
L 2.Initialisiere()
FOR (alle Pixel P j IN L 1) DO
FOR (alle P k aus der (nEnv)-Umgebung von P j) DO
IF (P k.Klasse() 6= C) THEN
IF (WachstumsBedingung 1(I T2, j, k, mu, sigma, Delta-, Delta+) = TRUE
AND WachstumsBedingung 2(Z, k) = TRUE) THEN
L 1.Erganze(P k)
P k.Klasse.Setze(C)
ENDIF
ENDIF
ENDFOR
ENDFOR
Vertausche(L 1, L 2)
ENDWHILE
END
Die Wachstumsbedingung setzt sich aus zwei Einzelbedingungen zusammen, die einerseits zur
Steuerung des Wachstumsprozesses, andererseits indirekt aber auch als Abbruchkriterium f

ur
das Wachstum dienen:
Wachstumsbedingung 1. Diese Bedingung ist ein

Ahnlichkeitskriterium. Mit ihr wird
eingestellt, wie klein die Grauwertdierenz jGj = jg
i0
  g
i
j zwischen zwei benachbarten Pixeln
P
i0
und P
i
sein mu, so da beide Pixel in ein und demselben Cluster C zusammengefatwerden.
P
i0
sei bereits C-klassiziert, die Klassenzugeh

origkeit von P
i
sei zu

uberpr

ufen.
Die Bedingung ist so formuliert, da die Grauwert

ahnlichkeit zwischen zwei benachbarten
gleich klassizierten Pixeln zu den R

andern von [
BM;T
2
  
low

BM;T
2
; 
BM;T
2
+ 
high

BM;T
2
]
hin immer gr

oer werden mu (dynamische Grauwertfensterbreite) { man erreicht somit eine
erh

ohte Sensitivit

at bez

uglich der Kanten der Merkmalsregion, an denen das Wachstum zum
Stillstand kommen soll. Pixel mit Grauwerten auerhalb des Intervalles sind vom Wachstum
ausgeschlossen. Die maximale Grauwertdierenz G
max
sei durch
G
max
=

max(
high

BM;T
2
+ 
BM;T
2
  g
i0
; 0) : G  0
max(g
i0
  
BM;T
2
+ 
low

BM;T
2
; 0) : G < 0
(2.117)
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Abbildung 2.40: Zweite Wachstumsbedingung beim Seed-Growing. Die Graphik illustriert die Wir-
kungsweise der Unterdr

uckung von pixelweiten Kan

alchen. Die Pixel der bisher gewachsenen Region
sind hellgrau markiert; von den dunkelgrau eingef

arbten Pixel sei im gegenw

artigen Zustand des Wachs-
tums die erste Wachstumsbedingung erf

ullt. Die Pixel P
4
bzw. P
5
k

onnen hinzugenommen werden, da
ihre Nachbarn P
1
bzw. P
2
(mit P
4
bzw. P
5
) ihrerseits drei oder mehr Nachbarn besitzen. P
6
wird
unterdr

uckt, weil das Nachbarpixel P
3
bei einer Hinzunahme von P
6
nur zwei Nachbarn bes

ae.
gegeben. Die Proportionalit

atskonstanten 
low
und 
high
steuern die Grundbreite und Sym-
metrie des Grauwertfensters. Mit der Einstellung 
low
= 
high
= 2;5 schliet das Fenster f

ur
g
i0
= 
BM;T
2
98;8% aller Hirngewebepixel ein. Die erste Wachstumsbedingung lautet damit:
Ein Nachbarpixel P
i
des Pixels P
i0
aus einer C-markierten Region wird dieser hin-
zugef

ugt, wenn sein Grauwert g
i
dem folgenden

Ahnlichkeitskriterium gen

ugt:
jGj  jg
i0
  g
i
j  G
max
: (2.118)
Wachstumsbedingung 2. Dieser Test vermindert w

ahrend des Regionenwachstums die
Tendenz zur Bildung pixelbreiter Kan

alchen an den Regionenr

andern,

uber die der Wachs-
tumsproze in andere Bildbereiche durchbrechen kann. Problematisch sind in dieser Beziehung
vor allem Randstellen, an denen der Grauwertkontrast zur Umgebung nur sehr schwach ausge-
pr

agt ist. Die zweite Wachstumsbedingung lautet folgendermaen (vgl. Abb. 2.40):
Ein Pixel P
i
, das der ersten Wachtumsbedingung (2.118) gen

ugt, wird nur dann dem
Cluster C hinzugef

ugt, wenn es entweder mindestens zwei C-klassizierte Nachbarn
in seiner 8-Umgebung besitzt, oder wenn es genau einen C-klassizierten Nachbar P
j
hat, der seinerseits mindestens drei C-klassizierte Nachbarn in seiner 8-Umgebung
aufweist.
2.5.3.4 Schritt 3: Provisorische Trennung von Hirngewebe und Liquor
Normalerweise haben die Liquorbereiche einen relativ geringen Anteil am Gesamtvolumen des
ICV. Wegen ihrer starken Ver

astelung in den Sulci und ihres damit sehr groen Ober

ache-
Volumen-Verh

altnisses sind diese Areale wesentlich st

arker von Teilvolumeneekten betroen
als die Bereiche der anderen Merkmalsklassen. Zur exakten Bestimmung der Liquorverteilungs-
parameter hat sich ein zweistuges Verfahren als geeignet erwiesen.
Wie die ersten beiden Verfahrensschritte wird auch die Liquorextraktion in der PSIF-
Aufnahme durchgef

uhrt. Aus Abschnitt 2.4 ist bekannt, da imGrauwerthistogrammder PSIF-
Aufnahme die Liquorverteilung oberhalb derer des Hirngewebes angeordnet ist. Bisher ist aus
dem Vorangegangenen als einziges sicheres Unterscheidungskriterium zwischen Hirngewebe und
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Liquor nur die obere Intervallgrenze der Hirngewebeverteilung bekannt. Mit dieser Information
l

at sich zumindest eine provisorische Trennung zwischen den beiden Merkmalsklassen erzielen,
wobei das Ergebnis f

ur die als Hirngewebe klassizierten Bildpunkte als entg

ultig angesehen
wird. Die Zuordnung der Liquorpixel mu jedoch anschlieend noch veriziert werden.
Algorithmus 2.11 Trennung von Hirngewebe und Liquor (1. N

aherung)
1. Berechne die obere Grenze der Hirngewebeverteilung
g
high;BM;T
2
;s
R;G
= 
BM;T
2
;s
R;G
+ 2;5
BM;T
2
;s
R;G
:
2. Markiere alle ICV-markierten Pixel P
i
mit g
i;T
2
> g
high;BM;T
2
;s
R;G
als CSF, alle anderen
als BM.
2.5.3.5 Schritt 4: Optimierte Trennung von Hirngewebe und Liquor
Die Liquorklassikation wird nun verfeinert. Die wesentlichen H

urden, die es f

ur eine exakte
Parametrisierung der Liquorverteilung zu

uberwinden gilt, sind zum einen der im allgemeinen
vergleichsweise geringe Fl

achenanteil des Liquors in der Aufnahme, zum anderen die keinesfalls
vernachl

assigbaren Grauwertverf

alschungen durch Teilvolumeneekte. Der kleine Fl

achenan-
teil erschwert die Bestimmung des Verteilungsmittelwertes erheblich, weil die Amplitude des
Modenmaximums oft in der Gr

oenordnung des Histogrammrauschens liegt. Zudem bewirken
Teilvolumeneekte eine zus

atzliche Abachung und Verbreiterung der Verteilung. Dem ersten
Problem wird durch die Wahl einer geeigneten globalen Referenzschicht begegnet. Die Teil-
volumeneekte in den Liquorregionen werden vor der Parametrisierung recht gradlinig durch
groz

ugige Abtragung der Regionenr

ander eliminiert, so da vorwiegend reine Liquorpixel

ubrig-
bleiben.
Algorithmus 2.12 Trennung von Hirngewebe und Liquor (2. N

aherung)
1. Die CSF-markierten Pixel P
i
bilden k zusammenh

angende Regionen

R
k;CSF
	
. Trage zwei
Pixellagen von den

aueren R

andern der

R
k;CSF
	
ab. Es resultieren die erodierten Re-
gionen

R
0
k;CSF
	
.
2. Bestimme

uber die Pixel P
i
2

R
0
k;CSF
	
die Parameter


CSF;T
2
;s
R;G
; 
CSF;T
2
;s
R;G
	
der
Liquorverteilung h

CSF;T
2
(g) (2.87-b) mit der hierarchischen Modenextraktion im robusten
Modus (Algorithmus 2.3).
3. Berechne die untere Grenze der Liquorverteilung
g
low;CSF;T
2
;s
R;G
= 
CSF;T
2
;s
R;G
  2;5
CSF;T
2
;s
R;G
:
4. Markiere alle CSF-markierten Pixel P
i
2

R
k;CSF
	
mit g
i;T
2
 g
low;CSF;T
2
;s
R;G
als CSF,
alle anderen als UNKN.
Die UNKN-markierten Bereiche bed

urfen noch weiterer

Uberpr

ufung; mit dem bis hierher
erlangten Wissensstand ist f

ur diese Bildpunkte noch keine zuverl

assige Klassenzuordnung
m

oglich.
Der Abtrag von zwei Pixellagen im Schritt (1) d

urfte in den meisten F

allen ausreichen, um
alle von Teilvolumeneekten betroene Bildpunkte zu entfernen. Dieser als Erosion bezeich-
nete Vorgang wird mittels eines schnellen Regionenwachstumsverfahrens als eziente Imple-
mentierung des entsprechenden morphologischen Erosionsoperators (Abschnitt 2.3.3.6.2) vor-
genommen. Die hohe Bearbeitungsgeschwindigkeit wird durch die Beschr

ankung auf die Regio-
nenr

ander erreicht.
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Abbildung 2.41: Zuordnung der Bildpunkte zur grauen und zur weien Hirnsubstanz. Das Histo-
gramm des ICV wird mittels einer skalierten bimodalen Gauverteilung K
GM;T
1
'(g; 
GM;T
1
; 
GM;T
1
) +
K
WM;T
1
'(g; 
WM;T
1
; 
WM;T
1
) parametrisiert. Aus den Verteilungsparametern (hier: K
GM;T
1
= 8130,

GM;T
1
= 53, 
GM;T
1
= 8, K
WM;T
1
= 5269, 
WM;T
1
= 70, 
WM;T
1
= 4) folgen der optimale Schwel-
lenwert zwischen grauer und weier Hirnsubstanz (hier: g

T;GM WM;T
1
= 64), der untere Schwellenwert
zwischen der grauen Hirnsubstanz und den Geweben niedrigerer Signalintensit

at (hier: g
low ;GM;T
1
=

GM;T
1
  2;5
GM;T
1
= 32) und der obere Schwellenwert zwischen der weien Hirnsubstanz und den
Geweben h

oherer Signalintensit

at (hier: g
high;WM;T
1
= 
WM;T
2
+ 2;5
WM;T
1
= 80).
Die Bearbeitung erfolgt direkt in der Klassenmatrix Z:1, so da die Wachstumsbedingung
hier nicht auf den Pixelgrauwerten, sondern auf den nachbarschaftlichen Abh

angigkeiten der
Klassenmarkierungen aufbaut. Zur lagenweisen Erosion werden die Randpixel im ersten Durch-
gang zun

achst identiziert und markiert und im zweiten Durchgang mit der Abtragsmarkierung
BG versehen.
2.5.3.6 Schritt 5: Trennung von grauer und weier Hirnsubstanz
Die Gebiete des Hirngewebes wurden allein auf der Grundlage der PSIF-Aufnahme extrahiert.
Da die PSIF-Aufnahme jedoch keine Dierenzierung zwischen grauer und weier Hirnsubstanz
zul

at (Abschnitte 2.2.2 und 2.4), ist die Einbeziehung zus

atzlicher Grauwertinformation in
Form der bisher noch nicht verwendeten MPRAGE-Aufnahme erforderlich.
2.5.3.6.1 Das Prinzip der Gewebeklassifkation Abb. 2.41 zeigt das Grauwerthisto-
gramm des ICV f

ur eine MPRAGE-Aufnahme. Durch Parametrisierung der Summenverteilung
des Hirngewebes, die sich aus den skalierten Normalverteilungen der grauen und der weien
Hirnsubstanz zusammensetzt, kann ein optimaler Schwellenwert zur Trennung der Pixel aus
diesen beiden Gewebeklassen bestimmt werden (optimaler Bayesscher Klassikator, vgl. Ab-
schnitt 2.4.3). Zwei weitere Schwellenwerte, einer am unteren Ende des 2;5-Intervalls um den
Verteilungmittelwert der grauen Hirnsubstanz und einer am oberen Ende des 2;5-Intervalls um
den Verteilungmittelwert der weien, dienen der Aussortierung von Pixeln, die nicht aus dem
Hirngewebe stammen, aber allein auf der Grundlage der PSIF-Aufnahme nicht eindeutig als
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dem ICV nicht zugeh

orig identizierbar waren. Hierbei handelt es sich haupts

achlich um Pixel
aus dem Fettgewebe. Die Kopfgewebe stellen in diesem Rahmen einen Sonderfall dar: Berei-
che, die wegen ihrer dem Hirngewebe entsprechenden longitudinalen Relaxationszeit nicht dem
Hintergrund zugeschlagen worden sind, aber sich auch in der MPRAGE-Aufnahme nicht vom
Hirngewebe unterscheiden, k

onnen auf der Basis ihrer Grauwerte nicht ausgesondert werden. In
der sich an die Segmentierung anschlieenden Nachbarbeitungsphase wird dieses Problem mit
anderen Techniken behandelt.
Die drei Schwellenwerte im Histogramm der MPRAGE-Aufnahme unterteilen den Grauwer-
tebereich in vier Intervalle, denen die Merkmalsklassen unbestimmt (UNKN), graue Hirnsubstanz
(GM), weie Hirnsubstanz (WM) und Fettgewebe (BG) zugeordnet sind. Pixel, die von vornehe-
rein als BG klassiziert worden waren, werden keiner weiteren

Uberpr

ufung mehr unterzogen.
Pixel noch unbestimmter Zuordnung stammen zwar wahrscheinlich aus dem ICV, aber an dieser
Stelle kann noch nicht entschieden werden, ob sie zum Liquor oder zur grauen Hirnsubstanz
geh

oren.
2.5.3.6.2 Durchf

uhrung der Gewebeklassifkation Das Gewebeklassikationsverfahren
baut auf dem eben skizzierten Prinzip auf:
Algorithmus 2.13 Gewebeklassikation
1. Bestimme

uber alle BM-markierten Pixel die Parameter


GM;T
1
;s
R;G
; 
GM;T
1
;s
R;G
	
und


WM;T
1
;s
R;G
; 
WM;T
1
;s
R;G
	
der Summenverteilung des Hirngewebes h

GM;T
1
(g)+h

WM;T
1
(g)
(2.85-a) bzw. (2.85-b) mittels der hierarchischen Modenextraktion (Algorithmus 2.3).
2. Bestimme unter Verwendung von (2.112) den optimalen Schwellenwert g

T;GM WM;T
1
;s
R;G
zur Trennung zwischen grauer und weier Hirnsubstanz.
3. Berechne die Schwellenwerte
g
low;GM;T
1
;s
R;G
= 
GM;T
1
;s
R;G
  2;5
GM;T
1
;s
R;G
zur Dierenzierung zwischen der grauen Hirnsubstanz und Liquor sowie
g
high;WM;T
1
;s
R;G
= 
WM;T
2
;s
R;G
+ 2;5
WM;T
1
;s
R;G
zur Dierenzierung zwischen der weien Hirnsubstanz und Geweben h

oherer Signalinten-
sit

at (Fettgewebe).
4. Markiere alle BM-markierten Pixel P
i
, f

ur die
g
low;GM;T
1
;s
R;G
 g
i;T
1
 g

T;GM WM;T
1
;s
R;G
gilt, als GM, sowie diejenigen Pixel, f

ur die
g

T;GM WM;T
1
;s
R;G
 g
i;T
1
 g
high;WM;T
1
;s
R;G
gilt, als WM.
5. Markiere alle BM-markierten Pixel P
i
, f

ur die g
i;T
1
< g
low;GM;T
1
;s
R;G
gilt, als UNKN,
sowie diejenigen, f

ur welche g
i;T
1
> g
high;WM;T
1
;s
R;G
erf

ullt ist, als BG.
6. Speichere die Merkmalsklassenzuordnung in Z:1
s
R;G
.
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2.5.4 Phase III: Signalinhomogenit

atsanalysemodus
Die Segmentierung im Referenzmodus liefert globale Referenzwerte f

ur die Verteilungsparame-
ter der wesentlichen Merkmalsklassen. Diese Daten sind allerdings wegen der unvermeidlichen
Signalinhomogenit

at in Richtung der transversalen Schichtnormalen einzig und allein in der
globalen Referenzschicht selbst exakt. K

onnte aber f

ur die einzelnen Schichten des Datensat-
zes das HF-Signalst

arkeverh

altnis in der Schicht s im Verh

altnis zur globalen Referenzschicht
s
R;G
individuell angegeben werden, so w

aren die lokalen Verteilungsparameter durch einfache
Skalierung aus den globalen ableitbar. Voraussetzung ist, da die Empfangsspule eine lineare

ortliche Signalempndlichkeitscharakteristik aufweist; die mittleren Grauwerte der Merkmals-
klassen skalieren mit der lokalen Signalempndlichkeit.
Zur Bestimmung des Signalinhomogenit

atsverlaufes wird die Grauwertverteilung des Hirn-
gewebes in der PSIF-Aufnahme schichtweise mit Parametern versehen. Diese Verteilung ist von
allen am leichtesten und damit auch am genauesten identizierbar.
Algorithmus 2.14 Bestimmung des transversalen Signalinhomogenit

atsverlaufes
1. Erzeuge einen Vektor  = f
s
g.
2. Wiederhole f

ur alle Schichten s:
(a) Extrahiere unter Verwendung von Algorithmus 2.9 den Bildvordergrund und markiere
ihn als FG.
(b) Bestimme

uber alle FG-markierten Pixel die Parameter f
BM;T
2
;s
; 
BM;T
2
;s
g der Hirn-
gewebeverteilung h

BM;T
2
;s
(g) (2.85-c) mit der hierarchischen Modenextraktion (Algo-
rithmus 2.3).
(c) Falls die Parametrisierung erfolgreich war, setze 
s
=

BM;T
2
;s

BM;T
2
;s
R;G
, ansonsten setze

s
=  1.
 ist der Vektor der Signalschw

achungskoezienten, dessen Elemente 
s
f

ur jede Schicht s
angeben, um welchen Faktor die mittleren Grauwerte der Merkmalsklassen von den entspre-
chenden Werten in der globalen Referenzschicht abweichen. Da nur der grunds

atzliche Verlauf
der Signalinhomogenit

at in Richtung der transversalen Schichtnormalen von Interesse ist und
einzelne Ausreier bei der weiteren Auswertung erheblich st

oren, werden die in  gespeicherten
Werte durch eine glatte Funktion approximiert. Mit guter Genauigkeit kann dies durch eine Ge-
radenfunktion erfolgen. Ein robuster linearer Fit [128] in die Elemente des Vektors liefert daher
eine entg

ultige Sch

atzung f

ur die approximierte transversale Signalinhomogenit

at . Die auf  1
gesetzten Vektorelemente bleiben beim Fit unber

ucksichtigt.  wird den globalen Referenzdaten
R
G
hinzugef

ugt.
2.5.5 Phase IV: Normalmodus
Die Referenzdatenbasis R
G
f

ur die vollst

andige Segmentierung des Bilddatensatzes ist jetzt
komplett. Die in Abschnitt 2.5.3 beschriebenen Verfahrensschritte werden nun in modizierter
Form nacheinander auf alle Schichten des Datensatzes angewendet:
Algorithmus 2.15 Segmentierung des Datensatzes
1. Wiederhole f

ur alle Schichten s:
(a) Markiere s

amtliche Pixel als BG.
(b) Markiere alle Pixel des Vordergrundes als FG:
i. Markiere alle Pixel P
i
mit g
i;T
2
> 
s
g

T;BG;T
2
;s
R;G
als FG.
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ii. F

ulle die BG-markierten L

ocher, die innerhalb der FG-markierten Regionen ver-
blieben sind, ebenfalls mit der Markierung FG aus.
(c) Markiere alle Pixel P
i
mit g
i;T
2
 
s

BM;T
2
;s
R;G
als ICV.
(d) F

uhre, ausgehend von diesen Saatpunkten,

uber die FG-markierten Pixel ein Re-
gionenwachstum zur Bestimmung des ICV-Bereiches durch; RegionGrowing(I
T
2
, Z,
C, 8, , , 
( )
, 
(+)
) (Prozedur 2.1) sei mit C = ICV,  = 
s

BM;T
2
;s
R;G
,
 = 
s

BM;T
2
;s
R;G
, 
( )
= 2;5 und 
(+)
=1 parametrisiert.
(e) Markiere alle FG-markierten Pixel, die nicht ICV-markiert sind als BG.
(f) Markiere alle ICV-markierten Pixel P
i
mit g
i;T
2
> 
s
g
high;BM;T
2
;s
R;G
als CSF, alle
anderen als BM.
(g) Markiere alle CSF-markierten Pixel P
i
mit g
i;T
2
 
s
g
low;CSF;T
2
;s
R;G
als CSF, alle
anderen als UNKN.
(h) Markiere alle BM-markierten Pixel P
i
, f

ur die

s
g
low;GM;T
1
;s
R;G
 g
i;T
1
 
s
g

T;GM WM;T
1
;s
R;G
gilt, als GM, sowie diejenigen Pixel, f

ur die

s
g

T;GM WM;T
1
;s
R;G
 g
i;T
1
 
s
g
high;WM;T
1
;s
R;G
gilt, als WM.
(i) Markiere alle BM-markierten Pixel P
i
, f

ur die 
s
g
i;T
1
< g
low;GM;T
1
;s
R;G
gilt, als
UNKN, sowie diejenigen, f

ur welche g
i;T
1
> 
s
g
high;WM;T
1
;s
R;G
erf

ullt ist, als BG.
(j) Speichere die Merkmalsklassenzuordnung in Z:1
s
.
Die einzelnen Schwellenwerte f

ur die zahlreichen Pixelklassikationsvorg

ange werden nicht mehr
individuell in den Schichten selbst durch aufwendige Parametrisierung der Merkmalsverteilun-
gen bestimmt, sondern direkt aus den globalen Referenzwerten abgeleitet. Dies ist sehr ezient
und tr

agt entscheidend zur Stabilit

at des Verfahrens bei.
2.5.6 Phase V: Nachbearbeitung der Segmentierungsergebnisse
Die Segmentierungsergebnisse liegen mit dem Abschlu der Prozephase IV in Z:1 in einem
Rohzustand vor, der f

ur die volumetrische Auswertung noch nicht geeignet ist. Die Segmentie-
rungsartefakte w

urden erhebliche Mefehler hervorrufen:
I Unklassizierte Gebiete innerhalb des ICV. Aus vielerlei Gr

unden k

onnen Gebiete mit
unklassizierten Pixeln innerhalb des ICV zur

uckbleiben, die noch einer der im ICV zu-
gelassenen Merkmalsklassen zugeordnet werden m

ussen.
I Isolierte fehlklassizierte Regionen. F

alschlicherweise als Hirngewebe oder Liquor klassi-
zierte Voxel auerhalb des ICV verf

alschen die Ergebnisse der volumetrischen Auswertung
und st

oren bei der graphischen Ausgabe der Segmentierungsergebnisse.
I Teilvolumeneekte. Teilvolumeneekte verf

alschen die Ergebnisse der volumetrischen Aus-
wertung, wenn der Anteil der Voxel, die mehr als eine Merkmalsklasse enthalten, nicht
vernachl

assigbar gering ist.
Aufgabe der Nachbearbeitung ist die wirksame Begrenzung der Auswirkungen dieser Artefakte.
Bei schwerwiegenden Fehlklassikationen kann jedoch auch eine noch so aufwendige Nachbear-
beitung kein brauchbares Segmentierungsresultat mehr erzwingen. Dann ist zu pr

ufen, ob die
Signaleigenschaften und die Qualit

at des Bildmaterials den Anforderungen des Segmentierungs-
verfahrens grunds

atzlich gen

ugen.
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Abbildung 2.42: Aufbau des Hirnsegmentierungs- und Hirnvolumetrieverfahrens { Nachbearbeitung.
Die Schicht mit dem gr

oten ICV-Fl

achenanteil im Bildvordergrund wird zur lokalen Referenzschicht
s
R;L
. Alle darauffolgenden Prozeschritte laufen selbstreferenzierend ab.
Die vorsegmentierten Schichtbilder werden Prozeduren unterzogen, die auf die Behandlung
der ersten beiden Segmentierungsartefakte optimiert worden sind (Abschnitt 2.5.6). Teilvolu-
meneekte werden aus technischen Gr

unden erst an sp

aterer Stelle in der Auswertungsphase
behandelt. Das dort verwendete algebraische Verfahren erfordert wie auch ein Teil der Nachbe-
arbeitung die Signaturvektoren der Merkmalsklassen.
2.5.6.1 Signaturvektoren der Merkmalsklassen
Mit dem Vektor der Signalschw

achungskoezienten  aus der Prozephase III (Abschnitt 2.5.4)
und den aus s
R;G
gewonnenen Verteilungsparametern der Merkmalsklassen Liquor (CSF, r = 1),
weie (WM, r = 2) und graue Hirnsubstanz (GM, r = 3) f

ur die PSIF- und die MPRAGE-
Aufnahme k

onnen f

ur eine bestimmte Schicht s die Signaturvektoren s
r;s
[124] der Merkmals-
klassen r = 1; 2; 3 angegeben werden:
s
1;s
= 
s
 

CSF;T
1
;s
R;G
; 
CSF;T
2
;s
R;G

(2.119-a)
s
2;s
= 
s
 

GM;T
1
;s
R;G
; 
BM;T
2
;s
R;G

(2.119-b)
s
3;s
= 
s
 

WM;T
1
;s
R;G
; 
BM;T
2
;r
R;G

(2.119-c)
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Die Elemente der Signaturvektoren sind die Modenmittelwerte der Merkmalsverteilungen in
den beiden Spektralkan

alen.
2.5.6.2 Schritt 1: Bestimmung der lokalen Referenzschicht
Als vorbereitende Manahme f

ur die Bereinigung der Segmentierungsergebnisse wird in jeder
Schicht die jeweils gr

ote zusammenh

angende ICV-Region bestimmt. Diejenige Schicht, in der
der Fl

acheninhalt dieser Region ein globales Maximum annimmt, wird zur lokalen Referenz-
schicht s
R;L
.
Algorithmus 2.16 Bestimmung der lokalen Referenzschicht
1. Deniere eine Markierung ICVU = ICV [ UNKN f

ur das gesamte ICV inklusive der noch
unklassizierten Bildpunkte.
2. Wiederhole f

ur alle Schichten s:
(a) Erzeuge eine Kopie der ICVU-markierten Regionen

R
k;ICVU;s
	
.
(b) Trage vier Pixellagen von den

aueren R

andern der

R
k;ICVU;s
	
ab. Es resultieren
die erodierten Regionen

R
0
k;ICVU;s
	
.
(c) Bestimme die Region R
0

k;ICVU;s
, welche die gr

ote Pixelanzahl n

k;s
= max
k
n
k;s
aufweist.
(d) Der Abtrag wird durch eine Dilatation der Region R
0

k;ICVU;s
r

uckg

angig gemacht, das
Ergebnis sei R
00

k;ICVU;s
.
(e) Die gr

ote zusammenh

angende ICV-Region ergibt sich dann zu
R
s
R
= R
00

k;ICVU;s
\

R
k;ICVU;s
	
:
Die Zahl der Bildpunkte in R
s
R
sei n

s
.
3. F

ur die lokale Referenzschicht s
R;L
gelte
s
R;L
 s



n

s
= max
s
n

s
:
Der Randabtrag im Schritt 2b) ist mit vier Pixellagen ausreichend bemessen, so da d

unne Ver-
bindungen zwischen wahren und fehlklassizierten ICV-Gebieten im Sinne einer Vereinzelung
der Regionen zuverl

assig aufgebrochen werden.
2.5.6.3 Schritt 2: Eliminierung fehlkassizierter Hirngewebebereiche
Der zweite Nachbearbeitungsschritt strebt eine zuverl

assige Dierenzierung wahrer ICV-Regio-
nen von r

aumlich getrennten, aber isointensen extrakraniellen Regionen an. In den vorangegan-
genen Bearbeitungsphasen noch unklassiziert gebliebene Bildpunkte innerhalb des Hirngewe-
bes werden nochmals analysiert.
2.5.6.3.1 Referenzmechanismus Bislang erfolgte die Bildbearbeitung von der ersten zur
letzten Schicht in einer Richtung sequentiell durch den Schichtstapel, die Bearbeitung der
Schichten war vollkommen unabh

angig voneinander. Da in der Segmentierungsphase bereits
alle grauwertbasierten M

oglichkeiten zur Unterscheidung zwischen wahren und fehlklassizier-
ten Bildpunkten des intrakraniellen Volumens ausgesch

opft worden sind, kann eine dar

uber-
hinausgehende Dierenzierung nur durch geeignete Einbeziehung r

aumlicher Information be-
werkstelligt werden. Dies erfordert aber, da in den folgenden Nachbearbeitungsschritten eine
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Abbildung 2.43: Propagierung der lokalen Referenzmaske. In allen Prozephasen auer V-2 und 3
wird der Datensatz schichtweise in einer Richtung durchlaufen. In den Phasen V-2 und 3 dagegen
verl

auft der Proze ausgehend von der lokalen Referenzschicht s
R;L
nach beiden Seiten bis an die
Randschichten des Datensatzes S. Die jeweils zuletzt bearbeitete Schicht s liefert eine Referenzmaske
R
s
R
f

ur die Bearbeitung der aktuellen. s
R;L
ist mit der globalen Referenz s
R;G
im allgemeinen nicht
identisch.
bestimmte Bearbeitungsreihenfolge beim schichtweisen Durchlauf durch den Datensatz einge-
halten wird, wie sie aus Abb. 2.43 hervorgeht: Von der im ersten Schritt bestimmten lokalen
Referenzschicht s
R;L
ausgehend schreitet die Bearbeitung nach beiden Seiten schichtweise zu
den Datensatzr

andern voran, wobei jeweils die zuletzt bearbeitete Schicht eine Referenzmaske
(Template) R
s
R
f

ur die Bearbeitung der aktuellen Schicht zur Verf

ugung stellt (vgl. Abschnitt
2.3.3.6.1). Dieses Weiterreichen einer jeweils aktualisierten Referenzmaske durch den Datensatz
soll als selbstreferenzierender Mechanismus bezeichnet werden. R

aumliche Information wird
dabei ausschlielich in Richtung des Beabeitungsablaufes propagiert, was eektiv eine Informa-
tionsausnutzung im Zweieinhalbdimensionalen darstellt. Die lokale Referenzschicht bedarf einer
besonderen Behandlung, da ihr selbst keine Referenzmaske zur Verf

ugung steht.
Die ReferenzmaskeR
s
R
zur Schicht s setzt sich aus zwei Komponenten zusammen, der Menge
aller als Hirngewebe klassizierter Regionen

R
k;BM;s
	
und der Menge aller als ICV klassizier-
ter, erodierter Regionen

R
0
k;ICVU;s
	
. Sie ist f

ur die Nachbearbeitung ein wichtiges Hilfsmittel
zur Unterscheidung zwischen isointensen Pixeln im intrakraniellen und extrakraniellen Raum.
Steht eine Referenzmaske des ICV zur Verf

ugung, ist die r

aumliche Distanz fraglicher Pixel
vom verizierten ICV ein gutes Entscheidungskriterium f

ur die Klassikation. Der Referenz-
mechanismus verl

at sich darauf, da die Hirnstrukturen von Schicht zu Schicht nur marginal
variieren. Abb. 2.44 verdeutlicht das Prinzip der Referenzmaskierung an einem vereinfachten
Szenario.
2.5.6.3.2 Pixelklassizierung nach dem minimalen euklidischen Abstand Jedes
Voxel des Datensatzes soll genau einer der vier Merkmalsklassen Liquor, graue Hirnsubstanz,
weie Hirnsubstanz und Hintergrund zugeordnet sein. BG-markierte Gebiete innerhalb des Hirn-
gewebes sind aus anatomischer Sicht unzul

assig, da gem

a der Aufgabenstellung im ICV keine
anderen Merkmalsklassen auer Liquor- und Hirngewebebe auftreten d

urfen { mit einer Aus-
nahme: Ist ein BG-markiertes Gebiet

uber eine CSF-markierte Region mit dem BG-markierten
Bildhintergrund verbunden, handelt es sich mit Sicherheit um eine in dieser Schnittf

uhrung von
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Abbildung 2.44: Eliminierung isolierter fehlklassierter Regionen. Die gestrichelt eingezeichneten
Regionen markieren die als Hirngewebe (BM) klassizierten Pixel, dar

uber liegt eine bei der voran-
gegangenen Segmentierung erzeugte Referenzmaske (schraert). Segmentierte Regionen, die mit der
Referenzmaske eine nichtleere Schnittmenge bilden (die grau markierte Fl

ache der beiden Hemisph

aren
sowie der inself

ormige Hirngewebebereich links oben), werden dem Hirngewebe zugeschlagen, w

ahrend
disjunkte Regionen (der

auere Ring fehlklassizierten Fettgewebes) verworfen werden.
Liquor eingeschlossene Kopfgeweberegion. Andernfalls werden alle UNKN oder BG-markierten
Bildpunkte P
i
aus den fraglichen Gebieten jeweils dem Cluster C
r
derjenigen Merkmalsklasse r
(CSF: r = 1, GM: r = 2 oder WM: r = 3) zugeteilt, deren Signaturvektor s
r;s
den kleinsten eu-
klidischen Abstand d(x
i;s
; s
r;s
) zum Pixelvektor x
i;s
aufweist (Nearest-Neighbour-Prinzip, vgl.
Abschnitt 2.3.3.2.3). Mit den oben denierten Signaturvektoren (2.119-a), (2.119-b), (2.119-c)
und dem Distanzma
d(x
i;s
; s
r;s
) =
q
(x
i1;s
  s
r1;s
)
2
+ (x
i2;s
  s
r2;s
)
2
(2.120)
kann die folgende Zuordnungsvorschrift formuliert werden:
x
i;s
2 C
r

() d(x
i;s
; s
r

;s
) = min
r
d(x
i;s
; s
r;s
) : (2.121)
2.5.6.3.3 Verfahren Der nachstehende Algorithmus sorgt f

ur die Eliminierung fehlklassi-
zierter ICV-Regionen und das Au

ullen noch unklassizierter isolierter Bereiche imHirngewebe.
Algorithmus 2.17 Eliminierung fehlklassizierter Hirngewebebereiche
1. F

uhre nacheinander f

ur die Schichten s = s
R;L
; s
R;L
  1; : : : ; 1 (D =  1) und s = s
R;L
+
1; s
R;L
+ 2; : : : ; N
S
0
(D = 1) folgende Schritte durch:
(a) Falls s 6= s
R;L
:
Entferne alle diejenigen Hirngeweberegionen R
k;BM;s
in Z:1
s
durch Markie-
rung mit BG, f

ur welche die Bedingung


R
k;BM;s
\

R
k;BM;s
R
	


 


R
k;BM;s


mit
s
R
=

s+ 1 : D =  1
s  1 : D = 1
nicht erf

ullt ist. Die minimal erforderliche

Uberdeckung sei  = 0;75.
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(b) Ordne alle vollst

andig von Hirngewebe BM umgebenen UNKN- bzw. BG-markierten
Regionen R
k;UNKN;s
bzw. R
k;BG;s
in Z:1
s
nach dem Prinzip des minimalen euklidi-
schen Abstandes (2.121) den Merkmalsklassen CSF, GM oder WM zu.
(c) Speichere die Merkmalsklassenzuordnung in Z:2
s
.
N
S
0
ist die Anzahl der eektiv f

ur die Segmentierung nutzbaren Bildschichten (vgl. Abschnitt
2.5.2.3.4),  wurde durch Versuche bestimmt.
2.5.6.4 Schritt 3: Optimierung des Klassikationsergebnisses
Die im vorangegangenen Schritt aufbereiteten Segmentierungsergebnisse werden nun von den
noch verbliebenen Segmentierungsartefakten weitgehend bereinigt:
I Vom ICV r

aumlich abgesetzte und auf Grund isointenser Gewebeeigenschaften f

alschli-
cherweise als BM klassizierte Regionen werden unter Verwendung der Referenzmaske
eliminiert.
I CSF-klassizierte Regionen werden verworfen (d. h. als BG markiert), falls sie nicht

uber
mindestens eine Kontaktstelle in der 17-Umgebung im 2
1
2
D-Kontext mit einem BM-
markierten Pixel aus den eben verizierten Bereichen des Hirngewebes verbunden sind.
Auf eine dar

uberhinausgehende Feinkorrektur der Regionenr

ander, z. B. mit einem Konturver-
folgungsverfahren [37] wird aus Ezienzgr

unden verzichtet.
Algorithmus 2.18 Optimierung des Klassikationsergebnisses
1. F

uhre nacheinander f

ur die Schichten s = s
R;L
; s
R;L
  1; : : : ; 1 (D =  1) und s = s
R;L
+
1; s
R;L
+ 2; : : : ; N
S
0
(D = 1) folgende Schritte durch:
(a) Entferne alle diejenigen Hirngeweberegionen R
k;BM;s
durch Markierung als BG, f

ur
welche die beiden Bedingungen
R
k;BM;s
\

R
0
k;ICVU;s
	
=

;
	
und
R
k;BM;s
grenzt an den BG-markierten Hintergrundbereich
gleichzeitig erf

ullt sind. Die

R
0
k;ICVU;s
	
sind die durch Algorithmus 2.16 erzeugten,
um vier Pixellagen erodierten Regionen des intrakraniellen Gebietes.
(b) Bestimme die gr

ote Region R

k;BM;s
.
(c) Entferne alle diejenigen Hirngeweberegionen R
k;BM;s
durch Markierung als BG, die
der Bedingung
R
k;BM;s
\R

k;BM;s
=

;
	
^ R
k;BM;s
\

R
k;BM;s
R
	
=

;
	
mit
s
R
=

s + 1 : D =  1
s   1 : D = 1
gen

ugen.
(d) Entferne alle diejenigen Liquorregionen R
k;CSF;s
durch Markierung als BG, f

ur wel-
che die Bedingung
R
k;CSF;s
grenzt an

R
k;BM;s
	
nicht erf

ullt ist.
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(e) Bestimme die Anzahl der Bildunkte im ICV
n
ICV;s
=



R
k;ICV;s
	


:
(f) Speichere die Merkmalsklassenzuordnung in Z:3
s
.
Nebenbei kann der Datensatz auf das Schichtintervall des ICV eingeschr

ankt werden. Dies
reduziert deutlich die Anzahl der Schichten, die in der nachfolgenden Prozephase ausgewertet
werden m

ussen.
Die untere Grenze s
min
ergibt sich w

ahrend der Bearbeitung f

ur D =  1. Der ICV-Fl

achen-
inhalt n
ICV;s
der jeweils n

achstfolgenden Schicht wird durch durch eine Extrapolation auf der
Grundlage der letzten bereits analysierten Schichten gesch

atzt: Geht dieser Sch

atzwert gegen
null, ist der obere Rand des Gehirns erreicht. Zu den h

oheren Schichtnummern hin l

auft der
Bearbeitungsproze in den Hirnstamm hinein (D = 1). Sinkt die Anzahl der Hirngewebepi-
xel unter einen Schwellenwert und

andert sich von Schicht zu Schicht nicht mehr gravierend,
ist der untere Rand des Gehirns und somit die obere Intervallgrenze s
max
bestimmt. Dieser
Schwellenwert ist mit 500 Pixeln sehr konservativ eingestellt.
2.5.7 Phase VI: Auswertung der Segmentierungsergebnisse
Eine volumetrische Auswertung geht

uber das banale Z

ahlen klassizierter Pixel weit hinaus.
Die Segmentierungsresultate m

ussen vorab in geeigneter Weise aufbereitet werden, um eine
eziente und exible Auswertung zu gew

ahrleisten. Ziel ist die Bestimmung der geometrischen
Eckdaten aller einer Merkmalsklasse zugeordneten Strukturen f

ur alle im ICV vorkommenden
Merkmalsklassen:
I Gesamtvolumen
I gesamter Ober

acheninhalt
Das Segmentierungsergebnis f

ur die Schicht s liegt mit dem Abschlu der Nachbearbeitung als
Matrix Z:3
s
von Merkmalsklassenmarkierungen vor. F

ur eine teilvolumenkompensierte volu-
metrische Auswertung ist diese Form der Informationsspeicherung ideal, weil die Grauwerte
r

aumlich benachbarter Pixel sehr ezient analysierbar sind, w

ahrend sie f

ur die anderen An-
wendungen eher ungeeignet ist:
I Zur Berechnung der Strukturober

acheninhalte sowie zur graphischen Darstellung der
Segmentierungsresultate werden die Randkurvenkoordinaten und die hierarchische Abfol-
ge aller Merkmalsregionen im ICV ben

otigt. Jedesmal, wenn sich ein Auswertungs- oder
Darstellungsaspekt

andert, m

ute diese Information erneut aufwendig aus Z:3 extrahiert
werden.
I Bei der direkten Archivierung der segmentierten Regionen in Z:3 auf dem Massenspeicher
w

urde genausoviel Speicherplatz beansprucht, wie f

ur eines der beiden Schichtbilder { das
Ausma der Informationsreduktion betr

uge gerade 50%.
2.5.7.1 Phase VI-A: Graphische Abstraktion
F

ur die eziente Speicherung, Darstellung und Auswertung der Segmentierungsresultate wur-
de ein graphisches Repr

asentierungsmodell entwickelt. Segmentierte Merkmalsregionen werden
darin als Objekte betrachtet, die in einer mehrfach verketteten Baumstruktur verwaltet werden.
Die Anordnung der Regionobjekte repr

asentiert die hierarchische Abfolge der Merkmalsregionen
untereinander f

ur die Beziehung (Relation) innerhalb von. Zwischen zwei RegionenA undB be-
steht genau dann die RelationB innerhalb von A, wenn B vollst

andig vonA eingeschlossen ist.
Eine Region kann mehrere Regionen einschlieen, jedoch nicht von mehreren Regionen gleich-
zeitig eingeschlossen sein. Beim Durchlaufen dieser Baumstruktur kann sehr schnell entschieden
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Abbildung 2.45: Aufbau und Organisation der Regionobjekte. Das Regionobjekt R ist eine Struktur,
bestehend aus einer Reihe verschiedenartiger Eintr

age. Der Zeiger pred zeigt auf das vorangehende,
eine NULL-terminierte Liste succ [ ] enth

alt die Zeiger auf die nachfolgenden Objekte. Ein weiterer
Zeiger ist auf einen Speicherbereich gerichtet, in dem der Koordinatenvektor (x
i
; y
i
) der Randkurve
der dem Regionobjekt zugeordneten Merkmalsregion abgelegt ist. Die anderen Eintr

age enthalten die
Knoten-Identikationsnummer ID, das die Merkmalsregion umschreibende Rechteck rc, die Anzahl N
der Bildpunkte in der Region, den Fl

acheninhalt A in mm
2
, die Randkurvenl

ange B in mm, die Mar-
kierung C des dominierenden Merkmalsklassentyps, die Anzahl n der Randlinienpunkte und schlielich
ein Flag selected f

ur den Auswahlzustand des Objektes f

ur eine beliebige Operation. Der Wurzelknoten
R
0
des Baumes T ist ein rudiment

ares Regionobjekt mit nur zwei Eintr

agen: einen Zeiger pred auf den
Vorg

anger, das NULL-Objekt, und eine NULL-terminierte Liste succ [ ] von Zeigern auf die nachfol-
genden Objekte. Ein Regionobjekt, auf das ein Zeiger succ [i] eines anderen Objektes verweist, ist von
diesem eingeschlossen.
werden, ob eine bestimmte Region innerhalb einer anderen liegt. Der ben

otigte Hauptspeicher-
platz ist minimal: Zur Konservierung der kompletten Information gen

ugt die Speicherung der
Baumstruktur und die der Regionenr

ander in Form von Koordinatenvektoren. Der Aufbau und
die Organisation der Regionobjekte geht aus Abb. 2.45 hervor.
2.5.7.1.1 Erzeugung des graphischen Repr

asentierungsmodells Die Baumstruktur
f

ur die Merkmalsklassen Liquor (CSF), graue (GM) und weie (WM) Hirnsubstanz wird auf der
Grundlage der Segmentierungsergebnisse in Z:3 durch die Prozedur ErzeugeGraphModell(Z)
aufgebaut.
F

ur jede der Merkmalsklassen wird Z:3 zeilenweise analysiert. St

ot der Algorithmus auf ein
entsprechend klassiziertes Pixel P
i
, versieht von diesem ausgehend ein SeedGrowing(Z, P i,
C, TMP) die zugeh

orige Merkmalsregion R mit einer tempor

aren Markierung TMP. Die Pro-
zedur RegionObjekt(Z, P i, C) erzeugt damit ein Regionobjekt R (vgl. Abschnitt 2.5.7.1.2).
Die TMP-Markierung verhindert eine ungewollte mehrfache Bearbeitung der Merkmalsregionen.
Die erzeugten Objekte werden solange in einem Vektor r zwischengespeichert, bis alle n in Z:3
vorhandenen Merkmalsregionen abgearbeitet worden sind. Die Prozedur InterdependenzMa-
trix(r, c, n) analysiert anschlieend die Relationen zwischen allen vorkommenden Regionen
und generiert mit dieser Information die Interdependenzmatrix (Abh

angigkeitsmatrix)M. Un-
ter Verwendung von M erzeugt T.ErzeugeBaum(M, n) schlielich die Baumstruktur T. Die
tempor

are Markierung TMP kann jetzt wieder entfernt werden.
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Abbildung 2.46: Erzeugung der Baumstruktur. Das Diagramm veranschaulicht den Weg von einer
Regionen-Anordnung

uber die Analyse ihrer gegenseitigen Beziehungen zu dem korrespondierenden
Graphen, der Baumstruktur. (a) zeigt eine exemplarische Regionen-Anordnung, die als ein vergr

ober-
tes Modell des Gehirns folgendermaen zu interpretieren sei: Region  1 sei die gesamte Aufnahme,
die s

amtliche Bildelemente enthalte. Regionen 4 und 9 bzw. 5 seien die Gewebebereiche des Cerebrums
bzw. die des Cerebellums, die Regionen 1, 2 und 3 bzw. 6, 7 und 8 stellten

auere bzw. innere Liquorbe-
reiche dar. Region 9 sei eine durch die Schnittf

uhrung isolierte Hirngeweberegion, die in dieser Schicht
vollst

andig durch einen Liquorring vom restlichen Hirngewebe getrennt sei. (b) ist der zu der Regionen-
Anordnung in (a) korrespondierende Graph mit dem Wurzelknoten  1. Die Pfeile symbolisieren die
Relation enth

alt, die Gegenrichtung entspricht der Relation innerhalb von. (c) ist die Umsetzung der
Regionen-Anordnung in eine Interdependenzmatrix (Abh

angigkeitsmatrix) M f

ur die Relation B in-
nerhalb von A. (d) zeigt M nach der Ausf

uhrung von Baum.Erzeuge(M, n): die redundanten Eintr

age
in M sind eliminiert.
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Prozedur 2.2 Erzeugung des graphischen Repr

asentierungsmodells
PROCEDURE T.Erzeuge.GraphReprasentierung(Z)
// Z: Matrix der Merkmalsklassenmarkierungen
i := 0
Menge c := fCSF, WM, GMg
Vektor r.Erzeuge()
FOR (C IN c) DO
FOR (P i IN Z) DO
IF (P i.Klasse() = C AND P i.Klasse() 6= TMP) THEN
SeedGrowing(Z, P i, C, TMP)
r[i] := RegionObjekt(Z, P i, C)
i := i + 1
ENDIF
ENDFOR
ENDFOR
M := InterdependenzMatrix(r, c, i)
Baum T.ErzeugeBaum(M, i)
FOR (P i IN Z) DO
P i.Klasse.Losche(TMP)
ENDFOR
RETURN T
END
2.5.7.1.2 Erzeugung eines RegionobjektesR Die Prozedur RegionObjekt(Z, P 0, C)
generiert ein Regionobjekt R in zwei Schritten:
1. Ausgehend von einem bekannten Randpunkt P
0
der C-markierten Merkmalsregion in
Z:3 bestimmt ein Konturverfolgeralgorithmus [37] deren geschlossene Randkurve. Der
Algorithmus l

at Richtungs

anderungen der Randkurve nur in 90

-Schritten zu, so da
Bildpunkte nur vollst

andig innerhalb oder auerhalb der Region zu liegen kommen. Die
Koordinaten der Kontur werden in einem Koordinatenvektor p der L

ange n zwischenge-
speichert.
2. Die Prozedur Region(p, n) generiert aus p das eigentliche Regionobjekt R gem

a Abb.
2.45.
Berechnung der geometrischen Kennwerte von R Die Anzahl der in der Merkmals-
region enthaltenen Bildpunkte N , deren Fl

acheninhalt A und deren Randkurvenl

ange B werden
bei der Erzeugung von R

uber die folgenden Gleichungen direkt aus p berechnet:
B = P
x
P
y
n 1
X
k=0
q
(x
k+1
  x
k
)
2
+ (y
k+1
  y
k
)
2
(2.122)
A =
1
2
P
x
P
y





n 1
X
k=0
(x
k+1
  x
k
) (y
k+1
+ y
k
)
2





(2.123)
N =
A
P
x
P
y
(2.124)
P
x
= D
x
=N
x
und P
y
= D
y
=N
y
sind die Pixeldimensionen in der x- und y-Richtung, n ist die
Anzahl der Randlinienpunkte. Alle Indexoperationen erfolgen Modulo n.
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Zur Berechnung der Struktur-Ober

acheninhalte sind diese Informationen ausreichend. F

ur
die volumetrische Auswertung ist die Volumenquantisierung in Voxeleinheiten hingegen viel zu
ungenau, weil sich die unber

ucksichtigt bleibenden Teilvolumina schnell akkumulieren k

onnen.
Berechnung der Teilvolumina in R Nach Abschnitt 2.3.3.4.1 k

onnen mit Hilfe der
Vektordekomposition aus M -spektralen Bilddaten die Teilvolumina von c = M + 1 Merkmals-
klassen bestimmt werden. F

ur M = 2 (PSIF, MPRAGE) sind gerade die Merkmalsklassen CSF
(r = 1), GM (r = 2) und WM (r = 3) abgedeckt; eine dar

uberhinausgehende gegenseitige
Dierenzierung weiterer Merkmalsklassen ist leider nicht m

oglich.
Die Aufl

osung des Gleichungssystems (2.72) wird dadurch vereinfacht, da sich die graue
und weie Hirnsubstanz in der PSIF-Aufnahme nicht unterscheiden. Mit den Elementen s
kl;s
der in Abschnitt 2.5.6.1 bereitgestellten Signaturvektoren s
k;s
(2.119-a), (2.119-b) und (2.119-c)
ergibt sich der Grauwert f

ur ein Voxel P
i
an der Koordinate (x; y) in der PSIF-Aufnahme zu
g
T
2
;s
(x; y) = (x; y) s
22;s
+ (1  (x; y)) s
12;s
; (2.125)
wobei vorausgesetzt wird, da in der 26-Umgebung von P
i
keine Voxel der Merkmalsklasse BG
vorkommen. In der MPRAGE-Aufnahme gilt entsprechend
g
T
1
;s
(x; y) = (x; y) ((x; y) s
21;s
+ (1  (x; y)) s
31;s
) + (1  (x; y)) s
11;s
: (2.126)
Duch Aufl

osen von (2.125) nach (x; y) und Einsetzen in (2.126) kann f

ur jedes Pixel P
i
in der
Schicht s (x; y) bestimmt werden. Als Volumenanteile f
ri
= f
r
(x; y) erh

alt man
f
1
(x; y) = 1  (x; y) (2.127-a)
f
2
(x; y) = (x; y) (x; y) (2.127-b)
f
3
(x; y) = (x; y) (1  (x; y)) (2.127-c)
F

ur Voxel am Rande des ICV ist, wie gesagt, keine Teilvolumenanalyse m

oglich: Enth

alt die
26-Umgebung des Voxels P
i
BG-markierte Voxel, wird der Volumenanteil derjenigen Merkmals-
klasse, der das Voxel zugeordnet ist, zu eins, die Volumenanteile der anderen beiden Merkmals-
klassen zu null gesetzt.
Die Auswertung aller Pixel P
i
in der Merkmalsregion R liefert die Teil

acheninhalte A
r
der
darin vorkommenden Merkmalsklassen C
r
:
A
r
= A
X
i
f
ri
: (2.128)
f
ri
ist der relative Volumenanteil der Merkmalsklasse C
r
im Voxel P
i
. Das totale Volumen V
der Merkmalsregion R in der Schicht erh

alt man aus (2.123) und der Schichtdicke d
S
:
V = Ad
S
: (2.129)
Entsprechend ergeben sich die Teilvolumina V
r
der in dieser Region vorkommenden Merkmals-
klassen C
r
aus (2.128) und der Schichtdicke d
S
zu
V
r
= A
r
d
S
: (2.130)
Diese geometrischen Parameter werden im Regionobjekt R gespeichert (vgl. Abb. 2.45).
Prozedur 2.3 Erzeugung eines Regionobjektes
PROCEDURE RegionObjekt(Z, P 0, C)
// Z: Matrix der Merkmalsklassenmarkierungen
// P 0: C-markierter Startpunkt fur die Konturverfolgung
// C: Merkmalsklassenmarkierung
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Vektor p.Erzeuge()
p[0] := P 0
n := 1
P n := P 0
REPEAT
suche in der 4-Umgebung von P n ein Pixel P i mit P i.Klasse() 6= C
P j := P i
WHILE (P j.Klasse() 6= C)
P j := das im Gegenuhrzeigersinn P j nachstliegende Pixel der
8-Umgebung von P n
ENDWHILE
p[n] := P j
n := n + 1
UNTIL (P n = P 0)
RETURN Region(p, n)
END
2.5.7.1.3 Erzeugung der Baumstruktur Die Interdependenzmatrix M
11
speichert in
kodierter Form, welche Regionen innerhalb welcher anderen Regionen liegen. Zur Gewinnung
dieser Information mu f

ur alle m

oglichen Kombinationen von Regionen paarweise die Relati-
on innerhalb von getestet werden. Die Anwender-Programmierschnittstelle des Betriebssystems
vereinfacht die Implementierung, indem sie eine Methode G.GraphRegion(R) zur Erzeugung ei-
ner graphischen RegionG aus einer Merkmalsregion R zur Verf

ugung stellt. Graphische Regio-
nen sind virtuelle Gebilde, die auf der Grundlage von geschlossenen Randkurven erzeugt werden
und sich logisch miteinander verkn

upfen oder vergleichen lassen. Bildet man die Schnittmenge
zweier graphischer Regionen und vergleicht man die Ergebnisregion mit den beiden urspr

ung-
lichen, so ist die Schnittmenge mit derjenigen Region identisch, die innerhalb von der anderen
liegt. Da dieser Vorgang verh

altnism

aig rechenaufwendig ist, wird vorher gepr

uft, ob die um-
schreibenden Rechtecke der beiden Regionen disjunkt sind { ist dies der Fall, kann auf weitere
Tests verzichtet werden.
Abb. 2.46 (c) zeigt eine Interdependenzmatrix M, die mit der beschriebenen Methode aus
dem willk

urlichen Regionen-Arrangement in (a) gewonnen wurde. Ein Eintrag M
ij
= 1 be-
deutet, da Region i innerhalb von Region j liegt, ein Nullvektor M
i
 0
T
, da die Region i
innerhalb keiner anderen Region liegt oder ein direkter Nachfolger des Wurzelknotens  1 ist.
Prozedur 2.4 Erzeugung der Interdependenzmatrix
PROCEDURE InterdependenzMatrix(r, c, n)
// r: Vektor der Regionobjekte
// c: Vektor der Merkmalsklassenmarkierungen
// n: Anzahl der Regionobjekte
Matrix M.Erzeuge()
Vektor g.Erzeuge()
m := 0
FOR k := 0 TO n - 1 DO
IF (r[k].C IN c) THEN
GRegion g[m].GraphRegion.Erzeuge(r[k])
m := m + 1
ENDIF
ENDFOR
11
Die Spalten- und Zeilenanzahl vonM entspricht der Anzahl der Regionobjekte.
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FOR i := 0 TO m - 1 DO
FOR j := 0 TO m - 1 DO
G TMP := g[i] \ g[j]
IF (G TMP = g[i])
M[i][j] := 1, M[j][i] := 0
ELSE IF (G TMP = g[j])
M[i][j] := 0, M[j][i] := 1
ELSE
M[i][j] := 0, M[j][i] := 0
ENDIF
ENDFOR
ENDFOR
FOR k := 0 TO m - 1 DO
g[k].GraphRegion.Losche()
ENDFOR
RETURN M
END
Bevor mir der Matrix M die Baumstruktur aufgebaut werden kann, mu M von redundanter
Information bereinigt werden: Liegt eine Region i innerhalb einer Region j und diese wiederum
innerhalb einer Region k, so ist die Information M
ik
= 1 redundant, weil implizit schon in
M
ij
= 1 undM
jk
= 1 enthalten. Der EintragM
ik
= 1 kann also zu null gesetzt werden; es bleibt
somit maximal ein nichtverschwindender Eintrag pro Matrixzeile

ubrig. Diese Aufgabe wird
zusammenmit demAufbau der Baumstruktur von der Methode T.ErzeugeBaum(M, n) erledigt.
Die Methode T.Erzeuge.Wurzel() generiert zun

achst den Wurzelknoten R
0
des Baumes T,
der anschlieend durch T.Initialisiere.Wurzel(n) initialisiert wird.
F

ur jede Zeile M
i
 0
T
wird der Wurzelknoten mit dem Methodenaufruf T.Expandie-
reKnoten(-1, i) um einen Knoten i der darunterliegenden Hierarchiestufe expandiert (die
Funktion T.ExpandiereKnoten(i, j) expandiert allgemein den Baum an einem bereits beste-
henden Knoten i um einen neuen Knoten j). T.ErzeugeTeilbaum(M, i, n) erweitert dann die
Baumstruktur um den kompletten, am Knoten i h

angenden Teilbaum.
Prozedur 2.5 Erzeugung der Baumstruktur
PROCEDURE T.ErzeugeBaum(M, n)
// M: Abhangigkeitsmatrix
// n: Anzahl der Regionobjekte
Baum T.ErzeugeWurzel()
T.InitialisiereWurzel(-1)
FOR i := 0 TO n - 1 DO
IF (M[i] ist der Nullvektor) THEN
T.ExpandiereKnoten(-1, i)
T.ErzeugeTeilbaum(M, i, n)
ENDIF
ENDFOR
RETURN T
END
Mit einem eigens entwickelten Algorithmus wird die Interdependenzmatrix in T.ErzeugeTeil-
baum(M, i, n) einer rekursiven Analyse unterzogen und von Redundanzen bereinigt. Gleich-
zeitig wird die Baumstruktur durch Verfolgung der Hierarchie imTeilbaum von oben nach unten
sukzessive erweitert. Abb. 2.46 (d) zeigt die InterdependenzmatrixM nach der Ausf

uhrung von
T.ErzeugeBaum(M, n).
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Abbildung 2.47: Freeman-Konturkode [72]. Die eingeklammerten Ziern beziehen sich auf die m

ogli-
chen Richtungsvektoren in der 4-Umgebung eines Bildpunktes, w

ahrend die anderen Ziern diejenigen
in der 8-Umgebung eines Bildpunktes kennzeichnen (vgl. Abb. 2.39, Seite 82).
Prozedur 2.6 Erzeugung eines Teilbaumes
PROCEDURE T.ErzeugeTeilbaum(M, i, n)
// M: Abhangigkeitsmatrix
// i: ID des aktuellen Knotens
// n: Anzahl der Regionobjekte
FOR k := 0 TO n - 1 DO
IF (M[k][i] 6= 0) THEN
fNode := TRUE
FOR m := 0 TO n - 1 DO
IF (M[k][l] 6= 0 AND m 6= i) THEN
fNode := FALSE
ENDIF
ENDFOR
IF (NOT fNode) THEN
M[k][i] := 0
ENDIF
ENDIF
ENDFOR
FOR k := 0 TO n - 1 DO
IF (M[k][i] 6= 0) THEN
T.ExpandiereKnoten(i, k)
T.ErzeugeTeilbaum(M, k, n)
ENDIF
ENDFOR
END
Die hiermit erzeugte Baumstruktur repr

asentiert das Segmentierungsergebnis in einer eleganten
und kompakten Form und bildet die Basis f

ur die Archivierung, Auswertung und graphische
Darstellung.
2.5.7.1.4 Archivierung des graphischen Repr

asentierungsmodells Zur platzsparen-
den Speicherung der Segmentierungsergebnisse der Schicht s werden die Baumstruktur und die
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Abbildung 2.48: Konturkompression. Dargestellt ist ein Konturvektor mit sechs Elementen. Im Ver-
gleich zum unkomprimierten Vektor der L

ange 48 Bit ist der komprimierte mit 18 Bit deutlich k

urzer.
Wegen der auf Bytes ausgerichteten Speicherorganisation m

ussen dem jedoch noch 6 zus

atzliche F

ull-
Bits hinzugerechnet werden.
Randkurvenkoordinatenvektoren in einem propriet

aren gepackten Format als ROI-DateiG
s
auf
dem Massenspeicher abgelegt.
Die Werte der Zeiger pred und succ [i] sind nach einem Abspeicher- und Wiedereinlese-
vorgang wertlos. Damit die Information

uber die relationalen Bez

uge zwischen den einzelnen
Objekten beim Abspeichern nicht verlorengeht und beim Wiedereinlesen aufwendig regeneriert
werden mu, wird diese

uber die Objekt-Identikationsnummern gespeichert. Der zur Speiche-
rung der Baumstruktur ben

otigte Speicherplatz ist insgesamt vergleichsweise gering.
Die Randkurvenkoordinaten machen den Hauptanteil des Datenaufkommens aus. Daher er-
folgt vor der Speicherung eine Datenkompression. Hierzu werden die Koordinatenvektoren einer
Freeman-Konturkodierung [72, 158] unterzogen; Laufl

angenkodierung (RLE) lohnt sich wegen
der stark verrauschen Randkurven nicht. Abb. 2.47 zeigt die Richtungsvektoren f

ur eine 4-
und eine 8-Umgebung. Da Richtungs

anderungen der Randkurve nur in 90

-Schritten zugelas-
sen sind, reicht ein 4-Umgebungskode mit zwei Bit aus. Die Zuordnung der Kodewerte zu den
Konturschritten (x;y) $ c ist also folgendermaen: (1; 0) $ 0, (0; 1) $ 1, ( 1; 0) $ 2,
(0; 1)$ 3. Abb. 2.48 stellt die komprimierte und unkomprimierte Variante eines Randlinienvek-
tors einander gegen

uber. Der erreichbare Kompressionsgrad h

angt von der L

ange des Vektors
ab und geht f

ur lange Vektoren gegen 75%.
2.5.7.2 Phase VI-B: Auswertung
Die gesamte, zur geometrischen Auswertung notwendige Informationwurde bereits beimAufbau
des Repr

asentierungsmodells durch RegionObjekt(Z, P 0, C) generiert. Bei der Auswertung
m

ussen lediglich die Kennwerte der einzelnen Regionobjekte auf geeignete Weise so kombiniert
werden, da sich aus den Fl

acheninhalten A und Randlinienl

angen B im dreidimensionalen
Kontext Volumina und Ober

acheninhalte ergeben. Diese Aufgabe

ubernimmt die Methode
T.AuswertungBaum(C, F), der eine bestimmte Merkmalsklasse C und eine Struktur F f

ur die
geometrischen Auswertungsergebnisse

ubergeben werden. Nach ihrer Beendigung gibt sie in F
die mit den geometrischen Kennwerten der Merkmalsklasse C gef

ullten Strukturelemente f

ur
die Fl

ache F.A[C], die Randlinienl

ange F.B[C] und die Anzahl der Bildpunkte F.N[C] f

ur die
ausgewertete Schicht zur

uck.
Nacheinander werden in AuswertungBaum(C, F) die vom Wurzelknoten ausgehenden Teil-
b

aume durch T.AuswertungTeilbaum(R, F, C, fInit) getrennt ausgewertet. Das Endergeb-
nis setzt sich letztendlich aus den Beitr

agen aller Teilb

aume zusammen.
Prozedur 2.7 Auswertung der Regionen einer Merkmalsklasse
PROCEDURE T.AuswertungBaum(C, F)
// C: auszuwertende Merkmalsklasse
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Abbildung 2.49: Hierarchische Auswertung der Merkmalsregionen. Als Beispiel dienen zwei Anord-
nungen von Regionen 1:x und 2:x der Merkmalsklassen 1 und 2, wobei das rechte Arrangement eine
Variation des linken ist. Die Auswertung beider Diagramme liefert identische Resultate: geh

oren n

amlich
zwei in der Hierarchie direkt aufeinanderfolgende Regionen der gleichen Merkmalsklasse an, wird die
Region auf der niedrigeren Hierarchiestufe von T.AuswertungTeilbaum(R, F, C, fInit) ignoriert. F

ur
die Merkmalsklasse 1 ergibt sich: A
1
= A
1:1
 A
2:1
 A
2:3
+A
1:3
+A
1:4
,B
1
= B
1:1
+B
2:1
+B
2:3
+B
1:3
+B
1:4
und f

ur die Merkmalsklasse 2: A
2
= A
2:1
+ A
2:3
  A
1:3
  A
1:4
, B
2
= B
2:1
+ B
2:3
+ B
1:3
+ B
1:4
. Der
rechte Fall ist durch das verwendete Baumgenerierungsverfahren in der Praxis ausgeschlossen.
// F: Ruckgabestruktur fur die Auswertungsergebnisse
F.A[C] := 0, F.B[C] := 0, F.N[C] := 0
i := 0
WHILE (T.succ[i] 6= NULL)
T.AuswertungTeilbaum(T.succ[i], F, C, FALSE)
i := i + 1
ENDWHILE
END
T.AuswertungTeilbaum(T, R, F, C, fInit) f

uhrt eine rekursive Listenoperation durch. Mit
dem Startknoten, einem Nachfolger des Wurzelknotens beginnend werden die Hierarchieebenen
von oben nach unten durchlaufen. Die Auswertung beginnt, sobald der Proze zum ersten Mal
auf ein Regionobjekt der Merkmalsklasse C st

ot. Abb. 2.49 veranschaulicht, wie die Fl

achen-
inhalte und Randlinienl

angen f

ur unterschiedliche Merkmalsklassen-Sequenzen prinzipiell be-
rechnet werden.
Prozedur 2.8 Auswertung der Regionen einer Merkmalsklasse in einem Teilbaum
PROCEDURE T.AuswertungTeilbaum(R, F, C, fInit)
// R: aktueller Knoten
// F: Struktur fur die geometrischen Auswertungsergebnisse
// C: auszuwertende Merkmalsklasse
IF (R.C = C) THEN
fInit := TRUE
IF (R.pred = NULL OR (R.pred).C 6= C) THEN
F.N[C] := F.N[C] + R.N
F.A[C] := F.A[C] + R.A[C]
F.B[C] := F.B[C] + R.B
ENDIF
ELSE
IF (fInit = TRUE) THEN
IF ((R.pred).C = C) THEN
F.N[C] := F.N[C] - R.N
F.A[C] := F.A[C] - R.A[C]
F.B[C] := F.B[C] + R.B
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ENDIF
ENDIF
ENDIF
i := 0
WHILE (R.succ[i] 6= NULL) THEN
T.AuswertungTeilbaum(R.succ[i], F, C, fInit)
i := i + 1
ENDWHILE
END
Wird neben der Klassenzugeh

origkeit auch die Position des Regionobjektes in der Hierarchie
ausgewertet, kann z. B. die Auswertung f

ur inneren und

auerem Liquor getrennt durchgef

uhrt
werden: die ROIs des

aueren Liquors sind diejenigen, deren Knoten direkte Nachfolger des
Wurzelknotens sind. Werden in den beiden vorangegangenen Prozeduren die Fl

acheninhalte A
durch graphische Regionen und die arithmetischen Operationen Summation und Dierenzbil-
dung durch die entsprechenden Regionoperationen ersetzt, k

onnen auf analogem Wege Mas-
ken f

ur bestimmte Merkmalsklassen generiert werden. Wird eine so erzeugte Maske

uber die
zugeh

orige PSIF- oder MPRAGE-Aufnahme gelegt, kann f

ur die Pixel in den unmaskierten
Bildbereichen eine merkmalsspezische Texturanalyse vorgenommen werden.
Da die geometrischen Kennwerte der Merkmalsregionen im Repr

asentierungsmodell gespei-
chert sind und so lediglich geeignet aufsummiert werden m

ussen, und da keine weiteren Be-
rechnungen auf den Bilddaten selbst notwendig sind, ist die volumetrische Auswertung sehr
ezient.
2.5.8 Phase VII: Darstellung der Segmentierungsergebnisse
In der Literatur werden verschiedene Ans

atze zur graphischen Darstellung segmentierter Bild-
daten vorgestellt [59, 60, 89, 131, 160]. Drei dem Darstellungsproblem angemessene Darstel-
lungsmodi seien hier angef

uhrt, wobei der erste direkt auf den Merkmalsklassenmatrizen Z und
die anderen beiden auf dem graphischen Repr

asentierungsmodell aufsetzen:
1. 2D-Darstellung der Merkmalsregionen. Die Inhalte der Merkmalsregionen werden den
MR-Aufnahmen der Bilddatenbasis als farbiges Overlay

uberlagert. Die urspr

unglichen
Grauwertbilder werden hierdurch in RGB-Bitmaps umgewandelt. Die Farbe eines Pixels
C

r
= fr

r
; g

r
; b

r
g ergibt sich aus seinem Grauwert g und der Grundfarbe C
r
= fr
r
; g
r
; b
r
g
der Merkmalsklasse r zu
C

r
=
log (1 + g)
log (1 + g
max
)
C
r
:
Der logarithmische Mastab erleichtert die visuelle Klassenzuordnung dunkler Bildberei-
che.
2. 2D-Darstellung der Merkmalsregionenr

ander.Die Randkurven der Merkmalsregionen wer-
den den MR-Aufnahmen der Bilddatenbasis als farbiges Overlay

uberlagert. Die Segmen-
tierungsg

ute innerhalb der Schicht, jedoch nicht im dreidimensionalen Kontext, kann in
diesem Darstellungsmodus sehr gut beurteilt werden.
3. 3D-Darstellung der Merkmalsregionen als Gouraud-schattiertes Ober

achenmodell. Die
perspektivische Anzeige der Merkmalsregionenr

ander f

ur zusammenh

angende Schichtsta-
pel als 3D-Objekt erm

oglicht eine optimale Beurteilung der Segmentierungstabilit

at im
dreidimensionalen Kontext, da auf Segmentierungsfehler zur

uckgehende Konturspr

unge
zwischen benachbarten Schichten sehr stark auffallen. Das 3D-Objekt kann zur Rundum-
kontrolle in einer beliebigen, interaktiv einstellbaren Lage im Raum dargestellt werden.
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Der plastische Eindruck entsteht durch die Schattierung der Ober

ache in Abh

angigkeit
vomWinkel zwischen der Lichtquelle und der lokalen Ober

achennormalen (shading) und
der Modulation des lokalen Grauwertes mit der auf die Zeichenebene bezogenen z-Tiefe
(depth cueing).
F

ur die Erprobungsphase wurden der zweite und der dritte Darstellungsmodus realisiert. F

ur
letzteren wurde ein einfaches, daf

ur aber auch extrem schnelles Rendering-Verfahren entwickelt,
das gut zu interpretierende Bilder liefert.
2.6 Implementierung
Das Segmentierungs- und Volumetrieverfahren wurde in der Programmiersprache C implemen-
tiert. F

ur eine komfortable Bedienung wurde es in ein Rahmenprogramm, das Bildverarbei-
tungsprogramm NMRWin integriert, das gleichzeitig als Testplattform diente.
Die Implementierung erfolgte in weitgehender Anlehnung an die objektorientierte Program-
mierphilosophie in der Standard-C-Programmiersprache. Von einer Implementierung in C++
wurde in der ersten Entwicklungsphase zun

achst abgesehen, da anfangs noch kein Gesamtkon-
zept feststand.
2.6.1 Integration in ein hybrides Gesamtkonzept
Es ist w

unschenswert, nicht ausschlielich auf ein automatisiertes Volumetrieverfahren ange-
wiesen zu sein { sei es aus dem Grund, da problematisches Bildmaterial nicht vollst

andig
automatisiert segmentierbar ist, sei aus dem Grund, da zus

atzliche Merkmalsklassen analy-
siert werden sollen, f

ur deren Extraktion bisher noch keine Methoden verf

ugbar sind. Was
also ben

otigt wird, ist die nahtlose Integration manueller und schichtstapelweiser Segmentie-
rungsmethoden in einen Prozerahmen. Das Fludiagramm in Abb. 2.50 zeigt eine m

ogliche
Realisierung.
Im Falle einer neuen volumetrische Auswertung erzeugt und initialisiert der Proze zun

achst
eine Protokolldatei und unterzieht dann die beiden Datens

atze den Schichtrekonstruktions- und
Lagekorrekturprozeduren. Soll die Auswertung vollst

andig oder teilweise automatisiert erfolgen,
mu der Benutzer an dieser Stelle eine globale Referenzschicht s
R;G
ausw

ahlen, die anschlieend
im Referenzmodus des Segmentierungsprozesses zur Gewinnung der standardisierten Modellpa-
rameter ausgewertet wird. Darauf folgt die Analyse der transversalen Signalinhomogenit

at. Die
weitere Verarbeitung des Schichtstapels erfolgt entweder vollautomatisiert durch den Segmen-
tierungsproze im Normalmodus oder { im Fall einer teilautomatischen Segmentierung { durch
interaktive Plazierung von ROIs in den Schichtaufnahmen. Diese teilautomatisierte Segmentie-
rung erlaubt es, manuell denierte Merkmalsregionen bereits automatisiert vorsegmentierten
Aufnahmen hinzuzuf

ugen und diese gemeinsam mit den anderen auszuwerten.
Einzelschichten m

ussen grunds

atzlich manuell ausgewertet werden. Hierzu tr

agt der Benut-
zer in der ausgew

ahlten Schicht die ROIs aller Merkmalsklassenregionen interaktiv ein. Sobald
die manuelle Segmentierung abgeschlossen ist, erfolgt die Auswertung der ROIs automatisch.
Liegen eventuell globale Referenzdaten vor, k

onnen Teilvolumeneekte bei der Auswertung
weitgehend eliminiert werden.
Soll eine bereits begonnene, aber unterbrochene manuelle Auswertung fortgef

uhrt werden,
d

urfen die in der Protokolldatei dokumentierten Ergebnisse zu Beginn der Sitzung keinesfalls
durch einen Initialisierungsvorgang

uberschrieben werden; die Protokolldatei wird daher ledig-
lich im Anf

ugungsmodus f

ur Schreibzugrie ge

onet. Die Vorverarbeitung der Datens

atze kann
ersatzlos entfallen, da diese Daten noch von der letzten Sitzung vorliegen.
Zusammengefat erlaubt das in Abb. 2.50 dargestellte integrierte Konzept den transparenten
parallelen Einsatz manueller und automatisierter Methoden. Der Schichtstapel kann entweder
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Abbildung 2.50: Integration des Volumetrieverfahrens in ein hybrides Gesamtkonzept.
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Abbildung 2.51: NMRWin { graphische Benutzerschnittstelle (GUI).
manuell oder rein automatisiert bearbeitet werden, zudem ist das automatisiert erzeugte Ergeb-
nis manuell nachbearbeitbar und erweiterbar. Die erzeugte Dateiausgabe { das protokollierte
Auswertungsergebnis und die ROI-Dateien { sind in ihrer Form vollkommen unabh

angig von
der Art und Weise, wie die Aufnahmen tats

achlich segmentiert worden sind.
2.6.2 Das Bildverarbeitungsprogramm NMRWin
NMRWin war urspr

unglich als graphische Entwicklungs- und Testumgebung f

ur automatisierte
Segmentierungsalgorithmen konzipiert worden, wurde aber auf Grund des groen Interesses von
Seiten der klinischen Anwender zu einem leistungsf

ahigen und komfortablen Visualisierungs-
und Analysesystem f

ur digitalisierte medizinische Bilddaten weiterentwickelt. Abb. 2.51 zeigt
das Erscheinungsbild der graphischen Benutzerschnittstelle von NMRWin unter dem Betriebs-
system Microsoft-Windows 3.1.
Mittlerweile besitzt das Programm eine sehr hohe Funktionalit

at, so da es im klinischen
Betrieb zum vergleichenden Sichten von Bilddaten, zur geometrischen und statistischen Aus-
wertung einzelner Bilder, zur manuellen, teilautomatisierten und automatisierten Auswertung
und Bearbeitung von ganzen 3D-Datens

atzen und schlielich zur Dokumentation von Arbeits-
ergebnissen eingesetzt werden kann.
NMRWin richtet sich an medizinische Forschungsinstitutionen und Kliniken, die mit bild-
gebenden Verfahren wie MR und CT arbeiten und an einer kosteng

unstigen M

oglichkeit zur
Darstellung und Auswertung ihres Bildmaterials interessiert sind. Die Bildverarbeitung auf dem
Personal-Computer stellt auf Grund der niedrigen Anschaungskosten f

ur die Hardware eine
wirtschaftlich interessante Alternative zu den von den Tomographenherstellern angebotenen
Bildauswertekonsolen dar.
Kapitel 3
Ergebnisse
Dieses Kapitel ist den bei der Entwicklung und Erprobung des Hinsegmentierungs- und -volume-
trieverfahrens erzielten Ergebnisse gewidmet. Der erste Teil behandelt die Vorverarbeitung des
Bilddatenmaterials, der zweite Teil die praktische Anwendung des implementierten Verfahrens.
Im dritten und letzten Teil sind die Resultate der klinischen Erprobung zusammengestellt.
3.1 Vorverarbeitung des Bilddatenmaterials
Die Vorverarbeitung zielt auf eine Korrektur zweier besonders schwierig zu behandelnder Pro-
bleme ab, den Signalinhomogenit

aten imMevolumen und den Verlagerungen des Mevolumens
w

ahrend der Datenakquisition.
3.1.1 Signalintensit

atskorrektur
Die Korrektur inhomogener Signalintensit

aten durch eine nachtr

agliche Anpassung der Grau-
werte ist nicht unproblematisch; unter Umst

anden werden hierbei den Aufnahmen Artefakte
hinzugef

ugt. Es hat sich jedoch gezeigt, da ein derart massiver Eingri in die originalen Bild-
daten in der Regel nicht notwendig ist.
Die Intensit

atsverl

aufe des MR-Signals wurden am Tomographen durch eine Messung an
einem Wasser-Phantom (Abb. 3.1) bestimmt. Abb. 3.2 zeigt die Meergebnisse in den zen-
tralen Schichten: Oensichtlich sind die Variationen der Spulenempndlichkeit (und die der
daran gekoppelten Signalintensit

at) in Richtung der transversalen Schichtnormalen bzw. der
Spulenachse am gr

oten (Abb. 3.2 (e) und (f) ). In Querrichtung hierzu, also in Richtung der
coronaren Schichtnormalen, sind die gemessenen Variationen am geringsten (Abb. 3.2 (a) und
(b) ). Die Diagramme zeigen auch, da die Signalempndlichkeit im Zentrum der Empfangs-
spule ~x = (0; 0; 0) ein Maximum annimmt und l

angs der transversalen Normalen nach auen
hin abf

allt; an den R

andern des Phantoms betr

agt sie gerade noch die H

alfte ihres Wertes im
Zentrum.
Abb. 3.3 zeigt denselben Sachverhalt an Hand der mittleren Intensit

atsverl

aufe mehrerer
Merkmalsklassen in einem segmentierten Datensatz f

ur die Richtungen der sagittalen und der
transversalen Schichtnormalen. Erwartungsgem

a verl

auft der Grauwert in den Diagrammen
(a) und (b) eben.
1
Die ortsabh

angige HF-Signalempndlichkeit ist im Diagramm (c) besonders
deutlich ausgepr

agt { oberhalb der Ventrikel (oberhalb der Schicht 100) fallen die mittleren
Grauwerte aller untersuchten Merkmalsklassen gemeinsam zu kleineren Schichtnummern hin
kontinuierlich ab. Dieser Eekt geht im Diagramm (d) in den Teilvolumeneekten weitgehend
unter, l

at sich im Signalverlauf des Hirngewebes aber gerade noch erahnen.
1
Die starken, aber unsystematischen Schwankungen des Liquorsignals sind eine Folge der Teilvolumeneekte.
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Abbildung 3.1: Wasser-Phantom zur Bestimmung des HF-Signalintensit

atsverlaufs im Mevolumen.
Der Kugeldurchmesser betr

agt etwa 170 mm. (a) MPRAGE- und (b) PSIF-Aufnahme der zentralen
sagittalen Schicht. Die horizontale Linie in den beiden Bildern markiert die coronare, die vertikale
die transversale Schichtnormale. (c) MPRAGE- und (d) PSIF-Aufnahme der zentralen transversalen
Schicht. Die horizontale Linie in den beiden Bildern markiert die sagittale Schichtnormale.
Beim Vergleich der beiden Meergebnisse, die unter v

ollig unterschiedlichen Bedingungen
ermittelt worden sind, tritt also kein Widerspruch zutage. Die Variationen der HF-Signalemp-
ndlichkeit sind in Richtung der Spulenachse also maximal, wohingegen die Inhomogenit

aten
innerhalb transversaler Schichten im Vergleich zu den anders orientierten Schichten demzufolge
minimal ausfallen. Besonders innerhalb des MPRAGE-Datensatzes sind die in den transver-
salen Schichten zu erwartenden Signalinhomogenit

aten verschwindend gering, was gerade f

ur
die Dierenzierung zwischen grauer und weier Hirnsubstanz bedeutsam ist. Die Dierenzie-
rung zwischen Hirngewebe und Liquor ist relativ robust, so da moderate Inhomogenit

aten der
Signalintensit

at im PSIF-Datensatz durchaus tolerierbar sind.
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Abbildung 3.2: Ergebnis der Messung am Wasser-Phantom: Verl

aufe der HF-Signalintensit

at (Grau-
wert g(x)) in den zentralen Schichten in Richtung der coronaren (a, b), der sagittalen (c, d) und der
transversalen (e, f) Schichtnormalen. (a, c, e) sind die Grauwertverl

aufe im MPRAGE-Datensatz und
(b, d, f) diejenigen im PSIF-Datensatz.
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Abbildung 3.3: Verl

aufe der mittleren HF-Signalintensit

at (mittlerer Grauwert g(x)) f

ur die wichtig-
sten Merkmalsklassen im Gehirn. Dargestellt sind die Verl

aufe in Richtung der sagittalen (a, b) und
der transversalen Schichtnormalen (c, d)

uber die Schichten des Datensatzes; (a, c) sind die Verl

aufe
im MPRAGE-Datensatz, (b, d) diejenigen im PSIF-Datensatz. Die transversal orientierten Schichten
verlaufen von oben (20) nach unten (180), die sagittal orientierten von links (20) nach rechts (110);
ausgewertet wurde jede zehnte Schicht, wobei wegen der starken Teilvolumeneekte die Randschichten
ausgelassen wurden. Dargestellt sind jeweils die mittleren Grauwerte g und deren Standardabweichun-
gen  getrennt f

ur die Merkmalsklassen Liquor (CSF), graue (GM) und weie (WM) Hirnsubstanz

uber
alle Merkmalsregionen in den ausgewerteten Schichten.
3.1.2 Bildlagekorrektur
Wesentliche Voraussetzung f

ur die Bildsegmentierung ist, da beide Datens

atze der Bilddaten-
basis voxelgenau aufeinander ausgerichtet sind, da korrespondierende Voxel aus den MPRAGE-
und PSIF-Datens

atzen bei der Segmentierung als Pixelvektor gleichzeitig analysiert werden.
FMI-SPOMF ist eine auf der Kreuzkorrelation beruhende Methode zur Erkennung eines
gedrehten, verschobenen und skalierten Abbildes einer Referenz innerhalb einer verrauschten
Umgebung. Implizit ist vorausgesetzt, da das Abbild bis auf die geometrischen Transformatio-
nen mit der Referenz identisch ist. Unter dieser Voraussetzung ist das Verfahren auf Aufnah-
men, die mit verschiedenen Sequenzen akquiriert worden sind und daher auch unterschiedliche
Eigenschaften besitzen, im Grunde nicht anwendbar. W

ahrend das Hirngewebe die

Ahnlich-
keitsbedingung recht gut erf

ullt (vgl. Abb. 2.26), verschlechtern gro

achige Liquorbereiche die
Korrelation zwischen beiden Aufnahmetypen, verst

arkt durch unkorrelierte Pulsationsartefakte.
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Abbildung 3.4: FMI-SPOMF: Signalantworten f

ur zwei identische, aber um '
0
=  1;3

gegenein-
ander verdrehte und um x
0
= 2, y
0
=  5 Pixel gegeneinander verschobene transversale MPRAGE-
Aufnahmen. (a) FMI-SPOMF-Ausgabe f

ur die Skalierung und Rotation: Das Maximum bei (128; 126)
entspricht einer Skalierung von 
0
= 1;0 und einem Drehwinkel von '
0
=  1;4

. (b) SPOMF-Ausgabe
f

ur die Translation: Das Maximum bei (126; 133) entspricht einer Translation von x
0
= 2 und y
0
=  5.
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Abbildung 3.5: FMI-SPOMF: Signalantworten f

ur je eine transversale MPRAGE- und PSIF-
Aufnahme durch die Seitenventrikel. (a) FMI-SPOMF-Ausgabe f

ur die Skalierung und Rotation: Ver-
glichen mit Abb. 3.4 (a) ist es bei Bildpaaren mit stark unterschiedlichen Signaleigenschaften pro-
blematisch, das wahre, zur tats

achlichen Drehung geh

orende Maximum zu identizieren (Abschnitt
2.5.2.3.4). Das wahre Maximum bei (128; 127) entspricht einer Skalierung von 
0
= 1;0 und einem
Drehwinkel von '
0
= 0;7

. (b) SPOMF-Ausgabe f

ur die Translation: Das Maximum bei (127; 126)
entspricht einer Translation von x
0
= 1 und y
0
= 2.
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Abbildung 3.6: FMI-SPOMF: Korrektur des Schichtversatzes: (a) Verlauf der absoluten Signalantwort
des FMI-SPOMF

uber die Schichten eines transversal orientierten Datensatzes. Die gr

oten mittleren
Signalantworten treten in den Schichten oberhalb der Seitenventrikel auf (Schichten 70{90), die klein-
sten in den Schichten durch die Glask

orper (Schichten 120{150) und aller tiefergelegenen Schichten. (b)
Bestimmung des wahrscheinlichsten Schichtversatzes. Dargestellt ist die auf das Datensatzmaximum
normierte Signalantwort in ausgew

ahlten Schichten in Abh

angigkeit vom relativen Schichtversatz z
0
.
In diesem Fall ergibt sich der Schichtversatz z
0
= 0.
Welche Auswirkungen die Un

ahnlichkeit zwischen Referenz uns Abbild auf die Ausgaben
von FMI-SPOMF und SPOMF hat, zeigt die Gegen

uberstellung der Abb. 3.4 und 3.5. Die Er-
gebnisse in Abb. 3.4 (a) und (b) entsprechen den theoretisch zu erwartenden Resultaten, f

ur die
MPRAGE- und die PSIF-Aufnahme sieht das anders aus: W

ahrend die SPOMF-Ausgabe (b) f

ur
die Translation immer noch ein sehr groes SNR aufweist, wirft die Ausgabe des FMI-SPOMF
(a) f

ur die Rotation ernsthafte Probleme auf: Es ist nicht garantiert, da das zum tats

achli-
chen Rotationswinkel geh

orende Maximum auch gleichzeitig das globale ist. Hier zeigt sich, da
die MPRAGE-und PSIF-Bildpaare der

Ahnlichkeitsbedingung nur unzureichend gen

ugen. Ein
Kriterium f

ur die Identikation des richtigen Maximums existiert leider nicht.
Erfahrungsgem

a ist in einer beschr

ankten Nachbarschaft um das
"
wahre\ Maximumdie An-
zahl hervorragender Maxima relativ klein. Daher kann unter einem vertretbarem Zeitaufwand
f

ur jeden der zu den Maxima korrespondierenden Rotationswinkel die Ausgabe des SPOMF
berechnet werden. Es wird dabei angenommen, da die maximale Signalantwort des SPOMF
dem tats

achlichen Rotationswinkel zugeordnet ist. Die Robustheit des Verfahrens wird durch
das Einschr

ankung des Suchbereiches auf die Skalierung   1 und ein maximales Drehwin-
kelintervall [ '
max
; '
max
] deutlich vergr

oert. Diese Manahme hat keinen Einu auf den
Rechenzeitbedarf.
Wie bei der klassisch durchgef

uhrten Kreuzkorrelation ist die Gr

oe der Signalantwort des
SPOMF ein Ma f

ur die St

arke der Korrelation zwischen den beiden zu vergleichenden Auf-
nahmen. Da das Bilddatenmaterial die

Ahnlichkeitsbedingung nur eingeschr

ankt erf

ullt, ist die
St

arke der Korrelation zwischen den korrespondierenden MPRAGE- und PSIF-Aufnahmen auch
bei optimaler r

aumlicher Ausrichtung der Datens

atze schichtabh

angig. Nach Abb. 3.6 (a) ist
die Signalantwort in den Schichten am gr

oten, die den geringsten Liquor

achenanteil bezogen
auf die Gesamt

ache des ICV aufweisen. Geeignet sind beispielsweise die Schichten oberhalb
der Seitenventrikel (Schichtintervall A in Abb. 2.37). In St

utzschichten aus diesem Bereich wer-
den die Berechnungen f

ur den Schichtversatz und den Rotationswinkel durchgef

uhrt. Wie Abb.
3.6 (b) an einem Beispiel zeigt, ist die Stabilit

at der Ergebnisse
2
eng an die Gr

oe der Signalant-
wort gekoppelt. Mit den Schichten, in denen FMI-SPOMF die gr

oten Signalantworten liefert,
2
Dies gilt nicht nur f

ur den Schichtversatz, sondern entsprechend auch f

ur die Bestimmung des Drehwinkels.
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Abbildung 3.7: FMI-SPOMF: Verlauf von Rotation und Translation

uber die Schichten des ICV
(Schichten 60{190) in einem transversal orientierten Datensatz. (a) Drehwinkel '
0
: Mit einem ro-
busten 2D-Fit-Verfahren [128] wurden sechs Geraden der Punktmenge in zwei verschieden gew

ahl-
ten Schichtbereichen angepat, wobei die Dichte der

aquidistanten St

utzschichten variiert wurde. (b)
Translationen (x
0
; y
0
): Vier Geraden wurden der Punktmenge durch einen robusten 2D-Fit [128] auf
der Grundlage unterschiedlich vieler

aquidistanter St

utzschichten angepat. Die Schichten durch die
Glask

orper (Schichten 120{150) blieben in beiden F

allen beim Geraden-Fitting ausgespart.
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Translations- Rotations-
Bewegungstyp Schichtnormale Auswirkung
komponente komponente
Schichtversatz in
Translation transversal
z-Richtung
korrigiert |
Verschiebung in
Translation sagittal
x-Richtung
korrigiert |
Verschiebung in
Translation coronar
y-Richtung
korrigiert |
Verschiebung in x- und
Rotation transversal
y-Richtung; Drehung
korrigiert korrigiert
Verschiebung in
Rotation sagittal
y-Richtung; Neigung
korrigiert unkorrigiert
Verschiebung in
Rotation coronar
x-Richtung; Neigung
korrigiert unkorrigiert
Tabelle 3.1: Durch das Lagekorrekturverfahren nach Algorithmus 2.8 korrigierte und unkorrigierte
Bewegungskomponenten. Das karthesische Koordinatensystem ist auf die transversale Schichtorientie-
rung bezogen. Drehung ist eine Rotationsbewegung um die transversale Schichtnormale, Neigung ist
eine Rotation um eine Achse in der transversalen Schichtebene.
erh

alt man Resultate mit h

oherer Aussagekraft.
Abb. 3.7 zeigt das typische Ergebnis eines FMI-SPOMF-Laufes. Ber

ucksichtigt man die
Probleme bei der Identizierung des
"
richtigen\ Maximums, streuen die identizierten mittleren
Drehwinkel in Abb. 3.7 (a) erstaunlich wenig.

Uber das zu segmentierende Schichtintervall weist
der Drehwinkel mit einer

Anderung von  1

auf 0

eine sp

urbare Tendenz auf. Die durch
Geradenanpassung gefundenen Translationen weichen h

ochstens um 1=10 eines Pixelabstandes
voneinander ab. Daher kann schon auf der Grundlage sehr weniger

aquidistanter St

utzschichten
eine gute Sch

atzung f

ur die Translation gewonnen werden { wenn darauf geachtet wird, da diese
auerhalb des Schichtintervalls B in Abb. 2.37 liegen. DieWinkel

anderung ist f

ur sich betrachtet
zun

achst als leichte Verwindung des Datensatzes zu interpretieren, deutet aber eher auf einen
senkrecht zur Bildebene verlaufenden Bewegungsanteil hin, wenn zus

atzlich die Tendenz der
Translation in Abb. 3.7 (b) ber

ucksichtigt wird.
Die Aufl

osung von Verschiebung und Drehwinkel h

angt direkt von der Dimension der Bild-
matrizen ab, auf welche FMI-SPOMF angewendet wird. Bei einer Matrixgr

oe von 256 256
betr

agt die Aufl

osung der Translation ein Pixel und die des Drehwinkels 180

=256 = 0;7

. Eine
Verdopplung der Matrixdimension verdoppelte die Aufl

osung, vervierfachte aber auch die Ge-
samtrechenzeit. Bei erh

ohten Genauigkeitsanforderungen ist es durchaus m

oglich, die Aufl

osung
der Bildmatrizen auf Kosten der Rechengeschwindigkeit durch Interpolation zu vervielfachen.
Theoretisch gew

ahrleistet das implementierte Verfahren nach Algorithmus 2.8 nicht nur die
vollst

andige Korrektur von Verschiebungen in Richtung der drei orthogonalen Schichtnormalen
und der Rotation um die transversale Schichtnormale, sondern zus

atzlich auch eine Korrek-
tur der translatorischen Auswirkungen eventueller Rotationen um die sagittale oder coronare
Schichtnormale in der transversalen Schicht. Tab. 3.1 fat die auftretenden Bewegungstypen
und die korrigierten bzw. unkorrigiert bleibenden Komponenten zusammen.
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Abbildung 3.8: Einfaltungsartefakte: Zwei Aufnahmen aus einem Datensatz mit besonders au

alligen
Einfaltungen, (a) PSIF-Aufnahme (T
R
= 17 ms, T
E
= 7 ms) und (b) MPRAGE-Aufnahme (T
R
=
10 ms, T
E
= 4 ms, T
I
= 600 ms). In beiden Aufnahmen ist die Bildinformation im oberen F

unftel
mit der Fortsetzung des unteren Bildrandes

uberlagert, wobei die Einfaltungen in (b) im Vergleich
zu (a) sehr hohe Intensit

aten erreichen, die stellenweise 50% des maximalen Grauwertes der Pixel der
weien Hirnsubstanz

uberschreiten. Die Einfaltungen in (a) gehen zum Teil in den Pulsationsartefakten,
hervorgerufen durch die Liquorpulsationen im Seitenventrikel, unter.
3.1.3 Andere Artefakte
Neben den oben besprochenen gibt es eine Reihe weiterer Artefakte, gegen die meist nur zur
Akquisitionszeit, jedoch nicht mehr im Nachhinein Manahmen getroen werden k

onnen (vgl.
Abschnitte 2.1.4 und 2.2.2).
3.1.3.1 Einfaltungen und Pulsationsartefakte
In der PSIF-Aufnahme wirken sich vor allem in Schichten mit sehr gro

achigen Fl

ussigkeits-
bereichen (z. B. den Ventrikeln und den Glask

orpern) Augenbewegungen und die durch die
Herzt

atigkeit hervorgerufenen Liquorpulsationen in Form von Bewegungs- und Pulsationsar-
tefakten aus. Besonders im Hintergrund machen sie sich als senkrechte Streifen st

orend be-
merkbar. Beim Einsatz von 3D-Mesequenzen kann die dort verwendete nichtselektive Hochfre-
quenzanregung des Volumens bei der Bildrekonstruktion zu Einfaltungsfehlern f

uhren, die sich
in mehr oder weniger stark ausgepr

agten Einfaltungen von randnahen, aber auerhalb des ei-
gentlichen Bildbereiches liegenden Strukturen in den Bildbereich bemerkbar machen (vgl. Abb.
3.8 (a) ).
In der MPRAGE-Aufnahme fallen Pulsations- und Bewegungsartefakte in der Regel ver-
gleichsweise schwach aus, da die pulsierenden Liquorr

aume und die Glask

orper nur kleine Si-
gnale liefern. Einfaltungen sind hier jedoch besonders st

orend, weil die mittlere Helligkeit der
weichen Kopfgewebe im allgemeinen sehr gro ist (vgl. Abb. 3.8 (b) ).
3.1.3.2 Rauschen
Tiefpalterung [74, 87, 88, 104, 117, 123, 153] ver

andert zwangsl

aug die Charakteristik des
Grauwerthistogrammes. Inwieweit die Anwendbarkeit des Gewebemodells darunter leidet, wur-
de unter Verwendung eines kantenerhaltenden Verfahrens, des anisotropen Diusionslters
[126], untersucht. Die Messung der Parametrisierungsg

ute erfolgte

uber das mittlere Fehler-
quadrat, Abb. 3.9 zeigt typische Ergebnisse.
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Abbildung 3.9: Auswirkung der Tiefpalterung auf die Anwendbarkeit des Gewebemodells. F

ur je
eine sagittale MPRAGE- (a, b) und PSIF-Aufnahme (c, d) wurde die die G

ute der Modellparametri-
sierung auf der Grundlage von gelterten und ungelterten Aufnahmen ermittelt. Hierzu wurde das
mittlere Fehlerquadrat 
2
zwischen den Modellfunktionen und den Grauwerthistogrammen innerhalb
der 2-Umgebung der Modellfunktion berechnet. In die vier Grauwerthistogramme h(g) sind jeweils
die mit der ML-Methode erzielten Parametrisierungsergebnisse '(g) eingetragen. Die Diagramme (a, c)
sind die Grauwerthistogramme der ungelterten Aufnahmen, (b, d) diejenigen der mit einer Iteration
anisotrop diundierten Aufnahmen. Die Messungen ergaben f

ur (a) 
2
= 25;81 und (b) 
2
= 27;36 im
Intervall [43; 73], f

ur (c) 
2
= 40;64 und (d) 
2
= 272;67 im Intervall [84; 132].
Den Meergebnissen ist zu entnehmen, da die ungelterten Aufnahmen der Modellvor-
stellung besser entsprechen als die gelterten. Das mittlere Fehlerquadrat wird durch den Fil-
tervorgang in jedem Fall vergr

oert, in besonders starkem Mae bei der PSIF-Aufnahme. Die
Verteilungsmoden weichen nach der Filterung st

arker von einer Gau-Dichte ab als vorher,
weil der Filtervorgang die Grauwerte um die Modenmittelwerte konzentriert. Wie in den Dia-
grammen der Abb. 3.9 gut zu sehen ist, werden durch den Filtervorgang die Moden h

oher und
schmaler, bei den bimodalen Verteilungen wird zus

atzlich das
"
Tal\ zwischen den beiden Moden
tiefer und breiter. Im ung

unstigsten Falle ist keine Modenparametrisierung mehr durchf

uhrbar.
Durch Tiefpalterung kann qualitativ schlechtes Bildmaterial nicht verbessert werden. In
der Regel erkauft man dadurch im wesentlichen nur Nachteile: Jede Filtermanahme ver

andert
in einem gewissen Umfang die Pixelgrauwerte und verst

arkt Teilvolumeneekte. In wie weit
es zu Dislokationen oder der irrt

umlichen Eliminierung von Kanten kommt, ist abh

angig vom
eingesetzten Verfahren.
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Abbildung 3.10: Globale Referenzschichten klinischer Bilddaten. (a, c, e) PSIF-Aufnahme, (b, d, f)
MPRAGE-Aufnahme aus den Datens

atzen eines 29j

ahrigen Probanden (a, b), eines 85j

ahrigen Patien-
ten mit ungekl

arter Diagnose (c, d) und einer 76j

ahrigen Alzheimer-Patientin (e, f). Man beachte die
auffallend starke Verlagerung zwischen den beiden Aufnahmen (c) und (d).
3.2 Segmentierung des Bilddatenmaterials
Das Segmentierungsproblem l

at sich nach Abb. 2.35 in drei scharf voneinander abgegrenz-
te Teilprobleme aufteilen. Das erste ist die Bestimmung der Modellparameter, das zweite die
Signalinhomogenit

atsanalyse und das dritte die darauf aufbauende Pixelklassikation. Die Er-
gebnisse zu den einzelnen Problemkomplexen sind in den folgenden Unterabschnitten zusam-
mengestellt. ImAnschlu daran sind verschiedene Darstellungsvarianten f

ur die Prozeausgaben
eines Segmentierungslaufes wiedergegeben.
3.2.1 Bestimmung der Modellparameter
Die Anwendbarkeit des in Abschnitt 2.4 konstruierten Gewebemodells ist weitgehend auf empi-
risch gewonnenen Erkenntnissen begr

undet. Werden ausschlielich Bilddaten j

ungerer Personen
zur Modellparametrisierung herangezogen, liefert das eingesetzte hierarchische Modenextrakti-
onsverfahren sehr gute Resultate. Mereihen zeigten, da eine erfolgreiche Modellparameterbe-
stimmung in der globalen Referenz in den meisten F

allen auch eine gelungene Segmentierung
nach sich zieht. Eine wesentliche Voraussetzung, die Separabilit

at der zu parametrisierenden Ver-
teilungsmoden, ist f

ur diesen Personenkreis in der Regel erf

ullt. F

ur

altere Personenkollektive
trit dies nicht mehr allgemeing

ultig zu, wie aus den Analysen entsprechender Grauwerthisto-
gramme folgt (Abb. 3.12 (c){(f) ):
I Mit dem Alter verschlechtert sich die Dierenzierbarkeit von grauer und weier Hirn-
substanz in der MPRAGE-Aufnahme. Die beiden Verteilungsmoden r

ucken immer n

aher
zusammen, bis sie im ung

unstigsten Fall auch visuell nicht mehr aufl

osbar sind (Abb.
3.12 (f) ).
I Der Liquoranteil im ICV steigt mit dem Alter kontinuierlich, im Verlauf pathologischer
Prozesse unter Umst

anden extrem stark an (3.10). In fortgeschrittenen Stadien von Mor-
bus Alzheimer kann im Histogrammdes ICV die Liquormode in der MPRAGE-Aufnahme
die Hirngewebemoden erheblich

uberragen (Abb. 3.12 (d) ).
I Die zunehmende Porosit

at des Hirngewebes f

uhrt zu verst

arkten Teilvolumeneekten, ins-
besondere an den Merkmalsklassengrenzen zwischen Hirngewebe und Liquor, und damit
zur Verbreiterung der Hirngewebeverteilungsmode in der PSIF-Aufnahme. Die automa-
tisierte Trennung zwischen Kopf- und Hirngewebe wird dadurch erheblich beeintr

achtigt
(vgl. Abb. 3.12 (c) und (e) im Vergleich zu (a) ).
Auch das verwendete Verfahren zur Funktionsanpassung beeinut die G

ute des parametrisier-
ten Modells. Abb. 3.11 zeigt, da beim Parametrisieren einer monomodalen Grauwertverteilung
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Abbildung 3.11: Modellparametrisierung der Hirngewebeverteilung mit der Marquardt-Levenberg-
(ML) und der Downhill-Simplex-Methode (DS). (a) Grauwerthistogramm des ICV in der MPRAGE-
Aufnahme. Die Parameter des skalierten bimodalen Gau-Dichte K
1
'(g;
1
; 
1
) +K
2
'(g; 
2
; 
2
) zur
Modellierung der Verteilung des Hirngewebes K
1
= 8293, 
1
= 53, 
1
= 9, K
2
= 4807, 
2
= 66
und 
2
= 5 (ML) bzw. K
1
= 8719, 
1
= 53, 
1
= 10, K
2
= 4677, 
2
= 66 und 
2
= 5 (DS)
unterscheiden sich kaum, auch die mittleren Fehlerquadrate im Intervall [34; 76] 
2
= 75;05 (ML)
bzw. 
2
= 61;19 (DS) sind vergleichbar. (b) Histogramm des ICV in der PSIF-Aufnahme. Bei der
Parametrisierung der Hirngewebeverteilung mit einer skalierten monomodalen Gau-Dichte K'(g; ; )
treten deutliche Unterschiede zwischen den Ergebnissen der beiden Fits auf. Bei ML sind im Vergleich zu
DS der Mittelwert zu h

oheren Werten hin verschoben und die Standardabweichung auff

allig vergr

oert:
K = 10984,  = 18,  = 17 (ML) bzw. K = 12463,  = 110,  = 21 (DS). Die mittleren Fehlerquadrate
im Intervall [73; 143] sind 
2
= 282;52 (ML) bzw. 
2
= 143;83 (DS).
die Downhill-Simplex-Methode der Marquardt-Levenberg-Methode weit

uberlegen ist, bei bi-
modalen Verteilungen jedoch keine Vorteile bringt.
W

ahrend die Modenparametrisierung f

ur den jungen Probanden unproblematisch abl

auft
und das Ergebnis die Modellvorstellung in geradezu idealer Weise untermauert (Abb. 3.12 (a)
und (b) ), sehen die Verh

altnisse bei zwei gezielt ausgew

ahlten, typischen Problemf

allen ganz
anders aus. Die Parametrisierung der Hirngewebeverteilung in der PSIF-Aufnahme gelingt nach
wie vor, wenn auch das Modenmaximum der Hirngewebeverteilung auf Grund des zur

uckge-
gangenen Hirngewebeanteils im Vordergrundsignal nicht mehr das absolute ist (vgl. Abb. 3.10).
Die im Vergleich zu (a) stark verbreiterten Hirngewebemoden in (c) und (e) haben ihre unte-
ren Verteilungsenden im Bereich des Hintergrundrauschens { auf dieser Grundlage bestimmte
Schwellenwerte zwischen Kopf- und Hirngewebe sind wertlos. Die Parameter der Liquorver-
teilung sind wegen ihrer hohen Amplitude in (c) und (e) hingegen leicht bestimmbar. Die
Verbreiterung der Hirngewebemode scheint eine Folge starker Teilvolumeneekte an den Merk-
malsgrenzen zu sein, da manuell entnommene Grauwertproben aus randfernen Bereichen des
Hirngewebes deutlich geringere Standardabweichungen aufweisen.
Problematisch ist vor allem die Parametrisierung der Summenverteilung des Hirngewebes
in der MPRAGE-Aufnahme und die darauf aufbauende Bestimmung des optimalen Bayesschen
Klassikators zur Trennung zwischen grauer und weier Hirnsubstanz. In (d) f

allt der bimodale
Gau-Fit augenscheinlich optimal aus, das Ergebnis ist jedoch vollkommen unbrauchbar: Der
berechnete optimale Schwellenwert liegt weit auerhalb des Intervalles, das durch die Moden-
mittelwerte der beiden Summenverteilungskomponenten begrenzt ist. Die beiden Moden liegen
zu dicht beisammen, aber wiederum nicht so dicht, da eine Parametrisierung fehlschlagen
w

urde. Der Versuch, die Verteilung in (f) durch eine bimodale skalierte Gaufunktion auto-
matisiert zu parametrisieren, scheitert auch: Die Modenmittelwerte sind so nahe beieinander
lokalisiert, da die Summenverteilung fast zu einer monomodalen Normalverteilung degeneriert.
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Abbildung 3.12: Modellparametrisierung in den globalen Referenzschichten der klinischen Bildda-
ten aus Abb. 3.10. Linke Spalte: Grauwerthistogramme des Bildvordergrundes in der PSIF-Aufnahme;
rechte Spalte: Grauwerthistogramme des ICV in der MPRAGE-Aufnahme. Die Diagramme zeigen
v. o. n. u. die Grauwertverteilungen von einem 29j

ahrigen Probanden, einem 85j

ahrigen Patienten mit
ungekl

arter Diagnose und einer 76j

ahrigen Alzheimer-Patientin. F

ur (b) wurde als optimaler Schwel-
lenwert zwischen grauer und weier Hirnsubstanz der Grauwert 69 (Q
 

2
0
j 

= 0;11) berechnet; f

ur
(d) ergab sich der oensichtlich falsche Grauwert 136 (Q
 

2
0
j 

= 0;033). Ein Bimodal-Fit in (f)
schlug fehl (Q
 

2
0
j 

= 8;1  10
 24
).
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Abbildung 3.13: Verlauf der Signalinhomogenit

at in Richtung der transversalen Schichtnormalen

uber
den Datensatz. Die Punkte markieren die Signalschw

achungskoezienten, die im Vektor  gespeichert
sind; f

ur die lokale Referenzschicht s
R;L
= 116 gilt 
s
R;L
= 1. Die Punktewolke wurde mittels eines
robusten 2D-Fits durch eine lineare Funktion y = ax+ b approximiert: Die Funktion 
s
= 0;0005s +
0;9383 stellt den Verlauf der mittleren Signalinhomogenit

at  in Abh

angigkeit von der Schicht s dar.
Die Hirngewebeverteilung wird dabei als obere Mode und die Liquorverteilung als untere Mode
der Summenverteilung interpretiert, was nat

urlich zu v

ollig falschen Resultaten f

uhrt.
Es ist klar, da ein milungener automatisierter Parametrisierungsversuch keine brauchbaren
Modellparameter liefert. Damit nun

uberhaupt eine Segmentierung erfolgen kann, m

ussen die
globalen Modellparameter dem Proze durch eine manuelle Histogrammanalyse bereitgestellt
werden. Diese, eigentlich einen Behelf darstellende Manahme ist bei Patientenbilddaten mit
teilweise oder stark atrophischen Gehirnen beinahe die Regel, wie Mereihen ergaben.
3
Es ist
somit festzuhalten:
Das Bilddatenmaterial, welches die eigentliche Zielgruppe f

ur das in dieser Arbeit
propagierte Verfahren liefert, erf

ullt in vielen F

allen die in Abschnitt 2.5 formulierten
Voraussetzungen nicht.
Die Quintessenz ist in der Tat etwas ern

uchternd { im folgenden Kapitel werden jedoch Auswege
aus diesem Dilemma diskutiert.
3.2.2 Bestimmung der Signalinhomogenit

at
Das Ergebnis einer Signalinhomogenit

atsanalyse zeigt Abb. 3.13. Die Signalschw

achungsko-
ezienten 
s
scheinen auf den ersten Blick stark zu streuen. Ber

ucksichtigt man die groe
Aufl

osung des Ordinatenmastabes, relativiert sich dieser Eindruck jedoch. Wird zudem das
3
Dabei mu demVerfahren zugute gehaltenwerden, da die verf

ugbarenPatientendatens

atzebis zu f

unf Jahre
alt waren und ihre Qualit

at nach heutigen Mast

aben als mittelm

aig einzustufen ist: Der Kontrast zwischen
dem Hirngewebe und anderen weichen Geweben in der PSIF-Aufnahme ist meistens zu klein, teilweise sogar
verschwindend gering, und der Grundrauschpegel ist vergleichsweise hoch. Optimierte Sequenzen und moderne
Ger

ate liefern im allgemeinen weitaus bessere Bilddaten.
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betrachtete Schichtintervall auf diejenigen Schichten eingeschr

ankt, die einen h

oheren Anteil
an Hirngewebe aufweisen, ergibt sich ein vollkommen anderes Bild: Die verbleibende Punkt-
wolke zeigt eine eindeutige Tendenz, die durch einen robusten Geraden-Fit in die Verteilung
parametrisch beschreibbar wird. Wie aus dem vorangegangenen Abschnitt hervorgeht, ist der
Modenmittelwert der Hirngewebeverteilung in der PSIF-Aufnahme mit den aus der globalen
Referenzschicht gewonnenen Vorgaben meistens problemlos zu bestimmen, so da die Bestim-
mung der Signalinhomogenit

at in Richtung der transversalen Schichtnormalen eine weitgehend
unkritische Prozephase darstellt.
3.2.3 Bestimmung des intrakraniellen Volumens
Der Erfolg oder Mierfolg bei der Modellanpassung an das Bilddatenmaterial ist in erster Linie
davon abh

angig, inwieweit die Aufnahmen den Spezikationen entsprechen (vgl. Abschnitt 2.5).
Mit einem m

oglicherweise noch gr

oerem Problem hat man es in der Nachbearbeitungphase zu
tun: Das Modell wurde inzwischen erfolgreich mit Parametern versehen und alle Voxel wurden
auf dieser Grundlage ungeachtet ihrer Lage im Datensatz klassiziert. Nun mu die Klassika-
tion auf ihre Stichhaltigkeit

uberpr

uft werden, d. h. fehlklassizierte Voxel sind zu identizieren
und korrekt zuzuordnen. F

ur diesen Vorgang wird die unmittelbare r

aumliche Nachbarschaft des
untersuchten Voxels ebenso analysiert, wie auch die globalen Zusammenballungen klassizierter
Voxel in r

aumlichen Merkmalsregionen. In der Hauptsache wird hier nicht mehr auf den origina-
len Grauwertbildern, sondern auf den Merkmalsmatrizen Z:3
s
gearbeitet. Die Entscheidung, ob
eine Region dem ICV hinzuzurechnen ist, oder ob es sich um fehlklassizierte Pixel des Hinter-
grundes handelt, ist das zentrale Problem bei der Nachbearbeitung. Als Entscheidungskriterium
wird die r

aumlichen Lage fraglicher Regionen in Bezug auf Regionen mit gesicherter Klassen-
zugeh

origkeit bewertet. Dem Zuordnungsproblem wird der Verfahrenskonzeption entsprechend
mit einem schichtorientiert arbeitenden selbstreferenzierenden Mechanismus begegnet.
Der in Abschnitt 2.5.6 beschriebene Referenzmechanismus funktioniert nur dann zuverl

assig,
wenn tats

achliche Hirnregionen in der gerade bearbeiteten Schicht ausreichend groe Schnitt-
mengen mit entg

ultig klassizierten Hirngeweberegionen in der als Referenzmaske dienenden,
vorangehend bearbeiteten Nachbarschicht bilden. Die Hirngewebe

ache innerhalb der Schicht
mu also von der lokalen Referenzschicht s
R;L
ausgehend nach beiden Richtungen kontinuier-
lich kleiner werden { demnach mu in s
R;L
der Hirngewebe

acheninhalt das absolute Maximum
annehmen. Das Hirngewebe bildet in der lokalen Referenzschicht in der Regel eine einfach zu-
sammenh

angende Region. Dies erleichtert zum einen die Identizierung von s
R;L
im Datensatz,
zum anderen die Eliminierung isointenser Gewebebereiche, zumal f

ur s
R;L
keine Referenzmaske
zu Verf

ugung steht.
Das Schichtintervall, in dem die bisher zusammenh

angende Fl

ache des ICV von oben her-
kommend in drei isolierte Einzelregionen, das Kleinhirn und die beiden Seitenh

orner, aufbricht,
ist ein Pr

ufstein f

ur das Verm

ogen des Algorithmus, zwischen Segmentierungsartefakten und
tats

achlichen Hirngeweberegionen zu unterscheiden. Abb. 3.17 zeigt diesen

Ubergang an Hand
der drei Schichten in den Spalten 5, 6 und 7, die im Abstand von ca. 2 cm zueinander liegen.
In der Schicht in der sechsten Spalte hat der Strukturaufbruch erstmals zu drei vollst

andig
voneinander isolierten Regionen gef

uhrt. Die ausgefransten Regionenr

ander sind eine Folge
starker Teilvolumeneekte, die wiederum durch die vielf

altigen, ach angeschnittenen Struk-
tur

uberg

ange hervorgerufen werden.
Verh

altnism

aig groe, zusammenh

angende und als BM klassizierte Regionen sind meist
unkritisch; bei ihnen handelt es sich mit hoher Wahrscheinlichkeit tats

achlich um Hirngewe-
be. Unangenehm sind vielmehr die relativ kleinen, f

alschlicherweise als BM klassizierten Re-
gionen, die wegen dem vorausgegangenen Erosionsvorgang trotzender Grauwertbr

ucken nicht
vollst

andig von allen sicher klassizierten Hirngeweberegionen isoliert werden konnten: Die

aueren Regionenr

ander des Hirngewebes in den betroenen Schichten sind unsch

on zerfasert
und die anschlieende Auswertung liefert zu groe Volumina. Solange sich diese Fehler aber auf
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Abbildung 3.14: H

auge Probleme bei der Segmentierung von Patientendaten. Zeilen (a) und (b):
Schichten 70 und 125 eines Patientendatensatzes (weiblich, 87 Jahre); Spalten (1){(4): MPRAGE-,
PSIF-Aufnahme, Ausgaben der Prozephasen IV und V-3. Die PSIF-Aufnahmen dieses Datensatzen
lassem keinen merklichen Grauwertkontrast zwischen dem Hirngewebe und dem umgebenden Kopf-
gewebe erkennen. Bei der Festlegung des optimalen Schwellenwertes g
low ;BM;T
2
zur Extraktion des
Hirngewebes mu zwischen bestm

oglicher Isolierung des ICV vom Auenraum und minimalen Pixel-
verlusten im Hirngewebe abgewogen werden. Das Ergebnis in Spalte 4 zeugt von dem eingegangenen
Kompromi, ist aber angesichts der mangelhaften Ausgangsbildqualit

at durchaus noch befriedigend.
Zeile a dokumentiert, wie dem Erosionvorgang trotzende Grauwertbr

ucken zwischen dem Hirngewebe
und dem umgebenden Fettgewebe dazu f

uhren, da Bereiche des Fettgewebes als weie Hirnsubstanz
fehlklassiziert werden: g
low ;BM;T
2
ist zu klein gew

ahlt. W

urde g
low ;BM;T
2
zwecks besserer Isolation vom
Kopfgewebe vergr

oert, w

urden sehr viele Hirngewebepixel, deren Grauwerte im unteren Ausl

aufer
der Hirngewebeverteilung lokalisiert sind, bei der Klassizierung verworfen. Das Ergebnis w

aren noch
mehr unsystematisch verteilte L

ocher im ICV als sie schon in (3-b) zu sehen sind. Im ung

unstigen
Fall erm

oglichen sie dem Erosionsvorgang, tief in das ICV vorzudringen. Die Folge dieser Tiefenero-
sion sind groe, unklassizierte Regionen im ICV , die mit den Verfahren der Nachbearbeitung nicht
mehr beseitigt werden k

onnen, weil sie

uber das ICV Kontakt zum Bildhintergrund haben (4-b, rechts
oberhalb der Mitte). Im besten Fall ist das klassizierte Hirngewebe von nur wenige Pixel groen,
unklassizierten L

ochern durchsetzt (4-b, am linken unteren Rand des ICV).
wenige Schichten beschr

anken, ist der Einu auf die Meergebnisse vernachl

assigbar.
Gro

achige Fehlklassikationen treten seltener auf, sofern das Grauwertmodell korrekt pa-
rametrisiert ist. Eine Ausnahme bilden alle Schichten durch die Glask

orper: Funktionell geh

oren
die Augen zum Gehirn, es w

are also durchaus nicht falsch, wenn der Algorithmus die Glask

orper
im ICV konsequent immer mit einschl

osse. Ob im Einzelfall die Augen mit in das ICV einbezo-
gen werden, h

angt aber davon ab, wie stark die mehr oder weniger zuf

alligen Grauwertbr

ucken
zwischen Augen und ICV innerhalb der Schicht ausgepr

agt sind. So kann es sein, da von
Schicht zu Schicht die Augen zuf

allig einmal eingeschlossen, einmal ausgegrenzt werden, weil
der Aufr

aumalgorithmus bei Liquorregionen, die zum Hirngewebe Kontakt haben, nicht greift.
Der hierdurch entstehende Mefehler l

at sich leicht nach oben hin absch

atzen: Das Volumen
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Abbildung 3.15: Verlauf der Merkmalsklassen-Schichtvolumina

uber die Schichten des Datensat-
zes. Vergleich zwischen den absoluten Volumina des ICV, der grauen (GM) und der weien (WM)
Hirnsubstanz und des Liquors (CSF) f

ur einen (a) 29j

ahrigen Probanden und einen (b) 85j

ahrigen
Alzheimer-Patienten.
der Glask

orper betr

agt zusammen ca. 15 cm
3
; bei einem kleinerem ICV von 1200 cm
3
ist der
durch Augenfehlklassikationen hervorgerufene Mefehler also maximal 1;25%. Die Auswir-
kungen schlechter Grauwertkontraste auf das Segmentierungsergebnis zeigt Abb. 3.14 an zwei
Beispielen.
Abb. 3.15 stellt f

ur einen 29j

ahrigen Probanden und eines 85j

ahrigen Alzheimer-Patienten
die Verl

aufe der absoluten Schichtvolumina der einzelnen Merkmalsklassen im ICV gegen

uber.
In sehr guter

Ubereinstimmung mit den Ergebnissen der Grauwerthistogrammanalyse ist bei
dem Patienten der bei fast identischem Gesamthirnvolumen im Vergleich zum Probanden deut-
lich verminderte Hirngewebeanteil und dessen Volumensubstitution durch Liquor deutlich zu
erkennen.
3.2.4 Prozeausgaben
In Abschnitt 2.5.8 wurden verschiedene Darstellungsm

oglichkeiten f

ur segmentierte Bilddaten
aufgef

uhrt. Die Abb. 3.16, 3.17, und 3.18 demonstrieren die implementierten Darstellungsva-
rianten an Hand der Ergebnisse von Segmentierungsl

aufen

uber klinisches Bilddatenmaterial.
Die wesentlichen Vorteile einer 3D-Darstellung gehen aus Abb. 3.18 hervor:
I Die Stabilit

at der Segmentierungsergebnisse in Richtung der transversalen Schichtnor-
malen ist im 3D-Kontext wesentlich besser zu beurteilen als in der 2D-Darstellung. Ist
der r

aumliche Betrachtungswinkel beliebig einstellbar, lassen sich Fehlklassikationen,
die Strukturspr

unge zwischen aufeinanderfolgenden Schichten hervorrufen, allseitig zu-
verl

assig aufdecken (z. B. die auf der Hirnober

ache verstreuten kraterartigen Klassika-
tionsfehler).
I Die dem graphischen Repr

asentierungsmodell der ROI-Hierarchie inh

arente M

oglichkeit
zur selektiven Darstellung bestimmter Merkmalsklassen ist f

ur die

aueren Ober

achen
des Hirngewebes und der Liquorr

aume demonstriert.
I Anatomische Strukturver

anderungen durch das normale Altern oder durch patholgische
Prozesse sind sehr gut im 3D-Kontext zu verfolgen, wie es exemplarisch f

ur die Auswir-
kungen der Alzheimerschen Krankheit gezeigt wird.
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Abbildung 3.16: Prozeausgabe der Segmentierung (2D-Randliniendarstellung). Den MR-Aufnahmen
der Bilddatenbasis sind die Randkurven (ROIs) der segmentierten Merkmalsregionen gegen

ubergestellt.
(a) PSIF-Aufnahme, (b) MPRAGE-Aufnahme. Randkurven des ICV (c), der Liquorbereiche (d), der
Bereiche der weien (e) und der grauen (f) Hirnsubstanz.
3.3 Prozeausf

uhrungszeiten
Der f

ur die volumetrische Auswertung ben

otigte Zeitaufwand ist unter dem

okonomischen und
ergonomischen Aspekt von groem Interesse. Zur Bestimmung dieses Zeitaufwandes wurden
auf zwei unterschiedlichen Hardware-Plattformen und unter verschiedenen Betriebssystemen
an Hand einer
"
nackten\ Implementierung des Segmentierungs- und Volumetrieverfahrens als
Kommandozeilenprogramm Performance-Tests vorgenommen. Tab. 3.2 auf Seite 130 zeigt die
gemessenen Ausf

uhrungszeiten f

ur eine vollst

andige Hirnvolumetrie auf der Grundlage sagittal
akquirierter Bilddatens

atze. Die Zeitmessung wurde auf folgenden Plattformen durchgef

uhrt:
I 80486/33 MHz-Personal-Computer mit 8 MB Arbeitspeicher, ISA-System-Bus und IDE-
Festplatte unter Windows 3.1
I Pentium-133 MHz-Personal-Computer mit 16 MB Arbeitspeicher, PCI-System-Bus und
SCSI-Festplatte unter Windows for Workgroups 3.11
I Pentium-133 MHz-Personal-Computer mit 16 MB Arbeitspeicher, PCI-System-Bus und
SCSI-Festplatte unter Linux 2.0
Aus der Tabelle geht hervor, da Massenspeicherzugrie (I/O) im Verh

altnis zur eigentlichen
Rechenzeit im Mittel erhebliche Kosten verursachen. W

ahrend bei der Datensatzrekonstrukti-
on der I/O-Anteil fast 100% betr

agt, ist er bei der Bildlagekorrektur vernachl

assigbar klein.
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Abbildung 3.17: Prozeausgabe der Segmentierung (2D-Regionendarstellung). Den MR-Aufnahmen
der Bilddatenbasis sind die Ausgaben wesentlicher Prozephasen in ausgew

ahlten Schichten als farb-
kodierte Merkmalsregionen gegen

ubergestellt. V. l. n. r.: Schichten 60, 80, 100, 120, 140, 160, 180, 200;
v. o. n. u.: T
1
-gewichtete Aufnahme (MPRAGE), T
2
-gewichtete Aufnahme (PSIF), Ausgaben der Pro-
zephasen IV und V. Die lokale Referenzschicht ist s
R;G
= 116 und liegt im Datensatz nahe der Schicht
in der vierten Spalte. Die Merkmalsklassen sind durch den Grauwert kodiert: weie Hirnsubstanz (wei),
graue Hirnsubstanz (hellgrau), Liquor (dunkelgrau) und Hintergrund (schwarz). Es ist gut zu verfol-
gen, wie im Verlauf der Nachbearbeitung die streng nach Grauwerten erfolgte Pixelklassikation (dritte
Reihe) nach r

aumlichen Gesichtspunkten neu bewertet wird (vierte Reihe).
In den Prozephasen des eigentlichen Segmentierungs- und Volumetrieverfahrens liegt der I/O-
Anteil bei ca. 50%. Die Dauer der Datensatzrekonstruktion wird also vorwiegend vomDurchsatz
zwischen Prozessor und Festplatte bestimmt, wohingegen bei der Bildlagekorrektur die Gleit-
kommarechenleistung den Ausschlag gibt. In den Prozephasen II{VI kommt zu diesen beiden
laufzeitbestimmenden Anteilen als dritter die Integer-Rechenleistung hinzu.
Neben der Implementierung bestimmen im wesentlichen die Rechnerarchitektur und das
Betriebssystem das gesamte Zeitverhalten des Prozesses. Der Umstieg von einer veralteten auf
eine leistungsf

ahigere Hardware-Plattform sowie der Einsatz eines modernen Betriebssystems
bringt normalerweise erhebliche Performance-Verbesserungen mit sich. Diese sind im wesentli-
chen durch den h

oheren Prozessortakt, ezienter ablaufende Massenspeicherzugrie, eine h

ohe-
re Gleichkomma-Rechenleistung und einen niedrigeren Betriebssystem-Overhead bedingt.
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Abbildung 3.18: Prozeausgabe der Segmentierung (3D-Darstellung). Ausgabe eines Segmentie-
rungslaufes

uber die Datens

atze eines 29j

ahrigen Probanden (a, b) und eines 85j

ahrigen Alzheimer-
Patienten (c, d). (a) und (c): Hirngewebeober

ache; (b) und (d): Liquorober

achen in einem Bereich
um die globale Referenzschicht (kleinere Liquorr

aume wurden der

Ubersichtlichkeit halber bei der
Darstellung weggelassen). Die in den ROI-Dateien abgelegte Ober

acheninformation wurde mit ei-
nem geschwindigkeitsoptimierten Rendering-Verfahren aufbereitet. In den Grauwert eines Bildpunktes
iet neben seiner auf die Projektionsebene bezogenen z-Tiefe (depth cueing) auch die lokale Abwei-
chung der Ober

achennormalen von der Richtung der Projektions

achennormalen ein (shading). Die
verstreuten Ober

achendefekte kommen durch Klassikationsfehler an den

aueren Merkmalsgrenzen
zustande. In (c) fallen die im Vergleich zu (a) sehr tiefen Sulci auf der gesamten Grohirnrinde und
die Grabenstrukturen am Seitenlappen auf, die auf eine merkliche Gewebedegeneration hindeuten. In
(d) ist die Ober

ache der Liquorr

aume gegen

uber (b) erheblich vergr

oert { das dem Hirngewebe ver-
bleibende Volumen ist damit deutlich kleiner und

uberdies dicht von verstreuten Liquoreinschl

ussen
durchsetzt.
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Laufzeit in s
Phase Vorgang
A B C
I/O 2029 707 275
I Vorverarbeitung Datensatzrekonstruktion 1980 692 266
Bildlagekorrektur 4195 467 133
I/O 5 1;5 0;5
Bildvordergrund 4 0;5 1
II Referenzmodus
intrakranielles Volumen 6 1 0;5
Gewebeklassikation 14 2 1
I/O 228 51 21
III
Signalinhomogeni-
Bildvordergrund 221 23 30
t

atsanalysemodus
Analyse der Hirngewebeverteilung 365 40 12
I/O 1243 280 115
Bildvordergrund 390 37 48
IV Normalmodus
intrakranielles Volumen 427 48 33
Gewebeklassikation 318 15 13
I/O 3739 788 307
lokale Referenzschicht 1940 254 260
V Nachbearbeitung
Hirngewebebereiche,
unklassizierte Gebiete
571 69 62
Optimierung der Klassikation 1481 170 154
I/O 1386 271 120
VI Auswertung
Volumetrie 281 21 23
total 8204 1866 674
Phase I
davon I/O 2029 707 275
I{VI Gesamter Proze
total 12619 2072 1201
Phasen II{VI
davon I/O 6601 1392 564
Tabelle 3.2: Gemessene Ausf

uhrungszeiten f

ur die einzelnen Prozephasen des nach Abschnitt 2.5
implementierten Hirnsegmentierungs- und -volumetrieverfahrens, aufgeschl

usselt nach logischen Bear-
beitungsvorg

angen. Bilddatenbasis waren je ein sagittaler MPRAGE- und PSIF-Datensatz mit jeweils
128 Schichten. Das intrakranielle Volumen erstreckte sich im untersuchten Fall

uber ca. 150 transver-
sale Schichten, ausgewertet wurden 155 Schichten. Die gemessenen Ausf

uhrungszeiten sind f

ur einen
80486/33 MHz-Rechner unter Windows 3.1 (System A), ein Pentium-133 MHz-Rechner unter Windows
for Workgroups 3.11 (System B) bzw. unter Linux 2.0 (System C) angegeben. Massenspeicherzugrie
werden hier als I/O bezeichnet.
3.4 Klinische Ergebnisse
Eine Vorstufe zu dem in Abschnitt 2.5 beschriebenen Volumetrieverfahren wird seit geraumer
Zeit an der Heidelberger Psychiatrischen Universit

atsklinik zur Durchf

uhrung volumetrischer
Verlaufsstudien an Patienten eingesetzt, die an der Demenz vom Alzheimer-Typ bzw. an vas-
kul

arer Demenz leiden [4, 5, 6, 9, 10, 11, 12, 13, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]. In
diesem Rahmen konnte der Nachweis erbracht werden, da das in [2] beschriebene Verfahren
unter klinischen Einsatzbedingungen bei zufriedenstellender Geschwindigkeit eine ausreichende
Stabilit

at aufweist. In der Praxis zeigte sich der mit dem Verfahren verbundene verh

altnism

aig
hohe interaktive Aufwand jedoch als sehr zeit- und personalintensiv. Mit der M

oglichkeit zur
weitgehend automatisierten Hirnvolumetrie, die das hier vorgestellte Verfahren nun er

onet,
und der hinzugekommenen Dierenzierung zwischen grauer und weier Hirnsubstanz erhot
man sich zum einen schneller verf

ugbare Ergebnisse, zum anderen weitergehende Erkenntnisse

uber Art und Umfang der degenerativen Prozesse im Verlauf der Alzheimerschen Krankheit.
3.4. Klinische Ergebnisse 131
Die vorl

augen Ergebnisse der Heidelberger Alzheimer-Studie sind weiter unten zusam-
mengefat (Abschnitt 3.4.1). Das neue Verfahren bendet sich zur Zeit noch in der klinischen
Erprobungsphase, so da noch keine ver

oentlichten Resultate aus Verlaufsstudien vorliegen.
Zur Demonstration seiner grunds

atzlichen Funktionsf

ahigkeit wurde das Verfahren auf mehrere
klinische Datens

atze angewendet und die volumetrischen Auswertungsresultate den Ergebnissen
anderer Studien aus der Literatur vergleichend gegen

ubergestellt (Abschnitt 3.4.2).
3.4.1 Heidelberger Alzheimer-Studie
Die vorl

augen Ergebnisse der Heidelberger Alzheimer-Studie wurden k

urzlich ver

oentlicht
[4, 5, 6]. Diese Studie sollte den Nachweis erbringen, da bei Patienten mit Alzheimerscher
Krankheit ein Zusammenhang zwischen den neuropsychologischen Befunden und den mittels
magnetresonanztomographischer Untersuchungen mebaren morphologischen Ver

anderungen
besteht. 20 Patienten mit nach internationalem Standard (NINCDS-ADRDA-Richtlinien) ge-
sichert diagnostizierter Demenz vom Alzheimer-Typ (DAT) wurden einer Reihe von neuro-
psychologischen Tests unterzogen, die zur Quantizierung des Schweregrades der dementiellen
Symptomatik als auch der Merk- und Konzentrationsf

ahigkeit, des Ausdrucksverm

ogens und
schlielich der F

ahigkeit zur Bew

altigung des t

aglichen Lebens dienten. 10 gesunde alters- und
geschlechtsangeglichene Probanden dienten als Vergleichskollektiv. Die magnetresonanztomo-
graphischen Untersuchungen wurden an einem 1;5 T-Siemens-MAGNETOM durchgef

uhrt. Auf
der Grundlage der akquirierten Bilddaten wurden das gesamte intrakranielle Volumen (TIV)
und das gesamte Hirnvolumen (TBV) semi-automatisiert, die Volumina der Frontal-und Tem-
porallappen und des Amygdala-Hippokampuskomplexes (AHC) manuell gemessen. Zus

atzlich
wurde das Ventrikel-Hirnvolumenverh

altnis (VBR) bestimmt. F

ur die volumetrischen Auswer-
tungen der Bildaten kam das Bildverarbeitungsprogramm NMRWin zum Einsatz.
Nach einer Normierung der Mewerte bez

uglich der Sch

adelgr

oe (TIV) unterschieden sich
alle morphometrischen Parameter signikant zwischen der Patienten- und der Kontrollgruppe,
wobei die st

arksten Gruppenunterschiede f

ur das Volumen des AHC auftraten. Diese Ergeb-
nisse blieben auch dann g

ultig, als die Analyse mit den Werten ausschlielich leicht dementer
Patienten wiederholt wurde. Die Schwere der Demenz korrelierte signikant mit den Volumina
des AHC und der Temporallappen, nicht jedoch mit den Volumina der Frontallappen, des TIV,
des TBV oder des VBR. Zusammenh

ange zwischen spezischen kognitiven Deziten und ein-
zelnen anatomischen Ver

anderungen konnten nicht gefunden werden. Die Ergebnisse best

atigen
zum einen die Bedeutung der temporalen Substrukturen { insbesondere die des AHC { bei der
Pathogenese und dem Verlauf der DAT, zum anderen zeigen sie, da sich der Krankheitsverlauf
mit der MRT verfolgen l

at.
3.4.2 Vergleich volumetrischer Resultate aus mehreren Studien
In der Literatur nden sich kaum hirnvolumetrische Studien, die als verl

alicher Vergleichs-
mastab zur Beurteilung des hier entwickelten Volumetrieverfahrens geeignet sind: Keine der
weiter unten zitierten Literaturstellen deckt die volumetrischen Daten des ICV, des Liquors,
der grauen und der weien Hirnsubstanz vollst

andig ab.
Die meisten der zum Vergleich herangezogenen Studien wurden in erster Linie zur De-
monstration einer neu eingef

uhrten Volumetriemethode durchgef

uhrt, ohne die damit erzielten
Meergebnisse durch eine Gegen

uberstellung mit denen aus anderen Studien zu verizieren;
insbesondere fehlen in vielen F

allen genaue Angaben

uber die geschlechts- und altersspezische
Zusammensetzung der untersuchten Kollektive. F

ur sich gesehen reichen die Ergebnisse einer
einzelnen Vergleichsstudie also sicherlich nicht zur Verikation der eigenen Messungen aus. Hin-
gegen kann durch den Vergleich der eigenen Meergebnisse mit den Resultaten m

oglichst vieler,
unter Verwendung unterschiedlicher Methoden durchgef

uhrter Studien durchaus eine qualitati-
ve Aussage getroen werden.
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Automatisie- Hirngewebe
Studie rungsgrad; n
ICV
total grau wei
Liquor
Methode
in cm
3
in cm
3
in cm
3
in cm
3
in cm
3
1 w 1287 1134 687 447 153
1-A
autom.; 3 m 1452 57 1303  48 844  25 460 62 152  22
TH, RG 5 w 1212  125 1003  86 539 106 464 63 209  50
1-B
2 m 1274 63 1054  15 663 1 391 15 219  48
semi-autom.; 7 w
2
TH, RG 3 m
1201  142 883 92 | | |
semi-autom.;
3
KE, SO
7 1343  127 | | | |
4-A
manuell;
5 m 1565  165 1243  104 | | 141 162
IR, TH
4-B 6 m 1450  134 1080  119 | | 198  65
semi-autom.;
5
IR, MA2, TH
49 m 1486  123 1300  122 | | 186  49
manuell; 10 w 1257 86 | | | |
6
IR 8 m 1379 92 | | | |
manuell; 9 w | 1272  76 646  67 | |
7
IR, VD2 4 m | 1564  100 738  46 | |
Tabelle 3.3: Vergleich der volumetrischen Resultate von gesunden Probanden aus verschiedenen Stu-
dien. 1: hier vorgestelltes Verfahren { A: junges Kollektiv (27  2 Jahre), B: altes Kollektiv (77  7
Jahre); 2: Pantel et. al. [4] { altes Kollektiv (695 Jahre); 3: Kennedy et. al. [96]; 4: DeCarli et. al. [64]
{ A: junges Kollektiv (26 6 Jahre), B: altes Kollektiv (77  4 Jahre); 5: Paley et. al. [122] { junges
Kollektiv (337 Jahre); 6: Wahlund et. al. [150] { altes Kollektiv (792 Jahre); 7: Rusinek et. al. [132]
{ altes Kollektiv (76  7 Jahre). IR: interaktive ROI-Eingabe, KE: Konturextraktion, MA2: Cluster-
Identikation im 2D-Merkmalsraum, TH: Thresholding, RG: Region-Growing, SO: Gradientenlter
(Sobel-Operator), VD2: Vektordekomposition im 2D-Merkmalsraum; w: weiblich, m: m

annlich.
Tab. 3.3 stellt die volumetrischen Daten einer eigenen Mereihe (Studie 1) den Ergebnissen
sechs weiterer Studien (Studien 2{7) aus der Literatur gegen

uber. Trotz der Tatsache, da die
in den Vergleichsstudien ausgewerteten Bilddaten von einem sehr heterogenen Kollektiv mit
weitgehend unbekannten individuellen anatomischen Eigenschaften stammen, ist

Ubereinstim-
mung zwischen den eigenen Meergebnissen und den Zahlenwerten aus der Literatur f

ur das
totale Hirngewebevolumen und das Liquorvolumen bemerkenswert gut. Die Abweichungen sind
hier nicht h

oher als die Schwankungen zwischen den Vergleichsstudien untereinander. Da bei
den voneinander unabh

angigen Studien 3{7 v

ollig unterschiedliche Volumetrieverfahren zum
Einsatz kamen, sind studien

ubergreifende systematische Fehler ausgeschlossen.
4
Fig. 3.19 vergleicht die aus den volumetrischen Ergebnissen der Studien 1 und 4 berechneten
relativen Merkmalsklassenvolumenanteile im ICV f

ur zwei Altersklassen. Vorbehaltlich der klei-
nen Testkollektive lassen die Ergebnisse einen allm

ahlichen Schwund an Hirngewebe im Laufe
des normalen Alterns erkennen. Pathologische Prozesse, wie sie im Verlauf der Alzheimerschen
Krankheit auftreten, k

onnen diesen Gewebeabbau erheblich beschleunigen. Die freiwerdenden
R

aume f

ullen sich mit Liquor an, so da das intrakranielle Volumen letztendlich weitgehend
unver

andert ist. Die eigene Mereihe ergab beim Patientenkollektiv einen im Vergleich zum
Probandenkollektiv signikaten Verlust an grauer Hirnsubstanz, w

ahrend der Anteil der weien
Hirnsubstanz auf weitgehend konstantem Niveau blieb. Da die graue Hirnsubstanz im wesent-
4
Tab. 3.3 zeigt einen systematischen Fehler, den das Vorl

auferverfahren zu dem hier beschriebenen bei der
Bestimmung des Hirngewebevolumensmacht (Studie 2): die Hirngewebevolumina fallen mit ca. 10% niedrigeren
Werten nach unten etwas aus dem Rahmen.
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Abbildung 3.19: Vergleich der relativen Volumenanteile der untersuchten Merkmalsklassen im intra-
kraniellen Volumen f

ur eine mit dem hier vorgestellten Verfahren durchgef

uhrte Auswertung (Studie 1,
Diagramme a und c) und eine manuell durchgef

uhrte Vergleichsstudie aus der Literatur (Studie 4, Dia-
gramme b und d) an m

annlichen Probanden und Patienten. Obere Reihe: junge Kollektive (mittleres
Alter 26 bzw. 27 Jahre); untere Reihe: alte Kollektive (mittleres Alter 77 Jahre). Die Literaturstu-
die unterscheidet nicht zwischen grauer (GM) und weier (WM) Hirnsubstanz, sondern weist lediglich
Hirngewebe (BM) aus. Obwohl zwei vollkommen unterschiedliche Auswertungsverfahren zum Einsatz
kamen, stimmen die Ergebnisse aus den beiden Studien jedoch bemerkenswert gut

uberein.
lichen von den Zellk

orpern der Neuronen als Zentren der Informationsverarbeitung gebildet
wird, sind Ver

anderungen der intellektuellen Leistungsf

ahigkeit sowie Wesensver

anderungen
beim Alzheimer-Patienten aufgrund dieses degenerativen Prozesses durchaus erkl

arbar.
3.5 Schlufolgerung
Die grunds

atzliche Tragf

ahigkeit des in dieser Arbeit entwickelten Hirnvolumetriekonzeptes be-
legen die oben zusammengetragenen Ergebnisse recht eindrucksvoll. Den Anforderungen, die
sich aus der Aufgabenstellung ergeben, wurde damit in vollem Umfange entsprochen. Das im-
plementierte Verfahren
I liefert Volumetriedaten, die mit den Resultaten unabh

angiger, MRT-basierter Hirnvolu-
metriestudien in der Literatur hervorragend

ubereinstimmen
I ist, im Gegensatz zu all den zum Vergleich herangezogenen Methoden, in der Lage, in
s

amtliche relevanten Merkmalsklassen (Liquor, graue und weie Hirnsubstanz) zu klassi-
zieren und f

ur diese teilvolumenkompensierte Volumetriedaten zu berechnen
I hat einen, gemessen an seiner hohen Segmentierungs- und Volumetrieg

ute, sehr niedrigen
Rechenzeitbedarf
Bisher noch ungel

ost gebliebene Probleme und m

ogliche Verbesserungen an der Verfahrenskon-
zeption werden im n

achsten Kapitel diskutiert.
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Kapitel 4
Diskussion
Bei der Entwicklung des oben beschriebenen Hirnvolumetrieverfahrens wurde versucht, den in
der klinischen Praxis gegebenen Rahmenbedingungen weitestgehend Rechnung zu tragen. Die
Mininimierung der Patientenbelastung durch kurze Datenakquisitionszeiten und Kompromisse
bei der verf

ugbaren Hardware-Ausstattung beeinuten entscheidend die Verfahrenskonzeption.
4.1 Warum ein weiteres Segmentierungsverfahren?
In Anbetracht der F

ulle von Ver

oentlichungen zur Thematik der Hirnsegmentierung stellt sich
die Frage, mit welcher Begr

undung dem Bestehenden unbedingt noch ein weiteres Verfahren
hinzugesellt werden soll. Da sich die Beurteilungskriterien f

ur die Verwendbarkeit eines Verfah-
rens nach dem Gesichtspunkt richten, unter dem es entwickelt worden ist, mu den Autoren
vieler Literaturbeitr

age Kritik an der derzeitigen Praxisrelevanz ihrer L

osungsans

atze entge-
gengehalten werden. Wird der Anspruch auf klinische Einsetzbarkeit erhoben, sind neben der
Segmentierungsg

ute die jeweils erforderliche Mezeit f

ur die Akquisition der Bilddatenbasis
und die Rechenzeit f

ur die anschlieende Medatenauswertung die wesentlichen Kriterien f

ur
die Praxistauglichkeit des Verfahrens. Jedes Kriterium stellt f

ur sich ein Ausschlukriterium
dar.
4.1.1 Datenakquisition
Die Segmentierungsleistung mancher multispektraler Verfahren, die vielkanaligeBilddatenbasen
auswerten, ist beeindruckend. Sie erm

oglichen die zuverl

assige Extraktion einer Vielzahl von
Merkmalsklassen in einem einzigen Schritt und unter ausschlielicher Verwendung eines ein-
zigen Algorithmus. Eine derartig hohe Segmentierungsqualit

at ist jedoch durch extrem lange
Akquisitionszeiten f

ur die 3D-Bilddatenbasen erkauft.
Die Erzeugung der in dieser Arbeit verwendeten Bilddatenbasis, bestehend aus je einem
MPRAGE- und einem PSIF-Datensatz, dauert bereits ca. 15 min, jede weitere schnelle 3D-
Sequenz w

urde mit ungef

ahr weiteren 7 min zu Buche schlagen. Die zus

atzliche Akquisition
hochaufl

osender mehrkanaliger Bildserien mittels Spinecho-Sequenzen ben

otigte mit ca. 2;5 min
pro Aufnahme
1
bei 128 Schichten alleine

uber 5 h f

ur den ersten Datensatz, mit der Erzeu-
gung jeder weiteren Bildserie verl

angerte sich die Mezeit in Abh

angigkeit von der gew

unschten
Echozeit. Diese

uberschl

agig berechneten Mezeiten sind nicht nur aus medizinischen, sondern
auch aus betriebswirtschaftlichen Gr

unden f

ur den Einsatz in der klinischen Praxis absolut un-
tragbar. Solange keine deutlich schnelleren Akquisitionstechniken verf

ugbar werden, sind Seg-
mentierungsverfahren, die eine mehr als zwei- oder dreikanalige Bilddatenbasis voraussetzen,
1
vgl. Abschnitt 2.1.3.2
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auf einen rein experimentellen Einsatz beschr

ankt.
4.1.2 Datenauswertung
Bei der Erzeugung der Bildatenbasis sind Einschr

ankungen also unvermeidlich. Dementspre-
chend sind auch die Freiheitsgrade bei der Auswahl des Auswertungsverfahrens begrenzt. Selbst
wenn die Bilddatenbasis unabh

angig von

okonomischen und medizinischen Anforderungen un-
ter experimentellen Bedingungen gewonnen werden k

onnte, wenn also die Anzahl der Spektral-
kan

ale und die Volumenaufl

osung der Datens

atze beliebig w

ahlbar w

are, verbliebe immer noch
als zweites Bewertungskriterium f

ur die Praxistauglichkeit die dem Mediziner zur Verf

ugung
gestellte Produktivit

at. Sie ist neben den ergonomischen Aspekten der Benutzerober

ache vor-
wiegend durch die Leistungsf

ahigkeit der Hardware, die Ezienz der Implementierung und die
numerische Komplexit

at der eingesetzten Algorithmen vorgegeben. Die drei ersten Faktoren
sind f

ur das eigentliche Problem, die Auswahl eines geeigneten Auswertungsverfahrens, irrele-
vant.
Nachdem numerisch sehr aufwendige Ans

atze wie die fraktalen Segmentierungsverfahren
weitgehend gescheitert sind und sich gezeigt hat, da die Erwartungen in die neuronalen Netz-
werke doch zu hoch angesetzt waren, wird zur Zeit viel zu Derivaten des fuzzy c-Means-
Clustering-Verfahrens ver

oentlicht. Diese Arbeit soll zeigen, da aber auch in den Standardver-
fahren wie Region-Growing und Thresholdig in geschickter Kombinationmit anderen Methoden
noch immer erhebliches Entwicklungspotential ruht.
4.1.2.1 Tats

achlich nutzbare Merkmalsmenge
Bevor eine Segmentierungsaufgabe in Angri genommenwird, mu vorab gekl

art werden, welche
Merkmale aus dem Bild

uberhaupt extrahierbar sind. Hiervon h

angt wiederum ab, wieviel
algorithmischer Aufwand zur Merkmalsextraktion wirtschaftlich vertretbar ist.
Das Hauptmerkmal in den Bildern ist der Pixelgrauwert bzw. der Pixelgrauwertvektor bei
multispektralen Bilddaten; auf dieser Grundlage erfolgt in der Regel die Merkmalsklassenein-
teilung. Das Merkmal mit der n

achstniedrigeren Aussagekraft sind lokal berechnete Grauwert-
gradienten, die zur Optimierung der Grenzverl

aufe zwischen Merkmalsregionen herangezogen
werden k

onnen. Texturparameter, die unspezisch lokale oder globale Pixelgrauwertabh

angig-
keiten beschreiben und im Idealfall den genauen Steckbrief einer bestimmten Merkmalsklasse
liefern, sind leider nicht brauchbar. Zum einen haben die Hirngewebetexturen eine Feinstruk-
tur, die weit unterhalb der metechnisch machbaren Volumenaufl

osung liegt (die Ausdehnungen
neuronaler Elementarstrukturen ist um Gr

oenordnungen geringer als die hier verwendete Vo-
xelgr

oe von ca. 1 mm
3
). Zum anderen setzt die Berechnung von Texturparametern h

oherer
Ordnung eine Mindestregionengr

oe voraus [152]. Damit ist die maximale Aufl

osung des Klas-
sizierungsverfahrens bereits vorgegeben. Wird im Sinne einer hohen Aufl

osung eine 33 Pixel
groe Umgebung verwendet, sind mit gutem Gewissen nur die Texturparameter mittlerer Grau-
wert und Gradientenst

arke und -richtung verwendbar, der Berechnungsaufwand f

ur die anderen
Parameter ist also unn

otig. Was

ubrig bleibt, sind tats

achlich nur die beiden eingangs genannten
Hauptmerkmale. Ob diese nun mittels der klassischen Texturanalyse oder mittels komplexerer
Verfahren ausgewertet werden, ist unerheblich: Deutlich mehr Information, als im Grauwert
selbst oder auch im Grauwertgradienten steckt, ist aus den Aufnahmen nicht extrahierbar. F

ur
diesen Zweck reichen allerdings auch einfache Verfahren wie Thresholding, Region-Growing und
Maximum-Likelihood-Klassikatoren vollst

andig aus.
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4.1.2.2 Spezit

at der Merkmalsextraktion
Von Natur aus sind alle algorithmischen Merkmalsextraktionsverfahren unspezisch. Um ein
Verfahren spezisch zu machen, mu es mit speziellem Vorwissen versorgt werden, das be-
stimmt, nach welchen Merkmalen im Bild gesucht werden soll und wie sie zu interpretieren sind.
Im Idealfall liefert ein als black box betrachtetes Merkmalsextraktionsverfahren einen sinnvoll
segmentierten Datensatz, wenn ihm die Bilddatenbasis und Vorwissen zugeleitet werden. Leider
reicht meist in der Praxis entweder das Vorwissen nicht aus oder die Bilddatenbasis enth

alt zu
wenige Spektralkan

ale, so da die Segmentierungsergebnisse nicht optimal sind:
I Clustering-Verfahren ben

otigen die Anzahl der im Bild zu erwartenden Merkmalsklassen
und abstrakte numerische Steuerparameter, deren Werte an Hand von Faustregeln justiert
werden. Ist die Anzahl der tats

achlich im Bild vorhandenen Merkmalsklassen ungleich der
angegebenen, zerlegt das Clustering-Verfahren die Aufnahme mit groer Wahrscheinlich-
keit in anatomisch bedeutungslose Bereiche.
I Klassikatoren ben

otigen als Vorwissen die Signaturen aller im Bild vorkommendenMerk-
malsklassen.Meistens sind diese nicht vollst

andig im voraus bekannt oder wegen ung

unsti-
ger Eigenschaften eines oder mehrerer Histogrammkomponenten gar nicht vollst

andig an-
gebbar.
I Stellt die Bilddatenbasis auf Grund bestimmter Rahmenbedingungen zu wenige Spektral-
kan

ale bereit, ergeben sich Klassenzuordnungsprobleme, weil mehrere unterschiedliche
Merkmalsklassen isointens sind.
Unter realen Bedingungen sind demnach die Segmentierungsausgaben aller Merkmalsextrakti-
onsverfahren unabh

angig von ihrer Komplexit

at in der Regel von Fehlklassikationen durch-
setzt.
Bei dem in Abschnitt 2.5 vorgestellten Verfahren treten die genannten Probleme trotz der
schlanken Bilddatenbasis kaum in Erscheinung. Der wesentliche Unterschied zu den monolithi-
schen Algorithmen ist die Unterteilung des Segmentierungsverfahrens in sukzessive Teilprozesse,
die eine Vielzahl unterschiedlicher Verfahren niedriger Komplexit

at verwenden. Die komplexe

auere Prozestruktur er

onet die M

oglichkeit, nicht nur Vorwissen

uber die Grauwertvertei-
lungen, sondern auch Vorwissen

uber die Anatomie der zu segmentierenden Strukturen in den
Segmentierungsvorgang einzubringen, so da isointense Merkmalsklassen nicht mehr unbedingt
ein Problem darstellen.
Die Annahmen

uber die relevanten Merkmalsklassen sind sehr spezisch im Algorithmus
selbst als prozedural implementiertes Regelwerk formuliert, numerische Steuerparameter gibt
es nicht. Diese Annahmen betreen zum einen die zul

assige Abfolge der mittleren Grauwerte der
Merkmalsklassen im Histogramm, zum anderen die zul

assige r

aumliche Abfolge der Merkmals-
regionen im Bild. Der wesentliche Vorteil dieser Konstruktion ist die Flexibilit

at des Verfahrens
gegen

uber Variationen in den Eigenschaften der Bilddatenbasis.
4.1.2.3 Vergleich wichtiger Merkmalsextraktionsverfahren
Die Artikel [39, 58] geben einen guten

Uberblick

uber die wichtigsten Merkmalsextraktionsver-
fahren, die in der medizinischen Bildverarbeitung Verwendung nden. Die individuellen St

arken
und Schw

achen der unterschiedlichen Ans

atze sind in der Tab. 4.1 kurz zusammengefat.
Multispektrale Segmentierungsverfahren sind vom Ansatz her grauwertorientierten Verfah-
ren weit

uberlegen. Je gr

oer die Anzahl der verf

ugbaren Spektralkan

ale ist, desto genauer
k

onnen die in den Aufnahmen enthaltenen Gewebeklassen voneinander dierenziert werden.
Der Hauptvorteil grauwertorientierter Verfahren wie Thresholding und Region-Growing ist
hingegen deren relativ niedrige Komplexit

at, die sich in einer konkurrenzlosen Segmentierungs-
geschwindigkeit ausdr

uckt. Diese Verfahren sind allerdings eher als unterst

utzende Werkzeuge
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MLM FF/BP k-NN AFCM FCM
Datensatz

uber- sehr sehr
greifende Stabilit

at schlecht schlecht
gut gut gut
Schicht

uber-
greifende Stabilit

at
schlecht schlecht gut gut gut
sehr abh

angig
von der G

ute
brauchbar;
gut;
G

ute der der Trainings-
repr

asentative
repr

asentative
Segmentierung daten und der
Trainingsdaten
Trainingsdaten
gut gut
Anzahl der
notwendig
notwendig
Spektralkan

ale
(> 250 Pxl/C)
ja; u. U. f

ur ja; u.U. f

ur
Training notwendig
jede Schicht jede Schicht
nein nein nein
relative
Trainingsdauer
0;008 8 | | |
relative
Klassikationsdauer
1 16 28 300 2000
geeignet f

ur keine theore- hohe Inter- hohe Inter-
vielkanalige tischen Grund- und Intra- und Intra-
Bemerkungen
Bilddaten- lagen f

ur Netz-
|
Operator- Operator-
basen werktopologie Stabilit

at Stabilit

at
Tabelle 4.1: Vergleich wichtiger multspektraler Merkmalsextraktionsverfahren (MLM: Maximum-
Likelihood-Methode, FF/BP: neuronales Feed-Forward-Backplane-Netzwerk, k-NN: k-Nearest-Neigh-
bours-Verfahren, AFCM: Approximate fuzzy c-Means-Clustering, FCM: Fuzzy c-Means-Clustering).
Die relativen Ausf

uhrungszeiten von Training und Klassikation beziehen sich auf die selbe Zeitba-
sis [39, 50, 57, 58, 81].
f

ur mehrstuge Segmentierungsprozesse denn als eigenst

andige Verfahren zur Segmentierung
komplexer Strukturen zu sehen [58]. Dennoch erm

oglichen sie unter bestimmten Voraussetzun-
gen eine eziente und anatomisch korrekte Segmentierung [2, 14, 15, 16, 17, 18, 19, 20, 21, 22].
Algebraische Methoden wie etwa die Vektordekomposition zur direkten Volumetrie sind ei-
ne Alternative zur Merkmalsextraktion, sofern keine Information

uber die r

aumliche Verteilung
der Merkmale notwendig ist und die Signaturvektoren aller im den Aufnahmen vorkommenden
Merkmalsklassen bekannt sind [58]. Teilvolumeneekte werden bei der Volumenbestimmung
weitgehend eliminiert. Mit der Anzahl der zu analysierenden Merkmalsklassen steigt die erfor-
derliche Rechenzeit aber

uberproportional an, so da sie schnell unpraktikabel wird.
In der Literatur wird nur vereinzelt auf den konkreten Rechenzeitbedarf von Implementie-
rungen dort vorgestellter Algorithmen eingegangen, so da f

ur einen genauen Vergleich kei-
ne ausreichende Basis existiert. Mit den Angaben aus [50, 57, 81] lassen sich die relativen
Ausf

uhrungszeiten allenfalls ganz grob absch

atzen (Tab. 4.1). Mit groen Bildmatrizen, mit
steigender Anzahl von Spektralkan

alen M und Merkmalsklassen c wird insbesondere Cluste-
ring

uberproportional zeitaufwendig. Bei

ublichen Bildaufl

osungen von 256  256 Pixel und
M = 3 liegen die realen Segmentierungszeiten von AFCM auf einer Workstation zwischen 8
und 18 min f

ur eine Schicht mit c = 5 Merkmalsklassen [81]. In vergleichbarer Zeit, ca. 20 min,
segmentiert die Implementierung des in dieser Arbeit vorgestellten Verfahrens einen ganzen
Datensatz und wertet ihn volumetrisch aus. Diese Gegen

uberstellung zeigt eindrucksvoll, wie
die Verwendung numerisch aufwendiger Algorithmen die Rechenzeit enorm in die H

ohe trei-
ben kann, ohne da sich der Mehraufwand unbedingt als Qualit

atsverbesserung im Ergebnis
niederschlagen mu.
4.1.2.4 Fazit
Komplexere Verfahren sind in der Regel langsam. Die Tatsache, da sich die Prozessorleistung
bei Personal-Computern besonders in den letzten f

unf Jahren rasant entwickelte, und auch
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zuk

unftig keine deutliche Trendwende zu erwarten ist, tr

ostet keinen der potentiellen Anwen-
der, der heute auf ein Verfahren angewiesen ist, dessen numerische Komplexit

at nach einer
Rechnergeneration verlangt, die erst in f

unf Jahren bereitstehen wird. Der erreichbare Durch-
satz auf gegenw

artig verbreiteten Rechnersystemen ist daher der Mastab, an dem Verfahren
gemessen werden, die sich als f

ur die klinische Routine geeignet bezeichen d

urfen.
Die Forderung nach hohem Durchsatz disqualiziert zun

achst s

amtliche Clustering-Verfah-
ren auf Grund ihrer hohen numerischen Komplexit

at. Die Aufgabenstellung verlangt neben
den volumetrischen Auswertungsresultaten auch die Bereitstellung der vollst

andigen Segmen-
tierungsinformation, so da algebraische Volumetriemethoden hier ebenfalls nicht geeignet sind.
Damit bleiben aus der Menge der Verfahren lediglich die Klassikatoren

ubrig. Klassikatoren
ben

otigen allerdings vordenierte Trainingsgebiete aus s

amtlichen vorkommenden Merkmals-
klassen bzw. deren Signaturen.
Die Dimension der Merkmalsvektoren ist wegen der lediglich bispektralen Bilddatenbasis
(T
1
- und T
2
-gewichtete Aufnahmen) knapp bemessen: Multispektrale Segmentierungsverfahren
k

onnen unter diesen Bedingungen ihre St

arken kaum entfalten. Der Segmentierungsalgorithmus
wird mit mindestens sieben vorkommenden Merkmalsklassen (c  7), n

amlich Luft, Knochen,
Muskelgewebe, Fettgewebe, Liquor, graue und weie Hirnsubstanz konfrontiert, wobei das Auf-
treten pathologischer Gewebe laut Aufgabenstellung ausgeschlossen ist. F

ur derart viele Merk-
malsklassen wird in der Regel eine mindestens dreikanalige Bilddatenbasis (im allgemeinen -,
T
1
- und T
2
-gewichtete Aufnahmen) vorgesehen. Zur Vollbildsegmentierung mit einem multi-
spektralen Klassikator ist der Informationsgehalt der bispektralen Bilddatenbasis zu niedrig.
2
Damit ist die Notwendigkeit gegeben, auf ein anderes Segmentierungskonzept auszuweichen.
F

ur sich allein betrachtet sind grauwertorientierte Verfahren wie Thresholding und Seed-
Growing nicht ausreichend leistungsf

ahig. Unter Ber

ucksichtigung der durch die Aufgabenstel-
lung denierten Rahmenbedingungen, eingebettet in einem mehrstugen Proze auf der Basis
bispektraler Bilddaten, in Kombination mit anderen, gezielt angewendeten Spezialverfahren ist
das Segmentierungsresultat { bei einem enormen Geschwindigkeitsvorteil { anderen, komplexe-
ren Methoden jedoch zumindest ebenb

urtig.
4.2 Gewebemodell
Auf klinisches Bildmaterial angewandt, erweist sich das in Abschnitt 2.4 entwickelte Gewebe-
modell als sehr realit

atsnah. Wie gut es mit dem konkreten Datensatz harmoniert, h

angt vom
Einzelfall ab. Anatomische Gegebenheiten, Teilvolumeneekte, Bewegungs- und Pulsationsar-
tefakte sowie ein

uberdurchschnittlich starkes, der Bildinformation

uberlagertes Rauschsignal
k

onnen den Charakter des Grauwerthistogramms derart ver

andern, so da das Modell an Hand
der Grauwertverteilung entweder

uberhaupt nicht oder nur unter einem groen Fehler parame-
trisierbar ist. Mit derart belasteten Histogrammen mu in der Praxis immer gerechnet werden,
etwa bei Patienten mit fortgeschrittenen Hirnatrophien und Demenz, oder auf Grund unausge-
reifter Meprotokolle. Daher sind algorithmische Vorkehrungen zu treen, die auch in solchen
F

allen einen stabilen Segmentierungsablauf gew

ahrleisten.
Unter Ber

ucksichtigung der komplexen Ein

usse auf das Bildmaterial ist es verst

andlich, da
an dieser Stelle keine generelle Aussage

uber die quantitative Genauigkeit des Gewebemodells
gemacht werden kann. Erfahrungsgem

a ist die Parametrisierungsg

ute der Hirngewebevertei-
lung in den PSIF-Aufnahmen sehr hoch. Die Verteilungen der grauen und der weien Hirnsub-
stanz sind oft wesentlich schwerer zu identizieren (vgl. Abb. 2.28 (d) ). Vor allem die randnahen
Schichten sind hier auf Grund ihres geringen Hirngewebe

achenanteils an der Gesamt

ache des
ICV problematisch. Daher eignen sich eher zentrale Schichten f

ur die Bestimmung der globalen
Referenzdaten.
2
Bei vorsegmentiertenAufnahmen k

onnte unter Umst

anden ein multispektrales Verfahren in einer ezienten
Implementierung zur Merkmalsdierenzierung im ICV vorteilhaft eingesetzt werden.
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4.2.1 Modellparametrisierung
Bei der Funktionsanpassung hat sich die Marquardt-Levenberg-Methode (ML-Methode) als ein
leistungsf

ahiges und verh

altnism

aig schnelles Verfahren bew

ahrt, sofern eine ausreichend gu-
te Startwertemenge zur Verf

ugung steht. F

ur den Fit einer skalierten bimodalen Gaudichte
m

ussen insgesamt sechs Parameter angepat werden. Bei so vielen Parametern mu die Start-
wertemenge gen

ugend dicht am globalen Minimum liegen, um den Anpassungsvorgang dort
auch enden zu lassen. Damit steht und f

allt der Erfolg der Parametrisierung mit der Bereitstel-
lung guter Startwerte. Mit der Entwicklung der hierarchischen Modenextraktion (HME) wurde
versucht, ein Verfahren zu nden, welches das Spektrum der in der Praxis auftretenden Histo-
grammeigenschaften m

oglichst unspezisch abdeckt. Dennoch nden sich in jedem Datensatz
Schichten, an deren Grauwerthistogrammen die HME scheitert. Es ist bisher nicht gelungen, ein
Kriterium zur vollst

andigen Identikation der zugrundeliegenden Grauwertverteilung zu nden,
das unter wirklich allen Umst

anden zum Ziel f

uhrt.
Die ML-Methode ist kein robustes Verfahren. Das bedeutet, da
"
Ausreier\ im Grauwert-
histogramm die Funktionsanpassung umso st

arker beeintr

achtigen, je weiter sie auerhalb der
Modellverteilung liegen. In Abschnitt 2.4.2.2.2 wird mit der Downhill-Simplex-Methode ein
Verfahren vorgestellt, das auch auf der Basis von Artefakten verseuchten Histogrammen eine
robuste Modellparametrisierung erm

oglicht { allerdings um eine Gr

oenordnung langsamer als
mit der ML-Methode.
Soll ein Ergebnis mit einem numerisch derart aufwendigen Verfahren optimiert werden,
mu die Kosten-Nutzen-Relation genau abgesch

atzt werden, um entscheiden zu k

onnen, ob
sich der Mehraufwand f

ur ein besseres Ergebnis

uberhaupt lohnt. Nach Abschnitt 3.2.1 bringt
die Downhill-Simplex-Methode nur bei bei monomodalen Fits sichtbare Vorteile gegen

uber der
ML-Methode.
4.2.2 G

utekriterium
Der 
2
-Anpassungstest wird als Methode zur Absch

atzung der Plausibilit

at eines Funktionsan-
passungsergebnisses eingesetzt. F

allt f

ur ein Anpassungsergebnis der Wert der 
2
-Wahrschein-
lichkeitsfunktion Q
 

2
0
j 

kleiner als ein bestimmter Schwellenwert p
krit
aus, soll es als fehl-
geschlagen verworfen werden. p
krit
ist somit die entscheidende Instanz bei der Unterscheidung
zwischen plausibel und unbrauchbar parametrisierten Modellen.
Der 
2
-Anpassungstest setzt normalverteilte Mefehler voraus. Tats

achlich unterliegen die
Mefehler jedoch so vielen Ein

ussen, da eine Aussage

uber ihre wahre Verteilung kaum
m

oglich und die Voraussetzung normalverteilter Fehler bestenfalls n

aherungsweise erf

ullt ist.
Artefakte wie beispielsweise Ausreier im Grauwerthistogramm k

onnen 
2
so stark vergr

oern,
da der 
2
-Anpassungstest ein eigentlich plausibles Modell f

alschlicherweise als unakzeptabel
zur

uckweist [128]. Korrekterweise m

ute man mit diesem Wissen den 
2
-Anpassungstest ver-
werfen, da die theoretischen Voraussetzungen f

ur seine Anwendbarkeit nicht erf

ullt sind { leider
gibt es hier keine echte Alternative.
Das zu l

osende Problem ist also die Wahl eines geeigneten Schwellenwertes p
krit
, der die An-
zahl der falschen Entscheidungen minimiert. Da kein theoretisch fundiertes Kriterium f

ur p
krit
exisitiert, bleibt nur die empirische Festlegung unter der Ber

ucksichtigung von Erfahrungswer-
ten. F

ur ein unbrauchbares Modell als auch f

ur ein durch Artefakte verseuchtes Grauwerthi-
stogramm kann 
2
sehr gro bzw. Q
 

2
0
j 

sehr klein werden. Nach aller Erfahrung liefern
gute Modelle Wahrscheinlichkeiten von 10
 5
< Q
 

2
0
j 

< 10
 1
, aber auch Wahrscheinlich-
keiten 10
 20
< Q
 

2
0
j 

 10
 5
k

onnen noch auf ein plausibles Modell hindeuten, was der
Augenschein fast immer best

atigt. Grundfalsche Modelle weisen meistens Wahrscheinlichkeiten
Q
 

2
0
j 

< 10
 50
auf. Die Festlegung des Schwellenwertes auf p
krit
= 10
 20
ist willk

urlich,
liefert aber in der Praxis eine in der Regel zuverl

assige Trennung zwischen tats

achlich und
scheinbar falschen Modellen.
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4.2.3 Bewertung des Gewebemodells
Die Eigenschaften des Gewebemodells k

onnen in folgenden Aussagen zusammengefat werden:
I Das Gewebemodell wird durch die Grauwertverh

altnisse in den realen Aufnahmen grund-
s

atzlich best

atigt.
I Die hierarchische Modenextraktion (HME) hat sich in Verbindung mit der Marquardt-
Levenberg-Methode f

ur einen Groteil der vorkommenden F

alle als numerisch eziente
und stabile Methode zur Parametrisierung des Gewebemodells erwiesen.
I Das Parametrisierungsergebnis f

ur das Hirngewebemodell auf der Grundlage der PSIF-
Aufnahme kann durch eine Optimierung mit der Downhill-Simplex-Methode entscheidend
verbessert werden. F

ur das auf der MPRAGE-Aufnahme basierende Hirngewebemodell
lohnt sich dieser Mehraufwand nicht.
I Die theoretischen Voraussetzungen f

ur die Anwendbarkeit des 
2
-Tests zur Beurteilung
der Parametrisierungsg

ute erf

ullt das reale Datenmaterial nur unzureichend. Dennoch
wird mit dem 
2
-Test und einer niedrig gew

ahlten Schwelle p
krit
= 10
 20
in den aller-
meisten F

allen eine gute Trennung zwischen plausibel und unbrauchbar parametrisierten
Modellen erzielt.
I Tiefpaltermanahmen am Bildmaterial verschlechtern generell die Anwendbarkeit des
Gewebemodells, so da generell auf diese verzichtet wird.
4.3 Implementiertes Verfahren
4.3.1 Problematik der Bildlagekorrektur
Die Bildlagenkorrektur er

onet neben der Gewebesegmentierung ein zweites, weites Feld von
Problemen, die weitgehend auf die restriktiven Vorgaben f

ur die Erstellung der Bilddatenbasis
zur

uckzuf

uhren sind.
Das vorgegebene Bildmaterial ist nicht besonders gut zur Analyse durch ein Korrelations-
verfahren geeignet. Die in den beiden Datens

atzen teilweise gleich-, teilweise gegenl

auge Merk-
malsklassenabh

angigkeit des mittleren Grauwertes (vgl. Abb. 2.26, Seite 51) verschlechtert die
Korrelation korrespondierender Strukturen deutlich. Beschr

ankt man sich jedoch auf das intra-
kranielle Volumen (ICV), wird die Merkmalsklassenabh

angigkeit rein gegenl

aug: Die Bedin-
gungen f

ur den Einsatz der Kreuzkorrelation sind in diesem Fall viel g

unstiger.
Die Probleme bei der Identizierung des
"
richtigen\ Translationsvektors, Drehwinkels und
Schichtversatzes wurden in Abschnitt 3.1.2 behandelt. Neben dem Identikationsproblem ist der
hohe numerische Aufwand, der zur Berechnung der geometrischen Transformationsparameter
getrieben werden mu, ein wesentlicher Nachteil des FMI-SPOMF.
Vor seinem Einsatz sollte zwischen den Vor- und Nachteilen sorgf

altig abgewogen werden.
Die erste

Uberlegung gilt der Wirtschaftlichkeit:Wann lohnt sich eine Lagekorrektur

uberhaupt?
Meistens ist das Ausma der zu korrigierenden Verschiebungen und Drehungen so gering, da
sie auf den ersten Blick gar nicht auffallen. Extremf

alle wie in den Abb. 3.10 (c) und (d) auf
Seite 120, die unbedingt einer Korrektur bed

urfen, sind jedoch gar nicht so selten. Korrigiert
werden sollte auch dann, wenn die Verlagerung an einer beliebigen Stelle des Vordergrundes
mindestens einen Pixelabstand ausmacht { was einem Rotationswinkel von ca. 1

entspricht,
oder auch einer Translation um eben jene Distanz. Die Drehwinkelaufl

osung von FMI-SPOMF
betr

agt bei einer Bildmatrix von 256256 ca. 0;7

; der Versuch, kleinere Rotationen zu kompen-
sieren, macht also keinen Sinn. Sind bei einer schnellen visuellen Kontrolle die Verlagerungen
nicht augenf

allig, darf FMI-SPOMF nicht einfach angewendet werden { der Zeitverlust durch
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einen nutzlosen Lauf w

are zu hoch. Im Zweifelsfalle sollte stattdessen in der globalen Referenz-
schicht die Deckung auff

alliger Strukturen zwischen den beiden Aufnahmetypen kontrolliert
werden, z. B. durch das Einzeichnen charakteristischer ROIs. Ist der r

aumliche Versatz nicht

uberall kleiner als ein Pixelabstand, ist eine automatisierte Korrektur ratsam, bei dominie-
render Translation m

oglicherweise auch unter Verzicht auf eine Drehwinkelkompensation. Aus
Ezienzgr

unden wird auf Korrekturen von Translationen im Subpixelbereich grunds

atzlich ver-
zichtet.
Die zweite

Uberlegung gilt den Ver

anderungen am Bildmaterial, die bei der R

uckdrehung in
der Bildebene entstehen. Die Ursache dieser Ver

anderungen ist in der Diskretisierung der Bild-
daten zu suchen: Eine Bildrotation kann ohne die Interpolation von Zwischengitterwerten nicht
durchgef

uhrt werden (Drehwinkel ' = 0; =2; ; 3=2 sind hiervon die Ausnahme). Interpolati-
on wirkt im Endeekt

ahnlich wie ein Mittelwertlter, f

uhrt also zur Verst

arkung bestehender
oder zur Hinzuf

ugung neuer Teilvolumeneekte und zur Verschleifung von Kanten. Diese ne-
gativen Auswirkungen k

onnen durch die Abbildung der Aufnahmen ohne Interpolation auf ein
feineres Gitter minimiert werden (resampling). Ein Gitter zweifacher bzw. vierfacher Aufl

osung
vermindert die Informationsverluste bei der Rotation um den gleichen Faktor; Translationen
um einen halben bzw. viertel Pixelabstand w

urden dann

uberhaupt keine Informationsverlu-
ste verursachen. Das Resampling kann auch hervorragend zur Verbesserung der Aufl

osung des
Drehwinkels und der Verschiebung beim FMI-SPOMF eingesetzt werden. Der Rechenzeitauf-
wand des FMI-SPOMF w

achst allerdings mit der Aufl

osung quadratisch an.
4.3.2 Problematik der Merkmalsextraktion
In der klinischen Praxis akquiriertes Bilddatenmaterial hat selten die hohe Qualit

at von Auf-
nahmen aus Probandenmessungen. Zu den Bewegungsartefakten, den bei In-vivo-Messungen
unvermeidlichen Pulsationsartefakten und methodischen Unzul

anglichkeiten beim Mevorgang
selbst gesellen sich unter Umst

anden die Auswirkungen degenerativer Prozesse, die sich als
abnormal ver

anderte Grauwertverteilungen in den Aufnahmen bemerkbar machen. Weicht das
tats

achliche Aussehen der Grauwerthistogramme zu stark von den spezizierten ab, gelangt ein
an diese Spezikationen angepates Segmentierungsverfahren sehr schnell an die Grenzen seiner
M

oglichkeiten.
4.3.2.1 Grenzen des Verfahrens
Abschnitt 3.2 hat gezeigt, da Bilddaten, deren Kennwerte auerhalb der Spezikation lie-
gen, erhebliche Probleme verursachen. W

ahrend Artefakte als gegeben hingenommen werden
m

ussen (und vom Proze normalerweise auch verkraftet werden), sind alters- und krankheits-
bedingte Ver

anderungen an den Merkmalsklassenverteilungen der Prozestabilit

at im allge-
meinen abtr

aglich. Hiervon sind in erster Linie die Verteilungen des Hirngewebes in beiden
Datens

atzen betroen: In der PSIF-Aufnahme verbreitert sich die Hirngewebemode, wohinge-
gen in der MPRAGE-Aufnahme die Moden der grauen und der weien Hirngewebeverteilungen
zusammenwachsen. Ersteres erschwert die Trennung zwischen Kopf- und Hirngewebe, letzteres
die Trennung zwischen grauer und weier Hirnsubstanz. Die folgenden Modikationen im Ver-
fahrensaufbau k

onnen dabei helfen, die von der Gewebedegenerierung verursachten Probleme
bei der Modellparametrisierung zumindest teilweise in den Gri zu bekommen:
I Grauwerthistogramm der PSIF-Aufnahme: Der unterhalb des Modenmittelwertes liegen-
de Teil des Grauwertintervalles der Hirngewebeverteilung wird auf ca. 
BM;T
2
verkleinert,
um die Trennung zwischen Kopf- und Hirngewebe im Falle einer verbreiterten Hirngewe-
beverteilung zu verbessern.
I Grauwerthistogramm der MPRAGE-Aufnahme: Vor der Bestimmung der Modellparame-
ter der grauen und weien Hirngewebeverteilungen mittels eines bimodalen Gau-Fits
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werden die Regionen des Hirngewebes erodiert, um den Einu von Teilvolumeneekten
an den Regionengrenzen zum Liquor zu reduzieren.
B Falls der bimodale Gau-Fit gelingt, aber der nach (2.112) berechnete optimale
Schwellenwert auerhalb des Intervalles zwischen den beiden Modenmittelwerten
liegt, wird als Schwellenwert die Stelle der maximalen Linkskr

ummung 

= max
g
,
 > 0 in diesem Intervall genommen.
B Falls der bimodale Gau-Fit fehlschl

agt, wird als Schwellenwert der Modenmittelwert
eines monomodalen Gau-Fits in die Hirngewebesummenverteilung genommen.
I Modenparametrisierung: Die Bestimmung der Modenparameter erfolgt in mehreren Op-
timierungsschritten durch sukzessive Einschr

ankung des Testgebietes, bis letztendlich
m

oglichst nur noch Pixel aus der interessierenden Merkmalsklasse analysiert werden. Da
dieser Vorgang ausschlielich in der globalen Referenzschicht stattndet, darf hier ein
h

oherer Aufwand getrieben werden, ohne ernsthafte Geschwindigkeitseinbuen bef

urchten
zu m

ussen. Zum Einsatz k

onnte ein Clustering-Verfahren kommen, das eine Vorsegmentie-
rung vornimmt, w

ahrend ein Erosionsverfahren die gefundenen Testgebiete abschlieend
so weit erodiert, bis Teilvolumeneekte keinen Einu mehr auf den Parametrisierungs-
vorgang haben k

onnen.
Bilddaten, die sich selbst auf diese Art nicht mehr mit Parametern versehen lassen, m

ussen als
mit dem automatisierten Verfahren nicht behandelbar eingestuft werden. F

ur sie ist zumindest
eine manuell unterst

utzte Modellparametrisierung notwendig. Leider verbaut die Aufgaben-
stellung die naheliegende M

oglichkeit, die fehlende Information durch eine Erweiterung der
Bilddatenbasis bereitzustellen.
Unsystematische Fehler

auern sich in der Prozeausgabe als starke Unstetigkeiten in den
Strukturober

achen zwischen aufeinanderfolgenden Schichten. Ursachen sind beliebige Artefak-
te, die lokal die Trennung unterschiedlicher Merkmalsregionen durch Kontaktstellen unzurei-
chenden Grauwertkontrastes verhindern. Da diese Fehler mehr oder weniger zuf

allig auftreten
und keinerlei Systematik folgen, stellen sie keine spezielle Schw

ache des hier besprochenen
Verfahrens dar, sondern bilden gleichermaen eine H

urde f

ur jedes beliebige Merkmalsextrak-
tionsverfahren.
Ein zus

atzlicher Prozeschritt innerhalb der Nachbearbeitung, der eine Plausibilit

ats

uber-
pr

ufung der Klassenzuordnung jedes Pixels auf der Grundlage beider Nachbarschichten oder gar
einer Schichtumgebung vornimmt, k

onnte vermutlich die Auswirkungen unsystematischer Arte-
fakte ebenso wie Unsicherheiten bei der Unterscheidung zwischen ICV und Nicht-ICV drastisch
verringern. Auf diese Weise w

aren wohl auch spezielle Probleme wie unklassizierte L

ocher im
ICV und die schwierige Abgrenzung des ICV von den Glask

orpern zu beherrschen.
4.3.2.2 Genauigkeit des Verfahrens
Eine Frage, die im Zusammenhang mit automatisierten Hirnsegmentierungs- bzw. Hirnvolume-
trieverfahren immer wieder aufgeworfen wird, ist jene nach der Genauigkeit der Prozeausga-
ben. Woher soll jedoch ein f

ur diesen Zweck ausreichender Vergleichsmastab kommen, d. h. auf
welche Weise kann man objektive Daten

uber die Volumina der anatomischen Hirnbestandteile
gewinnen?
Weil der Sch

adel zu Lebzeiten des Probanden oder Patienten in der Regel keinen tieferen
Einblick auf das Gehirn erlaubt, sind volumetrische Untersuchungen seit jeher dem Pathologen
vorbehalten. Zur Bestimmung des totalen Hirngewebevolumens (TBV) kann die Fl

ussigkeits-
verdr

angung des herauspr

aparierten Gehirnes gemessen werden, nachdem f

ur den freien Fl

ussig-
keitsaustausch k

unstliche Zug

ange zu allen gr

oeren inneren Hohlr

aumen (z. B. den Ventrikeln)
geschaen worden sind, was allerdings Form- und Volumenver

anderungen nach sich zieht. Die
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Volumina der einzelnen Merkmalsklassen werden daran anschlieend ermittelt, indem der Ex-
perte das Gehirn beliebig fein in seine anatomischen Bestandteile zerlegt und f

ur jede Kompo-
nente die Einzelverdr

angungen registriert. Die Freiheitsgrade bei der Schnittf

uhrung stellen bei
diesem Vorgehen das Ma an Subjektivit

at dar, das die Gr

oe der Intra- und Inter-Operator-
Variabilit

aten bedingt. Trotzdem erh

alt man auf diese Art und Weise wohl die genauesten und
stabilsten Ergebnisse, die jedoch durch post-mortale Ver

anderungen verf

alscht sein k

onnen.
Tomographische Bildgebungsverfahren er

onen dem Mediziner seit geraumer Zeit die M

og-
lichkeit, hirnvolumetrische Messungen auch in in vivo vorzunehmen. Damit ist es meist kein
Problem mehr, Daten von ausreichend groen Vergleichskollektiven gesunder Probanden f

ur
klinische Studien zu sammeln.Manuell wie automatisiert erfolgt die Auswertung der Aufnahmen
prinzipiell

ahnlich: Die Bilddatenbasis ist ein vom Abtastsystem generiertes Grauwertabbild
der realen physikalischen Verh

altnisse im Sch

adel, so da der auswertende Experte bzw. das
auswertende System nur

uber die Interpretation dieser Grauwerte zu Ergebnissen gelangen
k

onnen { das reale Objekt steht f

ur die Verizierung der Resultate nicht zur Verf

ugung. F

ur
den Interpretationsvorgang wird die Existenz einer passenden Modellvorstellung vorausgesetzt,
die etwa beim Experten als m

uhsam erworbenes Fachwissen vorliegt und bei automatischen
Verfahren in den Segmentierungsalgorithmen selbst kodiert sein kann.
Bei manuellen Auswertungen ist das Interpretationsproblem die Ursache der Intra- und
Inter-Operator-Variabilit

aten. Je nachdem, wer die Auswertung vornimmt und wie es um des-
sen Tagesform bestellt ist, werden identische Texturen nachweislich unterschiedlich bewertet
{ folgerichtig f

uhrt dies auch zu unterschiedlichen Volumetrieresultaten bei der Behandlung
ein und desselben Objektes. Automatische Verfahren entscheiden dagegen auf der Grundlage
eines vorher festgelegten Modells in immer einheitlicher Weise, so da hier Intra-Operator-Va-
riabilit

aten niemals in Erscheinung treten. Den Inter-Operator-Variabilit

aten entsprechen die
voneinander abweichenden Segmentierungsergebnisse beim Einsatz unterschiedlicher Merkmal-
sextraktionsverfahren.
Die Komplexit

at der Gehirnstrukturen macht die manuelle Gewinnung wirklich objekti-
ver Segmentierungsresultate auch bei zerst

orender Messung direkt am Objekt grunds

atzlich
unm

oglich. Der Arbeitsaufwand f

ur eine vollst

andige volumetrische Gewebeanalyse bis herunter
auf das neuronale Niveau stiege ins unermeliche. Manuelle wie automatisierte bildauswertende
Verfahren m

ussen einzig und allein mit den Grauwerten auskommen, die das bildgebende Sy-
stem ihnen zur Verf

ugung stellt. Der dadurch bedingte Verlust des direkten Objektbezuges geht
mit einem drastisch erh

ohten Mae an Subjektivit

at einher, welches mangels eines absoluten
Vergleichsmastabes nicht quantizierbar ist.
Die eingangs gestellte Frage nach der Segmentierungsgenauigkeit ist mit einer quantitativen
Aussage also nicht zu beantworten. Anstatt nun absolute Genauigkeit einzufordern, kann auch
die subjektive Plausibilit

at der Segmentierungsergebnisse bewertet werden: Ein Verfahren ist
dann akzeptabel, sofern es Ausgaben produziert, die plausibel aussehen. So ist an Hand der
Prozeausgaben die grunds

atzliche Eignung eines Interpretationsmechanismus zu beurteilen.
Im Einzelfall mu der Experte entscheiden, ob die in einem individuellen Segmentierungslauf
auftretenden unsystematischen Klassikationsfehler noch tolerierbar sind.
Untereinander sind die Ausgaben verschiedener Merkmalsextraktionsverfahren auf Grund
ihrer unterschiedlichen Interpretationsmechanismen nicht zwangsl

aug vergleichbar. Von der
Methode abh

angige Meergebnisse sind aber solange vertretbar, wie alle Auswertungen, deren
Ergebnisse untereinander vergleichbar sein sollen, mit derselben Methode durchgef

uhrt werden.
4.3.3 Implementierung und Durchsatz des Volumetrieverfahrens
Vor einer Gewebesegmentierung in Echtzeit ist auch das hier vorgestellte Verfahren noch weit
entfernt. Im Vergleich zu vielen in der Literatur beschriebenen, numerisch sehr aufwendigen
Verfahren stellt es jedoch auch in wirtschaftlicher Hinsicht einen deutlichen Fortschritt dar.
Die vom Segmentierungs- und Volumetrieproze beanspruchte Gesamtrechenzeit ist glei-
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chermaen durch die Eigenschaften der Hardwareplattform, den Umfang und die G

ute des
Bildmaterials bestimmt { im wesentlichen also durch die verf

ugbare eektive Rechenleistung
der Hardware, die Anzahl der zu segmentierenden Schichten im Datensatz und die Notwendig-
keit einer Vorverarbeitung. Stehen die Eigenschaften des Bildmaterials fest, wird die gesamte
Prozedauer in erster N

aherung mit der eektiven Rechenleistung der Hardware skalieren. Hier-
zu tragen nicht nur die Prozessor-Taktfrequenz, sondern auch der Durchsatz zwischen Prozes-
sor und Hauptspeicher und zwischen Prozessor und Massenspeicher bei. Massenspeicherzugrie
nehmen auf Grund des mehrstugen Prozeaufbaus einen wesentlichen Anteil an der Gesamtre-
chenzeit in Anspruch, so da insbesondere dem Durchsatz zwischen Prozessor und Massenspei-
cher ein besonderes Augenmerk gelten mu. Die Aufschl

usselung der Prozeausf

uhrungszeiten
in der Tab. 3.2 auf Seite 130 zeigt, das sich der Durchsatz des Verfahrens alleine dadurch um den
Faktor zwei steigern liee, da alle Operationen ohne jegliche Massenspeicherzugrie vollst

andig
im Hauptspeicher durchgef

uhrt w

urden.
4.4 Ausblick
Die in Abschnitt 2.5 beschriebenen konzeptionellen Details des Segmentierung- und Volumetrie-
verfahrens wurden im wesentlichen der Darstellung entsprechend realisiert. Die Ergebnisse und
die bisherige Diskussion haben jedoch gezeigt, da stellenweise durchaus noch Verbesserungen
an der Verfahrenskonzeption m

oglich und notwendig sind.
Das implementierte Verfahren ist auf die biochemischen Gegebenheiten ausgelegt, die in
den Gehirnen medizinisch gesunder Personen bis in das mittlere Lebensalter vorzunden sind.
Alters- und/oder krankheitsbedingte Degenerationsprozesse im Gehirn bewirken jedoch Ver

an-
derungen in den Aufnahmen, die modellhaft kaum beschreibbar und wegen der fest denierten
Bilddatenbasis absolut nicht zu vermeiden sind. Was hieraus folgt, liegt nicht ganz im Sinne der
Zielsetzung dieser Arbeit, ist nichtsdestotrotz eine logische Konsequenz der Auseinandersetzung
mit den realen Rahmenbedingungen: Es ist unvermeidlich, den Anteil an Benutzerinteraktion
insbesondere bei der Modellparametrisierung im Bedarfsfall drastisch zu erh

ohen und vom ur-
spr

unglichen Anspruch an einen unter allen Umst

anden maximalen Automatisierungsgrad ab-
zur

ucken, solange nicht mehrkanalige Bilddaten in einer deutlich verk

urzten Mezeit erzeugt
werden k

onnen.
4.4.1 Erweiterung der Verfahrenskonzeption
4.4.1.1 Integration unterst

utzender Benutzereingrie
Es ist nur eine Frage des Programmieraufwandes, aber kein technisches Problem, auf der Grund-
lage des Bestehenden ein praxisnahes Segmentierungs- und Volumetriewerkzeug zu implemen-
tieren, das auch den erh

ohten Anforderungen durch problematisches Bildmaterial gen

ugt. In
erster Linie geht es darum, manuelle Eingaben und automatische Vorg

ange nahtlos in einer in-
tegrierten Umgebung miteinander zu verbinden. Einen ersten Ansatz hierf

ur liefert das folgende
Szenario: Als Grundlage eines verbesserten Werkzeuges diene ein Rahmenprogramm, das einen
Editor mit drei Bearbeitungsfenstern zur manuellen Nachbearbeitung der Segmentierungser-
gebnisse zur Verf

ugung stellt. In den ersten beiden Fenstern werden die beiden Datens

atze der
Bilddatenbasis schichtweise angezeigt, wohingegen das dritte ausschlielich zur schichtweisen
oder dreidimensionalen Darstellung der Segmentierungsausgabe vorgesehen ist.
1. Die Auswahl der globalen Referenzschicht ist ein interaktiver Vorgang. Der Benutzer
bl

attert die Bilddatenbasis schichtweise durch und w

ahlt diejenige Schicht als globale
Referenz aus, die sich hierf

ur am besten zu eignen scheint.
2. Ernsthafte Probleme k

onnen w

ahrend der automatischen Modellparametrisierung in der
globalen Referenzschicht auftreten. Hier unbehandelte Fehlfunktionen wirken sich, mit-
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unter in katastrophaler Weise, auf die nachfolgenden Bearbeitungsschritte aus. Vor dem

Ubergang in die n

achste Prozephase mu dem Benutzer daher die M

oglichkeit gege-
ben werden, die Plausibilit

at der gefundenen Modellparameter visuell zu

uberpr

ufen: Zur
Kontrolle wird den Originalbildern als farbiges ROI-Overlay eine grobe Absch

atzung der
Segmentierungsausgabe

uberlagert, die sich aus den berechneten Modellparametern erge-
ben w

urde. Falls das Ergebnis unbrauchbar oder die Parametrisierung ganz fehlgeschlagen
ist, m

ussen die Modellparameter durch eine manuelle oder teilautomatisierte Histogram-
manalyse bestimmt werden.
3. Die folgenden drei Prozephasen Signalinhomogenit

atsanalyse, Segmentierung im Nor-
malmodus und Nachbearbeitung k

onnen unbeaufsichtigt ablaufen. Anschlieend ist eine
Verlaufskontrolle ratsam: In der 3D-Darstellung des segmentierten Datensatzes im drit-
ten Bearbeitungsfenster zeigen sich Klassikationsfehler als deutlich sichtbare Unstetig-
keiten auf der Hirngewebeober

ache. Diese k

onnen nun schichtweise manuell korrigiert
werden. Dem Benutzer stehen f

ur diesen Zweck verschiedene 2D-orientierte Werkzeuge
zur Verf

ugung:
I Funktionen zur gezielten Vereinzelung und Eliminierung oder auch Reklassizierung
fehlklassizierter Bereiche direkt im Segmentierungsergebnis.
I Funktionen zur manuellen oder teilautomatisierten Erzeugung von Merkmalsregio-
nen innerhalb frei denierter

auerer Begrenzungslinien in den beiden Originalbildern
oder direkt im Segmentierungsergebnis.
I Clipping-Funktionen zur Gl

attung der

aueren Randlinien im Segmentierungsergeb-
nis. Die Maskierungs-ROIs werden in den beiden Originalbildern eingezeichnet.
4. Nach diesem letzten interaktiven Eingri in den Proze verl

auft die abschlieende volu-
metrische Auswertung wiederum vollst

andig automatisiert ab.
Die ganze Benutzerinteraktion beschr

ankt sich somit auf h

ochstens drei feste Stellen im Proze-
ablauf, an denen kontrollierende bzw. korrigierende Manahmen durchgef

uhrt werden k

onnen.
4.4.1.2 Weitergehende Merkmalsklassendierenzierung
Die Unterscheidung zwischen inneren (Ventrikel) und

aueren Liquorbereichen (das Hirn umge-
bender Liquor) ist nur im 3D-Kontext m

oglich. Liquorbereiche, die in einer bestimmten Schicht
vom Auenraum isoliert erscheinen, k

onnen schon in einer der beiden Nachbarschichten eine
Verbindung nach auen haben. Ein zus

atzlicher Nachbearbeitungsschritt, der eine entsprechen-
de Merkmalsdierenzierung leistet, ist kein groes technisches Problem und liefert wertvolle
Informationen f

ur die sp

atere Interpretation der Volumetrieresultate.
Schwieriger d

urfte eine Verallgemeinerung auf weitere Gewebesorten zu realisieren sein.
Nicht ohne Grund sind pathologische Merkmalsklassen im Gehirn durch die Aufgabenstellung
ausgeschlossen. Tauchen im ICV andere als die in der Modellbeschreibung ber

ucksichtigten
Merkmalsklassen wie Tumore,

Odeme, H

amatome oder Angiome auf, sind Fehlklassikationen
unvermeidlich { schlielich hat das Klassikationsverfahren keine Informationen dar

uber, in
welcher Weise die unbekannten Grauwert-Cluster zu behandeln sind. Eine reelle Chance, eine
weitere Merkmalsklasse innerhalb des ICV einzuf

uhren, besteht nur dann, wenn die Grauwert-
verteilung der zus

atzlichen Merkmalsklasse folgenden Voraussetzungen gen

ugt:
I die Grauwerte sind in der T
2
-gewichteten Aufnahme mindestens so gro wie die des Hirn-
gewebes
I die Grauwerte unterschieden sich in mindestens einem der beiden Aufnahmetypen signi-
kant von denen der bestehenden Merkmalsklassen Liquor, graue und weie Hirnsubstanz
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I die Grauwerte sind ann

ahernd normalverteilt
Ist die Notwendigkeit zur Erweiterung des Merkmalsklassenraumes gegeben, sind jedoch die
eben genannten Voraussetzungen nicht erf

ullt, mu die Vergr

oerung der Bilddatenbasis durch
einen oder mehrere zus

atzliche Spektralkan

ale erwogen werden. Der hierdurch bedingte erh

ohte
Meaufwand ist gegebenenfalls durch eine entsprechende Verringerung der Volumenaufl

osung zu
kompensieren, um die Patientenbelastung insgesamt in einem vertretbaren Rahmen zu halten.
4.4.2 Verbessung der Prozestabilit

at
Das gegenw

artig realisierte Verfahren leidet trotz seiner theoretisch hohen Robustheit gerade
bei der Anwendung auf schwieriges Bildmaterial unter Stabilit

atsproblemen, denen der Benut-
zer durch manuelle Eingrie in den Prozeablauf begegnen mu. Im wesentlichen stellen zwei
Prozephasen Quellen von Instabilit

aten dar, n

amlich die Bestimmung der Modellparameter
aus der globalen Referenz und die Nachbearbeitung der eigentlichen Segmentierungsausgabe.
Die Segmentierung im Referenzmodus liee sich unter Umst

anden durch einen geeigneten
Vorverarbeitungsschritt unterst

utzen, der eine Art
"
unvoreingenommener\ Vorsegmentierung
vornimmt. F

ur diesen Zweck bieten sich verh

altnism

aige schnelles Clustering-Verfahren wie
AFCM an. Der grunds

atzliche Nachteil von Clustering-Verfahren, die hohe numerische Kom-
plexit

at, k

ame dabei nicht so sehr zum tragen, weil es sich nur um die Bearbeitung der globalen
Referenzschicht handelt.
Zur Stabilisierung der Nachbearbeitung ist unter Umst

anden die Verwendung von Sch

adel-
schablonen (Templates) denkbar, die durch Mittelung aus den Segmentierungsergebnissen eines
Normalkollektivs abgeleitet und individuell unter Ber

ucksichtigung der Variabilit

at der Anato-
mie an den jeweiligen Datensatz angepat werden m

ussen.
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Kapitel 5
Zusammenfassung
Die Bestrahlungsplanung zur Vorbereitung radiochirurgischer Eingrie sowie viele klinische Stu-
dien erfolgen auf der Grundlage hochaufl

osender kernspintomographischer 3D-Datens

atze. In
beiden F

allen wird aus den Aufnahmen extrahierte anatomische Information ausgewertet, im
ersten Fall zur Berechnung der Bestrahlungsdosis, im zweiten Fall in der Regel zur Bestim-
mung von Strukturvolumina und -ober

achen. Die ben

otigte Information mu also im voraus
durch eine geeignete Gewebesegmentierung bereitgestellt werden; ob dies manuell oder auto-
matisiert geschieht, ist ohne Bedeutung. Welche Merkmale zu segmentieren sind, h

angt von
der Anwendung ab: Bei der Bestrahlungsplanung sind die Hirngewebe- und Liquorbereiche,
vor allem aber die Bereiche pathologischen Gewebes (z. B. Tumore) von Interesse. Pathologi-
sche Gewebe spielen in neuropsychologischen Studien meist keine Rolle, weil das Augenmerk
eher auf degenerative Prozessen in den normalen Hirngeweben gerichtet ist (wodurch sich die
Segmentierungsaufgabe nat

urlich vereinfacht).
Die manuelle Segmentierung hochaufl

osender dreidimensionaler Bilddaten ist { insbesonde-
re dann, wenn wie im Falle gr

oerer Studien sehr umfangreiches Bildmaterials anf

allt { aus zwei
Gr

unden problematisch: Zum einen ist sie

auerst zeitintensiv und daher aus Zeitgr

unden oft
nur unter erheblichen qualitativen Abstrichen durchf

uhrbar, zum anderen besteht bei der Aus-
wertung durch ein Expertenteam immer die Gefahr der unbeabsichtigten Beeinussung durch
die Auswertenden (Intra- und Inter-Operator-Variabilit

aten). Ein automatisiertes Auswertungs-
verfahren, das den interaktiven Aufwand bei der Auswertung minimiert, kann unerw

unschte
Einunahmen auf das Ergebnis eektiv unterbinden. Ein erster Schritt in diese Richtung wur-
de in Form dieser Arbeit anl

alich einer Studie zur Alzheimerschen Krankheit unternommen,
die im Rahmen einer Kooperation der Psychiatrischen Universit

atsklinik des Universit

atskli-
nikums Heidelberg mit dem Forschungsschwerpunkt
"
Radiologische Diagnostik und Therapie\
am Deutschen Krebsforschungszentrum in Heidelberg durchgef

uhrt wurde.
Ziel dieser Arbeit war die Entwicklung eines automatisierten Verfahrens zur Segmentierung
und volumetrischen Auswertung kernspintomographischer Aufnahmen des menschlichen Ge-
hirns. Die Auswertung sollte f

ur die Merkmalsklassen graue Hirnsubstanz , weie Hirnsubstanz
und Liquor getrennt erfolgen. Die Entwicklung des Verfahrens mute unter stark einschr

anken-
den Rahmenbedingungen durchgef

uhrt werden, die mageblich von den

okonomischen und me-
dizinischen Zw

angen in der klinischen Praxis bestimmt waren. Da im Bereich der klinischen
Forschung die verf

ugbare Rechnerausstattung in der Regel erh

ohten Anspr

uchen nicht gerecht
wird, sollte das zu entwickelnde Verfahren auch auf Personal-Computern sinnvoll einsetzbar
sein. Um die Patientenbelastung zu minimieren, wurden lediglich zwei Bilddatenw

urfel des
Sch

adels mit verschiedenen schnellen 3D-Sequenzen aufgenommen, so da die gesamte Bildda-
tenakquisition nicht l

anger als 15 min dauerte. Verwendet wurden eine 3D-MPRAGE- bzw. eine
PSIF-Sequenz zur Erzeugung T
1
- bzw. T
2
-gewichteter Datens

atze. Die Auswahl der Sequenzen
erfolgte auf Grund ihrer hohen Volumenaufl

osung und ihrer diagnostischen Aussagekraft. Mit
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der Datenakquisition f

ur die Studie war schon einige Zeit vor Beginn dieser Arbeit begonnen
worden, so da bereits gr

oere Datenmengen im Bildarchiv angefallen waren. Daher war die
Bilddatenbasis mit den eingef

uhrten Aufnahmetypen f

ur das zu entwickelnde Verfahren fest vor-
gegeben und nachtr

aglich nicht mehr modizierbar. Die sagittal akquirierten Schichtaufnahmen
jedes Bilddatenw

urfels besaen eine Aufl

osung von 256256 Pixel und waren mit quadratischen
Pixeln der Gr

oe 1;0 mm
2
isotrop quantisiert. Mit einer variierenden Schichtdicke lag die Volu-
menaufl

osung im Bereich 1;25{1;4 mm
3
. Vor der Verarbeitung durch das Auswertungsverfahren
wurden die Datens

atze ohne Interpolation in die transversale Orientierung transformiert.
Die Eigenschaften des verwendeten Bilddatenmaterials wurden im Vorfeld eingehend ana-
lysiert. Wie sich zeigte, korrelieren die merkmalsklassenspezischen Grauwerteigenschaften der
beiden Aufnahmetypen teilweise, so da keine vollst

andig orthogonale Information vorliegt.
Liquor ist auf dieser Grundlage eindeutig identizierbar, die Hirngewebebereiche sind hinge-
gen allein

uber die Grauwerte nicht eindeutig von hirnfremden Kopfgeweben zu unterschieden.
Beschr

ankt man sich auf das Hirngewebe, ist die weie Hirnsubstanz gut von der grauen zu die-
renzieren. Die Aufnahmen sind generell von einem weien Rauschsignal niedriger spektraler Am-
plitude

uberlagert und weisen Pulsations- und Bewegungsartefakte auf, die durch Herzt

atigkeit
und unwillk

urliche Augenbewegungen hervorgerufen werden. Je nach Art der Sch

adelxierung
w

ahrend der Messung sind die beiden Bildatenw

urfel mehr oder minder stark translatorisch und
rotatorisch gegeneinander verlagert, weil Kopfbewegungen zwischen den beiden Messungen f

ur
die MPRAGE- und PSIF-Datens

atze unvermeidlich sind. Die im Vergleich zur Strukturgr

oe
grobe Volumenquantisierung hat an den Merkmalsgrenzen starke Teilvolumeneekte zur Fol-
ge. Aus metechnischen Gr

unden ist die Signalempndlichkeit im Mevolumen nicht isotrop
verteilt. In Richtung der transversalen Schichtnormalen wirkt sich diese Inhomogenit

at maxi-
mal aus, so da transversal ausgerichtete Bilddatenbasen die geringsten Signalinhomogenit

aten
innerhalb der einzelnen Schichtaufnahmen aufweisen.
Ein auf der einschl

agigen Literatur fuender Vergleich wichtiger Merkmalsextraktionsver-
fahren ergab, da aus Performance-Gr

unden und wegen der lediglich bispektralen Bilddaten-
basis nur ganz wenige Methoden f

ur den vorgesehenen Anwendungsfall geeignet sind: Region-
Growing, Thresholding, ein Maximum-Likelihood- und ein Nearest-Neighbours-Verfahren zur
Bildsegmentierung sowie morphologische Operatoren und die Vektordekomposition im Rahmen
der Nachbearbeitung der Segmentierungsergebnisse. Letztendlich el die Entscheidung zugun-
sten eines mehrstugen, grauwerthistogrammbasierten Segmentierungs- und Volumetriekonzep-
tes, das die Datens

atze schichtorientiert verarbeitet.
Bei der Entwicklung eines mathematischen Modells zur Beschreibung der Grauwertvertei-
lungen der relevanten Merkmalsklassen in den beiden Datens

atzen und einer robusten algorith-
mischen Methode zur automatischen Parametrisierung dieses Modells aus den realen Grauwer-
thistogrammen ossen die Erkenntnisse aus der vorangegangenen Bildanalyse ein.
Auf diesem Gewebemodell aufbauend wurde ein sechsstuges Verfahren konzipiert, bei dem
der gesamte Verarbeitungsablauf in separat optimierbare,

ubersichtliche und sequentiell abge-
arbeitete Prozephasen aufgliedert ist: (I) Aus den beiden originalen, sagittal ausgerichteten
3D-Bilddatenw

urfeln werden zwei transversale Datens

atze rekonstruiert. Auf Wunsch wird eine
automatische, aber rechenzeitintensive Bildlagekorrektur vorgenommen, die eventuelle Trans-
lationen und Rotationen zwischen den beiden Datenw

urfeln r

uckg

angig macht. Das eingesetzte
Verfahren beruht auf einer im polar-logarithmisch transformierten Fourierraum durchgef

uhr-
ten Kreuzkorrelation, die als symmetrisches Phase-Only-Matched-Filtering von Fourier-Mellin-
Transformierten (FMI-SPOMF) bezeichnet wird. (II) In einer vom Benutzer aus dem Datensatz
manuell ausgew

ahlten Referenzschicht werden die beiden Grauwerthistogramme zur Bestim-
mung der Modellparameter des Referenzgrauwertmodells analysiert. Das so mit Parametern
versehene Modell bildet die Basis f

ur die in der Phase IV durchgef

uhrten Segmentierung des
Datensatzes. (III) Der Verlauf der Signalinhomogenit

at in Richtung der transversalen Schicht-
normalen wird

uber alle Schichten bestimmt. (IV) Mit dieser Information wird f

ur jede Schicht
ein individuell parametrisiertes Grauwertmodell aus dem Referenzgrauwertmodell abgeleitet
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und eine Segmentierung dieser Schicht in die Merkmalsklassen graue und weie Hirnsubstanz ,
Liquorbereiche und andere Bereiche durchgef

uhrt. Die Modellparameter werden zur Einstellung
verschiedener Schwellenwerte und Abbruchkriterien der Thresholding- und Region-Growing-
Prozeduren herangezogen. (V) Die Segmentierungsresultate werden einer Nachbearbeitung un-
terzogen. In mehreren Durchg

angen werden fehlklassizierte Bereiche nach und nach durch An-
wendung anatomischer Gesetzm

aigkeiten

uber die Zul

assigkeit von Merkmalsklassenabfolgen
und Plausibilit

atsbetrachtungen weitgehend beseitigt. Zur Vereinzelung schwach verbundener
Regionen werden komplexe morphologische Operatoren wie Erosion und Dilatation eingesetzt.
Ein selbstreferenzierender Mechanismus erlaubt trotz schichtweiser Bearbeitung die Ber

ucksich-
tigung von Information aus der dritten Dimension. Dabei dient das Ergebnis einer gerade zu
Ende bearbeiteten Schicht als Referenz f

ur die nachfolgende Bearbeitung ihrer Nachbarschicht.
(VI) Nachdem die klassizierten Pixelregionen in eine Menge hierarchisch geordneter Randkur-
ven umgewandelt worden sind, erfolgt abschlieend die volumetrische Auswertung der nach-
bearbeiteten Segmentierungsergebnisse. Schichtweise werden f

ur alle Merkmalsklassen getrennt
die gesamten Randkurvenl

angen und die Regioneninhalte bestimmt; Teilvolumeneekte werden
mittels eines algebraischen Verfahrens, der Vektordekomposition, weitgehend eliminiert. Aus
den Einzelresultaten werden die Ober

acheninhalte und die Gesamtvolumina der Strukturen
aller Merkmalsklassen sowie das gesamte intrakranielle Volumen berechnet. Das beschriebene
Verfahren wurde als Spezialwerkzeug in ein Rahmenprogramm, das medizinische Bildverarbei-
tungsprogramm NMRWin integriert.
Phantommessungen zeigten, da die Verarbeitung transversal orientierter Bildschichten und
eine zus

atzliche Kompensation in Richtung der transversalen Schichtnormalen weitere Ma-
nahmen zur Korrektur der Signalempndlichkeitsinhomogenit

aten im Mevolumen

uber

ussig
machen. Die automatisierte Lagekorrektur ist wegen ihrer hohen numerischen Komplexit

at hin-
gegen etwas problematisch. Ergibt eine visuelle

Uberpr

ufung, da kein au

alliger Versatz zwi-
schen den beiden Datens

atzen vorliegt, sollte zur Vermeidung unn

otigen Rechenzeitaufwandes
auf eine Lagekorrektur grunds

atzlich verzichtet werden.
Durch Versuchsreihen wurde demonstriert, da das Verfahren auf der Grundlage von Bild-
daten, welche die Spezikation des hier entwickelten Grauwertmodells erf

ullen, hervorragende
Ergebnisse liefert. Unsystematische Artefakte und zuf

allig auftretende kontrastarme Kontakt-
stellen zwischen Merkmalsregionen sind allerdings mathematisch nicht beschreibbar und k

onnen
unter Umst

anden trotz aller Vorkehrungen zu schweren Fehlklassikationen f

uhren. Ung

unsti-
ger liegen die Verh

altnisse bei Bilddaten auerhalb der Spezikation: Im Verlauf des normalen
Alterns und pathologischer Prozesse ver

andern sich die Eigenschaften der Hirngewebe derart,
da das Grauwertmodell h

aug nicht mehr an die Bilddaten anzupassen und demzufolge nicht
mehr anwendbar ist. Geeignete kleinere Modikationen am Verfahren sorgen in den meisten
F

allen f

ur Abhilfe.
Segmentierung und volumetrische Auswertung sind mit einer Gesamtlaufzeit von 20 min
auf einem Pentium-133 MHz-Rechner verglichen mit anderen Verfahren

auerst schnell; die
verarbeitete Datenmenge betr

agt immerhin etwa 64 MByte. Ein abschlieender Vergleich der
Volumetrieergebnisse aus ver

oentlichten Studien mit den Prozeausgaben von Probel

aufen auf
klinischen Datens

atzen ergab eine sehr gute

Ubereinstimmung der Meergebnisse. Abweichun-
gen sind problemlos durch die v

ollig unterschiedlichen Auswertungsverfahren erkl

arbar.
Das gesteckte Ziel, dem Mediziner ein in der klinischen Praxis einsetzbares Segmentierungs-
und Volumetriewerkzeug zur Auswertung kernspintomographischer Daten des Gehirns f

ur um-
fangreiche Studien in die Hand zu geben, wurde also erreicht: Das implementierte Verfahren
erwies sich in Versuchsreihen als stabil und genau. Traten bei der Segmentierung Probleme auf,
waren die Ursachen so gut wie immer auf die grunds

atzlichen Beschr

ankungen der vorgegebenen
Bilddatenbasis und verfahrensbedingte Fehler bei der Datenakquisition zur

uckzuf

uhren. Der er-
reichte Entwicklungsstand ist im Hinblick auf die Erfordernisse der Bestrahlungsplanung eine
hervorragende Grundlage zur Erweiterung um zus

atzliche Merkmalsklassen wie Tumorgewebe.
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Anhang A
Abk

urzungen und Notationen
A.1 Abk

urzungen und Akronyme
BG background, Bildhintergrund
BM brain matter, Hirngewebe
CSF cerebrospinal uid, Liquor
CT computed tomography, Computertomographie
FFT fast Fourier transform
FID free induction decay, freier Induktionszerfall der longitudinalen
Magnetisierung
FISP fast imaging with steady-state precession
FLASH fast low angle shot
FMI Fourier-Mellin invariant descriptor
FOV eld of view, Kantenl

ange des Mevolumens
FWT fast wavelet transform
GM grey matter, graue Hirnsubstanz
ICV intracranial volume, intrakranielles Volumen
IR inversion recovery
HME hierarchische Modenextraktion
HT head tissue, Sammelbezeichnung f

ur alle Kopfgewebe, die nicht Hirn- und
Fettgewebe sind
k-NN k-nearest neighbours
ML Marquardt-Levenberg method, nichtlineares Funktionsanpassungsverfahren
MLM maximum likelihood method
MPRAGE magnetization prepared rapid gradient echo
MR magnetic resonance, Magnetresonanz oder Kernspinresonanz
MRI magnetic resonance imaging, magnetresonanz- oder kernspin-
tomographische Bildgebung
MRT magnetic resonance tomography, Magnetresonanz- oder Kernspin-
tomographie
PDF probability density function, Wahrscheinlicheitsdichtefunktion
PSIF umgekehrte FISP-Sequenz
QMF quadrature mirror lter
ROI region of interest
SE spin echo, Spinecho
SNR signal-to-noise ratio, Signal-Rausch-Abstand
SPOMF symmetric phase-only matched ltering
WM white matter, weie Hirnsubstanz
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A.2 Notationen
A.2.1 Allgemein verwendete Notationen
IN; IN
0
Menge der nat

urlichen Zahlen; IN [ f0g
ZZ Menge der ganzen Zahlen
IR; IR
+
Menge der reellen Zahlen; Menge der positiven reellen Zahlen
IR
l
l-dimensionaler euklidischer Raum
a = + i komplexe Zahl mit dem Realteil Re(a) =  und dem Imagin

ateil Im(a) = 
a

=   i konjugiert Komplexe zu a
~x = (x; y; z) kartesische Koordinaten
jj absoluter Betrag
kk Norm
hi Eigenwert
dxe Gau-Klammer: kleinste ganze Zahl, die gr

oer oder gleich x 2 IR ist
bxc Gau-Klammer: gr

ote ganze Zahl, die kleiner oder gleich x 2 IR ist
v w, h; i Skalarprodukt
v w Vektorprodukt
f  g Faltungsprodukt
v; v
T
Vektor; transponierter Vektor v
0; 1 Nullvektor; Einheitsvektor
A; A
 1
; A
T
Matrix; Inverse von A; Transponierte von A
jAj Determinante der Matrix A
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A.2.2 Im physikalischen Teil verwendete Notationen
~ Plancksches Wirkungsquantum, ~ = h=2 = 1;055  10
 34
Ws
2
k Boltzmann-Konstante, k = 1;38  10
 23
Ws=K
 gyromagnetisches Verh

altnis, f

ur das Proton: =2 = 42;577MHz=T
t Zeit
T absolute Temperatur
s Drehimpuls- oder Spinquantenzahl
 magnetisches Dipolmoment
E Zustandsenergie
 magnetische Suszeptibilit

at
~
B(~x; t) magnetische Fludichte
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~
B
0
= (0; 0; B
0
) Grundmagnetfeld in z-Richtung
~
B
1
= B
1
(cos !
1
t; sin!
1
t; 0) zirkular polarisiertes transversales Hochfrequenzfeld
~
G Gradientenfeld
G
S
; G
P
; G
R
Schichtselektionsgradient; Phasenkodiergradient; Readoutgradient
!; !
0
; !
1
Kreisfrequenz; Larmorfrequenz, !
0
= B
0
; Frequenz des HF-Feldes
~
B
1
(t)
M ; M
z
; M
x
, M
y
Magnetisierung; Longitudinalmagnetisierung in z-Richtung; Transversalma-
gnetisierung in x-Richtung, in y-Richtung
M
0
= lim
t!1
M
z
(t) longitudinale Gleichgewichtsmagnetisierung
S registriertes, komplexes Kernspinsignal
;  Auslenkungs- oder Flipwinkel; Phasenwinkel der Transversalmagnetisierung
' Phasenvorschub
 Spindichte
T
1
longitudinale (Spin-Gitter-) Relaxationszeit
T
2
transversale (Spin-Spin-) Relaxationszeit
T

2
eektive transversale Relaxationszeit
T
E
, T
R
, T
I
Echo-, Repetitions-, Inversionszeit
T
A
Akquisitionszeit
N
R
, N
P
Diskretisierungsschritte in Readout- oder Phasenkodierrichtung
d
S
; d
G
Schichtdicke (slice thickness); Schichtabstand (slice gap)
D
x
, D
y
, D
z
Dicke des Mevolumens (eld of view) in x-, y- und z-Richtung
A.2.3 Im nichtphysikalischen Teil verwendete Notationen
~x = (x; y) Koordinate in der Bildebene
N
x
, N
y
Zeilen- bzw. Spaltenanzahl einer N
x
N
y
-Bildmatrix
N
S
Anzahl der Bildschichten in einem 3D-Datensatz
N
0
S
eektiv f

ur die Auswertung nutzbare Anzahl der Bildschichten
M Anzahl der Spektralkan

ale l, l = 1; 2; : : : ;M
c Anzahl der Merkmalsklassen r, r = 1; 2; : : : ; c
P
i
= P (~x
i
) Pixel i an der Koordinate ~x
i
= (x
i
; y
i
)
P
x
, P
y
Pixeldimension in x- und y-Richtung
d = d
M
Distanzma imM -dimensionalen euklidischen Raum
x
i
M -dimensionaler Merkmals- oder Pixelvektor, x
i
= (x
i1
; x
i2
; : : : ; x
il
; : : : ; x
iM
)
X  IR
M
Pixelmenge M -dimensionaler Pixelvektoren x
i
, X = (x
1
;x
2
; : : : ;x
i
; : : : ;x
N
)
N = jX j M

achtigkeit von X
X
L
 X Menge aller Lern- oder Trainingsvektoren
X
Lr
X
L
Menge der Lern- oder Trainingsvektoren f

ur die Merkmalsklasse r
R Region, kompakte Pixelvektormenge in der Bildebene
C
r
Cluster der Merkmalsklasse r, kompakte Pixelvektormenge im Merkmalsraum
p(x
i
) Wahrscheinlichkeit f

ur das Auftreten des Merkmals x
i
p(x
i
j B) bedingte Wahrscheinlichkeit f

ur das Auftreten des Merkmals x
i
unter der
Bedingung B
g
c
= g
c
(x; y) komplexer Grauwert
g = jg
c
j; g
r
; g
i
Modul des komplexen Grauwertes; Realteil; Imagin

arteil
g  E fg(x; y)g mittlerer Grauwert
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n
c
= n
c
(x; y) komplexes Rauschsignal
n = jn
c
j; n
r
; n
i
Modul des komplexen Rauschsignals; Realteil; Imagin

arteil
m
x
Mittelwertvektor der Elemente der Pixelvektoren x
i

uber alle Spektralkan

ale,
m
x
= (m
1
;m
2
; : : : ;m
M
)
m
r
Mittelwertvektor der Pixelvektoren x 2 X
Lr
, m
r
= (m
1
;m
2
; : : : ;m
N
Lr
)
Efxg Erwartungswert f

ur x
,  Mittelwert, Varianz
q
a
Median
a
, 0  a  1
h(g) absolute H

augkeit eines Grauwertes g
R Region-Objekt
L Listen-Objekt
T Baum-Objekt
Anhang B
Erg

anzungen zur Methodik
B.1 Diskrete Wavelet-Transformation (DWT)

Ahnlich der schnellen Fourier-Transformation (FFT) ist auch die diskrete Wavelet-Transfor-
mation (DWT) eine schnelle lineare Operation, die einen Datenvektor der L

ange 2
n
in einen
gleichlangen, aber numerisch davon verschiedenen Datenvektor

uberf

uhrt [128]. Die DWT ist
wie die FFT eine umkehrbar eindeutige und orthogonale Transformation, die den Ortsraum
mit seinen Basisfunktionen, den Einheitsvektoren e
l
, in einen Raum mit anderen Basisfunk-
tionen transformiert. F

ur den Frequenzraum der FFT sind dies Dilatationen der Sinus- und
Kosinusfunktion, im Wavelet-Raum der DFT sind dies Dilatationen und Translationen eines
sogenannten Basis-Wavelets.
Die DWT zeichnet vor der FFT dadurch aus, da sie nicht nur im Frequenzbereich lokalisiert
ist, sondern gleichzeitig auch im Zeitbereich. Damit liefert die DWT sowohl die Information, da
eine bestimmte Frequenz in einem Frequenzspektrum aufgetreten ist, als auch die Information,
wann diese aufgetreten ist. Zudem ist man nicht wie bei der FFT auf eine einzige Basisfunk-
tion festgelegt, sondern kann sich eine dem Problemfall angepate konstruieren. Theoretisch
existieren unendlich viele unterschiedliche Basis-Wavelets, von denen jedoch nur ein kleiner
Teil von praktischem Nutzen ist; eine besondere Bedeutung hat die Klasse der orthogonalen
Basis-Wavelets, deren Dilatationen und Translationen eine orthonormale Basis des Signalrau-
mes bilden.
B.1.1 Grundlagen der diskreten Wavelet-Transformation
Ein diskretes Signal f(x) endlicher Energie kann durch eine gewichtete Summe aller m

oglichen
Dilatationen und Translationen  
jk
(x) =
p
2
j
 
 
2
j
x  k

des Basis-Wavelets  (x) =  
00
(x)
dargestellt werden:
f(x) =
X
j
X
k
c
jk
 
jk
(x) : (B.1)
Die komplette Information

uber das Signal ist demnach in den Koezienten c
jk
enthalten.
Der Index j selektiert ein Frequenzband (eine Oktave), der Index k lokalisiert eine Frequenz
innerhalb dieses Frequenzbandes. Umgekehrt k

onnen die c
jk
aus den  
jk
(x) und dem Signal
f(x) gewonnen werden:
c
jk
= hf(x) 
jk
(x)i =
1
Z
 1
f(x) 
jk
(x) dx: (B.2)
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Die Grundlage der schnellen DWT und ein wichtiges Instrument zur Konstruktion von
Wavelet-Funktionen ist dieMulti-Skalen-Analyse (MSA). Die MSA bildet eine Folge abgeschlos-
sener, kleiner werdender und ineinander verschachtelter Signal- oder Skalierungsr

aume, wobei
jeder Vorg

angerraum seinen direkten und alle weiteren Nachfolger vollst

andig enth

alt. In dem
in der Hierarchie ganz oben stehenden Skalierungsraum werden alle darin enthaltenen Signale
mit beliebig hoher Aufl

osung dargestellt. Geht man in den n

achsten, in der Hierarchie eine
Stufe weiter unten liegenden Skalierungsraum

uber, bendet man sich in einem fast identischen
Abbild des Vorg

angers { nur mit dem Unterschied, da die darin enthaltenen Signale auf die
halbe Aufl

osung herunterskaliert sind. In der Hierarchie kann man nun soweit hinabsteigen, bis
alle Signale auf einen Punkt geschrumpft sind. Die Reduktion der Aufl

osung oder Skalierung
erfolgt mit einem speziellen Tiefpalter H(!) mit den Filterkoezienten h
k
. Durch Anwen-
dung von H(!) auf alle Signale eines Skalierungsraumes wird der nachfolgende Skalierungsraum
erzeugt. Die Dierenzr

aume zwischen zwei Skalierungsr

aumen werden als die Wavelet-R

aume
bezeichnet [159].
Die orthonormalen Basen der einzelnen Skalierungsr

aume der MSA werden von einer soge-
nannten Skalierungsfunktion (x) abgeleitet, die sich durch rekursive Anwendung der Filterko-
ezienten von H(!) erzeugen l

at:
(x) = 2
X
k
h
k
(2x  k) : (B.3)
Die Basis eines jeden Skalierungsraumes wird durch die Translationen von (x)

jk
(x) =
p
2
j

 
2
j
x  k

(B.4)
mit festgehaltenem j gebildet. Sie sind voneinander nicht linear unabh

angig. Die Wavelet-
R

aume dagegen sind paarweise verschieden, haben linear unabh

angige Basen und bilden in
ihrer Gesamtheit den vollst

andigen Signalraum. Der Basis-Wavelet  (x) kann aus (x) mit
 (x) = 2
X
k
g
k
(2x  k) (B.5)
abgeleitet werden, wobei die g
k
die Koezienten eines geeigneten Hochpalters G(!) dar-
stellen. Die g
k
erh

alt man aus den h
k
, wenn deren Reihenfolge invertiert wird und die neuen
Koezienten mit alternierenden Vorzeichen versehen werden:
g
k
= ( 1)
k
h
k
max
 k
: (B.6)
k
max
sei die Anzahl der Filterkoezienten h
k
bzw. g
k
. Das Filterpaar H(!) und G(!) nennt
man in der Signaltheorie quadrature mirror lter (QMF).
Zusammengefat geht die Konstruktion eines Wavelets von der Konstruktion eines geeig-
neten Tiefpalters H aus, der eine MSA erzeugt. Der zugeh

orige Hochpalter G des QMF
deniert den Basis-Wavelet  , dessen Dilatationen und Translationen  
jk
die Basen der ge-
suchten Wavelet-R

aume bilden [159].
B.1.2 Durchf

uhrung der diskreten Wavelet-Transformation
Die DWT kann man sich als Rotation im Funktionenraum vorstellen. Ein Datenvektor x wird
durch eine Faltungsoperation, die Multiplikation mit einer TransformationsmatrixD, in einen
Datenvektor x
0

ubergef

uhrt [128]:
x
0
=Dx; (B.7)
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oder ausgeschrieben f

ur beispielsweise k
max
+ 1 = 4 Filterkoezienten h
k
:
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Die ungeraden Zeilen werden durch die Koezienten h
k
des Tiefpalters H des QMF gebildet,
die geraden Zeilen sind die nach (B.6) erzeugten Koezienten g
k
des Hochpalters G des QMF.
Damit wird der Datenvektor x gleichzeitig einer Hoch- und einer Tiefpalterung unterworden.
Die Koezienten g
k
sind so gew

ahlt, daG, angewandt auf einen glatten Datenvektor x, eine
m

oglichst kleine Signalantwort liefert. Dies wird durch die Bedingung erzwungen, da die Koef-
zientenfolge eine bestimmte Anzahl verschwindender Momente besitzt. Ist dies f

ur p Momente
der Fall, erf

ullt die zugeh

orige Wavelet-Funktion die sogenannte Approximationsbedingung der
Ordnung p.
F

ur die Implementierung einer schnellen Wavelet-Transformation (FWT) ist es nicht not-
wendig, die Basiswavelets analytisch zu bestimmen. Es ist ausreichend, wenn die Koezienten
h
k
eines geeigneten Tiefpalters H(!) bekannt sind; die Koezienten g
k
des zugeh

origen
Hochpaltes G(!) des QMF ergeben sich dann aus (B.6). Eine eziente Implementierung
der FWT nach dem Pyramidenalgorithmus [113] ndet sich in [128]. Der Ablauf des iterativen
Pyramidenalgorithmus ist in Abb. B.1 anschaulich dargestellt.
In jedem Iterationsschritt m wird das tiefpagelterte Signal s
m
= fs
m
i
g des vorange-
gangenen Iterationsschrittes einer DWT unterzogen, die wiederum ein tiefpageltertes Signal
s
m+1
=

s
m+1
i
	
und ein hochpageltertes Signal d
m+1
=

d
m+1
i
	
liefert. s
m
wird als gegl

atte-
ter Signalanteil, d
m
als hochfrequenter Signalanteil oder Detailinformation bezeichnet. Die in
jedem Iterationsschritt gewonnene Detailinformation bleibt im weiteren Verlauf der Iteration
unangetastet.
Ein Iterationsschritt m besteht aus der Anwendung der Transformation (B.7) auf den Teil-
vektor x
(m)
S
, der den gegl

atteten Signalanteil s
m
= fs
m
i
gmit n
(m)
S
= 2
 m
n Signalwerten enth

alt,
und einer anschlieenden Permutation der Elemente von x
(m)
S
. n ist die Gesamtanzahl aller Si-
gnalwerte imDatenvektor x
(m)
. (B.7) ersetzt das urspr

ungliche Signal s
m
= fs
m
i
g in x
(m)
S
durch
seinen gegl

atteten Anteil s
m+1
=

s
m+1
i
	
und seine Detailinformation d
m+1
=

d
m+1
i
	
. Die
Anzahl der Signalwerte s
m+1
i
und d
m+1
i
ist jeweils n
(m)
S
=2. Anschlieend werden die Elemente
von x
(m)
S
so permutiert, so da alle s
m+1
i
in aufsteigender Reihenfolge in der oberen H

alfte von
x
(m)
S
abgelegt werden, die d
m+1
i
in der unteren. Das Resultat ist ein neuer Vektor x
(m+1)
der
L

ange n. Man sieht, da sich die Aufl

osung des urspr

unglichen Signals s
0
von einem Iterations-
schritt zu n

achsten jeweils auf die H

alfte verringert bzw. da sich die Anzahl der Signalwerte
von s jeweils halbiert. Die Reduktion der Signalaufl

osung, d. h. die Skalierung von s entspricht
dabei dem

Ubergang von einem Skalierungsraum der MSA in den hierarchisch n

achsttieferen.
Die Iteration kann solange wiederholt werden, bis s nur noch aus einem einzigen Signalwert
besteht.
Als Wavelet-Koezienten bezeichnet man die d
m
i
aller Hierarchiestufen m. Sind nur wenige
der d
m
i
von null verschieden, spricht man von einem kompakten Tr

ager. Ein kompakter Tr

ager
ist vor allem f

ur Anwendungen der Bilddatenkompression von Bedeutung [128].
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Abbildung B.1: Pyramidenalgorithmus der diskreten Wavelet-Transformation (nach [128]).
Die Transformation kann verlustfrei schrittweise umgekehrt werden, wenn der Pyramidenal-
gorithmus anstatt mit der TransformationsmatrixD mit deren Inversen D
 1
ausgef

uhrt wird:
x = D
 1
x
0
: (B.8)
Zur Transformation M -dimensionaler Matrizen wird der Pyramidenalgorithmus nacheinander
f

ur alle M Indizes durchgef

uhrt; f

ur die R

ucktransformation gilt entsprechendes.
B.1.3 Konstruktion von Wavelets im Fourier-Raum: Spline-Wavelets
Es gibt mehrere Unterklassen orthogonaler Wavelets mit jeweils spezischen Eigenschaften,
z. B. die Daubechies-, die Meyer- und die Haar-Wavelets. Die Daubechies-Wavelets besitzen
besonders kompakte Tr

ager und sind daher f

ur die Bilddatenkompression gut geeignet. F

ur
den vorliegenden Problemfall, die Gewinnung der zugrundeliegenden glatten Information aus
einer unstetigen Funktion, bieten sich die Lemarie-Wavelets an, die am einfachsten im Fre-
quenzbereich konstruiert werden k

onnen [128]. F

ur die Fourier-Transformierte einer Menge von
Filterkoezienten h
k
gilt
H(!) =
X
k
h
k
e
ik!
: (B.9)
H(!) ist das im Frequenzbereich formulierte Tiefpalter, das den zwei Orthogonalit

atsbedin-
gungen
1
2
jH(0)j
2
= 1 (B.10)
und
1
2
h
jH(!)j
2
+ jH(! + )j
2
i
= 1 (B.11)
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gen

ugt. Die Approximationsbedingung f

ur die Ordnung p fordert, da H(!) eine p-fache Null-
stelle bei ! =  aufweist:
H
(m)
() = 0 m = 0; 1; : : : ; p  1: (B.12)
Hat man ein geeignetes Tiefpalter gefunden, das (B.10), (B.11) und (B.12) erf

ullt, k

onnen
die Filterkoezienten nach (B.9) aus der inversen diskreten Fourier-Transformation
h
k
=
1
N
N 1
X
j=0
H

2j
N

e
 ik2j=N
(B.13)
berechnet werden. Das zugeh

orige Hochpalter des QMF erh

alt man mit
G(!) = e
 i!
H

(! + ) (B.14)
und seine Koezienten g
k
folgen aus (B.6).
Besteht keine Notwendigkeit zur Konstruktion eines Wavelets mit kompaktem Tr

ager, k

on-
nen auf der Grundlage von Spline-Polynomen Spline-Wavelets konstruiert werden, die zur Ex-
traktion der glatten Information einer Funktion hervorragend geeignet sind. Obwohl in diesem
Fall viele der Koezienten h
k
stark verschieden von null sind, kann die Faltung nach (B.7)
dennoch sehr ezient durchgef

uhrt werden.
B.2 Symmetric Phase-Only-Matched-Filtering (SPOMF)
Betrachtet werden zwei Bilder r(x; y) und s(x; y): r(x; y) enthalte ein Referenzobjekt, s(x; y)
enthalte eine um (x
0
; y
0
) verschobene, um '
0
gedrehte und um 
0
skalierte Kopie dieser Refe-
renz:
s(x; y) = r(
0
(x cos'
0
+ y sin'
0
)  x
0
; 
0
( x sin'
0
+ y cos'
0
)  y
0
) (B.15)
F

ur eine Lagekorrektur sind die unbekannten Parameter x
0
, y
0
, '
0
und 
0
dieser geometrischen
Transformation aus den Bildern r(x; y) und s(x; y) zu bestimmen. Hierzu soll das symmetrische
Phase-Only-Matched-Filtering von Fourier-Mellin-Transformierten (FMI-SPOMF) eingesetzt
werden [54].
B.2.1 Mathematische Grundlagen des SPOMF
Die Fourier-Transformierten R(u; v) und S(u; v) der beiden Bilder r(x; y) und s(x; y) sind

uber
die Beziehung
S(u; v) = e
 i
s
(u;v)

 2
0


R
 

 1
0
(u cos'
0
+ v sin'
0
) ; 
 1
0
( u sin'
0
+ v cos'
0
)



(B.16)
verkn

upft. 
s
(u; v) sei die spektrale Phase des Bildes s(x; y), die von (x
0
; y
0
), '
0
und 
0
abh

angig ist. Handelt es sich um eine reine Translation, d. h. gilt '
0
 0 und 
0
 1, ver-
einfacht sich (B.16) in Abwesenheit von Rauschen zu
S(u; v) = e
 i
s
(u;v)
e
 i2(ux
0
+vy
0
)
jR(u; v))j : (B.17)
Werden die Phasen der beiden Fourier-Transformierten R(u; v) und S(u; v) mittels der nichli-
nearen Filterfunktion (SPOMF)
Q(u; v) =
R

(u; v)
jR(u; v)j

S(u; v)
jS(u; v)j
= e
 i(
r
(u;v) 
s
(u;v))
(B.18)
extrahiert und korreliert, erh

alt man
Q(u; v) = e
 i2(ux
0
+vy
0
)
: (B.19)
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Die inverse Fourier-Transformierte von (B.19) stellt eine Diracsche Deltafunktion (-Impuls) an
der Stelle (x
0
; y
0
) dar. Die r

ucktransformierte SPOMF-Ausgabe liefert somit die Transformati-
onsparameter der Translation.
In (B.16) ist S(u; v) von (x
0
; y
0
), '
0
und 
0
abh

angig. Der spektrale Betrag von s(x; y)
ist hingegen translationsunabh

angig { Rotation und Skalierung sind somit von der Translation
entkoppelt:
jS(u; v)j = 
 2
0


R
 

 1
0
(u cos'
0
+ v sin'
0
) ; 
 1
0
( u sin'
0
+ v cos'
0
)



: (B.20)
Gelingt es nun, Rotation und Skalierung eindeutig auf Translationen abzubilden, k

onnen die
beiden Transformationsparameter '
0
und 
0
ebenfalls mit Hilfe des SPOMF bestimmt werden.
Die Abbildung der spektralen Betr

age von r(x; y) und s(x; y) auf die Polarkoordinaten (; )
entkoppelt Rotation und Skalierung voneinander:
r
p
(; ) = jR( cos;  sin)j (B.21-a)
s
p
(; ) = jS( cos;  sin)j (B.21-b)
Mit (B.21-a), (B.21-b) und

 1
0
(u cos'
0
+ v sin'
0
) =


0
cos (   '
0
) (B.22-a)

 1
0
( u sin'
0
+ v cos'
0
) =


0
sin (  '
0
) (B.22-b)
erh

alt man
s
p
(; ) = 
 2
0
r
p

  '
0
;


0

: (B.23)
Eine Rotation verschiebt s
p
(; ) entlang der Winkelachse, eine Skalierung skaliert die radiale
Koordinate und bewirkt eine Ver

anderung der Signalintensit

at um den Faktor 
2
0
. Auch die Ska-
lierung wird auf eine Translation reduziert, falls f

ur die radiale Koordinate ein logarithmischer
Mastab verwendet wird. F

ur die polar-logarithmische Repr

asentierung der spektralen Betr

age
folgt mit den Variablentransformationen  = log und  = log 
0
r
pl
(; ) = r
p
(; ) (B.24-a)
s
pl
(; ) = s
p
(; ) = 
 2
0
r
pl
(  '
0
;   ) (B.24-b)
Fourier-Transformation von (B.24-a), (B.24-b) ergibt
S
pl
(v; w) = 
 2
0
e
 i2(v'
0
+w)
R
pl
(v; w) : (B.25)
Rotation und Skalierung sind nun voneinander und der Translation entkoppelt und auf Phasen-
verschiebungen abgebildet. Analog zu (B.18) k

onnen nun '
0
und 
0
mittels SPOMF bestimmt
werden. Die Ausgabe des FMI-SPOMF ist
Q(v; w) =
R

pl
(v; w)
jR
pl
(v; w)j

S
pl
(v; w)
jS
pl
(v; w)j
= e
 i(
r;pl
(u;v) 
s;pl
(u;v))
: (B.26)
Die R

ucktransformation von (B.26) liefert einen -Impuls an der Stelle (
max
; 
max
). Daraus
ergibt sich der Rotationswinkel zu '
0
= 
max
und der Skalierungsfaktor zu 
0
= e

max
. Bei
der Interpretation des Ergebnisses mu ber

ucksichtigt werden, da der Rotationswinkel nicht
eindeutig bestimmt ist: die Rotationswinkel ' und ' +  verursachen beide einen -Impuls an
der selben Position 
max
.
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B.2.2 Implementierung des SPOMF
Folgender Algorithmus erzeugt die polar-logarithmische Transformierte g
pl
(x; y) eines Bildes
g(x; y), den sogenannten FMI-Descriptor :
Algorithmus B.1 Fourier-Mellin-Invariant-Descriptor (FMI-Descriptor)
1. Berechne f

ur das Bild g(x; y) der Dimension N  N das Bild der spektralen Intensit

at
jG(u; v)j, der Ursprung liege an der Stelle (N=2; N=2).
2. Gewichte jG(u; v)j mit einer komplement

aren zweidimensionalen Hanning-Fensterfunk-
tion W (u; v):
G
(w)
(u; v) = jG(u; v)j [1 W (u; v)] ; (B.27)
wobei nach [90]
W (u; v) =
1
2

1 + cos


N
min

N
2
;
q
(u  N=2)
2
+ (v   N=2)
2

: (B.28)
3. Bilde G
(w)
(u; v) auf ein polar-logarithmisches Koordinatengitter der Dimension N
m
N
n
ab:
u
mn
=
N=2  1
N
m
  1
(N
m
  1)
m=(N
m
 1)
cos

n
N
n

+
N
2
(B.29-a)
v
mn
=
N=2  1
N
m
  1
(N
m
  1)
m=(N
m
 1)
sin

n
N
n

+
N
2
(B.29-b)
f

ur m = 0; : : : ; N
m
  1 und n = 0; : : : ; N
n
  1. Berechne die Zwischengitterwerte mittels
bilinearer Interpolation [128].
4. Das koordinatentransformierte Bild g
pl
(m;n) stellt den Fourier-Mellin-Invariant-Descrip-
tor (FMI-Descriptor) dar.
Bei den FFT der Bilder r(x; y) und s(x; y) ist zu beachten, da diese zur Unterdr

uckung von Fal-
tungsfehlern vor der Transformation l

angs den x- bzw. der y-Achsen mit den eindimensionalen
Hanning-Filtern W
 
u;
N
2

bzw. W
 
N
2
; v

gewichtet werden.
Zur Entkopplung der Translation von Rotation und Skalierung durch eine Abbildung von
Rotation und Skalierung auf zwei Translationen sind nachstehende Schritte durchzuf

uhren:
Algorithmus B.2 FMI-SPOMF
1. Erzeuge mit Algorithmus B.1 die FMI-Deskriptoren r
pl
und s
pl
der Bilder r(x; y) und
s(x; y).
2. Berechne die Fourier-Transformierten R
pl
(u; v) und S
pl
(u; v), extrahiere die spektralen
Phasen e
 i
r
(u;v)
und e
 i
s
(u;v)
.
3. Berechne die Ausgabe des SPOMF
Q(u; v) = e
 i(
r
(u;v) 
s
(u;v))
:
4. Berechne die inverse Fourier-Transformierte
q(; ) = F
 1
fQ(u; v)g :
Der Rotationswinkel ' und die Skalierung  werden aus der Position (
0
; 
0
) des absoluten
Maximums von q(; ) bestimmt.
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