architecture that conforms to the IEEE standard specifications is presented. The optimized results require 8% fewer gates when compared with the previous best implementation.
I. INTRODUCTION
W HILE most digital signal processing algorithms are developed using floating-point arithmetic, their implementation using very large scale implementation (VLSI) or fixed-point digital signal processors usually requires fixedpoint arithmetic for the sake of hardware cost and speed. However, fixed-point implementation can suffer from excessive finite wordlength effects, due to overflows and quantization noise, unless all signals are scaled properly and enough wordlengths are assigned [1] . Previously known analytical methods can be used for scaling and wordlength optimization of linear digital filters and some specific algorithms [2] - [4] . However, it is very difficult to apply these analytical methods to general digital signal processing algorithms, and it is usually necessary to simulate digital signal processing algorithms extensively using fixed-point arithmetic before implementation. It has been considered a tedious process to determine scaling information and prepare fixed-point simulation models
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Publisher Item Identifier S 1057-7130(98)07526-0. of complex signal processing algorithms, which may contain nonlinear and time-varying blocks. C is still most popular for describing digital signal processing algorithms although there are several program languages and block diagram based CAD tools that support fixed-point data types, such as Silage [5] , DSP/C [6] , DSP Station [7] , and SPW [8] . In particular, C is more flexible for the development of digital signal processing programs containing control intensive algorithms. Although there are some previous works that introduce different formats in C using operator overloading, such as the variable precision floating-point simulator [9] , C does not support fixed-point formats. As a result, the conversion of a floating-point C program into a fixed-point version requires much effort. In order to solve this problem, we have developed an automatic scaling and fixed-point simulation utility for digital signal processing programs written in C or C . This utility consists of the range estimator and the fixedpoint simulator. The proposed procedure for developing fixedpoint algorithms is shown in Fig. 1 . Users develop C or C models with floating-point arithmetic and mark the variables whose fixed-point behavior is to be examined with the range estimation directives. The range estimator then finds the statistics of internal signals throughout the floating-point simulation using real inputs and determines scaling parameters. A C data class for range estimation is developed for this purpose. The fixed-point simulator converts a floating-point digital signal processing program with fixed-point simulation directives to a fixed-point equivalent by introducing two fixedpoint data classes, one for bit-accurate simulation and the other for fast execution. In order to overcome the representational limit of a fractional or integer format, a fixed-point data format [10] , [11] is employed that can support an arbitrary representation range by scaling, as shown in (1) . The operations associated with the fixed-point data class, such as " ," " ," " ," " ," and " " are also defined at the class declaration. Then, fixed-point arithmetic operations, instead of floating-point arithmetic, are conducted automatically due to the operator overloading capability of C [12] . In Section II, the fixed-point data representation method is described. An algorithm for estimating the range is discussed in Section III. In Section IV, the range estimation utility for determining the integer wordlength is explained. Details of the fixed-point simulator are presented in Section V. In Section VI, a fast fixed-point simulator employing a hardware floating-point data-path is explained. As an example of implementation, the internal wordlengths of an 8 8 inverse discrete cosine transform (IDCT) architecture are optimized in Section VII. Concluding remarks follow in Section VIII.
II. FIXED-POINT DATA REPRESENTATION
For the representation of the fixed-point data, a generalized format [10] is employed using the attributes specified in the following:
In the fixed-point data format, two numbers can be added or subtracted only when their hypothetical binary-points are aligned. Let us consider an addition of two signals and to produce a signal where , , and have the fixedpoint formats of " 10, 2, "tsr" ," " 9, 3, "tsr" ," and " 10, 3, "tsr" ," respectively. In order to calculate , must have one more integer bit by sign-extension, while needs to have two more fractional bits. Then, -bit addition, where is greater than or equal to 11, is conducted, and the saturation and rounding operation is applied. The above procedure can be implemented in hardware, as shown in Fig. 2 .
III. RANGE ESTIMATION USING STATISTICS
The minimum integer wordlength for a variable can be determined from the range as follows: (2) Previously known analytical methods try to determine the range by calculating the L1 norm of a transfer function [1] . The range estimated using the L1 norm guarantees no overflow for any signal, but it is a very conservative estimate for most applications. According to our comparison for implementing a fourth-order infinite impulse response (IIR) digital filter for the application to speech signal processing, the L1 norm needs four extra bits when compared with the optimum scaling result using a real input speech signal [10] . It is also very difficult to calculate the L1 norm of adaptive or nonlinear systems. In our approach, a simulation-based method is adopted to estimate ranges, where the range of each signal is measured during the floating-point simulation using realistic input signal files. This method is applicable to both nonlinear and linear systems, but requires an adequate estimation of the range from a finite length of simulation results.
It is easy to parameterize simple distributions, such as uniform, Gaussian, or Laplacian, by applying a few statistics. It is well known that speech signals have a Laplacian distribution. However, it is not possible to model all signals in practical systems using a simple distribution [13] . For example, they may be nonsymmetric or multimodal; note that the estimated range of a multimodal signal could be too small if we employ the rule for unimodal distributions. The scheme for estimating the range should therefore vary according to the distribution. In this section, we describe a method for range estimation based on identifying the distribution of a signal.
A. Statistical Characteristics of a Signal
Skewness for a given set of samples is defined as [14] ( 3) where is the th-order central moment and . It vanishes if the distribution of the samples is symmetrical about the mean, . Nonzero skewness implies that the distribution spreads more widely to the left or right from the mean. On the other hand, the kurtosis is defined as follows [14] : (4) This indicates how many samples are close to the mean, and becomes zero if the 's have a Gaussian distribution.
Modes represent local maxima of the distribution. While unimodal distributions have a single peak, multimodal distributions have several peaks. The standard deviation of a unimodal distribution can be taken as the width of the peak, as shown in Fig. 3(a) . For instance, 99.99% of a Gaussian distribution is included in a range of four times . Thus, we can estimate the range of a unimodal and symmetric signal by means of and times , where is highly dependent on the distribution. For the multimodal situation, however, no longer indicates how widely the distribution spreads. As an example, let us consider a bimodal distribution, shown in Fig. 3(b) . Most internal signals of adaptive systems have this distribution, where two modes indicate the initial and the final states, respectively. In this case, it is not possible to simply estimate the range using and . Not only are the mean and the standard deviation important for estimating the range, but also the characteristics of the distribution.
B. Estimation of the Range
In order to estimate the range effectively, distributions can be characterized as follows:
• unimodal/multimodal; • symmetric/nonsymmetric;
• zero mean/nonzero mean. Although symmetry and zero mean can be verified easily by the skewness and the mean, respectively, it is harder to estimate the number of modes. From the experimental results shown in Table I , we can derive a heuristic method to discriminate unimodal distributions from multimodal ones. That is, if , the distribution is approximately unimodal. As an example, "LMS error" and "LMS coeff" signals in Table I all have nonzero skewness and a very large kurtosis. Thus, they are estimated to have nonsymmetric and multimodal distributions. In fact, they have two modes, which represent the initial and final steady states, respectively.
For unimodal and symmetric distributions, the range can be estimated effectively by (5) Note that for two symmetric distributions that have an identical variance, the one with the larger kurtosis spreads more widely than the other. Thus, a greater value of is needed in order to estimate the range of the signal having the larger kurtosis. Specifically, we use as . For example, the distribution of "IIR speech" in Table I can be covered effectively by five times according to its kurtosis.
The above rule is not satisfactory for multimodal or nonsymmetric distributions. For such cases, we can consider an alternative rule (6) where is a guard for the range and is defined as . Note that indicates a submaximum value, which covers % of the entire sample. Various submaxima are collected during the simulation. The greater the difference between and is, the larger the guard value must be. The scale factor also controls the guard value and currently is two.
Note that the statistical information obtained is dependent on the input data set. Thus, it is necessary to use several input signal sample files for a more reliable estimation of the range. In order to measure the variation of each distribution parameter according to the input signal sample files, four sensitivities are calculated for mean, variance, skewness, and kurtosis, respectively. They are defined as (7) (8) (9) (10) where and are the maximum and the minimum value, respectively, among the multiple simulation results. Then, the statistics are modified as
The scale factor is currently chosen as 0.1. When and turn out to be symmetric and unimodal, (5) can be used for estimating ranges. Otherwise, (6) is used with and . 
IV. RANGE ESTIMATION UTILITY
Since we employ the simulation-based approach for estimating the range, a program needs to be generated for collecting the statistical information during the simulation. To avoid changing the original floating-point C or C program for range estimation, the operator overloading characteristics of C are utilized. The new data class for tracing the possible maximum value of a signal, i.e., the range, is named as . In order to prepare a range estimation model of a C or C digital signal processing program, it is only necessary to change the type of variables from to , since the class in C is also a type of variable defined by users. The class not only computes the current value, but also keeps records of the variable using private members. Thus, when the simulation is completed, the range of a variable declared as class is readily available from the records stored in the class.
The class has several private members, as shown in Fig. 4 . The variable keeps the current value, while and record the summation and the squared summation of past values, respectively. and record the third and fourth moments, respectively. This information is needed to calculate the statistics of a variable including its mean, standard deviation, skewness, and kurtosis.
stores the absolute maximum value of a variable during the simulation. The class also keeps the number of modifications during the simulation in the field. The class overloads arithmetic and relational operators. Hence, basic arithmetic operations such as addition, subtraction, multiplication, and division are conducted automatically for variables. This property is also applicable for relational operators, such as " " " ," " ," " ," " ," and "
." Therefore, any instance can be compared with floating-point variables and constants. The contents, or private members, of a variable declared by the class are updated when the variable is assigned by one of the assignment operators, such as " ," "
," " ," " ," and " ." For example, is updated when the absolute of the present value is larger than the previously determined . After the simulation model for estimating the ranges is prepared by modifying the variable declaration, the range estimator is executed. It compiles the simulation model and links it with the simulation driver and the overloaded operators of the class. In our work, the GNU C compiler, version 2.6.3, is used throughout the development [15] . Next, the simulation driver executes the simulation model, and the range information is gathered during the simulation. After the simulation is completed, the mean ( ), standard deviation ( ), skewness ( ), and kurtosis ( ) can be calculated using the information , , , , and . Then, the statistical range of a variable can be estimated by the procedure shown in the previous section. Finally, the integer wordlengths of all signals are obtained from their ranges, as shown in (2) .
As an example, let us consider a first-order digital IIR filter. The overall procedure to estimate the ranges of internal variables can be summarized as follows.
1) Develop a C
program for the first-order IIR filter. 2) Insert the range estimation directives, as shown in Fig. 5(a) . Since the ranges of the input (Xin) and the coefficient (Coeff) are known already, only the output (Yout) and the state variable (Ydly) are to be examined. Table II . The Autoscaler is a range estimation and automatic scaling program for the fixed-point assembly program development of TMS320C25 and C50 [10] , [16] . This clearly shows that the range estimator developed here is quite fast, because it conducts the simulation using a high-level program. Thus, it is practical to obtain a reliable range estimation by simulating with several input signal files.
V. FIXED-POINT SIMULATION UTILITY
Previously developed analytical methods for evaluating the fixed-point performance of a digital signal processing algorithm are not easily applicable to practical systems containing nonlinear and time-varying blocks [17] , [18] . The analysis is more complicated when a specific kind of input signal, such as speech, is required for the evaluation. In order to relieve these problems, we employed a simulation-based method for evaluating the fixed-point characteristics of a digital signal processing algorithm. However, most high-level language compilers do not support fixed-point arithmetic which needs variable wordlength for each arithmetic operation. Therefore, a new fixed-point data class and its operators are developed to prepare a bit-accurate fixed-point version of a floating-point program and to know its finite wordlength and scaling effects by simulation.
The declaration part of the class is shown Fig. 7 . As shown in this figure, the fixed-point data class has several private members, which are the mantissa ( ), the wordlength ( ), the integer wordlength ( ), and attributes ( ). In order to represent mantissa values requiring a larger precision than that of built-in integer type, e.g., 32 bits, the fixed-point class employs the data class of the GNU C library, which provides multiple precision integer arithmetic facilities [19] . The class supports all of the assignment and arithmetic operations supported in C or C . The list of the operations supported can be found at the operator list in Fig. 7 . Brief explanations of them are as follows.
1) The assignment operator " " converts the input data according to the fixed-point format of the left side variable and assigns the format converted data to this variable. The input data, which is the evaluated result at the right side, can be either a floating-point or a fixed-point data. If the given format of the left side variable does not provide enough precision for representing the input data, the data is modified according to the fixed-point attributes of the left side variable, such as saturation, overflow, rounding, or truncation.
2) The operation of the fixed-point add operator " " is shown in Fig. 8 . In order to prevent any loss of accuracy during the operation, it first computes the maximum integer and the fractional wordlengths of two input data. For example, assume that the integer and fractional wordlengths for the first operand are two and eight, and those for the second operand are four and six, respectively. Then, the internal data has the integer wordlength of five in order to prevent overflows and the fractional wordlength of eight not to lose any accuracy. After then, the input data are aligned by using shift operations, and added in fixed-point.
3) The fixed-point multiply operator " " is also described in Fig. 8 . For two's complement data, the wordlength of the product is the sum of the wordlengths of the two input data minus one in order to eliminate the superfluous sign. And, the integer wordlength becomes the sum of the two input integer wordlengths. As described above, there is no loss of accuracy during the fixed-point add or multiply operations. However, arithmetic right shift or arithmetic left shift may cause loss of accuracy or overflows. The fixed-point format conversion or precision degradation occurs only at the assignment operator. Thus, two programs shown in Fig. 9 (a) and (b) can have different fixed-point results. In Fig. 9(b) , the result of is format converted to 10 bit data , is added to the operand , and then format converted again to . Fixed-point performance of different implementation architectures that may be based on the same algorithm can be compared by utilizing the above characteristics.
The relational-and assignment-based operators are also supported. The relational operators include " ," " ," " ," " ," " ," and " " operations. Since objects are compared after being interpreted as real values, the relational operators can also be used with other variables as well as or variables. Assignment based operators, ," " ," " ," " ," " ," and " " are also supported.
Let us reconsider the simple IIR filter presented in Section IV. The overall procedure to investigate the fixedpoint behavior can be summarized as follows.
1) Develop a C program for the first-order IIR filter. Users can use the same filter developed in Section IV. 2) Insert the fixed-point simulation directives in the same manner in Fig. 5(a) . 3) Invoke the fixed-point simulator. The simulator generates the simulation model shown in Fig. 10 and runs it. Note that only the type of variables is converted to , but the other parts of the program are not changed. After the simulation, we obtain the fixed-point output of the filter and compute the performance measure such as signal-to-quantization noise ratio (SQNR). The fixed-point version shows the SQNR of 52.15 dB when compared to the floating-point implementation results.
VI. FAST FIXED-POINT SIMULATION LIBRARY
The execution speed of the fixed-point library is very important because the optimization of wordlength may require iterative simulations, with different fixed-point formats, using a long length of input signal [20] . However, as shown in Table III , the execution speed of the operation is quite slow compared to the floating-point case. Most of today's computers, such as Pentium-based PC's and SPARC-based workstations, are equipped with fast floating-point hardware units. Actually, the operations for " ," " ," or " " that are shown in Fig. 8 can be conducted using floatingpoint hardware units when the input and internal wordlengths are not very large. For example, the addition of two fixedpoint data in the class consists of the integer wordlength comparison, fixed-point data shift, and fixed-point addition as shown in Fig. 8 . These operations, respectively, correspond to the exponent comparison, mantissa alignment, and mantissa addition in a floating-point arithmetic unit [21] . We developed a pFix (pseudo fixed-point) library for implementing fast fixedpoint operations using a hardware floating-point data-path.
In this pFix library, the assignment operator " " plays the most important role, which limits the accuracy of a floatingpoint data according to the fixed-point format of the result operand.
The assignment operator converts the input data according to the fixed-point format of the left side variable and assigns the format converted data to this variable. If the given format of the left side variable does not provide enough precision for representing the input data, the data is modified, such as saturation, overflow, rounding, or truncation, according to the fixed-point attributes of the left side variable.
Wordlength of the fixed-point data is limited in the pFix library when a bit accurate simulation result is required. The wordlength of fixed-point data, including the temporary results, should not exceed the wordlength of the mantissa in a floating-point unit. Note that the IEEE standard double precision floating-point format assigns 53 bits for the mantissa. When two fixed-point data having the wordlength of and are multiplied, the product has the wordlength of for the two's complementary signed case. The wordlength of 53 is sufficient for modeling 16-or 24-bit programmable digital signal processors, but is not very sufficient in general. For example, the pFix-library-based simulation of a digital filter having the signal wordlength of 32 bits and the coefficient wordlength of 24 bits does not produce a bit-exact result.
The accuracy of the pFix library when compared with the bit-exact library can be categorized into three cases. When the wordlengths of all the variables including temporary ones are less than 53 bits, the simulation results are bitaccurate. As the second case, when the input and output signal wordlengths are quite smaller than 53 bits, but the wordlength of temporary variables, such as products or accumulated results, are larger than 53 bits, the results are not bit-accurate. But, we can obtain quite accurate results that can be used for the computation of SQNR or other quantization effects. For example, the pFix-based simulation of a digital filter having the signal wordlength of 32 bits and the coefficient wordlength of 24 bits does not produce a bit-accurate result when compared to the simulation. But, the SQNR comparison with the double precision simulation result is quite close: 141.750 59 dB for both the pFix and the . Finally, in the case that the wordlengths of data or coefficients are larger than 53 bits, the pFix library is not suitable for the fixed-point simulation.
The execution speed of various simulation methods are compared quantitatively in Table III . The simulation of the fourth-order IIR filter using a pFix library takes only 7.4 times the execution time of the original floating-point program.
Although the or VHDL-based simulation can guarantee the bit-accurate results, it usually takes 50 to 200 times longer than the floating-point simulation, as shown in Table III .
VII. EXAMPLE-WORDLENGTH OPTIMIZATION OF AN 8 8 IDCT ARCHITECTURE
The developed utility is very useful for the fixed-point performance evaluation of large C-based digital signal processing programs, such as the FS-CELP vocoder and the MPEG-2 audio decoder [16] , [22] . In addition, this program can be used for the wordlength optimization of a digital signal processing algorithm based on a specific architecture. Note that the finite wordlength performances are affected not only by the algorithm but by the architecture as well. In this section, the wordlength optimization of the multiplier-adder based 8 8 IDCT architecture conforming to the IEEE standard specification will be illustrated.
The two-dimensional discrete cosine transform has been used widely for various image and video processing standards, such as JPEG, H.261 for video telephone, MPEG, and HDTV. Fixed-point implementation of the algorithm may result in a noticeable mismatch between the encoder and the decoder. Especially, this problem can be magnified when the IDCT algorithm is used in a feedback loop for motion compensation because the quantization error is accumulated. To solve this problem, IEEE specifies the numerical characteristics of the 8 8 IDCT for use in visual telephone and similar applications using the IEEE Standard 1180-1990 [18] . The test procedure is also described in [23] , and the output errors shall meet the following specifications when 10 000 samples of random input data sequence are applied.
1) For any pixel location, the peak error (ppe) shall not exceed one in magnitude. 2) For any pixel location, the mean square error (pmse)
shall not exceed 0.06. 3) Overall, the mean square error (omse) shall not exceed 0.02. 4) For any pixel location, the mean error (pme) shall not exceed 0.015 in magnitude. 5) Overall, the mean error (ome) shall not exceed 0.0015 in magnitude. 6) For all-zero input, the proposed IDCT shall generate all-zero output. There have been several studies to analyze the finite wordlength effects of several fast DCT/IDCT algorithms [18] , [24] , [25] . But these studies that compared different algorithms are not readily applicable to the hardware optimization mainly because the implementation architecture was not considered. We optimized the wordlengths of a multiplier-adder-based implementation for the 8 8 row-column-based IDCT algorithm. The simulation-based wordlength optimization method is employed which uses the input sequences specified in the IEEE standard and the accurate hardware model of the architecture to be evaluated. The bit-accurate hardware model is derived from the floating-point model by using the developed fixed-point simulation utility.
A. Multiplier-Adder-Based 8 8 IDCT Architecture
The row-column decomposition method is most popular for implementing the 8 8 IDCT algorithm because of the structural and computational regularities. The block diagram of the row-column decomposition-based 2-D IDCT architecture is shown in Fig. 11 . In order to reduce the number of arithmetic operations and keep the regularity of the 1-D IDCT unit, Chen's algorithm [26] is employed. Then, the eight-point IDCT can be calculated as follows:
where As shown above, we can obtain the eight-point IDCT results by conducting two 4 4 matrix-vector multiplications and butterfly operations. In order to calculate matrix-vector products, the multiplier-adder-based architecture, shown in Fig. 12 , is employed. In this figure, there are five quantization error sources: quantization of coefficients for the row-wise and the column-wise transform (Coeff1, Coeff2), wordlength reduction for the outputs of the first and the second multipliers (Adder1, Adder2), and the output of the limiter for the rowwise transform (1D_Out). The conventional rounding scheme is used for quantization except for the output of multiplier. Since the multiplier-adder chain usually comprises the critical path, we assume that the output of the multiplier is simply truncated in order not to employ an additional adder for rounding.
B. Wordlength Optimization
The overall wordlength determination procedure using the fixed-point optimization utility is shown in Fig. 13 [27] . In order to determine the integer wordlength, the range estimation utility has been used. First, C or C based programs are developed for modeling the various architectures using the floating-point arithmetic. Variables and coefficients are declared as the double precision floating-point. Then, the range estimation utility estimates the range of internal signals during the floating-point simulation by using the new floating-point data class and the operator overloading characteristic of the C . The minimum integer wordlength that prevents overflows can be determined from the estimated range information.
A set of cost-optimum wordlengths should require the minimum hardware cost while satisfying the IEEE Standard 1180-1990. The fixed-point performance is measured using the developed fixed-point simulator [28] . The wordlength optimization method shown in [20] is employed to find out the optimum wordlength using a small number of simulations. First, minimum wordlengths of all signals are determined. The minimum wordlength of a signal is the smallest wordlength guaranteeing the specified system performance when all the other signals have enough precision, such as double floatingpoint format [20] . From this lower bound of wordlengths, the set of optimal wordlengths that minimizes the hardware cost while satisfying the given specifications is determined. As for modeling the hardware cost, the cell libraries of VLSI Technologies, Inc. are used [29] . A C program for computing the 1-D IDCT using the multiplier-adder chain is shown in Fig. 14 .
From the simulation results, it was found that the most crucial condition for determining the minimum wordlength of Coeff1, Coeff2, and 1D_Out is the overall mean square error, omse. However, the peak mean error pme and the overall mean error ome play the key role for determining the minimum wordlengths of Adder1 and Adder2, because the means of the quantization errors are not zero due to truncation. Minimum wordlengths and optimum wordlengths are shown in Table IV . The numbers inside parentheses show the wordlengths of the previous implementation [30] . As shown in the table, the internal wordlengths can be substantially reduced when compared with the previous work. This fixed-point utility can also be used for the optimization of the bit-serial arithmeticbased implementation of 8 8 IDCT architecture.
VIII. CONCLUDING REMARKS
Fixed-point utility software that aids scaling and wordlength optimization of algorithms written in C or C programs is developed. The integer wordlength for each fixed-point signal is automatically determined using the developed range estimator, and the finite wordlength effects can also be evaluated using the fixed-point simulator. In order to obtain reliable scaling information from the finite length of simulation results, a statistical model of the range, which covers both unimodal and multimodal signals, is developed. The range estimator is very fast when compared with our previously developed Autoscaler because it collects the range information from the simulation of C programs, instead of the assembly programs. The fixed-point simulator can meet the requirements for bit-accuracy and fast simulation by employing two specific fixed-point classes. The library models the fixedpoint arithmetic using software routines, but can be used to obtain bit-exact results without any practical limitation in the wordlength. The pFix library utilizes floating-point hardware for fast fixed-point simulation. This library is useful for simulation-based wordlength optimization of digital signal processing algorithms, which requires iterative fixed-point simulation with different wordlengths assigned [20] .
This work can be extended to efficient VLSI or fixed-point digital signal processor-based development tools because the optimized fixed-point digital signal processing programs can be converted easily to VHDL codes or integer programs. This software has been used for the fixed-point performance evaluation of complex digital signal processing algorithms such as CELP vocoder [16] and MPEG audio [22] . This utility is freely available to academics through our web site, http://www.VSPL.snu.ac.kr.
