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ABSTRACT OF THE DISSERTATION
Bayesian Structured Representation Learning
by
Sharad Vikram
Doctor of Philosophy in Computer Science
University of California San Diego, 2019
Professor Sanjoy Dasgupta, Chair
Bayesian methods offer the flexibility to both model uncertainty and incorporate
domain knowledge into the modeling process. Deep generative modeling and Bayesian
deep learning methods, such as the variational autoencoder (VAE), have expanded the
scope of Bayesian methods, enabling them to scale to large, high-dimensional datasets.
Incorporating prior knowledge or domain expertise into deep generative modeling is still a
challenge, often resulting in models where Bayesian inference is prohibitively slow or even
intractable. In this thesis, I first motivate using structured priors, presenting a contribution in
the space of interactive structure learning. I then define Bayesian structured representation
xv
learning (BSRL) models, which combine structured priors with the VAE, and present
foundational work along with applications of BSRL models.
xvi
Chapter 1
Introduction
In machine learning problem settings, we are often presented with data but addi-
tionally have information about how the data was collected or generated. Furthermore, we
may have knowledge or access to domain expertise that could inform a learning algorithm.
Traditionally, one way of incorporating prior knowledge or domain expertise into machine
learning algorithms is by formulating them as probabilistic graphical models, which offer
flexible avenues for incorporating assumptions about data. Take, for example, if we are
tasked with discovering clusters in a dataset, but have prior knowledge that the features of
the data are disentangled or independent, we can incorporate that information into the prior
distribution over cluster components.
This strategy, however, has major downsides, namely that the types of assumptions
that can be incorporated into probabilistic graphical models have been historically limited
to generative models in which Bayesian inference is tractable. Thus, in scenarios where the
data is high-dimensional and exhibits complex structure, we are forced to make restrictive
assumptions that enable tractable inference, but limit the capacity of our model.
On the other hand, neural networks have emerged as a dominant force in machine
learning, thanks to their ability to scale to large datasets and their empirical success on
1
complex data like images and text. Incorporating prior knowledge or domain expertise
into deep learning approaches has often taken the form of custom neural network layers or
architectures that are tailored to the task at hand, and although these strategies have seen
empirical success, they are often ad-hoc solutions and do not leverage the explicit assump-
tions and modeling of uncertainty that probabilistic graphical models offer. Combining
deep learning methods with probabilistic graphical models has thus been recent topic of
interest with many open problems and challenges.
Much work has gone into investigating which models are tractable and how to
approximate intractable ones. One of the most prominent methods to emerge in unsuper-
vised learning is the variational autoencoder (VAE; Kingma and Welling, 2014; Rezende
et al., 2014), which frames autoencoding as a probabilistic latent variable model. The
VAE models through a generative process where latent codes are sampled from a prior
distribution, and are then passed through a neural network decoder. The encoder is used for
inference, approximating the posterior distribution of codes given data.
The VAE is a stepping stone for incorporating neural networks into statistical
learning, but in its original form, contains very simple assumptions. The statistical learning
literature, on the other hand, has explored a wide variety of models and structures for
data. In this thesis, we motivate and discuss the use of Bayesian structured priors and the
algorithmic challenges in incorporating them with deep generative models. The combination
of a Bayesian structured prior with a VAE results in a class of models called Bayesian
structured representation learning models.
In Part I, we introduce the core ideas and foundations for Bayesian structure learning
and present a contribution in the space of interactive structure learning. In Part II, we
motivate and discuss algorithms and models used in Bayesian structured representation
learning.
2
Part I
Foundations
3
Chapter 2
Bayesian Structure Learning
In this chapter we define the Bayesian structure learning problem and cover relevant
technical background material.
2.1 What is structure learning?
Learning structure is a broad problem; we define it as an unsupervised learning
problem wherein a user has data and a priori assumes some unobserved, or latent, organiza-
tion of the data. Example organizations of the data might include a flat clustering, i.e. the
data can be partitioned into some K distinct groups. A logical extension of a flat clustering
organization is a mixed-membership model, where data can be organized into K groups but
each datum may belong to many groups simultaneously. In this thesis, we are particularly
interested in hierarchical clustering, where data are organized into a tree structure, with
data closer on the tree being logically or semantically similar. We are also interested in
linear dynamical systems, wherein time-series data evolve according to a linear transition
function.
A structure learning problem first begins with data, and an assumption of a structure
4
class. It then recovers a plausible structure and returns it to the user. Formally, we assume
a structure class T and return a candidate structure τ ∈ T . Perhaps the most famous
is the K-means problem, which assumes K discrete clusters to which the data belong.
The corresponding algorithm recovers a K-partition of the data. Analogously in mixed-
membership modeling, latent Dirichlet allocation (LDA; Blei et al., 2003) recovers a topic
model structure for text data.
We formalize structure learning probabilistically. We will later cover the Bayesian
variant, but in vanilla structure learning, there exists some latent structure τ and a likelihood
function p(x1:N |τ). Recovering a structure amounts to maximizing likelihood, i.e.
τ∗ = argmax
τ
p(x1:N |τ)
We now outline two structure learning problems which are running examples in this thesis.
We first introduce the structure classes and present a candidate likelihood function. We then
discuss the relevant algorithms that actually perform the maximum likelihood optimization.
2.1.1 Linear dynamical system
In a linear dynamical system (LDS), each observed data point is a sequence, x =
{s1, . . . ,sT}, and our dataset is a collection of N such sequences, x1:N = {s(n)1 , . . . ,s(n)T }Nn=1.
We focus on stochastic LDSs where the transition function is probabilistic. The underlying
structure class for the transition function is linear-Gaussian p(st+1 |st ,F,Σ) = N(Fst ,Σ)
with learnable parameters F,Σ. Although the underlying structure in this situation is not
discrete, as in the case of flat or hierarchical clusterings, it is still an assumption about the
organization of data. Intuitively, an LDS structure implies that data that temporally close
to each other are a simple transition away from each other. Structure learning in an LDS
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amounts to solving the maximum likelihood problem
F∗,Σ∗ = argmax
F,Σ
N
∏
n=1
T−1
∏
t=1
p(s(n)t+1 |s(n)t ,F,Σ)
and lends itself to a closed-form solution, namely linear regression. This formulation can
also be visualized as a graphical model, shown in Figure 2.1.
s1 s2 sT
F,Σ
N
Figure 2.1: The graphical model for a linear dynamic system
2.1.2 Hierarchical clustering
Hierarchical clustering is a structure learning problem where the structure class is
trees. Specifically, given a dataset x1:N , we are interested in rooted trees with N leaves with
each leaf corresponding to a data point. Such a tree encodes relationships between data: if
data points a and b are close in data space, we’d hope the leaves corresponding to a and b
appear closer together in a tree that captures the data’s structure.
Algorithms for hierarchical clustering can be broadly divided into two categories:
divisive and agglomerative. Divisive, or top-down, clustering algorithms recover a tree by
recursively partitioning data until just leaves remain. Examples include spectral clustering
(Shi and Malik, 2000) and recursive K-means. Agglomerative, or bottom-up, clustering
algorithms initialize clusters as leaves, and recursively merge clusters until a full binary
tree is formed. Pairs of clusters to merge are chosen according to a heuristic, also called
a linkage-criterion, an example of which is single-linkage, where clusters are merged
according to the minimum distance between data points in each cluster.
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Hierarchical clustering can also be formalized as an optimization problem by
minimizing carefully constructed cost function, C(τ,x1:N), as shown in Dasgupta (2015).
Treating this cost as the energy in a Gibbs distribution, we can also frame hierarchical
clustering as a probabilistic model p(x1:N |τ) = exp{−C(τ,x1:N)/T} for some temperature
T . Recovering a hierarchical clustering of the data is therefore a maximum likelihood
problem:
τ∗ = argmax
τ
exp{−C(τ,x1:N)/T}
Dasgupta (2015) uses a greedy algorithm to optimize this likelihood. The graphical
model for hierarchical clustering is pictured in Figure 2.2.
τ
x1:N
Figure 2.2: Graphical model for hierarchical clustering
2.2 Bayesian structure learning
Structure learning is a useful generalization of several popular problems. However,
it has some drawbacks in its presented formulation. Consider a dataset that has ambiguity
in its latent structure. For example, in Figure 2.3, we picture two examples of ambiguous
latent structure. In a hierarchical clustering problem, if data are positioned in particular
ways, we could organize the data in several plausible ways. In one example, there are three
equally valid hierarchical clusterings (using binary trees), and in the second example, there
are two plausible clusterings. Structure learning as presented cannot disambiguate between
equally valid clusterings or indicate to a user that there exist alternative candidates.
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Figure 2.3: Examples of ambiguous hierarchical structure in data. The left set of points could
plausibly be hierarchically clustered in three different ways. The right set of points has two
plausible hierarchical clusterings.
Bayesian structure learning (BSL) puts a prior on the structure class p(τ), and rather
than returning a candidate structure τ∗, it returns a posterior distribution over all structures
p(τ |x1:N). It generalizes vanilla structure learning, as p(τ |x1:N) could, in principle, be a
delta distribution for a single candidate structure. In practice, however, the BSL formulation
enables algorithms that capture uncertainty and ambiguity in how data is organized. In
Figure 2.4, we picture the same ambiguous hierarchical clusterings along with the intuitively
correct distribution over possible clusterings.
BSL can be formalized as a latent variable model, where we assume a prior over
structures p(τ), and a likelihood model p(x1:N |τ). The goal is then to perform Bayesian
inference to obtain the posterior distribution p(τ |x1:N). The simple graphical model for
this generative process is pictured in Figure 2.5.
The design space of Bayesian structure learning amounts to first deciding a structure
class (hierarchical clusterings, flat clusterings, linear dynamical systems, etc.) and addition-
ally choosing a particular prior distribution over the structures. There is interest, however,
in developing strategies for automatically inferring structure class through search (Kemp
and Tenenbaum, 2008; Grosse et al., 2012). Once a structure class and prior are selected,
computing the posterior distribution p(τ |x1:N) amounts to Bayesian inference, and more
often than not this posterior distribution is analytically intractable and we must resort to
approximate inference. Thus, in practice, we also decide on an approximate inference
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(a)
(b)
Figure 2.4: Examples of how Bayesian structure learning could uncover ambiguity in latent
structure. In (a), all three possible clusterings are given equal probability and in (b), the two
most likely clusterings split the probability.
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τx1:N
Figure 2.5: The graphical model for Bayesian structure learning. Note the addition of a prior
distribution over the structure.
strategy (variational inference, MCMC, etc.).
2.2.1 Bayesian linear dynamical system
A Bayesian linear dynamical system (BLDS) is an LDS with the addition of a prior
over the transition matrix and noise covariance. Although there are many choices of prior,
in this thesis, we use the matrix-Normal-inverse-Wishart (MNIW) prior, which is conjugate,
details of which are located in section A.7.
The choice of this prior results in a generative model
F,Σ ∼MNIW (Ψ,F0,V,ν)
st+1|st ,F,Σ ∼ N(Fst ,Σ)
which is also visualized in Figure 2.6.
s1 s2 sT
F,Σ
N ‘
Figure 2.6: The graphical model for a Bayesian linear dynamical system. Note the addition of a
prior over the dynamics parameters.
Because the MNIW prior is conjugate with a linear dynamical system likelihood,
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the posterior distribution p(F,Σ |{s(n)1 , . . . ,s(n)T }Nn=1) is also MNIW and can be computed in
closed form. This structure class is explored in more detail in Chapter 9.
Another structure class of interest is trees, specifically hierarchical clusterings. In
the next chapter, we detail how hierarchical clustering can be formalized in the Bayesian
structure learning framework.
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Chapter 3
Bayesian Nonparametric Hierarchical
Clustering
Most hierarchical clustering algorithms produce a binary tree over the data, where
each leaf corresponds to a data point. Internal nodes correspond to groupings of descendant
leaves. This approach is simple, but can run into problems when the hierarchical structure in
the data is ambiguous. Consider a simple dataset with three points that are equidistant from
each other or a dataset with three points lying equally spaced apart in a line (see Figure 2.3).
A single binary tree is not sufficient to describe the similarity relationships between the
points, as a single tree will imply that some points are more similar to each other than the
other when they are in fact not. An initial solution is to extend clustering algorithms to
produce trees with arbitrary branching factors. This will help solve the ambiguity problem
in the first dataset, but not the second. Furthermore, we can construct adversarial datasets
that will always be ambiguous. Consider N points lying on the unit circle, equally spaced
apart. Due to rotational symmetry, there will be several equivalent trees with max branching
factor less than N. Since an N-ary tree over N data points implies no underlying structure,
we require an approach that can handle ambiguity without compromising the capacity to
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discover structure.
Bayesian nonparametric hierarchical clustering (BNHC) addresses the general
issue of ambiguity in hierarchical structure by explicitly modeling any uncertainty with
probability. Rather than outputting a single tree as in traditional hierarchical clustering, a
Bayesian method returns a probability distribution over hierarchies that explain the data.
In the ambiguous dataset with three points described earlier, a Bayesian method would
return a distribution over the three hierarchies, where each is assigned a probability of 1/3.
BNHC also follows the standard Bayesian paradigm, where Bayes rule enables calculating
a posterior distribution given a prior and a likelihood model.
3.1 Background
In this section, we briefly discuss some traditional hierarchical clustering algorithms
and provide some background knowledge on latent variable modeling.
3.1.1 Traditional hierarchical clustering
Traditional hierarchical clustering algorithms can be broadly divided into two
categories: agglomerative (bottom-up) and divisive (top-down). In agglomerative clustering,
the hierarchy is built by iteratively merging clusters that are most similar to each other,
forming larger and larger clusters at each level of the tree. In divisive clustering, the
hierarchy is built by recursively splitting the data from the top, forming a new pair of nodes
with each split (Hastie et al., 2009).
The input to hierarchical clustering algorithms is a dataset, x1:N . The output is a τ ,
a rooted tree with N labeled leaves, each corresponding to one of the data points. Typically,
the tree is binary and internal nodes correspond to groupings of the leaves of the tree.
An agglomerative clustering algorithm is fully specified by a dissimilarity function
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and a linkage criterion. A dissimilarity function, d(xi,x j) measures how different two data
points xi and x j are from each other; for example, we may choose Euclidean distance if
our data are real valued vectors. A linkage criterion D(A,B) measures how different two
clusters A and B are from each other in terms of the pairwise dissimilarities between the
points in each cluster. A popular linkage criterion is single linkage, which defines cluster
dissimilarity as that of the closest points in each cluster, i.e.
DSL(A,B) = min
i∈A, j∈B
d(xi,x j) (3.1)
Another common linkage function is average linkage, where cluster dissimilarity is the
mean dissimilarity between all pairs of points in each cluster.
DAL(A,B) =
1
|A||B| ∑i∈A, j∈B
d(xi,x j) (3.2)
Finally, in complete linkage, the cluster dissimilarity is that of the furthest points in each
cluster, the opposite of single linkage.
DCL(A,B) = max
i∈A, j∈B
d(xi,x j) (3.3)
Agglomerative clustering begins by instantiating a singleton cluster {n} for each xn,
which will be the leaves of our output hierarchy. Every iteration of the algorithm, we find
the two least dissimilar clusters A and B according to the linkage criterion and merge them,
producing a new cluster. After N−1 iterations, we are left with a single cluster containing
all the data, and the process creates a binary tree where each internal node correspond to
one of the merge operations.
See examples of clusterings with each linkage criterion in Figure 3.1.
In divisive clustering, the approach is flipped. We begin with a cluster containing
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Figure 3.1: Hierarchies over human tumor data produced by agglomerative clustering with
three different linkage criteria. Image from Hastie et al. (2009).
every data point, corresponding to the root of the output tree. We recursively partition the
cluster, until we are left with singleton clusters at each leaf. Partitioning a cluster typically
corresponds to solving an optimization problem, such as minimizing a cost function of a
split. For example, we could partition a cluster using k-means, with k = 2, optimizing the
k-means cost function. Alternatively in spectral clustering methods, we create a similarity
graph, G, given a similarity function s(x,x′). G is an undirected, weighted graph where there
is a node for each data point, and the weight for each edge (i, j) is s(xi,x j) (Von Luxburg,
2007). Bipartitioning a cluster corresponds to finding a cut in its similarity graph, and
intuitively a good cut would avoid edges between similar points. Finding a good partition
thus corresponds to finding a minimum cut on G for such cost functions as RatioCut (Hagen
and Kahng, 1992) and Ncut (Shi and Malik, 2000).
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3.2 The generative process
Bayesian nonparametric hierarchical clustering (BNHC) is a latent variable model
where data is generated in in two stages. First, a tree is generated by a tree prior. Condi-
tioned on the sample from the tree prior, data is generated with a tree likelihood model.
The simplest tree priors model cladograms, or rooted binary trees with data at the
leaves, but very often the trees are imbued with additional information. For example:
1. An ordering on the internal nodes of the tree. Typically, the root is given the lowest
number and each node will have a higher number than its parent.
2. Times associated with each node. Nodes higher up in the tree will typically have
earlier times, creating an evolutionary interpretation to the hierarchy. Cladograms
with times associated at each node are also called phylogenies.
If we are only interested in tree structure, not ordering or node times, we can simply
discard all auxiliary information at the very end.
τ
x1:N
Figure 3.2: The graphical model used in Bayesian hierarchical clustering. τ is a tree, sampled
from a tree prior distribution.
Formally, let τ be a class of tree structures (e.g. ordered cladograms), and let
p(τ ∈ T ) be a tree prior for T . We sample parameters θ for tree likelihood model,
conditional on the tree structure. This involves assigning latent parameters to each internal
node in the τ and specifying a stochastic process in which they are generated. Conditioned
on a particular structure τ sampled from p(τ) and tree likelihood parameters θ , dataset
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x1:N is generated via probability distribution p(x1:N |τ,θ). This is visualized as a graphical
model in Figure 3.2 and concisely expressed as follows:
τ ∼ p(τ)
θ ∼ p(θ |τ)
x1:N ∼ p(x1:N |τ,θ)
Inference involves computing the posterior distribution over trees and parame-
ters, p(τ,θ |x1:N), but we are sometimes interested in the posterior marginal distribution
p(τ |x1:N). Both of these distributions are typically impossible to compute analytically as
marginalizing over τ is intractable. In practice, most methods use Markov chain Monte
Carlo methods to sample p(τ,θ |x1:N) and p(τ |x1:N).
In this section, we will cover two broad classes of tree priors and touch on some
extraneous models. We will then explain a few tree likelihood models, and finish by
explaining how to perform inference in Bayesian hierarchical clustering.
3.2.1 Tree priors
Broadly speaking, tree priors can be broadly broken down into coalescent models
and diffusion models. Both of them share a core characteristic of being sequential models.
In coalescent models, the tree is built sequentially from the bottom up. We begin with
each data point in its own cluster, and sequentially merge clusters until there is only one.
This idea is very similar to agglomerative clustering. Diffusion models take an inductive
approach, where we begin with a hierarchy over a single data point, and sequentially add
data to the hierarchy until we have a tree with N leaves, a fundamentally different paradigm.
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Shared in both types of models is the property of exchangeability. A sequence of random
variables, x1, . . . ,xN , is considered exchangeable if their joint distribution is invariant to
permutations of the variables. Exchangeability often enables computationally efficient
inference algorithms.
Coalescent models: coalescent modeling was developed in the early 1980s by
John Kingman, and achieved success in the field of population genetics (Kingman, 1982).
Coalescent models assume a continuous time process, wherein individuals of a population
are traced backwards in time through their ancestry until they all share a single common
ancestor. In terms of hierarchical clustering, the individuals in the population correspond to
a dataset x1:N , and their ancestry backwards in time is a hierarchy.
The classic coalescent model is Kingman’s coalescent (Kingman, 1982). It assumes
a countably infinite population but has a consistency property which allows it to be described
in terms of its marginal distribution over finite populations.
Consider a dataset x1:N with N points, which we will call “individuals”. In King-
man’s coalescent, our current population exists at time t = 0, and each individual in the
population has a single parent in the previous generation, which has its own parent, con-
tinuing backwards in time until t =−∞. At some time in the past, the lineage of any two
individuals will “coalesce” when they share an ancestor. The lineages of the members
of the population can be concisely described by the genealogy function, pi(t), that maps
between time t and a partition of {1, . . . ,N} that groups individuals together if their lineages
have coalesced at time t. pi(0) = {{1},{2}, . . . ,{N}} represents the current time, when no
lineages have coalesced. pi(−∞) = {{1,2, . . . ,N}} is the partition of all individuals into a
single group, when they all share a common ancestor (Teh et al., 2008).
Kingman’s coalescent is a probability distribution over genealogy functions pi(t)
for populations of size ∞, and the marginal distribution for populations of size N is called
the N-coalescent. The N-coalescent is a continuous-time Markov process over the space
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of partitions of size N, starting at time t = 0 with pi(0) = {{1},{2}, . . . ,{N}}, going
backwards until t =−∞, with pi(−∞) = {{1,2, . . . ,N}}.
Figure 3.3: A sample from Kingman’s coalescent. z is the common ancestor for data x1:4. Each
yC represents the common ancestor for data subset C. The axis represents time, and each δi
represents elapsed time. pi(t) is the genealogy function. Image from Teh et al. (2008).
The N-coalescent can be broken down into two independent components. The first
is the jump process, which models the discrete transitions between partitions before and
after coalesce events. The second is the time process, which models the times in the past at
which coalesce events happen. The jump process is very simple. Each lineage has an equal
probability of merging with any other lineage. Thus, the jump process is a Markov chain
where the transition matrix is uniform for each pair in a partition coalescing. The jump
process has N−1 transitions, starting with the partition with singleton groups for each data,
and ending with the partition with all data in a single group. The time process produces
a series of times tN−1 < tN−2 < · · ·< t1 when coalesce events happen, ending with t0 = 0.
The first step in the jump process corresponds to coalesce time t1, and so on. Kingman’s
coalescent assumes that each pair of lineages merges at a constant rate of 1, i.e. a pair
lineages will eventually merge at t ∼ Exp(1) where Exp is the exponential distribution.
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Given a set of m lineages, a pair of them will merge at t ∼ Exp((m2)). Let the elapsed time
before each jump i be δi = ti−1− ti We start with a population of size N, and it decreases
by 1 in each step of the jump process. Thus, δi ∼ Exp(
(N−i+1
2
)
). After sampling all the
δi’s, we can easily compute the coalesce times, completing the distribution over genealogy
functions. An example sample from Kingman’s coalescent can be seen in Figure 3.3.
Figure 3.4: For the balanced tree on the left, there are two possible orderings in which clusters
were merged, whereas there is only one possible ordering for the unbalanced tree on the right.
Image taken from Boyles and Welling (2012).
A genealogy sampled from Kingman’s coalescent is an ordered cladogram with
times associated with every internal node. The ordering comes from the order in which
internal nodes were created in the jump process. The induced distribution over just ordered
trees is in fact uniform (Teh et al., 2008). However, we often don’t need order information
in hierarchical clustering. Boyles and Welling (2012) computes the induced distribution
over unordered rooted binary trees. For a given unordered tree with N leaves, τ , there are
(N−1)!
∏N−1n=1 mn
possible orderings where mn is the number of internal nodes in the subtree of τ
indexed by n. Intuitively, there are several possible orderings to create a perfectly balanced
binary tree, but only one for an extremely unbalanced binary tree (see Figure 3.4). Thus,
Kingman’s coalescent induces a prior distribution over unordered trees that favors balanced
trees over unbalanced trees, and marginalizing out the ordering of internal nodes results in
this distribution, also called the time-marginalized coalescent (TMC; Boyles and Welling,
2012).
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Kingman’s coalescent assumes constant merge rates for each pair of lineages in
a genealogy. Although this is an intuitive assumption, there have been several papers
generalizing Kingman’s coalescent to both k-ary trees, and more complex coalesce rates.
For example, in Pitman (1999), Pitman introduced the Λ-coalescent, extending Kingman’s
coalescent to have “multiple collisions”, supporting k-ary trees. Rather than the coalesce
rate being 1, it is instead λ ki where k is the maximum number of lineages that can merge
in a single event and i is the total number of lineages at the time of the event, resulting in
δi ∼ Exp(λ ki ). λ ki is calculated as
λ ki =
∫ 1
0
γk−2(1− γ)(i−k)Λ(dγ) (3.4)
where Λ is a finite measure on [0,1]. The Λ-coalescent is identical to Kingman’s coalescent
when k = 2 and Λ is the Dirac delta. Setting Λ to a beta measure results in the aptly named
beta-coalescent (Hu et al., 2013). A description of such coalescent rate functions can be
seen in Aldous (1999).
Diffusion models: diffusion models adopt a different paradigm for generation. In
diffusion models, we begin with a trivial tree over just one data point. We then grow the
tree by iteratively attaching new data to branches in the tree, eventually creating a tree with
N leaves. Similar to coalescent models, there is an underlying continuous time process
responsible for the tree structure.
The first diffusion model, the Dirichlet diffusion tree (DDT), was proposed in Neal
(2003). The DDT is an exchangeable model that models a sequence of data x1,x2, . . . ,xN .
There is an underlying continuous time process that lasts from time t = 0 to t = 1 In essence,
each data point is generated in sequence by a random walk beginning at t = 0, reaching
a final value at t = 1. Each data point initially follows the previous random walks, but
eventually diverges and continues independently.
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Let xn(t) be the value of data point xn at time t, defining a “path” associated with
each point from its start xn(0) to its final (observed) value xn(1). In addition, the path
of each data point xn(t) is conditioned on all previous paths x1(t),x2(t), . . . ,xn−1(t). This
process, when completed for all N data points, induces a binary tree over the data.
The path for the first data point x1 is a Brownian motion beginning at the origin.
x1(0) = 0 (3.5)
x1(t+dt) = x1(t)+N(0,σ2Idt) (3.6)
The path for the second data point x2(t) is exactly x1(t) until at some time τ it
diverges, creating a branching point for x1(t) and x2(t). τ is sampled according to an
acquisition function a(t) and after divergence, x2(t) is an independent Brownian motion.
Now consider the inductive case. We have already sampled n− 1 paths, which
form a binary tree with internal nodes corresponding to divergence events. xn(t) initially
follows the same path as the previous points, picking branches to follow proportional to
the number of points that followed the branch previously. This scheme is called path
reinforcement and encourages big subtrees to grow even bigger. If x1(t) is traversing a path
followed by m previous paths, the probability that x1(t) will diverge along an infinitesimally
small interval d is a(t)dt/m. In practice we work with the cumulative divergence function
A(t) =
∫ t
0 a(u)du. Given an interval of time (s, t), that lies on a single branch of the DDT
that was previously traversed by m paths, the probability that the next point does not diverge
on the interval is e(A(s)−A(t))/m. The acquisition function is chosen such that a(1) =∞. This
guarantees that all data points must diverge before t = 1. For a visualization of a DDT for
1-dimensional data, see Figure 3.5. Possible choices of acquisition function are a(t) = c1−t
or a(t) = b+ d1−t2 , where b, c, and d are constants.
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Figure 3.5: On the left is a sample Dirichlet diffusion tree. Black dots correspond to nodes in
the tree. The image is taken from Vikram and Dasgupta (2016). On the right is a sample from
a Pitman-Yor diffusion tree with 4 points. The image is taken from Knowles and Ghahramani
(2015).
The DDT, as proposed in Neal (2003), jointly models the tree prior and tree likeli-
hood model, as in it jointly samples tree structure and real-valued data associated with the
tree. However, we can consider the same path reinforcement model, without the Brownian
motion to obtain a prior over ordered cladograms with times for each node. We can obtain
a sample from the DDT and just ignore the internal values at each node where divergence
occurred.
The DDT thus induces a prior over ordered cladograms with times. Unlike King-
man’s coalescent, however, the DDT does not, in general, induce a uniform prior over
ordered cladograms. This is due to the path-reinforcement element of the prior and the
choice of acquisition function. It is worth noting that the Dirichlet diffusion tree has
achieved great success in the area of density estimation (Adams et al., 2008).
An extension to the Dirichlet diffusion tree is the Pitman-Yor diffusion tree (PYDT),
which removes the DDT’s restriction to just binary trees (Knowles and Ghahramani, 2015).
In a Pitman-Yor diffusion tree, the probability of a data point diverging in an infinitesimally
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small interval dt is
a(t)Γ(m−β )
Γ(m+1+α)
(3.7)
where α and β are parameters. Setting α = β = 0, results in same probability as in the
DDT. In the PYDT, a data point can not only diverge at any point in time, but can also
diverge at a branching point in the tree, where in the DDT a data point would always pick a
branch. When a data point reaches a branching point, it picks branch k with probability
bk−β
m+α
(3.8)
where bk is the number of paths that previously traversed k and m is total the number of
paths that reached the branching point. The probability that the data point diverges, creating
a new branch, is
α+βK
m+α
(3.9)
where K is current number of branches. This scheme allows for an arbitrary amount of
branching at each internal node of the tree, but can be tuned by settings of α and β . Note
again that when α = β = 0, the generation scheme matches the DDT.
3.2.2 Generalizations of coalescent and diffusion models
The simplest distribution over (unordered) cladograms is the uniform. Kingman’s
coalescent is one step away, as it induces the uniform distribution over ordered cladograms,
a distribution also called the Yule model (Harding, 1971). Marginalizing over possible
orderings results in the TMC (Boyles and Welling, 2012), a distribution over unordered
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cladograms biased towards balanced trees.
Generalizations of Kingman’s coalescent include the Λ-coalescent (Pitman, 1999),
which extends coalescents to multifurcating trees, and the Aldous β -splitting model (Aldous
and Pemantle, 1996). A more recent model, the Gibbs fragmentation tree, is a generaliza-
tion of the β -splitting model to multifurcating trees, and is considered the most general
Markovian distribution over trees (McCullagh et al., 2008).
The diffusion models on the other hand, include far more parameters. The choice
of acquisition function, along with the choice of α and β in the PYDT, result in a wider
variety of distributions. The PYDT’s induced distribution over tree structure is, in fact, a
specific case of the Gibbs fragmentation tree.
An alternate generalization is the fragmentation-coagulation process (FCP), which
is a distribution over partition-valued Markov chains (Teh et al., 2011). Instead of partitions
being split up or merged monotonically as in diffusion and coalescent models, the FCP
models both split and merge transitions in the Markov chain, encompassing both coalescent
and diffusion models.
All of these relationships are pictured in Figure 3.6.
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Figure 3.6: A graph visualization of the relationships between various tree priors. Directed
arrows represent specific cases of a distribution or model.
3.2.3 Other priors
A popular line of work follows extensions of the Chinese restaurant process (CRP)
and other related Bayesian nonparametric objects. The CRP is a distribution over partitions
of {1, . . . ,N} (Aldous, 1985). Its name derives from the nature of the stochastic process
by which partitions are sampled. Imagine an empty restaurant with a countably infinite
number of tables labeled 1,2, . . . with a line of customers waited to be seated. The first
customer will always pick table 1. Let α be a hyperparameter. The n+1-th customer will
pick the the i-th table with probability
ci
n+α
(3.10)
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Figure 3.7: A visualization of a sampled from a nested Chinese restaurant process (NCRP).
Only three levels for 5 customers are shown. Image from Blei et al. (2010).
where ci is the number of customers already sitting at table i or sit at a new, unoccupied
table with probability
α
n+α
(3.11)
After N customers have been seated, we have a partition over {1, . . . ,N}, where customers
are grouped by the table they are seated at.
The CRP is an exchangeable model and has a reinforcement property, where tables
with more people attract even more people. It is also the basis of the nested Chinese
Restaurant Process (nCRP) model used for hierarchical clustering (Blei et al., 2010). The
nCRP extends the analogy to an infinite chain of restaurants. After a customer goes and
sits at the first Chinese restaurant, they are directed to yet another Chinese restaurant
where the process repeats ad infinitum. This defines a structure where N customers, or
data, are distributed across infinitely deep leaves of a tree. Although the tree is infinite,
it can be represented in terms of its finite induced distribution over how the partition of
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customers is split at each level of the tree. This results in a distribution over rooted trees
with arbitrary branching factor and ordering over internal nodes. See Figure 3.7 for a
visualization of the NCRP. The NCRP is closely related to the nested Dirichlet process
(NDP), the underlying de Finetti measure for the NCRP. An extension of the NCRP and
NDP is the nested hierarchical Dirichlet process (NHDP) (Paisley et al., 2014). Whereas
each datum in the NDP and NCRP are each represented as an infinitely deep path down the
tree, each datum in the NHDP is represented as a mixture of infinitely deep paths down the
tree. The NCRP, NDP, and NHDP have been used to success in topic modeling, finding
hierarchies over a corpus of documents.
The tree-structured stick-breaking process (TSSB) is an alternate model where data
are allowed to live at any node in the tree, as opposed to just leaves (Adams et al., 2010).
At the core of the TSSB is the stick-breaking process, a Bayesian nonparametric object
closely related to the CRP. The stick breaking process iteratively carves up the unit interval
into smaller and smaller pieces, resulting in an infinite amount of “sticks”, whose lengths
sum up to one. Let βi ∼ Beta(1,α) for i ∈ 1,2, . . .. These will be fractions of the remainder
of the stick that we will carve up. Now, let the “sticks” be t1 = β1 and ti = βi∏ij=1(1−β j).
We now have a sequence of random variables, t1, t2, . . . such that ∑∞i=1 ti = 1, which we can
treat as a distribution over an infinite amount of events. The TSSB is an extension of the
stick-breaking process to generate a distribution over infinitely deep and wide hierarchies.
Associated with each internal node in the tree is a stick breaking process, which acts as
a distribution over an infinite amount of branches out of the node. Data are generated
by starting at the root and sampling a branch. At any point, data have a probability of
stopping at a given node, which distributed as a stick breaking process over each possible
path heading down the tree. Although the tree is infinite, it induces a distribution over trees
where N data live across every node in the tree, a fundamentally different tree structure
from the previous ones.
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3.2.4 Tree likelihood models
Given a sample from a tree structure prior, we now need a scheme to sample
hierarchically structured data. Let the sample from the tree structure prior be τ . Assume,
for now, τ is an rooted tree, with times associated with each internal node (ordering does
not matter). The standard tree likelihood model is a diffusion model, where there is a
parameter θn for each internal node n, which are generated from the root downwards. Let
θ0 be the parameter associated with the root node, which will be sampled according to a
prior distribution p0(θ). We then define a transition kernel, T (θ ′ |θ). The parameter for
each node is generated conditionally given its parent parameter in the tree, i.e. for node
v and its parent u, θv ∼ T (· |θu). Data at leaves are also generated in this fashion. We
now enumerate some transition kernels which accommodate different data types and tree
structures.
1. Generalized Gaussian diffusion. If our data is continuous and D-dimensional, we
can associate a latent vector θn ∈RD with each internal node n in the tree. Let u be an
internal node and v one of its children and let δuv be the elapsed time between u and
v. We sample θv ∼ N(θu,Σδuv), where Σ is a positive definite covariance matrix. The
root node value is assigned a prior N(µ0,Σ0). In the case where there are no times
associated with each node, we can assume elapsed time between nodes is always
1, and the hyperparameters in the model would be Σ, µ0, and Σ0. This approach is
used in Neal (2003), Teh et al. (2008), Knowles and Ghahramani (2015), Adams et al.
(2010), Boyles and Welling (2012) and Hu et al. (2013).
2. Multinomial diffusion. If our data consists of several categorical variables, we can
model it with a transition matrix, τ . For categorical feature c, let Tc be the row in τ for
feature c. Let δuv be the elapsed time between parent u and child v. As suggested by
Teh et al. (2008), Tc = e−λcδuvI+(1− e−λcδuv)qTc 1 where λc is a hyperparameter for
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the evolution rate for feature c, qc is a hyperparameter for the equilibrium distribution
of c, and 1 is a vector of ones.
3. Dirichlet-Multinomial diffusion. This tree likelihood model is for trees without
times associated with each internal node. When data consists of counts of discrete
events, such as the bag of words in topic modeling, leaves can be described as
sampling a multinomial distribution. The transition kernel for just internal nodes
as suggested by Adams et al. (2010) is T (θ ′|θ) = Dirichlet(κθ) and the prior is
P1(θ) = Dirichlet(κ1), where κ is a concentration hyperparameter and 1 is a vector
of ones. Leaves are sampled via a multinomial distribution with its parent’s vector as
its parameter.
3.2.5 Inference
We are interested in the posterior distribution over hierarchies given data. Typically,
this distribution is intractable to compute analytically, so approximate methods are required.
A popular approach used in Neal (2003), Knowles and Ghahramani (2015), and Boyles and
Welling (2012) is the Metropolis-Hastings algorithm, a Markov chain Monte Carlo method
where samples are used as an approximation to the posterior distribution.
In Metropolis-Hastings, we are given a target distribution, p(x), and define a
proposal distribution, q(x′ |x). A Markov chain is initialized with state x0. In each iteration
of the algorithm we use current state xt to sample a candidate x′ from q(x′ |xt). and then
calculate the acceptance ratio,
α =
p(x′)q(xt |x′)
p(xt)q(x′ |xt) (3.12)
If α ≥ 1, we accept, setting xt+1 = x′. If α < 1, we accept with probability α , and reject
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Figure 3.8: Visualization of a subtree-prune and regraft move for a tree with four leaves. Image
from Vikram and Dasgupta (2016).
otherwise, setting xt+1 = xt . Provided some conditions on q(x′ |x), the Markov chain’s
stationary distribution will be p(x).
In BNHC, the probability distribution of interest is the posterior distribution
p(τ,θ |x1:N). The state of a Markov chain in Metropolis-Hastings is therefore a tuple
(τ,θ). A proposal distribution q(τ ′,θ ′ |τ,θ ,x1:N) would need to jointly sample τ and θ . A
simple strategy is to have two proposal distributions: a tree proposal q(τ ′ |τ) and parameter
proposal q(θ ′ |τ ′,θ). We would sample τ ′ first, and then we would sample θ ′ additionally
conditioned on τ ′. Alternatively, if we’re only interested the posterior distribution over
trees, we can often marginalize out θ , either analytically or via belief propagation, resulting
in the posterior marginal distribution p(τ |x1:N).
Designing a tree proposal distribution involves modifying some tree τ randomly
to form a new tree τ ′. One of the most popular proposals is the subtree-prune and regraft
(SPR) move, proposed by Swofford and Olsen (1990). An SPR move consists of a prune
followed by a regraft. Let τ be a tree. Let s be a non-root node in τ selected uniformly at
random and S be its corresponding subtree. We first prune S from τ by remove s’s parent p
from the tree, replacing p with s’s sibling. To regraft p to τ , we first select a branch in τ ,
(u,v), where u is the parent of v. S is re-attached to τ by creating a new node p with parent
u and children v and s, creating a new tree τ ′. This process is visualized in Figure 3.8.
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The branch selected in the regraft move is often sampled from a distribution related
to the tree prior. For example, if we used a DDT, we have a posterior distribution over
branches where a new data point would diverge. If such a distribution does not exist, the
branch can simply be selected uniformly at random.
Two alternatives to the SPR move moves are the leaf move, which restricts the SPR
move to just leaf nodes, and nearest-neighbor interchange moves, which interchange two
pairs of subtrees. It is worth noting that the worst case mixing rate of a Markov chain using
leaf moves to sample the uniform distribution over N-leaf cladograms is O(N3) (Aldous,
2000).
Sampling the parameters of the tree likelihood model is much simpler than sampling
the tree prior. The parameters θ often have conditional dependence structure that allows
simple ancestral sampling or Gibbs sampling. For example, in the DDT and Kingman’s
coalescent, each internal node in the tree stores a latent vector, representing the intermediate
value of data higher up in the tree. If the likelihood model is generalized Gaussian diffusion,
all conditional distributions are Gaussian. We can thus Gibbs sample each of the latent
vectors.
Metropolis-Hastings is perhaps the simplest method to sample a general BNHC
model. However, alternative methods have been proposed, such as using slice sampling in
Adams et al. (2010) and Boyles and Welling (2012), sequential Monte Carlo in Teh et al.
(2008) and Hu et al. (2013), Gibbs sampling in Blei et al. (2010), and variational inference
in Paisley et al. (2014). Furthermore, there are greedy algorithms to approximate a MAP
estimate to the posterior distribution of trees given data (Teh et al., 2008; Hu et al., 2013).
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Chapter 4
Interactive Bayesian Hierarchical
Clustering
Clustering is a basic tool of exploratory data analysis. There are a variety of efficient
algorithms—including k-means, EM for Gaussian mixtures, and hierarchical agglomerative
schemes—that are widely used for discovering “natural” groups in data. Unfortunately,
they don’t always find a grouping that suits the user’s needs.
This is inevitable. In any moderately complex data set, there are many different
plausible grouping criteria. Should a collection of rocks be grouped according to value,
or shininess, or geological properties? Should animal pictures be grouped according to
the Linnaean taxonomy, or cuteness? Different users have different priorities, and an
unsupervised algorithm has no way to magically guess these.
As a result, a rich body of work on constrained clustering has emerged. In this
setting, a user supplies guidance, typically in the form of “must-link” or “cannot-link” con-
straints, pairs of points that must be placed together or apart. Introduced by Wagstaff et al.
(2001), these constraints have since been incorporated into many different flat clustering
procedures (Wagstaff and Cardie, 2000; Bansal et al., 2004; Basu et al., 2004; Kulis et al.,
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2009; Biswas and Jacobs, 2014).
In this chapter, we introduce constraints to hierarchical clustering, the recursive
partitioning of a data set into successively smaller clusters to form a tree. A hierarchy
has several advantages over a flat clustering. First, there is no need to specify the number
of clusters in advance. Second, the tree captures cluster structure at multiple levels of
granularity, simultaneously. As such, trees are particularly well-suited for exploratory data
analysis and the discovery of natural groups.
There are several well-established methods for hierarchical clustering, the most
prominent among which are the bottom-up agglomerative methods such as average linkage
(see, for instance, Chapter 14 of Hastie et al. (2009)). But they suffer from the same problem
of under-specification that is the scourge of unsupervised learning in general. And, despite
the rich literature on incorporating additional guidance into flat clustering, there has been
relatively little work on the hierarchical case.
What form might the user’s guidance take? The usual must-link and cannot-link
constraints make little sense when data has hierarchical structure. Among living creatures,
for instance, should elephant and tiger be linked? At some level, yes, but at a finer level,
no. A more straightforward assertion is that elephant and tiger should be linked in a clus-
ter that does not include snake. We can write this as a triplet ({elephant,tiger},snake).
We could also assert ({tiger,leopard},elephant). Formally, ({a,b},c) stipulates that
the hierarchy contains a subtree (that is, a cluster) containing a and b but not c.
A wealth of research addresses learning taxonomies from triplets alone, mostly in
the field of phylogenetics: see Felsenstein (2004) for an overview, and Aho et al. (1981) for
a central algorithmic result. Let’s say there are N data items to be clustered, and that the
user seeks a particular hierarchy τ∗ on these items. This τ∗ embodies at most
(N
3
)
triplet
constraints, possibly less if it is not binary. It was pointed out in Tamuz et al. (2011) that
roughly N logN carefully-chosen triplets are enough to fully specify τ∗ if it is balanced.
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This is also a lower bound: there are NΩ(N) different labeled rooted trees, so each tree
requires Ω(N logN) bits, on average, to write down—and each triple provides O(1) bits
of information, since there are just three possible outcomes for each set of points a,b,c.
Although N logN is a big improvement over N3, it is impractical for a user to provide this
much guidance when the number of points is large. In such cases, a hierarchical clustering
cannot be obtained on the basis of constraints alone; the geometry of the data must play a
role.
We consider an interactive process during which a user incrementally adds con-
straints.
• Starting with a pool of data x1:N ⊆ RD, the machine builds a candidate hierarchy τ .
• The set of constraints C is initially empty.
• Repeat:
– The machine presents the user with a small portion of τ: specifically, its
restriction to O(1) leaves S⊂ X . We denote this τ|S.
– The user either accepts τ|S, or provides a triplet constraint ({a,b},c) that is
violated by it.
– If a triplet is provided, the machine adds it to C and modifies the tree T accord-
ingly.
In realizing this scheme, a suitable clustering algorithm and querying strategy must be
designed. Similar issues have been confronted in flat clustering—with must-link and
cannot-link constraints—but the solutions are unsuitable for hierarchies, and thus a fresh
treatment is warranted.
The clustering algorithm: What is a method of hierarchical clustering that takes
into account the geometry of the data points as well as user-imposed constraints?
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We adopt an interactive Bayesian approach. The learning procedure is uncertain
about the intended tree and this uncertainty is captured in the form of a distribution over all
possible trees. Initially, this distribution is informed solely by the geometry of the data but
once interaction begins, it is also shaped by the growing set of constraints.
The nonparametric Bayes literature contains a variety of different distributional
models for hierarchical clustering. We describe a general methodology for extending
these to incorporate user-specified constraints. For concreteness, we focus on the Dirichlet
diffusion tree (Neal, 2003), which has enjoyed empirical success. We show that triplet
constraints are quite easily accommodated: when using a Metropolis-Hastings sampler,
they can efficiently be enforced, and the state space remains strongly connected, assuring
convergence to the unique stationary distribution.
The querying strategy: What is a good way to select the subsets S? A simple
option is to pick them at random from x1:N . We show that this strategy leads to convergence
to the target tree τ∗. Along the way, we define a suitable distance function for measuring
how close τ is to τ∗.
We might hope, however, that a more careful choice of S would lead to faster
convergence, in much the same way that intelligent querying is often superior to random
querying in active learning. In order to do this, we show how the Bayesian framework
allows us to quantify which portions of the tree are the most uncertain, and thereby to pick
S that focuses on these regions.
Querying based on uncertainty sounds promising, but is dangerous because it is
heavily influenced by the choice of prior, which is ultimately quite arbitrary. Indeed, if only
such queries were used, the interactive learning process could easily converge to the wrong
tree. We show how to avoid this situation by interleaving the two types of queries.
Finally, we present a series of experiments that illustrate how a little interaction
leads to significantly better hierarchical clusterings.
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Other related work
A related problem that has been studied in more detail (Zöller and Buhmann, 2000;
Eriksson et al., 2011; Krishnamurthy et al., 2012) is that of building a hierarchical clustering
where the only information available is pairwise similarities between points, but these are
initially hidden and must be individually queried.
In another variant of interactive flat clustering (Balcan and Blum, 2008; Awasthi
and Zadeh, 2010; Awasthi et al., 2013), the user is allowed to specify that individual clusters
be merged or split. A succession of such operations can always lead to a target clustering,
and a question of interest is how quickly this convergence can be achieved.
Finally, it is worth mentioning the use of triplet constraints in learning other struc-
tures, such as Euclidean embeddings (O’Connell et al., 1999).
4.1 Adding interaction
Impressive as Bayesian nonparametric hierarchical clustering is, there is no reason
to suppose that it will magically find a tree that suits the user’s needs. But a little interaction
can be helpful in improving the outcome.
Let τ∗ denote the target hierarchical clustering. It is not necessarily the case that
the user would be able to write this down explicitly, but this is the tree that captures the
distinctions he/she is able to make, or wants to make. Figure 4.1 (left) shows an example,
for a small data set of 5 points. In this case, the user does not wish to distinguish between
points 1,2,3, but does wish to place them in a cluster that excludes point 4.
We could posit our goal as exactly recovering τ∗. But in many cases, it is good
enough to find a tree that captures all the distinctions within τ∗ but also possibly has some
extraneous distinctions, as in the right-hand side of Figure 4.1.
Formally, given data set x1:N , we say S⊆ x1:N is a cluster of tree τ if there is some
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Figure 4.1: Target tree T ∗ (left) and a refinement of it.
node of τ whose descendant leaves are exactly S. We say τ is a refinement of τ∗ if they
have the same set of leaves, and moreover every cluster of τ∗ is also a cluster of τ . This,
then, is our goal: to find a refinement of the target clustering τ∗.
4.1.1 Triplets
The user provides feedback in the form of triplets. The constraint ({a,b},c) means
that the tree should have a cluster containing a and b but not c. Put differently, the lowest
common ancestor of a,b should be a strict descendant of the lowest common ancestor of
a,b,c.
Let ∆(τ) denote the set of all proper triplet constraints embodied in tree τ . If τ
has n nodes, then |∆(τ)| ≤ (n3). For non-binary trees, it will be smaller than this number.
Figure 4.1 (left), for instance, has no triplet involving 1,2,3.
Refinement can be characterized in terms of triplets.
Lemma 4.1.1. Tree τ is a refinement of tree τ ′ if and only if ∆(τ ′)⊆ ∆(τ).
Proof. See Appendix B.
In particular, any triplet-querying scheme that converges to the full set of triplets of
the target tree τ∗ is also guaranteed to produce trees that converge to a refinement of τ∗.
With this lemma in mind, it is natural to measure how close a tree τ is to the target
τ∗ with the following (asymmetric) distance function, which we call triplet distance (TD):
38
TD(τ∗,τ) =
∑c∈∆(τ∗) I(c /∈ ∆(τ))
|∆(τ∗)| (4.1)
where I is the indicator function. This distance is zero exactly when τ is a refinement of τ∗,
in which case we have reached our goal.
A simple strategy for obtaining triplets would be to present the user with three
randomly chosen data points and have the user pick the odd one out. This strategy has
several drawbacks. First, some sets of three points have no triplet constraint (for instance,
points 1,2,3 in Figure 4.1). Second, the chosen set of points might correspond to a triplet
that has already been specified, or is implied by specified triplets. For example, knowledge
of ({a,b},c) and ({b,c},d) implies ({a,c},d). Enumerating the set of implied triplets is
non-trivial for n > 3 triplets (Bryant and Steel, 1995), making it difficult to avoid these
implied triplets in the first place.
We thus consider another strategy—rather than the user arranging three data points
into a triplet, the user observes the hierarchy induced over some O(1)-sized subset S of the
data and corrects an error in the tree by supplying a triplet. We call this is a subtree query.
Finally, we note that in this work we only consider the realizable case where the triplets
obtained from a user do not contain contradictory information and that there is a tree that
satisfies all of them.
4.1.2 Finding a tree consistent with constraints
We start with a randomly initialized hierarchy τ over our data and show an induced
subtree τ|S to the user, obtaining the first triplet. The next step is constructing a new tree
that satisfies the triplet. This begins the feedback cycle; a user provides a triplet given a
subtree and the triplet is incorporated into a clustering algorithm, producing a new candidate
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tree. A starting point is an algorithm that returns a tree consistent with a set of triplets.
The simplest algorithm to solve this problem is the BUILD algorithm, introduced
in Aho et al. (1981). Given a set of triplets C, BUILD will either return a tree that satisfies
C, or error if no such tree exists. In BUILD, we first construct the Aho graph GC, which
has a vertex for each data point and an undirected edge {a,b} for each triplet constraint
({a,b},c). If GC is connected, there is no tree that satisfies all triplets. Otherwise, the top
split of the tree is a partition of the connected components of GC: any split is fine as long
as points in the same component stay together. Satisfied triplets are discarded, and BUILD
then continues recursively on the left and right subtrees.
BUILD satisfies triplet constraints but ignores the geometry of the data, whereas we
wish to take both into account. By incorporating triplets into the posterior DDT sampler,
we obtain high likelihood trees that still satisfy C.
4.1.3 Incorporating triplets into the sampler
In this section, we present an algorithm to sample candidate trees from the posterior
DDT, constrained by a triplet set C. It is based on the subtree prune and regraft move.
Figure 4.2: Visualized is a constrained-SPR move. Pruning is identical but a regraft location is
selected from the valid regraft locations limited by triplets. In this image, we are constrained by
the sole triplet ({2,3},4).
The SPR move is of particular interest because we can efficiently enforce triplets
to form a constrained-SPR move, resulting in a sampler that only produces trees that
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satisfy a set of triplets. A constrained-SPR move is defined as an SPR move that assigns
zero probability to any resulting trees that would violate a set of triplets. Restricting the
neighborhood of an SPR move runs the risk of partitioning the state space, losing the
convergence guarantees of the Metropolis-Hastings algorithm. Fortunately, a constrained-
SPR move does not compromise strong connectivity. For any realizable triplet set C, we
prove the constrained-SPR move Markov chain’s aperiodicity and irreducibility.
Consider the Markov chain on the state space of rooted binary trees that is induced
by the constrained sampler.
Lemma 4.1.2. The constrained-SPR Markov chain is aperiodic.
Proof. A sufficient condition for aperiodicity is the existent of a “self-loop” in the transition
matrix: a non-zero probability of a state transitioning to itself. Supposed we have pruned
a subtree already. When regrafting, the ordinary SPR move has a non-zero probability of
choosing any branch, and a constrained-SPR move cannot regraft to branches that would
violate triplets. Since the current tree in the Markov chain satisfies triplet set C, there is a
non-zero probability of regrafting to the same location. We thus have an aperiodic Markov
chain.
Lemma 4.1.3. A constrained-SPR Markov chain is irreducible.
Proof. (sketch) To show irreducibility, we show that a tree τ has an non-zero probability
of reaching an arbitrary tree τ ′ via constrained-SPR moves where both τ and τ ′ satisfy a
set of triplets C. Our proof strategy is to construct a canonical tree τC, and show that there
exists a non-zero probability path from τ to τC, and therefore from τ ′ to τC. We then show
that for a given constrained-SPR move, the reverse move has a non-zero probability. Thus,
there exists a path from τ to τC to τ ′, satisfying irreducibility.
Recall that the split at a node in a binary tree that satisfies triplet set C corresponds
to a binary partition of the Aho graph at the node (see Section 4.1.2). τC is a tree such that
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Figure 4.3: The process of converting s into canonical form. We first group nodes from l into
their own isolated subtree, then perform two constrained-SPR moves to put s into canonical
form.
every node in τC is in canonical form. A node is in canonical form if it is a leaf node, or,
the partition of the Aho graph at that node can be written as (l,r). l is the single connected
component containing the point with the minimum data index, and r is the rest of the
components.
To convert a particular node s into canonical form, we first perform “grouping”,
which puts l into a single descendant of s via constrained-SPR moves. We then make two
constrained-SPR moves to convert the partition at s into the form (l,r) (see Figure 4.3). We
convert all nodes into canonical form recursively, turning an arbitrary tree τ into τC.
Finally, the reverse constrained-SPR move has a non-zero probability. Suppose we
perform a constrained-SPR move on tree τ1, converting it into τ2 by detaching subtree s and
attaching it to branch (u,v). A constrained-SPR move on τ2 can select s for pruning and
can regraft it to form τ1 with a non-zero probability since τ1 satisfies the same constraint
set as C. For a full proof, please refer to Appendix B.
The simplest possible scheme for a constrained-SPR move would be rejection
sampling. The Metropolis-Hastings algorithm for the DDT would be the same as in the
unconstrained case, but any trees violating C would have accept probability 0. Although
this procedure is correct, it is impractical. As the number of triplets grows larger, more
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trees will be rejected and the sampler will slow down over time.
To efficiently sample a tree that satisfies a set of triplets C, we modify the regraft
in the ordinary SPR move. The constrained-SPR move must assign zero probability to
any regraft branches that would result in a tree that violates C. This is accomplished by
generating the path from the root in the same manner as sampling a branch, but avoiding
paths that would resulted in violated triplets.
Description of constrained-SPR sampler Recall that in the DDT’s sampling pro-
cedure for regraft branches, a particle at a node picks a branch, and either diverges from
that branch or recursively samples the node’s child. Let s be the root of the subtree we are
currently grafting back onto tree τ , let C be the triplet set, and let leaves(u) denote the
descendant-leaves of node u. Suppose we are are currently at node u, deciding whether to
diverge at the branch (u,v) or to recursively sample v. Consider any triplet ({a,b},c) ∈C.
If all—or none—of a,b,c are in leaves(s), then the triplet is unaffected by the graft, and
can be ignored. Otherwise, some checks are needed:
1. c ∈ leaves(s)
Then we know a,b\ ∈ leaves(s). If a and b are split across v’s children, we are
banned from sampling v.
2. a ∈ leaves(s) but b,c\ ∈ leaves(s)
If both b and c are in leaves(v), we are required to sample v. If just c is in leaves(v),
we are banned from both diverging at (u,v) and sampling v. Otherwise we can either
diverge at (u,v) or sample v.
(The case where b ∈ leaves(s) is symmetric to case 2.) If we choose to sample v,
we remove constraints from our current set C that are now satisfied, and continue recursively.
This defines a procedure by which we can sample a divergence branch that does not violate
constraints.
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While the constrained-SPR sampler can produce a set of trees given a set of static
constraints, the BUILD algorithm is useful in adding new triplets into the sampler. Suppose
we have been sampling trees with constrained-SPR moves with satisfying triplet set C and
we obtain a new triplet u = ({a,b},c) from a user query. We take the current tree τ and
find the least common ancestor (call it z) of a and b. We then call BUILD(C+{u}) on just
the nodes in leaves(z), and we substitute the resulting subtree at position z in tree τ .
4.1.4 Intelligent subset queries
We now have a method to sample a constrained distribution over candidate trees.
Given a particular candidate tree τ , our first strategy for subtree querying is to pick a random
subset S of the leaves of constant size, and show the user the induced subtree over the
subset, τ|S. We call this random subtree querying. But can we use a set of trees produced
by the sampler to make better subtree queries? If tree structure is ambiguous in a particular
region of data, i.e. there are several hierarchies that could explain a particular configuration
of data, the MH algorithm will sample over these different configurations. A query over
points in these ambiguous regions may help our algorithm converge to a better tree faster.
By looking for these regions in our samples, we can choose query subsets S for which the
tree structure is highly variable, and hopefully the resulting triplet from the user will reduce
the ambiguity.
More precisely, we desire a notion of tree variance. Given a set of trees T , what
is the variance over a given subset of the data S? We propose using the notion of tree
distance as a starting point. For a given tree τ , the tree distance between two nodes a and b,
denoted treedistT (a,b), is the number of edges of T needed to get from a to b. Consider
two leaves u and v. If the tree structure around them is static, we expect the tree distance
between u and v to change very little, as the surrounding tree will not change. However,
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if there is ambiguity in the surrounding structure, the tree distance will be more variable.
Given a subset of data S and a set of trees T , the tree distance variance (TDV) of the trees
over the subset is defined as:
TDV(T ,S) = max
u,v∈S
Varτ∈T [treedistτ|S(u,v)] (4.2)
This measure of variance is the max of the variance of tree distance between any
two points in the subset. Computing this requires O(|T ||S|2 log |S|) time, and since since
|S| is constant, it is not prohibitively expensive.
Given a set of trees from the sampler T , we now select a high-variance subtree by
instantiating L random subsets of constant size, S1, . . . ,SL and picking argmaxlTDV(T ,Sl).
We call this active subtree querying. Although using tree variance will help reconcile
ambiguity in the tree structure, if a set of samples from a tree all violate the same triplet, it
is unlikely that active querying will recover that triplet. Thus, interleaving random querying
and active querying will hopefully help the algorithm converge quickly, while avoiding
local optima.
4.2 Experiments
We evaluated the convergence properties of five different querying schemes. In
a “simple query”, a user is presented with three random data and picks an odd one out.
In a “smart query”, a user is unrealistically shown the entire candidate tree and reports a
violated triplet. In a “random query”, the user is shown the induced candidate tree over a
random subset of the data. In an “active query”, the user is shown a high variance subtree
using tree-distance variance. Finally, in an “interleaved query”, the user is alternatively
shown a random subtree and a high variance subtree. In each experiment, τ∗ was known,
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(a) Fisher Iris
(b) MNIST
Figure 4.4: The average of four runs of constrained-SPR samplers for the Fisher Iris dataset and
the MNIST dataset, using 5 different querying schemes. A query was made every 100 iterations.
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so user queries were simulated by picking a triplet violated by the root split of the queried
tree, and if no such triplet existed, recursing on a child. Each scheme was evaluated on
four different datasets. The first dataset, MNIST (LeCun, 1998), is an 10-way image
classification dataset where the data are 28 x 28 images of digits. The target tree τ∗ is
simply the K-way classification tree over the data. The second dataset is Fisher Iris, a
3-way flower classification problem, where each of 150 flowers has five features. The third
dataset, Zoo (Lichman, 2013), is a set of 93 animals and 15 binary morphological features
for each of animals, the target tree being the induced binary tree from the Open Tree of Life
(Hinchliff et al., 2015). The fourth dataset is 20 Newsgroups (Joachims, 1997), a corpus of
text articles on 20 different subjects. We use the first 10 principal components as features
in this classification problem. All datasets were modeled with DDT’s with acquisition
function a(t) = 1/(1− t) and Brownian motion parameter σ2 estimated from data. To
better visualize the different convergence rates of the querying schemes, MNIST and 20
Newsgroups were subsampled to 150 random points.
For each dataset and querying scheme, we instantiated a SPR sampler with no
constraints. Every one hundred iterations of the sampler, we performed a query. In subtree
queries, we used subsets of size |S|= 10 and in active querying, the highest-variance subset
was chosen from L = 20 different random subsets. As baselines, we measured the triplet
distance of the vanilla DDT and the average linkage tree. Finally, results were averaged
over four runs of each sampler. The triplet distances for Fisher Iris and MNIST can be
seen in Figure 4.4. Results for the other datasets can be found in Appendix B. Although
unrealistic due to the size of the tree shown to the user, the smart query performed the
best, achieving minimum error with the least amount of queries. Interleaved followed next,
followed by active, random, and simple. In general, the vanilla DDT performed the worst,
and the average linkage score varied on each dataset, but in all cases, the subtree querying
schemes performed better than both the vanilla DDT and average linkage.
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In three datasets (MNIST, Fisher Iris and Zoo), interactive methods achieve higher
data likelihood than the vanilla DDT. Initially, the sampler is often restructuring the tree
with new triplets and data likelihood is unlikely to rise. However, over time as less triplets
are reported, the data likelihood increases rapidly. We thus conjecture that triplet constraints
may help the MH algorithm find better optima.
4.3 Future Work
We are interested in studying the non-realizable case, i.e. when there does not
exist a tree that satisfies triplet set C. We would also like to better understand the effect of
constraints on searching for optima using MCMC methods.
Chapter 4, in full, is a reprint of material as it appears in “Interactive Bayesian
Hierarchical Clustering”. S. Vikram and S. Dasgupta. In International Conference on
Machine Learning 2016. The dissertation author was the primary investigator.
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Chapter 5
Representation Learning
Two of the failure modes of structure learning algorithms are characteristic of
modern datasets. The first is that structure learning algorithms often struggle to model high-
dimensional data. Consider fitting a Gaussian mixture model (GMM) to an image dataset.
The likelihood model in a GMM assumes data are sampled from the multivariate Gaussian
distribution, which is often too simple of a likelihood to model complex, high-dimensional
data like images. The second problem is that of computation. Fitting a Gaussian mixture
model to millions of high-dimensional data will require inverting large matrices, which will
easily be the bottleneck in a learning algorithm. However, the era of deep learning has been
defined by success in machine learning tasks on complex datasets like ImageNet (Deng
et al., 2009) and CIFAR (Krizhevsky and Hinton, 2009) through the efficient use of deep
neural networks. Adapting these bigger models to unsupervised learning has introduced
new challenges.
In this chapter, we discuss the problem of representation learning. Consider the
problems that arise with structure learning in high dimensions. If we were able to instead
embed high-dimensional data into a lower-dimensional space that retains most, if not all,
of its semantic information, why not work with the embeddings instead? This question
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encompasses the goal of representation learning, namely learning useful representations
for downstream tasks. Such downstream tasks may be structure learning, classification,
or even reinforcement learning. In this chapter, we discuss methods for representation
learning leading up to the variational autoencoder (VAE), which is the key preliminary for
the remainder of the thesis.
5.1 PCA and autoencoding
Two of the simplest and most intuitive representation learning algorithms are
principal component analysis (PCA) and autoencoding. PCA takes a D-dimensional dataset
x1:N ∈RN×D and reduces it to a K-dimensional dataset z1:N ∈RN×K where usually KD.
PCA finds a K-dimensional linear subspace, in contrast with autoencoders, which learn a
nonlinear subspace. Autoencoders minimize reconstruction loss through an encoder and
decoder deep neural network. Specifically, we construct an encoder network eφ (x) and a
decoder network fγ(z) and minimize reconstruction error
φ∗,γ∗ = argmin
γ,φ
N
∑
n=1
L(xn, fγ(eφ (xn)))
We can train autoencoders with minibatch stochastic gradient descent, enabling us to
minimize this loss function even with large amounts of data. The learned representations
z1:N are just the dataset x1:N passed through the encoder network.
5.2 The variational autoencoder
The variational autoencoder (VAEs; Kingma and Welling, 2014; Rezende et al.,
2014) formulates autoencoders probabilistically. Specifically, it assumes latent codes
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z1:N are sampled from a prior distribution p(z1:N). The latent codes are then indepen-
dently passed through a stochastic decoder p(xn |zn), p( fγ(z)), where fγ(zn) outputs the
parameters of a distribution over xn. This generative model is visualized in Figure 5.1.
Representation learning in this probabilistic formulation amounts to computing the posterior
distribution p(z1:N |x1:N).
The VAE uses neural network encoders and decoders, but the same formalization
can be applied to PCA. Specifically, we use linear Gaussian decoder, i.e. fγ(zn) = (Fzn,σ2I)
zn ∼ N(0, I)
xn |zn ∼ N( fγ(zn)), N(Fzn,σ2I)
This model, named probabilistic PCA (PPCA) generalizes PCA in that the two models are
equivalent as σ2→ 0. Formulating PCA probabilistically is helpful because it concretizes
the assumptions that we put into our representations. Assuming an isotropic normal prior
encourages z1:N to roughly be zero-centered and have independent dimensions. Similarly,
the linear-Gaussian likelihood model means that our observed data should be Gaussian with
a low-rank covariance matrix structure. PPCA, however, is often too simple of a model
for complex data like images, especially if the task is generating realistic images. Neural
networks, on the other hand, can capture complex dependencies in high-dimensional data
and are a better fit for such data.
The VAE replaces the linear Gaussian decoder with a neural network decoder. The
neural network decoder outputs the parameters of a Gaussian distribution, which is then
sampled to observe xn.
zn ∼ N(0, I)
xn |zn ∼ N( fγ(zn)), N(µγ(zn),Σ(zn))
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The VAE is a logical extension to PPCA, replacing simple linear-Gaussian likelihood
model with a high capacity neural network. A large enough neural network could plausibly
generate realistic looking images text, or other complex data from a low dimensional
representation zn, given enough training data. However, the simple intuition that comes
with PPCA and linear models is lost and we no longer have a tractable marginal distribution
over data. Furthermore, the choice of prior distribution p(z1:N) has critical importance, due
to its large influence on the learned latent space.
The VAE is a logical extension to PPCA, but introduces a challenge in posterior
inference. A neural network decoder makes the posterior analytically intractable, but also
introduces computational issues that make traditional variational inference and MCMC pro-
hibitively slow. Cleverly, Kingma and Welling (2014) use a neural network to approximate
the posterior distribution p(zn |xn). They introduce a recognition network eφ , which outputs
the parameters of a distribution over zn (typically Gaussian). This approximate posterior
distribution qφ (zn |xn), N(eφ (xn)) is then optimized to be close to the true p(zn |xn) using
a method called variational inference.
5.2.1 Variational inference
The term variational inference encompasses algorithms that frame Bayesian infer-
ence as an optimization problem. In the case of latent variable models 1, we have a posterior
distribution p(z |x) we wish to infer, which is usually analytically intractable. We introduce
a variational approximation qφ (z) where φ are free parameters to be optimized. Variational
inference focuses on the optimization problem
φ∗ = argmin
φ
KL
(
qφ (z)‖p(z |x)
)
1We focus on single examples x and z for notational simplicity
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Note that variational inference optimizes KL(q‖p) rather than KL(p‖q), which is
a different objective since KL-divergence is an asymmetric function. Since KL(q‖p) has
an expectation with respect to qφ (z), KL is high when qφ (z) is large and p(z |x) is small,
and is low when qφ (z) is small regardless of p(z |x). This means that variational inference
encourages q(z) to fit a mode of p(z |x) rather than trying to cover all of its support.
Directly minimizing KL(q‖p) is typically also intractable, since it directly includes
the already intractable posterior p(z |x). However, we can massage it into a form that is
more amenable to optimization.
KL
(
qφ (z)‖p(z |x)
)
=−Eq
[
log
p(z |x)
qφ (z)
]
=−Eq
[
log
p(x)p(z |x)
p(x)qφ (z)
]
=−Eq
[
log
p(x,z)
p(x)qφ (z)
]
= log p(x)−Eq
[
log
p(x,z)
qφ (z)
]
= log p(x)−L[qφ ]
The KL breaks down into two important terms. These first term, log p(x) is the
marginal data likelihood, and is usually intractable to compute directly since it involves
integrating over all possible values of z. The term on the right, however, is tractable to
compute since it is a expectation of known quantities, specifically the joint distribution
p(x,z) and the variational approximation qφ (z). The left and right hand side are both lower
bounded by zero, since KL
(
qφ (z)‖p(z |x)
)≥ 0, and when it is zero,
KL
(
qφ (z)‖p(z |x)
)
= 0 ⇐⇒ log p(x) = L[qφ ]
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L[qφ ] is called the evidence lower bound or ELBO for short. It is a lower bound on the
marginal data likelihood log p(x), and is equal to it when KL
(
qφ (z)‖p(z |x)
)
= 0. The goal
of variational inference is to maximize the ELBO with respect to φ , or
φ∗ = argmax
φ
L[qφ ], Eq
[
log
p(x,z)
qφ (z)
]
Unlike directly optimizing KL
(
qφ (z)‖p(z |x)
)
, optimizing the ELBO is usually tractable,
but algorithms depend on the model and choice of variational posterior. For a more detailed
explanation of variational inference, please refer to Blei et al. (2017).
5.2.2 Inference in the VAE
The VAE uses an approximate posterior parameterized by a neural network. Specif-
ically, it uses conditional posterior distribution where the parameters are the output of
xn passed through a neural network, or qφ (z |x), N(eφ (x)).2 The free parameters in the
VAE variational posterior are the encoder weights φ and the likelihood term also includes
decoder weights γ , resulting in the following optimization problem:
φ∗,γ∗ = argmax
γ,φ
L[qφ ], Eq
[
log
p(z)pγ(x |z)
qφ (z |x)
]
= Eq
[
log pγ(x |z)
]−KL(qφ (z |x)‖p(z))
When breaking down the ELBO in this way, we get an autoencoding-like objective function.
The first is a log-likelihood term for data, measuring how well the observed data is recon-
structed. Eq
[
log pγ(x |z)
]
is the expected likelihood of a data point w.r.t. our variational pos-
terior, but it cannot be computed directly since it involves integrating over z. It can, however,
be approximated with Monte Carlo sampling, i.e. Eq
[
log pγ(x |z)
]≈ 1S ∑Ss=1 log pγ(x |z(s))
2We use the normal distribution for the encoding distribution for the entirety of this thesis.
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where {z(s)}Ss=1 ∼ q(z |x). In practice, we set S = 1, since the variance of gradients of the
ELBO can also be lowered by larger minibatches.
The second term of the ELBO is the KL divergence of the posterior distribution to
the prior. This intuitively acts as a regularizer on the latent space. Consider an isotropic
normal prior z∼ N(0, I). The KL term encourages the posterior qφ (z |x) to thus look like
an isotropic normal, at the very least preventing it from collapsing it to a point. The VAE,
at some level, acts as regularized autoencoder, though understanding theoretical properties
of the ELBO is still an active area of research (Burda et al., 2015; Hoffman and Johnson,
2016; Alemi et al., 2017).
xn
zn γ
N
Figure 5.1: The graphical model for representation learning
We can optimize the free parameters of the VAE ELBO using stochastic gradient
descent using a Monte Carlo approximation of the likelihood term.
L[qφ ] = Eq
[
log pγ(x |z)
]−KL(qφ (z |x)‖p(z))
≈ 1
S
S
∑
s=1
log pγ(x |z(s))−KL
(
qφ (z |x)‖p(z)
)
The KL term can usually be computed in closed form (if both q(z |x) and p(z) are Gaussian,
for example), or can be approximated via Monte Carlo. We can compute gradients of the
approximate ELBO w.r.t. γ and φ , and use a first-order optimization to find local maximum.
Kingma and Welling (2014) and Rezende et al. (2014) popularized the reparametrization
trick for VAEs, where in samples {z(s)}Ss=1 ∼ q(z |x) are generated via a deterministic
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transformation of independent noise. For example, if q(z |x) is a Gaussian distribution
(parameterized by a neural network), samples can be generated by first sampling indepen-
dent isotropic Gaussian noise ε(s) ∼ N(0, I), then transforming the noise according to the
parameters of q(z |x) = N(µ,Σ)
z(s) = µ+Lε(s)
where L = chol(Σ). The reparameterization trick has empirically resulted in lower variance
gradients when compared to alternatives like BBVI/REINFORCE/score function estimators
(Ranganath et al., 2014; Williams, 1992).
5.2.3 Extensions and applications of the VAE
The simplicity and intuitiveness of the VAE has led to follow up research in several
directions, of which we will discuss a couple.
One line of work has explored decoders that result have powerful likelihoods over
images. In the vanilla VAE, an observed image is a sample from a Gaussian or Bernoulli
distribution parameterized by a neural network. Pixels are sampled independently, though
the parameters are coupled through the neural network. Recurrent models like DRAW
(Gregor et al., 2015) sample the output image through a recurrent neural network that outputs
the image conditionally. Other autoregressive decoders like PixelVAE (Gulrajani et al.,
2016) generate an image with conditional convolution operations. These decoders, although
computationally more expensive than an independent likelihood, have demonstrated great
improvement in generated image quality and held-out log-likelihood scores.
Another line of work has explored variations on the training objective for the VAE
that result in either better representations or a better lower bound on the ELBO. The
importance weighted autoencoder (Burda et al., 2015) explores a tighter lower bound by
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means of importance sampling and also explores the problem of variational over-pruning,
wherein dimensions of the latent space are set to match the prior distribution in order to
minimize the KL term of the ELBO. Hoffman (2017) mitigates this problem by training the
generator with an MCMC objective, rather than the direct ELBO. Other works explore the
trade-off between the terms in the ELBO. The β -VAE (Higgins et al., 2017a) introduces a
scalar weight on the KL term of the ELBO, and Alemi et al. (2017) applies an information
theoretic perspective to the tradeoff between the reconstruction KL term.
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Part II
Combining Structure and
Representation Learning
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Chapter 6
Introduction
The goal of Bayesian structured representation learning (BSRL) is to combine
the strengths of Bayesian structured learning and representation learning, and ameliorate
their weaknesses. Bayesian structure learning infers complex latent structure in data but
often suffers from computational and capacity issues when dealing with large amounts of
complex, high-dimensional data. Representational learning methods like VAEs can model
high-dimensional data flexibly and learn low-dimensional embeddings of data, but it’s often
hard to understand and interpret the resulting embeddings, and guide the representations
with some downstream task in mind.
The strengths and weaknesses of the methods are complementary and in this part
of the thesis, we explore some key models where we can achieve the best of both worlds:
compressing complex, high dimensional data into low-dimensional spaces where data is
organized in a useful way. Bayesian structure learning involves incorporating an a priori
idea of how data is organized into a structure class and prior distribution. When combining
this idea with representation learning, we are now inserting the structure into the embedding
space. The VAE is a logical choice for representation learning strategy with BSL in mind,
as it includes a prior distribution over the latent space and this prior distribution offers an
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opportunity to specify how data is organized.
In BSRL, we put a Bayesian structured prior on the latent space of the codes z1:N of
a VAE, a process described by the following model:
τ ∼ p(τ)
z1:N |τ ∼ p(z1:N |τ)
xn |zn ∼ pγ(xn |zn)
This process is just the concatenation of the two generative process we have discussed
earlier, except the structure influences the latent space rather than the data directly. This
graphical model is pictured in Figure 6.1.
xn
zn
τ
γ
N
Figure 6.1: The graphical model for Bayesian structured representation learning
The design space of BSRL problems is that of BSL, namely picking a structure class
and prior distribution but with the added ability to model data with complicated likelihoods.
The encoder and decoder architectures in the VAE are important choices when performing
inference, but in this thesis, we focus on the choice of prior distribution. The hope is to
pick a structured prior that influences the representations learned by a VAE. This strategy
may appear to achieve the best of both worlds, but it comes with its own challenges. One
challenge is that inference in BSRL models can be far challenging more than in isolated BSL
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or representation learning models. Consider Bayesian nonparametric hierarchical clustering,
which uses MCMC, and the VAE, which uses gradient-based variational inference. The
combined model is easy to write down and understand, but it is not immediately clear
what an inference procedure that combines MCMC and variational inference will look like.
Another challenge is that of scaling structure learning algorithms to large datasets. Although
representation learning methods help with the problem of high-dimensional complex data,
structure learning methods like Bayesian nonparametric hierarchical clustering will struggle
with large amounts of data. Finally, what can we do with a BSRL model that couldn’t be
done with a regular BSL or representation learning model?
The remainder of this thesis explores these challenges. The next chapter deals with
algorithmic hurdles that come with Bayesian inference in BSRL. Specifically, we present
neural variational message passing (NVMP), an extension of Johnson et al. (2016) that
performs non-conjugate variational inference using recognition networks. The following
chapter introduces the LORACs prior, which bridges the gap between Bayesian nonpara-
metric hierarchical clustering and the VAE. We address the challenge of scaling Bayesian
nonparametrics to large datasets and also explore how BNHC can help improve the quality
of representations learned by a VAE. The final chapter details a novel contribution in the
space of model-based reinforcement learning, where the task is controlling a robot from
raw images. The contribution is SOLAR, an algorithm that applies linear control in the
latent space of a BSRL model, which we apply successfully to real robots.
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Chapter 7
Neural Variational Message Passing
Methods for Bayesian inference often have a tradeoff between efficiency and gen-
erality. In variational inference, general methods like black-box variational inference
(Ranganath et al., 2014) work in principle on any nonconjugate model, but are less efficient
than specialized methods on certain models, such as the variational autoencoder (VAE;
Kingma and Welling, 2014; Rezende et al., 2014). Specialized methods have the ability
to exploit structure in a model that lends itself to efficient computation, whereas general
algorithms are often unaware of this structure and lose out on the potential benefits.
The hope is to design an inference algorithm that is both efficient and general,
and approaches to this problem have typically come in one of two forms. The first is to
make a general algorithm aware of model-specific structure, and to leverage it whenever
possible. The second is to take a specialized algorithm and broaden its scope by addressing
its assumptions. In this chapter, we take the latter approach, taking an algorithm that is
designed for conjugate models and addressing how it fails in nonconjugate models. Our
resulting algorithm combines two powerful ideas in approximate inference: variational
message passing (VMP; Winn et al., 2005) and recognition networks.
Conjugacy in models naturally lends itself to efficient inference algorithms. In many
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simple conjugate models, we can compute the posterior distribution analytically. But even
in the general case, conjugacy is important for efficient approximate inference. This is best
observed in mean-field variational inference for graphical models, also called variational
message passing. VMP is a simple, coordinate-ascent optimization of the variational lower
bound, but its main drawback is its restriction to conjugate-exponential models.
In many nonconjugate models, however, efficient inference algorithms still exist.
Consider the VAE and its structured variant (SVAE; Johnson et al., 2016). Both of these
models are highly nonconjugate, due to the inclusion of a neural network observation model.
However, they address the nonconjugacy by using neural networks, called recognition
networks, to help learn previously intractable posterior distributions. Although VAE and
SVAE utilize these networks in subtly different ways, their purpose is the same: using
neural networks as function approximators to make a previously intractable optimization
feasible.
We thus propose neural variational message passing (NVMP), a framework for
nonconjugate variational inference that generalizes use of recognition networks beyond
VAE and SVAE to a larger class of nonconjugate models. As the name suggests, NVMP
is an extension of the VMP framework, and while NVMP generalizes VMP and SVAE,
we still retain the modularity and simplicity of VMP. We accomplish this by isolating
the failure modes of VMP in nonconjugate models and replacing previously intractable
computations with approximations from recognition networks.
The chapter is structured as follows. In section 7.1, we derive the VMP algorithm,
starting with exponential families and conjugacy. In section 7.2, we identify where VMP
fails in nonconjugate models and introduce the NVMP framework, where we patch VMP’s
issues with recognition networks. We also provide modifications to the NVMP framework
that integrate some newer ideas in variational inference. Finally, in section 7.3, we provide
several examples of how NVMP can be easily applied to nonconjugate models, such as
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sparse Bayesian linear regression and a nonlinear dynamical system.
7.0.1 Related Work
The relevant works that inform this chapter are Winn et al. (VMP; 2005), Kingma
and Welling (VAE; 2014), and Johnson et al. (SVAE; 2016). VMP is a framework
for variational inference in CE models, but does address nonconjugacy in some select
situations, relying on the Jaakola-Jordan trick (Jaakkola and Jordan, 1997) and Monte-
Carlo approximation. In this work, we provide a more general way of extending VMP to
nonconjugate models, based on ideas from VAE and SVAE. VAE and SVAE, on the other
hand, are models where nonconjugacy is isolated to the observation model, whereas in
NVMP, we are not limited to this class of models. Also related is Knowles and Minka
(2011), which is also a generalization of VMP. It addresses nonconjugacy in VMP by
introducing a conjugate approximation to the ELBO that has the same gradients. We also
use a separate, tractable approximation to the ELBO but rely on neural network function
approximation rather than matching gradients.
Several other works also isolate the conjugacy in a model, and address the non-
conjugate component by various means. Khan et al. (2015) utilizes VMP in conjugate
components of the model, but stochastic gradients in the nonconjugate components. This
can in fact be interpreted as a generalization of Knowles and Minka (2011) but differs from
NVMP in our use of recognition networks. Perhaps the most similar work to ours is Lin
et al. (2018), which also utilizes recognition networks alongside VMP. The generalization
of SVAE and VMP they provide is is different from ours, however. Lin et al. (2018)
uses recognition networks with integrated graphical model structure. whereas we utilize
recognition networks as local function approximators. Furthermore recognition networks in
Lin et al. (2018) output model parameters, amortizing inference in the process, in contrast
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with NVMP recognition networks, which output potentials.
7.1 Background
7.1.1 Exponential families and conjugacy
Definition 7.1.1. A probability distribution p(x |θ) is in the exponential family if it can be
written as
log p(x |θ) = 〈tx(x),ηx(θ)〉− logZx(ηx(θ)) (7.1)
where
1. ηx(θ) is the natural parameter function
2. tx(x) is the sufficient statistic function
3. logZx(ηx(θ)) is the log partition function
For a pair of random variables x and z and their joint distribution p(x,z)= p(x |z)p(z),
we often say they are conjugate if the posterior p(z|x) is same distribution type as the prior
p(z), e.g. p(z |x) and p(z) are both Gaussian. This definition is useful when considering
pairs of distributions, but we aim to define conjugacy in a more global sense.
Definition 7.1.2. Consider a probabilistic model over several variables p(x1, . . . ,xN) =
∏Ni=n p(xn|pixn) where pixn are the parents of xn. We assume that each of these likelihoods
p(xn|pixn) is exponential family with sufficient statistics txn(xn). We define a model to be
conjugate-exponential (CE) if for each variable xn we can rewrite the log-joint distribution
as
log p(x1, . . . ,xN) ∝
〈
txn(xn),η
∗
xn(\xn)
〉
(7.2)
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where \xn corresponds to all variables but xn. All occurrences of xn must be in txn(xn) and
the joint distribution natural parameter η∗xn(\xn) contains all terms that are multiplied by
the sufficient statistics of xn.
The previous, pairwise notion of conjugacy is captured by this definition by virtue
of the fact that if two distributions have matching sufficient statistics function, they are of
the same family.
We now outline two properties of CE models that will be important for VMP later
on. Consider a variable in a CE model xn with parents pixn , children ξxn and likelihood
p(xn|pixn).
Property 7.1.3. The natural parameter of xn, ηxn(pixn) can be expressed as a multilinear
combination of its parents’ sufficient statistics, i.e.
ηxn(pixn) = fxn
({tp(p)}p∈pixn) (7.3)
where fxn is some multilinear function for xn.
Property 7.1.4. In a CE model, the joint distribution natural parameter, η∗xn(\xn), can be
decomposed into summation of terms from xn’s Markov blanket (its children ξxn , parents
pixn and coparents).
η∗xn(\xn)
= fxn
({tp(p)}p∈pixn)
+ ∑
c∈ξxn
∇txn(xn) log p(c|xn,pixn\xn)
= fxn
({tp(p)}p∈pixn)+ ∑
c∈ξxn
ηcxn(xn,pic\xn)
(7.4)
where pic\xn are the coparents of xn with respect to c. The parents contribute one term to the
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natural parameter fxn
({tp(p)}p∈pixn), along with one term from each child ηcxn(xn,pic\xn).
In general, these properties highlight the linearity of terms in CE models. The joint
distribution natural parameter is the sum of a multilinear function, and several gradient
terms. This linearity is critical for the VMP derivation.
7.1.2 Mean field variational inference
Consider a latent variable model p(x1:N ,z1:N ,θ) = p(θ)p(z1:N |θ)p(x1:N |z1:N ,θ)
where x1:N are observed data, z1:N are the local latent variables, and θ are the global
latent variables. In mean-field variational inference, the analytically intractable posterior
p(z1:N ,θ |x1:N) is approximated by a variational distribution q(z1:N ,θ) which factorizes
into individual distributions (factors), i.e. q(z1:N ,θ) = q(θ)∏Nn=1 q(zn).
Variational inference proceeds by maximizing the evidence lower bound (ELBO)
L[q].
L[q], Eq
[
log
p(x1:N ,z1:N ,θ)
q(z1:N ,θ)
]
(7.5)
With a mean-field factorization of q, this optimization breaks down into an individual
optimization over each variational factor. We will focus on a particular local latent variable
zn. Although VMP does not distinguish between local latents and global latents, the
distinction will play a part in subsection 7.2.3. For zn’s variational factor q(zn), the ELBO
is maximized by setting
logq∗(zn) ∝ Eq(\zn) [log p(x1:N ,z1:N ,θ)] (7.6)
where q(\zn) are all the variational factors excluding q(zn). The dependence of q∗(zn) on
the other factors leads to a coordinate-ascent algorithm, where each q(zn) is updated with
q(\zn) held constant, iterating until the ELBO has converged.
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Figure 7.1: The messages that need to be computed in order to update node zn in variational
message passing. Specifically, we require messages computed over the Markov blanket of zn.
Algorithm 1 Variational message passing
Input: data x1:N , initial variational factors q(zn) for each latent variable z
repeat
for each factor q(zn) do
Compute parent messages {mVMPp→zn}p∈pizn (Equation 7.9)
Compute coparent messages {mVMPv→c }c∈ξzn ,v∈pic\z (Equation 7.9)
Compute child messages {mVMPc→zn}c∈ξzn (Equation 7.10)
ηqzn ← fzn
({mVMPp→zn}p∈pizn)+∑c∈ξzn mVMPc→zn
end for
until ELBO has converged
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In a conjugate-exponential model, we can utilize the definition of conjugacy to
further simplify the optimization of q∗(zn).
logq∗(zn) ∝ Eq(\zn) [log p(x1:N ,z1:N ,θ)]
∝ Eq(\zn)
[〈
tzn(zn),η
∗
zn(\zn)
〉]
=
〈
tzn(zn),Eq(\zn)
[
η∗zn(\zn)
]〉 (7.7)
Thus, q∗(zn) is in the same family as p(zn|pizn), as the sufficient statistic functions match,
and has natural parameter ηqzn , Eq(\zn)
[
η∗zn(\zn)
]
.
7.1.3 Variational message passing
Variational message passing provides a modular way of computing an optimal
latent factor q∗(zn) in terms of its local graphical model structure. Specifically, we utilize
Property 7.1.4 to further pass in the expectation.
ηqzn = Eq(\zn)
[
η∗zn(\zn)
]
= fzn({Eq(\zn) [tp(p)]}p∈pizn )
+ ∑
c∈ξzn
∇tzn(zn)Eq(\zn) [log p(c|zn,pic\zn)]
(7.8)
This decomposition leads to a message passing algorithm, where the natural param-
eter ηqzn can be computed as the sum of messages from the children and parents.
Parent message: The message from a parent p to zn is
mVMPp→zn = Eq(p) [tp(p)] (7.9)
Child message: The message from child c to zn is
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mVMPc→zn = ∇tzn(zn)Eq(c,pic\zn) [log p(c|zn,pic\zn)] (7.10)
Computing the gradient in the child message involves computing messages from
the coparents of zn with respect to c in order to evaluate the expectation. After all relevant
messages have been computed, the natural parameter is q∗(zn) calculated as
ηqzn = fzn
({mVMPp→zn}p∈pizn)+ ∑
c∈ξzn
mVMPc→zn (7.11)
An important note is that if a node corresponds to observed data, expectations
over the node are replaced with the empirical quantity. The complete VMP algorithm is
described in Algorithm 1 and a diagram of the necessary messages for updating a node is
shown in Figure 7.1.
7.2 Neural variational message passing
In this section, we examine the assumptions that the VMP derivation makes and
identify where recognition networks can assist in inference.
In NVMP we first assume variational posteriors that match the likelihood, that is
q(zn) will be the family as p(zn|pizn). This step is quite common in variational inference
as even in conjugate models, the true posterior of a latent variable may not belong in the
same family as its likelihood. Where NVMP differs is in how latent variational factors are
optimized. NVMP uses VMP messages whenever possible, but when VMP messages are
not possible due to nonconjugacy, they are replaced with NVMP messages, mNVMPp→z ,mNVMPc→z .
We now derive the form of these modified messages.
Parent message: Consider Property 7.1.3: if fzn is not multilinear in the sufficient
statistics of one of its parents parents p, we can no longer compute the natural parameter
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from mVMPp→zn . However, we can perform a Monte Carlo approximation of fzn . Thus, in
NVMP, if we fzn is no longer multilinear in the sufficient statistics of its parents, we
approximate fzn using samples from q(p).
1
mNVMPp→z = p
′ (7.12)
Child message: Nonconjugate models result in intractable child messages. The
entire strategy of re-arranging the log-likelihood in terms of sufficient statistics tzn(zn) to
eventually take a gradient is infeasible. However, adapting the approach of SVAE allows us
to compute the child message for an approximation of the ELBO. In conjugate-exponential
models, utilizing Property 7.1.4, we are able to rewrite
log p(c|zn,pic\zn) ∝
〈
tzn(zn),η
c
zn(c,pic\zn)
〉
(7.13)
and Eq(\zn)
[
ηczn(c,pic\zn)
]
would be the corresponding message mVMPc→zn . If we are unable
to arrange log p(c|zn,pic\zn) in this way, we approximate this log-likelihood with a factor
ψ(c,zn,pic\zn;φ), as done in Johnson et al. (2016).
log p(c|zn,pic\zn)≈ ψ(c,zn,pic\zn;φ) (7.14)
We choose a particular form of ψ that results in an easy optimization of an approximate
ELBO.
ψ(c,zn,pic\zn;φ),
〈
tzn(zn),r
c→zn
φ (c,pic\zn)
〉
(7.15)
where rφ is a recognition network parameterized by φ . Following the original steps in VMP
1Note that we can use multiple samples from q(p) for a better Monte Carlo approximation.
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and computing the gradient of the approximate log-likelihood with respect to tzn(zn) results
in a new message.
Eq(c)q(pic\zn)
[
rc→znφ (c,pic\zn)
]
(7.16)
This expectation can be approximated via a Monte Carlo sample c′ ∼ q(c) and NVMP
messages from the coparents (which are also Monte Carlo samples). 2
mNVMPc→zn = r
c→zn
φ
(
c′,{mNVMPv→zn }v∈pic\zn
)
(7.17)
The NVMP child message for child c passes Monte Carlo samples of c and of
zn’s coparents into a recognition network. Note that this strategy assigns a recognition
network to each nonconjugate edge in a graph. However, in practice, it would be prudent to
share parameters across networks whenever possible, especially for edges where nodes are
sampled independently (e.g. IID data). Finally, we can compute the parameter for q∗(zn) as
before, but instead of using fzn , we use zn’s exponential family natural parameter function
ηzn(pizn).
ηqzn = ηzn
({mNVMPp→zn }p∈pizn)+ ∑
c∈ξzn
mNVMPc→zn (7.18)
These message definitions are a drop-in replacement for messages in VMP, allowing us
to re-use Algorithm 1, using NVMP messages whenever possible. The only difference
is that we use Equation 7.18 to compute the natural parameter instead of Equation 7.11.
Importantly, introducing recognition networks into the VMP framework does mean we are
no longer directly optimizing the ELBO. However, we will show that we are still optimizing
a lower bound on the ELBO, and if the recognition networks have high enough capacity,
the bound is tight.
2As in the parent message case, our Monte Carlo approximation can be improved with multiple samples.
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7.2.1 Learning recognition network weights
The final step is learning recognition network weights and other model parameters.
In the inner loop of NVMP, we iterate message passing to convergence. This outputs a set
of optimal variational factors, conditioned on the recognition networks. We then take a
gradient step to maximize the ELBO. In a nonconjugate model, the ELBO isn’t directly
computable due to intractable expectations. Therefore, recognition networks and model
parameters are optimized via stochastic gradients of the ELBO using samples from q. In a
latent variable model, this would correspond to taking gradients of
L[q]≈ 1
L
L
∑
l=1
log
p(x1:N ,z
(l)
1:N ,θ
(l))
q(z(l)1:N ,θ (l))
(7.19)
The reparametrization trick should be utilized whenever possible, to reduce the variance of
the gradients (Kingma and Welling, 2014). Furthermore, the gradients with respect recog-
nition networks and model parameters computed using optimal variational distributions,
meaning we must backpropagate through the iterative process to compute the gradients.
7.2.2 Lower-bounding the ELBO
The inclusion of recognition networks in the local optimization for each factor
induces a global optimization on a lower bound the ELBO.
Theorem 7.2.1. The NVMP algorithm optimizes a lower bound on the ELBO.
Proof. (sketch) Each individual coordinate ascent update optimizes its own lower bound on
the ELBO. Thus, holistically, NVMP optimizes a lower bound on the ELBO by optimizing
individual lower bounds. We refer you to Appendix C for the full proof.
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7.2.3 Extensions to NVMP
NVMP is a fully-specified template for nonconjugate inference, but in practice,
some modifications are useful. In this section, we outline ways some recent developments
in variational inference which naturally fit into the NVMP framework.
Stochastic variational inference (SVI), or stochastic VMP, is a strategy to adapt
mean-field variational inference to large datasets (Hoffman et al., 2013). As datasets have
grown larger, we typically require algorithms that operate on mini-batches of data to scale
and SVI adds this functionality to VMP. SVI enables computing natural gradients of the
ELBO for parameters in our model.We detail integrating SVI into NVMP in the supplement.
Amortized inference enables neural networks to directly act as posterior distribu-
tions, as in VAE, as opposed to outputting approximate messages, as in SVAE. When we
want a black-box approximate posterior, learning such a recognition network can be useful
in downstream inference tasks. We detail how amortized inference networks can be used
with NVMP in the supplement.
7.3 Examples and experiments
In this section, to show the simplicity by which NVMP can be used for nonconjugate
inference, we provide several example models where NVMP messages can be used, and
some simple experiments. We do not aim to outperform similar frameworks, but rather
to show the versatility of NVMP, as NVMP works on models ranging from the VAE to
Bayesian logistic regression. The graphical models are pictured in Figure 7.2, and in
all experiments, we utilized the stochastic variant of NVMP, and did not use amortized
inference.
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Figure 7.2: Five nonconjugate models in which NVMP messages can be used for approximate
inference.
7.3.1 Bayesian linear regression with a sparse prior
In the Bayesian lasso variant of sparse linear regression. we put an exponential
prior on the variance of our weights w (Park and Casella, 2008).
σ2w ∼ Exponential([1, . . . ,1])
w|σ2w ∼ N(0,diag
(
σ2w)
)
yn|w,xn ∼ N(wT xn,σ2y )
Exact posterior inference in this model is not tractable, due to the exponential prior,
so approximation is necessary. Since yn is conjugate to xn and w, we still use the VMP
messages mVMPxn→yn,m
VMP
yn→w,m
VMP
w→yn , but otherwise we use NVMP messages m
NVMP
w→σ2w ,m
NVMP
σ2w→w.
We require one recognition network rw→σ
2
w
φ (w), which produces the message m
NVMP
w→σ2w .
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Experiment We performed NVMP with this model on the Boston housing regres-
sion dataset (Lichman, 2013). We utilized a 2-layer 500-wide feedforward network with
Tanh activations as rw→σ
2
w
φ (w). Regular linear regression learns weights with ‖w‖1 = 25.56
and testing mean squared error 33.45. Lasso regression learns weights with ‖w‖1 = 3.27
and testing mean squared error 41.07. NVMP learns a weight vector with ‖w‖1 = 7.31
and testing mean squared error 35.60. The Bayesian lasso learns a sparsity in between
unregularized regression and lasso, consistent with findings in Park and Casella (2008),
which uses a Gibbs sampler to perform inference in the model.
7.3.2 Bayesian logistic regression
Bayesian logistic regression is a model for binary classification of data and labels
{xn,yn}Ni=1.
w∼ N(0, I)
yn|w,xn ∼ Bernoulli(σ(wT xn))
The approximated messages are mNVMPxn→yn ,m
NVMP
w→yn ,m
NVMP
yn→w with recognition network
ryn→wφ (xn,yn).
Experiment We ran a simple experiment, performing NVMP with this model on
MNIST restricted to the 3 and 8 digit. We utilized a 2-layer 500-wide feedforward network
with Tanh activations as ryn→wφ (xn,yn). Traditional logistic regression achieves a test set
accuracy of 95.6% and our method achieves 95.1%. This is drop in accuracy is likely due
to the prior, as running NVMP without the prior also results in an accuracy of 95.6%.
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7.3.3 SVAE-GMM
The structured variational autoencoder Gaussian mixture model (SVAE-GMM;
Johnson et al., 2016) learns representations that have a latent cluster structure. It ac-
complishes this by attaching a neural network observation model to a Gaussian mixture
model.
{µk,Σk}Kk=1 ∼ NIW (Ψ,ν ,µ0,κ)
pi ∼ Dirichlet(α)
zn|pi ∼ Categorical(pi)
xn|zn,{µk,Σk} ∼ N(µzn,Σzn)
yn|xn ∼ N(µγ(xn),Σγ(xn))
where µγ and Σγ are a neural network parameterized by γ .
Our NVMP messages are mNVMPxn→yn ,m
NVMP
yn→xn and the rest remain VMP messages. We
also omit an experiment for this model, as stochastic NVMP results in the same inference
algorithm as described in Johnson et al. (2016), without the prior on neural network
observation model weights.
7.3.4 Nonlinear dynamical system
Consider a dynamical system that evolves according to a neural network transition
function, but is observed with Gaussian noise:
xt+1|xt ∼ N(µγ(xt),Σγ(xt))
yt |xt ∼ N(xt ,σ2y I)
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Figure 7.3: A learned “circular” dynamics system using NVMP.
where µγ and Σγ are a neural network parameterized by γ .
In this model, we require NVMP messages mNVMPxt+1→xt ,m
NVMP
xt→xt+1 with a recognition
network rxt+1→xtφ (xt+1).
Experiment We simulated a nonlinear dynamical system with 2-dimensional data
and a transition function that moves points along a circle centered at the origin. We utilized
2-layer 500-wide feedforward networks with Tanh activations for both rxt+1→xtφ (xt+1) and
µγ ,Σγ . Pictured in Figure 7.3 is the learned neural network dynamical system. It learns
the circular pattern the data is generated from, indicating that NVMP successfully fit a
transition function.
7.4 Discussion
A key limitation of NVMP (and other models that utilize recognition networks)
is that gradients with respect to model parameters must only include continuous random
variables, as backpropagation through discrete random variables is not possible. However,
integrating the Gumbel-Softmax trick or modifications such as those in Rolfe (2016),
Vahdat et al. (2018a), Vahdat et al. (2018b) and van den Oord et al. (2017) into NVMP is a
promising step forward in addressing this concern.
Chapter 7, in full, contains material that is currently being prepared for submission
for publication. S. Vikram. The dissertation author is the primary investigator.
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Chapter 8
Deep Bayesian Hierarchical Clustering
Variational autoencoders (VAEs; Kingma and Welling, 2014; Rezende et al., 2014)
are a popular class of deep latent-variable models. The VAE assumes that observations x
are generated by first sampling a latent vector z from some tractable prior p(z), and then
sampling x from some tractable distribution p(x | fγ(z)). For example, fγ(z) could be a
neural network with weights γ and p(x | fγ(z)) might be a Gaussian with mean fγ(z).
VAEs, like other unsupervised latent-variable models (e.g.; Tipping and Bishop,
1999; Blei et al., 2003), can uncover latent structure in datasets. In particular, one might
hope that high-level characteristics of the data are encoded more directly in the geometry of
the latent space z than they are in the data space x. For example, when modeling faces one
might hope that one latent dimension corresponds to pose, another to hair length, another
to gender, etc.
What kind of latent structure will the VAE actually discover? Hoffman and Johnson
(2016) observe that the ELBO encourages the model to make the statistics of the population
of encoded z vectors resemble those of the prior, so that p(z) ≈ Epopulation[p(z |x)]. The
prior p(z) therefore plays an important role in shaping the geometry of the latent space. For
example, if we use the “default” prior p(z) = N(z;0, I), then we are asking the model to
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explain the data in terms of smoothly varying, completely independent factors (Burgess
et al., 2018). These constraints may sometimes be reasonable—for example, geometric
factors such as pose or lighting angle may be nearly independent and rotationally symmetric.
But some natural factors exhibit dependence structure (for example, facial hair length and
gender are strongly correlated), and others may have nonsmooth structure (for example,
handwritten characters naturally cluster into discrete groups).
In this paper, we propose using a more opinionated prior on the VAE’s latent
vectors: the time-marginalized coalescent (TMC; Boyles and Welling, 2012). The TMC is
a powerful, interpretable Bayesian nonparametric hierarchical clustering model that can
encode rich discrete and continuous structure. Combining the TMC with the VAE combines
the strengths of Bayesian nonparametrics (interpretable, discrete structure learning) and
deep generative modeling (freedom from restrictive distributional assumptions).
Our contributions are:
• We propose a deep Bayesian nonparametric model that can discover hierarchical
cluster structure in complex, high-dimensional datasets.
• We develop a minibatch-friendly inference procedure for fitting TMCs based on an
inducing-point approximation, which scales to arbitrarily large datasets.
• We show that our model’s learned latent representations consistently outperform
those learned by other variational (and classical) autoencoders when evaluated on
downstream classification and retrieval tasks.
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Figure 8.1: Independent samples from a time-marginalized coalescent (TMC) prior and two-
dimensional Gaussian random walk likelihood model (10 and 300 leaves respectively). Contours
in the plots correspond to posterior predictive density r(zN+1 |x1:N ,τ).
8.1 Background
8.1.1 Bayesian priors for hierarchical clustering
Hierarchical clustering is a flexible tool in exploratory data analysis as trees offer
visual, interpretable summaries of data. Typically, algorithms for hierarchical clustering are
either agglomerative (where data are recursively, greedily merged to form a tree from the
bottom-up) or divisive (where data are recursively partitioned, forming a tree from the top-
down). Bayesian nonparametric hierarchical clustering (BNHC) additionally incorporates
uncertainty over tree structure by introducing a prior distribution over trees r(τ) and a
likelihood model for data r(z1:N |τ), with the goal of sampling the posterior distribution
r(τ |z1:N).1
In this paper, we focus on rooted binary trees with N labeled leaves adorned with
branch lengths, called phylogenies. Prior distributions over phylogenies often take the
form of a stochastic generative process in which a tree is built with random merges, as in
the Kingman coalescent (Kingman, 1982), or random splits, as in the Dirichlet diffusion
tree (Neal, 2003). These nonparametric distributions have helpful properties, such as
exchangeability, which enable efficient Bayesian inference. In this paper, we focus on the
1We use r to denote probability distributions relating to the TMC and distinguish from p and q distributions
used later in the paper.
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time-marginalized coalescent (TMC; Boyles and Welling, 2012), which decouples the
distribution over tree structure and branch length, a property that helps simplify inference
down the line.
Time-marginalized coalescent (TMC): The time-marginalized coalescent defines
a prior distribution over phylogenies. A phylogeny τ = (V,E,T ) is a directed rooted full
binary tree, with vertex set V and edges E, together with time labels T : V → [0, 1] where we
denote tv = T (v). The vertex set V is partitioned into N leaf vertices Vleaf and N−1 internal
vertices Vint, so that V =Vint∪Vleaf, and we take Vleaf = {1,2, . . . ,N} to simplify notation
for identifying leaves with N data points. The directed edges of the tree are encoded in the
edge set E ⊂Vint×V , where we denote the root vertex as vroot and for v ∈V \{vroot} we
denote the parent of v as pi(v) = w where (w,v) ∈ E.
The TMC samples a random tree structure (V,E) by a stochastic process in which
the N leaves are recursively merged uniformly at random until only one vertex is left. This
process yields the probability mass function on valid (V,E) pairs given by
r(V,E) =
(N−1)!
∏v∈Vint c(v)
N−1
∏
i=1
(
i+1
2
)−1
, (8.1)
where c(v) denotes the number of internal vertices in the subtree rooted at v. Given the tree
structure, time labels are generated via the stick-breaking process
tv =

0 v = vroot,
1 v ∈Vleaf,
tpi(v)−βv(1− tpi(v)) v ∈Vint \{vroot},
(8.2)
where βv
iid∼ Beta(a,b) for v ∈ V . These time labels encode a branch length tv− tpi(v) for
each edge e = (pi(v),v) ∈ E. We denote the overall density on phylogenies with N leaves
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as TMCN(τ;a,b).
Finally, to connect the TMC prior to data in RD, we define a likelihood model
r(z1:N |τ) on N data points, with zn corresponding to the leaf vertex n ∈ Vleaf. We use a
Gaussian random walk (GRW), where for each vertex v ∈V a location zv |zpi(v) is sampled
according to a Gaussian distribution centered at its parent’s location with variance equal to
the branch length,
zv |zpi(v) ∼ N(zpi(v),(tv− tpi(v))I), v ∈V \{vroot},
and we take zvroot ∼ N(0, I). As a result of this choice, we can exploit the Gaussian
graphical model structure to efficiently marginalize out the internal locations zv associated
with internal vertices v ∈ Vint and evaluate the resulting marginal density r(z1:N |τ). For
details about this marginalization, please refer to section D.3. The final overall density is
written as
r(z1:N ,τ) = TMCN(τ;a,b)r(z1:N |τ). (8.3)
For further details and derivations related to the TMC, please refer to Boyles and Welling
(2012).
TMC posterior predictive density: The TMC with N leaves and a GRW likelihood
model can be a prior on a set of N hierarchically-structured data, i.e. data that correspond
to nodes with small tree distance should have similar location values. In addition, it also
acts as a density from which we can sample new data. The posterior predictive density
r(zN+1 |z1:N ,τ) is easy to sample thanks to the exchangeability of the TMC.
To sample a new data point zN+1, we select a branch (edge) and a time to attach a
new leaf node. The probability r(eN+1 |V,E) of selecting branch eN+1 is proportional to
the probability under the TMC prior of the tree with a new leaf attached to branch eN+1.
The density r(tN+1 |eN+1,V,E) for a time label tN+1 is determined by the stick-breaking
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process (see section D.3 for details). Both of these probabilities are easy to calculate and
sample due to the exchangeability of the TMC.
The new location zN+1 can be sampled from r(zN+1 |eN+1, tN+1,τ), which is the
Gaussian distribution that comes out of the GRW likelihood model. Pictured in Fig-
ure 8.1 are samples from a TMC prior and GRW likelihood, where contours correspond
to r(zN+1 |z1:N ,τ). In addition to modeling hierarchical structure, the TMC is a flexible
nonparametric density estimator.
TMC inference: The posterior distribution r(τ |z1:N) is analytically intractable due
to the normalization constant r(z1:N) involving a sum over all tree structures, but it can be
approximately sampled via Markov chain Monte-Carlo (MCMC) methods. We utilize the
Metropolis-Hastings algorithm with a subtree-prune-and-regraft (SPR) proposal distribution
(Neal, 2003). An SPR proposal picks a subtree uniformly at random from τ and detaches
it. It is then attached back on the tree to a branch and time picked uniformly at random.
The Metropolis-Hastings acceptance probability is efficient to compute because the joint
density r(τ,z1:N) can be evaluated using belief propagation to marginalize the latent values
at internal nodes of τ , and many of the messages can be cached. See section D.3 for details.
8.1.2 Variational autoencoder
The variational autoencoder (VAE) is a generative model for a dataset x1:N wherein
latent vectors z1:N are sampled from a prior distribution and then individually passed into a
neural network observation model with parameters γ ,
z1:N ∼ p(z1:N), xn |zn ∼ pγ(xn |zn), (8.4)
We are interested in the posterior distribution p(zn |xn), which is not analytically tractable
but can be approximated with a variational distribution qφ (zn |xn), typically a neural network
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that outputs parameters of a Gaussian distribution. The weights of the approximate posterior
can be learned by optimizing the evidence-lower bound (ELBO),
L[q], Eq
[
log
pγ(x1:N ,z1:N)
∏n qφ (zn |xn)
]
(8.5)
The parameters of the model, γ and φ , are learned via stochastic gradient ascent on the
ELBO, using the reparametrization trick for lower variance gradients (Kingma and Welling,
2014; Rezende et al., 2014).
8.2 The TMC-VAE
The choice of prior distribution in the VAE significantly affects the autoencoder
and resulting latent space. The default standard normal prior, which takes zn
iid∼ N(0, I),
acts as a regularizer on an otherwise unconstrained autoencoder, but can be restrictive and
result in overpruning (Burda et al., 2015). Extremely flexible, learnable distributions like
masked autoregressive flow (MAF) priors (Papamakarios et al., 2017) enable very rich
latent spaces, but don’t encode any interpretable bias for organizing the latent space (except
perhaps smoothness).
In this paper, we explore the TMC prior for the VAE, which could potentially strike
a sweet spot between restrictive and flexible priors. We generate the latent values z1:N of a
VAE according to the TMC prior, then generate observations x1:N using a neural network
observation model,
τ ∼ TMCN(τ;a,b), (8.6)
z1:N |τ ∼ r(z1:N |τ), xn |zn ∼ pγ(xn |zn). (8.7)
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The TMC-VAE is a coherent generative process that captures discrete, interpretable structure
in the latent space. A phylogeny not only has an intuitive inductive bias, but can be useful
for exploratory data analysis and introspecting the latent space itself.
Consider doing inference in this model: first assume variational distributions
qφ (zn |xn) (as in the VAE) and q(τ), which results in the ELBO,
L[q] = Eq
[
log
p(τ,z1:N ,x1:N)
q(τ)∏n q(zn |xn)
]
(8.8)
For fixed qφ (zn |xn), we can sample the optimal q∗(τ),
q∗(τ) ∝ exp{Eq [log p(τ,z1:N ,x1:N)]}
∝ exp{Eq [log p(τ)p(z1:N |τ)]}
∝ exp{log p(τ)+Eq [log p(z1:N |τ)]}
(8.9)
(8.10)
Because p(z1:N |τ) is jointly Gaussian (factorizing according to tree structure) and qφ (zn |xn)
is Gaussian, expectations with respect to z1:N can move into log p(τ,z1:N ,x1:N). This
enables sampling the expected joint likelihood Eq [log p(τ,z1:N)] using SPR Metropolis-
Hastings. However, optimizing this ELBO is problematic. p(z1:N |τ) does not factorize
independently, so computing unbiased gradient estimates from minibatches is impossible
and requires evaluating all the data. Furthermore, the TMC is limiting from a computational
perspective. Since a phylogeny has as many leaves as points in the dataset, belief propaga-
tion over internal nodes of the tree slows down linearly as the size of the dataset grows. In
addition, SPR proposals mix very slowly for large trees. We found these limitations make
the model impractical for datasets of more than 1000 examples.
In the next section, we address these computational issues, while retaining the
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Figure 8.2: Graphical models and variational approximations for TMC models described in the
paper
interesting properties of the TMC-VAE.
8.3 LORACs prior for VAEs
In this section, we introduce a novel approximation to the TMC prior, which
preserves many desirable properties like structure and interpretability, while being compu-
tationally viable. Our key idea is to use a set of learned inducing points as the leaves of the
tree in the latent space, analogous to inducing-input approximations for Gaussian processes
(Snelson and Ghahramani, 2006). In this model, latent vectors z1:N are not directly hierar-
chically clustered, but are rather independent samples from the induced posterior predictive
density of a TMC. We call this the Latent ORganization of Arboreal Clusters (LORACs,
pronounced “lorax”) prior.
To define the LORACs prior p(τ,x1:N), we first define an auxiliary TMC distribu-
tion r(τ,s1:M) with M leaf locations s1:M. We treat s1:M as a set of learnable free parameters,
and define the conditional r(τ |s1:M) as the LORACs prior on phylogenies τ:
p(τ;s1:M), r(τ |s1:M). (8.11)
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That is, we choose the prior on phylogenies τ to be the posterior distribution of a TMC
with pseudo-observations s1:M. Next, we define the LORACs prior on locations zn |τ as a
conditionally independent draw from the predictive distribution r(sM+1 |τ,s1:M), writing
the sampled attachment branch and time as en and tn, respectively:
p(en, tn |τ), r(eM+1 = en, tM+1 = tn |τ),
p(zn |en, tn,τ), r(sM+1 = zn |en, tn,τ,s1:M). (8.12)
To complete the model, we use an observation likelihood parameterized by a neural network,
writing
xn |zn ∼ pγ(xn |zn). (8.13)
By using the learned inducing points s1:M, we avoid the main difficulty of inference in the
TMC-VAE of section 8.2, namely the need to do inference over all N points in the dataset.
Instead, dependence between datapoints is mediated by the set of inducing points s1:M,
which has a size independent of N. As a result, with the LORACs prior, minibatch-based
learning becomes tractable even for very large datasets. The quality of the approximation
to the TMC-VAE can be tuned by adjusting the size of M.
However, this technique presents its own inference challenges. Sampling the optimal
variational factor q∗(τ) is no longer an option as it was in the TMC-VAE:
q∗(τ;s1:M) ∝ exp{Eq [log p(τ,z1:N ,x1:N)]}
∝ exp{log p(τ;s1:M)+∑nEq [p(zn |en, tn,τ)]}
∝ exp{logTMCM(τ;a,b)
+∑Mm=1 logr(sm |s1:m−1,τ)
+∑nEq [log p(zn |en, tn,τ)]}.
(8.14)
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This term has a sum over N expectations; therefore computing this likelihood for the purpose
of MCMC would involve passing the entire dataset through a neural network. Furthermore,
the normalizer for this likelihood is intractable, but necessary for computing gradients
w.r.t s1:M. We therefore avoid using the optimal q∗(τ;s1:M) and set q(τ;s1:M) to the prior.
This has the additional computational advantage of cancelling out the Eq[log p(τ)] term in
the ELBO, which also has an intractable normalizing constant. If the inducing points are
chosen so that they contain most of the information about the hierarchical organization of
the dataset, then the approximation p(τ |z)≈ r(τ |s1:M) = p(τ) will be reasonable.
We also fit the variational factors q(en), qξ (tn |en,zn;s1:M), and qφ (zn |xn). The
factor for attachment times, qξ (tn |en,zn;s1:M), is a recognition network that outputs a
posterior over attachment times for a particular branch. Since the q(τ;s1:M) and p(τ;s1:M)
terms cancel out, we obtain the following ELBO (some notation suppressed for simplicity):
L[q], Eq
[
log
∏n p(en, tn |τ)p(zn |en, tn,τ)p(xn |zn)
∏n q(en)q(tn |en,zn)q(zn |xn)
]
. (8.15)
This ELBO can be optimized by first computing
q∗(en) = exp{Eq [log p(en | tn,zn,τ;s1:M)]} (8.16)
and computing gradients with respect to γ , s1:M, φ , and ξ using a Monte-Carlo estimate
of the ELBO using samples from q(τ;s1:M), q∗(en), qφ (zn |xn), and qξ (tn |en,zn;s1:M). The
factor q(τ;s1:M) can be sampled using vanilla SPR Metropolis-Hastings. The detailed
inference procedure can be found in section D.3.
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8.4 Related work
As mentioned above, LORACs connects various ideas in the literature, including
Bayesian nonparametrics (Boyles and Welling, 2012), inducing-point approximations (e.g.;
Snelson and Ghahramani, 2006; Tomczak and Welling, 2017), and amortized inference
(Kingma and Welling, 2014; Rezende et al., 2014).
Also relevant is a recent thread of efforts to endow VAEs with the interpretability
of graphical models (e.g.; Johnson et al., 2016; Lin et al., 2018). In this vein, Goyal et al.
(2017) propose using a different Bayesian nonparametric tree prior, the nested Chinese
restaurant process (CRP) (Blei et al., 2010), in a VAE. We chose to base LORACs on
the TMC instead, as the posterior predictive distribution of an nCRP is a finite mixture,
whereas the TMC’s posterior predictive distribution has more complex continuous structure.
Another distinction is that Goyal et al. (2017) only consider learning from pretrained image
features, whereas our approach is completely unsupervised.
8.5 Results
In this section, we analyze properties of the LORACs prior, focusing on qualitative
aspects, like exploratory data analysis and interpretability, and quantitative aspects, like
few-shot classification and information retrieval.
Experimental setup We evaluated the LORACs prior on three separate datasets:
dynamically binarized MNIST (LeCun, 1998), Omniglot (Lake et al., 2015), and CelebA
(Liu et al., 2015). For all three experiments, we utilized convolutional/deconvolutional
encoders/decoders and a 40-dimensional latent space (detailed architectures can be found
in section D.4). We used 200, 1000, and 500 inducing points for MNIST, Omniglot, and
CelebA respectively with TMC parameters a = b = 2. qξ (tn |en,zn;s1:M) was a two-layer
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Figure 8.3: Learned inducing points for a LORACs(200) prior on MNIST.
500-wide neural network with ReLU activations that output parameters of a logistic-normal
distribution over stick size and all parameters were optimized with Adam (Kingma and Ba,
2015). Other implementation details can be found in section D.4.
8.5.1 Qualitative results
A hierarchical clustering in the latent space offers a unique opportunity for inter-
pretability and exploratory data analysis, especially when the data are images. Here are
some methods for users to obtain useful data summaries and explore a dataset.
Visualizing inducing points We first inspect the learned inducing points s1:M by
passing them through the decoder. Visualized in Figure 8.3 are the 200 learned inducing
points for MNIST. The inducing points are all unique and are cleaner than pseudo-input
reconstructions from VampPrior (shown in Figure D.4). Inducing points can help summarize
a dataset, as visualizations of the latent space indicate they spread out and cover the data
(see Figure D.2). Inducing points are also visually unique and sensible in Omniglot and
CelebA (see Figure D.5 and D.6).
Hierarchical clustering We can sample q(τ;s1:M) to obtain phylogenies over the
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(a) MNIST (b) Omniglot (c) CelebA
Figure 8.4: An example learned subtree from a sample of q(τ;s1:M) for each dataset. Leaves
are visualized by passing inducing points throught the decoder.
inducing points, and can visualize these clusterings using the decoded inducing points;
subtrees from a sample in each dataset are visualized in Figure 8.4. In MNIST, we find large
subtrees correspond to the discrete classes in the dataset. In Omniglot, subtrees sometimes
correspond to language groups and letter shapes. In CelebA, we find subtrees sometimes
correspond to pose or hair color and style.
We can further use the time at each internal node to summarize the data at many
levels of granularity. Consider “slicing” the hierarchy at a particular time t by taking
every branch (pi(v),v) ∈ E with tpi(v) ≤ t < tv and computing the corresponding expected
Gaussian random walk value at time t. At times closer to zero, we slice fewer branches
and are closer to the root of the hierarchy, so the value at the slice looks more like the
mean of the data. In Figure 8.5, we visualize this process over a subset of the inducing
points of CelebA. Visualizing the dataset in this way reveals cluster structure at different
granularities and offers an evolutionary interpretation to the data, as leaves that coalesce
more “recently” are likely to be closer in the latent space.
Although the hierarchical clustering is only over inducing points, we can still
visualize where real data belong on the hierarchy by computing q∗(en) and attaching the
data to the tree. By doing this for many points of data, and removing the inducing points
from the tree, we obtain an induced hierarchical clustering.
Generating samples Having fit a generative model to our data, we can visualize
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Figure 8.5: The evolution of a CelebA over a subset of inducing points. We create this
visualization by taking slices of the tree at particular times and looking at the latent distribution
at each of the sliced branches.
samples from the model. Although we do not expect the samples to have fidelity and
sharpness comparable to those from GANs or state-of-the-art decoding networks (Radford
et al., 2015; Salimans et al., 2017), sampling with the LORACs prior can help us understand
the latent space. To draw a sample from a TMC’s posterior predictive density, we first
sample a branch and time, assigning the sample a place in the tree. This provides each
generated sample a context, i.e., the branch and subtree it was generated from. However,
learning a LORACs prior allows us to conditionally sample in a novel way. By restricting
samples to a subtree, we can generate samples from the support of the posterior predictive
density limited to that subtree. This enables conditional sampling at many levels of the
hierarchy. We visualize examples of this in Figure 8.6 and Figure 8.7.
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(a) MNIST
(b) Omniglot
Figure 8.6: Conditional samples from subtrees.
8.5.2 Quantitative results
We ran experiments designed to evaluate the usefulness of the LORACs’s learned
latent space for downstream tasks. We compare the LORACs prior against a set of baseline
priors on three different tasks: few-shot classification, information retrieval, and generative
modeling. Our datasets are dynamically binarized MNIST and Omniglot (split by instance)
and our baselines are representations learned with the same encoder-decoder architecture
and latent dimensionality2 but substituting the following prior distributions over z:
• No prior
• Standard normal prior
• VampPrior (Tomczak and Welling, 2017) - 500 pseudo-inputs for MNIST, 1000 for
2Following the defaults in the author’s reference implementation, we evaluated DVAE# on statically
binarized MNIST with smaller neural networks, but with a higher-dimensional latent space.
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Figure 8.7: Samples from subtrees of CelebA.
(a) MNIST (b) Omniglot
Figure 8.8: Few-shot classification results
Omniglot
• DVAE] (Vahdat et al., 2018b) - latent vectors are 400-dimensional, formed from con-
catenating binary latents, encoder and decoder are two-layer feed-forward networks
with ReLU nonlinearities
• Masked autoregressive flow (MAF; Papamakarios et al., 2017) - two layer, 512 wide
MADE
Few-shot classification In this task, we train a classifier with varying numbers
of labels and measure test accuracy. We pick equal numbers of labels per class to avoid
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imbalance and we use a logistic regression classifier trained to convergence to avoid adding
unnecessary degrees of freedom to the experiment. We replicated the experiment across
20 randomly chosen label sets for MNIST and 5 for Omniglot. The test accuracy on these
datasets is visualized in Figure 8.8. For MNIST, we also manually labeled inducing points
and found that training a classifier on 200 and 500 inducing points achieved significantly
better test accuracy than randomly chosen labeled points, hinting that the LORACs prior
has utility in an active learning setting.
The representations learned with the LORACs consistently achieve better accuracy,
though in MNIST, LORACs prior and MAF reach very similar test accuracy at 100 labels
per class. The advantage of the LORACs prior is especially clear in Omniglot (Table D.1
and Table D.2 contain the exact numbers). We believe our advantage in this task comes
from ability of the LORACs prior to model discrete structure. TSNE visualizations in
Figure 8.9 and Figure D.1 indicate clusters are more concentrated and separated with the
LORACs prior than with other priors, though TSNE visualizations should be taken with a
grain of salt.
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(a) Normal prior (b) LORACs(200) prior
Figure 8.9: TSNE visualizations of the latent space of the MNIST test set with different priors,
color-coded according to class. LORACs prior appears to learn a space with more separated,
concentrated clusters.
Information retrieval We evaluated the meaningfulness of Euclidean distances in
the learned latent space by measuring precision-recall when querying the test set. We take
each element of the test set and sort all other members according to their L2 distance in the
latent space. From this ranking, we produce precision-recall curves for each of the query
and plot the average precision-recall over the entire test set in Figure D.7. We also report
the area-under-the-curve (AUC) measure for each of these curves in Table 8.1.
AUC numbers for Omniglot are low across the board because of the large number of
classes and low number of instances per class. However, in both datasets the LORACs prior
consistently achieves the highest AUC, especially with MNIST. The LORACs prior encour-
ages tree-distance to correspond to squared Euclidean distance, as branch lengths in the
tree are variances in a Gaussian likelihoods. We thus suspect distances in a LORACs prior
latent space to be more informative and better for information retrieval.
Held-out log-likelihood We estimate held-out log-likelihoods for the four VAEs
we trained with comparable architectures and different priors. (We exclude DVAE] since
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Table 8.1: Averaged precision-recall AUC on MNIST/Omniglot test datasets
Prior MNIST Omniglot
No prior 0.429 0.078
Normal 0.317 0.057
VAMP 0.502 0.063
DVAE# 0.490 0.024
MAF 0.398 0.070
LORACs 0.626 0.087
Table 8.2: MNIST/Omniglot test log-likelihoods
Prior MNIST Omniglot
Normal -83.789 -89.722
MAF -80.121 -86.298
Vamp -83.0135 -87.604
LORACs -83.401 -87.105
its architecture is substantially different, and the classical autoencoder since it lacks gen-
erative semantics.) We use 1000 importance-weighted samples (Burda et al., 2015) to
estimate held-out log-likelihood, and report the results in Table 8.2. We find that, although
LORACs outperforms the other priors on downstream tasks, it only achieves middling
likelihood numbers. This result is consistent with the findings of Chang et al. (2009) that
held-out log-likelihood is not necessarily correlated with interpretability or usefulness for
downstream tasks.
8.6 Discussion
Learning discrete, hierarchical structure in a latent space opens a new opportunity:
interactive deep unsupervised learning. User-provided constraints have been used in both
flat and hierarchical clustering (Wagstaff and Cardie, 2000; Awasthi and Zadeh, 2010), so
an interesting follow up to this work would be incorporating constraints into the LORACs
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prior, as in Vikram and Dasgupta (2016), which could potentially enable user-guided
representation learning.
Chapter 8, in full, is a reprint of the as it appears in “The LORACs Prior for
VAEs: Letting the Trees Speak for the Data”. S.Vikram, M. Hoffman, and M. Johnson. In
International Conference on Artificial Intelligence and Statistics 2019. The dissertation
author was the primary investigator.
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Chapter 9
Structured Representations for
Reinforcement Learning
9.1 Introduction
Model-based reinforcement learning (RL) methods use known or learned models in
a variety of ways, such as planning through the model and generating synthetic experience
(Sutton, 1990; Kober et al., 2013). On simple, low-dimensional tasks, model-based ap-
proaches have demonstrated remarkable data efficiency, learning policies for systems like
cart-pole swing-up with under 30 seconds of experience (Deisenroth et al., 2014; Moldovan
et al., 2015). However, for more complex domains, one of the main difficulties in applying
model-based methods is modeling bias: if control or policy learning is performed against
an imperfect model, performance in the real world will typically degrade with model
inaccuracy (Deisenroth et al., 2014). Many model-based methods rely on accurate forward
prediction for planning (Nagabandi et al., 2018; Chua et al., 2018), and for image-based
domains, this precludes the use of simple models which will introduce significant modeling
bias. However, complex, expressive models must typically be trained on very large datasets,
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Figure 9.1: Our method can learn policies for complex manipulation tasks on a real Sawyer
robot arm including stacking blocks (top) and pushing a mug onto a coaster (bottom), both from
only 64-by-64-by-3 image observations (right), with no additional sensor information, and in
one to two hours of interaction time.
corresponding to days to weeks of data collection, in order to generate accurate forward
predictions of images (Finn and Levine, 2017; Pinto and Gupta, 2016; Agrawal et al., 2016).
How can we use model-based methods to learn from images with similar data
efficiency as we have seen in simpler domains? In our work, we focus on removing the
need for accurate forward prediction, using what we term local models methods. These
methods use simple models, typically linear models, to provide gradient directions for
local policy improvement, rather than for forward prediction and planning (Todorov and
Li, 2005; Levine and Abbeel, 2014). Thus, local model methods circumvent the need for
accurate predictive models, but these methods cannot be directly applied to image-based
tasks because image dynamics, even locally speaking, are highly non-linear.
Our main contribution is a representation learning and model-based RL procedure,
which we term stochastic optimal control with latent representations (SOLAR), that jointly
optimizes a latent representation and model such that inference produces local models
that provide good gradient directions for policy improvement. As shown in Figure 9.1,
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SOLAR is able to learn policies directly from high-dimensional image observations in
several domains, including a real robotic arm stacking blocks and pushing objects with only
one to two hours of data collection. To our knowledge, SOLAR is the most efficient RL
method for solving real world robotics tasks directly from raw images. We also demonstrate
several additional advantages of our method, including the ability to transfer learned models
in the multi-task RL setting and the ability to handle sparse reward settings with a set of
goal images.
9.2 Preliminaries
We formalize our setting as a partially observed Markov decision process (POMDP)
environment, which is given by the tuple M = (O,S,A, p,C, f ,ρ,T ). Most prior work in
model-based RL assumes the fully observed RL setting where the observation space O
is the same as the state space S and the observation density function f (o|s) = δ{o = s}
provides the exact state, so we will first discuss this setting. In this setting, the state space
S, action space A, and horizon T are known, but the dynamics function p(st+1|st ,at), cost
function C(st ,at), and initial state distribution ρ(s1) are unknown. RL agents interact with
the environment via a policy pi(at |st) that chooses an action conditioned on the current state,
and the environment responds with the next state, sampled from the dynamics function,
and the cost, evaluated through the cost function. The goal of RL is to minimize, with
respect to the agent’s policy, the expected sum of costs η [pi] =Epi,p,ρ
[
∑Tt=1C(st ,at)
]
. Local
model methods iteratively fit dynamics and cost models ρˆ, pˆ,Cˆ to data collected from the
current policy in order to optimize ηˆ [pi],Epi,pˆ,ρˆ
[
∑Tt=1 Cˆ(st ,at)
]
. One particularly tractable
and popular model is the linear-quadratic system (LQS), which models the dynamics as
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time-varying linear-Gaussian (TVLG) and the cost as quadratic, i.e.,
pˆ(st+1|st ,at) = N
st+1 ∣∣∣∣ Ft
st
at
,Σt
 ,
Cˆ(st ,at) =
1
2
st
at

>
C
st
at
+ c>
st
at
 .
Any deterministic policy operating in an environment with smooth dynamics can be locally
modeled with a time-varying LQS (Boyd and Vandenberghe, 2004), while low-entropy
stochastic policies are modeled approximately. This makes the time-varying LQS a reason-
able local model for many dynamical systems. Furthermore, the optimal maximum-entropy
policy pi? under the model is linear-Gaussian state feedback (Jacobson and Mayne, 1970),
i.e.,
pi?(at |st) = N (Ktst +kt ,St) .
We describe how to compute the parameters Kt , kt , and St in section E.1. Due to modeling
bias, the policy computed through LQR likely will not perform well in the real environment.
This is because the model will not be globally correct but rather only valid close to the
distribution of the data-collecting policy. One approach to addressing this issue is to use
LQR with fitted linear models (LQR-FLM; Levine and Abbeel, 2014), a method which
imposes a KL-divergence constraint on the policy update such that the shift in the trajectory
distributions before and after the update, which we denote as p¯(τ) and p(τ), respectively,
is bounded by a step size ε . This leads to the constrained optimization
max
pi
ηˆ [pi] s.t. KL(p(τ)‖p¯(τ))≤ ε . (9.1)
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As shown in Levine and Abbeel (2014), this constrained optimization can be solved by
augmenting the cost function to penalize the deviation from the previous policy p¯i , i.e.,
C˜(st ,at) = 1λ Cˆ(st ,at)− log p¯i(at |st). Note that this augmented cost function is still quadratic,
since the policy is linear-Gaussian, and thus we can still compute the optimal policy for this
cost function in closed form using the LQR procedure. λ is a dual variable that trades off
between optimizing the original cost and staying close in distribution to the previous policy,
and the weight of this term can be determined through a dual gradient descent procedure.
Methods based on LQR have enjoyed considerable success in a number of control
domains, including learning tasks on real robotic systems (Todorov and Li, 2005; Levine
et al., 2016). However, most prior work in model-based RL assumes access to a low-
dimensional state representation, and this precludes these methods from operating on
complex observations such as images. There is some work on lifting this restriction: for
example, Watter et al. (2015) and Banijamali et al. (2018) combine LQR-based control with
a representation learning scheme based on the variational auto-encoder (VAE; Kingma
and Welling, 2014; Rezende et al., 2014) where images are encoded into a learned low-
dimensional representation that is used for modeling and control. They demonstrate success
on learning several continuous control domains directly from pixel observations. We discuss
our method’s relationship to this work in section 9.6.
9.3 Learning and Modeling the Latent Space
Representation learning is a promising approach for integrating local models with
complex observation spaces like images. What are the desired properties for a learned
representation to be useful for local model methods? A simple answer is that local model
fitting in a latent space that is low-dimensional and regularized will be more accurate
than fitting directly to image observations. Concretely, one approach that satisfies these
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Figure 9.2: A high-level schematic of our method. We discuss the details of the model and
inference procedure in section 9.3 and section 9.4. We then explain our algorithm in section 9.5.
properties is to embed observations using a standard VAE, where regularization comes in
the form of a unit Gaussian prior. However, a VAE representation still may not be amenable
to local model fitting since the latent state is not optimized for dynamics and cost modeling.
Since we aim to infer local dynamics and cost models in the neighborhood of the observed
data, the main property we require from the latent representation is to make this fitting
process more accurate for the observed trajectories, thereby reducing modeling bias and
enabling a local model method to better improve the policy.
As we discuss in subsection 9.3.1, in order to make the local model fitting more
accurate, especially in the low data regime, we learn global dynamics and cost models
on all observed data jointly with the latent representation. Our formulation allows us to
directly optimize the latent representation to be amenable for fitting linear dynamics and
quadratic cost models, and subsection 9.3.2 details the learning procedure. Section 9.4
describes how, using our learned representation and global model as a starting point, we
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can infer local models that accurately explain the observed data. In this case, the local
TVLG dynamics become latent variables in the model. As shown in Figure 9.2, updating
the policy can then be done simply by rolling out a few trajectories, inferring the posterior
over the latent TVLG dynamics, and using these dynamics and a local quadratic cost model
to improve the policy. This procedure becomes the basis for the SOLAR algorithm which
we present in section 9.5.
9.3.1 The Deep Bayesian LQS Model
In our problem setting, we have access to trajectories of the form
[o0,a0,c0, . . . ,oT ,aT ,cT ] sampled from the system using our current policy. We assume
this observed data is generated as follows: there is a latent state s that evolves according
to linear-Gaussian dynamics, where the dynamics parameters themselves are stochastic
and distributed according to a global prior. At each time step t, the latent state st is used to
generate an image observation ot , and the state and action generate the cost observation ct .
The prior on the dynamics parameters increases the expressivity of the model by removing
the assumption that the underlying dynamics are globally linear, since different trajectories
may be explained by different samples from the prior. Furthermore, we approximate the
observation function with a convolutional neural network, which makes the overall model
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non-linear. We formalize this generative model as
s1 ∼ N (0,I) , (9.2)
F,Σ ∼MNIW (Ψ,ν ,M0,V) , (9.3)
st+1 |st ,at ,F,Σ ∼ N
F
st
at
,Σ
 , (9.4)
ot |st ∼ fγ (st) , (9.5)
ct |st ,at ∼ N
(
Cˆ(st ,at),1
)
. (9.6)
MNIW denotes the matrix normal inverse-Wishart (MNIW) distribution, which is the
conjugate prior for linear-Gaussian dynamics models. Thus, conditioned on transitions
from a particular time step, the posterior dynamics distribution p
(
F,Σ
∣∣ {s(i)t ,a(i)t ,s(i)t+1}i)
is still MNIW, and we describe in section 9.4 how we leverage this conjugacy to infer
local linear models using an approximate posterior distribution over the dynamics as a
global prior. We refer to fγ(s) as an observation model or decoder, which is parameterized
by neural network weights γ and outputs a Bernoulli distribution over o, which are RGB
images.
There are a number of ways to parameterize the quadratic cost model Cˆ, and we
detail several options in section E.2 along with an alternate parameterization for sparse
human feedback that we discuss in section 9.5.
9.3.2 Joint Model and Representation Learning
We are interested in inferring two distributions of interest, both conditioned on the
observations and actions:1
1Note that we do not condition on the cost observations for simplicity and also because the costs are
scalars that contain relatively little information compared to image observations.
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1. The posterior distribution over dynamics parameters p(F,Σ |o1:T ,a1:T ), as this in-
forms our policy update;
2. The posterior distribution over latent trajectories p(s1:T |o1:T ,a1:T ,F,Σ), since we
require an estimate of the latent state as the input to our policy.
The subscript 1 : T denotes an entire trajectory. Both of these distributions are intractable
due to the neural network observation model. We instead turn to variational inference
which optimizes, with respect to KL-divergence, a variational distribution q in order to
approximate a distribution of interest p. Specifically, we introduce the variational factors
q(F,Σ) = MNIW (Ψ′,ν ′,M ′0,V
′) ,
q
(
s1:T
∣∣ F,Σ;o1:T ,a1:T) ∝
p(s1)
T−1
∏
t=1
p
(
st+1
∣∣ st ,at ,F,Σ) T∏
t=1
ψ(st ;ot ,φ) .
q(F,Σ) represents our posterior belief about the system dynamics after observing the col-
lected data, and we also model this distribution as MNIW. We construct the full variational
distribution over latent state trajectories as the normalized product of the state dynamics
and, borrowing terminology from undirected graphical models, learned evidence potentials
ψ(st ;ot ,φ) = N(eφ (ot)). We refer to eφ (o) as a recognition model or encoder, which is
parameterized by neural network weights φ and outputs the mean and diagonal covariance
of a distribution over s.
To learn the variational parameters, we optimize the evidence lower bound (ELBO),
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which is given by
L[q] = Eq
[
log
p
(
F,Σ,s1:T ,o1:T ,c1:T
∣∣ a1:T)
q
(
F,Σ,s1:T ;o1:T
∣∣ a1:T)
]
= Eq
[
T
∑
t=1
log p(ot |st)
]
+Eq
[
T
∑
t=1
log p(ct |st ,at)
]
−KL(q(F,Σ)‖p(F,Σ))
−Eq
[
KL
(
q
(
s1:T
∣∣ F,Σ;o1:T ,a1:T)‖
p
(
s1:T
∣∣ a1:T ,F,Σ))] .
Johnson et al. (2016) derived an algorithm for optimizing hybrid models with both
deep neural networks and probabilistic graphical model (PGM) structure. In fact, our
model bears strong resemblance to the LDS SVAE model from their work, though our
ultimate goal is to fit local models for model-based policy learning rather than focusing
on global models as in their work. We explain the relevant details of the SVAE learning
procedure, which we use to learn the neural network parameters γ and φ along with the
global dynamics and cost models, in section E.3.
Note that, because the dynamics and cost are learned with samples from the recog-
nition model, we backpropagate the gradients from the cost likelihood and dynamics KL
terms through the encoder in order to learn a representation that is better suited to linear
dynamics and quadratic cost. Through this, we learn a latent representation that, in addition
to being low-dimensional and regularized, is directly optimized for fitting a LQS model on
the observed data.
In Figure 9.3, we depict our generative model using solid lines, and we depict the
variational factors and recognition networks using dashed lines. Our method learns two
variational distributions: first, a distribution over latent states which is used to provide
inputs to the learned policy, and second, a global dynamics model that is used as a prior for
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Figure 9.3: Our generative model, in solid lines, and variational family and recognition network,
in dashed lines. In practice, the observations we work with are RGB images, and we use
convolutional neural networks for both the recognition and observation models. The distributions
for each node are specified in section 9.3.
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inferring local linear dynamics models.
9.4 Inference and RL in the Latent Space
How can we utilize our learned representation and global models to enable local
model methods? As shown in Figure 9.2, local model methods alternate between collecting
batches of data from the current policy and using this data to fit local models and improve
the policy. In order to improve the behavior of the local dynamics model fitting, especially
in the low data regime, we use our global dynamics model as a prior and fit local dynamics
models via posterior inference conditioned on data from the current policy.
For policy improvement, we fit local linear dynamics models separately at every
time step, thus we augment the dynamics in our generative model from Equation 9.3 to
instead be separate dynamics parameters Ft ,Σt for each t. We model these parameters as
independent samples from the global dynamics model q(F,Σ), and this can be interpreted
as an empirical Bayes method, where we use data to estimate the parameters of our priors.
In this way, the global dynamics model acts as a prior on the local time-varying dynamics
models. In order to then infer the parameters of these local models conditioned on the
data from the current policy, we employ a variational expectation-maximization (EM)
procedure. The E-step computes q
(
s1:T
∣∣ F1:T ,Σ1:T ;o1:T ,a1:T) given the current local
dynamics, which are initialized to the global prior. The M-step optimizes, for each t,
E[logq(Ft ,Σt
∣∣ st ,at ,st+1)] with respect to the dynamics parameters, where the expectation
is over the latent state distribution from the E-step. We refer readers to section E.4 for
complete details.
We additionally fit a local quadratic cost model to the latest batch of data, and this
combined with the local linear dynamics models gives us a local latent LQS model. Thus,
it is natural to use LQR-based control in order to learn a policy. However, as discussed in
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section 9.2, using vanilla LQR typically leads to undesirable behavior due to modeling bias.
One way to understand the problem is through standard supervised learning analysis,
which only guarantees that our local models will be accurate under the distribution of data
from the current policy. This directly motivates updating our policy in such a way that
the trajectory distribution induced by the new policy does not deviate heavily from the
data distribution, and in fact, the update rule proposed by LQR-FLM exactly accomplishes
this goal (Levine and Abbeel, 2014). Thus, our policy update method utilizes the same
constrained optimization from Equation 9.1, and we solve this optimization using the same
augmented cost function that penalizes deviation from the previous policy.
Note that rolling out our policy pi(at |st) requires computing an estimate of the
current latent state st . In order to handle partially observable tasks, we estimate the latent
state using the history of observations and actions, i.e., q
(
st
∣∣ F1:t−1,Σ1:t−1;o1:t ,a1:t−1),
where we condition on the local linear dynamics fit to the latest batch of data. This
distribution can be computed using Kalman filtering in the latent space and allows us to
handle partial observability by aggregating information that may not be estimable from a
single observation, such as system velocity from images.
9.5 The SOLAR Algorithm
The SOLAR algorithm is presented in Algorithm 2. Lines 1-3 detail the pretraining
phase, corresponding to the representation and global model learning described in sec-
tion 9.3, where we collect Ninit trajectories using a random policy to train the representation,
dynamics, and cost model. In our experiments in section 9.7, we typically set Ninit N. In
the RL phase, we alternate between inferring dynamics at each time step conditioned on
data from the latest policy as described in section 9.4 (line 5), performing the LQR-FLM
update described in section 9.2 given the inferred dynamics (line 6), collecting N trajectories
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Algorithm 2 SOLAR
Input: # iterations K; # trajectories Ninit,N
Input: model and policy hyperparameters ξM,ξpi
Output: final model M, final policy pi(K)
1: pi(0)← INITIALIZEPOLICY(ξpi)
2: x1:N ← COLLECTDATA(Ninit,pi(0))
3: M← TRAINMODEL(x1:N ,ξM) (section 9.3)
4: for iteration k ∈ {1, . . . ,K} do
5: {Ft ,Σt}t ← INFERDYNAMICS(x1:N ,M) (section 9.4)
6: pi(k)← LQR-FLM(pi(k−1),{Ft ,Σt}t ,M)
(section 9.2)
7: x1:N ← COLLECTDATA(N,pi(k))
8: (optional) M← TRAINMODEL(x1:N ,ξM)
9: end for
using the updated policy (line 7), and optionally fine-tuning the model on the new data
(line 8).2 The model hyperparameters ξM include number of iterations, learning rates, and
minibatch size, and the policy hyperparameters ξpi include the policy update KL constraint
ε and the initial random variance.
We evaluate SOLAR in section 9.7 in several RL settings involving continuous
control including manipulation tasks on a real Sawyer robot. Beyond our method’s perfor-
mance on these tasks, however, we can derive several other significant advantages from our
representation and PGM learning. As we detail in the rest of this section, these advantages
include transfer in the multi-task RL setting and handling sparse reward settings using an
augmented graphical model.
9.5.1 Transferring Representations and Models
In the scenario where the dynamics are unknown, LQR-based methods are typically
used in a “trajectory-centric” fashion where the distributions over initial conditions and
2In our experiments, we found that fine-tuning the model did not improve final performance, though this
step may be more important for environments where exploration is more difficult.
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goal conditions are low variance (Levine and Abbeel, 2014; Chebotar et al., 2017). We
similarly test our method in such settings in section 9.7, e.g., learning Lego block stacking
where the top block starts in a set position and the bottom block is fixed to the table. In the
more general case where we may wish to handle several different conditions, we can learn
a policy for each condition, however this may require significant amounts of data if there
are many conditions.
However, one significant advantage of representation and model learning over
alternative approaches, such as model-free RL, is the potential for transferring knowledge
across multiple tasks where the underlying system dynamics do not change (Lesort et al.,
2018). Here, we consider each condition to be a separate task, and given a task distribution,
we first sample various tasks and learn our model from section 9.3 using random data
from these tasks. We show in section 9.7 that this “base model” can then be directly
transferred to new tasks within the distribution, essentially removing the pretraining phase
and dramatically speeding up learning for the Sawyer Lego block stacking domain.
9.5.2 Learning from Sparse Rewards
Reward functions can often be hard to specify for complex tasks in the real world,
and in particular they may require highly instrumented setups such as motion capture
when operating from image observations. In these settings, sparse feedback is often easier
to specify as it can come directly from a human labeler. Because we incorporate PGM
machinery in our learned latent representation, it is straightforward for SOLAR to handle
alternate forms of supervision simply by augmenting our generative model to reflect how
the new supervision is given. Specifically, we extend our cost model to the sparse reward
setting by assuming that we observe a binary signal ft based on the policy performance,
rather than costs ct , and then modeling ft as a Bernoulli random variable with probability
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given by
p( ft = 1 |st ,at) ∝ exp{−Cˆ(st ,at)}
Concretely, in our experiments, ft is generated by a human that only provides ft = 1 when
the task is solved. This setup is reminiscent of Fu et al. (2018), though our goal is not to
classify expert data from policy data. Learning Cˆ from observing ft amounts to logistic
regression, and afterwards we can use Cˆ as before in order to perform control and policy
learning. Note that we can still backpropagate gradients through the encoder in order to
learn a representation that is more amenable to predicting ft . In section 9.7, we use this
method to solve a pushing task for which providing rewards is difficult without motion
capture, and instead we use sparse human feedback and a set of goal images to specify the
desired outcome. We provide the implementation details for this experiment in section E.5.
9.6 Related Work
Utilizing representation learning within model-based RL has been studied in a
number of previous works (Lesort et al., 2018), including using embeddings for state
aggregation (Singh et al., 1994), dimensionality reduction (Nouri and Littman, 2010), self-
organizing maps (Smith, 2002), value prediction (Oh et al., 2017), and deep auto-encoders
(Lange and Riedmiller, 2010; Higgins et al., 2017b). Among these works, deep spatial
auto-encoders (DSAE; Finn et al., 2016) and embed to control (E2C; Watter et al., 2015;
Banijamali et al., 2018) are the most closely related to our work, in that they consider local
model methods combined with representation learning. The key difference in our work
is that, rather than using a learning objective for reconstruction and forward prediction,
our objective is more suited for local model methods by directly encouraging learning
representations where fitting local models accurately explains the observed data. We also
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do not assume a known cost function, goal state, or access to the underlying system state as
in DSAE and E2C, making SOLAR applicable even when the underlying states and cost
function are unknown.3
Subsequent to our work, Hafner et al. (2018) formulate a representation and model
learning method for image-based continuous control tasks that is used in conjunction with
model-predictive control (MPC), which plans H time steps ahead using the model, executes
an action based on this plan, and then re-plans after receiving the next observation. We
compare to a baseline that uses MPC in section 9.7, and we empirically demonstrate the
relative strengths of SOLAR and MPC, showing that SOLAR can overcome the short-
horizon bias that afflicts MPC. We also compare to robust locally-linear controllable
embedding (RCE; Banijamali et al., 2018), an improved version of E2C, and we find that
our approach tends to produce better empirical results.
9.7 Experiments
We aim to answer the following through our experiments:
1. What benefits do we derive by utilizing model-based RL and representation learning
in general?
2. How does SOLAR compare to similar methods in terms of solving image-based
control tasks?
3. Can we utilize SOLAR to solve image-based control tasks on a real robotic system?
To answer 1, we compare SOLAR to PPO (Schulman et al., 2017), a state-of-the-art model-
free RL method, and LQR-FLM with no representation learning. For the real world tasks,
3These methods may be extended to unknown underlying states and cost functions, though the authors do
not experiment with this and it is unclear how well these approaches would generalize.
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Figure 9.4: Illustrations of the environments we test on in the top row with example image
observations in the bottow row. Left to right: visualizing a trajectory in the nonholonomic car
environment, with the target denoted by the black dot; an illustration of the 2-DoF reacher
environment, with the target denoted by the red dot; the different tasks that we test for block
stacking, where the rightmost task is the most difficult as the policy must learn to first lift the
yellow block before stacking it; a depiction of our pushing setup, where a human provides the
sparse reward that indicates whether the robot successfully pushed the mug onto the coaster.
we also compare to deep visual foresight (DVF; Ebert et al., 2018), a state-of-the-art
model-based method for images which does not use representation learning.
To answer 2, we compare to RCE (Banijamali et al., 2018), which as discussed
earlier is an improved version of E2C (Watter et al., 2015). We also set up an “VAE ablation”
of SOLAR where we replace our representation learning scheme with a standard VAE.
Finally, we consider an “MPC baseline” where we train neural network dynamics and cost
models jointly with a latent representation and then use MPC with these models. Details
regarding each of the comparisons are in section E.6.
To answer 3, we evaluate SOLAR on a block stacking task and a pushing task on a
Sawyer robot arm as shown in Figure 9.1. Videos of the learned policies are available at
https://sites.google.com/view/icml19solar.
9.7.1 Experimental Tasks
We set up simulated image-based robotic domains as well as manipulation tasks on
a real Sawyer robotic arm, as shown in Figure 9.4. Details regarding task setup and training
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hyperparameters are provided in section E.5.
2D navigation. Our 2-dimensional navigation task is similar to Watter et al. (2015)
and Banijamali et al. (2018) where an agent controls its velocity in a bounded planar system
to reach a specified target. However, we make this task harder by randomizing the goal
every episode rather than fixing it to the bottom right. Observations consist of two 32-by-32
images showing the positions of the agent and goal.
Nonholonomic car. The nonholonomic car starts in the bottom right of the 2-
dimensional space and controls its acceleration and steering velocity in order to reach the
target in the top left. We use 64-by-64 images as the observation.
Reacher. We experiment with the reacher environment from OpenAI Gym (Brock-
man et al., 2016), where a 2-DoF arm in a 2-dimensional plane has to reach a fixed target
denoted by a red dot. For observations, we directly use 64-by-64-by-3 images of the
rendered environment, which provides a top-down view of the reacher and target.
Sawyer Lego block stacking. To demonstrate a challenging domain in the real
world, we use our method to learn Lego block stacking with a real 7-DoF Sawyer robotic
arm. The observations are 64-by-64-by-3 images from a camera pointed at the robot,
and the controller only receives images as the observation without joint angles or other
information. As shown in Figure 9.4, we define different block stacking tasks as different
initial positions of the Sawyer arm.
Sawyer pushing. We also experiment with the Sawyer arm learning to push a
mug onto a white coaster, where we again use 64-by-64-by-3 images with no auxiliary
information. Furthermore, we set up this task with only sparse binary rewards that indicate
whether the mug is on top of the coaster, which are provided by a human labeler.
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(a) (b) (c)
Figure 9.5: Full size versions of these plots are available on the project website. (a): Our method,
the MPC baseline, and the VAE ablation consistently solve 2D navigation with a randomized
goal, whereas RCE is unable to make progress. The final performance of PPO is plotted as
the dashed line, though PPO requires 1000 times more samples than our method to reach this
performance. (b): On the nonholonomic car, both our method and the MPC baseline are able to
reach the goal, though the VAE ablation is less consistent across seeds and RCE once again is
unsuccessful at the task. PPO requires over 25 times more episodes than our method to learn a
successful policy. (c): On reacher, we perform worse than PPO but use about 40 times fewer
episodes. RCE fails to learn at all, and the VAE ablation and MPC baseline are noticeably worse
than our method. Here we plot reward, so higher is better.
9.7.2 Comparisons to Prior Work
As shown in Figure 9.5, we compare to prior methods only on the simulated domains
as these methods have not been shown to solve real-world image-based domains with
reasonable data efficiency. On the 2D navigation task, our method, the VAE ablation, and
the MPC baseline are able to learn very quickly, converging to high-performing policies in
200 episodes. However, these policies still exhibit some “jittery” behavior due to modeling
bias, especially for the VAE ablation, whereas PPO learns an extremely accurate policy that
continues to improve the longer we train. This gain in asymptotic performance is typical
of model-free methods over model-based methods, however achieving this performance
requires two to three orders of magnitude more samples. We present log-scale plots that
illustrate the full learning progress of PPO in section E.7.
LQR-FLM from pixels fails to learn anything meaningful, and its performance does
not improve over the initial policy. In fact, LQR-FLM does not make progress on any of
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the tasks, and for the sake of clarity in the plots, we omit these results. Similarly, despite
extensive tuning and using code directly from the original authors, we were unable to get
RCE to learn a good model for our 2D navigation task, and thus the learned policy also
does not improve over the initial policy. RCE did not learn successful policies for any of the
other tasks that we experiment with, though in section E.7, we show that RCE can indeed
learn the easier fixed-target 2D navigation task from prior work.
On the nonholonomic car, our method and the MPC baseline are able to learn
with about 1500 episodes of experience, whereas the VAE ablation’s performance is less
consistent. PPO eventually learns a successful policy for this task that performs better than
our method, however it requires over 25 times more data to reach this performance.
Our method is outperformed by the final PPO policy on the reacher task, however,
PPO requires about 40 times more data to learn. The VAE ablation and MPC baseline
also make progress toward the target, though the performance is noticeably worse than our
method. MPC often has better initial behavior than LQR-FLM as it uses the pretrained
models right away for planning, highlighting one benefit of planning-based methods,
however the MPC baseline barely improves past this behavior. Forward prediction with
this learned model deteriorates quickly as the horizon increases, which makes long-horizon
planning impossible. MPC is thus limited to short-horizon planning, and this limitation has
been noted in prior work (Nagabandi et al., 2018; Feinberg et al., 2018). SOLAR does not
suffer from this as we do not use our models for forward prediction.
Our open-source implementation of SOLAR is available at
https://github.com/sharadmv/parasol.
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(a) (b) (c)
Figure 9.6: Our method consistently solves all block stacking tasks. The MPC baseline learns
very quickly on the two easier tasks since it can plan through the pretrained model, however, due
to the short-horizon planning, it performs significantly worse on the hard task on the right where
the block starts on the table. The VAE ablation performs well on the easiest task in the middle
but is unsuccessful on the two harder tasks. DVF makes progress for each task but ultimately is
not as data efficient as SOLAR. The black solid line at 0.02m denotes successful stacking.
Figure 9.7: Left: our method learns a policy with better final performance using slightly less
data compared to deep visual foresight. Right: visualizing example end states from rolling out
our policy after 200 (top), 230 (middle) and 260 (bottom) trajectories.
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9.7.3 Analysis of Real Robot Results
The real-world Lego block stacking results are shown in Figure 9.6. Our method
is successful on all tasks, where we define success as achieving an average distance of
0.02m which generally corresponds to successful stacking, whereas the VAE ablation is
only successful on the easiest task in the middle plot. The MPC baseline again starts off
better and learns more quickly on the two easier tasks. However, MPC is again limited to
short-horizon planning, which causes it to fail on the most difficult task in the right plot as it
simply greedily reduces the distance between the two blocks rather than lifting the block off
the table. We can solve each block stacking task using about two hours of robot interaction
time, though the x-axes in the plots show that we further reduce the total data requirements
by about a factor of two by pretraining and transferring a shared representation and global
model as described in section 9.5.
As a comparison to a state-of-the-art model-based method that has been successful
in real-world image-based domains, we evaluate DVF (Ebert et al., 2018), which learns
pixel space models and does not utilize representation learning. We find that this method
can make progress but ultimately is not able to solve the two harder tasks even with more
data than what we use for our method and even with a much smaller model. This highlights
our method’s data efficiency, as we use about two hours of robot data compared to days or
weeks of data as in this prior work.
Finally, on the real-world pushing task, despite the additional challenge of sparse
rewards, our method learns a successful policy in about an hour of interaction time as
detailed in Figure 9.7. DVF performs worse than our method with a comparable amount of
data, again even when using a downsized model. Videos depicting the learning process for
both of the real-world tasks, as well as full size versions of the plots and learning curves,
are available at https://sites.google.com/view/icml19solar.
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9.8 Discussion
We presented SOLAR, a model-based RL algorithm that is capable of learning
policies in a data-efficient manner directly from raw high-dimensional image observations.
The key insights in SOLAR involve learning latent representations where simple models
are more accurate and utilizing PGM structure to infer dynamics from data conditioned on
observed trajectories. Our experimental results demonstrate that SOLAR is competitive
in sample efficiency, while exhibiting superior final policy performance, compared to
other model-based methods. SOLAR is also significantly more data-efficient compared to
model-free RL methods, especially when transferring previously learned representations
and models. We show that SOLAR can learn complex real-world robotic manipulation
tasks with only image observations in one to two hours of interaction time.
Our model is designed for and tested on continuous action domains, and extending
our model to discrete actions would necessitate some type of learned action representation.
This is intriguing also as a potential mechanism for further reducing modeling bias. Certain
systems such as dexterous hands and tensegrity robots not only exhibit complex state spaces
but also complex action spaces (Zhu et al., 2018; Andrychowicz et al., 2018; Zhang et al.,
2017), and learning simpler action representations that can potentially capture high-level
behavior, such as manipulation or locomotion primitives, is an exciting line of future work.
Chapter 9, in full, is a reprint of material as it appears in “SOLAR: Deep Structured
Representations for Model-Based Reinforcement Learning”. M. Zhang*, S. Vikram*, L.
Smith, P. Abbeel, M. Johnson, and S. Levine. In International Conference on Machine
Learning 2019. The dissertation author was one of two primary investigators.
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Appendix A
Exponential family distributions
An exponential family distribution p(x|θ) is parameterized by natural parameter
function η(θ), sufficient statistics function t(x), and log-partition function logZ(η(θ)),
such that
p(x|θ) = exp{〈η(θ), t(x)〉− logZ(η(θ))}
A.1 Categorical distribution
The categorical distribution is a distribution over discrete sets (one-hot vectors z) in
RK , and is parametrized by a K-simplex vector pi .
p(z|pi) = piT z
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A.1.1 Exponential family parametrization
η(pi) = logpi
t(z) = z
logZ(η(pi)) = log
K
∑
k=1
exp{η(pi)k}= 0
A.2 Dirichlet distribution
The Dirichlet distribution is a distribution over the K-simplex and is parametrized
by a vector α .
p(pi|α) = Γ(∑kαk)
∏kΓ(αk)
K
∏
k=1
piαk−1k
A.2.1 Exponential family parametrization
η(α) = α−1
t(pi) = logpi
logZ(η(α)) =
K
∑
k=1
logΓ(αk)− logΓ
(
K
∑
k=1
αk
)
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A.3 Gaussian distribution
The Gaussian distribution is a distribution distribution over vectors in Rd , and is
parametrized by mean µ and covariance Σ.
p(x|µ,Σ) = 1
(2pi)
d
2 |Σ| 12
exp{(x−µ)TΣ−1(x−µ)} (A.1)
A.3.1 Exponential family parametrization
η(µ,Σ) =
−12Σ−1
Σ−1µ

t(x) =
xxT
x

logZ(η(µ,Σ)) =
1
2
µTΣ−1µ+
1
2
log |Σ|+ d
2
log2pi
A.4 Inverse-Wishart (IW) distribution
The inverse-Wishart (IW) distribution is a distribution over positive definite matrices
in Rd×d and is parametrized by scale matrix Ψ and degrees of freedom ν .
p(Σ|Ψ,ν) = |Ψ|
ν
2
2
νd
2 Γd(ν2 )
|Σ|−(ν+d+1)2 exp{−1
2
tr(ΨΣ−1)} (A.2)
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A.4.1 Exponential family parametrization
η(Ψ,ν) =
 Ψ
ν+d+1

t(Σ) =
 −12Σ−1
−12 log |Σ|

logZ(η(Ψ,ν)) =−ν
2
log |Ψ|+ νd
2
log2+ logΓd
(ν
2
)
A.5 Normal-inverse-Wishart (NIW) distribution
The Normal-inverse-Wishart (NIW) is a distribution over the tuple of vectors in Rd
and positive definite matrices in Rd×d and is parametrized by scale matrix Ψ, mean µ0,
scale κ , and degrees of freedom ν .
p(µ,Σ|Ψ,µ0,κ,ν) = IW (Σ|Ψ,ν)N(µ|µ0, 1κ Σ) (A.3)
(A.4)
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A.5.1 Exponential family parametrization
η(Ψ,µ0,κ,ν) =

Ψ+κµ0µT0
κµ0
κ
ν+d+1

t(µ,Σ) =

−12Σ−1
Σ−1µ
−12µTΣ−1µ
−12 log |Σ|

logZ(η(Ψ,ν)) =−ν
2
log |Ψ|+ νd
2
log2+ logΓd
(ν
2
)
− d
2
logκ
A.6 Matrix normal (MN) distribution
The matrix normal (MN) is a distribution over Rm×n matrices, parametrized by
mean M0 ∈ Rm×n, row covariance S ∈ Rm×m, and column covariance V ∈ Rn×n .
p(M|M0,S,V ) = 1
(2pi)
mn
2 |S| n2 |V |m2 exp{−
1
2
tr
(
V−1(M−M0)T S−1(M−M0)
)} (A.5)
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A.6.1 Exponential family parametrization
η(M0,S,V ) =
 −12(V ⊗S)−1
(V ⊗S)−1vec(M0)

t(M) =
vec(M)vec(M)T
vec(M)

logZ(η(M0,S,V )) =
mn
2
log2pi+
n
2
log |S|+ m
2
log |V |+ 1
2
tr(V−1MT0 S
−1M0)
A.7 Matrix normal inverse-Wishart (MNIW) distribu-
tion
The matrix normal inverse Wishart (MNIW) is a distribution over the tuple of Rm×n
matrices and Rm×m covariance matrices, parametrized by scale matrix Ψ, mean M0 ∈Rm×n,
column covariance V ∈ Rn×n, and degrees of freedom ν .
p(Σ,M|Ψ,M0,V,ν) = IW (Σ|Ψ,ν)×MN(M|M0,Σ,V ) (A.6)
=
|Ψ| ν2
2
νm
2 Γm(ν2 )
|Σ|−(ν+m+1)2 exp{−1
2
tr(ΨΣ−1)} (A.7)
× 1
(2pi)
mn
2 |Σ| n2 |V |m2 exp{−
1
2
tr
(
V−1(M−M0)TΣ−1(M−M0)
)}
(A.8)
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A.7.1 Exponential family parametrization
η(Ψ,M0,V,ν) =

Ψ+M0V−1MT0
M0V−1
V−1
ν+m+n+1

t(Σ,M) =

−12Σ−1
Σ−1M
−12MTΣ−1M
−12 log |Σ|

logZ(η(Ψ,M0,V,ν)) =
m
2
log |V |+ mn
2
log2pi− ν
2
log |Ψ|+ νm
2
log2+ logΓd
(ν
2
)
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Appendix B
Supplementary material for Chapter 4
B.1 Proof Details
Lemma 4.1.1. Tree τ is a refinement of tree τ ′ if and only if ∆(τ ′)⊆ ∆(τ).
Proof. Suppose, first, that τ is a refinement of τ ′. Pick any triplet ({a,b},c) ∈ ∆(τ ′).
Then there is a node in τ ′ whose descendants include a,b but not c. By the definition of
refinement, τ contains a node with the same descendants. Hence the constraint ({a,b},c)
holds for τ as well.
Conversely, say ∆(τ ′)⊆∆(τ). Pick any cluster S′ of τ ′; it consists of the descendants
of some node in τ ′. Consider the set of all triplet constraints consisting of two nodes of S′
and one node outside S′. Since these constraints also hold for τ , it follows that the lowest
common ancestor of S′ in τ must have exactly S′ as its set of descendants. Thus S′ is also a
cluster of τ .
Lemma 4.1.3. A constrained-SPR Markov chain is irreducible.
Proof. To prove irreducibility, we show that there is a non-zero probability of moving from
state τ to τ ′, both of which satisfy C. We accomplish this by first defining a canonical tree
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τC given a triplet set C and showing that we can reach τC from τ using constrained-SPR
moves. We then show that for every constrained-SPR move, there exists an equivalent
reverse move that undoes it with non-zero probability. This proves that that from τC we can
reach τ ′, creating a path from τ to τC to τ ′.
A binary tree τ can be entirely defined by the bipartitions made over the data at each
node. Let Gn be the Aho graph for node n. For a binary tree that satisfies a set of triplets,
the split over the data at each node n must be a bipartition of the connected components of
Gn. We define a particular node to be in canonical form if either a) it is a leaf, or b) the
bipartition over Gn at that node can be written as (l,r), where l exactly matches a single,
particular connected component of Gn, and r is the rest of the connected components. The
particular component l is the connected component in Gn with the minimum data index
inside it. Note that we treat the children of nodes as unordered. A canonical tree τC is
one such that every node in the tree is in canonical form. To convert an arbitrary tree
τ that satisfies C into τC, we first convert the root node of τ into canonical form using
constrained-SPR moves.
Let s be the root of τ and let l be the set of points that ought to be in their own
partition according to Gs. In order for s not to be in canonical form, l must be in a partition
with data from other connected components in Gs, which we will call o. The bipartition if s
were in canonical form would be (l,r) and the current non-canonical bipartition can thus
be written as (l+o,r−o).
We first examine t, the child of the root that contains l + o. In general, the data
from l and the data from o could be split over the children of t, so the partition at t can
be written as (l1+o1, l2+o2) where l = l1+ l2 and o = o1+o2. This is visualized in the
first tree of Figure 4.3. We first group the data from l into their own “pure” subtree of t as
follows. Let u be the root of the lowest non-pure subtree of t that has data from l in both of
its children. There exist two subtrees that are descendants of u that contain data from l (one
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Figure B.1: The process of grouping the data in u that belong to l into their own pure subtree. u
is the lowest node of t (see Figure 4.3) that has data from l in both of its children.
on the left and one on the right). Those two subtrees must be pure, and furthermore, they
are both free to move within u via constrained-SPR moves because they are in different
connected components in Gu. Thus, we can perform a constrained-SPR move to merge
these two pure subtrees together into a larger pure subtree. We can repeat this process
for t until all nodes from l are in their own pure subtree of t. The partition of t can thus
be written as (l+o1,o2), since the pure subtree may be several levels down from t. This
grouping process is visualized in Figure B.1 and the results can be seen in the second tree
in Figure 4.3.
We now perform a constrained-SPR move to detach the pure subtree of l and regraft
it to the edge between s and t. This is a permissible move since l is its own connected
component in Gs. We now have the third tree in Figure B.2. We now perform a final
constrained-SPR move, moving the subtree of o to the opposite side of s, creating the proper
canonical partition of (l,r). To entirely convert τ into τC, we need to recurse and convert
every node in τ into canonical form.
Every constrained-SPR move has an associated reverse constrained-SPR move that
performs the opposite transition. The reverse constrained-SPR move selects the same
subtree as the forward one and prunes it, and just regrafts the subtree to its original location
before the forward move. We know that this regraft has non-zero probability because the
original tree did not violate constraints. Thus, since any arbitrary τ can be converted into
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Figure B.2: The process of converting s into canonical form. We first group nodes from l into
their own pure subtree, then perform two constrained-SPR moves to put s into canonical form.
τC and since each move has a non-zero probability reverse move, τC can be converted into
an arbitrary tree τ ′ and we have a non-zero probability path to convert τ into τ ′.
B.2 Additional Results
(a) Zoo (b) 20 Newsgroups
Figure B.3: The average of four runs of constrained-SPR samplers for the Zoo dataset and
the 20 Newsgroups dataset, using 5 different querying schemes. A query was made every 100
iterations.
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Appendix C
Supplementary material for Chapter 7
C.1 Proof of ELBO lower bound
Proof. (This proof is very similar to that in Johnson et al. (2016).) In each step of mean-
field variational inference, we maximize the ELBO with respect to a single variational
factor. Consider a latent variable zn. Choosing a form for q(zn) that does not capture the
optimal q∗(zn) will result in a lower maximum than the maximizing over all possible q(zn)
distributions. We express this as
max
q(zn)
L[q]≥ qL(η∗zn) (C.1)
where
η∗zn , argmaxηzn
L[q]
is the optimal parameter of some chosen form of q(zn).
In NVMP, we further modify this local optimization by modifying the ELBO to
include recognition networks using the trick from Johnson et al. (2016). This results in a
surrogate objective Lˆφ [q], and maximizing this objective can do no better than maximizing
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the parameterized objective L[q].
max
q(zn)
L[q]≥ qL(η∗zn)≥ qL(ηˆ∗zn) (C.2)
where
ηˆ∗zn , argmaxηzn
Lˆφ [q]
As each local optimization lower-bounds the ELBO, the NVMP optimization
holistically lower-bounds the ELBO.
This bound is tight in that if there exists a set of recognition network weights φ
such that
log p(c |zn,pic\zn) = ψ(c,zn,pic\zn;φ) (C.3)
we have
max
q(zn)
L[q]≥ L(η∗zn) = L(ηˆ∗zn) (C.4)
C.2 Extension: stochastic variational inference
SVI (Hoffman et al., 2013) treats local and global variational factors differently,
first performing VMP to optimize local factors to completion. Note that these factors are
only optimized over mini-batches of data. Global variational factors are then updated with
natural gradients ∇˜θL of the ELBO, which take a simple form in conjugate exponential
models. Specifically, for the natural parameter for the global variables ηqθ , the natural
gradient update is
∇˜ηqθ L = fθ
(
{mVMPp→θ}p∈piθ
)
+B
(
∑
c∈ξθ
mVMPc→θ
)
−ηqθ (C.5)
136
where B is the number of minibatches in the dataset.
Importantly, this natural gradient update natural gradient can be computed from
VMP messages. Thus, integrating SVI into NVMP requires no extra steps, as NVMP
simply modifies the messages. NVMP can thus be treated as the inner-loop in stochastic
VMP, where natural gradients are computed from NVMP messages when necessary. 1
C.3 Extension: amortized inference
NVMP produces approximates previously messages. Thus, the role of the recog-
nition network is to assist in inference, rather than directly amortizing inference. This
distinction is analogous to the difference between the VAE and SVAE. In the VAE, the
recognition network directly outputs the model parameters of the latent variables, whereas
in SVAE, the recognition network outputs a message. This difference plays a part in prac-
tice, when we may desire a network that directly acts as a variational posterior, avoiding
the use of message passing in answering an inference query.
NVMP can be modified to include recognition networks that directly output param-
eters. Previously, where the optimal natural parameter for a factor q(zn) was computed as a
combination of messages
ηqzn = fzn
({mVMPp→zn}p∈pizn)+ ∑
c∈ξzn
mVMPc→zn (C.6)
we replace the entire natural parameter with the output of a neural network that takes
children and coparent samples as input
ηamort.zn = r
zn
φ (
{
c′ ∼ q(c)}c∈ξzn ,{v′ ∼ q(v)}v∈pic\zn) (C.7)
1This results in natural gradients computed over the NVMP surrogate objective.
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This produces a VAE-style algorithm, where the recognition networks directly produce
parameters and thus have utility outside of message passing. However, we do lose the
coordinate-ascent style of the algorithm, as ηamort.zn is not the optimal parameter of a
surrogate objective, but the natural parameter of a variational distribution parameterized by
φ .
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Appendix D
Supplementary material for Chapter 8
D.1 Additional visualizations
D.2 Empirical results
D.3 Algorithm details
D.3.1 Stick breaking process
Consider inserting a node N+1 into the tree in between vertices u and v such that
tv > tu, creating branch eN+1. The inserted node has time tN+1 with probability according
to the stick breaking process, i.e.
r(tN+1 |eN+1,V,E) = Beta
(
tv−tN+1
1−tN+1 ;a,b
)
Beta
(
tN+1−tu
1−tu ;a,b
)
. (D.1)
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(a) Normal prior (b) No prior (c) Vamp(500) prior
(d) MAF prior (e) LORACs(200) prior
Figure D.1: TSNE visualizations of the latent space of the MNIST test set with various prior
distributions, color-coded according to class.
D.3.2 Belief propagation in TMCs
The TMC is at the core of the LORACs prior. Recall that the TMC is a prior over
phylogenies τ , and after attaching a Gaussian random walk (GRW), we obtain a distribution
over N vectors in Rd , corresponding to the leaves, r(z1:N |τ). However, the GRW samples
latent vectors at internal nodes zVint . Rather than explicitly representing these values, in this
Table D.3: MNIST few-shot classification with labeled inducing points.
# of inducing points 200 500
0.9428 0.9474
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Figure D.2: A TSNE visualization of the latent space for the TMC(200) model with inducing
points and one sample from q(τ;s1:M) plotted. Internal nodes are visualized by computing their
expected posterior values, and branches are plotted in 2-d space.
work we marginalize them out, i.e.
r(z1:N |τ) =
∫
r(z1:N |zVint ,τ)p(zVint |τ)dzVint (D.2)
This marginalization process can be done efficiently, because our graphical model is tree-
shaped and all nodes have Gaussian likelihoods. Belief propagation is a message-passing
framework for marginalization and we utilize message-passing for several TMC inference
queries. The main queries we are interested in are:
1. r(z1:N ,τ) - for the purposes of MCMC, we are interested in computing the joint
likelihood of a set of observed leaf values and a phylogeny.
2. r(zn |z\n,τ) - this query computes the posterior density over one leaf given all the
others; we use this distribution when computing the posterior predictive density of a
TMC.
3. ∇z\nr(zn |z\n,τ) - this query is the gradient of the predictive density of a single leaf
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Figure D.3: MNIST VampPrior learned pseudo-inputs.
Figure D.4: MNIST VampPrior reconstructed pseudo-inputs obtained by deterministically
encoding and decoding each pseudo-input.
with respect to the values at all other leaves. This query is used when computing
gradients of the ELBO w.r.t s1:M in the LORACs prior.
Message passing Message passing treats the tree as an undirected graph. We first
pick start node vstart and request messages from each of vstart’s neighbors.
Message passing is thereafter defined recursively. When a node v has requested
messages from a source node s, it thereafter requests messages from all its neighbors but
s. The base case for this recursion is a leaf node vn, which returns a message with the
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following contents:
νn = 0; µn = zn; logzn = 0; ∇νn(ν) = 1; ∇νn(µ) = 0; ∇µn(µ) = 1 (D.3)
where bold numbers 0 , (0, . . . ,0)> and 1 , (1, . . . ,1)> denote vectors obtained by repeat-
ing a scalar d times.
In the recursive case, consider being at a node i and receiving a set of messages
from its neighbors M.
νi =
1
∑m∈M 1νm+eim
; µi = vi ∑
m∈M
µm
νm+ eim
(D.4)
where eim is the length of the edge between nodes i and m. These messages are identical to
those used in Boyles and Welling (2012).
Additionally, our messages include gradients w.r.t. every leaf node downstream of
the message. We update each of these gradients when computing the new message and pass
them along to the source node. Gradients with respect to one of these nodes j are calculated
as
∇ν j(ν) = ∇ν jνi
∇ν j(µ) = ∇ν jµi
∇µ j(µ) = ∇µ jµi
(D.5)
The most complicated message is the logZi message, which depends on the number of
incoming messages. vstart gets three incoming messages, all other nodes get only two.
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Consider two messages from nodes vk and vl:
Σi , (νk + eik +νl + eil)I
logZi =−12‖µk−µl‖
2
Σi−
1
2
(log |Σi|d log2pi)
(D.6)
For three messages from nodes vk, vl , and vm:
Σi , ((νk + eik)(νl + eil)+(νl + eil)(νm+ eim)+(νm+ eim)(νk + eik)) I
logZi =−12
(
(νm+ eim)‖µk−µl‖2Σi +(νk + eik)‖µl−µm‖2Σi +(νl + eil)‖µm−µk‖2Σi
)
− 1
2
log |Σi|− log2pi
(D.7)
With these messages, we can answer all the aforementioned inference queries.
1. We can begin message passing at any internal node and compute: logr(z1:N ,τ) =
∑v∈V logZv
2. We start message passing at vn. r(zn |z\n,τ) is a Gaussian with mean µn and variance
νn.
3. ∇z\nr(zn |z\n,τ) is ∇z\nN(zn |µn,νnI), which in turn utilizes gradients sent via mes-
sage passing.
Implementation We chose to implement the TMC and message passing in Cython
because we found raw Python to be too slow due to function call and type-checking
overhead. Furthermore, we used diagonal rather than scalar variances in the message
passing implementation to later support diagonal variances handed from the variational
posterior over zn.
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D.3.3 Variational inference for the LORACs prior
The LORACs prior involves first sampling a tree from the posterior distribution
over TMCs with s1:M as leaves. We then sample a branch and time for each data zn
according to the posterior predictive distribution described in subsection 8.1.1. We then
sample a zn from the distribution induced by the GRW likelihood model. Finally, we pass
the sampled zn through the decoder.
τ ∼ p(τ;s1:M)
en, tn ∼ p(en, tn|τ)
zn|en, tn,τ ∼ p(zn|en, tn,τ;s1:M), r(sM+1 = zn|en, tn,τ)
xn|zn ∼ pγ(xn|zn)
(D.8)
Consider sampling the optimal q∗(τ;s1:M).
q∗(τ;s1:M) ∝ exp{Eq [log p(τ,z1:N ,x1:N)]}
∝ exp{log p(τ;s1:M)+∑
n
Eq [p(zn|en, tn,τ)]}
∝ exp{logTMCn(τ;a,b)+
M
∑
m=1
logr(sm|s1:m−1,τ)
+∑
n
Eq [log p(zn|en, tn,τ)]}
(D.9)
We set q(τ;s1:M) = r(τ |s1:M). We use additional variational factors q(en),
qξ (tn|en,zn;s1:M), and qφ (zn|xn). qξ (tn|en,zn;s1:M) is a recognition network that outputs
the attach time for a particular branch. Since the q(τ;s1:M) and p(τ;s1:M) terms cancel out,
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we obtain the following ELBO.
L[q], Eq
[
log
∏n p(en, tn|τ)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
(D.10)
Inference procedure In general, q(τ;s1:M) can be sampled using vanilla SPR
Metropolis-Hastings, so samples from this distribution are readily available.
For each data in the minibatch xn, we pass it through the encoder to obtain q(zn|xn).
We then compute
q∗(en) = exp{Eq [log p(en|tn,zn,τ;s1:M)]} (D.11)
This quantity is computed by looping over every branch b of a sample from q(τ), storing
incoming messages at each node, passing the µ and ν and a sample from q(zn|xn) into
qξ (tn|en,s1:M,zn), outputting a logistic-normal distribution over times for that branch. We
sample that logistic normal to obtain a time t to go with branch b. We can then compute
the log-likelihood of zn if it were to attach to b and t, using TMC inference query #2. This
log-likelihood is added to the TMC prior log-probability of the branch being selected to
obtain a joint probability Eq [log p(en)p(tn)p(zn|en, tn,τ;s1:M)] over the branch. After doing
this for every branch, we normalize the joint likelihoods to obtain the optimal categorical
distribution over every branch for zn, q∗(en). We then sample this distribution to obtain an
attach location and time en, tn for each data in the minibatch.
The next stage is to compute gradients w.r.t. to the learnable parameters of the
model (γ , s1:M, φ , and ξ ). In the process of calculating q∗(en), we have obtained samples
from its corresponding qξ (tn|en,zn,τ;s1:M) and q(zn|xn). We plug these into the ELBO and
can compute gradients via automatic differentiation w.r.t. φ , γ , and ξ . Computing gradients
w.r.t. s1:M is more tricky. We first examine the ELBO.
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L[q] = Eq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
(D.12)
Consider the gradient of the ELBO with respect to s1:M.
∇s1:M L[q] = ∇s1:MEq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
= ∇s1:M∑
τ
q(τ;s1:M)Eq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
=∑
τ
q(τ;s1:M)∇s1:MEq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
+∑
τ
(∇s1:M q(τ;s1:M))Eq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
=∑
τ
q(τ;s1:M)∇s1:MEq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
+∑
τ
(q(τ;s1:M)∇s1:M logq(τ;s1:M))Eq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
= Eq(τ)
[
∇s1:MEq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]
+ ∇s1:M logq(τ;s1:M)Eq
[
log
∏n p(en|τ)p(tn)p(zn|en, tn,τ;s1:M)pγ(xn|zn)
∏n q(en)qξ (tn|en,zn;s1:M)qφ (zn|xn)
]]
= Eq [∇s1:M (− logq(en)− logq(tn |zn,en,τ;s1:M)+ log p(zn |en, tn,τ;s1:M))]
+Eq
[
∇s1:M (logq(τ)+ logq(en)) log
p(en|τ)
q(en)
p(zn |zn,en, tn,τ;s1:M)
q(tn |zn,en,τ;s1:M)
]
(D.13)
In the last step, we expand out expectation over en and then pass the derivative
through like we did for τ . The gradients w.r.t. q(en) are zero, since q∗(en) is a partial
optimum of the ELBO and we are left with:.
∇s1:M L[q] = Eq [∇s1:M log p(zn|en, tn,τ;s1:M)]−Eq [logq(tn |zn,en,τ;s1:M)]
+Eq
[
∇s1:M logq(τ;s1:M) log
p(en|τ)
q(en)
p(zn |zn,en, tn,τ;s1:M)
q(tn |zn,en,τ;s1:M)
] (D.14)
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Table D.4: Network architectures for MNIST and Omniglot
(a) Encoder
Layer type Shape
Conv + ReLU [3, 3, 64], stride 2
Conv + ReLU [3, 3, 32], stride 1
Conv + ReLU [3, 3, 16], stride 2
FC + ReLU 512
Gaussian 40
(b) Decoder
Layer type Shape
FC + ReLU 3136
Deconv + ReLU [3, 3, 32], stride 2
Deconv + ReLU [3, 3, 32], stride 1
Deconv + ReLU [3, 3, 1], stride 2
Bernoulli
Table D.5: Network architectures for CelebA
(a) Encoder
Layer type Shape
Conv + ReLU [3, 3, 64], stride 2
Conv + ReLU [3, 3, 32], stride 1
Conv + ReLU [3, 3, 16], stride 2
FC + ReLU 512
Gaussian 40
(b) Decoder
Layer type Shape
FC + ReLU 4096
Deconv + ReLU [3, 3, 32], stride 2
Deconv + ReLU [3, 3, 32], stride 1
Deconv + ReLU [3, 3, 3], stride 2
Bernoulli
The first term of the gradient is the expected gradient of the posterior predictive density
w.r.t s1:M. This can be calculated by using TMC inference query #3 using samples from
q(en) and q(tn |zn,en,τ;s1:M). The second term also uses the same gradients, by means of
the chain rule to differentiate through the time-amortization network. The third term of this
gradient is a score function gradient, which we decide to not use due to the high-variance
nature of score function gradients. We found that we were able to obtain strong results even
with biased gradients.
D.4 Details of experiments
We implemented the LORACs prior in Tensorflow and Cython. For MNIST and
Omniglot, our architectures are in Table D.4 and CelebA is in Table D.5.
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In general, we trained the model interleaving one gradient step with 100 sampling
steps for q(τ;s1:M). We also found that experimenting with values of a and b in the TMC
prior did not impact results significantly. We initialized the networks with weights from
a VAE trained for 100 epochs and inducing points were initialized using k-means. All
parameters were trained using Adam (Kingma and Ba, 2015) with a 10−3 learning rate
for an 100 epochs with learning rate decay to 10−5 for the last 20 epochs. Finally, we
initialized trees with all node times close to 0, to emulate a VAE prior.
D.4.1 Baseline details
All baselines were trained with the default architecture. They were trained for 400
epochs, with KL warmup (β started at 10−2, and ramped up to β = 1 linearly over 50
epochs). They were trained using Adam with a learning rate of 10−3, with a learning rate
of 10−5 for the last 80 epochs.
DVAE# was trained using the default implementation from https://github.com/
QuadrantAI/dvae, which is hierarchical VAE consisting of two Bernoulli latent variables,
200-dimensional each. Each is learned via a feed-forward neural network 4-layers deep.
The default DVAE# implementation also uses statically binarized MNIST where we use
dynamically binarized.
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Figure D.5: Omniglot learned inducing points.
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Figure D.6: CelebA learned inducing points.
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(a) MNIST (b) Omniglot
Figure D.7: Averaged precision-recall curves over test datasets.
154
Appendix E
Supplementary material for Chapter 9
E.1 Policy Learning Details
Given a TVLG dynamics model and quadratic cost approximation, we can approxi-
mate our Q and value functions to second order with the following dynamic programming
updates, which proceed from the last time step t = T to the first step t = 1:
Qs,t = cs,t +F>s,tVs,t+1 , Qss,t = css,t +F
>
s,tVss,t+1Fs,t ,
Qa,t = ca,t +F>a,tVs,t+1 , Qaa,t = caa,t +F
>
a,tVss,t+1Fa,t ,
Qsa,t = csa,t +F>s,tVss,t+1Fa,t ,
Vs,t = Qs,t−Qsa,tQ−1aa,tQa,t ,
Vss,t = Qss,t−Qsa,tQ−1aa,tQas,t .
It can be shown (e.g., by Tassa et al. (2012)) that the action at that minimizes the second-
order approximation of the Q-function at every time step t is given by
at =−Q−1aa,tQas,tst−Q−1aa,tQa,t .
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This action is a linear function of the state st , thus we can construct an optimal linear policy
by setting Kt = −Q−1aa,tQas,t and kt = −Q−1aa,tQa,t . We can also show that the maximum-
entropy policy that minimizes the approximate Q-function is given by
pi?(at |st) = N(Ktst +kt ,Qaa,t).
Furthermore, as in Levine and Abbeel (2014), we can impose a constraint on the total
KL-divergence between the old and new trajectory distributions induced by the policies
through an augmented cost function C˜(st ,at) = 1λ Cˆ(st ,at)− log p¯i(at |st), where solving for
λ via dual gradient descent can yield an exact solution to a KL-constrained LQR problem.
E.2 Parameterizing the Cost Model
The simplest choice that we consider for parameterizing the cost model is as a
full quadratic function of the state and action, i.e., Cˆ(st ,at) = 12s
>
t Cst + c>st +α‖at‖22+b
where we assume that the action-dependent part of the cost – i.e., α – is known, and we
impose no restrictions on the learned parameters C and c. This is our default option due to
its simplicity and the added benefit that fitting this model locally can be done in closed form
through least-squares quadratic regression on the observed states. However, another option
we consider is to choose Cˆ(st ,at) = 12s
>
t LL>st +c>st +α‖at‖22+b. L is a lower-triangular
matrix with non-negative diagonal entries, and thus by constructing our cost matrix as
C = LL> we guarantee that the learned cost matrix is positive semidefinite, which can
improve the behavior of the policy update.
In general, in this work, we consider quadratic parameterizations of the cost model
since we wish to build a LQS model. However, in general it may be possible to use
non-quadratic but twice-differentiable cost models, such as a neural network model, and
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compute local quadratic cost models using a second-order Taylor approximation as in
Levine and Abbeel (2014). We also do not assume access to a goal observation, though if
provided with such information we can use construct a quadratic cost function that penalizes
distance to this goal in the learned latent space, as in Finn et al. (2016) and Watter et al.
(2015).
E.3 The SVAE Algorithm
Johnson et al. (2016) builds off of Hoffman et al. (2013) and Winn et al. (2005),
who show that, for conjugate exponential models, the variational model parameters can be
updated using natural gradients of the form
∇˜ωL[q] = ω0+BEq
[
tF,Σ(F,Σ)
]−ω , (E.1)
Where ω denotes the MNIW parameters of the variational factors on F,Σ, B is the number
of minibatches in the dataset, ω0 is the parameter for the prior distribution p(F,Σ), and
tF,Σ(F,Σ) is the sufficient statistic function for p(F,Σ). Thus, we can use this equation to
compute the natural gradient update for ω , whereas for γ , φ , and the parameters of the
cost model, we use stochastic gradient updates on Monte Carlo estimates of the ELBO,
specifically using the Adam optimizer (Kingma and Welling, 2014). This leads to two
simultaneous optimizations, and their learning rates are treated as separate hyperparameters.
We have found 10−4 and 10−3 to be good default settings for the natural gradient step size
and stochastic gradient step size, respectively.
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E.4 Fitting the Local Dynamics Model
In the pretraining phase described in section 9.3, we are learning the following sets
of parameters from observed trajectories:
1. The parameters of the variational posterior over global dynamics qglobal(F,Σ);
2. The weights of the encoder and decoder networks fγ(s) and eφ (o);
3. The parameters of the cost function Cˆ(s,a).
In the RL phase described in section 9.4, after learning the representation and global
models, we fit local, linear-Gaussian dynamics models to additional trajectories. The
conjugacy of the Bayesian LQS model enables a computationally efficient expectation-
maximization procedure to learn the local dynamics. We assume the same graphical model
as in Equation 9.2 to Equation 9.6 except we modify Equation 9.3 and Equation 9.4 to be
Ft ,Σt ∼ p(Ft ,Σt), qglobal(F,Σ) ,
st+1|st ,at ,Ft ,Σt ∼ N(Ft
st
at
,Σt) .
The model assumes that the TVLG dynamics are independent samples from our global
dynamics, followed by a deep Bayesian LDS to generate trajectories. This is similar to
the globally trained model, with the exception that we explicitly assume time-varying
dynamics.
Now suppose we have collected a set of trajectories of the form
[o0,a0,c0, . . . ,oT ,aT ,cT ] and aim to fit a local dynamics model. We use variational in-
ference to approximate the posterior distributions by setting up the variational factors
1. q(s1:T |F1:T ,Σ1:T ;o1:T ,a1:T ), which approximates the posterior distribution
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p(s1:T |o1:T ,a1:T ,F1:T ,Σ1:T );
2. q(Ft ,Σt), which approximates the posterior distribution p(Ft ,Σt |s1:T ,a1:T )
The ELBO under these variational factors is:
L[q] = Eq
[ T
∑
t
log p(ot |st)
−KL(q(s1:T )‖p(s1:T |a1:T ,F1:T ,Σ1:T ))
−
T−1
∑
t
KL(q(Ft ,Σt)‖p(Ft ,Σt))
]
We use variational EM to alternatively optimize q(s1:T |F1:T ,Σ1:T ;o1:T ,a1:T ) and
q(Ft ,Σt). Using evidence potentials ψ(st ;ot ,φ) output by the recognition network eφ (ot),
both of these optimizations can be done in closed form. Specifically, the optimal
q(s1:T |F1:T ,Σ1:T ;o1:T ,a1:T ) is computed via Kalman smoothing using evidence poten-
tials from the recognition network, and the optimal q(Ft ,Σt) can be computed via Bayesian
linear regression using expected sufficient statistics from q(s1:T |F1:T ,Σ1:T ;o1:T ,a1:T ).
E.5 Experiment Setup
2D navigation. Our recognition model architecture for the 2D navigation domain
consists of two convolution layers with 2-by-2 filters and 32 channels each, with no pooling
layers and ReLU non-linearities, followed by another convolution with 2-by-2 filters and
2 channels. The output of the last convolution layer is fed into a fully-connected layer
which then outputs a Gaussian distribution with diagonal covariance. Our observation
model consists of FC hidden layers with 256 ReLU activations, and the last layer outputs a
categorical distribution over pixels. We initially collect 100 episodes which we use to train
our model, and for every subsequent RL iteration we collect 10 episodes. The cost function
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we use is the sum of the L2-norm squared of the distance to the target and the commanded
action, with weights of 1 and 0.001, respectively.
As discussed in section 9.7, we modify the 2D navigation task from Watter et al.
(2015) and Banijamali et al. (2018) to randomize the location of the target every episode,
and we set this location uniformly at random between −2.8 and 2.8 for both the x and y
coordinates, as coordinates outside of [−3,3] are not visible in the image. We similarly
randomize the initial position of the agent. In this setup, we use two 32-by-32 images as
the observation, one with the location of the agent and the other with the location of the
target, and in the fixed-target version of the task we only use one 32-by-32 image.
Nonholonomic car. The nonholonomic car domain consists of 64-by-64 image
observations. Our recognition model is a convolutional neural network with four convolu-
tional layers with 4-by-4 filters with 4 channels each, and the first two convolution layers
are followed by a ReLU non-linearity. The output of the last convolutional layer is fed into
three FC ReLU layers of width 2048, 512, and 128, respectively. Our final layer outputs a
Gaussian distribution with dimension 8. Our observation model consists of four FC ReLU
layers of width 256, 512, 1024, and 2048, respectively, followed by a Bernoulli distribution
layer that models the image. For this domain, we collect 100 episodes initially to train our
model, and then for RL we collect 100 episodes per iteration. The cost function we use is
the sum of the L2-norm squared of the distance from the center of the car to the target and
the commanded action, with weights of 1 and 0.001, respectively.
Reacher. The reacher domain consists of 64-by-64-by-3 image observations. Our
recognition model consists of three convolutional layers with 7-by-7, 5-by-5, and 3-by-3
filters with 64, 32 and 8 channels respectively. The first convolutional layer is followed by a
ReLU non-linearity. The output of the last convolutional layer is fed into an FC ReLU layer
of width 256, which outputs a Gaussian distribution with dimension 10. Our observation
model consists of one FC ReLU layers of width 512, followed by three deconvolutional
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layers with the reverse order of filters and channels as the recognition model. This is
followed by a Bernoulli distribution layer that models each image. We collect 200 episodes
initially to train our model, and then for RL we collect 100 episodes per iteration. The cost
function we use is the sum of the L2-norm of the distance from the fingertip to the target
and the L2-norm squared of the commanded action, which is the negative of the reward
function as defined in Gym.
Sawyer Lego block stacking. The image-based Sawyer block-stacking domain
consists of 64-by-64-by-3 image observations. The policy outputs velocities on the end
effector in order to control the robot. Our recognition model is a convolutional neural
network with the following architecture: a 5-by-5 filter convolutional layer with 16 channels
followed by two convolutional layers using 5-by-5 filters with 32 channels each. The
convolutional layers are followed by ReLU activations leading to a 12 dimensional Gaussian
distribution layer. Our observation model consists of a FC ReLU layer of width 128 feeding
into three deconvolutional layers, the first with 5-by-5 filters with 16 channels and the
last two of 6-by-6 filters with 8 channels each. These are followed by a final Bernoulli
distribution layer.
For this domain, we collect 400 episodes initially to train our model and 10 per
iteration thereafter. Note that this pretraining data is collected only once across solving
all of the tasks that we test on. The cost function is the cubed root of the L2-norm of the
displacement vector between the end-effector and the target in 3D-space.
Sawyer pushing. The image-based Sawyer pushing domain also operates on
64-by-64-by-3 image observations. Our recognition and observation models are the same
as those used in the block-stacking domain. The dynamics model is learned by a network
with two FC ReLU layers of width 128 followed by a 12 dimensional Gaussian distribution
layer. The cost model is learned jointly with the representation and dynamics by optimizing
the ELBO, which with regards to the cost corresponds to logistic regression on the observed
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sparse reward using a sampled latent state as the input. We collect 200 episodes to train our
model and 20 per iteration for RL.
During the RL phase, the human supervisor uses keyboard input to provide the
sparse reward signal to the learning algorithm, indicating whether or not the mug was
successfully pushed onto the coaster. In practice, for simplicity, we label the last five
images of the trajectory as either 0 or 1 depending on whether or not the keyboard was
pressed at any time during the trajectory, as for this task a successful push is typically
reflected in the end state. In order to overcome the exploration problem and provide a
diverse dataset for pretraining the cost model, we manually collect 180 “goal images” where
the mug is on the coaster and the robot arm is in various locations.
E.6 Implementation of Comparisons
PPO. We use the open source implementation of PPO (named “PPO2”) from the
OpenAI Baselines project: https://github.com/openai/baselines. We write OpenAI gym wrappers
for our simulated environments in order to test PPO on our simulated tasks.
LQR-FLM. We implement LQR-FLM based on the open-source implementation
from the Guided Policy Search project: https://github.com/cbfinn/gps. The only modification
to the LQR-FLM algorithm that we make is to handle unknown cost functions by fitting a
quadratic cost model to data from the current policy.
DVF. We train a video prediction model using the open source Stochastic Adver-
sarial Video Prediction project: https://github.com/alexlee-gk/video_prediction. To define the task,
we specify the location of a pixel whose movement to a specified goal location indicates
success. The cost function is then the predicted probability of successfully moving the
selected pixel to the goal. We then use MPC, specifically the cross-entropy method (CEM)
for offline planning: we sample sequences of actions from a Gaussian, predict the corre-
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sponding sequence of images using the video prediction model, evaluate the cost of the
imagined trajectory with the cost model, and refit the parameters of the Gaussian to the best
predicted action sequences. This iterative process eventually outputs an action sequence to
perform in the real world in order to try and solve the task.
RCE. We use model learning code directly from the authors of RCE (Banijamali
et al., 2018), though this code is not publicly available and to our knowledge there are
no open source implementations of RCE or E2C (Watter et al., 2015) that are able to
reproduce the results from the respective papers. In addition to LQR-based control, we also
experiment with MPC with neural network dynamics and cost models in the learned latent
representation. In our experiments, we report the best results using either of these control
methods.
VAE ablation. In the VAE ablation, we replace our representation and global
models with a standard VAE (Kingma and Welling, 2014; Rezende et al., 2014), which
imposes a unit Gaussian prior on the latent representation. Because we cannot infer local
dynamics as described in section 9.4, we instead use a GMM dynamics prior that is trained
on all data as described by Levine et al. (2016). After fitting a local quadratic cost model,
we again have a local LQS model that we can use in conjunction with an LQR-FLM policy
update.
MPC baseline. MPC involves planning H time steps ahead using a dynamics and
cost model, executing an action based on this plan, and then re-planning after receiving
the next observation (Camacho and Alba, 2013). Recently, MPC has proven to be a
successful control method when combined with neural network dynamics models, where
many trajectories are sampled using the model and then the first action corresponding to
the best imagined trajectory is executed (Nagabandi et al., 2018; Chua et al., 2018). Similar
to LQR-FLM, we can extend MPC to handle image-based domains by learning dynamics
and cost models within a learned latent representation. As MPC does not require an LQS
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Figure E.1: On 2D navigation with the goal fixed to the bottom right, RCE is able to successfully
learning a policy for navigating to the goal.
model, we can instead utilize neural network dynamics and cost models which are more
expressive.
E.7 Additional Experiments
E.7.1 RCE on Fixed-Target 2D Navigation
As mentioned in section 9.7, RCE was unable to make progress for the 2D navigation
task, though we were able to get more successful results by fixing the position of the goal
to the bottom right as is done in the image-based 2D navigation task considered in E2C
(Watter et al., 2015) and RCE (Banijamali et al., 2018). Figure E.1 details this experiment,
which we ran for three random seeds and report the mean and standard deviation of the
average final distance to the goal as a function of the number of training episodes. This
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(a) (b) (c)
Figure E.2: (a) Comparison of our method to PPO on the 2D navigation task presented in
the paper. Our method uses roughly three orders of magnitude fewer samples to solve the
task compared to PPO. (b) On the car from images task, our method achieves slightly worse
performance than PPO though with about 25 times fewer samples. (c) Comparison of our
method to PPO for the reacher task. Our method achieves worse final performance but uses
about 40 times fewer samples than these methods.
indicates that RCE can indeed solve some tasks from image observations, though we were
unable to use RCE succesfully on any of the tasks we consider.
E.7.2 Full Learning Progress of PPO
In Figure E.2 we include the plots for the simulated tasks comparing SOLAR and
PPO. Note that the x-axis is on a log scale, i.e., though our method is sometimes worse in
final policy performance, we use one to three orders of magnitude fewer samples. This
demonstrates our method’s sample efficiency compared to model-free methods, while being
able to solve complex image-based domains that are difficult for model-based methods.
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