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Abstract
Generative adversarial imitation learning (GAIL) is a popular inverse reinforcement learning approach
for jointly optimizing policy and reward from expert trajectories. A primary question about GAIL is
whether applying a certain policy gradient algorithm to GAIL attains a global minimizer (i.e., yields the
expert policy), for which existing understanding is very limited. Such global convergence has been shown
only for the linear (or linear-type) MDP and linear (or linearizable) reward. In this paper, we study GAIL
under general MDP and for nonlinear reward function classes (as long as the objective function is strongly
concave with respect to the reward parameter). We characterize the global convergence with a sublinear
rate for a broad range of commonly used policy gradient algorithms, all of which are implemented in
an alternating manner with stochastic gradient ascent for reward update, including projected policy
gradient (PPG)-GAIL, Frank-Wolfe policy gradient (FWPG)-GAIL, trust region policy optimization
(TRPO)-GAIL and natural policy gradient (NPG)-GAIL. This is the first systematic theoretical study
of GAIL for global convergence.
1 Introduction
In reinforcement learning (RL), the reward function generally plays an important role to guide the design
of policy optimization to attain the best long-term accumulative reward. However, a reward function may
not be known in many situations, and imitation learning Osa et al. (2018) aims to find a desirable policy
in such cases, which produces behaviors as close as possible to expert demonstrations. Two popular classes
of approaches for imitation learning have been developed. The first approach is behavioral cloning (BC)
Pomerleau (1991), which directly provides a mapping strategy from the state space to the action space
based on supervised learning to match expert demonstrations. The BC method often suffers from high
sample complexity due to covariate shift Ross and Bagnell (2010); Ross et al. (2011) for achieving the de-
sired performance, which is mitigated by improved algorithms such as DAgger Ross et al. (2011) and Dart
Laskey et al. (2017) that require further interaction with the expert’s demonstration. The second approach
is the so-called inverse reinforcement learning (IRL) Ng and Russell (2000); Russell (1998), which attempts
to recover the unknown reward function based on the expert’s trajectories, and then find an optimal policy
by using such a reward function.
A popular IRL method has been developed in Finn et al. (2016); Fu et al. (2018); Ho and Ermon
(2016), which leverages the connection of IRL to the training of generative adversarial networks (GANs)
Goodfellow et al. (2014). In particular, the generative adversarial imitation learning (GAIL) framework
Ho and Ermon (2016) formulates a min-max optimization problem as in the GAN training. The maximiza-
tion is over the reward function (which serves as a discriminator) to best distinguish between the trajectories
generated by the expert and the learner, and the minimization is then over the learner’s policy (which
serves as a generator) to best match the expert’s trajectories. Since the policy optimization in GAIL is
nonconvex, its joint optimization with reward function in GAIL in general can be guaranteed to converge
only to a stationary point. Such a type of result was recently established in Chen et al. (2020), which stud-
ied GAIL under general MDP model and reward function class, and showed that the gradient-decent and
gradient-ascent algorithm converges to a stationary point (not necessarily the global minimum).
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Table 1: Comparison among GAIL algorithms studied in this paper
Algorithms Convergence rate Total Complexity1,2
PPG-GAIL O
(
1
(1−γ)3√T
)
O˜ ( 1ǫ4 )
FWPG-GAIL O
(
1
(1−γ)3
√
T
)
O˜( 1ǫ4 )
TRPO-GAIL (unregularized) O
(
1
(1−γ)2√T
)
O˜( 1ǫ3 )
TRPO-GAIL (regularized) O˜
(
1
(1−γ)3T
)
O˜( 1ǫ2 )
NPG-GAIL O
(
1
(1−γ)2√T
)
O˜( 1ǫ4 )
1 Total complexity refers to the total number of samples needed to achieve
an ǫ-accurate globally optimal point.
2 O˜(·) does not include the logarithmic terms.
More recently, it has been shown that some popular policy gradient algorithms Agarwal et al. (2019);
Liu et al. (2019); Shani et al. (2020); Wang et al. (2019); Xu et al. (2020a) can converge to a globally opti-
mal policy under certain policy parameterizations. Then a natural question to ask is whether such global
convergence continues to hold in GAIL when these algorithms are further implemented in an alternating
fashion with the reward optimization in GAIL. The global convergence does not necessarily hold in general,
because the policy optimization is still over a nonconvex objective function, which can induce complicated
and undesirable geometries jointly with the reward optimization as a min-max problem in GAIL. Thus, exist-
ing exploration on this topic in Cai et al. (2019); Zhang et al. (2020), which established global convergence
for GAIL, requires restrictive conditions: (1) linear (but possibly infinite dimensional) MDP and (2) linear
reward function or linearizable reward function such as overparameterized ReLU neural networks.
This paper aims to substantially expand the aforementioned global convergence results as follows.
• We allow general MDP models, not necessarily linear MDP. We study nonlinear reward functions as long
as the resulting objective function is strongly concave with respect to the reward parameter. This is a
much bigger class than linear reward, and is satisfied easily by incorporating a strongly concave regularizer
which has been commonly used in GAIL practice.
• In addition to the projected gradient and NPG that have been studied in Cai et al. (2019); Zhang et al.
(2020) for GAIL, we also study Frank-Wolfe policy gradient, which is easier to implement than projected
policy gradient, and TRPO which is widely adopted in GAIL in practice.
• Existing convergence characterization for GAIL assumed that the samples are either identical and inde-
pendently distributed (i.i.d.) as in Chen et al. (2020); Zhang et al. (2020) or follows the LQR dynamics
as in Cai et al. (2019), whereas here we assume that samples follow a general Markovian distribution.
1.1 Main Contributions
In this paper, we establish the first global convergence guarantee for GAIL under the general MDP model
and the nonlinear reward function class (as long as the objective function is strongly concave with respect
to the reward parameter). We provide the convergence rate for three major types of algorithms, all of which
alternate between gradient ascent (for reward update) and policy gradient descent (for policy update), re-
spectively being (a) projected policy gradient (PPG)-GAIL and Frank-Wolfe policy gradient (FWPG)-GAIL
(with direct policy parameterization); (b) trust region policy optimization (TRPO)-GAIL (with direct policy
parameterization); and (c) natural policy gradient (NPG)-GAIL (with general non-linear policy parameteri-
zation). We show that all these alternating algorithms converge to the global minimum with a sublinear rate.
We summarize our results on the convergence performance of the GAIL algorithms in Table 1. Comparing
among these algorithms indicates that TRPO-GAIL with regularized MDP achieves the best convergence
rate, and TRPO-GAIL with regularized and unregularized MDP outperform the other algorithms in terms
of the overall sample complexity.
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Technically, the global convergence guarantee for GAIL does not follow from the existing min-max optimiza-
tion theory. In fact, the GAIL problem here falls into nonconvex-strongly-concave min-max optimization
framework, for which existing optimization theory does not provide the global convergence in general. Thus,
our establishment of global convergence for GAIL develops several new properties specially for GAIL. Fur-
thermore, in contrast to conventional min-max optimization, which is under i.i.d. sampling by certain static
distribution, GAIL is under Markovian sampling by time-varying distributions due to the policy update.
Thus, the convergence analysis for GAIL is more challenging than that for min-max optimization.
1.2 Related Work
Due to the significant growth of studies in imitation learning, this section focuses only on those studies that
are highly relevant to the theoretical analysis of the convergence for GAIL algorithms.
Theory for IRL via adversarial training: The idea of generative adversarial training Goodfellow et al.
(2014) has motivated a popular approach for IRL problems Finn et al. (2016); Fu et al. (2018); Ho and Ermon
(2016). Among these studies, GAIL Ho and Ermon (2016) formulated a min-max problem for jointly opti-
mizing the reward and policy, where reward and policy serve analogous roles as the discriminator and the
generator in GANs. Naturally, such an approach has been explored via the divergence minimization per-
spective in Ghasemipour et al. (2019); Ke et al. (2019), by leveraging GAN training Nowozin et al. (2016).
Moreover, the generalization performance and sample complexity have been studied for the setting where
the expert’s demonstrations include only the states but no actions.
Most relevant to our study is the recent studies Cai et al. (2019); Chen et al. (2020); Zhang et al. (2020) on
the convergence rate for the algorithms developed for GAIL. Among these studies, Chen et al. (2020) studied
GAIL under the general MDP model and the reward function class, and showed that the gradient-decent and
gradient-ascent algorithm converges to a stationary point (not necessarily the global minimum). Cai et al.
(2019); Zhang et al. (2020) provided the global convergence result. More specifically, Cai et al. (2019) studied
GAIL under linear quadratic regulator (LQR) dynamics and the linear reward function class, and showed
that the alternating gradient algorithm converges to the unique saddle point. Zhang et al. (2020) studied
GAIL under a type of linear but infinite dimensional MDP and with overparameterized neural networks for
parameterizing the policy and reward function, and showed that the alternating algorithm between gradient-
ascent (for reward update) and NPG (for policy update) converges to the neighborhood of a global optimal
point, where the representation power of neural networks determines the convergence error. Our study here
establishes global convergence for GAIL for general MDP and the nonlinear reward function class.
Difference from conventional min-max problems: Although the GAIL framework is formulated as a
min-max optimization problem, the stochastic algorithms that we use for solving such a problem have the fol-
lowing major differences from the conventional min-max optimization problem. First, since these algorithms
continuously update the policy, the samples that are used for iterations are sampled by time-varying policies;
whereas the conventional min-max problem typically has a fixed sampling distribution. Second, since the
samples are obtained following an MDP process, the samples are distributed with correlation rather than in
the i.i.d. manner as in the conventional optimization. These two differences cause the convergence analysis
to be more complicated for GAIL than the conventional min-max problem. Furthermore, the min-max prob-
lem that we encounter here for GAIL is nonconvex-strongly-concave, for which the conventional min-max
optimization Lin et al. (2020); Nouiehed et al. (2019) has been shown to converge only to a stationary point,
whereas this paper exploits further properties in GAIL and establishes the global convergence guarantee.
Connection to policy gradient algorithms: In the GAIL framework, the policy optimization is jointly
performed with the reward optimization via a min-max optimization. Thus, the variation of the reward
function during the algorithm execution continuously change the objective function for the policy optimiza-
tion. Hence, even if the policy gradient algorithms (running for a fixed objective function) converge globally,
for example, PPG Agarwal et al. (2019), NPG Agarwal et al. (2019), and TRPO Shani et al. (2020), the
global convergence is generally not guaranteed if these algorithms are executed in an alternating fashion
with reward iterations. Two special cases have been shown to retain such global convergence, namely, LQR
model shown in Cai et al. (2019) and overparameterized neural networks for a linear type MDPZhang et al.
(2020). This paper significantly expands such a set of cases by establishing the global convergence guarantee
for more general MDP and reward class and a broader range of algorithms.
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2 Problem Formulation and Preliminaries
2.1 Markov Decision Process
The imitation learning framework that we study is based on the Markov decision process (MDP) denoted by
(S,A,P, r, γ). We assume that both the state space S ⊂ Rd and the action space A are finite, and use s ∈ S
and a ∈ A to denote a state and an action, respectively. A policy π describes the probability to take an
action a ∈ A at each state s ∈ S in terms of the conditional probability π(a|s). Then the system moves to a
next state s′ ∈ S governed by the probability transition kernel P(s′|s, a), and receives a reward rt = r(s, a),
which is assumed to be bounded by Rmax.
Suppose the initial state takes a distribution ζ. For a given policy π and a reward function r, we define the
average value function as:
V (π, r) = E
[∑∞
t=0 γ
tr(st, at)
∣∣s0 ∼ ζ, at ∼ π(at|st), st+1 ∼ P(st+1|st, at)] = 11−γE(s,a)∼νpi(s,a)[r(s, a)],
where γ ∈ (0, 1) is a discount factor and νπ(s, a) := (1 − γ)
∑∞
t=0 γ
t
P(st = s, at = a) is the state-action
visitation distribution. It has been shown in Konda (2002) that νπ(s, a) is the stationary distribution of the
Markov chain with the transition kernel P˜(·|s, a) = (1− γ)ζ(·) + γP(·|s, a) and policy π if the Markov chain
is ergodic. Thus P˜ is used in sampling for estimating the value function.
2.2 Generative Adversarial Imitation Learning (GAIL)
For imitation learning, in which the reward function is not known, GAIL Ho and Ermon (2016) is a framework
to jointly learn the reward function and optimize the policy. We parameterize the reward function by
α ∈ Λ ⊂ Rq, which takes the form rα(s, a) at the state-action pair (s, a). We assume that Λ is a bounded
closed set, i.e., ‖α1 − α2‖2 ≤ Cα, ∀α1, α2 ∈ Λ.
We let πE represent the expert policy, and let the learner’s policy be parameterized by θ ∈ Θ and be denoted
as πθ. In this paper, we consider two types of parameterization for the learner’s policy. The first is the
direct parameterization, where θ = {θs,a, s ∈ S, a ∈ A}, and πθ(a|s) = θs,a where θ ∈ Θp := {θ : θs,a ≥
0,
∑
a∈A θs,a = 1, for all s ∈ S, a ∈ A}. The second is the general nonlinear policy class, which satisfies
certain smoothness conditions as given in Assumption 5.
The GAIL framework is formulated as the following min-max optimization problem.
min
θ∈Θ
max
α∈Λ
F (θ, α) := V (πE , rα)− V (πθ, rα)− ψ(α), (1)
where the objective function is given by the discrepancy of the accumulated rewards between the expert’s
and learner’s policies, regularized by a function ψ(α) of the reward parameter. Thus, the maximization
in eq. (1) aims to find the reward function that best distinguishes between the expert’s and the learner’s
policies and the minimization aims to find the learner’s policy that matches the expert’s policy as close as
possible. Such a formulation is analogous to the GANs, with the reward serving as a discriminator and the
policy serving as a generator.
In this paper, we study four GAIL algorithms, all of which follow the nested-loop framework described in
Algorithm 1. Namely, at each time step t (associated with one outer loop), there is an entire inner loop
updates of the reward parameter αt to a certain accuracy and one update step of the policy parameter θt.
Specifically, αt is updated by the stochastic projected gradient ascent given by
αk+1t = PΛ
(
αkt + β∇̂αF (θt, αkt )
)
,
where the gradient estimator ∇̂αF (θt, αkt ) is obtained via a Markovian sample trajectory. Then the policy
parameter θt is updated for one step, determined by any of the four policy gradient algorithms, namely, PPG
in eq. (4), FWPG in eq. (5), TRPO in eq. (7) and NPG in eq. (8).
1The samples are obtained over a single trajectory path for the entire algorithm execution.
4
Algorithm 1 Nested-loop GAIL framework
1: Input: Outer loop length T , inner loop length K, stepsize η, β
2: for t = 0, 1, ..., T − 1 do
3: Randomly pick αt0 ∈ Λ
4: for k = 0, 1, ...,K − 1 do
5: Query a length-B trajectory (sEi , a
E
i ) ∼ P˜πE and a length-B mini-batch (sθi , aθi ) ∼ P˜πθ1
6: ∇̂αF (θ, α) = 1(1−γ)B
∑B−1
i=0
[∇αrα(sEi , aEi )−∇αrα(sθi , aθi )] −∇αψ(α)
7: αtk+1 = PΛ
(
αtk + β∇̂αF (θt, αtk)
)
8: end for
9: αt = α
t
K
10: θt+1 = Options: PPG in eq. (4); FWPG in eq. (5); TRPO in eq. (7); NPG in eq. (8)
11: end for
2.3 Technical Preliminaries
For the GAIL problem in eq. (1) to be well posed, we assume that maxα∈Λ F (θ, α) exists for any θ ∈ Θ, and
define the marginal-maximum function of F (θ, α)
g(θ) := max
α∈Λ
F (θ, α). (2)
We further define the corresponding optimizer αop(θ) := argmaxα∈Λ F (θ, α). If there exists more than one
optimizer, αop(θ) denotes the elements of the corresponding optimizer set.
Definition 1. Let θ∗ = argminθ∈Θ g(θ). The output θ¯ of an algorithm is said to attain an ǫ-global conver-
gence if g(θ¯)− g(θ∗) ≤ ǫ holds for a prescribed accuracy ǫ ∈ (0, 1).
As remarked in Zhang et al. (2020), ǫ-global convergence further implies
max
α∈Λ
[V (πE , rα)− V (πθ¯, rα)] ≤ max
α∈Λ
ψ(α) + ǫ.
Hence, as long as ψ(α) is chosen properly (for example, with a small regularization coefficient), πθ¯ is guar-
anteed to be sufficiently close to the expert policy.
In this paper, we make the following standard assumptions for our analysis.
Assumption 1. The regularizer function ψ(α) is differentiable with gradient Lipschitz constant Lψ.
Assumption 1 captures the property for designing a regularizer and can be easily attained.
Assumption 2. For any given θ, the objective function F (θ, α) in eq. (1) is µ-strongly concave on α.
Assumption 2 includes the linear function class as a special case. In practice, a strongly convex regularizer
ψ(α) is often used to guarantee the strong concavity of F (θ, α).
Assumption 3 (Ergodicity). For any policy parameter θ ∈ Θ, consider the MDP with policy πθ and
transition kernel P(·|s, a) or P˜(·|s, a) = γP(·|s, a) + (1− γ)ζ(·). There exist constants CM > 0 and 0 < ρ < 1
such that ∀t ≥ 0,
sup
s∈S
dTV (P(st ∈ ·|s0 = s), χθ) ≤ CMρt,
where χθ is the stationary distribution of the given transition kernel P(·|s, a) or P˜(·|s, a) under policy πθ and
dTV (·, ·) is the total variation distance.
Assumption 3 holds for any time-homogeneous Markov chain with finite state space or any uniformly ergodic
Markov chain with general state space.
Assumption 4. The reward parameterization satisfies the following requirements:
(1) Bounded gradient: ∃Cr ∈ R such that ∀α ∈ Λ, ‖∇αrα‖∞,2 :=
√∑q
i=1
∥∥∥∂rα∂αi ∥∥∥2∞ ≤ Cr.
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(2) Gradient Lipschitz: ∃Lr ∈ R, such that ∀s ∈ S, a ∈ A and ∀α1, α2 ∈ Λ,
‖∇αrα1(s, a)−∇αrα2(s, a)‖2 ≤ Lr ‖α1 − α2‖2 .
We next provide the following Lipschitz properties, which are vital for the analysis of convergence, and
were often taken as assumptions in the literature of min-max optimization Jin et al. (2019); Nouiehed et al.
(2019).
Proposition 1. Suppose Assumptions 1, 3 and 4 hold. Then the GAIL min-max problem in eq. (1) with
direct parameterization satisfies the following Lipschitz conditions: ∀θ1, θ2 ∈ Θ and ∀α1, α2 ∈ Λ,
‖∇θF (θ1, α1)−∇θF (θ2, α2)‖ ≤ L11 ‖θ1 − θ2‖+ L12 ‖α1 − α2‖ ,
‖∇αF (θ1, α1)−∇αF (θ2, α2)‖ ≤ L21 ‖θ1 − θ2‖+ L22 ‖α1 − α2‖ ,
where L11 =
2
√
2|A|CrCα
(1−γ)2 (1+
⌈
logρC
−1
M
⌉
+(1−ρ)−1), L12 =
√
|A|Cr
(1−γ)2 , L21 =
Cr
√
|A|
1−γ (1+⌈logρC−1M ⌉+(1−ρ)−1),
and L22 =
2
√
qLr
1−γ +Lψ. Furthermore, if θ1 = θ2, the above second bound holds with a general parameterization
for the policy.
3 Global Convergence of GAIL Algorithms
In this section, we provide the global convergence guarantee for four GAIL algorithms.
3.1 PPG-GAIL and FWPG-GAIL Algorithms
In this section, we study the PPG-GAIL and FWPG-GAIL algorithms, both of which take the general
framework in Algorithm 1, and update the policy parameter θ respectively based on projected policy gradient
(PPG) and Frank-Wolfe policy gradient (FWPG).
We take the direct parameterization for the policy. At each time t of the outer loop, both PPG-GAIL and
FWPG-GAIL first estimate the stochastic policy gradient by drawing a minibatch sample trajectory with
length b as (si, ai) ∼ P˜πθt as follows.
∇̂θF (θt, αt)(s, a) = − Qˆ(s, a)
b(1− γ)
b−1∑
i=0
1 {si = s} , (3)
for all s ∈ S, a ∈ A, where Qˆ(s, a) applies EstQ in Zhang et al. (2019) (see Appendix A) with the reward
function rαt(s, a). Then, PPG-GAIL updates θt as
θt+1 = PΘp
(
θt − η∇̂θF (θt, αt)
)
, (4)
where Θp is the probability simplex defined in Section 2.2.
Differently from PPG-GAIL, FWPG-GAIL updates θt based on the Frank-Wolfe gradient as given by
vˆt = argmax
θ∈Θp
〈
θ,−∇̂θF (θt, αt)
〉
, θt+1 = θt + η (vˆt − θt) . (5)
To analyze the convergence, we first define the gradient dominance property.
Definition 2. A function f(θ) satisfies the gradient dominance property, if there exists a positive C, such
that f(θ)− f(θ∗) ≤ Cmaxθ¯∈Θ
〈
θ − θ¯,∇θf(θ)
〉
for any given θ ∈ Θ, where θ∗ := argminθ∈Θ f(θ).
The following proposition facilitates to prove global convergence for PPG-GAIL and FWPG-GAIL.
Proposition 2. The function g(θ) given in eq. (2) satisfies the gradient dominance property.
The following theorem characterizes the global convergence of PPG-GAIL.
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Theorem 1. Suppose Assumptions 1 to 4 hold. Consider PPG-GAIL with the θ-update stepsize η =(
L11 +
L12L21
µ
)−1
and the α-update stepsize β = µ
4L2
22
, where L11, L12, L21 and L22 are given in Propo-
sition 1. Then we have
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗) ≤ O
(
1
(1−γ)3
√
T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1−γ)3
√
B
)
+O
(
1
(1−γ)3
√
b
)
. (6)
Theorem 1 implies that if we set T = O ( 1ǫ2 ), K = O (log(1ǫ )), B = O ( 1ǫ2 ) and b = O ( 1ǫ2 ), then PPG-GAIL
converges to an ǫ-accurate globally optimal value with an overall sample complexity T (KB + b) = O˜ ( 1ǫ4 ).
Due to the Markovian sampling for updating both the reward and policy parameters α and θ, our analysis
bounds the two corresponding bias error terms by O( 1√
B
) and O( 1√
b
) as shown in eq. (6). Hence, the choices
for the mini-batch sizes B and b trade off between the convergence error and the computational complexity.
To achieve a given accuracy ǫ, the tradeoff yields the overall complexity of O˜ ( 1ǫ4 ). We also note that the
result here provides the first convergence rate for projected stochastic gradient with non-i.i.d. sampling.
We next provide the following theorem, which characterizes the global convergence of FWPG-GAIL.
Theorem 2. Suppose Assumptions 1 to 4 hold. Consider FWPG-GAIL with the θ-update stepsize η = 1−γ√
T
and α-update stepsize β = µ
4L2
22
, where L22 is given in Proposition 1. Then we have
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗) ≤ O
(
1
(1− γ)3
√
T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1 − γ)3
√
B
)
+O
(
1
(1− γ)3
√
b
)
.
Theorem 2 implies that if we let T = O ( 1ǫ2 ), K = O (log(1ǫ )), B = O ( 1ǫ2 ) and b = O ( 1ǫ2 ), then FWPG-
GAIL converges to an ǫ-accurate globally optimal value with overall sample complexity T (KB+ b) = O˜ ( 1ǫ4 ),
which is the same as that of PPG-GAIL. The analysis of FWPG-GAIL also needs to bound the two bias
terms due to the Markovian sampling for updating the reward and policy parameters. This is the first
analysis that provides the convergence rate for stochastic Frank-Wolfe gradient with non-i.i.d. sampling.
3.2 TRPO-GAIL Algorithm
In this section, we study the TRPO-GAIL algorithm, which takes the general framework in Algorithm 1 and
updates the policy parameter θ based on TRPO under λ-regularized MDP. At each time t of the outer loop,
TRPO-GAIL adopts the update rule in Shani et al. (2020) for updating θt as follows:
πθt+1(·|s) ∈ argmin
π∈∆A
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), π − πθt(·|s)
〉
+ η−1t Bω(π, πθt(·|s)),
where Qˆ
πθt
λ,αt
denotes the estimation of the Q-function based on EstQ Zhang et al. (2019) (see Appendix A),
the regularized reward rλ,αt(s, a) := rαt(s, a) + λω(πθ(·|s)), the negative entropy function ω(π(·|s)) :=∑
a∈A π(·|s) log π(·|s)+log |A|, and the Bregman distance Bω(x, y) := ω(x)−ω(y)−〈∇ω(y), x− y〉 associated
with ω(x), which is the KL-divergence here. We consider the direct parameterization for the policy, and
hence the update for the policy parameter θ can be analytically computed Shani et al. (2020) as follows. For
each (s, a) ∈ S ×A,
θt+1(s, a) =
θt(s, a) exp
(
ηt(Qˆ
πθt
λ,αt
(s, a)− λ log θt(s, a))
)
∑
a′∈A θt(s, a′) exp
(
ηt(Qˆ
πθt
λ,αt
(s, a′)− λ log θt(s, a′))
) . (7)
The following theorem provides the global convergence of TRPO-GAIL under the unregularized MDP, where
λ = 0.
Theorem 3. Suppose Assumptions 1 to 4 hold. Consider unregularized TRPO-GAIL (λ = 0) with θ-update
stepsize ηt =
1−γ√
T
and α-update stepsize β = µ
4L2
22
, where L22 is given in Proposition 1. Then we have,
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗) ≤ O
(
1
(1− γ)2√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1 − γ)4B
)
.
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We further consider the regularized MDP, where λ > 0.
Theorem 4. Suppose Assumptions 1 to 4 hold. Consider regularized TRPO-GAIL (λ > 0) with θ-update
stepsize ηt =
1
λ(t+2) and α-update stepsize β =
µ
4L2
22
, where L22 is given in Proposition 1. Then we have,
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗) ≤ O˜
(
1
(1 − γ)3T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1− γ)4B
)
.
Theorem 3 indicates that if we set T = O ( 1ǫ2 ), K = O (log(1ǫ )) and B = O ( 1ǫ ), then TRPO-GAIL with
unregularized MDP converges to an ǫ-accurate globally optimal value with a total sample complexity TKB =
O˜ ( 1ǫ3 ). Theorem 4 indicates that if we let T = O˜(1ǫ ), K = O (log(1ǫ )), and B = O ( 1ǫ ), then TRPO-GAIL
with regularized MDP converges to an ǫ-accurate globally optimal value with an overall sample complexity
TKB = O˜ ( 1ǫ2 ). The regularized MDP changes the objective function with λ-regularized perturbation and
yields orderwisely better sample complexity. Moreover, the sample complexity here is with respect to the
convergence in expectation, which improves that in high-probability convergence in Shani et al. (2020) by a
factor of O˜ ( 1ǫ ).
3.3 NPG-GAIL Algorithm
In this section, we study the NPG-GAIL algorithm, which takes the general framework in Algorithm 1 and
updates the policy parameter θ based on natural policy gradient (NPG).
We consider the general nonlinear parameterization for the policy, so that the state space may not be finite and
for example can be Rd. At each time t of the outer loop, NPG-GAIL ideally should update θt via a regularized
natural gradient −(F (θt) + λI)−1∇θV (πθt , rαt), where F (θ) = E(s,a)∼νpiθ
[∇θ log(πθ(a|s))∇θ log(πθ(a|s))⊤]
is the Fisher-information matrix, and λ is the regularization coefficient for avoiding singularity. In practice, we
estimate such a natural gradient via solving the problemminw∈Rd E(s,a)∼νpiθ
[∇θ log(πθ(a|s))⊤w − Aπθα (s, a)]2
using the mini-batch linear stochastic approximation (SA) algorithm over a Markovian sampled trajectory,
where Aπθα (s, a) := Q
πθ
α (s, a)−V πθα (s) is the advance function under reward rα. More details are provided in
Algorithm 3 in Appendix A. Suppose such an algorithm provides an output wt. Then the policy parameter
is updated as
θt+1 = θt − ηwt. (8)
Since we take the general nonlinear parameterization for the policy, we make the following assumptions for
the policy parameterization, which are standard in the literature Agarwal et al. (2019); Kumar et al. (2019);
Xu et al. (2020b); Zhang et al. (2019).
Assumption 5. For any θ, θ′ ∈ Θ, and any state-action pair (s, a) ∈ S × A, there exist positive constants
Lπ, Lφ, Cφ and Cπ, such that the following bounds hold:
(1) ‖∇θ log(πθ(a|s))−∇θ log(πθ′(a|s))‖2 ≤ Lφ ‖θ − θ′‖2,
(2) ‖∇θ log(πθ(a|s))‖2 ≤ Cφ,
(3) ‖πθ(·|s)− πθ′(·|s)‖TV ≤ Cπ ‖θ − θ′‖2, where ‖·‖TV denotes the total-variation norm.
Next, we provide the following theorem, which characterizes the global convergence of NPG-GAIL.
Theorem 5. Suppose Assumptions 1 to 5 hold. Consider NPG-GAIL with θ-update stepsize η = 1−γ√
T
, α-
update stepsize β = µ
4L2
22
, and the SA-update stepsize βW =
λP
4(C2φ+λ)
2 , where L22 is given in Proposition 1.
Then we have
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗) ≤ O
(
1
(1− γ)2√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1 − γ)4B
)
+O (e−Tc)
+O
(
ζ′
(1 − γ)3/2
)
+O
(
λ
1− γ
)
+O
(
1
(1− γ)2√M
)
.
where ζ′ = maxθ∈Θ,α∈Λminw∈Rd
√
Eνpiθ
[∇θ log(ππθ (a|s))⊤w −Aπθα (s, a)]2 and Tc and M are defined in Al-
gorithm 3 in Appendix A.
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Theorem 5 indicates that if we let T = O ( 1ǫ2 ), K = O (log(1ǫ )), B = O ( 1ǫ ), Tc = O (log(1ǫ )), λ = O (ζ′)
and M = O ( 1ǫ2 ), then NPG-GAIL converges to an (ǫ + O (ζ′))-accurate globally optimal value with an
overall sample complexity of T (KB + TcM) = O˜
(
1
ǫ4
)
, which is the same as PPG-GAIL and FWPG-GAIL.
Comparison of Theorem 3 and Theorem 5 indicates that TRPO-GAIL has a better sample complexity than
NPG-GAIL, mainly because TRPO can update the policy parameter based on an analytical form, which
saves the samples that NPG uses for estimating the natural gradient by solving the quadratic optimization
problem.
4 Conclusion
In this paper, we study four GAIL algorithms, each of which is implemented in an alternating fashion between
a popular policy gradient algorithm for the policy update and a gradient ascent for the reward update. Our
focus is on investigating whether incorporation of these policy gradient algorithms to the GAIL framework
will still have global convergence guarantee. We show that all these GAIL algorithms converge globally as
long as the objective function is properly regularized (to be strongly concave) with respect to the reward
parameter. We also anticipate that the analysis tools that we develop here will benefit the future theoretical
studies of similar problems including GANs, min-max optimization, and bi-level optimization algorithms.
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Supplementary Materials
A Q-sampling and NPG-GAIL Algorithms
In this section, we provide the formal description for the algorithm EstQ in Algorithm 2, which returns
an unbiased estimation of the state-action value function (Q-value), and the algorithm of policy update of
NPG-GAIL in Algorithm 3.
Algorithm 2 EstQ Zhang et al. (2019)
1: Input: s, a, θ. Initialize Qˆ = 0, sq1 = s, a
q
1 = a
2: Draw T ∼ Geom(1 − γ1/2)
3: for t = 1, 2, . . . , T − 1 do
4: Collect reward R(sqt , a
q
t ) and update the Q-function Qˆ← Qˆ+ γt/2R(sqt , aqt )
5: Sample sqt+1 ∼ P(·|sqt , aqt ), aqt+1 ∼ πθ(·|sqt+1)
6: end for
7: Collect reward R(sqT , a
q
T ) and update the Q-function Qˆ← Qˆ+ γT/2R(sqT , aqT )
8: Output: Qˆπθ ← Qˆ
Algorithm 3 Policy update in NPG-GAIL
Input: Policy parameter θt, reward parameter αt, stepsize βW , policy stepsize η, batch-size M and
trajectory length Tc
for i = 0, · · · ,MTc do
si ∼ P˜(·|si−1, ai−1)
Sample ai and a
′
i independently from πθt(·|si)
end for
Initialize W0 = 0
for k = 0, · · · , Tc − 1 do
for i = kM, · · · , (k + 1)M − 1 do
Obtain Q-function estimation Q̂(si, ai) with reward function rαt by Algorithm 2.
gˆi = (−∇θt log(πθt(ai|si))⊤Wk + Q̂(si, ai))∇θt log(πθt(ai|si)
−Q̂(si, ai)∇θt log(πθt(a′i|si))− λWk
end for
Gˆk =
1
M
∑(k+1)M−1
i=kM gˆi
Wk+1 = Wk + βW Gˆk
end for
wt =WTc
Return: θt+1 = θt − ηwt
B Proof of Proposition 1
In this section, we first provide two useful lemmas, which establish the smoothness property of the visitation
distribution and Q-function.
Lemma 1. ((Xu et al., 2020a, Lemma 3)) Consider the initial distribution ξ(·) and the transition kernel
P(·|s, a). Let ξ(·) be ζ(·) or P(·|sˆ, aˆ) for any given sˆ ∈ S, aˆ ∈ A. Denote νπθ,ξ as the state-action visitation
distribution of MDP with policy πθ and the initialization distribution ξ. Suppose Assumption 3 holds. Then
we have, under direct parameterization for any θ1, θ2 ∈ Θp,∥∥νπθ,ξ − νπθ′ ,ξ∥∥TV ≤ Cν ‖θ1 − θ2‖2 ,
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where Cν =
√
|A|
2
(
1 +
⌈
logρ C
−1
M
⌉
+ (1− ρ)−1).
Lemma 2. ((Xu et al., 2020a, Lemma 4)) Suppose Assumptions 3 and 4 hold. Let Qπα denote the Q-function
of policy π under the reward function rα. For any state-action pair (s, a) ∈ S × A, α ∈ Λ and θ1, θ2 ∈ Θp
(under direct parameterization), we have
|Qπθ1α (s, a)−Qπθ2α (s, a)| ≤ LQ ‖θ1 − θ2‖2 ,
where LQ =
2CrCαCν
1−γ and Cν is defined in Lemma 1.
Denote dπ(s) = (1−γ)
∑∞
t=0 γ
t
P {st = s|π} as the state visitation distribution induced by policy π. We next
prove Proposition 1 to characterize the Lipschitz constants L11, L12, L21 and L22, respectively.
Proof of Proposition 1. We consider the first inequality in Proposition 1:
‖∇θF (θ1, α1)−∇θF (θ2, α2)‖2
= ‖∇θF (θ1, α1)−∇θF (θ2, α1) +∇θF (θ2, α1)−∇θF (θ2, α2)‖2
≤ ‖∇θF (θ1, α1)−∇θF (θ2, α1)‖2︸ ︷︷ ︸
T1
+ ‖∇θF (θ2, α1)−∇θF (θ2, α2)‖2︸ ︷︷ ︸
T2
. (9)
Next, we upper-bound the terms T1 and T2 in eq. (9), respectively.
Upper-bounding T1: For any given state-action pair (s, a) ∈ S ×A, we have∣∣∣(∇θF (θ1, α1)−∇θF (θ2, α1))s,a∣∣∣
(i)
=
∣∣∣∣ 11− γ (dπθ1 (s)Qπθ1α1 (s, a)− dπθ2 (s)Qπθ2α1 (s, a))
∣∣∣∣
≤
∣∣∣∣ 11− γ ((dπθ1 (s)− dπθ2 (s))Qπθ1α1 (s, a))
∣∣∣∣+ ∣∣∣∣ 11− γ (dπθ2 (s)(Qπθ1α1 (s, a)−Qπθ2α1 (s, a)))
∣∣∣∣
(ii)
≤ Rmax
(1− γ)2 |dπθ1 (s)− dπθ2 (s)|+
LQ
1− γ dπθ2 (s) ‖θ1 − θ2‖2 , (10)
where (i) follows from the fact that ∂F (θ,α1)∂θs,a = −
∂V (πθ,α1)
∂θs,a
= − 11−γ dπθ (s)Qπθα1(s, a), and (ii) follows from
Lemma 2. Then, we proceed as follows:
‖∇θF (θ1, α1)−∇θF (θ2, α1)‖2
=
√∑
s,a
∣∣∣(∇θF (θ1, α1)−∇θF (θ2, α1))s,a∣∣∣2
(i)
≤
√√√√∑
s,a
(
Rmax
(1 − γ)2
∣∣dπθ1 (s)− dπθ2 (s)∣∣+ LQ1− γ dπθ2 (s) ‖θ1 − θ2‖2
)2
≤
√
2|A|
√√√√∑
s
(
Rmax
(1 − γ)2
∣∣dπθ1 (s)− dπθ2 (s)∣∣)2 +√2|A|
√√√√∑
s
(
LQ
1− γ dπθ2 (s) ‖θ1 − θ2‖2
)2
(ii)
≤
√
2|A|
(∑
s
Rmax
(1− γ)2
∣∣dπθ1 (s)− dπθ2 (s)∣∣+∑
s
LQ
1− γ dπθ2 (s) ‖θ1 − θ2‖2
)
(iii)
≤ 2
√
2|A|CrCα
(1 − γ)2
(
1 +
⌈
logρ C
−1
M
⌉
+ (1− ρ)−1) ‖θ1 − θ2‖2 ,
where (i) follows from eq. (10), (ii) follows from the fact that ‖x‖2 ≤ ‖x‖1, and (iii) follows from Lemma 1
and from the facts Rmax ≤ CrCα and∑
s∈S
∣∣dπθ1 (s)− dπθ2 (s)∣∣ = 2 ∥∥dπθ1 − dπθ2∥∥TV ≤ 2 ∥∥νπθ1 − νπθ2∥∥TV .
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Upper-bounding T2: For any given state-action pair (s, a) ∈ S ×A, we have∣∣∣(∇θF (θ2, α1)−∇θF (θ2, α2))s,a∣∣∣ = ∣∣∣∣ 11− γ (dπθ2 (s)Qπθ2α1 (s, a)− dπθ2 (s)Qπθ2α2 (s, a))
∣∣∣∣
(i)
=
1
1− γ dπθ2 (s)
∣∣∣∣∣∣ 11− γ
∑
sˆ,aˆ
νπθ2 ,s,a(sˆ, aˆ)(rα1 (sˆ, aˆ)− rα2(sˆ, aˆ))
∣∣∣∣∣∣
(ii)
≤ 1
(1− γ)2 dπθ2 (s)Cr ‖α1 − α2‖2 ,
where in (i) we denote νπθ2 ,s,a(sˆ, aˆ) as the visitation distribution of the Markov chain with initial distri-
bution P(·|s0 = s, a0 = a) and policy πθ2 , and (ii) follows from the fact that |rα1(sˆ, aˆ) − rα2(sˆ, aˆ)| =
| 〈∇αrα′(sˆ, aˆ), α1 − α2〉 | ≤ ‖∇αrα′(sˆ, aˆ)‖2 ‖α1 − α2‖2 ≤ Cr ‖α1 − α2‖2, for some α′ ∈ [α1, α2]. The inequal-
ity above implies that
‖∇θF (θ2, α1)−∇θF (θ2, α2)‖2 =
√∑
s,a
∣∣∣(∇θF (θ2, α1)−∇θF (θ2, α2))s,a∣∣∣2
≤
√√√√∑
s,a
(
1
(1 − γ)2 dπθ2 (s)Cr ‖α1 − α2‖2
)2
=
√
|A|Cr
(1− γ)2 ‖α1 − α2‖2
√∑
s
(
dπθ2 (s)
)2
(i)
≤
√
|A|Cr
(1− γ)2 ‖α1 − α2‖2 ,
where (i) follows from the fact that
√∑
s
(
dπθ2 (s)
)2 ≤ ∥∥dπθ2∥∥1 = 1.
Therefore we obtain the upper bound of eq. (9) as follows:
‖∇θF (θ1, α1)−∇θF (θ2, α2)‖2
≤ 2
√
2|A|CrCα
(1− γ)2
(
1 +
⌈
logρ C
−1
M
⌉
+ (1− ρ)−1) ‖θ1 − θ2‖2 + √|A|Cr(1− γ)2 ‖α1 − α2‖2 ,
which determines the constants L11 and L12.
We then proceed to prove the second inequality in Proposition 1.
‖∇αF (θ1, α1)−∇αF (θ2, α2)‖2
≤ ‖∇αF (θ1, α1)−∇αF (θ2, α1) +∇αF (θ2, α1)−∇αF (θ2, α2)‖2
≤ ‖∇αF (θ1, α1)−∇αF (θ2, α1)‖2︸ ︷︷ ︸
T3
+ ‖∇αF (θ2, α1)−∇αF (θ2, α2)‖2︸ ︷︷ ︸
T4
. (11)
Next, we upper-bound T3 and T4 in eq. (11), respectively.
Upper-bounding T3: For any given 1 ≤ i ≤ q, we have
|(∇αF (θ1, α1)−∇αF (θ2, α1))i|
= |(∇αV (πE , rα1)−∇αV (πθ1 , rα1)−∇αψ(α1)− (∇αV (πE , rα1)−∇αV (πθ2 , rα1)−∇αψ(α1)))i|
= |(∇αV (πθ2 , rα1)−∇αV (πθ1 , rα1))i|
=
1
1− γ
∣∣∣∣∣∑
s,a
(νπθ1 (s, a)− νπθ2 (s, a))(∇αrα1 )i
∣∣∣∣∣ ≤
∥∥νπθ1 − νπθ2∥∥1 ∥∥∥∂rα∂αi ∥∥∥∞
1− γ
(i)
≤
2Cν ‖θ1 − θ2‖2
∥∥∥∂rα∂αi ∥∥∥∞
1− γ ,
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where (i) follows from Lemma 1 and the fact that ‖p− q‖1 = 2 ‖p− q‖TV . The inequality above further
implies that
‖∇αF (θ1, α)−∇αF (θ2, α)‖2 ≤
2Cν ‖θ1 − θ2‖2
1− γ
√√√√ q∑
i=1
∥∥∥∥∂rα∂αi
∥∥∥∥2
∞
≤ Cr
√
|A|
1− γ
(
1 +
⌈
logρ C
−1
M
⌉
+ (1− ρ)−1) ‖θ1 − θ2‖2 .
Upper-bounding T4: We provide a proof for the general parameterization of policy, which includes the
direct parameterization of policy as a special case and covers the last claim of Proposition 1. We proceed as
follows:
‖∇αF (θ2, α1)−∇αF (θ2, α2)‖2
≤ ‖∇αV (πE , rα1)−∇αV (πθ2 , rα1)−∇αψ(α1)− (∇αV (πE , rα2)−∇αV (πθ2 , rα2)−∇αψ(α2))‖2
≤ 11−γ
(∥∥∫ (∇αrα1 −∇αrα2 )dνπE∥∥2 + ∥∥∫ (∇αrα1 −∇αrα2)dνπθ∥∥2)
+ ‖∇αψ(α1)−∇αψ(α2)‖2
= 11−γ
(√∑q
i=1
(∫
(∇αrα1 (s, a)−∇αrα2(s, a))idνπE
)2
+
√∑q
i=1
(∫
(∇αrα1(s, a)−∇αrα2(s, a))idνπθ2
)2)
+ ‖∇αψ(α1)−∇αψ(α2)‖2
(i)
≤
(
2
√
qLr
1− γ + Lψ
)
‖α1 − α2‖2 ,
where (i) follows from Assumption 1 and further because for any (s, a) and i, we have
|(∇αrα1(s, a)−∇αrα2(s, a))i| ≤ ‖∇αrα1(s, a)−∇αrα2(s, a)‖2 ≤ Lr ‖α1 − α2‖2 .
Therefore, we obtain the following upper bound in eq. (11)
‖∇αF (θ1, α1)−∇αF (θ2, α2)‖2
≤ Cr
√
|A|
1− γ
(
1 +
⌈
logρ C
−1
M
⌉
+ (1− ρ)−1) ‖θ1 − θ2‖2 + (2√qLr1− γ + Lψ
)
‖α1 − α2‖2 ,
which determines L21 and L22.
C Proof of Proposition 2
We define θop(α) := argminθ∈Θp F (θ, α). If there exist multiple optimal points, then θop(α) can be any
optimal point.
We first provide a lemma, which characterizes the gradient dominance property for the function F (θ, α) with
a fixed reward parameter α.
Lemma 3. ((Agarwal et al., 2019, Lemma 4.1)) For any given α ∈ Λ, F (θ, α) defined in eq. (1) with direct
parameterization satisfies,
F (θ, α) − F (θop(α), α) ≤ Cd max
θ˜∈Θp
〈
θ − θ˜,∇θF (θ, α)
〉
,
where Cd =
1
(1−γ)mins{ζ(s)} .
We then provide the proof of Proposition 2.
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Proof of Proposition 2. We proceed as follows:
g(θ)− g(θ∗) = F (θ, αop(θ))− F (θ∗, αop(θ∗))
= F (θ, αop(θ))− F (θop(αop(θ)), αop(θ)) + F (θop(αop(θ)), αop(θ)) − F (θ∗, αop(θ∗))
(i)
≤ F (θ, αop(θ))− F (θop(αop(θ)), αop(θ))
(ii)
≤ Cd max
θ¯∈Θp
〈
θ − θ¯,∇θF (θ, αop(θ))
〉
(iii)
= Cd max
θ¯∈Θp
〈
θ − θ¯,∇g(θ)〉 ,
where (i) follows from the fact that
F (θop(αop(θ)), αop(θ)) − F (θ∗, αop(θ∗))
= F (θop(αop(θ)), αop(θ))− F (θ∗, αop(θ))︸ ︷︷ ︸
≤0
+F (θ∗, αop(θ)) − F (θ∗, αop(θ∗))︸ ︷︷ ︸
≤0
≤ 0,
(ii) follows from Lemma 3, and (iii) follows because ∇g(θ) = ∇θF (θ, α)|α=αop(θ).
D Supporting Lemmas for GAIL Framework
In this section, we establish two supporting lemmas that are useful for the proof of our main theorems.
Lemma 4. Suppose Assumption 3 holds. Consider the gradient approximation in the nested-loop GAIL
framework (Algorithm 1). For any k and t, 0 ≤ k ≤ K − 1 and 0 ≤ t ≤ T − 1, we have
E
[∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥2
2
]
≤ 16C
2
r
1− γ
(
1 +
CM
1− ρ
)
1
B
.
Proof of Lemma 4. We denote dπ(s) := (1 − γ)
∑∞
t=0 γ
t
P {st = s} as the state visitation distribution of
the Markov chain with initial distribution ζ(·), transition kernel P(·|s, a) and policy π. Both trajectories
(sE0 , a
E
0 , s
E
1 , a
E
1 , · · · , sEi , aEi ) and (sθ0, aθ0, sθ1, aθ1, · · · , sEi , aEi ) are sampled under the transition kernel P˜(·|s, a) =
γP(·|s, a) + (1 − γ)ζ(·). Recall that it has been shown in Konda (2002) that the stationary distribution of
the Markov chain with transition kernel and policy π is dπ.
By definition, we have,
E
[∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥2
2
]
= E
[∥∥∥ 1(1−γ)B (∑B−1i=0 ∇αtkrαtk (sEi , aEi )−∇αtkrαtk(sθi , aθi )) − 11−γ (E(s,a)∼νpiE [∇αtkrαtk(s, a)]− E(s,a)∼νpiθt [∇αtkrαtk(s, a)])∥∥∥22
]
≤ 2(1−γ)2B2 E
∥∥∥∥∥
B−1∑
i=0
(
∇αtkrαtk(s
E
i , a
E
i )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
])∥∥∥∥∥
2
2

︸ ︷︷ ︸
T1
+ 2(1−γ)2B2 E
∥∥∥∥∥
B−1∑
i=0
(
∇αtkrαtk(s
θ
i , a
θ
i )− E(s,a)∼νpiθt
[
∇αtkrαtk(s, a)
])∥∥∥∥∥
2
2

︸ ︷︷ ︸
T2
. (12)
We first provide an upper bound on the term T1 in eq. (12), and proceed as follows:
T1 =
∑B−1
i=0 E
∥∥∥∇αtkrαtk(sEi , aEi )− E(s,a)∼νpiE [∇αtkrαtk(s, a)]∥∥∥22
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+
∑
i6=j E
〈
∇αtkrαtk(sEi , aEi )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
]
,∇αtkrαtk(sEj , aEj )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
]〉
≤ 4BC2r +
∑
i6=j E
〈
∇αtkrαtk(sEi , aEi )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
]
,∇αtkrαtk(sEj , aEj )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
]〉
(13)
Define the filtration Fi = σ(sE0 , aE0 , sE1 , aE1 , · · · , sEi , aEi ). We continue to bound the second term in eq. (13)
as follows:
E
[〈
∇αt
k
rαt
k
(sEi , a
E
i )− E(s,a)∼νpiE
[
∇αt
k
rαt
k
(s, a)
]
,∇αt
k
rαt
k
(sEj , a
E
j )− E(s,a)∼νpiE
[
∇αt
k
rαt
k
(s, a)
]〉]
= E
[
E
[〈
∇αt
k
rαt
k
(sEi , a
E
i )− E(s,a)∼νpiE
[
∇αt
k
rαt
k
(s, a)
]
,∇αt
k
rαt
k
(sEj , a
E
j )− E(s,a)∼νpiE
[
∇αt
k
rαt
k
(s, a)
]〉∣∣∣Fi]]
= E
[〈
∇αtkrαtk(sEi , aEi )− E(s,a)∼νpiE
[
∇αtkrαtk(s, a)
]
,E
[
∇αtkrαtk(sEj , aEj )
∣∣∣Fi]− E(s,a)∼νpiE [∇αtkrαtk(s, a)]〉]
≤ E
[∥∥∥∇αtkrαtk(sEi , aEi )− E(s,a)∼νpiE [∇αtkrαtk(s, a)]∥∥∥2 ∥∥∥E [∇αtkrαtk(sEj , aEj )∣∣∣Fi]− E(s,a)∼νpiE [∇αtkrαtk(s, a)]∥∥∥2]
≤ 2CrE
[∥∥∥E [∇αt
k
rαt
k
(sEj , a
E
j )
∣∣∣Fi]− E(s,a)∼νpiE [∇αtkrαtk (s, a)]∥∥∥2]
= 2CrE
∥∥∥∫s∼P(sj∈·|sEi ,aEi ),a∼πE(·|s)∇αtkrαtk(s, a)dsda− ∫s∼χθ ,a∼πE(·|s)∇αtkrαtk(s, a)dsda∥∥∥2
= 2CrE
√∑q
l=1
(∫
s∼P(sj∈·|sEi ,aEi ),a∼πE(·|s)
∂rα
∂αl
|α=αtk(s, a)dsda−
∫
s∼χθ,a∼πE(·|s)
∂rα
∂αl
|α=αtk(s, a)dsda
)2
(i)
≤ 2CrE
√√√√ q∑
l=1
(∥∥∥∥∂rα∂αi
∥∥∥∥
∞
dTV
(
P(sj ∈ ·|si = sEi , ai = aEi ), χπEπE
))2
, (14)
where (i) follows from the fact that | ∫ fdµ− ∫ fdν| ≤ ‖f‖∞ dTV (µ, ν). We next derive a bound on the total
variation distance in the above equation as follows.
dTV
(
P(sj ∈ ·, aj ∈ ·|si = sEi , ai = aEi ), χπEπE
)
= dTV
(
P(sj ∈ ·|si = sEi , ai = aEi ), χπE
)
= dTV
(∫
s
P(sj ∈ ·|si+1 = s)dP˜(s|si = sEi , ai = aEi ), χπE
)
≤
∫
s
dTV (P(sj ∈ ·|si+1 = s), χπE ) dP˜(s|si = sEi , ai = aEi )
(i)
≤
∫
s
CMρ
j−i−1dP˜(s|si = sEi , ai = aEi ) = CMρj−i−1, (15)
where (i) follows from Assumption 3. Substituting eq. (15) into eq. (14) and then further into eq. (13) yields
the following upper-bound on T1
T1 ≤ 4BC2r + 2
B−2∑
i=0
B−1∑
j=i+1
2CMC
2
r ρ
j−i−1 ≤ 4BC2r (1 +
CM
1− ρ ). (16)
By following steps similar to those from eqs. (13) to (16), we can show that
T2 ≤ 4BC2r (1 +
CM
1− ρ ).
Therefore, we have
E
[∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥2
2
]
≤ 16C
2
r
(1− γ)2
(
1 +
CM
1− ρ
)
1
B
.
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Lemma 5. Suppose Assumptions 3 and 4 hold. Consider Algorithm 1 with α-update stepsize β = µ
4L2
22
. For
any 0 ≤ t ≤ T − 1, we have
E
[∥∥αtK − αop(θt)∥∥22] ≤ C2αe− µ28L222K + 48C2rµ2(1− γ)2 (1 + CM1− ρ) 1B .
Let K ≥ 8L222µ2 log
2C2α
∆α
and B ≥ 96C2rµ2(1−γ)2
(
1 + CM1−ρ
)
1
∆α
, we have E
[
‖αtK − αop(θt)‖22
]
≤ ∆α. The expected
total computational complexity is given by
KB = O
(
1
(1− γ)2∆α log
(
1
∆α
))
.
Proof of Lemma 5. We proceed as follows:∥∥αtk+1 − αop(θt)∥∥22
(i)
≤
∥∥∥αtk + β∇̂αF (θt, αtk)− αop(θt)∥∥∥2
2
=
∥∥αtk − αop(θt)∥∥22 + β2 ∥∥∥∇̂αF (θt, αtk)∥∥∥22 + 2β 〈∇̂αF (θt, αtk), αtk − αop(θt)〉
(ii)
≤ ∥∥αtk − αop(θt)∥∥22 + 2β2 ∥∥∇αF (θt, αtk)∥∥22 + 2β2 ∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥22
+ 2β
〈∇αF (θt, αtk), αtk − αop(θt)〉+ 2β 〈∇̂αF (θt, αtk)−∇αF (θt, αtk), αtk − αop(θt)〉
(iii)
≤ (1 − 2βµ+ 2β2L222)
∥∥αtk − αop(θt)∥∥22 + 2β2 ∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥22
+ 2β
〈
∇̂αF (θt, αtk)−∇αF (θt, αtk), αtk − αop(θt)
〉
(iv)
≤ (1 + 2β2L222 − µβ)
∥∥αtk − αop(θt)∥∥22 + (2β2 + β/µ)∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥22
(v)
≤
(
1− µ
2
8L222
)∥∥αtk − αop(θt)∥∥22 + 38L222
∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥2
2
, (17)
where (i) follows from the non-expansive property of the projection operator, (ii) follows because ‖A+B‖22 ≤
2 ‖A‖22+2 ‖B‖22, (iii) follows from Proposition 1 and the fact 〈∇αF (θt, αtk), αtk − αop(θt)〉 ≤ −µ ‖αtk − αop(θt)‖22,
(iv) follows because
〈∇̂αF (θt, αtk)−∇αF (θt, αtk), αtk − αop(θt)〉
≤ µ
2
∥∥αtk − αop(θt)∥∥22 + 12µ‖∇̂αF (θt, αtk)−∇αF (θt, αtk)‖22,
and (v) follows by letting β = µ
4L2
22
and because µ ≤ L22.
Applying eq. (17) recursively and using the fact 1− x ≤ e−x, we obtain∥∥αtK − αop(θt)∥∥22 ≤ e− µ28L222K ∥∥αt0 − αop(θt)∥∥22
+
3
8L222
K−1∑
k=0
(
1− µ
2
8L222
)K−1−k ∥∥∥∇̂αF (θt, αtk)−∇αF (θt, αtk)∥∥∥2
2
.
Then, taking expectation on both sides of above inequality and applying Lemma 4 yield
E
[∥∥αtK − αop(θt)∥∥22] ≤ C2αe− µ28L222 K + 38L222
K−1∑
k=0
(
1− µ
2
8L222
)K−1−k
16C2r
(1− γ)2 (1 +
CM
1− ρ )
1
B
≤ C2αe
− µ2
8L2
22
K
+
48C2r
µ2(1 − γ)2 (1 +
CM
1− ρ )
1
B
,
which completes the proof.
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E Proof of Theorems 1 and 2: Global Convergence of PPG-GAIL
and FWPG-GAIL
In this section, we provide the proof of Theorems 1 and 2. We first provide three supporting lemmas.
Specifically, Lemmas 6 and 7 establish the smoothness condition of the global optimal αop(θ) and the gradient
∇g(θ). Similar property has also been established in Lin et al. (2020); Nouiehed et al. (2019). Lemma 8
provides the upper bound on the bias and variance errors introduced by the stochastic gradient estimator of
∇θF (θt, αt).
E.1 Supporting Lemmas
Lemma 6. Suppose Assumptions 1 to 4 holds and the policy takes the direct parameterization specified in
Section 2.2. We have ‖αop(θ1)− αop(θ2)‖2 ≤ L21µ ‖θ1 − θ2‖2, where αop(θ) is the unique global optimal that
satisfies αop(θ) = argmaxα∈Λ F (θ, α).
Proof of Lemma 6. Since F (θ1, α) is strongly concave on α, the following two inequalities hold for all α ∈ Λ,
F (θ1, αop(θ1))− F (θ1, α) ≥ µ
2
‖α− αop(θ1)‖22 , (18)
F (θ1, αop(θ1))− F (θ1, α) ≤ ‖∇αF (θ1, α)‖
2
2
2µ
. (19)
In eqs. (18) and (19), letting α = αop(θ2) and using the gradient Lipschitz condition established in Proposi-
tion 1, we have
µ
2
‖αop(θ2)− αop(θ1)‖22 ≤
‖∇αF (θ1, αop(θ2))‖22
2µ
≤ L
2
21 ‖θ2 − θ2‖22
2µ
,
which implies ‖αop(θ1)− αop(θ2)‖2 ≤ L21µ ‖θ1 − θ2‖2.
Lemma 7. Suppose Assumptions 1 to 4 hold and the policy takes the direct parameterization specified in
Section 2.2. Then we have
∇θg(θ) = ∇θF (θ, α)|α=αop(θ),
and for any θ1, θ2 ∈ Θp,
‖∇θg(θ1)−∇θg(θ2)‖2 ≤ (L11 + (L12L21)/µ) ‖θ1 − θ2‖2 ,
where L11, L12 and L21 are defined in Proposition 1.
Proof of Lemma 7. Taking the directional derivative of g(θ) with respect to the direction ℓ, we have
∂g(θ)
∂ℓ
= lim
ǫ→0
g(θ + ǫℓ)− g(θ)
ǫ
= lim
ǫ→0
F (θ + ǫℓ, αop(θ + ǫℓ))− F (θ, αop(θ))
ǫ
= lim
ǫ→0
F (θ + ǫℓ, αop(θ + ǫℓ))− F (θ + ǫℓ, αop(θ)) + F (θ + ǫℓ, αop(θ)) − F (θ, αop(θ))
ǫ
(i)
= lim
ǫ→0
ℓ⊤∇αF (θ, α′ǫ) + ℓ⊤∇θF (θ, αop(θ))
(ii)
= ℓ⊤∇θF (θ, αop(θ)), (20)
where α′ǫ in (i) is a point between αop(θ + ǫℓ) and αop(θ), and (ii) follows from Lemma 6 and hence we
have limǫ→0∇αF (θ, α′ǫ) = ∇αF (θ, αop(θ)) = 0. Since eq. (20) holds for all directions ℓ, we have ∇θg(θ) =
∇θF (θ, αop(θ)).
We then proceed to prove the gradient Lipschitz condition of g(θt). For any given θ1, θ2 ∈ Θp, we have
‖∇θg(θ1)−∇θg(θ2)‖2
19
= ‖∇θF (θ1, αop(θ1))−∇θF (θ2, αop(θ2))‖2
= ‖∇θF (θ1, αop(θ1))−∇θF (θ1, αop(θ2)) +∇θF (θ1, αop(θ2))−∇θF (θ2, αop(θ2))‖2
≤ ‖∇θF (θ1, αop(θ1))−∇θF (θ1, αop(θ2))‖2 + ‖∇θF (θ1, αop(θ2))−∇θF (θ2, αop(θ2))‖2
≤ L12 ‖αop(θ1)− αop(θ2)‖2 + L11 ‖θ1 − θ2‖2
(i)
≤ (L11 + L12L21
µ
) ‖θ1 − θ2‖2 ,
where (i) follows from Lemma 6.
Lemma 8. Suppose Assumption 3 holds. For the policy gradient estimation specified in eq. (3), in each
iteration t, 0 ≤ t ≤ T − 1, we have
E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
≤ 4|A|R
2
max
(1− γ1/2)2(1− γ)2
(
1 +
2CMρ
1− ρ
)
1
b
.
Let the sample trajectory size b ≥ 4|A|R2max
(1−γ1/2)2(1−γ)2
(
1 + 2CMρ1−ρ
)
1
∆θ
, we have E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
≤
∆θ.
Proof of Lemma 8. We define the vector gi ∈ R|S|·|A| with each entry given by (gi)s,a = − Qˆ(s,a)1−γ 1 {si = s}.
Then, we proceed as follows:
E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
= E
∥∥∥∥∥1b
b−1∑
i=0
(gi −∇θF (θt, αt))
∥∥∥∥∥
2
2

=
1
b2
E
b−1∑
i=0
E ‖gi −∇θF (θt, αt)‖22 +
∑
i6=j
E 〈gi −∇θF (θt, αt), gj −∇θF (θt, αt)〉

(i)
≤ 4|A|R
2
max
b(1− γ1/2)2(1− γ)2 +
2
b2
b−2∑
i=1
b−1∑
j=i+1
E [〈gi −∇θF (θt, αt), gj −∇θF (θt, αt)〉]︸ ︷︷ ︸
T1
, (21)
where (i) follows from the facts that ‖gi‖2 =
∣∣∣∣√|A|Qˆ(si,ai)1−γ ∣∣∣∣ ≤ √|A|Rmax(1−γ1/2)(1−γ) and ‖∇θF (θt, αt)‖2 ≤ √|A|Rmax(1−γ)2 ≤√
|A|Rmax
(1−γ1/2)(1−γ) .
Define the filtration Fi = σ (s0, s1, · · · , si). For the term T1 in eq. (21) with i < j, we have
E [〈gi −∇θF (θt, αt), gj −∇θF (θt, αt)〉] (22)
= E [E [〈gi −∇θF (θt, αt), gj −∇θF (θt, αt)〉|Fi]]
= E [〈gi −∇θF (θt, αt),E [gj −∇θF (θt, αt)|Fi]〉]
≤ E [‖gi −∇θF (θt, αt)‖2 ‖E [gj −∇θF (θt, αt)|Fi]‖2]
≤ 2Rmax
√
|A|
(1− γ)(1 − γ1/2)E ‖E [gj|Fi]−∇θF (θt, αt)‖2
≤ 2Rmax
√
|A|
(1− γ)(1 − γ1/2)E
∥∥∥∥∥∥
√√√√∑
s,a
(
P {sj = s|si} Q(s, a)
1− γ − dπθt (s)
Q(s, a)
1− γ
)2∥∥∥∥∥∥
2
≤ 2R
2
max
√
|A|
(1− γ)3(1− γ1/2)
√∑
s,a
(
P {sj = s|si} − dπθt (s)
)2
(i)
=
2R2max|A|
(1− γ)3(1 − γ1/2)
∥∥P {sj = ·|si} − χπθt∥∥2
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(ii)
≤ 4CMR
2
max|A|
(1 − γ)3(1− γ1/2)ρ
j−i, (23)
where (i) follows because χπθt = dπθt , and (ii) follows from Assumption 3 and because dπθt = χθt and∥∥P {sj = ·|si} − dπθt∥∥2 ≤ ∥∥P {sj = ·|si} − dπθt∥∥1 = 2dTV (P {sj = ·|si} , dπθt ) .
Substituting eq. (23) into eq. (21), we obtain
E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
≤ 4|A|R
2
max
b(1− γ1/2)2(1− γ)2 +
2
b2
b−2∑
i=1
b−1∑
j=i+1
4CM |A|R2max
(1− γ1/2)2(1 − γ)2 ρ
j−i
≤ 4|A|R
2
max
b(1− γ1/2)2(1− γ)2
(
1 +
2CMρ
1− ρ
)
1
b
.
The second claim can be easily checked.
E.2 Proof of Theorem 1
Based on the projection property, we have〈
θt − η∇̂θF (θt, αt)− θt+1, θ − θt+1
〉
≤ 0, ∀θ ∈ Θ. (24)
Next we use eq. (24) to upper bound on E
[
‖θt+1 − θt‖22
]
. Letting θ = θt and rearranging eq. (24) yield〈
∇̂θF (θt, αt), θt+1 − θt
〉
≤ −η−1‖θt+1 − θt‖22. (25)
According to the gradient Lipschitz condition established in Lemma 7, we have
g(θt+1) ≤ g(θt) + 〈∇θg(θt), θt+1 − θt〉+
(
L11
2
+
L12L21
2µ
)
‖θt+1 − θt‖22
= g(θt) +
〈
∇̂θF (θt, αt), θt+1 − θt
〉
− 〈∇θF (θt, αt)−∇θg(θt), θt+1 − θt〉
−
〈
∇̂θF (θt, αt)−∇θF (θt, αt), θt+1 − θt
〉
+
(
L11
2
+
L12L21
2µ
)
‖θt+1 − θt‖22
(i)
≤ g(θt)−
(
L11
2
+
L12L21
2µ
)
‖θt+1 − θt‖22 − 〈∇θF (θt, αt)−∇θg(θt), θt+1 − θt〉
−
〈
∇̂θF (θt, αt)−∇θF (θt, αt), θt+1 − θt
〉
,
where (i) follows from eq. (25) and the fact that η =
(
L11 +
L12L21
µ
)−1
.
Rearranging the above inequality, we obtain
‖θt+1 − θt‖22 ≤
(
L11
2
+
L12L21
2µ
)−1
(g(θt)− g(θt+1))
−
(
L11
2
+
L12L21
2µ
)−1
〈∇θF (θt, αt)−∇θg(θt), θt+1 − θt〉
−
(
L11
2
+
L12L21
2µ
)−1 〈
∇̂θF (θt, αt)−∇θF (θt, αt), θt+1 − θt
〉
(i)
≤
(
L11
2
+
L12L21
2µ
)−1
(g(θt)− g(θt+1))
+
(
L11
2
+
L12L21
2µ
)−2
‖∇θF (θt, αt)−∇θg(θt)‖22 +
1
4
‖θt+1 − θt‖22
21
+(
L11
2
+
L12L21
2µ
)−2
‖∇̂θF (θt, αt)−∇θF (θt, αt)‖22 +
1
4
‖θt+1 − θt‖22,
where (i) follows from Young’s inequality.
Taking expectation on both sides of the above inequality yields
E
[‖θt+1 − θt‖22] (i)≤ 4µµL11 + L12L21E [g(θt)− g(θt+1)] + 8µ
2L222
(µL11 + L12L21)2
E
[
‖αt − αop(θt)‖22
]
+
8µ2
(µL11 + L12L21)2
E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
, (26)
where (i) follows from the gradient Lipschitz condition established in Proposition 1
Next, rearranging eq. (24), we obtain
〈θt − θt+1, θ − θt+1〉
≤ η
〈
∇̂θF (θt, αt), θ − θt+1
〉
= η
〈
∇̂θF (θt, αt)−∇θF (θt, αt), θ − θt+1
〉
+ η 〈∇θF (θt, αt)−∇θg(θt), θ − θt+1〉
+ η 〈∇θg(θt, αt), θ − θt〉+ η 〈∇θg(θt, αt), θt − θt+1〉 .
Letting η =
(
L11 +
L12L21
µ
)−1
and rearranging the above inequality yield
〈∇θg(θt), θ − θt〉 ≥
(
L11 +
L12L21
µ
)
〈θt − θt+1, θ − θt+1〉 − 〈∇θF (θt, αt)−∇θg(θt), θ − θt+1〉
−
〈
∇̂θF (θt, αt)−∇θF (θt, αt), θ − θt+1
〉
− 〈∇θg(θt), θt − θt+1〉
(i)
≥ −
(
L11 +
L12L21
µ
)
‖θt − θt+1‖2 · 2R−
√
|A|Rmax
(1− γ)2 ‖θt+1 − θt‖2
− 2R(‖∇̂θF (θt, αt)−∇θF (θt, αt)‖2 + ‖∇θF (θt, αt)−∇θg(θt)‖2), (27)
where (i) follows from the Cauchy-Schwartz inequality and the boundness properties ofΘp (R := maxθ∈Θp{‖θ‖2})
and because ‖∇θg(θt)‖2 = ‖∇θF (θt, αop(θt))‖2 ≤
√
|A|Rmax
(1−γ)2 .
Applying the gradient dominance property of g(θ) established in Proposition 2, we obtain
g(θt)− g(θ∗) ≤ Cdmax
θ∈Θ
〈∇θg(θt), θt − θ〉
(i)
≤ Cd
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)
‖θt − θt+1‖2
+ 2RCd‖∇̂θF (θt, αt)−∇θF (θt, αt)‖2 + 2RCd‖∇θF (θt, αt)−∇θg(θt)‖2,
where (i) follows by multiplying −1 on both sides of eq. (27) and taking the maximum over all θ ∈ Θp.
Taking expectation on both sides of above inequality and telescoping, we have
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗)
≤ Cd
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1 − γ)2
)
1
T
T−1∑
t=0
E [‖θt − θt+1‖2]
+ 2RCd
1
T
T−1∑
t=0
E
[
‖∇̂θF (θt, αt)−∇θF (θt, αt)‖2
]
+ 2RCd
1
T
T−1∑
t=0
E [‖∇θF (θt, αt)−∇θg(θt)‖2]
22
(i)
≤ Cd
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)√√√√
E
[
1
T
T−1∑
t=0
‖θt − θt+1‖22
]
+ 2RCd
1
T
T−1∑
t=0
E
[
‖∇̂θF (θt, αt)−∇θF (θt, αt)‖2
]
+ 2RCd
1
T
T−1∑
t=0
E [‖∇θF (θt, αt)−∇θg(θt)‖2]
(ii)
≤
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)
Cd
√
4µ
µL11 + L12L21
E [g(θ0)− g(θT )]
T
+
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)
Cd
√
8µ2L222
(µL11 + L12L21)2
E
[
‖αt − αop(θt)‖22
]
+
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)
Cd
√
8µ2
(µL11 + L12L21)2
E
[∥∥∥∇̂θF (θt, αt)−∇θF (θt, αt)∥∥∥2
2
]
+ 2RCd
1
T
T−1∑
t=0
E
[
‖∇̂θF (θt, αt)−∇θF (θt, αt)‖2
]
+ 2RCd
1
T
T−1∑
t=0
E [‖∇θF (θt, αt)−∇θg(θt)‖2]
(iii)
≤
(
2(µL11 + L12L21)R
µ
+
√
|A|Rmax
(1− γ)2
)
Cd
√
4µ
µL11 + L12L21
Rmax
(1− γ)T
+
(√
|A|Rmax
(1− γ)2
2µ
µL11 + L12L21
+ 5R
)
2L22Cd
√
C2αe
− µ2
8L2
22
K
+
48C2r
µ2(1− γ)2 (1 +
CM
1− ρ )
1
B
+
(√
|A|Rmax
(1− γ)2
2µ
µL11 + L12L21
+ 5R
)
2Cd
√
4|A|R2max
b(1− γ1/2)2(1− γ)2
(
1 +
2CMρ
1− ρ
)
1
b
(iv)
≤ O
(
1
(1− γ)3√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1− γ)3√B
)
+O
(
1
(1− γ)3√b
)
,
where (i) follows because E [X ] ≤
√
E [X2] holds for any random variable X , (ii) follows by telescoping
eq. (26) and further because
√
a+ b ≤ √a +√b holds, for all a, b > 0, (iii) follows from Lemmas 5 and 8
and because E [X ] ≤
√
E [X2] holds for any random variable X , and (iv) follows because L11 = O
(
1
(1−γ)2
)
,
L12 = O
(
1
(1−γ)2
)
, L21 = O
(
1
1−γ
)
, L22 = O
(
1
1−γ
)
, Cd = O
(
1
1−γ
)
and O
(
1
1−γ1/2
)
≤ O
(
1
1−γ
)
.
E.3 Proof of Theorem 2
By the gradient Lipschitz condition (established in Lemma 7) of g(θ), we have
g(θt+1) ≤ g(θt) + 〈∇θg(θt), θt+1 − θt〉+
(
L11
2
+
L12L21
2µ
)
‖θt+1 − θt‖22
= g(θt) + η 〈∇θg(θt), vˆt − θt〉+
(
L11
2
+
L12L21
2µ
)
η2 ‖vˆt − θt‖22
(i)
≤ g(θt) + η
〈
∇̂θF (θt, αt), vˆt − θt
〉
+ η
〈
∇θg(θt)− ∇̂θF (θt, αt), vˆt − θt
〉
+
(
2L11 +
2L12L21
µ
)
η2R2
(ii)
≤ g(θt) + η
〈
∇̂θF (θt, αt), vt − θt
〉
+ η
〈
∇θg(θt)− ∇̂θF (θt, αt), vˆt − θt
〉
+
(
2L11 +
2L12L21
µ
)
η2R2
= g(θt) + η 〈∇θg(θt), vt − θt〉+ η
〈
∇θg(θt)− ∇̂θF (θt, αt), vˆt − vt
〉
23
+(
2L11 +
2L12L21
µ
)
η2R2, (28)
where (i) follows because ‖vˆt − θt‖2 ≤ 2R, and (ii) follows by definition of vˆt in eq. (5) (recall that vˆt :=
argmaxθ∈Θp〈θ,−∇̂θF (θt, αt)〉), and further we define vt := argmaxθ∈Θ 〈θ,−∇θg(θt)〉. We continue the proof
as follows:
max
θ∈Θ
〈∇θg(θt), θt − θ〉
(i)
= 〈∇θg(θt), θt − vt〉
(ii)
≤ η−1 (g(θt)− g(θt+1)) +
(
2L11 +
2L12L21
µ
)
ηR2
+ 〈∇θg(θt)−∇θF (θt, αt), vˆt − vt〉+
〈
∇θF (θt, αt)− ∇̂θF (θt, αt), vˆt − vt
〉
≤ η−1 (g(θt)− g(θt+1)) +
(
2L11 +
2L12L21
µ
)
ηR2
+ 2R ‖∇θg(θt)−∇θF (θt, αt)‖2 + 2R
∥∥∥∇θF (θt, αt)− ∇̂θF (θt, αt)∥∥∥
2
, (29)
where (i) follows by definition vt := argmaxθ∈Θ 〈θ,−∇θg(θt)〉, and (ii) follows by rearranging eq. (28).
Finally, we complete the proof as follows:
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗)
(i)
≤ Cd · 1
T
T−1∑
t=0
E
[
max
θ∈Θ
〈∇θg(θt), θt − θ〉
]
(ii)
≤ CdE [g(θ0)− g(θT )]
ηT
+ Cd
(
2L11 +
2L12L21
µ
)
ηR2 +
2RCd
T
T−1∑
t=0
E ‖∇θg(θt)−∇θF (θt, αt)‖2
+
2RCd
T
T−1∑
t=0
E
∥∥∥∇θF (θt, αt)− ∇̂θF (θt, αt)∥∥∥
2
(iii)
≤ Cd ·
Rmax + 2(1− γ)3
(
L11 + L12L21µ
−1)R2
(1− γ)2
√
T
+ 2RCd
√
4|A|R2max
b(1− γ1/2)2(1− γ)2
(
1 +
2CMρ
1− ρ
)
1
b
+ 2RCdL22
√
C2αe
− µ2
8L2
22
K
+
48C2r
(1 − γ)2µ2 (1 +
CM
1− ρ )
1
B
(iv)
≤ O
(
1
(1− γ)3√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1 − γ)3√B
)
+O
(
1
(1− γ)3√b
)
,
where (i) follows from Proposition 2, (ii) follows from telescoping eq. (29), (iii) follows from Lemmas 5
and 8 and because η = 1−γ√
T
and E [X ] ≤
√
E [X2] holds for any random variable X , and (iv) follows
because L11 = O
(
1
(1−γ)2
)
, L12 = O
(
1
(1−γ)2
)
, L21 = O
(
1
1−γ
)
, L22 = O
(
1
1−γ
)
, Cd = O
(
1
1−γ
)
and
O
(
1
1−γ1/2
)
≤ O
(
1
1−γ
)
.
F Proof of Theorems 3 and 4: Global Convergence of TRPO-GAIL
In this section, we add the subscript λ to the notations of the Q-function Qπα(s, a), the value function
V (π, rα), the objective function F (θ, α) and g(θ) in order to emphasize that these functions are derived
under λ-regularized MDP.
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F.1 Supporting Lemmas
In this subsection, we introduce several useful lemmas.
Lemma 9. ((Beck, 2017, Lemma 9.1)) Consider a proper closed convex function ω: E → (−∞,∞]. Let
dom(∂ω) denote the subset of E where ω is differentiable and dom(ω) denote the subset of E where the value
of ω is finite. Assume a, b ∈ dom(∂ω) and c ∈ dom(ω). Then the following inequality holds:
〈∇ω(b)−∇ω(a), c− a〉 = Bω(c, a) +Bω(a, b)−Bω(c, b),
where Bω(·, ·) denotes the Bregman distance associated with ω(·).
Lemma 10. ((Shani et al., 2020, Lemma 25)) Consider the Q-function estimation in Algorithm 2. For any
t ∈ {0, 1, · · · , T − 1}, we have ∥∥∥−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s))∥∥∥∞ ≤ Cω(t;λ),
where Qˆ
πθt
λ,αt
is the Q-function estimated under the reward function rαt and policy πθt , and Cω(t;λ) ≤
O
(
CrCα(1+1{λ6=0} log t)
1−γ1/2
)
.
Lemma 11. For any policy π, π′ ∈ ∆A and α ∈ Λ, the following equality holds,
(Vλ(π, rα)− Vλ(π′, rα))(1− γ)
=
∑
s∈S
dπ′(s)
(〈−Qπλ,α(s, ·) + λ∇ω(π(·|s)), π′(·|s)− π(·|s)〉+ λBω(π′(·|s), π(·|s))) ,
where Vλ(π, rα) is the average value function under λ-regularized MDP with the reward function rα and dπ′
is the state visitation distribution of π′.
Proof of Lemma 11. Following from (Shani et al., 2020, Lemma 24), for any s ∈ S, we have〈−Qπλ,α(s, ·) + λ∇ω(π(·|s)), π′(·|s)− π(·|s)〉 = −(T π′λ V πλ,α(s)− V πλ,α(s))− λBω(π′(·|s), π(·|s)), (30)
where T π
′
λ is the Bellman operator under λ-regularized MDP, i.e.,
T π
′
λ V
π
λ,α(s) =
∑
a∈A
(
π′(a|s)rα,λ(s, a) +
∑
s′∈S
P(s′|s, a)V πλ,α(s′)
)
.
Furthermore, we have
Vλ(π
′, rα)− Vλ(π, rα)
=
∑
s
ζ(s)(V π
′
λ,α(s)− V πλ,α(s))
(i)
=
1
(1− γ)
∑
s∈S
dπ′(s)(T
π′
λ V
π
λ,α(s)− V πλ,α(s))
(ii)
= − 1
1− γ
∑
s∈S
dπ′(s)
(〈−Qπλ,α(s, ·) + λ∇ω(π(·|s)), π′(·|s)− π(·|s)〉+ λBω(π′(·|s), π(·|s))) ,
where (i) follows from (Shani et al., 2020, Lemma 29) and (ii) follows by multiplying eq. (30) by dπ′(s) and
take the summation over S.
F.2 Proof of Theorems 3 and 4
Since the unregularized MDP can be viewed as a special case of the regularized MDP, i.e., λ = 0, in this
subsection, we first develop our proof for the general regularized MDP up to a certain step, and then specialize
to the case with λ = 0 for proving Theorem 3 and continue to keep λ general for proving Theorem 4.
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To we start the proof, recall that the update of θt specified in eq. (7) satisfies,
πθt+1(·|s) ∈ argmin
π∈∆A
(
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), π − πθt(·|s)
〉
+ η−1t Bω(π, πθt(·|s))︸ ︷︷ ︸
:=f0(π)
).
Following from the first-order optimality condition, we have
∇πf0(πθt+1(·|s))⊤(π − πθt+1(·|s)) ≥ 0, ∀π ∈ ∆A,
which together with the fact
∇πf0(π) = −Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)) + η−1t (∇ω(π) −∇ω(πθt(·|s))),
implies that〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)) + η−1t (∇ω(πθt+1(·|s)) −∇ω(πθt(·|s))), π − πθt+1(·|s)
〉
≥ 0 (31)
holds for any π.
Taking π = πθ∗(·|s) in eq. (31), we obtain
0 ≤ ηt
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθ∗(·|s)− πθt(·|s)
〉
+ ηt
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθt(·|s)− πθt+1(·|s)
〉
+
〈∇ω(πθt+1(·|s))−∇ω(πθt(·|s)), πθ∗(·|s)− πθt+1(·|s)〉
(i)
≤ ηt
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθ∗(·|s)− πθt(·|s)
〉
+
η2t
∥∥∥−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s))∥∥∥2∞
2
+
∥∥πθt(·|s)− πθt+1(·|s)∥∥21
2
+Bω(πθ∗(·|s), πθt(·|s)) −Bω(πθ∗(·|s), πθt+1 (·|s))−Bω(πθt+1(·|s), πθt(·|s))
(ii)
≤ ηt
〈
−Qˆπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθ∗(·|s)− πθt(·|s)
〉
+
η2tCω(t;λ)
2
2
+Bω(πθ∗(·|s), πθt(·|s)) −Bω(πθ∗(·|s), πθt+1 (·|s)), (32)
where (i) follows from Hölder’s inequality and Lemma 9, and (ii) follows from the Lemma 10 and Pinsker’s
inequality given by∥∥πθt(·|s)− πθt+1(·|s)∥∥21
2
≤ KL (πθt+1(·|s)∥∥πθt(·|s)) = Bω(πθt+1(·|s), πθt(·|s)),
where KL(·‖·) denotes the KL-divergence.
Taking expectation conditioned on Ft = σ(θ0, θ1, · · · , θt) over eq. (32), we have
0 ≤ ηt
〈
−Qπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθ∗(·|s)− πθt(·|s)
〉
+
η2tCω(t;λ)
2
2
+Bω(πθ∗(·|s), πθt(·|s)) − E
[
Bω(πθ∗(·|s), πθt+1 (·|s))
∣∣Ft] . (33)
Since eq. (33) holds for any state, we multiply it by dπθ∗ (s) for each state s and take the summation over S.
Then we rearrange the resulting bound and obtain
η2tCω(t;λ)
2
2
+
∑
s∈S
dπθ∗ (s)Bω(πθ∗(·|s), πθt(·|s))−
∑
s∈S
dπθ∗ (s)E
[
Bω(πθ∗(·|s), πθt+1(·|s))
∣∣Ft]
≥ −ηt
∑
s∈S
dπθ∗ (s)
〈
−Qπθtλ,αt(s, ·) + λ∇ω(πθt(·|s)), πθ∗(·|s) − πθt(·|s)
〉
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(i)
= ηt(1− γ)(Vλ(πθ∗ , rαt)− Vλ(πθt , rαt)) + ηtλ
∑
s∈S
dπθ∗ (s)Bω(πθ∗(·|s), πθt(·|s)), (34)
where (i) follows from applying Lemma 11 with π = πθt and π
′ = πθ∗ . Rearranging eq. (34), we obtain
Vλ(πθ∗ , rαt)− Vλ(πθt , rαt)
≤ 1
ηt(1− γ)
∑
s∈S
dπθ∗ (s)(1 − ληt)E [Bω(πθ∗(·|s), πθt(·|s))]
− 1
ηt(1− γ)
∑
s∈S
dπθ∗ (s)E
[
Bω(πθ∗(·|s), πθt+1(·|s))
]
+
ηtCω(t, λ)
2
2(1− γ) . (35)
Furthermore, we proceed the proof as follows:
E [gλ(θt)]− gλ(θ∗)
= E [gλ(θt)− Fλ(θt, αt)] + E [Fλ(θt, αt)− gλ(θ∗)]
(i)
≤ E [gλ(θt)− Fλ(θt, αt)] + E [Fλ(θt, αt)− Fλ(θ∗, αt)]
(ii)
= E [gλ(θt)− Fλ(θt, αt)] + E [Vλ(πθ∗ , αt)− Vλ(πθt , αt)]
(iii)
≤ L222E
[
‖αt − αop(θt)‖22
]
+
1
ηt(1− γ)
∑
s∈S
dπθ∗ (s)(1 − ληt)E [Bω(πθ∗(·|s), πθt(·|s))]
− 1
ηt(1− γ)
∑
s∈S
dπθ∗ (s)E
[
Bω(πθ∗(·|s), πθt+1(·|s))
]
+
ηtCω(t, λ)
2
2(1− γ) , (36)
where (i) follows because gλ(θ
∗) ≥ Fλ(θ∗, αop(θt)), (ii) follows from the definition of Fλ(θ, α), and (iii)
follows from the gradient Lipschitz condition of α in Proposition 1 and eq. (35).
Next, to prove Theorem 3, we let λ = 0 and recall ηt =
1−γ√
T
. Telescoping eq. (36), we obtain
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗)
≤ 1
(1− γ)2√T
∑
s∈S
dπθ∗ (s)E [Bω(πθ∗(·|s), πθ0(·|s)) −Bω(πθ∗(·|s), πθT (·|s))]
+
L222
T
T−1∑
t=0
E
[
‖αt − αop(θt)‖22
]
+
C2ω
2
√
T
(i)
≤ L222C2αe
− µ2
8L2
22
K
+
48C2rL
2
22
µ2(1− γ)2 (1 +
CM
1− ρ )
1
B
+
(1− γ)2C2ω + 2 log |A|
2(1− γ)2√T
(ii)
≤ O
(
1
(1 − γ)2√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1− γ)4B
)
,
where (i) follows from Lemma 5 and because 0 ≤ Bω(π1, π2) ≤ log |A| for any θ1, θ2 and (ii) follows because
L22 = O
(
1
1−γ
)
and Cω = O
(
1
1−γ1/2
)
≤ O
(
1
1−γ
)
. This completes the proof of Theorem 3.
To prove the Theorem 4, let ηt =
1
λ(t+2) . Then, telescoping eq. (36) and applying Lemma 5, we obtain
1
T
T−1∑
t=0
E [gλ(θt)]− gλ(θ∗)
≤ L222C2αe
− µ2
8L2
22
K
+
48C2rL
2
22
µ2(1− γ)2 (1 +
CM
1− ρ )
1
B
+
C2ω(T, λ)
2(1− γ)λ
log(T + 1)
T
+
λ
∑
s dπθ∗ (s)E[Bω(πθ∗(·|s), πθ0(·|s))− (T + 1)Bω(πθ∗(·|s), πθT (·|s))]
(1− γ)T
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(i)
≤ O
(
1
(1− γ)3T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1− γ)4B
)
,
where (i) follows because 0 ≤ Bω(π1, π2) ≤ log(|A|) for any π1, π2, L22 = O
(
1
1−γ
)
and Cω(T, λ) =
O˜
(
1
1−γ1/2
)
≤ O˜
(
1
1−γ
)
. This completes the proof of Theorem 4.
G Proof of Theorem 5: Global Convergence of NPG-GAIL
To prove the theorem, we first define some notations. Let λP := minθ∈Θ {λmin(F (θ) + λI)},
Wλ∗θ,α := (F (θ) + λI)
−1
E(s,a)∼νpiθ [A
πθ
α (s, a)∇θ log πθ(a|s)]
and
W ∗θ,α := F (θ)
†
E(s,a)∼νpiθ [A
πθ
α (s, a)∇θ log πθ(a|s)] .
For brevity, we denote Wλ∗t = W
λ∗
θt,αt
and W ∗t = W
∗
θt,αt
.
G.1 Supporting Lemmas
In this subsection, we give several useful lemmas.
Lemma 12. ((Agarwal et al., 2019, Lemma 3.2)) For any policy π and π′ and reward function rα, we have
V (π, rα)− V (π′, rα) = 1
1− γEs,a∼νpi(s,a)
[
Aπ
′
α (s, a)
]
.
Lemma 13. ((Xu et al., 2020a, Lemma 6)) For any θ and α, we have
∥∥∥Wλ∗θ,α −W ∗θ,α∥∥∥
2
≤ Cλλ, where
0 < Cλ <∞ is a constant only depending on the policy class.
Lemma 14. Suppose Assumptions 3 and 5 hold. Consider the policy update of NPG-GAIL (Algorithm 3)
with βW =
λP
4(C2φ+λ)
2 . Then, for all t = 0, 1, · · · , T − 1, we have
E[
∥∥wt −Wλ∗t ∥∥22] ≤ exp
{
− λ
2
PTc
16(C2φ + λ)
2
}
R2maxC
2
φ
λ2P (1− γ)2
+
(
1
λP
+
λP
2(C2φ + λ)
2
)
98R2maxC
2
φ[(C
2
φ + λ)
2 + 4λ2P ][1 + (CM − 1)ρ]
(1 − ρ)(1− γ)2λ3PM
.
Proof of Lemma 14. At iteration t,W0,W1, · · · ,WTc follows the linear SA iteration rule defined in (Xu et al.,
2020a, eq. (3)) with α = βW , A = −(F (θt) + λI), b = E(s,a)∼νpiθt
[
A
πθt
αt (s, a)∇θt log πθt(a|s)
]
and θ∗ =
−A−1b =Wλ∗t with
∥∥Wλ∗t ∥∥2 ≤ Rθ = 2CφRmaxλA(1−γ) . It is easy to check that the Assumption 3 in Xu et al. (2020a)
holds. Namely, (i), ‖A‖F ≤ C2φ + λ and ‖b‖2 ≤ 2RmaxCφ1−γ ; (ii), for any w ∈ Rd,
〈
w −Wλ∗t , A(w −Wλ∗t )
〉 ≤
−λp
∥∥w −Wλ∗t ∥∥22; (iii), The ergodicity of MDP is assumed here. Thus, applying (Xu et al., 2020a, Theorem
4) completes the proof.
G.2 Proof of Theorem 5
Define D(θ) = Es∼dpiθ∗ [KL (πθ∗(·|s)‖πθ(·|s))]. Then we have
D(θt)−D(θt+1) = Eνpiθ∗
[
log(πθt+1(·|s))− log(πθt(·|s))
]
(i)
≥ Eνpiθ∗ [∇θ log(πθt(a|s))]
⊤ (θt+1 − θt)−
L2φ
2
‖θt+1 − θt‖22 ,
28
where (i) follows from the gradient Lipschitz condition on log(πθ(·|s)) in Assumption 5.
Recall that the update rule in NPG-GAIL (Algorithm 3) is given by θt+1 = θt − ηwt. Then we have
D(θt)−D(θt+1)
≥ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
wt −
L2φη
2
2
‖wt‖22
= ηEνpiθ∗
[
A
πθt
αt (s, a)
]
+ ηEνpiθ∗
[∇θ log(πθt(a|s))⊤W ∗t −Aπθtαt (s, a)]
+ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(Wλ∗t −W ∗t ) + ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(wt −Wλ∗t )
− L
2
φη
2
2
‖wt‖22
(i)
= (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt)) + ηEνpiθ∗
[∇θ log(πθt(a|s))⊤W ∗t −Aπθtαt (s, a)]
+ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(Wλ∗t −W ∗t ) + ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(wt −Wλ∗t )
− L
2
φη
2
2
‖wt‖22
(ii)
≥ (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt)) −
L2φη
2
2
‖wt‖22
+ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(Wλ∗t −W ∗t ) + ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(wt −Wλ∗t )
− η
√
Eνpiθ∗
[
(∇θ log(πθt(a|s))⊤W ∗t −Aπθtαt (s, a))2
]
(iii)
≥ (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt))−
L2φη
2
2
‖wt‖22
+ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(Wλ∗t −W ∗t ) + ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤
(wt −Wλ∗t )
− η
√
CdEνpiθt
[
(∇θ log(πθt(a|s))⊤W ∗t −Aπθtαt (s, a))2
]
, (37)
where (i) follows from Lemma 12, (ii) follows from the concavity of f(x) =
√
x and Jensen’s inequality, and
(iii) follows from the fact that (∇θ log(πθt(a|s))⊤W ∗t −Aπθtαt (s, a))2 ≥ 0 and
∥∥∥∥νpiθ∗νpiθt
∥∥∥∥
∞
≤ 1(1−γ)min{ζ(s)} := Cd.
Continuing to bound eq. (37), we have
D(θt)−D(θt+1)
(i)
≥ (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt))−
L2φη
2
2
‖wt‖22 − η
√
Cdζ
′
+ ηEνpiθ∗ [∇θ log(πθt(a|s))]
⊤ (Wλ∗t −W ∗t ) + ηEνpiE [∇θ log(πθt(a|s))]
⊤ (wt −Wλ∗t )
(ii)
≥ (1 − γ)η (V (πθ∗ , rαt)− V (πθt , rαt))− η
√
Cdζ
′ − ηCφCλλ
− ηCφ
∥∥wt −Wλ∗t ∥∥2 − L2φη22 ‖wt‖22
(iii)
≥ (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt))− η
√
Cdζ
′ − ηCφCλλ
− ηCφ
∥∥wt −Wλ∗t ∥∥2 − L2φη2 ∥∥wt −Wλ∗t ∥∥22 − L2φη2 ∥∥Wλ∗t ∥∥22
(iv)
≥ (1− γ)η (V (πθ∗ , rαt)− V (πθt , rαt))− η
√
Cdζ
′ − ηCφCλλ
− ηCφ
∥∥wt −Wλ∗t ∥∥2 − L2φη2 ∥∥wt −Wλ∗t ∥∥22 − L2φη2λ2P ‖∇θV (θt, rαt)‖22 , (38)
where (i) follows from the definition of ζ′ in the statement of Theorem 5, (ii) follows from the upper bound
on ‖∇θπθ(a|s)‖2 in Assumption 5, Lemma 13 and Cauchy-Schwartz inequality, (iii) follows from the fact
‖A+B‖22 ≤ 2 ‖A‖22 + 2 ‖B‖22, and (iv) follows from the definition of Wλ∗t and because λP I  F (θt) + λI.
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Rearranging eq. (38), we obtain
V (πθ∗ , rαt)− V (πθt , rαt) ≤
D(θt)−D(θt+1)
η(1 − γ) +
√
Cdζ
′
1− γ +
CφCλλ
1− γ +
Cφ
1− γ
∥∥wt −Wλ∗t ∥∥2
+
L2φη
1− γ
∥∥wt −Wλ∗t ∥∥22 + L2φηλ2P (1− γ) ‖∇θV (θt, rαt)‖22 . (39)
Finally, we complete the proof as follows:
1
T
T−1∑
t=0
E [g(θt)]− g(θ∗)
=
1
T
T−1∑
t=0
E [g(θt)− F (θt, αt)] + 1
T
T−1∑
t=0
E [F (θt, αt)− g(θ∗)]
(i)
≤ 1
T
T−1∑
t=0
E [g(θt)− F (θt, αt)] + 1
T
T−1∑
t=0
(F (θt, αt)− F (θ∗, αt))
=
1
T
T−1∑
t=0
E [g(θt)− F (θt, αt)] + 1
T
T−1∑
t=0
(V (πθ∗ , rαt)− V (πθt , rαt))
(ii)
≤ 1
T
T−1∑
t=0
E [g(θt)− F (θt, αt)] + D(θ0)−D(θT )
(1− γ)ηT +
√
Cdζ
′
1− γ +
CφCλλ
1− γ
+
Cφ
(1− γ)T
T−1∑
t=0
∥∥wt −Wλ∗t ∥∥2 + L2φη(1 − γ)T
T−1∑
t=0
∥∥wt −Wλ∗t ∥∥22 + L2φηR2maxC2φ(1− γ)3λ2P
(iii)
≤ L222C2αe
− µ2
8L2
22
K
+
48C2rL
2
22
µ2(1− γ)2 (1 +
ρCM
1− ρ )
1
B
+
E [D(θ0)−D(θT )]
(1 − γ)2√T +
√
Cdζ
′
1− γ +
CφCλλ
1− γ
+
Cφ
(1− γ)T
T−1∑
t=0
∥∥wt −Wλ∗t ∥∥2 + L2φT 3/2
T−1∑
t=0
∥∥wt −Wλ∗t ∥∥22 + L2φR2maxC2φ(1− γ)2λ2P√T
(iv)
≤ L222C2αe
− µ2
8L2
22
K
+
48C2rL
2
22
µ2(1 − γ)2 (1 +
ρCM
1− ρ )
1
B
+
E [D(θ0)−D(θT )]
(1− γ)2√T +
√
Cdζ
′
1− γ +
CφCλλ
1− γ
+
Cφ
(1− γ)
√
exp
{
− λ2PTc
16(C2φ+λ)
2
}
R2maxC
2
φ
λ2P (1−γ)2
+
(
1
λP
+ λP
2(C2φ+λ)
2
)
98R2maxC
2
φ[(C
2
φ+λ)
2+4λ2P ][1+(CM−1)ρ]
(1−ρ)(1−γ)2λ3PM
+
L2φ√
T
(
exp
{
− λ2PTc
16(C2φ+λ)
2
}
R2maxC
2
φ
λ2P (1−γ)2
+
(
1
λP
+ λP
2(C2φ+λ)
2
)
98R2maxC
2
φ[(C
2
φ+λ)
2+4λ2P ][1+(CM−1)ρ]
(1−ρ)(1−γ)2λ3PM
)
+
L2φR
2
maxC
2
φ
(1− γ)2λ2P
√
T
(v)
≤ O
(
1
(1− γ)2√T
)
+O
(
e−(1−γ)
2K
)
+O
(
1
(1− γ)4B
)
+O
(
ζ′
(1− γ)3/2
)
+O
(
λ
1− γ
)
+O (e−Tc)+O( 1
(1− γ)2√M
)
,
where (i) follows because g(θ∗) = F (θ∗, αop(θ∗)) ≥ F (θ∗, αt) and (ii) follows from eq. (39) and because
‖∇θV (θt, αt)‖2 ≤ RmaxCφ1−γ , (iii) follows from Proposition 1 and Lemma 5, and the fact η = 1−γ√T , (iv) follows
from Lemma 14, and (v) follows because L22 = O
(
1
1−γ
)
and Cd = O
(
1
1−γ
)
.
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