Introduction
In response to climate change, Australia is developing a suite of options aimed at delivering more efficient and sustainable low emissions energy. One solution is distributed energy (DE; collectively distributed generation, demand management and energy efficiency) which provides energy services near the point of use rather than supplied from generation at remote locations.
DE describes a number of technologies that can significantly reduce the nation's greenhouse gas emissions. These reductions result from potential reductions in network losses by using generation near the point of consumption; through maximizing the use of cleaner fuel sources such as natural gas, biogas, solar and wind; and through more efficient conversion of primary energy sources to useful energy services, including recovering heat otherwise wasted.
Distributed or local generation (DG) is typically connected within low voltage ( o22 kV) distribution networks. Its advantages include comparatively low installed cost, high efficiency (up to 45% for larger units), suitability for intermittent operation, high part-load efficiency, high-and low-temperature exhaust streams for combined heat and power (CHP) and easy serviceability. These units have been popular for peaking, emergency, and base-load power generation. The units can run on a variety of fuels including diesel, natural gas, biogas, compressed natural gas and petrol. Demand management refers to a suite of technologies and techniques used to actively alter demand profiles over time. While these measures may reduce total energy use, they are primarily employed to smooth or shift peaks in demand. By controlling peak energy patterns, demand management may provide substantial financial savings to consumers by reducing the need to build generation and network infrastructure required to service this peak demand for only a small number of hours each year.
Energy efficiency can be thought of in a number of ways. In one sense, it is a reduction in energy demand as a result of changes in performance efficiency of individual devices or the substitution of one form of energy for another more efficient version (using solar energy for heating water for instance). In another sense, improvements to system efficiency are a form of energy efficiency. This could include the reduction of network losses by generating energy close to the point of consumption, or improving the utilization of a fuel by capturing more of the energy available as occurs through co-and tri-generation.
Realizing the full value of DE requires understanding and addressing the complex issues affecting key stakeholders including government, electricity and gas network businesses, energy retailers, small to medium enterprises, large energy users and domestic consumers. Critically important issues include the effects of DE on short and long term economic drivers; the effects on electrical and gas networks through introduction of local grid connected devices; environmental sensitivities resulting from the change in technology type and the location of generation; the acceptance of the technologies by all forms of society; and the complex interaction with policy and regulation.
In an attempt to understand the potential role of DE in Australia, CSIRO (2009) investigated key barriers and enablers for its adoption by examining their economic, social, technical, environmental, policy and regulatory barriers and enablers. In this paper, we consider the potential economic benefits that can be realized through the use of DE technologies in meeting Australia's greenhouse gas reduction targets.
Existing approaches in the literature
The existing literature identifies a number of alternative approaches in examining the potential uptake of DG in different contexts. Numerous studies (e.g. Fleten et al. (2007) , Muroaka and Oyama (2004) , Siddiqui and Maribu (2009) , Wickart and Madlener (2007) ) have explored real options methods to examine investment in DG technologies given uncertainty in key variables such as plant size, demand, energy price and taxation. As one example, Muroaka and Oyama (2004) construct a theoretical model using real options analysis to compare investment in DG versus a large-scale generator in the presence of uncertain demand growth. Due to smaller unit size and shorter lead times, they found that higher investment in DG was preferred when demand growth is low and uncertainty is high with investment in centralized generators preferred in the opposing case.
In regard to the empirical literature, some studies (e.g. Nässé n et al. (2002), Corria et al. (2006), and Ben Maalla and Kunsch (2008) ) focus on critical parameters (e.g. electricity demand per household, household density, the cost of battery replacement, policy intervention) in the cost competitiveness and therefore uptake of a particular DG technology. As an example, (Ben Maalla and Kunsch, 2008) extend the Bass Diffusion model (Bass, 1969) to estimate the possible diffusion of micro combined heat-power generation (m-CHP) as a substitute for centralized electricity generation and local boilers in the residential sector in the EU-25. They find that due to high initial costs, regulatory frameworks that provide incentives for m-CHP such as the price received for excess electricity production or capital grants to reduce upfront costs, can facilitate adoption through learning effects.
Other studies attempt to define possible upper bounds to the deployment of DG within an electricity system or region. Myers et al. (2010) estimate that for Wisconsin, solar PV can contribute no more than 20% of the total electrical energy demand in the state based on a 60% flexibility factor (the degree to which centralized power generation accommodates increased DG), assuming no short-term electrical storage and a demand profile similar to current usage patterns. However, in simulations for the Electric Reliability Council of Texas (ERCOT) electric power system, Denholm and Margolis (2007) found that increased system flexibility, load shifting via demand responsive appliances, and energy storage had the potential to increase the penetration of solar PV to 50% of the total electrical energy demand.
Many economic analyses of DG have concentrated on extracting maximum economic benefit from single installations and district scale developments. One prominent platform for these analyses is the Distributed Energy Resources Customer Adoption Model (DER-CAM; Siddiqui et al., 2005) . DER-CAM selects the optimal economic combination of utility purchase and on-site generation. It has been extended to investigate system wide impacts of DE installations through the application specific case studies particularly in the US commercial building sector (Firestone and Marnay, 2007; Marnay et al., 2008; Stadler et al., 2009 Stadler et al., , 2010 . The DER-CAM model has also been used in the Japanese building sector (Zhou et al., 2006) .
HOMER is another tool that can evaluate the optimal mix of various DG options, electrical storage and grid-sourced electricity for an individual or group of buildings. It has been applied in case studies of tourist accommodation (e.g., Dalton et al. (2008 Dalton et al. ( , 2009a ), island or remote power systems (e.g., Khan and Iqbal (2005) , Zoulias and Lymberopoulos (2007) , Oliva (2008) , Demiroren and Yilmaz (2010) , Lau et al. (2010) ), evaluation of energy storage (e.g., Weis and Ilinca (2008) , Nair and Garimella (2010) ) and alternatives to grid extension (e.g., Nandi and Ghosh (2010) ).
The Balmorel model was developed from a project to support modeling and analyses of the energy sector with emphasis on the electricity and CHP sectors. The initial focus of the model was the Baltic Sea region (Ravn et al., 2001) . The model is formulated as a linear programming optimization problem and has been extended in several projects (e.g., Jensen and Meibom (2008) , Karlsson and Meibom (2008) , Meibom and Karlsson (2010) ).
Economic models that estimate the uptake of a portfolio of different centralized and distributed electricity generation technologies for a national electricity system under alternative scenarios are becoming more common.
MARKet ALlocation model (MARKAL) is a widely applied bottom-up, dynamic, linear programming optimization model. MARKAL is under continual development, supported by the International Energy Agency (IEA). It has been used in wideranging energy policy studies, most notably the IEA Energy Technology Perspectives (ETP) project (IEA, 2010) . Recent applications of the UK MARKAL model have demonstrated the potential for increased DG in combination with large scale renewable electricity generation technologies in various carbon mitigation scenarios (Kannan, 2009; Kannan and Strachan, 2009; Jablonski et al., 2010) .
Another approach for valuing a portfolio of generation assets for DG is the Portfolio Theory. Unlike the traditional planning approach for electricity generation investment (i.e., least cost basis), a portfolio approach means that an asset is evaluated on how it affects the generating costs of the portfolio relative to how it affects the economic risk of the portfolio (Awerbuch, 2008) . Thus, portfolio approach has shown that the addition of wind and solar PV to a portfolio of conventional generation assets reduces the overall portfolio cost and risk, even if the stand-alone generating cost of some assets could be higher (Awerbuch, 2008) .
A non-optimization approach can be seen in an example such as the World Alliance for Decentralized Energy (WADE) model developed by Casten and Collins (2002) . Based on an extensive variety of input data and user defined assumptions, the WADE model builds electricity generation, transmission and distribution (T&D) capacity and compares future alternative energy systems under different penetrations of decentralized and centralized energy. The use of the WADE model in a number of country and regional analyses has afforded it significant international credibility. A summary of previous applications is contained in Dijkstra (2006) .
In Australia, previous attempts have been made to quantify the market value of demand management specifically, excluding network benefits, with estimates ranging from $363M to $954M over the period -2025 (Hoch et al., 2006 . The partial equilibrium model used in this current study also excludes network benefits at the distribution level and to a lesser extent the transmission level. Difficulties and potential methodologies in apportioning this value are examined in CSIRO (2009).
Methodology
In this paper we consider the potential economic benefits that can be realized through the use of DE technologies. We address this issue by firstly considering the long term uptake of technologies through partial equilibrium modeling of the stationary energy and transport sectors of the Australian economy. Secondly we consider the impact that DG can have on prices in Australia's National Electricity Market (NEM) through changes to the market dispatch of electricity and finally to economic and power flow changes in an IEEE test grid.
Part A: partial equilibrium modeling
In this analysis a partial equilibrium model was used to examine the long term change in technology mix that may result in the electricity and transport sectors from the imposition of a price on carbon. This analytical framework was chosen because it is relatively less resource intensive than general equilibrium modeling and because it offers the best opportunity to study the detailed technological implications of alternative scenarios.
Partial equilibrium models cannot directly model the economy wide impacts of the measure such as the introduction of carbon prices. This limitation can be overcome via suitable integration with general equilibrium models and this type of framework has been applied in other studies (CSIRO and ABARE, 2006; BITRE and CSIRO, 2008) . In this study, the economy wide impacts have been exogenously imposed based on observing the economic impact of a given carbon price in these past studies. This introduces some inconsistency in the modeling results since the economy wide impacts are not recalibrated for each scenario.
The partial equilibrium model employed is called the Energy Sector Model (ESM). ESM is an Australian energy sector model codeveloped by the CSIRO and the Australian Bureau of Agricultural and Resource Economics (ABARE) in 2006. Since that time CSIRO has significantly modified and expanded ESM. It is bottom-up model of the electricity and transport sectors with detailed representation of the electricity generation sector including substantial coverage of DG technologies. The transport module considers the cost of alternative fuels and vehicles as well as detailed fuel and vehicle technical performance characterization such as fuel efficiencies and emission factors by transport mode, vehicle type, engine type and age. Competition for resources between the two sectors and relative costs of abatement are resolved simultaneously within the model.
ESM is solved as a linear program where the objective function is to maximize welfare which is defined as the discounted sum of consumer and producer surplus over time. The sum of consumer and producer surplus is calculated as the integral of the demand functions minus the integral of the supply functions. These are both disaggregated into many components across the electricity and transport markets. The objective function is maximized subject to constraints which control the physical limitations of fuel resources, the stock of electricity plant and vehicles, greenhouse gas emissions as prescribed by legislation or imposed carbon price paths, and various market and technology specific constraints such as the need to maintain a minimum number of peaking plants to meet rapid changes in the electricity load.
See Graham and Williams (2003) for an example of the equations required to construct a similar partial equilibrium model. Detailed assumptions of the ESM modeling framework are provided in CSIRO (2009) (2006, 2007, y, 2050) .
All technologies are assessed on the basis of their relative costs subject to constraints such as the turnover of capital stock, existing or new policies such as subsidies and taxes. The model aims to mirror real world investment decisions by simultaneously taking into account:
The requirement that the plant is profitable over the term of That the consumption of energy resources by one user affects the price and availability of that resource for other users, and the overall cost of energy and transport services, and Energy and transport market policies and regulations.
The model evaluates uptake on the basis of cost competitiveness but at the same time takes into account the key constraints with regard to the operation of energy and transport markets, current excise and mandated fuel mix legislation, future carbon 1 The price elasticity of demand is À 0.1 for residential, rural and commercial end-users, and À 0.15 for industrial end-users. For large price changes ( 410%), the price elasticity of demand doubles. permit prices, existing plant and vehicle stock in each State, and lead times in the availability of new vehicles or plant. It does not take into account issues such as community acceptance of technologies but these can be controlled by imposing various scenario assumptions which constrain the solution to user provided limits.
Endogenous variables including technology uptake, wholesale and retail prices and the cost of services are determined using demand and production relationships, commodity balance definitions and assumptions of competitive markets at each time step for fuels, electricity and transport services, and over time for assets such as vehicles and plant capacities. With respect to asset markets, the assumption is used that market participants know future outcomes of their joint actions over the entire time horizon of the model. That is, they have perfect foresight.
It should be noted that the modeling includes many assumptions for parameters that are in reality uncertain and in some cases evolving rapidly. Parameters of most concern are the future cost, performance and availability of different technology options. These limitations are only partially addressed by sensitivity analyses.
A second significant limitation is that ESM only takes account of cost as the major determining factor in technology and fuel uptake. Therefore, it cannot capture the behavioral aspects such as the impact from so-called ''fast adopters'' who take up new technology before it has reached a competitive price point whose purchasing cannot be justified on purely economic grounds since the additional cost of these options is not offset by savings in any reasonable period of time (relative to the cost of borrowing). As a result of this limitation, ESM's projections of the initial technology uptake for new technologies could be considered conservative.
However, another factor which ESM overlooks is community acceptance and this limitation might lead ESM to overestimate the rate of uptake of some fuels and technologies. For example, greater use of gaseous fuels such as LPG and the introduction of electricity as a transport fuel might be resisted by the Australian community which has predominantly used liquid fuels for transport over the past century. By design, ESM only considers whether the choice is economically viable.
In considering the prospects for DE, a key policy uncertainty is the future value of the carbon permit price. The initial constant price set by the government on its introduction in July 2012 was $23 t/CO 2 e. This will rise to $25.40 by July 2014. After July 2015, the mechanism will shift to a regulated cap and trade mechanism with a defined floor and a cap linked to international prices. We have examined four emission reduction scenarios for the Australian economy which cover a broad range of potential futures that take into account local and international effects on the value.
CPRS-5: An emission reduction mechanism is adopted with an emissions allocation that leads to a reduction in emissions of 5 percent on 2000 levels by 2020 and 60 percent below 2000 levels by 2050.
CPRS-15: An emission reduction mechanism is adopted with an emissions allocation that leads to a reduction in emissions of 15 percent on 2000 levels by 2020 and 60 percent below 2000 levels by 2050.
Garnaut-550 ppm: An emission reduction mechanism is adopted with an emissions allocation that leads to a reduction in emissions of 10 percent on 2000 levels by 2020 and 80 percent below 2000 levels by 2050 for stabilization at 550 ppm.
Garnaut-450 ppm: An emission reduction mechanism is adopted with an emissions allocation that leads to a reduction in emissions of 25 percent on 2000 levels by 2020 and 90 percent below 2000 levels by 2050 for stabilization at 450 ppm.
Within the modeling framework, the four scenarios are implemented by imposing the carbon price paths as estimated in Garnaut Climate Change Review (2008) and Treasury (2008) . Fig. 1 shows the carbon price paths for the four scenarios.
Since the modeling documented here was performed, a carbon tax has been implemented in Australia. In its current form, it reasonably resembles the CPRS-5 scenario. Debate regarding targets and prices is continuing and we leave the four scenarios here as an approximation to a range of potential likely future carbon prices.
Australia's expanded Renewable Energy Target (RET) is also an important policy change which supports the deployment of renewable electricity generation technologies. It requires that electricity retailers purchase enough renewable energy certificates (RECs) so that an additional 45,000 GWh of renewable electricity is generated by 2020. This would represent an installed capacity of 19 GW by 2020 assuming an average capacity factor of 0.27 for renewable technologies. If some of the electricity comes from higher capacity factor plant such as hot fractured rocks and biomass (with capacity factors of around 0.8), the installed capacity required is significantly reduced. However, hot fractured rocks remain unproven at this stage and limited biomass resources constrain the amount of electricity available from this technology. 
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3.2. Part B: spot market modeling
In this section the impacts of DG on the Australian National Electricity Market (NEM) and an IEEE test case are considered. The NEM was modeled with PLEXOS /http://www.energyexemplar. comS, a commercial spot market model, while impacts of passive DG on the IEEE test case were examined with custom software.
PLEXOS
The effects of DG were considered for the Australian NEM by performing economic modeling with a high temporal resolution economic model PLEXOS; a commercially available optimization theory based electricity market simulation platform. At its core is the implementation of rigorous operation algorithms and tools such as Linear Programming (LP) and Mixed Integer Programming (MIP). PLEXOS uses an extensive input database of regional demand forecasts, inter-regional transmission constraints and generating plant technical data to produce price, generator and demand forecasts. It does this by applying its scheduling, pricing and dispatch (SPD) engine to each node of the NEM; a similar method to that used by the Australian Energy Market Operator (AEMO) to operate the NEM (known as the NEMDE).
The solution of Optimal Power Flow (OPF) is one of the core functions of the PLEXOS simulation engine. The OPF utilizes a linear DC approximation of the OPF problem to model transmission congestion and marginal losses. Central dispatch modeling with the SPD ensures supply satisfies demand for each 5 min dispatch interval taking into account the yearly average physical transmission network losses and constraints provided to AEMO by the relevant transmission and distribution companies. The LP algorithm dispatches generators successively, from the least cost to the highest cost until it dispatches sufficient generation to supply the forecasted taking into account transmission losses.
The price that PLEXOS dispatches the marginal generating unit to the market determines the marginal price of electricity at each reference node for that given trading period. Price differences across regions are calculated using inter-regional loss factor equations as outlined by NEMMCO's SOO 2008 (NEMMCO, 2008 .
Three key years from the ESM modeling were chosen to investigate the effects of DG on the NEM. The periods were chosen to provide a range across the future and to ensure that large changes predicted by ESM were accounted for. The three years selected were 2020, 2030 and 2050. Five case studies were designed to investigate the effects of DG as shown below. These cases provide a base case with current market conditions, two future policy settings which assume a carbon policy reduction framework (as for ESM modeling) and no additional installation of DG and two cases with the carbon reduction pathways which include additional DG technology. 
IEEE test case
To better understand the potential impacts of DG on transmission systems we employed custom software to investigate the changes from adding passive DG units into an IEEE test grid. The grid used was the IEEE '1-area' Reliability Test System (RTS) '96 (Grigg et al., 1999) which incorporates 24 buses and a system wide annual peak demand of 3150 MW. The peak demand for the week examined (week 1) was 2702 MW. There are 13 load buses, 10 generator buses and one swing bus. The custom software solves economic dispatch solving for the full non-linear AC power flow equations rather than a linear DC approximation used by most commercial models such as PLEXOS.
Analysis such as the modeling by Overbye et al. (2004) shows that the use of a DC approximation can reveal congestion patterns with reasonable accuracy and faster than the use of the AC power flow model. The trade-off is a loss of accuracy that Overbye et al. (2004) observed in, for example, the magnitude of the power flows and the identification of congested transmission lines. It was also observed in the modeling presented here that the use of DC approximation for the IEEE test grid resulted in different power system solutions. In our modeling we were interested in the effect of passive DG installations on transmission losses, capacity utilization and energy benefit. To examine these effects we required the use of the full AC model whose solution contains the voltage magnitude and phase angles at each bus in the system. This allows the derivation of other variables including the real and reactive flows on all the lines as needed in this assessment.
The model developed specifically for CSIRO's Intelligent Grid project (CSIRO, 2009) mimics the mechanics of a deregulated electricity system where the utility function for each unit is discretized in a step-wise, linear fashion where each 'step' represents an offer to produce a block of power. The offers from all units are aggregated in order of increasing price and this forms the composite supply curve for the electricity system.
Other factors informing the selection of offers include constraints related to security, reliability, and the physical realities of the equipment involved in generating and transmitting power. These factors include the net real and reactive power injected at each bus within the system; the real and reactive power flows at each bus; plant ramp rates; minimum up and down times of each plant; energy balance on generators with storage and reserve power.
The model is solved in three discrete stages.
' Pre-dispatch: Where economic dispatch is performed for a time interval that is at least as long as a dispatch day. Here, an approximate AC power flow model is used. The solution of the economic dispatch provides the generation schedule for those units that are energy-constrained (e.g., hydro-electric units with reservoirs). ' Real-time operation: For each period of the dispatch day, economic dispatch of generation units is re-calculated but, this time, using a full AC power flow model. ' Market settlement: During this phase, the market price for electricity is determined. The general procedure is to re-solve the economic dispatch problem with the following modifications:
Power flow is ignored. Effectively, the sources and sinks are modeled as being connected to the same bus
Offers from units that were not dispatched in the period are removed from set of available units.
The price of electricity in this period is then the price of the most expensive offer accepted.
Three cases were considered in this preliminary analysis. In the first case, various amounts of passive DG were installed on the Alder bus (see Grigg et al. (1999) for grid description). Generation capacities of 20, 40, 60, 80 and 120 MW were used. In the second case, passive DG was added to the Arne bus with generation capacities of 40, 80, 120, 160 and 240 MW. In the final case, passive DG was added to all demand buses in the system. The overall generation capacity was defined as 5%, 10%, 15% and 20% of peak system demand at each bus. In the case of DG installed at the Alder and Arne buses, the units were considered to run 100% of the time at the specified generation level. Where DG is installed to all demand buses in the system, two scenarios where considered: one in which the units run 100% of the time at the specified generation level and another in which the units run at the specified generation level but only between 09:00 and 17:00, inclusively, from Monday to Friday. For CPRS-5 the uptake of DG appears to be stifled by black and brown coal sequestration while large centralized gas plant with sequestration becomes a more favorable option in the more stringent reduction pathway of Garnaut-450 as time approaches 2050. Demand is supplied by large centralized plant due to restrictions on the uptake of DG which is explored later in a discussion of sensitivity factors.
Results and discussion

Part
In Figs. 4 and 5 the breakdown of DG technologies is explored for CPRS-5 and Garnaut-450 scenarios. When comparing the two charts it is apparent that more DG is predicted for the lower carbon price and that gas based technologies play a greater role in this case. By contrast when the economy is faced with a higher carbon price, the relative proportion of DG from solar increases although the total amount of DG decreases as large centralized low emission plant plays a more dominant role.
Greenhouse gas emissions
As demonstrated in Graham (2009) , the greenhouse gas abatement attributable to alternative technologies is not only dependent on the assumptions contained in the emission reduction scenarios but also on the reference case or business as usual scenario. For example, the inclusions of the expanded RET in the BAU scenario limited the abatement attributed to large scale renewables up to 2030. Similarly, our inclusion of DG technologies as generation options in the BAU reduces their share of abatement. This may underestimate DG as a mitigation option when compared to a BAU that does not include DG.
To illustrate this difference, Table 1 shows the greenhouse gas abatement in Mt/yr resulting from DG under a BAU that includes DG and a BAU that does not.
In proportional terms, Table 1 shows that the differential is greatest in 2020 with DG abatement increasing four to five fold. In absolute terms, the differential is greatest in 2050 where DG contributes around 60 Mt of abatement compared to around 40 Mt when DG is included in the BAU scenario. This reflects the deployment of natural gas-fired co-and tri-generation technologies over the projection period under BAU conditions. These savings in greenhouse gas emissions are attributable to an uptake of renewable technologies with zero generation emissions and more efficient fossil fueled solutions including co-and tri-generation. The relative proportion varies by scenario with more renewable generation under the more stringent carbon price paths. As noted earlier under the most stringent case DG renewable technologies provide up to 17% of the energy created or 28% of installed capacity in 2050.
End-user electricity prices
In Figs. 6 and 7 the effective end-user cost of electricity (in real 2006 dollars) predicted by ESM for residential and rural end-use customers are displayed. The charts clearly indicate that the stronger carbon prices result in higher prices for customers in early years but tend to level out in later years when the stationary energy sector is essentially decarbonized. Higher prices for rural end-users reflect premiums to cover higher costs of transmission and distribution of electricity via the grid.
A striking feature of Fig. 7 is that from around 2030 onward, rural customers face declining costs under the carbon price scenarios. This reflects the significant deployment of DG in this sector reducing the unit cost of electricity used by rural customers. In all cases, the cost to end-users associated with all scenarios is higher than those predicted for the BAU case. The results of this modeling framework however are unable to capture infrequent price spikes which occur on short time frames which can significantly impact on average prices. The following section of this paper details modeling of this effect via a high resolution spot market model. The results of the ESM modeling clearly indicate a potential and significant role for DG in the Australian market. These results need to be interpreted with caution. In reality, consumers will consider a variety of factors in taking up DG technology solutions. However, the projections presented in this paper, are nonetheless instructive in that they indicate the point at which the various abatement options should become widely attractive to all consumers. The projections indicate that an increasing diversity of options are likely to become attractive compared to the limited present day fuel and technology mix.
Part B1: spot market modeling-PLEXOS
Emission intensity
As noted above, PLEXOS was used to examine the potential effects of DG in the NEM through higher temporal resolution modeling in the years 2020, 2030 and 2050. Table 2 shows that the Emissions Intensity Factor (EIF; t-CO 2 /MWh) of delivered energy throughout the NEM is significantly reduced across all three years, and under both emissions reduction scenarios, when DG has been considered. The EIF was chosen as the benchmark for analysis to better reflect emissions behavior given the different rates of load growth across all scenarios. Table 2 features the EIFs of delivered energy across the NEM and shows significant structural change with respect to the emissions profile, demonstrating that DG could have a significant impact on curtailing CO 2 emissions.
These significant reductions in emissions for scenario's 4 and 5 are due to the DG deployment rates which supply $ 16%-20% of total generation from 2020 to 2050 (see Figs. 2 and 3) . The DG technology types deployed inside the distribution network are shown in Figs. 4 and 5, and are largely composed of renewable generation (including solar, wind and biomass) and gas fired cogeneration. The deployment of centralized renewable generation accounts for $ 20% across all years from 2020 for scenarios 2 and 3. In turn renewable generation in scenarios 4 and 5 accounts for $25%-32% (from centralized and DG units), which includes rooftop PV for household energy production.
Electricity prices
With the introduction of a carbon price, wholesale electricity prices increase with a value dependent on the price setting generation unit. Table 3 shows a significant increase in electricity prices for Scenario 2 when compared to the BAU reference case. This is a result of a significant shift in the generation mix. In the BAU case, installation of brown coal generators with an LRMC of less than $30/MWh results in low energy prices. Conversely the increased cost of the plant such as Combined Cycle Gas Turbines (CCGT) contributes greatly to the observed average price in Scenario 2.
Variation observed between Scenario 2 and 3, is due to lower demand and changes in the generation mix resulting from the higher carbon price. In 2020 the significant reduction of average price between Scenario 2 and 3 is a result of the structural change associated with a higher carbon price trajectory resulting in an earlier adoption of a lower emissions generation fleet. By 2030 the prices are similar with a comparable mix in generation types. Twenty years later the price for the more stringent carbon emissions reduction pathway is much higher reflecting the marginal cost pass through effect on wholesale electricity spot prices associated with higher carbon prices.
A clear result of the modeling is that DG can have a significant impact on the average spot price of electricity throughout the NEM. This is observed by comparing the values in Scenarios 4 and 5 with those of the reference case and the carbon abatement cases where DG was not an option. The drop in average spot prices indicates that investment in lower emission technology stimulated by the introduction of a carbon price may lower the delivered energy cost across the NEM. Cheaper prices for the BAU in 2020 reflect low gas prices, unchanged coal prices and to an extent perfect entry timing. In later years the favorable ramp rates of DG and their bidding response based on connection for network support results in reduced prices for Scenarios 4 and 5.
Effects on spot price volatility
Valuing the premium on a $100/MWh base cap product (see CSIRO (2009) for explanation of the cap product), is a simple method of measuring a market participant's exposure to high and volatile prices. Table 4 shows that the roll out of DG may potentially lower wholesale market price volatility. Lowering volatility can provide significant benefit in reduced financial risk which can potentially flow-on to reductions in the cost of serving energy to retail consumers.
Modeling indicates that the deployment of DG may decrease in the incidence of prices above $100/MWh in each year examined. In the NEM, the frequency and severity of high prices has resulted in difficulties for retailers to recover electricity purchase costs from their customers. Lower spot market price volatility should result in lower tariff price increases over the planning horizon and the deferral of investment in expensive higher emitting peaking generator plant.
The wholesale prices displayed in Table 3 provide an interesting contrast to the effective end-user cost of electricity that is estimated by the long term investment model ESM. In the long term model, the effect of short term fluctuations on wholesale prices is not captured and modeling here indicates that it can have a dramatic effect on average prices. Whereas the ESM modeling shows that the lowest end-user cost occurs in the BAU case, this modeling indicates that in later years the addition of DG can reduce volatility and bring down average wholesale prices. While examining the impacts of DG with both models provides insights into the potential economic impacts of DG installations, further work is required and is being carried out, to better couple long term investment models such as ESM with higher resolution models such as PLEXOS.
Part B1: spot market modeling-IEEE reliability test system
It is worth noting here that we are using a test grid to estimate the impacts of DG on transmission lines. The Institute of Electronics and Electrical Engineers (IEEE) Reliability Test System (RTS '96) test case (Grigg et al., 1999) incorporates a number of generator and fuel combinations not used within Australia. The purpose of this analysis however was to examine the potential impact DG could have on dispatch and associated transmission power flows. As such the type of modeling approach is considered more important than the types of generators and fuels being used. It should also be noted that the DG units were considered to be passive market participants and as such their marginal cost of generation was assumed to be zero and their reactive power contribution was ignored.
Modeling of the IEEE test case with custom software able to solve the full AC power flow equations found that adding even small amounts of DG can have a significant impact on the economics and power flow of the test electricity system. These impacts can be considered by the effect of modeling a small amount of DG (20 MWe or around 0.6% of total system capacity and 17% of maximum demand at the bus) installed at one location (Alder). Alder was selected as a site for DG for several reasons. Firstly, it is one of five buses that at some times is a net exporter and at other times is a net importer. Secondly, the link between Alder and Alger is the only place in the IEEE RTS '96 where, for the time period considered, electricity transmission exceeds the line's continuous rating.
When 20 MWe was added to this bus, a marginal drop of 0.8% in average electricity price was found. However this small addition resulted in a large impact on the net energy benefit (i.e., difference between a unit's energy benefit and its generation costs) as displayed in Fig. 8 . This chart of the relative change in net energy benefit of existing generating units shows units experiencing reductions of as much as 35% and increases as large as 60%.
While adding only 20 MWe of DG did not cause a significant reduction in electricity prices, further reductions in average electricity price occur as more DG is installed. Fig. 9 provides a chart of the average hourly prices during the week examined with 120 MWe of DG installed at Alder. In this case, the frequency of price spikes is reduced and, overall, the average electricity price is 7% lower than the base case. While the generalized economic findings above are of interest, the major reason for this examination with an AC power flow model was to consider the impacts of DG on power flow and associated characteristics such as transmission losses. A common assertion is that installing DG can be of environmental benefit by reducing losses from the point of generation to the point of consumption. While this is true when considering energy consumption at the location itself, it ignores potential changes that may occur on a system wide basis.
In Fig. 10 , changes in total system transmission losses from the installation of varying amounts of DG at the Alder bus are displayed. Adding DG at this bus results in an increase in the total system transmission losses for all weekdays modeled and for weekends where up to 80 MW of DG is installed. This finding is not particular to DG installed at Alder. Fig. 11 shows the results for varying amounts of DG installed on the Arne bus. In every scenario, adding DG at this bus increases the total system transmission losses in the modeled week.
These increased losses result from changes to the dispatch of units which seeks to optimize the economic performance of the system. In most instances change to the dispatch resulted in electricity traveling a longer path from the point it was generated, to the point it was used, with losses being proportionally higher. In some other instances the flow was routed through lower grade conductors with higher loss factors.
While there is a cost associated with increased transmission losses, their economic effect is more than offset by the change in energy production price in the entire system. This result simply shows that the system is designed to minimize total price and not individual factors such as transmission loss. This method is in keeping with the manner in which the Australian NEM is operated. The findings however may not reflect likely outcomes for the NEM if DG is added. At this point they simply reflect an outcome for the IEEE case considered. The degree of this impact will be determined by specific network topology. Nevertheless, the finding is important as it highlights that the dynamics of a complex system such as an electricity grid need careful consideration.
The results of this preliminary exercise with an IEEE test grid highlight a number of interesting findings for further consideration. Specifically they show that:
The effects of adding DG are not limited to the bus at which the capacity is installed. They are felt by pre-existing generation units both near and far and, from the generators' perspectives, can be positive or negative.
The effects of adding DG may depend more upon where the DG is added than on how much is added.
The effects of adding DG depend quite heavily upon specific characteristics of the target electricity system (e.g., disposition of sources and sinks relative to one another, the types of generation units in the system and the electricity demand profile).
Conclusion
This paper presents results from three modeling frameworks used to examine the potential impact that DG may have in terms of economic and greenhouse gas savings in the Australian energy sector. The modeling suggests that a future energy system which incorporates wide spread DG has the potential to provide significant economic and environmental benefits to society.
Primary economic savings occur through long term reductions in expenditure on large scale centralized plant and associated transmission infrastructure. Detailed modeling of the energy market also suggests that DG can lead to significantly lower volatility in wholesale prices. While the results are encouraging, further work is required to better link long term economic models such as ESM with higher resolution models of the spot market such as PLEXOS.
While the modeling shows that DG can lead to significant economic savings, outcomes from a preliminary modeling exercise using a full AC power flow model suggest that system wide losses can increase due to changes in power flows throughout the entire system. While the results showed that this is a natural consequence of dispatching generation for least system cost, alternative techniques may be required if the need to account for losses becomes important in the future. In this case potential savings in greenhouse gas emissions for instance from reduced losses within the system will need to be balanced against the significant economic savings that can occur from increased uptake of DG.
One area of significance ignored in this analysis, is the effect of increased DE uptake on distribution network expenditure. Depending on the type and quantity of the technology installed, it is possible that network augmentation can be deferred by reducing peak loads. In recent years, in many parts of the world, this has been the major factor in increasing electricity cost. Infrastructure is required to handle the peak load experienced throughout the year. Typically this occurs for a small number of hours. Reducing peak demand through local supply and/or active management may reduce the size of the assets required which can lead to significant financial savings.
It possible, in fact likely, that high penetration of DG will lead to increased two way two flow of electricity in distribution networks. This can result in fluctuating voltage profiles and alterations to fault current levels. Compensating for these effects may require increased expenditure. Understanding the magnitude of these effects and finding potential control methodologies is worthy of further research given the economic potential of DE demonstrated in this study. Translating these effects into an economic framework is a part of ongoing research at CSIRO which takes into account the technical challenges of determining the true value of DE on electricity networks and possible changes to technical, policy and regulatory settings.
