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1 Introduction
Solvable Lie algebras play an important role in Lie theory. A fundamental theorem
due to Levi ([1]) asserts that any finite dimensional Lie algebra g can be decomposed into a
semidirect sum
g = s∔ r, [s, s] = s, [r, r] = r, [s, r] ⊆ r,
where s is semisimple and r is the radical of g, i.e. its maximal solvable ideal. Semisimple
Lie algebras over the field of complex numbers C have been completely classified by Cartan
([2]), over the field of real numbers R by Gantmacher ([3]). So, to complete the classification
of all Lie algebras amounts to classify the solvable Lie algebras. However, for solvable Lie
algebras such classifications exist only for low dimensions (e.g. [4], [5]). It seems to be very
difficult to proceed by dimension in the classification of Lie algebra g beyond dim g = 6, in
particular solvable ones. It is however possible to proceed by structure.
The purpose of this paper is to classify a certain type of finite dimensional solvable Lie
algebras over the field C. It is well known that any solvable Lie algebra g has a uniquely
defined nilradical N , i.e. maximal nilpotent ideal, satisfying dimN ≥ 12 dim g. Hence we can
consider a given nilpotent Lie algebra of dimension n as the nilradical and then find all of its
extensions to solvable Lie algebras. Here, we regard filiform Lie algebra Qn as the nilradical
of the solvable Lie algebra. When n = 2m, Q2m is a kind of naturally graded nilpotent
∗Corresponding author. E-mail address: dengsq@nankai.edu.cn.
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Lie algebras, which has been discussed in [6]. So we only need to concentrate on the case
N = Q2m+1 (m ≥ 2) with Lie brackets
[e1, ek] = ek+1, 2 ≤ k ≤ 2m, (1)
[ek, e2m+2−k] = (−1)
ke2m+1, 2 ≤ k ≤ m,
over the basis {e1, e2, · · · , e2m+1}. In previous articles the classification has been performed
on the following nilpotent Lie algebras: Heisenberg algebras Hn(n ≥ 1) ([7]), Abelian Lie
algebras an(n ≥ 1) ([8]), ‘triangular’ Lie algebras tn(n ≥ 2) ([9]), filiform Lie algebras Ln(n ≥
4) ([10]), quasifiliform algebras qn(n ≥ 4) ([11]).
The paper is organized as follows. In Section 2, we recall some basic concepts related
to Lie algebras and the definition of filiform algebras. In Section 3, we calculate the outer
derivations and automorphisms for Q2m+1, respectively, and obtain their matrix forms. Fi-
nally, in Section 5, we present the classification of the solvable Lie algebras with nilradical
Q2m+1.
2 Preliminaries
2.1 Basic concepts
Let g be a Lie algebra over a field F. The derived series g = g(0) ⊇ g(1) ⊇ · · · ⊇ g(k) ⊇ · · ·
is defined as
g
(0) = g, g(k) = [g(k−1), g(k−1)].
If there exists k ∈ N such that g(k) = 0, then g is called a solvable Lie algebra.
The lower central series g = g0 ⊇ g1 ⊇ · · · gk ⊇ · · · is defined as
g
0 = g, gk = [g, gk−1].
If there exists k ∈ N such that gk = 0, then g is called a nilpotent Lie algebra and the
smallest integer satisfying gk = 0 is called the nilindex of g.
Definition 1. [12] The Lie algebra g is called filiform if dimgk = n− k − 1 for k ≥ 1.
A derivation D of a Lie algebra g is a linear transformation of g such that
D([x, y]) = [D(x), y] + [x,D(y)]. (2)
If there exists an element z ∈ g such that
D = adz, i.e., D(x) = [z, x], ∀x ∈ g,
2
then the derivation is called an inner derivation. A derivation which is not inner will be called
an outer derivation.
2.2 Basic classification methods
Any solvable Lie algebra g contains a unique nilradical N . We will assume that N is
given, that is, we know the Lie brackets of N with respect to the basis {e1, e2, · · · , en}:
[ea, eb] =
n∑
c=1
Ccabec. (3)
We study the problem of the classification of all the solvable Lie algebras g with nilradical N .
This can be achieved by adding further elements h1, h2, · · · , ht to the basis {e1, e2, · · · , en}
to form a basis of g. Since the derived algebra of such a solvable Lie algebra is contained in
the nilradical ([13]), i.e.
[g, g] ⊆ N, (4)
we have
[hi, ea] =
n∑
b=1
(Hi)
b
aeb, 1 ≤ i ≤ t, 1 ≤ a ≤ n, (5)
[hi, hj ] =
n∑
a=1
raijea, 1 ≤ i, j ≤ t. (6)
Obviously, each hi is correspondent to one matrix Hi.
The matrix elements of the matrices Hi must satisfy certain linear relations following
from the Jacobi identities between the elements (hi, ea, eb). In addition, since N is the
maximal nilpotent ideal of g, the matrices Hi must satisfy another condition: no nontrivial
linear combination of them is a nilpotent matrix, that is, they are linearly nil-independent.
Now, we will consider the matrices Hi from the other hand. Let us consider the adjoint
representation of g, restrict it to the nilradical N and find ad|N (hi). It follows from the
Jacobi identities that ad|N (hi) is a derivation of N . Moreover, it is an outer derivation. In
other words, finding all sets of matrices Hi in (5) satisfying the Jacobi identities is equivalent
to finding all sets of outer nil-independent derivations of N :
D1 = ad|N (h1), · · · ,Dt = ad|N (ht).
Furthermore, in view of (4), the commutators [Di,Dj ] must be inner derivations of N . This
requirement determines the structure constants raij.
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Different sets of derivations may correspond to isomorphic Lie algebras. In terms of (5)
and (6), it means that a classification of the solvable Lie algebra g thus amounts to a classifi-
cation of the matrices Hi and the structure constants r
a
ij under the following transformations:
h˜i =
t∑
j=1
Gijhj +
n∑
a=1
Siaea, (7)
e˜a =
n∑
b=1
Rabeb, (8)
where G is an invertible t× t matrix, S is a t× n matrix and the invertible n× n matrix R
must be chosen so that the Lie brackets (3) are preserved.
3 The outer derivations of Q2m+1
The nilpotent Lie algebra Q2m+1 is defined by the Lie brackets (1) in the introduction.
From Section 2.2, we know that determining the set of outer derivations of N plays an
important role in classification. Now, we will describe explicitly the set of outer derivations
of Q2m+1.
First, we introduce some notations. Let
[ei, ej ] = Bije
α,
where B1j = (
j︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0) (2 ≤ j ≤ 2m), Bi,2m+2−i = (0, · · · , 0, (−1)
i) (2 ≤ i ≤ m),
other Bij
′s are zero row vectors and eα = (e1, e2, · · · , e2m+1)
T . Let D be an outer derivation
of Q2m+1. Suppose D(ei) =
2m+1∑
k=1
dikek. We have D = (dij)
2m+1
i,j=1 . Apply condition (2) to
basis elements ei and ej , that is
D[ei, ej ] = [Dei, ej ] + [ei,Dej ].
We obtain
BijD = di1B1j + · · · + di,2m+1B2m+1,j + dj1Bi1 + · · · + dj,2m+1Bi,2m+1. (9)
In the following, we discuss (9) with given i and j in order to get the matrix D.
(1) i = 1, 2 ≤ j ≤ m : (dj+1,1, · · · , dj+1,2m+1) = (0, 0, dj2, · · · , d11 + djj, · · · , dj,2m +
(−1)j+1d1,2m+2−j);
(2) i = 1, m+2 ≤ j ≤ 2m−1 : (dj+1,1, · · · , dj+1,2m+1) = (0, 0, dj2, · · · , d11+djj, · · · , dj,2m+
(−1)jd1,2m+2−j);
4
(3) i = 1, j = m+1 : (dm+2,1, · · · , dm+2,2m+1) = (0, 0, dm+1,2, · · · , d11+dm+1,m+1, · · · , dm+2,2m).
From the above three cases, we get
dj,k = 0, k < j (3 ≤ j ≤ 2m),
dj,k = d2,k−j+2, (3 ≤ j < k ≤ 2m),
d11 + djj = dj+1,j+1 (2 ≤ j ≤ 2m− 1).
Somewhat differently, when 2 ≤ j ≤ m, we have dj+1,2m+1 = dj,2m − (−1)
jd1,2m+2−j and
when m+ 2 ≤ j ≤ 2m− 1, we have dj+1,2m+1 = dj,2m + (−1)
jd1,2m+2−j .
(4) i = 1, j = 2m : (d2m+1,1, · · · , d2m+1,2m+1) = (0, · · · , 0, d11 + d12 + d2m,2m);
(5) i+ j = 2m+ 2, i ≤ m : ((−1)id2m+1,1, · · · , (−1)
id2m+1,2m+1) = (0, · · · , 0, (−1)
idii +
(−1)idjj);
From (4) and (5), we have d2m+1,k = 0 (1 ≤ k ≤ 2m), d2m+1,2m+1 = d11 + d12 + d2m,2m and
dii + djj = d2m+1,2m+1. Let d11 = α and d22 = β. It is easy to get dkk = (k − 2)α + β (3 ≤
k ≤ 2m), d2m+1,2m+1 = (2m− 2)α + 2β and d12 = β − α.
(6) i = 2, j = 3 : (0, · · · , 0) = (0, 0, 0, d21 , 0, · · · , 0, d2,2m−1 + d3,2m).
Obviously, d21 = 0. Up to now, we can get that D is an upper triangular matrix in the basis
{e1, e2, · · · , e2m+1} of Q2m+1. A further computation shows that
d2s = 0 (m+ 2 ≤ s ≤ 2m− 1 and s is odd ) when i = 2 and j = 2m+ 2− s;
d2t = 0 (3 ≤ t ≤ m+ 1) when i = m+ 3− t and j = m+ 1.
Therefore we have dj+1,2m+1 = (−1)
jd1,2m+2−j (m + 2 ≤ j ≤ 2m − 1) and dm+2,2m+1 =
d2,m−1 = 0.
Finally, according to the equivalence of classification (7), we can simplify the matrices
of the outer derivations by changing the basis in the space span{D1, · · · ,Dt}. Denote h˜k =
hk +
2m+1∑
i=1
aiei (1 ≤ k ≤ t). We have the following lemma.
Lemma 1. The outer derivation of Q2m+1 is upper triangular matrix in the basis {e1, e2, · · · ,
e2m+1}. The diagonal elements satisfy:
dkk = (k − 2)α + β (3 ≤ k ≤ 2m), d2m+1,2m+1 = (2m− 2)α + 2β,
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where d11 = α and d22 = β. The specific form of the matrix D is

αβ − α 0 · · · d1,m+10 0 0 · · · 0 0 d1,2m+1 − d2,2m+1
0 β 0 · · · 0 0d2,m+3 0 · · · 0 d2,2m 0
0 0 α+ β · · · 0 0 0 d2,m+3 · · · d2,2m−2 0 d2,2m
. . .
. . . d2,2m−2 0
. . .
. . . d2,2m−2
...
d2,m+3
d1,m+2
. . . 0
. . .
...
0 0 0 · · · 0 0 0 0 · · · 0 (2m− 2)α+ β 0
0 0 0 · · · 0 0 0 0 · · · 0 0 (2m− 2)α + 2β


(10)
when m is odd and

αβ − α 0 · · · d1,m+1 0 0 · · · 0 0 d1,2m+1 − d2,2m+1
0 β 0 · · · 0 d2,m+2 0 · · · 0 d2,2m 0
0 0 α+ β · · · 0 0 d2,m+2 · · · d2,2m−2 0 d2,2m
. . .
. . . d2,2m−2 0
. . .
. . . d2,2m−2
...
d2,m+2 − d1,m+2
. . . 0
. . .
...
0 0 0 · · · 0 0 0 · · · 0 (2m− 2)α+ β 0
0 0 0 · · · 0 0 0 · · · 0 0 (2m− 2)α + 2β


(11)
when m is even.
4 The automorphism of Q2m+1
As we explained in Section 2.2, to find all solvable Lie algebras with nilradical Q2m+1,
we must find all nonequivalent nil-independent outer derivation sets {D1, · · · ,Dt} of Q2m+1.
The equivalence is determined by the transformations (7) and (8). The transformation (7)
has been considered in Section 3. Here, we consider the transformation (8). Denote the
transformation by σ, we have e˜a = σ(ea). It should be noted that σ must remain the Lie
brackets, that is
[σ(ei), σ(ej)] = σ[ei, ej ]. (12)
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Obviously, σ is an automorphism of Q2m+1. In this section, we will determine the form of
automorphism of Q2m+1.
Let σ(ei) =
2m+1∑
k=1
aikek. Then


σe1
σe2
...
σe2m+1

 =


a11 a12 · · · a1,2m+1
a21 a22 · · · a2,2m+1
...
...
...
a2m+1,1 a2m+2,2 · · · a2m+1,2m+1




e1
e2
...
e2m+1


In short, (σe1, · · · , σe2m+1)
T = Aeα. By equation (12), we have
[ai1e1 + · · ·+ ai,2m+1e2m+1, aj1e1 + · · · + aj,2m+1e2m+1] = BijAe
α.
Furthermore,
(0, 0, ai1aj2 − ai2aj1, · · · , ai1aj,2m−1 − ai,2m−1aj1, (ai1aj,2m − ai,2maj1)+
(ai2aj,2m − ai,2maj2)− · · · + (−1)
m(aimaj,m+2 − ai,m+2ajm)) = BijA. (13)
Similarly to the method of discussing the derivation D, we discuss the equation (13) with
given i and j. It is easy to get that A is an upper triangular matrix and
a12 = q − p, akk = p
k−2q (3 ≤ k ≤ 2m),
a2m+1,2m+1 = p
2m−2q2, aij = p
i−2a2,j−i+2 (3 ≤ i < j ≤ 2m),
where p = a11 and q = a22. In addition, we can get the following three results:
(1) a2s = 0 (x < m+ 2 and s is odd ) when i = m+ 3− s and j = m+ 1;
(2) a2s = 0 (x ≤ m+ 1 and s is even ) when i = 2 and j = 2m+ 2− s;
(3) a2s = 0 (m+ 2 ≤ x ≤ 2m− 1 and s is odd ) when i = 3 and j = 2m+ 1− s.
Now, we can give the simplest form of the matrix A,

p q − p a13 · · · a1,m+2 a1,m+3 a1,m+4 · · · a1,2m−1 a1,2m a1,2m+1
0 q 0 · · · 0 a2,m+3 0 · · · 0 a2,2m a2,2m+1
0 0 pq · · · 0 0 pa2,m+3 · · · pa2,2m−2 0 a3,2m+1
. . . p2a2,2m−2 a4,2m+1
. . .
...
am+1,2m+1
0
. . . am+3,2m+1
. . .
...
0 0 0 · · · 0 0 0 · · · 0 p2m−2q a2m,2m+1
0 0 0 · · · 0 0 0 · · · 0 0 p2m−2q2


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when m is odd and

p q − p a13 · · · a1,m+1 a1,m+2 a1,m+3 · · · a1,2m−1 a1,2m a1,2m+1
0 q 0 · · · 0 a2,m+2 0 · · · 0 a2,2m a2,2m+1
0 0 pq · · · 0 0 pa2,m+2 · · · pa2,2m−2 0 a3,2m+1
. . . p2a2,2m−2 a4,2m+1
. . .
...
am+1,2m+1
0
. . . am+3,2m+1
. . .
...
0 0 0 · · · 0 0 0 · · · 0 p2m−2q a2m,2m+1
0 0 0 · · · 0 0 0 · · · 0 0 p2m−2q2


when m is even. It should be noted that
ai,2m+1 = (−1)
i+1pi−3qa1,2m+3−i (m+ 2 < i < 2m+ 1).
Suppose that an automorphism σ of Q2m+1 makes a transformation for the basis {e1, e2,
· · · , e2m+1}. Then σ can be treated as a transformation directly on D, i.e. σ acts on D as
σDσ−1. Obviously, D is equivalent to σDσ−1. Hence, we can further simplify D by using
automorphisms with the above form.
5 Classification of solvable Lie algebras with the nilradical
Q2m+1
Let Di be one of the outer derivations of Q2m+1. From Section 3, we know that the
diagonal elements of the matrix Di can be completely determined by αi and βi. Now, we
assume that {D1,D2,D3} are linearly independent outer derivations. According to the theory
of linear algebra, the equations
{
X1α1 +X2α2 +X3α3 = 0
X1β1 +X2β2 +X3β3 = 0
has nonzero solutions. Hence X1D1+X2D2+X3D3 can be a nilpotent matrix. In other words,
{D1,D2,D3} are not linearly nil-independent. So the number of nil-independent elements t
can be at most two.
Theorem 1. Any solvable Lie algebra g with nilradical Q2m+1 will have dimension dim g =
2m+ 2 or dim g = 2m+ 3.
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In the theorems, ‘solvable’ will always mean solvable, indecomposable, non-nilpotent.
For simplicity, in the matrix D, denote d2,k by dk (m + 2 ≤ k ≤ 2m), d1,m+1 by a,
d1,2m+1−d2,2m+1 by b, d1,m+2 by c (whenm is odd) and d2,m+2−d1,m+2 by c (whenm is even).
In the following, we will determine the solvable Lie algebra g.
5.1 The case dim g = 2m+ 2
The entire structure of g is determined by the matrix D. The Lie brackets of non-
nilpotent element h with the basis {e1, e2, · · · , e2m+1} of Q2m+1 are given by
[h, ei] = D(ei) =
2m+1∑
k=1
dikek.
We shall divide our discussion into two cases according to the values of the parameters α and
β, at least one of which must be nonzero. Note that, each of the following step is independent.
Only the values of the (1, 2m + 1)-element and c (m is even ) will be changed when we take
other changes. For simplicity, we still denote them by b and c.
(1) α 6= 0. We rescale D to put α = 1 and change the basis of Q2m+1
e˜1 = e1, e˜i = ei −
1
l − 2
dlei+l−2 (2 ≤ i ≤ 2m+ 3− l), e˜j = ej (2m+ 4− l ≤ j ≤ 2m+ 1).
Then we can change dm+3, dm+5, · · · , d2m (m is odd ) or dm+2, dm+4, · · · , d2m (m is even )
to zero sequentially. At the same time, the (1, l)-element turns into β−1
l−2 dl and the (2m+3−
l, 2m + 1)-element turns into 1−β
l−2 dl, where l ∈ {m + 3,m + 5, · · · , 2m} when m is odd and
l ∈ {m+4,m+6, · · · , 2m} when m is even. If l = m+2, only the (1,m+2)-element equals
β−1
m
dm+2. The (m+ 1, 2m+ 1)-element c is changed but can not be changed to its negative.
We still denote it by c.
If β 6= 2−m, we continue to change the basis e˜1 = e1 −
a
(m−2)+β em+1, which turns a to
zero.
If β 6= 3−2m2 , a further change of basis e˜1 = e1 −
b
(2m−3)+2β e2m+1 turns b to zero.
Now, all matrix elements in D are zeroes except the diagonal elements, c, the (1, l)-
element and the (2m + 3 − l, 2m + 1)-element, where l ∈ {m + 3,m + 5, · · · , 2m} when m
is odd and l ∈ {m + 2,m + 4, · · · , 2m} when m is even. It is easily seen that c can not be
changed to zero by any automorphism of Q2m+1. In addition, if β = 1, it is easy to see that
the (1, l)-element and the (2m+ 3− l, 2m+ 1)-element are zeroes. If β 6= 1, let
e˜1 = e1 −
dl
(l − 3) + β
el, e˜2m+3−l = e2m+3−l +
dl
(l − 3) + β
e2m+1.
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This change turns the (1, l)-element and the (2m+ 3− l, 2m+ 1)-element into zeroes, where
l ∈ {m + 3,m + 5, · · · , 2m} when m is odd and l ∈ {m + 4,m + 6, · · · , 2m} when m is
even. But if l = m+ 2, we can only change the (1,m + 2)-element to zero. Moreover, if the
value of β fails to change the corresponding matrix elements to zero, then we can choose the
automorphism
σ′ = diag(p,p, · · · ,p2m)
with appropriate p to change them to 1 (except this diagonal elements).
(2) α = 0, β 6= 0. We rescale D to put β = 1 and take the change
e˜1 = e1 − aem+1,
which transforms a to zero. We further change the basis
e˜1 = e1 −
b
2
e2m+1,
which turns b to zero. If now D is diagonal, it can not be further simplified. Let us assume
that D is not diagonal. All we can do is to use the transformation σ′ to change one of the
nonzero elements to 1. In summarizing, we have proved:
Theorem 2. Seven types of solvable Lie algebras with dimension 2m + 2 exist for m ≥ 2.
They are mutually non-isomorphic and can be represented as the following:
(1) g2m+2,1 : [h, e1] = e1 + (β − 1)e2, [h, ei] = (i − 2 + β)ei (2 ≤ i ≤ 2m, i 6= m +
1), [h, em+1] = (m− 1 + β)em+1 + µe2m+1, [h, e2m+1] = (2m+ 2β − 2)e2m+1.
(2) g2m+2,2 : [h, e1] = e1−me2, [h, ei] = (i−m−1)ei (2 ≤ i ≤ 2m, i 6= m+1), [h, em+1] =
µe2m+1 when m is odd;
[h, e1] = e1 −me2 + νem+2, [h, ei] = (i−m− 1)ei (2 ≤ i ≤ 2m, i 6= m+ 1), [h, em+1] =
µe2m+1 when m is even.
(3) g2m+2,3 : [h, e1] = e1 + (1 − m)e2 + µem+1, [h, ei] = (i − m)ei (2 ≤ i ≤ 2m, i 6=
m+ 1), [h, em+1] = em+1 + νe2m+1, [h, e2m+1] = 2e2m+1.
(4) g2m+2,4 : [h, e1] = e1 + (
1
2 −m)e2 + µe2m+1, [h, ei] = (i−m−
1
2 )ei (2 ≤ i ≤ 2m, i 6=
m+ 1), [h, em+1] =
1
2em+1 + νe2m+1, [h, e2m+1] = e2m+1.
(5) g2m+2,5 : [h, e1] = e1 − e2, [h, ei] = (i − 2)ei (3 ≤ i ≤ 2m, i 6= m + 1), [h, em+1] =
(m− 1)em+1 + µe2m+1, [h, e2m+1] = (2m− 2)e2m+1.
(6) g2m+2,6 : [h, e1] = e1 + (β − 1)e2 − d3−βe3−β, [h, ei] = (i− 2 + β)ei (2 ≤ i ≤ 2m, i 6=
m+ 1, 2m+ β), [h, em+1] = (m− 1 + β)em+1 + µe2m+1, [h, e2m+β ] = (2m+ 2β − 2)e2m+β +
d3−βe2m+1, [h, e2m+1] = (2m+ 2β − 2)e2m+1, where β ∈ {−2m+ 3, · · · ,−m− 2,−m} when
m is odd and β ∈ {−2m+ 3, · · · ,−m− 3,−m− 1} when m is even.
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(7) g2m+2,7 : [h, e1] = e2, [h, ei] = ei +
m∑
k=[m+1
2
]+1
d2kei+2k−2 (2 ≤ i ≤ 2m, i 6= m +
1), [h, em+1] = em+1 + µe2m+1, [h, e2m+1] = 2e2m+1.
In all classification, µ = 0 or 1 and ν ∈ F.
Corollary 1. g2m+2,3 can not exist for m = 2.
5.2 The case dim g = 2m+ 3
Since any nonzero linear combinations of D1,D2 can not be nilpotent matrix, there are
only one case: α1 = 1, β1 = 0 and α2 = 0, β2 = 0.
First, we take D1 to its simplest form by changing the basis of Q2m+1:
D1 =


1 −1 0 · · · 0 0 0 0
0 0 0 · · · 0 0 0 0
0 0 1 · · · 0 0 0 0
. . .
...
. . . µ
. . .
...
. . . 0
0 0 0 · · · 0 0 0 2m− 2


,
where the value of u can only be 0 or 1. Let D2 be the form of matrix (10) or (11). Since
[D1,D2] ∈ B =span{ade1, ade2, · · · , ade2m+1}, we compare [D1,D2] with matrix B and im-
mediately get
D2 =


0 1 0 · · · 0 0 0 0
0 1 0 · · · 0 0 0 0
0 0 1 · · · 0 0 0 0
. . .
...
. . . µ
m−1
. . .
...
. . . 0
0 0 0 · · · 0 0 0 2


.
In addition, [D1,D2] = 0.
Now, the corresponding Lie bracket of non-nilpotent elements h1 and h2 with {e1, e2, · · · ,
e2m+1} can be determined. It remains to fix the Lie bracket between h1 and h2. Note that
D1 and D2 are commuting matrices, which means the Lie bracket of h1 and h2 must in the
center of Q2m+1, i.e. [h1, h2] = γe2m+1. The transformation
h˜1 = h1 +
γ
2
e2m+1, h˜2 = h2
11
turns γ to zero while leaving other Lie brackets invariant. In summarizing, we get:
Theorem 3. There is only one type of solvable Lie algebra of dimg = 2m+3 with nilradical
Q2m+1. Its Lie brackets are given by:
[h1, e1] = e1 − e2, [h1, ei] = (i− 2)ei (3 ≤ i ≤ 2m, i 6= m+ 1),
[h1, em+1] = (m− 1)em+1 + µe2m+1, [h1, e2m+1] = (2m− 2)e2m+1,
[h2, e1] = e2, [h2, ei] = ei (2 ≤ i ≤ 2m, i 6= m+ 1),
[h2, em+1] = em+1 +
µ
m− 1
e2m+1, [h2, e2m+1] = 2e2m+1,
[h1, h2] = 0,
where u = 0 or 1.
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