Distributed opportunistic scheduling (DOS) is studied for wireless ad hoc networks in which many links contend for a channel using random access before data transmission. Simply put, DOS involves a process of joint channel probing and distributed scheduling for ad hoc (peer-to-peer) communications. Since, in practice, link conditions are estimated with noisy observations, the transmission rate must be backed off from the estimated rate in order to avoid transmission outages. Then, a natural question to ask is whether or not it is worthwhile for the link with successful contention to perform further channel probing to mitigate estimation errors, at the cost of additional probing. Thus motivated, this work investigates DOS with two-level channel probing by optimizing the tradeoff between the throughput gain from more accurate rate estimation and the resulting additional delay. By capitalizing on optimal stopping theory with incomplete information, it is shown that the optimal scheduling policy is threshold-based and is characterized by either one or two thresholds, depending on network settings. Necessary and sufficient conditions for both cases are rigorously established. In particular, this analysis reveals that performing second-level channel probing is optimal when the first-level estimated channel condition falls in between the two thresholds. Numerical results are provided to illustrate the effectiveness of the proposed DOS with two-level channel probing. This study is also extended to the case with limited feedback, in which the feedback from the receiver to its transmitter takes the form of (0 1 ).
I. INTRODUCTION
C HANNEL-AWARE scheduling has recently emerged as a promising technique to harness the rich diversities inherent in wireless networks. In channel-aware scheduling, a joint physical layer (PHY)/medium access control (MAC) optimization is utilized to improve network throughput by scheduling links with good channel conditions for data transmissions [1] - [3] . While most existing studies focus on centralized scheduling (see, e.g., [2] - [6] ), some initial steps have been taken by the authors to develop distributed opportunistic scheduling (DOS) to reap multiuser diversity and time diversity in wireless ad hoc networks [7] . The DOS framework considers an ad hoc network in which many links contend for the same channel using random access, e.g., carrier-sense multiple access (CSMA). However, random access protocols provide no guarantee that a successful channel contention is necessarily attained by a link with good channel conditions. From a holistic perspective, a successful link with poor channel conditions should forgo its data transmission and let all links recontend for the channel. This is because after further channel probing, it is more likely for a link with better channel conditions to take the channel, yielding possibly higher throughput. In this way, multiuser diversity across links and time diversity across time can be exploited in a joint manner. However, each channel probing incurs a cost of contention time. The desired tradeoff between the throughput gain from better channel conditions and the cost for further probing reduces to judiciously choosing an optimal rule for stopping channel probing for throughput maximization. Using optimal stopping theory (OST), it is shown in [7] that the optimal scheduling scheme turns out to be a pure threshold policy: The successful link proceeds to transmit data only if its supportable rate is higher than the predesigned threshold; otherwise, it skips the transmission opportunity and lets all other links recontend. In general, threshold-based scheduling uses local information only, and hence it is amenable to easy distributed implementation in practical systems.
The initial study of DOS [7] hinges upon a key assumption that the channel state information (CSI) is perfectly available at the receiver. In practice, the link rates are estimated with noisy observations. It is shown in [8] that the signal-to-noise ratio (SNR) estimated by the minimum mean squared error (MMSE) method is larger than the "actual SNR" due to the estimation error noise. Thus, the transmission rate must be backed off from the estimated rate in order to avoid transmission outages. Our initial steps in [9] show that the optimal scheduling policy under noisy channel estimation still has a threshold structure.
Despite their robust performance under noisy channel estimation, the linear backoff schemes proposed in [9] are reactive in nature and back off the rate by a factor proportional to the channel estimation errors, which may lead to severe throughput degradation, especially in the low-SNR regime (where a more conservative rate backoff is needed). Recently, wideband communications (e.g., ultrawideband) have attracted significant attention [10] , owing to their low-power operation and the ability to coexist with other legacy networks, etc. The great potential of wideband communications gives an impetus to address the problem of throughput degradation, due to estimation errors, in the low-SNR (wideband) regime. More specifically, to circumvent this drawback, a plausible solution is to mitigate the rate estimation errors by performing further channel probing. In the sequel, we refer to the initial rate estimation performed during the channel contention as "first-level probing," whereas the subsequent probing performed after the successful contention is referred to as "second-level probing." Clearly, the improved rate estimation obtained with second-level probing enables the desired link to make more accurate decisions. However, the advantages of second-level probing come at the price of additional delay. This gives rise to two important questions: 1) Is it worthwhile for the link with successful contention to perform further channel probing to refine the rate estimate, at the cost of additional probing? 2) While there is always a gain in the transmission rate due to the refinement, how much can one bargain with the additional probing overhead?
We shall answer these questions by considering distributed opportunistic scheduling with two-level channel probing. Based on two recent advances in optimal stopping theory, namely optimal stopping with two-level incomplete information [11] and statistical versions of "prophet inequalities" [12] , we provide a rigorous characterization of the scheduling strategy that optimizes the tradeoff between the throughput gain achieved by second-level channel probing and the resulting additional delay. It is shown that the optimal scheduling strategy is threshold-based and is characterized by either one or two thresholds, depending on the system parameters. By establishing the corresponding necessary and sufficient conditions for these two cases, we show that the second-level probing can significantly improve the system throughput when the estimated rate via first-level probing falls in between the two thresholds. In such scenarios, the cost of additional delay can be well justified by the throughput enhancement using the second-level channel probing. We elaborate further on this in Section III. Finally, through numerical results, we illustrate the effectiveness of the proposed scheduling scheme.
Before proceeding further, the main contributions distinguishing this work from other existing works should be emphasized. OST under two levels of incomplete information is addressed with the objective of maximizing the net return in [11] ; in contrast, we study OST with two levels of probing as applied to DOS with the objective of maximizing the rate of return (i.e., the throughput). We study distributed opportunistic scheduling for ad hoc communications under noisy conditions where the rate estimate is available only after a successful channel contention; this is clearly different from [8] , which considers centralized scheduling assuming that the rate estimates of all links are available a priori at the base station. Despite the fact that both this work and [9] study distributed opportunistic scheduling with imperfect information, this work concentrates on proactively improving throughput by enhancing rate estimation, whereas [9] proposes to passively reduce data rate to avoid transmission outages. Another related work [13] uses optimal stopping theory to investigate the intrinsic tradeoff between energy and delay in distributed data aggregation and forwarding in sensor networks.
The rest of the paper is organized as follows. In Section II, we provide a brief introduction to the optimal stopping theory, discuss the system model, and provide background on DOS with only first-level probing in noisy environments. In Section III, we present second-level channel probing and characterize the optimal DOS with two-level probing. We also present numerical results to illustrate the gain due to two-level probing. In Section IV, we extend our study to the case where there is limited feedback from the receiver to its transmitter. Finally, Section V contains our conclusions.
Notation: denotes the amplitude of the enclosed complex-valued quantity.
denotes the set of nonnegative real numbers. We use for and for expectation.
II. BACKGROUND AND SYSTEM MODEL

A. Preliminaries on Optimal Stopping Theory
As noted above, in an ad hoc communication network with many links, when a link discovers that its channel condition is "relatively poor" after a successful channel contention, it can either transmit or skip this opportunity so that, in the next round, some link with a better condition would have the chance to transmit. This is intimately related to the optimal stopping problem in sequential analysis [14] . Simply put, optimal stopping theory is concerned with the problem of choosing a strategy for deciding when to take a given action based on the past events in order to maximize an average return, where return is the net gain (the difference between the reward and the cost). The corresponding strategy is called an optimal stopping rule.
More specifically, let denote a sequence of random variables, and a sequence of real-valued reward functions. The reward is if the strategy chooses to stop at time . The theory of optimal stopping is concerned with determining the stopping time to maximize the expected reward ; and in general, a stopping rule (or a stopping time) (cf. [14] ) is defined to be a random variable such that , where is the -algebra generated by . This is equivalent to saying that the decision to transmit at a slot depends only on the sequence . A good introduction to optimal stopping theory can be found in [14] , [15] , or [16] .
B. System Model
Consider a single-hop ad hoc network in which links contend for the channel using random access. A collision model is assumed for random access, in which a channel contention of a link is said to be successful if no other links transmit at the same time. Let be the probability that link contends for the channel, . Then, the overall successful contention probability is given by (cf. [17] ). For ease of exposition, we assume that the contention probabilities remain fixed (see [18] for a study with adaptive contention probabilities). We define the random duration of achieving one successful channel contention as one round of channel probing. Clearly, the number of slots in each probing round, , is a geometric random variable, i.e.,
. Denoting the slot duration by , the corresponding random duration for one probing round thus becomes , with its expected value being . In a nutshell, each round of channel probing consists of two phases-namely, channel contention and channel estimation. We assume that a link can estimate its link conditions (hence the transmission rate) after a successful contention. 1 Let denote the successful link in the -th round of channel probing, and denote the corresponding transmission rate. Due to the time-varying nature of wireless channels, is random. Following the standard assumption on block fading channels in wireless communications [19] , we assume that the channel remains constant for a duration of . When an estimate of the transmission rate is available, the successful link may decide to transmit over a duration of , if the rate is high enough, or may skip it 2 and allow all links to recontend in the hope that another link with a better channel will take the channel later.
To get a more concrete sense of joint channel probing and distributed scheduling, we depict, in Fig. 1 , an example with rounds of channel probing and one single data transmission. Specifically, suppose after the first round of channel probing with a duration of slots, the rate of link is very small (indicating a poor channel condition); as a result, gives up this transmission opportunity and lets all links recontend. Then, after the second successful contention with a duration of slots, link also gives up the transmission because its rate is also small. This continues for rounds until link transmits because its transmission rate is good. Clearly, there exists a tradeoff between the throughput gain from better channel conditions and the cost for further probing.
In [7] , we show that the process of joint channel probing and distributed scheduling can be treated as a team optimization problem in which all links collaborate to maximize rate of return (the average throughput). Specifically, as illustrated in Fig. 1 , after one round of channel probing, a stopping rule decides whether the successful link carries out data transmission or simply skips this opportunity to let all links recontend. Let be the total system time, defined as the sum of the contention time and the transmission duration, where is the number of slots in the th probing round.
It turns out that the optimal DOS strategy achieving the maximum throughput hinges on the optimal stopping rule , which yields the maximal rate of return . That is (1) and (2) where (3) It is clear that plays a critical role in distributed opportunistic scheduling. In practice, rate estimates are seldom perfect. It is shown in [8] that the rate corresponding to the estimated SNR tends to be greater than the actual rate, and subsequently the transmission rate must be backed off from the estimated rate to avoid outages. Then, a natural question to ask is whether it is worthwhile for the link with successful contention to perform further channel probing to refine the channel estimate, at the cost of additional probing overhead, and how much can one bargain?
Intuitively speaking, when the transmission rate is small, it makes sense to give up the transmission since the gain due to rate refinement would be marginal due to the poor link conditions. On the other hand, when the rate is large enough, it may not be advantageous to perform additional probing as the improvement is meager. It is natural to expect that there exists a "gray area" between these extremes where significant gains are possible by refining the rate estimate with additional probing. In what follows, we seek a clear understanding of the above fundamental issues.
To this end, we present the PHY-layer signal model first. The received signal corresponding to can be written as 3 (4) where is the normalized receiver SNR, is the channel gain for link is the transmitted signal with , and is additive white Gaussian noise (AWGN) with unit variance. In this work, we consider a homogeneous network in which all links are subject to independent Rayleigh fading, with identical channel statistics. Note that and are the channel coefficients corresponding to the link with successful contention in the th round of probing and that in the th round of probing. With this observation, we assume that and are independent for . This is a practically valid assumption because the likelihood of one link (say link ) achieving two consecutive successful channel probings, , is fairly small, especially when the number of links in the network is large. Furthermore, even if the same link successfully obtains two consecutive channel contentions, the channel conditions corresponding to the two consecutive successful channel probings are independent since the channel probing duration in between is designed to be comparable to the channel coherence time. As shown in [7] , when , and , the probability that the correlation across two adjacent successful contentions is no greater than 0.1 is 0.903. Summarizing, it is quite reasonable to impose the assumption on the channel independence between two successful channel contentions.
Without loss of generality, to simplify our exposition, we make the following simplifications: We focus on the th probing round and omit the temporal index whenever possible. We use , and to denote , and , respectively, in the sequel. For convenience, the parameter is normalized to be unity, i.e., . When perfect CSI is available to the link, as assumed in [7] , the instantaneous supportable data rate is given by the Shannon channel capacity (5) where is the bandwidth. Observe that are independent and identically distributed (i.i.d.) due to the assumption that are independent and homogeneous. To facilitate our analysis, we concentrate our following investigation in the low-SNR (wideband) regime, assuming and . It is well known that a decrease in SNR estimation error can only increase the rate of communication. For cases with wideband signaling (e.g., in the low-SNR regime), where an increase in the SNR results in a linear increase in the throughput, obtaining more accurate estimates of the SNR can yield substantial benefits.
C. DOS With One-Level Probing
In this section, we briefly examine DOS with one-level channel probing in the low SNR regime (cf. [9] ). Let be the training length, and , where is the symbol duration. We assume that as . We further assume that the rate estimation is performed via minimum mean square error (MMSE) estimates of the channel coefficient . It follows that , the MMSE estimate of , is given by [20] 
Accordingly, we can express in terms of and the estimation error as follows:
where (8) and (9) Based on the orthogonality principle, and are uncorrelated.
Without perfect CSI, the link employs the estimated SNR as the basis for distributed scheduling. However, since the channel estimation error behaves as an additive Gaussian noise, the actual instantaneous SNR of the link is given by [ 
where the effect due to channel estimation errors is subsumed in the noise term. 4 Inspection of (10) reveals that is always smaller than the estimated SNR in the presence of channel estimation errors. As a result, an outage occurs if the link transmits at a data rate specified by . To circumvent this problem, a linear backoff scheme is proposed in [9] to reduce the data rate. More specifically, the estimated SNR is linearly backed off to , where is the backoff factor with . Under imperfect information, the transmission rate in the low-SNR wideband region simplifies to (11) The steps leading to the above equation are discussed in Appendix A. 5 For convenience, let be the cost per unit system time, where the system time encompasses the contention time, the probing time, and the transmission time. It follows that a successful channel contention incurs an average cost of , whereas the data transmission for a duration of entails a cost . It takes a total duration of to reach the th round of probing. After the th round of probing and computing its rate , the successful link has the following options:
1) transmit at rate for a time duration of (the corresponding reward is ); or 2) defer transmission and let all nodes recontend (the corresponding reward is the expected return). Note that the cost of probing, , is common to both options. Clearly, the basis for distributed opportunistic scheduling with one-level probing is the observation sequence . Using [7, Proposition 3.1], we can show that the optimal DOS policy with noisy channel estimation still has a threshold structure, given by where the optimal threshold is given as the solution to the following Bellman optimality equation:
Furthermore, is the corresponding throughput. The above result reveals that the optimal stopping rule is a pure threshold policy, and the stopping decision can be made based on the current rate only. Accordingly, the optimal channel probing and scheduling strategy takes the following simple form: If the successful link discovers that its current rate is higher than the threshold , it transmits the data with rate ; otherwise, it skips this transmission opportunity (e.g., by skipping the CTS), and then the links recontend.
III. DOS WITH TWO-LEVEL PROBING
In this section, we characterize the optimal DOS with twolevel probing, i.e., the links may choose to refine their rate estimates before making a decision on whether to transmit or not. We illustrate, in Fig. 2 , the underlying rationale behind DOS with two-level probing. In the following, we detail the procedure with second-level probing, and then cast DOS with two-level probing as a problem of maximal rate of return, using optimal stopping theory with incomplete information. We then characterize the corresponding structure and provide a complete description of the optimal strategy.
A. Second-Level Probing
To improve the estimation accuracy, the receiver of the successful link can request its transmitter to send another pilot packet at the cost of a part of the data transmission duration allotted to it. More specifically, in addition to the pilot symbols sent during the first-level probing, the receiver obtains a refined MMSE estimate of by exploiting the newly transmitted pilot symbols of length during second-level probing (of duration ). Then, the link uses the remaining of the time for the data transmission. We let denote this refined estimate of , obtained via two-level probing. We can show that (13) Furthermore, the estimate and the corresponding estimation error are uncorrelated, where
and (15) Finally, the resulting data rate is computed as (16) where is the corresponding linear rate backoff factor. Next, we establish the relationship between the estimates due to first-level and second-level probings. Simply put, we are interested in obtaining an estimate of from . Applying the Gram-Schmidt orthogonalization procedure, we can transform into orthogonal components. Then, we project onto these components to represent as (see [ 
Thus, it follows that the expected rate of the second-level probing conditioned on the rate due to first-level probing obeys the following relationship:
where , and . We note that can be interpreted as the expected relative rate gain due to the secondlevel probing.
B. Scheduling Options and Rewards
In what follows, we devise DOS with two levels of probing using optimal stopping theory. Drawing on the ideas from [14] , we show that optimizing the network throughput via DOS can be cast as a maximal rate of return problem.
Consider the example in Fig. 1 . It takes a total duration of to reach the th round of probing. After the th round of probing, the successful link has the following three options after computing its rate 1) transmit at rate for a time duration of ; 2) defer transmission and let all nodes recontend; or 3) perform second-level probing to obtain the new rate , and then decide whether to transmit at for a time duration of or to defer and recontend. Clearly, the basis for distributed opportunistic scheduling with two-level probing is the observation sequence , with the option of skipping . We emphasize that the transmission duration after second-level probing reduces to
, in contrast to the duration of 1 after first-level probing.
Let and be the decision sequences after is observed. In particular, refers to transmitting at the current rate, means giving up the transmission and recontending, while indicates engaging in the second-level probing. Furthermore, when , final decision hinges on : If , the link transmits at the refined rate, whereas if , the link gives up the transmission and lets all nodes recontend.
Let be a stopping rule such that where is the -algebra generated by . Stopping rule is given by or and Let be the total time, given by which is the sum of total contention time (and time due to second-level probing, when performed) and the data transmission duration, with being the indicator function.
Let be the cost per unit system time. Then, the successful contention with first-level probing incurs an average cost of , the second-level probing incurs a further cost of , whereas the data transmission for a duration of entails a cost . Then, the expected net reward (expected return) is given by (19) where is the transmission rate after the th probing round and is given by
The corresponding rate of return is . The maximal expected return is given by (20) Note that the expected return depends on the decision functions , and the cost . The principal objective is to maximize the rate of return (i.e., the throughput) of the DOS with two-level probing, defined as Summarizing, we are interested in seeking a stopping rule that obtains . The following lemma relates the optimal throughput to the expected optimal return and guarantees the existence of such an optimal stopping rule.
Lemma 1: For DOS with two-level probing, the optimal stopping rule exists. Furthermore, is attained at , and satisfies Proof: See Appendix B. Next, we derive the optimality equation for DOS with twolevel probing.
We begin by considering the option of second-level probing and introducing its associated reward function. Suppose after observing , the link performs a second-level probing to obtain , and then uses an optimal strategy thereafter. Then, with , it may choose to transmit at rate for a duration of , or it could defer and recontend. Note that the reward associated with the transmission is , and the reward associated with forgoing the transmission is the expected return . Therefore, the link engages in a transmission if and defers its transmission if . In a nutshell, the expected net reward corresponding to the secondlevel probing is then given by (21) where is the conditional cumulative distribution function (cdf) of , given . Note that is a noncentral distribution with two degrees of freedom. Furthermore, both and are exponentially distributed. We use to denote the cdf of . Finally, it can be shown that and .
Upon observing after the th probing round, the link can obtain one of the following three rewards: 1)
: the reward obtained by transmitting at a rate ; 2) : the reward obtained by forgoing the current opportunity and recontending (the maximal expected return); or 3)
: the reward obtained by resorting to refining the rate via second-level probing. The optimal strategy for the link is to choose the option that yields the maximum of the above rewards. Therefore, the optimality equation of DOS with two-level probing can be represented by the following Bellman optimality equation:
where has same distribution as . Note that in the discussions above, we have factored out the cost for obtaining the first successful channel probing, i.e., , since it is common to all three returns. From Lemma 1, when the throughput, as a function of , reaches its maximum, we have that at . Thus, (22) can be rewritten as (23) Inspection of (23) indicates that the second-level probing is optimal when and for some . It is worth noting that the following fact holds:
(24)
Note that corresponds to the throughput of PHY-oblivious scheduling, which is a single-level probing scheme with zero threshold. This can be achieved by the degenerate stopping rule, which stops at the very first time.
C. Structure of Optimal Scheduling Strategy
We next proceed to study the structure of the optimal scheduling strategy. Essentially, the optimal strategy takes a threshold form. Depending on the specific network setting, the optimal strategy may admit one of the two intuitively reasonable types, namely Strategy A and Strategy B. Generally speaking, under Strategy A, it is always optimal to demand additional information when the estimated rate lies between two thresholds. This is the case when the gain due to second-level probing is comparable with the additional overhead. In contrast, under Strategy B, there is never a need to appeal to second-level probing. This case occurs for example, when the improvement due to the refinement is dominated by the probing overhead. An extreme example of this case is when perfect CSI is available to the transmitter.
Before we state the main result on the optimal strategy, we define . Intuitively speaking, represents the expected gain achieved by second-level probing compared to directly transmitting at the current rate. Thus, if , performing second-level probing is a better option than directly proceeding to data transmission. We need the following lemmas before characterizing the structure of the optimal scheduling strategy.
Lemma 2: and are characterized by the following properties: i) is monotonically increasing in with , and when . ii) For is monotonically decreasing in with and . Proof: See Appendix C. Remarks: Observe that the above conditions are stated in terms of the design variables (e.g., and ). It is clear that , since is the relative gain due to rate refinement and cannot be greater than the optimal throughput . Thus, in the extreme case, where , we have the pessimistic bound , based on which it suffices to have to guarantee that Condition i) holds. We, however, caution that is only a sufficient condition. Also, it is easy to satisfy the condition in ii) by choosing , where . Lemma 3: There exists at most one solution, in terms of to the following system of equations:
(25) Recall that and are the solutions to and , respectively. From Lemma 2, it is easy to see that there is at most one pair satisfying (25). Similarly, since and intercept at , there exists at most one due to the monotonic nature of and . For convenience, let denote the solution to (25) with , and be the solution to (12) . Using the above lemmas, we obtain the following result on the structure of optimal scheduling strategy.
Theorem 1: The optimal strategy for DOS with two-level probing takes one of the two forms.
[Strategy A] It is optimal for the successful link: i) to transmit immediately after the first-level probing if ; ii) to give up the transmission and let all links recontend if ; or iii) to engage in second-level probing if ; upon computing the new rate , transmit at rate if , or give up the transmission otherwise. Furthermore, the throughput under Strategy A is .
[Strategy B] There is never a need to perform second-level probing. That is, it is optimal for the successful link to transmit at the current rate if or to defer its transmission and recontend otherwise. Furthermore, the throughput under Strategy B is .
Proof: The proof can be found in Appendix D. Illustrations for the structures of Strategy A and Strategy B are depicted in Figs. 3 and 4 , respectively.
D. Optimality Conditions
In previous sections, we have studied DOS with two-level probing within the OST framework and characterized the structure of optimal scheduling strategies. Our findings reveal that optimal scheduling may take either of two forms: Strategy A or Strategy B. The next key step is to determine the conditions under which it is optimal to use Strategy A or Strategy B. We show that this can be easily determined by performing a threshold test on the function . We have the following theorem.
Theorem 2: Strategy A is optimal if ; else, Strategy B is optimal.
Proof: See Appendix E.
E. Numerical Results
In this section, we provide a numerical example to illustrate the effectiveness of the proposed DOS with two-level probing under noisy estimation. Specifically, we compare the performance of the proposed DOS with two-level probing to that of DOS with one-level probing and PHY-oblivious scheduling. The baseline for comparison is the PHY-oblivious scheduling that does not make use of any link-state information. We focus on the relative gain over PHY-oblivious scheduling, which is a function of and is defined as
We set , and so that and . Fig. 5 depicts the performance comparison. It is clear that the relative gain achieved by DOS with two-level probing substantially outperforms that obtained by DOS with one-level probing. Observe that the performance gain is significant in the low-SNR regime (i.e., smaller values of ). As increases, the relative gain of DOS with two-level probing approaches that of DOS with one-level probing, and our intuition is that, for higher values of , the cost of overhead offsets that of the rate gain due to additional probing. Accordingly, the "gray area" between two thresholds ( and ) collapses, and the optimal strategy degenerates to Strategy B, which is essentially DOS with first-level probing.
IV. DOS WITH TWO-LEVEL PROBING: A CASE WITH LIMITED FEEDBACK
In the above studies, it is assumed that for the link with successful contention, its transmitter knows the rate estimate for data transmissions. In some practical scenarios, there is only limited feedback from the receiver to the transmitter. With this motivation, we extend the study of DOS with two-level probing to the case where the feedback from the receiver to its transmitter takes the form . More specifically, the decisions from the receiver to the transmitter are conveyed by using "NACK/ACK/ERASURE" signaling, where "NACK" is represented by "0" corresponding to the decision of defer and recontend, "ACK" by "1" corresponding to the decision of transmit, and "ERASURE" by "e" indicating that the rate estimate falls in the gray area.
A. One-Level Probing
We first consider DOS with one-level probing, with 1-bit feedback from the receiver to its transmitter. The basic idea is as follows. A constant transmission rate, denoted as , is predetermined and known to the transmitter, and the data transmission takes place only when the 1-bit feedback is "1." A central problem here is to design the transmission strategy for maximal throughput. Let be the price function per unit time. Then, given its current rate estimate , the successful link in the th probing has two options:
• "1"-transmit at rate , and the corresponding reward is ; or • "0"-defer and recontend, with the expected reward of . Clearly, there is an average cost of for every successful contention.
Let
be the optimal throughput.
Then, based on Lemma 1, the optimality equation is given by
As a result, we can show that the optimal policy in this case still has a threshold structure with being the threshold. Furthermore, noting that , we conclude that the average throughput is given as Observe that is a function of . For a given stopping rule, can be chosen to maximize the throughput, i.e., the optimal transmission rate and the corresponding throughput obey and It can be shown that is the solution to (27) It follows that the optimal throughput is given by (28)
B. Two-Level Probing
Next, we study DOS with two-level probing, with the feedback taking the form of . Along the same line as in the studies in Section III, the receiver of the successful link, depending on its rate estimate , presents three options to its transmitter:
• "1"-transmit at the rate ; • "0"-defer and recontend; or • " "-perform a second-level probing to obtain , and then decide: -"1"-to transmit at rate ; or -"0"-to defer and recontend. Define , which represents the optimal throughput for the given . By Theorem 1, this corresponds to . Since is the function of the rate , we further maximize the throughput over all choices of by defining .
We can write the expected net reward function corresponding to the second-level probing as which can be further simplified as
The optimality equation in this case is given by
The following lemma gives useful bounds on the optimal throughput.
Lemma 4: For a given transmission rate , the optimal throughput satisfies the inequalities where Remarks: a) The lower bound is obtained by using a strategy where the successful link always performs a second-level probing, and then decides to transmit for a duration of or to recontend. b) The upper bound is achieved by a genie-aided scheme, where the successful link contends only when its channel is good and there is no transmission outage. Next, we turn our attention to structural properties of the optimal strategy. For convenience, define the relative gain function as which in turn gives a threshold below which the option of "defer and recontend" is optimal. From the properties of , it is also clear that for all , it is optimal to transmit immediately without a second-level probing. Therefore, the interval defines the gray area where one could benefit from performing a second-level probing.
We note that the throughput, denoted by , is the parameter to be optimized over the thresholds and . Combining (29) and (32), we establish (30) and (31)-shown at the bottom of the next page-that relate three key parameters, namely the lower threshold , the transmission rate , and the throughput . It can be seen from (30) and (31) that and , indicating that . Then, can be chosen to maximize , i.e., and Accordingly, the optimal is given by Let be the set of parameters obtained as outlined above. Also, let be the solution to (27) . The optimal strategy in the case with limited feedback is given by the following result.
Theorem 3: The optimal strategy for DOS with two-level probing, with feedback, takes one of the two forms. [Strategy A] It is optimal for the receiver of the successful link to: i) feed back "1" if , indicating to transmit at rate immediately after the first-level probing; ii) feed back "0" if , indicating to give up the transmission and let all links recontend; or iii) feed back "e" if , indicating to engage in second-level probing; upon computing the new rate : a) feed back "1" if , indicating to transmit at rate ; or b) feed back "0" if , indicating to give up the transmission and recontend. Furthermore, the throughput under Strategy A is . [Strategy B] There is never a need to perform second-level probing. That is, it is optimal for receiver of the successful link to: i) feed back "1" if , indicating to transmit at rate ; or ii) feed back "0" if , indicating to give up the transmission and recontend. Furthermore, the throughput under Strategy B is .
Proof: The proof follows the same line of that for Theorem 1.
V. CONCLUSION
We have considered distributed opportunistic scheduling for single-hop ad hoc networks in which many links contend for the same channel using random access. Specifically, we have investigated DOS with two-level channel probing by optimizing the tradeoff between the throughput gain from more accurate rate estimation and the corresponding probing overhead. Capitalizing on optimal stopping theory with two-level incomplete information, we have shown that the optimal scheduling policy is threshold-based and is characterized by either one or two thresholds, depending on system settings. We have also identified optimality conditions. In particular, our analysis reveals that DOS with second-level channel probing is optimal when the first-level estimated rate falls in between the two thresholds. By a numerical example, we have illustrated the effectiveness of the proposed DOS with two-level channel probing. Finally, we considered the extension of DOS with two-level probing to the case where there is limited feedback, of the form , from the receiver to its transmitter.
In this work, we have considered DOS with two-level probing, where it is assumed that the refinement of the rate estimate is carried out once, via second-level probing of duration . However, we can further extend this to -level probing, where for , a successfully contending transmitter has the options: 1) to transmit; 2) to defer and recontend; or 3) to resort to th level training at the cost of additional overhead. In this situation, it is of interest to devise well-structured yet simple policies.
We note that the proposed distributed scheduling with two-level probing provides a new framework to study joint PHY/MAC optimization in practical networks where noisy probing is often the case and imperfect information is inevitable. We believe that this line of study provides some initial steps toward opening a new avenue for exploring the intrinsic tradeoffs between probing (sensing) and scheduling to enhance spectrum utilization; this is potentially useful for enhancing MAC protocols for wireless mesh networks and cognitive radio networks. Notably, a very recent work [22] has applied our methods [7] to study optimal selection of channel sensing order in cognitive radio networks.
APPENDIX A DERIVATION OF RATE EQUATION (11)
On setting , we follow the approach proposed in [8] and normalize and as It has been shown in [8] that the conditional probability distribution function (pdf) of given takes the following form:
The following linear backoff function is employed to prevent channel outage:
is the backoff factor with . Let be the instantaneous rate with backoff, which is given by (40) We note that, due to the estimation errors, the instantaneous rate , defined in (40), is now a random variable and is not observable at time . Moreover, since is the only observable sequence, the decision has to be made solely based on , the -field generated by . However, it can be shown that the optimal scheduling strategy and the optimal throughput remain the same if the random "reward" is replaced with its conditional expectation, denoted as ([14, p. 1.3]) [12] . As a result, the scheduling can now be based on instead of , where . Using (38) where is the solution to (50). It can be seen that thresholds and are found as the solutions to and , respectively. Thus, is the solution to the system (25). An illustration of Strategy A is depicted in Fig. 3 .
2) The case with : From (47) and . Therefore, it is never optimal to perform second-level probing. From (53) and the optimality equation (23), we obtain which is equivalent to (12) . Thus, from (53), the optimal strategy is if if (54) where the threshold is the solution to (12) . An illustration of Strategy B is depicted in Fig. 4 .
APPENDIX E PROOF OF THEOREM 2
Suppose
. Then, this implies that when . Specifically, when , performing second-level probing and using an optimal strategy thereafter yields an expected reward of , which is at least as good as using Strategy B. Equivalently, we show that there exists at least one value of ( in this case) for which performing second-level probing is optimal. We conclude that Strategy A is optimal.
Next, we assume Strategy A is optimal and show that . Under such an assumption, there must exist some for which it is beneficial to demand additional information, i.e.,
We now investigate in two different cases, namely and . 1) The case with : In this case (56) where the first and second inequalities are due to the monotonicity of and the assumed optimality of Strategy A, respectively.
2) The case with : In this case (57) where the first inequality follows from the fact that is decreasing in and the second inequality is due to (55). Summarizing the two cases, we conclude that is a necessary condition for the optimality of Strategy A. Using contra position, we conclude that Strategy B is optimal if .
APPENDIX F PROOF OF LEMMA 5
It is clear that is monotonically increasing in and that
Since
, it follows that , provided that . Furthermore, observe that where the last inequality follows due to the fact that and . We conclude that for The second part follows from the facts that for and for
