In the preceeding paper we constructed an infinite exact sequence a la Villamayor-Zelinsky for a symmetric finite tensor category. It consists of cohomology groups evaluated at three types of coefficients which repeat periodically. In the present paper we interpret the middle cohomology group in the second level of the sequence. We introduce the notion of coring categories and we obtain that the mentioned middle cohomology group is isomorphic to the group of Azumaya quasi coring categories. This result is a categorical generalization of the classical Crossed Product Theorem, which relates the relative Brauer group and the second Galois cohomology group with respect to a Galois field extension. We construct the colimit over symmetric finite tensor categories of the relative groups of Azumaya quasi coring categories and the full group of Azumaya quasi coring categories over vec. We prove that the latter two groups are isomorphic. Subject Classification (2010): 18D10, 16W30, 19D23. 
Introduction
In its origins, the Brauer group was defined for a field: it consists of equivalence classes of central simple algebras over a field. Its first generalization is over a commutative ring R: central simple algebras are replaced by Azumaya algebras A, satisfying A ⊗ R A op ∼ = End R (A). Further generalizations are crowned by the Brauer group of a braided monoidal category C constructed in [22] , it consists of equivalence classes of Azumaya algebras A ∈ C such that A ⊗ A op ∼ = [A, A] and A op ⊗ A ∼ = [A, A] op , where [A, A] denotes the inner hom object.
By the classical Crossed Product Theorem the relative Brauer group Br(l/k) is isomorphic to the second Galois cohomology group with respect to the Galois field extension l/k. Since every central simple algebra can be split by a Galois field extension, the full Brauer group Br(k) of the field k is a limit of the relative Brauer groups Br(l/k) for Galois field extensions l/k, and as such it is isomorphic to the second Galois cohomology group with respect to the separable closure of the field. If we change the setting and we consider Galois extensions of commutative rings, we have that not every Azumaya algebra can be split by a Galois ring extension. On the other hand, for the relative Brauer group instead of the Crossed Product Theorem we have an infinite exact sequence by Villamayor and Zelinsky [23] . It involves cohomology groups which are evaluated at three types of coefficients so that the three types of cohomology groups appear periodically in the sequence. As they observed, when the ring extension is faithfully flat, the relative Brauer group embeds into the middle term in the second level of the sequence. If the extension is faithfully projective, the embedding is indeed an isomorphism, and the Crossed Product Theorem is recovered.
In [3] we introduced the Brauer group of Azumaya corings and we proved that it is isomorphic to the mentioned middle term cohomology group. In this setting a commutative ring extension R − → S is faithfully flat and S ⊗ R S is the basic Azumaya S/R-coring. We also have that the full Brauer group Br(R), which is the limit of the relative Brauer groups Br(S/R) over faithfully flat ring extension R − → S, is isomorphic to the full group of Azumaya corings over R. This resolves the deficiency in the cohomological interpretation of the Brauer group of a commutative ring. Corings were introduced in [21] and a later interest for them was revived by the appearance of [2] , where it was shown that various structure theorems for entwining structures in the context of gauge theory on non-commutative spaces, Doi-Koppinen Hopf modules, just to mention some, are special cases of structure theorems for the category of comodules of a coring.
Replacing a commutative ring S by a symmetric finite tensor category C, we proved in [11] that there exists an analogous infinite exact sequence to that of Villamayor and Zelinsky. On the other hand, replacing Azumaya algebras in a braided monoidal category from the mentioned construction in [22] by invertible (exact) bimodule categories over a finite tensor category, in [9] the authors introduced the Brauer-Picard group of a finite tensor category. It consists of equivalence classes of exact invertible C-bimodule categories M, where C is a finite tensor category, satisfying: M ⊠ C M op ≃ C (and equivalently M op ⊠ C M ≃ C). This group is of great importance in the classification of extensions of a given tensor category by a finite group, and it is also related to mathematical physics, e.g. rational Conformal Field Theory and 3-dimensional Topological Field Theory, [12, 15] . In particular, it is also shown that BrPic(V ec k ) ∼ = Br(k), that is, the Brauer-Picard group of the category of k-vector spaces is isomorphic to the Brauer group of the field k. When C is braided one may consider one-sided C-module categories in which the action on the other side is induced via the braiding. Their equivalence classes form a group, called the Picard group of C and denoted by Pic(C), and it is a subgroup of BrPic(C). It is also known, [6] , that Pic(C) is isomorphic to the Brauer group of exact Azumaya algebras. In particular, for the braided monoidal category of modules over a finite-dimensional quasitriangular Hopf algebra (H, R), it is proved in [7] that the Picard and the Brauer group of C = H M are isomorphic.
In the present paper we introduce the notion of coring categories and of Azumaya quasi coring categories. We prove that the middle cohomology group in the second level of the sequence from [11] is isomorphic to the group of Azumaya quasi coring categories. These are invertible categories coming from Pic(C ⊠ C) equipped with an additional structure. The reason that we obtain quasi coring categories (coring categories without the counit functor) is that we do not have a suitable notion of "faithful flatness" in the setting of module categories (we lack of examples for a formal definition). This notion was crucial in recovering the counit for the Azumaya corings in [3] . Nevertheless, Proposition 5.8 is valid even without the "faithful flatness" condition. This result is fundamental in Section 7 for few reasons. Firstly, to construct the colimit of the relative groups of Azumaya quasi coring categories, secondly to introduce the corresponding full group and finally to prove that the two groups are isomorphic. The interpretation of the middle term in the first level of our infinite exact sequence encounters the same difficulty as the one mentioned above concerning the "faithful flatness" condition, whereas the interpretation in the third level is left for a further investigation.
The paper is organized as follows. In the next section we recall some definitions as well as some results from [11] that we will be using here, and we pursue with some basic results. In Section 3 we develop some results based on certain adjoint pairs of functors which will help us to obtain the 1-1 correspondence in Lemma 6.1. In the following section we introduce coring categories over finite tensor categories, which will be used in our cohomological interpretation. Section 5 is dedicated to recall our Amitsur cohomology over symmetric finite tensor categories from [11] and we consider what we call extended cocycles. We also prove here some new results, among others Proposition 5.1 and Proposition 5.8 by which any two functors F, G : C − → D between symmetric finite tensor categories induce one and the same map between the n-th Amitsur cohomology groups: F * = G * : H n (C, P ) − → H n (D, P ), where P is any of the three types of coefficients considered in our sequence. This result enables one to construct the colimit over symmetric finite tensor categories of H n (•/vec, P ). The subject of Section 6 is the interpretation of the middle cohomology group in the second level of the sequence, where we get the group of Azumaya quasi C-coring categories, for a symmetric finite tensor category C. We also construct the connecting map in the second level of the sequence that ends up in the novel group. In the last section we prove that the colimit over symmetric finite tensor categories of the relative groups of Azumaya quasi coring categories is isomorphic to the full group of Azumaya quasi coring categories over vec.
Preliminaries and notation
Throughout k will be an algebraically closed field of characteristic zero, I will denote the unit object in a monoidal category C. When there is no confusion we will denote the identity functor on a category M by M. We recall some definitions and basic properties.
A finite category over k is a k-linear abelian category equivalent to a category of finitedimensional representations of a finite-dimensional k-algebra. A tensor category over k is a k-linear abelian rigid monoidal category such that the unit object is simple. An object X is said to be simple if End(X) = k Id X . A finite tensor category is a tensor category such that the underlying category is finite. For a finite-dimensional Hopf algebra H (or, more generally, a finite-dimensional quasi-Hopf algebra) the category of its representations Rep H is a finite tensor category.
All categories will be finite, all tensor categories will be over k, and all functors will be k-linear.
We assume the reader is familiar with the notions of a left, right and bimodule categories over a tensor category, (bi)module functors, Deligne tensor product of finite abelian categories, tensor product of bimodule categories and exact module categories. For the respective definitions we refer to [10] , [9] , [13] , [8] . The Deligne tensor product bifunctor − ⊠ − and the action bifunctor for module categories −⊗− are biexact in both variables [8, Proposition 1.46.2] .
For finite tensor categories C, D, E, a C-D-bimodule category M and a (D, E)-bimodule category N , the tensor product over D: M ⊠ D N is a (C, E)-bimodule category. Given an E-F -bimodule category P, there is a canonical equivalence of C-F -bimodule categories:
Given a tensor functor η : C − → E, then E is a left (and similarly a right) C-module category. The action bifunctor C × E − → E is given by ⊗(η × Id E ), where ⊗ is the tensor product in E, and the associator functor is
determines the monoidal structure of the functor η and α is the associativity constraint for E. The constraint for the action of the unit is defined in the obvious manner. Moreover, E is a C-E-bimodule category with the bimodule constraint γ X,E,F :
C-balanced functors. Let M be a right C-module and N a left C-module category. For any abelian category A a bifunctor F :
commutes.
A C-balanced natural transformation Ψ : F − → G between two C-balanced functors F, G : M × N − → A with their respective balancing isomorphisms f X and g X , is a natural transformation such that the following diagram commutes:
A right C-module category M gives rise to a left C-module category M op with the action given by (4) and associativity isomorphisms m op X,Y,M = m M, * Y, * X for all X, Y ∈ C, M ∈ M. Similarly, a left C-module category M gives rise to a right C-module category M op with the action given via (5) . Here * X denotes the left dual object and X * the right dual object for X ∈ C. If M is a (C, D)-bimodule category then M op is a (D, C)-bimodule category and (M op ) op ∼ = M as (C, D)-bimodule categories.
For a C-D-bimodule functor F :
is given by F * (G) = G • F and σ is the equivalence proved in [11, Lemma 4.3] and given by σ M,N :
The group of equivalence classes of exact invertible module categories over a finite tensor category C is called the Brauer-Picard group. It was introduced in [9] and it is denoted by BrPic(C).
One-sided C-bimodule categories. When C is braided with a braiding Φ, then every left C-module category is a right and a C-bimodule category: M⊗X = X⊗M with the isomorphism functors m r M,X,Y : M⊗(X ⊗ Y ) − → (M⊗X)⊗Y defined via:
see [6, Section 2.8] . Moreover, the C-bimodule associativity constraint is given by:
for all X, Y ∈ C, M ∈ M. The C-bimodule categories obtained in this way are called one-sided C-bimodule categories. We denote their category by C br -Mod. We have that (C br -Mod, ⊠ C , C) is monoidal.
For a braided finite tensor category C we denote by Pic(C) the monoidal category (Pic(C), ⊠ C , C) of exact invertible one-sided C-bimodule categories. The Grothendieck group of Pic(C) -the Picard group of equivalence classes of exact invertible one-sided C-bimodule categories -is denoted by Pic(C). It is a subgroup of BrPic(C), [9, Section 4.4] , [6, Section 2.8] . Moreover, Inv(C) will denote the group of isomorphism classes of invertible objects in C (objects X such that there exists an object Y ∈ C such that X ⊗ Y ∼ = I ∼ = Y ⊗ X). The inverse object of X we will denote by X −1 . The product is induced by the tensor product in C. If C is braided Inv(C) is an abelian group (in two ways).
In [11, Proposition 4.2 and Proposition 4.7] we proved that given a C-bimodule category M its left and right dual objects in the monoidal category of C-bimodule categories (C-Bimod, C, ⊠ C ) are M op and op M, respectively. The corresponding dual basis functors are given as follows. 
Here Hom M (M, N) and Hom M (M, N) are inner hom objects in C determined as follows:
is a right adjoint functor to M⊗−. We also proved that if M is an invertible C-bimodule category, the evaluation and coevaluation functors are equivalences. Moreover, if C is symmetric, the left and the right dual objects coincide: M op = op M. We also have: [11, Corollary 4.11] For a symmetric finite tensor category C and M ∈
Corollary 2.2 [11, Corollary 3.3] If C is a symmetric finite tensor category, then every C-bimodule category M is a one-sided C ⊠ C-bimodule category.
As we commented after [11, Corollary 3.3] , for a symmetric finite tensor category C we have:
and moreover M is a one-sided C ⊠ C-bimodule category.
For any finite tensor category C, in order to simplify the notation we will often write: X 1 · · · X n for the tensor product X 1 ⊗ . . . ⊗ X n in C. We will write an object X ∈ C ⊠n as X = X 1 ⊠ X 2 ⊠ · · · ⊠ X n , where the direct summation we understand implicitly. The category C ⊠n is a finite tensor category with unit object I ⊠n and the componentwise tensor product:
For a braided (symmetric) finite tensor category C the category C ⊠n is a braided (symmetric) finite tensor category for every n ∈ N. If C is braided, every left C ⊠n -module category is a C ⊠n -bimodule category so we may consider the Picard group Pic(C ⊠n ). We proved:
Proposition 2.3 [11, Proposition 3.4] For a symmetric finite tensor category C the category (C br -Mod, ⊠ C , C) is symmetric monoidal.
Consequently, for a symmetric finite tensor category C the Picard group Pic(C ⊠n ) is abelian for every n ∈ N. The main result of our previous paper is: [11, Theorem 8.2] Let C be a symmetric finite tensor category. There is a long exact sequence
In Section 5 we will recall the construction of the category Pic(C). The following will be useful throughout the paper: Lemma 2.5 [11, Lemma 2.1] Let C and D be finite tensor categories. Given a right C-module category M, a left C-module category M ′ , a right D-module category N and a left D-module category N ′ , there is an isomorphism of categories:
Lemma 2.6 [11, Lemma 4.9] Let F , G : M − → N be D-C-bimodule functors and let P be an invertible C-bimodule category.
Now we prove:
Lemma 2.7 Let C be a finite tensor category and M an exact C-bimodule category and let α :
Then:
Proof. Take M ∈ op M and N ∈ M. 1). Observe that α † is the composition:
We compute:
In the third and the fourth equality we used that ev, respectively α −1 , is right C-linear. The second claim follows by Lemma 2.6 from the parts 1) and 2).
Tensor product of bimodule categories as a braided monoidal category
In [11] we introduced Amitsur cohomology associated to Deligne tensor powers C ⊠n , which is a braided monoidal category if so is C. In Subsection 5.2 we will want to consider Amitsur complex assotiated to Deligne tensor powers of the form (C ⊠ C) ⊠ C n . For this purpose let us see how the braided monoidal structure of such a category looks like.
Lemma 2.8 Let D be a C-bimodule category which is a left and a right C-module category through two tensor functors σ, τ : C − → D, respectively. Suppose that D is braided. Then D ⊠ C D is a braided finite tensor category.
Proof. We define the tensor product ⊡ between two objects D ⊠ C D ′ and E ⊠ C E ′ in D ⊠ C D as follows:
(or, what is the same, so that the following diagram commutes:
In order to see that this is a well-defined operation, we need to check that it is C-balanced at two places, so that
for all X ∈ C. We will consider the corresponding isomorphisms defined as follows:
and
We only show that the isomorphism b D,X,D ′ satisfies the coherence diagram (2), the check forb E,X,E ′ is done similarly. For this purpose we should prove that
commutes. This turns out to be fulfilled, as we have:
(here the empty circle denotes that τ switches to σ because the corresponding object from C passes to act from the other side of ⊠ C ). The associativity constraint on D ⊠ C D is induced by α ⊠ C α, where α is the associativity constraint for D. Then it is clear that D ⊠ C D is a monoidal category.
The braiding Ψ in D ⊠ C D between two objects D ⊠ C D ′ and E ⊠ C E ′ is given by the following morphism in D ⊠ C D:
We have to check that Ψ is a C-balanced natural transformation at two places. This means that two coherence diagrams like (3) should commute, one of which we show and it is the following: (11) and (12), respectively. It commutes indeed, since:
by a braiding axiom. The braiding axioms for Ψ follow by those forΦ in D.
Remark 2.9 Similar structures to the ones presented in the proof of Lemma 2.8 were considered in [5] and [14] . Recall that given a braided monoidal category D the Müger's center category D ′ is a braided subcategory of D such that for all M ∈ D ′ and all D ∈ D the braidingΦ of D is symmetric when acting between M and D, that is:Φ M,X = (Φ M,X ) −1 , [18, Definition 2.9]. Another term used in the literature for such objects (of D ′ ) is that they are transparent, (see [1] ). In Lemma 2.8 we do not require that the functors σ and τ factor through the Müger's center category D ′ , that is thatΦ be symmetric when acting between τ (X), for every X ∈ C, and any D ∈ D (and the same for σ).
Some equivalences of categories of functors
The next result can be seen as a special case of [11, Proposition 4.5] . Suppose a finite tensor category E is a left C-module category via a monoidal functor η : C − → E, as in (1) .
We denote this C-module by G(A). This right adjoint functor Mod -E − → Mod -C we will call the restriction of scalars functor.
By the notation F : C − → D : G we will mean that a functor F is left adjoint to G.
Corollary 3.1 Given a functor of tensor categories
where F is the induction functor and G the restriction of scalars functor, so that there is an isomorphism of F -D-bimodule categories:
for every N ∈ N , E ∈ E.
Definition and Lemma 3.2 [11, Definition and Lemma 5.2] Let F : D − → C be a tensor functor.
• Given another tensor functor G : D ′ − → C and a C-bimodule category M, the category F M G equal to M as an abelian category with actions:
• If H : C − → E is another tensor functor and M is a left E-module category, then there is an obvious equivalence of left D-modules categories:
Let e n i : C ⊠n − → C ⊠(n+1) with i = 1, · · · , n + 1, denote the tensor functors that we introduced in [11, Section 5] and which are given by:
Let us now consider η = e 2 i : C ⊠ C − → C ⊠ C ⊠ C, i = 1, 2, 3 in Corollary 3.1 and let us write the corresponding adjoint pair of functors as
We will also denote: M i = (M ⊠ C⊠C e 2 i )(M) for some M ∈ M and i = 1, 2, 3. In particular,
To simplify the calculations in the following lemmas we introduce the Sweedler-type notation. For a functor H : M − → M ⊠ C M and M ∈ M we will write:
where the direct sums are understood implicitly. Lemma 3.3 Let C be a symmetric finite tensor category and let M ∈ C ⊠ C-Mod. There is an isomorphism of categories
The functorH corresponding to the functor
is given by the formula:
Proof. Observe that the property (9) applies. First we will show the isomorphism:
We consider M as a C-bimodule category, with its left and right C ⊠ C-module structures as in [11, Proposition 3.1] .
satisfying condition (2) . We first note that
. Now we have:
We define the wanted isomorphism b M ⊠X,Z,Y ⊠N between Σ and Ω as:
In the coherence condition (2) the left and right associator functors that are to apply are m L and m R defined in [11, Proposition 3.1] . Apart from the compatibilities of the left, right and bimodule associators, the coherence condition comes down to:
On morphisms we define A as follows. Let f :
On the other hand, B is defined on morphisms as follows. For f :
are obvious maps arising from α and β with X = Y = I.
Then M ⊠ C M and M 3 ⊠ C ⊠3 M 1 are isomorphic as abelian categories. Let us see that A is an isomorphism of C-bimodule categories, where M 3 ⊠ C ⊠3 M 1 is seen as a C-bimodule category through F 2 : Mod -C ⊠2 − → Mod -C ⊠3 . For this purpose observe the isomorphism s c defined via:
The check that it satisfies the coherence for a left C-linear functor comes down to:
which is fulfilled by an axiom for the braiding. (The rest in the coherence check holds by naturality and the coherence of the left associator functor m l .)
The proof that A is right C-linear is similar. This yields that
Finally, the adjunction
In particular, given a C-bimodule functor H : 
, its corresponding functorH is given by:
Proof. As in the proof of Lemma 3.3, one proves that A :
given by
as C-bimodule categories and by the adjunction (F 23 , G 23 ) we have the isomorphism:
) which extends as a C ⊠4 -module functor to all M 23 and we get (18).
Comonoidal categories and coring categories over finite tensor categories
Let k be an algebraically closed field and let C k denote the 2-category of (small) finite abelian categories. We will denote by vec the category of finite-dimensional k-vector spaces. Then (C k , ⊠, vec) is a symmetric monoidal 2-category ([20, Lemma 2.6], [17, Proposition 2.9.10, Ejercicio 2.9.8]). We also have that given a finite tensor category C the 2-category of C-bimodule categories (C-Bimod, ⊠ C , C) is a monoidal 2-category, [13, Theorem 1.1]. We will consider their truncations to usual monoidal categories. Comonoidal categories were introduced in [20, Chapter 3]. A finite abelian category C is comonoidal if there are k-linear functors ∆ : C − → C ⊠ C and ε : C − → vec with natural isomorphisms:
which satisfy 2 coherence diagrams:
In other words, a comonoidal category is a coalgebra object in the monoidal 2-category (C k , ⊠, vec).
The coherence theorem for comonoidal categories holds, see [4, Theorem 3.1]. We generalize the above definition: Definition 4.1 Let C be a finite tensor category and A an abelian finite category. We say that A is a comonoidal C-category if there are C-bimodule functors ∆ : A − → A ⊠ C A and ε : A − → C with C-bimodule natural isomorphisms:
Otherwise stated, a comonoidal C-category is a coalgebra object in the monoidal 2category (C-Bimod, ⊠ C , C). 
We lack of the definition of ε on morphisms: ε(f ) : Hom N (N, M) − → Hom N (N ′ , M ′ )). Let us see that (up to the lack of the definition of the functor ε on morphisms) Can(N ; C) C is a comonoidal C-category. For the coassociativity of ∆ the associativity isomorphism a : (
induced by the canonical associativity equivalence, which clearly satisfies the pentagon axiom. The natural isomorphism r : (Id A ⊠ C ε)∆ − → Id A is given by the identity functor, because of (8) . In other words, r is identity because of one axiom for the dual object:
On the other hand, the natural isomorphism l : (ε ⊠ C Id A )∆ − → Id A is identity because of the other dual object axiom: (ev ⊠ C op N )( op N ⊠ C coev) ∼ = Idop N , as we see here:
Here the inner diagrams 1 and 2 commute by the definitions of ∆ and ε, respectively, and the triangle 3 commutes by the latter axiom for the dual object op N . The compatibility condition for a, l and r is easily proved, as well as that they all are C-bimodule natural isomorphisms.
Similarly, there is a structure of an (almost) comonoidal C-category on Can C (N ; C) = N ⊠ N op , induced by the functors coev and ev (up to the lack of the definition of the counit functor on morphisms).
In the particular case when N = C in the above example, we obtain indeed a comonoidal C-category (with properly defined counit functor).
Lemma 4.3 For any finite tensor category C the category
Proof. The tensor product functor of C is biexact, hence it induces a well-defined functor ⊗ : C ⊠ C − → C given by X ⊠ Y → X ⊗ Y . Thus ε(f ) is given by the commuting diagram:
The functors ∆ and ε are directly proved to be C-bilinear. For the coassociativity we find:
Then the natural isomorphism a is the identity. For the compatibility with the counit functor we find:
So we may take the natural isomorphisms l and r to be identities, then all the coherence diagrams are trivially satisfied. The rest of the proof is direct.
We will be interested in the following:
Definition 4.4 Let C be a finite tensor category and A an abelian finite category. We say that A is a C-coring category if A is a coalgebra in the monoidal category (C-Bimod, ⊠ C , C).
That is, if there are C-bimodule functors ∆ : A − → A ⊠ C A and ε : A − → C with C-bimodule natural isomorphisms: . If we consider them without the counit "functor" ε, we will call them canonical quasi C-coring categories. The structure discussed in Lemma 4.3 we will call a proper canonical C-coring category.
Definition 4.5 A functor of two C-coring categories
A 1 and A 2 is a C-bimodule functor F : A 1 − → A 2 with two C-bimodule natural isomorphisms γ : ∆ 2 • F − → (F ⊠ C F )∆ 1 and δ : ε 2 • F − → ε 1 .
Amitsur cohomology over symmetric finite tensor categories
Let us recall first the definition of the Amitsur cohomology groups for a symmetric finite tensor category C that we introduced in [11, Section 7]. Let P be an additive covariant functor from a full subcategory of the category of symmetric tensor categories that contains all Deligne tensor powers C ⊠n of C to abelian groups. We define C ⊠0 = k. Then we consider
where e n i : C ⊠n − → C ⊠(n+1) for i = 1, · · · , n + 1 are the augmentation functors from (16): e n i (X 1 ⊠ · · · ⊠ X n ) = X 1 ⊠ · · · ⊠ I ⊠ X i ⊠ · · · ⊠ X n . One proves that δ n+1 • δ n = 0 is fulfilled, so we obtain a complex:
which we call Amitsur complex C(C/vec, P ). We set:
Z n (C, P ) = Ker δ n , B n (C, P ) = Im δ n−1 and H n (C, P ) = Z n (C, P )/B n (C, P ) and we call the latter the n-th Amitsur cohomology group of C with values in P . Elements in Z n (C, P ) and B n (C, P ) are called n-cocycles and n-coboundaries, respectively. We now prove:
Proposition 5.1 Let F : C − → D be a functor between two symmetric finite tensor categories. Then F induces group maps F * : H n (C, P ) − → H n (D, P ). If G : C − → D is another symmetric tensor functor, then F * = G * (for n ≥ 1).
Proof. The functor F induces the functor F n : C ⊠n − → D ⊠n given by F n (X 1 ⊠ . . . ⊠ X n ) = F (X 1 ) ⊠ . . . ⊠ F (X n ). It is a monoidal functor with the tensor functor structure 
For every i ∈ {1, . . . , n} we define θ n i : C ⊠(n+1) − → D ⊠n to be the functor given by
Here the product F (X i )G(X i+1 ) obviously is the tensor product in D. Let us see that θ n i is a symmetric tensor functor, with the tensor structure:
To prove that c n,i X,Y defines a monoidal functor structure on θ n i one uses the properties of the tensor structures ξ of F and ζ of G and the properties of the braiding. The parts where only F (or only G) appears will work since F (and G) are braided monoidal functors, that, is, ξ and ζ are compatible with the braidings of C and D. We only show here the part of the check that is affected by the braiding (where F (−) and G(−) interchange their places), which comes down to check that Σ = Ω in the computation bellow. In this part Φ acts on the components i and i + 1 of objects X, Y, Z ∈ C ⊠n . To simplify the notation, in the computation that follows we will identify: X = X i and X ′ = X i+1 by abuse, where X i actually denotes the i-th component of an object X ∈ C ⊠n , and similarly for Y, Z ∈ C ⊠n . We find:
= Ω.
To prove that θ n i is a symmetric monoidal functor, we should check if
commutes, where c n,i X,Y is the composition in the left hand-side of the diagram (19) . As above, the parts of the Deligne tensor powers in this computation where only F or G are present work since these are braided monoidal functors, let us see the places in the computation where F (−) and G(−) interchange their places. We find:
Here we used that the category D (its braiding Φ) is symmetric. Thus θ n i is indeed a symmetric monoidal functor. Now the desired map θ (n) is given by
Moreover, let σ n i : C ⊠n − → D ⊠n be the symmetric tensor functors given by σ i (X 1 ⊠ · · · ⊠ X n ) = F (X 1 ) ⊠ · · · ⊠ F (X i−1 ) ⊠ G(X i ) ⊠ · · · ⊠ G(X n ) for i = 1, . . . , n + 1. Its monoidal structure is similar to that of the functor F n . Then we obtain the relations:
Now let us prove the homotopy relation. We find:
The two middle sums are equal to: −P (σ 2 ) − · · · − P (σ n+1 ) + P (σ 1 ) + · · · + P (σ n ) = P (σ 1 ) − P (σ n+1 ) = G ′(n) − F ′(n) . Then:
Thus the maps F ′ , G ′ : C(C, P ) − → C(D, P ) are homotopic and this clearly implies that the induced group maps F * and G * are equal.
We will consider the cases: P = Pic, where Pic(C) is the Picard group of a symmetric finite tensor category C, and P = Inv, where Inv(C) is the group of invertible objects of C.
On 3-cocycles on invertible objects
We start with a more general definition:
Definition 5.2 Let X = X 1 ⊠ · · · ⊠ X n ∈ C ⊠n . The object |X| := X 1 · · · X n ∈ C is called the norm of X. For any cocycle we will say that it is normalized if its norm is isomorphic to the unit object I.
Assume from now on that C is symmetric.
We will denote X i = e n i (X) for i = 1, 2, . . . , n + 1 (mind the difference between upper and lower indeces). In particular, X ∈ Inv(C ⊠3 ) is a cocycle in Z 3 (C, Inv) if and only if
Given that C is symmetric, this is equivalent to: X 1 X 3 ∼ = X 2 X 4 , which means:
Lemma 5.3 For [X] ∈ Z 3 (C, Inv) the following hold:
2. X is cohomologous to a normalized cocycle.
The 3-cocycle condition then reads:
Tensoring out the second, third and fourth Deligne tensor factors above we get:
which is the first equality that was to prove. The second one is obtained similarly, after tensoring out the first three Deligne tensor factors in the 3-cocycle condition. For the second part, first note that δ 2 (|X| −1 ⊠ I) ∼ = I ⊠ |X| −1 ⊠ I. The cocycle Xδ 2 (|X| −1 ⊠ I) ∼ = X 1 ⊠ |X| −1 X 2 ⊠ X 3 is obviously normalized and cohomologous to X.
Extended cocycles yield coboundaries
In this subsection we will consider the Amitsur complex C(C ⊠ C/C, P ) and we will show that cocycles from the complex C(C/vec, P ) give rise to coboundaries in the former complex.
Let σ, τ : C − → D be two tensor functors. Consider a D-bimodule category N as a left C-module category through σ and a right C-module category through τ . Then N is a C-bimodule category. If D is braided we may consider N as a one-sided D-bimodule category. If, moreover, σ and τ are braided tensor functors, N is a one-sided C-bimodule category in two ways -via σ and via τ . As an example think of D = C ⊠ C with σ(X) = X ⊠ I and τ (X) = I ⊠ X for all X ∈ C.
Suppose D is braided and N ∈ Pic(D). The category N op ⊠ C N is a quasi D-coring category similarly as in Example 4.2. We will call it a canonical quasi D/C-coring category and will denote it by Can(N ; D/C). Moreover, by Lemma 2.8 the category D ⊠ C D is braided and N op ⊠ C N is a one-sided D ⊠ C D-bimodule category. Now, let D = C ⊠ C. The n-th Deligne tensor power of C ⊠ C in the Amitsur complex
The corresponding n-th cohomology group we will denote by H n (C ⊠ C/C, P ) for a suitable functor P .
Observe that there is a natural equivalence:
Lemma 5.4 For a braided finite tensor category C the above assignment defines a tensor equivalence. If C is symmetric, it is a braided monoidal equivalence of categories.
Proof. It suffices to prove the claim for n = 2, let F : (C ⊠C)⊠ C (C ⊠C) − → C ⊠C ⊠C denote the corresponding equivalence. Consider the morphism ω defined via the commuting diagram:
To prove that ω defines a monoidal structure on F we take a third object (
Since ω for the first two objects is basically given by Φ D ′ ,F , the above identity (neglecting the associativity constraint) will be fulfilled if we prove that:
But this is true by the two braiding axioms and naturality.
Let us now prove that ω is a braided tensor equivalence. Recall that the braiding Ψ in (C ⊠ C) ⊠ C (C ⊠ C) is given by Ψ =Φ ⊠ CΦ (13), whereΦ is the braiding in C ⊠ C, which is given byΦ = Φ ⊠ Φ, being Φ the braiding in C, that is:
commutes. Observe that this is the same as:
Observe that the composition of the left three vertical arrows in the above diagram equals:
. Graphically this means that the identity
We defined in [11, Section 5.1] monoidal functors E n i , δ n : Pic(C ⊠n ) − → Pic(C ⊠(n+1) ) for i = 1, · · · , n + 1 by
on objects. One computes that
hence the functor
is an equivalence (since so is ev, Corollary 2.1). For M ∈ Pic(C ⊠n ) we proved in [11, Lemma 5.6 ] and the identity (44) ibídem:
when i ≥ j ∈ {1, . . . , n + 1}, where M ij = E n+1 j • E n i (M), and:
Let us now denote the functors corresponding to E n i and δ n in the setting of the Amitsur complex C(C ⊠ C/C, Pic) by:
Suppose that C is symmetric. Due to Lemma 5.4 the augmentation functors
for i = 1, 2, · · · , n + 1 can be viewed as functors
Lemma 5.5 For a symmetric category C the above functors η n i : C ⊠n − → C ⊠(n+1) (25) coincide with the augmentation functors e n i : C ⊠n − → C ⊠(n+1) from (16) for i = 1, 2, · · · , n. Consequently:
1. e n i (X) =η n−1 i (X), for all X ∈ Inv(C ⊠n ) ∼ = Inv((C ⊠ C) ⊠ C (n−1) ) for i = 1, 2, · · · , n;
Proof. Since X = X 1 ⊠· · ·⊠X n corresponds to (X 1 ⊠I)⊠ C · · ·⊠ C (X n−2 ⊠I)⊠ C (X n−1 ⊠X n ) in (C ⊠ C) ⊠ C (n−1) by the equivalence (22), for every i = 1, 2, · · · , n − 1 we have:η n−1
, whereas for i = n we find:η n−1 n (X) = (X 1 ⊠ I) ⊠ C · · · ⊠ C (X n−1 ⊠ X n ) ⊠ C (I ⊠ I), which corresponds to: X 1 ⊠ · · · ⊠ X n−1 ⊠ I ⊠ X n = e n n (X). We recall that in [11, Section 5.1] we defined the category Z n (C, Pic) whose objects are (M, α), where M ∈ Pic(C ⊠n ), and α :
and the unit object (C ⊠n , C ⊠(n+1) ) the category Z n (C, Pic) is symmetric monoidal. Every object in this category is invertible and the corresponding Grothendieck group we denote by Z n (C, Pic). Furthermore, we denoted by d n−1 : Pic(C ⊠(n−1) ) − → Z n (C, Pic) the monoidal functor given by d n−1 (N ) = (δ n−1 (N ), λ N ). The subgroup of Z n (C, Pic) consisting of elements represented by d n−1 (N ) we denoted by B n (C, Pic) and we defined:
Let now d ′ n−1 : Pic((C ⊠ C) ⊠ C (n−1) ) − → Z n (C ⊠ C/C, Pic) denote the corresponding functor in the Amitsur complex C(C⊠C/C, Pic). It is given by d ′ n−1 (M) = (δ ′ n−1 (M), λ ′ M ).
Proof. By the n-cocycle condition and Lemma 5.5 we have: X⊠I = X n+1 = X 1 X −1 2 · · · X ±1 n = δ ′ n−1 (X) ∈ B n (C ⊠ C/C, Inv). For the second part, observe that the equivalence α :
. It is given by the universal property of the evaluation functor through
Applying the functor δ ′ n to the equation (27) and by its monoidality we obtain:
Here α ±1 n+1 is α n+1 if n is odd, and it is α −1 n+1 if n is even. Now, observe that M ∈ Pic(C ⊠n ) = Pic((C ⊠ C) ⊠ C (n−1) ), so
Here we use the identification (22) : (C ⊠ C) ⊠ C (n+1) ∼ = C ⊠(n+2) in the Deligne tensor product of bimodule categories. On the other hand, we have that δ n+1 (α) = λ M , which means:
Combining the last two equations and cancelling out the functor λ ′ M by Lemma 2.6, 2), we get:
Due to Lemma 2.7, the right hand-side is equal to
. Now by Lemma 2.6, 2), applied to the functor α ∓1 n+2 yields λ ′ M • δ ′ n (β) = α ±1 n+2 = α ±1 ⊠ C depending on whether n is odd or even. We have proved that β is an isomorphism between (M ⊠ C, α ⊠ C) and (δ ′ n−1 (M), λ ′ M ) in Z n (C ⊠ C/C, Pic).
We have that M ⊠ C ∈ Pic(C ⊠(n+1) ) ∼ = Pic((C ⊠ C) ⊠ C n ) and by Lemma 5.5 M ⊠ C = M n+1 in both categories. Thus, applying (23), we find:
where the isomorphism in the penultimate line is due to Lemma 2.5.
Few words on middle cohomology groups H n (C, Pic)
The following result will be crucial in Subsection 7.2 where we discuss the full group of Azumaya quasi coring categories.
Proposition 5.8 Let F : C − → D be a functor between two symmetric finite tensor categories. Then F induces group morphisms F * : H n (C, Pic) − → H n (D, Pic). If G : C − → D is another symmetric tensor functor, then F * = G * .
Proof. The induced functor F * : Z n (C, Pic) − → Z n (D, Pic) is given by
It induces maps F * : H n (C, Pic) − → H n (D, Pic) -recall (26) -as we clearly have:
(δ n−1 (N ) ⊠ C ⊠n D ⊠n , λ N ⊠ C ⊠(n+1) D ⊠(n+1) ) = (δ n−1 (N ⊠ C ⊠(n−1) D ⊠(n−1) ), λ N ⊠ C ⊠(n−1) D ⊠(n−1) ).
(Here the action of the functor F is suppressed in the notation.) So far we have that two tensor functors F and G induce maps F * , G * : H n (C, P ) − → H n (D, P ) for P being one of the functors: Inv, Pic and Pic, and for every natural n, recall Proposition 5.1. Hence we have the corresponding maps between the exact sequence (10) and its analog with C replaced by D. We know from Proposition 5.1 that these maps coincide on H n (C, Inv) and H n (D, Pic). Then by the five lemma we obtain that they also coincide on H n (D, Pic).
The result of Proposition 5.8 enables us to build a functor 6 Interpretation of H 2 (C, Pic)
Let C throughout be a symmetric finite tensor category. To develop the results on the interpretation of the middle term in the second level of the sequence (10) necessary pieces of information are the following. On one hand, a fact that we already needed when defining Amitsur cohomology in Section 5 -that the dual object for an invertible onesided bimodule category is its opposite category and that the evaluation functor involved is an equivalence functor, [11, Section 4] . At this point we will also use the result of Corollary 2.1 that the coevaluation functor is the quasi-inverse of the evaluation functor. On the other hand, crucial are: Proposition 2.3 -which enables us to freely interchange the order of the factors in the Deligne tensor product over C, since (C br -Mod, ⊠ C , C) is a symmetric monoidal category; Lemma 2.6 -which justifies the cancellation of equivalence functors between two invertible C-bimodule categories in the product in Pic(C), and finally Lemma 6.1, as we see next.
Lemma 6.1 Let M ∈ Pic(C ⊠ C). Let ∆ : M − → M ⊠ C M be a C-bimodule functor and assume that its corresponding C ⊠3 -module functor∆ :
3) is an equivalence. Then we may consider the following equivalence of C ⊠3module categories:
Then ∆ is coassociative (in the sense that (∆ ⊠ C Id)∆ ≃ (Id ⊠ C ∆)∆) if and only if (M, α) ∈ Z 2 (C, Pic).
Proof. In this setting, (M, α) ∈ Z 2 (C, Pic) if and only if δ 3 (α) = λ M . Observe that
and that by Lemma 2.7 we have δ 3 
Then due to Lemma 2.7 and Lemma 2.6, 2), it is equivalent to
Observe that
M 34 then canceling out the same evaluation functors in the above equation we get equivalently:
Recall that the equivalence functor α † i :
We will write ij for M ij and ij for M op ij , we have:
Equation (31) written in braided diagrams (in the symmetric monoidal category Pic(C ⊠4 ), so the order of the in-and output objects is irrelevant! and the same holds for the sign of the braiding) looks like this: 13 Next, apply the dual basis axiom for the factors 23 and 24 on the left hand-side, and on the factors 13 and 23 on the right hand-side (recall that we identify ev and ev = ev • τ ), to obtain: 13 ✡✠∆ 1∆3 ✡✠ 14 12 34 Finally, compose from "above" with equivalent functors coev 13 and coev 24 . By Corollary 2.1 we have ev • coev = Id, so we get equivalently:
✡✠ 14 12 34 Applying the dual basis axiom for 24 on the left hand-side and 13 on the right hand-side, we obtain equivalently: When we apply this equation to M 2 ∈ M 2 we obtain:
which by (17) is equal to:
which we can read as:
and then again by (17) interpret as:
The above is an identity in Fun C ⊠4 (M 23 , M 34 ⊠ C ⊠4 M 14 ⊠ C ⊠4 M 12 ) that by (18) corresponds to the identity:
This is precisely the coassociativity condition for ∆ : M − → M ⊠ C M.
Remark 6.3 Let N ∈ Pic(C). Then δ 1 (N ) = (C ⊠ N ) ⊠ C ⊠2 (N op ⊠ C) ≃ N op ⊠ N = Can(N ; C) with the coassociative comultiplication functor as in Example 4.2, Example 4.6. We then have: δ 1 (N ) 2 ≃ N op ⊠ C ⊠ N . Observe that there is an equivalence:
where we applied Lemma 2.5 and it involves ev for N in the middle component of the threefold Deligne tensor product. This makes∆ : 2 an equivalence (recall from Lemma 3.3 how∆ is defined). In particular we may write:
Furthermore, it is:
Putting∆ in the formula (30), we get:
where we applied Corollary 2.1. Proof. Set ∆ ′ ,∆ ′ and α ′ for the corresponding functors for δ 1 (N ). By (32) we know that α ′ = λ N . There is an equivalence F : M − → δ 1 (N ) of C-bimodule categories with coassociative comultiplication functors if and only if F is C-bilinear and the following diagram commutes:
By the adjunction isomorphism from Lemma 3.3 this is equivalent to commutativity of the diagram
where F is C-bilinear. This, in turn, is equivalent to commutativity of the right square in the next diagram
Observe that the left square is also commutative. Now, commutativity of the full diagram is equivalent to α ′ • δ 2 (F ) = α, meaning that (M, α) ∼ = (δ 1 (N ), λ N ). Pic) ), then there is an equivalence functor M ⊠ C ≃ Can(M; C ⊠ C/C) of bimodule categories with coassociative comultiplication functors.
Proof. If (M, α) ∈ Z 2 (C, Pic), by Lemma 5.6 we have: 3.3) is an equivalence, we will say that M is an Azumaya quasi C-coring category. Remark 6.7 The name Azumaya in the above definition is inherited from Azumaya corings introduced in [3, Theorem 3.4] . It has to do with the fact that in the case of Azumaya corings the coassociativity of the map ∆ is equivalent to an isomorphism analogous to the equivalence of categories in Lemma 6.5. When working with Azumaya coring categories, the coassociativity only implies the mentioned equivalence. The reason for loosing the "if" part in the claim is the missing of the "faithful flatness" condition, as we announced in the introduction. Example 6.8 From the definition and due to Remark 6.3 it is clear that the canonical quasi coring categories Can(N ; C) = N op ⊠ N with N ∈ Pic(C) are Azumaya quasi Ccoring categories. Similarly, by Remark 6.2 and Example 4.6 we have that C ⊠ C is an Azumaya C-coring category.
We will denote by AzQCor(C) the category of Azumaya quasi C-coring categories and their equivalences. We have: Proposition 6.9 For a symmetric finite tensor category C the category (AzQCor(C), ⊠ C ⊠2 , Can(C; C)) is symmetric monoidal.
Proof. Let (M, ∆) and (M ′ , ∆ ′ ) be two Azumaya quasi C-coring categories. We definẽ D to be the composition:
The functor corresponding toD by the isomorphism in Lemma 3.3 is the comultiplication functor on M ⊠ C ⊠2 M ′ :
From the definition ofD we have:
) 1 , and this yields:
Now it is easy to see that D is coassociative.
Furthermore, we have: Proof. The proof is analogous to that of Lemma 6.4 with M ′ = δ 1 (N ) and α ′ = λ N .
Consecuently, there is a monoidal isomorphism of categories:
Let K 0 [AzQCor(C)] be the Grothendieck group of Azumaya quasi C-coring categories and let Can(C) denote its subgroup consisting of equivalence classes of quasi C-coring categories represented by a category Can(N ; C) for some N ∈ Pic(C). Set
for the group of Azumaya quasi C-coring categories. Corollary 6.11 There is an isomorphism of abelian groups
Consequently, there is an exact sequence
be the (obviously) C-bimodule natural isomorphism given by the commuting diagram:
The bottom isomorphism is due to (42). Then it is clear that F : (C ⊠ C) Y − → (C ⊠ C) X defines an equivalence of quasi C-coring categories, since Z is invertible. Finally we prove that ω is a group map. Take [X], [Y ] ∈ H 3 (C, Inv). We have:
The comultiplication functor for the latter coring category is given by (36), that is,
) determine the same quasi coring category. Remark 6.14 Given two coring categories M and N one would expect the counit functor on their product ε : M ⊠ C⊠C N − → C to be given by ε(M ⊠ N) = ε M (M)ε N (N). However, it is not clear how to prove the compatibility of the counit and the comultiplication functors on M ⊠ C⊠C N . This is even not clear in such a simple case as for the 3-cocycle twisted coring categories (C ⊠ C) X .
Though, we do have that the map ω restricted to the set H 3 (C, Inv) produces proper C-coring categories (the class of the coring [(C ⊠ C) X ] -with the counit functor -does not depend on the representative of the class of X in the cohomology group). Indeed, with the notations as in the above proof we have that ε
The map ω from Proposition 6.13 makes the following diagram commutative (up to an anti-group switch):
Here χ is the map from Corollary 6.11 and χ([(M, ∆)]) = [(M, α(∆))], with α from (30). To see this, recall from (17) 
Then it is immediate that∆ X = m(X), so it is indeed a C ⊠3 -module equivalence. Let us compute α(∆ X ). First of all observe that∆
, then by (30) we have:
where the last identity is due to Corollary 2.1. Then α(∆ X ) ≃ m((X) −1 ), and we obtain
7 The full group of Azumaya quasi coring categories So far we have studied module categories over a symmetric finite tensor category C. In the next two subsections we will investigate which relations we have if we take another symmetric finite tensor category D into a consideration.
The colimit over symmetric finite tensor categories
Let F : C − → D be a functor between symmetric finite tensor categories. Then the induced functor F ′ : AzQCor(C) − → AzQCor(D) is given by
The comultiplication functor on the latter is induced by those on M and D ⊠ D. That is,
It is direct to check that ∆ is C ⊠C-balanced, as C and D are symmetric. The left D-module category structure on M ⊠ C ⊠2 D ⊠ D is induced by that on D ⊠ D. The functor F ′ is such that the following diagram commutes:
where H is the monoidal isomorphism from (37) and F * was defined in (28). After taking the corresponding Grothendieck groups and their quotients, we obtain a commutative diagram:
This is to say that the group isomorphisms in Corollary 6.11 induces an isomorphism of functors
where the second functor is that from (29) for n = 2. Here we identify AzQCor(C) = AzQCor(C/vec) for any C ∈ F T C symm . So for the colimits we have:
colim AzQCor(•/vec) ∼ = colim H 2 (•/vec, Pic).
(43)
The full group of Azumaya quasi coring categories
In this subsection we will introduce the full group of Azumaya quasi coring categories and we will prove that it is the colimit of the relative groups AzQCor(C/vec). For these constructions Proposition 5.8 is of great importance. We define an Azumaya quasi coring category over vec as a pair (C, M), where C is a symmetric finite tensor category, and M is an Azumaya quasi C-coring category. Given two Azumaya quasi coring categories (C, M) and (D, N ) over vec, a morphism between them is a pair (F, F ), where F : C − → D is an equivalence of symmetric tensor categories and F : M − → N is a C-bimodule category equivalence that preserves the comultiplication functors. Let AzQCor(vec) be the category of Azumaya quasi coring categories over vec.
In what follows, the (canonical) Azumaya quasi coring categories of the form δ 1 (N ) for N ∈ Pic(C) and C a symmetric finite tensor category, we will call elementary.
We start by an easy to prove result: An analogous statement holds true for invertible coring categories.
Proof. Since C and D are braided, so is C ⊠ D (e.g. [11, Section 2.1, equation (8)]). We have that M ⊠ N is indeed an invertible C ⊠ D-bimodule category:
The functor ∆ defined through the composition:
is C ⊠D-bilinear, because ∆ M is C-bilinear and ∆ N is D-bilinear. For M ∈ M and N ∈ N it is ∆(M ⊠ N) = (M (1) ⊠ N (1) ) ⊠ C⊠D (M (2) ⊠ N (2) ). Then it is clear that M ⊠ N equipped with ∆ is a quasi C ⊠ D-coring category. Let∆ denote the corresponding functor for M ⊠ N . To see that it is an equivalence, we compute:∆
Since both∆ M and∆ N are equivalences and the bifunctor ⊠ is biexact, we conclude that ∆ is an equivalence, too, proving that M ⊠ N is Azumaya.
If ε M and ε N are the counit functors for M and N respectively, then ε := ε M ⊠ ε N is clearly the counit functor for M ⊠ N . in H 2 (C ⊠ D/vec, Pic), where Λ * , Ψ * : Z 2 (C, Pic) − → Z 2 (C ⊠ D, Pic) are the induced functors as in (28). We apply χ −1 from Corollary 6.11 to both sides and we get:
in AzQCor(C ⊠ D). By the definition of Λ and Ψ this can be rewritten as:
If we multiply the inverse of one of them with the other one we get the unit, hence the quasi coring categories:
and similarly:
are elementary.
We will apply this idea in the results that follow. Observe that for an Azumaya quasi C-coring category (M, ∆) and its corresponding (M, α) ∈ Z 2 (C, Pic), the inverse of the latter in Z 2 (C, Pic) is represented by (M op , (α op ) −1 ), and its corresponding quasi coring category is (M op , (∆ op ) −1 ).
If F : C − → D is a functor between two symmetric finite tensor categories, then there is a commutative diagram:
AzQCor(D). 
where the first identity holds by Lemma 7.4, the second identity is due to Lemma 2.5 and the third one holds because vec is trivially an elementary quasi coring category. Thus, in AzQCor(vec) we have: Observe that all the results in this subsection are valid for Azumaya quasi-as well for proper coring categories, so we have:
AzCor * (vec) ∼ = colim AzCor * (•/vec) for the corresponding groups of Azumaya coring categories.
