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Let ðZnÞn2N be a d-dimensional random walk in random scenery, i.e., Zn ¼
Pn1
k¼0 Y Sk with ðSkÞk2N0
a random walk in Zd and ðY zÞz2Zd an i.i.d. scenery, independent of the walk. We assume that the
random variables Y z have a stretched exponential tail. In particular, they do not possess exponential
moments. We identify the speed and the rate of the logarithmic decay of PðZn4ntnÞ for all sequences
ðtnÞn2N satisfying a certain lower bound. This complements results of Gantert et al. [Annealed
deviations of random walk in random scenery, preprint, 2005], where it was assumed that Y z has
exponential moments of all orders. In contrast to the situation (Gantert et al., 2005), the event
fZn4ntng is not realized by a homogeneous behavior of the walk’s local times and the scenery, but by
many visits of the walker to a particular site and a large value of the scenery at that site. This reﬂects
a well-known extreme behavior typical for random variables having no exponential moments.
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1.1. The model
Let S ¼ ðSnÞn2N0 be a random walk on Zd starting at the origin (more precisely, S ¼
ðSnÞn2N0 is a sequence of partial sums of i.i.d. Zd-valued random variables). Deﬁned on the
same probability space, let Y ¼ ðY zÞz2Zd be an i.i.d. sequence of random variables,
independent of the walk. We refer to Y as the random scenery. Then the process ðZnÞn2N
deﬁned by
Zn ¼
Xn1
k¼0
Y Sk ; n 2 N,
where N ¼ f1; 2; . . .g; is called a random walk in random scenery (RWRS), sometimes also
referred to as the Kesten– Spitzer random walk in random scenery, see [13]. An
interpretation is as follows. If a random walker pays Y z units at any time he/she visits
the site z, then Zn is the total amount he/she pays by time n  1. We denote by P the
underlying probability measure and by E the corresponding expectation.
The random walk in random scenery has been introduced and analyzed for dimension
da2 by Kesten and Spitzer [13] and by Bolthausen [4] for d ¼ 2. Under the assumptions
that the walk is in the domain of attraction of Brownian motion and that Y 0 has
expectation zero and variance s2 2 ð0;1Þ, their results imply that
1
n
Zn  an ¼
n1=4 if d ¼ 1;
n
log n
 1=2
if d ¼ 2;
n1=2 if dX3:
8>>><>>: (1.1)
More precisely, Zn=ðnanÞ converges in distribution towards some non-degenerate
random variable. The limit is Gaussian in dX2 and a convex combination of Gaussians
(but not Gaussian) in d ¼ 1. This can be roughly explained as follows. In terms of the
so-called local times of the walk and its range,
‘nðzÞ ¼
Xn1
k¼0
1fSk¼zg; Rn ¼ fS0; S1; . . . ; Sn1g; n 2 N; z 2 Zd , (1.2)
the random walk in random scenery may be identiﬁed as
Zn ¼
X
z2Rn
Y z‘nðzÞ. (1.3)
Hence, conditionally on the random walk, Zn is, for dimension dX3, a sum of OðnÞ
independent copies of ﬁnite multiples of Y 0, and hence it is plausible that n
1=2Zn
converges to a normal variable. The same assertion with logarithmic corrections is also
plausible in d ¼ 2. However, in d ¼ 1, Zn is roughly a sum of Oðn1=2Þ copies of independent
variables with variances of order OðnÞ, and this suggests the normalization in (1.1) as well
as a non-Gaussian limit.
In this paper, we analyze deviations fZn4ntng for sequences ðtnÞn of positive numbers
satisfying tnban, by which we mean that limn!1 tn=an ¼ 1. The problem of deviations of
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in a random scenery on Rd , have gained interest in recent years. One reason is that the
interplay between the trajectory and the medium displays a rich behavior and is therefore
mathematically appealing. Furthermore, the continuous version of this problem appears in
the asymptotic analysis of diffusions in a Gaussian shear ﬂow drift (see [6,5,2] and the
references cited therein). Furthermore, there is a tight methodological relationship to the
parabolic Anderson model (see the survey in [12]), where one studies the asymptotics of the
exponential moments of the random walk in random scenery, in the continuous setting or
in the spatially discrete, but time-continuous setting. In fact, precise logarithmic
asymptotics for the decay of the probability of fZn4ntng correspond to moment
asymptotics of the parabolic Anderson model with suitably rescaled scenery.
The main question is the description of the ‘optimal’ behavior of the walk and of the
scenery to meet the event fZn4ntng in the ‘cheapest’ way. So far, only random sceneries
having exponential moments of all orders have been considered. In [1], the random
sceneries are bounded, and in [10], the random sceneries have exponential moments of all
orders. In these cases, if the tail of the scenery decays fast enough w.r.t. the dimension, it
turns out that the optimal behavior is homogeneous in the sense that, in a certain centered
ball with n-dependent radius, all the walker’s local times and all the scenery values grow
unboundedly, each with its appropriate speed. The exponential decay rate of the
probability of fZn4ntng is characterized in terms of a variational problem. If the tail of the
random sceneries decays slower (but still having exponential moments of all orders), the
optimal strategy is different, we refer to [3] for recent results.
1.2. Our main result
In the present paper, we study the deviation problem in the case where the scenery has a
stretched exponential tail. In particular, it does not have any positive exponential moments.
It is known that the cheapest way for a sum of i.i.d. stretched-exponential random
variables to attain a huge value is to make just one of these variables as huge as required,
and the others do not contribute. Our main result shows that a similar picture appears for
the random walk in random scenery.
We turn to a description of the results of this paper. Our assumptions on the random
i.i.d. scenery ðY zÞz2Zd are the following:
Centering Assumption. The random variable Y 0 satisﬁes
E½Y 0 ¼ 0; E½Y 20 ¼ s2o1, (1.4)
and
Tail Assumption. There is a constant q 2 ð0; 1Þ and a slowly varying function D: ð0;1Þ !
ð0;1Þ such that
logPðY 04tÞ  DðtÞtq as t !1. (1.5)
Moreover, the map t7!DðtÞtq1 is eventually decreasing, and
gðaÞ ¼ lim
t!1
Dðtaþoð1ÞÞ
DðtÞ 2 ð0;1Þ exists for every a 2 ð0; 1Þ. (1.6)
(We write btct for t !1 if limt!1 bt=ct ¼ 1.) In fact, (1.6) implies that D is slowly
varying. Consequently, gðaÞ is a power of a, but we are not going to use this fact. The Tail
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some technical regularity assumption, and they have no positive exponential moment.
Our assumptions on the random walk are the following. For dp2, the walk is assumed
to be recurrent. In d ¼ 2, we furthermore assume that supk2N kPðSk ¼ 0Þo1.
Furthermore, we assume that the limits
Kd ¼
lim
n!1
n1=2E½‘nð0Þ if d ¼ 1;
lim
n!1
1
log n
E½‘nð0Þ if d ¼ 2;
8><>: (1.7)
exist in ð0;1Þ. This includes the case of simple random walk with K1 ¼ 2p1=2 and
K2 ¼ 1=p.
Let
bnðtÞ ¼
nq=ðqþ2Þt2q=ðqþ2Þ Dðnt2Þg 1
q þ 2
  1=ðqþ2Þ
if d ¼ 1;
ððq þ 1ÞntÞq=ðqþ1Þ log n
tq
 q=ðqþ1Þ
DðntÞg 1
q þ 1
  1=ðqþ1Þ
if d ¼ 2;
ðntÞq=ðqþ1Þ DðntÞg 1
q þ 1
  1=ðqþ1Þ
if dX3:
8>>>>><>>>>>:
(1.8)
Our main result is the following:
Theorem 1.1. Fix dX1 and a sequence ðtnÞn2N of positive numbers such that
tnXnr for some ro
1 q
4 q if d ¼ 1;
1 q
2
if dX2:
8><>>: (1.9)
Then, as n !1,
logPðZn4ntnÞ  bnðtnÞ 
ð4K21=qÞ2q=ðqþ2Þð2þ qÞ if d ¼ 1;
ðK2=qÞq=ðqþ1Þð1þ qÞ if d ¼ 2:
 1
q
log f 0
 q=ðqþ1Þ
ð1þ qÞ if dX3;
8>><>>: (1.10)
where f 0 ¼ PðSn ¼ 0 for some n 2 NÞ is the return probability of the random walk.
Note that in (1.9) only a lower bound on tn is imposed. Our assumptions on tn leave a
gap to the scale an of the limit law in (1.1). We think that the result persists to a wider range
of tn’s, but not to sequences tn that are too close to an. For more detailed comments, we
refer to Section 4.
1.3. Outline of the proof
An explanation of Theorem 1.1 and of its proof is as follows. Recall that stretched
exponential random variables have the characteristic property that a sum of n independent
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variables Y 1; Y 2; Y 3; . . . having the same distribution as our scenery variables, we have, for
t40 ﬁxed,
logP
Xn
i¼1
Y i4nt
 !
 logPðY 04ntÞ  ðntÞqDðnÞ; n !1. (1.11)
This is proved in [14]; the (critical) upper bound in (1.11) is also a consequence of Lemma
2.1 below. For the random walk in random scenery with stretched exponential tails, it
turns out in our ﬁrst result that the large deviation behavior of Zn ¼
P
z Y z‘nðzÞ is also
governed by just one summand:Proposition 1.2. Under the Centering Assumption and the Tail Assumption, for any sequence
ðtnÞn2N satisfying (1.9), and for any 40,
lim sup
n!1
1
bnðtnÞ
log
PðZn4ntnÞ
PðY 0‘nð0Þ4ntnð1 ÞÞ
p0 (1.12)
and
lim inf
n!1
1
bnðtnÞ
log
PðZn4ntnÞ
PðY 0‘nð0Þ4ntnð1þ ÞÞ
X0. (1.13)
Hence, it sufﬁces to identify the large deviation behaviors of 1=ntnY 0 and of ‘nð0Þ
and to combine the two in an appropriate manner. For doing this, it is convenient to
introduce a new scale function 15an5ntn and to look at large deviation principles for
an=ntnY 0 and 1=an‘nð0Þ. It is clear from the Tail Assumption that an=ntnY 0 satisﬁes a
large deviation principle on ð0;1Þ with rate function y 7!yq and speed ðntn=anÞqDðntn=anÞ,
i.e., as n !1,
logP
an
ntn
Y 04y
 
 yq ntn
an
 q
D
ntn
an
 
; y40. (1.14)
Furthermore, the moderate deviations for the local time ‘nð0Þ are identiﬁed as follows.Lemma 1.3. Let an5n for any dimension d 2 N, and
ﬃﬃﬃ
n
p
5an in d ¼ 1, log n5an in d ¼ 2,
and 15an in dX3. Then, as n !1,
logPð‘nð0Þ4anÞ 
K21
a2n
n
if d ¼ 1;
K2
an
log
n
an
if d ¼ 2;
ðlog f 0Þan if dX3;
8>>><>>>>:
(1.15)
where Kd is defined in (1.7), and f 0 ¼ PðSn ¼ 0 for some n 2 NÞ is the return probability.
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ntn
an
 q
D
ntn
an
 

a2n
n
if d ¼ 1;
an
log
n
an
if d ¼ 2;
an if dX3:
8>>>><>>>:
(1.16)
This is guaranteed by the choice
an ¼
nðqþ1Þ=ðqþ2Þtq=ðqþ2Þn Dðnt2nÞg
1
q þ 2
  1=ðqþ2Þ
if d ¼ 1;
ðntnÞq=ðqþ1Þ
g
1
q þ 1
 
DðntnÞ log
n
t
q
n
q þ 1
0BB@
1CCA
1=ðqþ1Þ
if d ¼ 2;
ðntnÞq=ðqþ1Þ DðntnÞg
1
q þ 1
  1=ðqþ1Þ
if dX3;
8>>>>>>><>>>>>>>:
(1.17)
where we have also used (1.6). The speeds of the two principles in (1.14) and (1.15) are then
both equal to the speed bnðtnÞ in (1.8). It remains to combine the two principles for Y 0 and
‘nð0Þ, which is elementary. This ends the explanation of the proof of Theorem 1.1. We see
that the event fZn4ntng is optimally met by sceneries having Y 0 of order ntn=an and
random walks having ‘nð0Þ of order an with an in (1.17).
The proof of Proposition 1.2 is in Section 2, and the proof Lemma 1.3 and the
completion of the proof of Theorem 1.1 are in Section 3. In Section 4, we give some open
questions and conjectures.
2. Approximation of Zn by Y0‘nð0Þ
In Section 2.2 we prove Proposition 1.2. As an important pre-step, we give a
generalization of (1.11) for weighted sums of random variables in Section 2.1.
2.1. A conditional estimate
The following lemma can be seen as a conditional upper estimate for random walk in
random scenery, given the random walk.
Lemma 2.1. Assume ðY iÞi2N is a sequence of i.i.d. random variables satisfying the Centering
Assumption and the Tail Assumption. Fix a sequence ðtnÞn of positive numbers satisfying
(1.9), and abbreviate mn ¼ ntð2qÞ=ð1qÞn . Then, for any Z40, any sufficiently large n,
every r 2 f1; . . . ; ng and any choice of l1; . . . ; lr 2 ½1;1Þ satisfying
Pr
i¼1 li ¼ n and L 
maxi¼1;...;r lip½ntn ^ mn1Z,
P
Xr
i¼1
liY i4ntn
 !
p exp  ntn
L
 q
D
ntn
L
 
ð1 4Þ
 
. (2.1)
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(stronger) property (1.6).
Proof. We begin with
P
Xr
i¼1
liY i4ntn
 !
pP L max
1pipr
Y i4ntn
 
þ P
Xr
i¼1
liY i4ntn; max
1pipr
ðliY iÞpntn
 !
. ð2:2Þ
With the help of (1.5), the ﬁrst term on the r.h.s. of (2.2) can, for all large n and all
r 2 f1; . . . ; ng, be estimated by
P L max
1pipr
Y i4ntn
 
pn exp  ntn
L
 q
D
ntn
L
 
ð1 Þ
 
. (2.3)
For estimating the second term on the r.h.s. of (2.2), we use the Markov inequality. For
any l40 (to be determined later),
P
Xr
i¼1
liY i4ntn; max
1pipr
ðliY iÞpntn
 !
pelntn
Yr
i¼1
E elliY i1fliY ipntng
 
pelntn
Yr
i¼1
Lð1Þi ðnÞ þ Lð2Þi ðnÞ
h i
, ð2:4Þ
where
Lð1Þi ðnÞ ¼ E½elliY i1fliY iol1g and L
ð2Þ
i ðnÞ ¼ E½elliY i1fl1pliY ipntng. (2.5)
Fix i 2 f1; . . . ; rg. We have to estimate Lð1Þi ðnÞ and Lð2Þi ðnÞ. Using ﬁrst the inequality eup1þ
u þ u2 for uo1 and then 1þ upeu, and taking into account that E½Y i ¼ 0 and E½Y 2i  ¼ s2,
we have
Lð1Þi ðnÞp1þ l2l2i E½Y 2i pel
2l2i s
2
. (2.6)
To estimate Lð2Þi ðnÞ, we use the following estimate, which is valid for any random variable
X and any l40 and 0oT1oT2o1,
E½elX1fT1pXpT2gp
Z T2
T1
lelsPðX4sÞds þ elT1PðXXT1Þ. (2.7)
Hence,
Lð2Þi ðnÞpl
Z ntn
l1
elsPðliY i4sÞds þ ePðliY iXl1Þ. (2.8)
We now determine l ¼ ln by
ln ¼
1
ntn
ntn
L
 q
D
ntn
L
 
ð1 2Þ. (2.9)
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r 2 f1; . . . ; ng and all i 2 f1; . . . ; rg,
Lð2Þi ðnÞpln
Z ntn
l1n
elnseDðs=liÞð1Þs
ql
q
i ds þ e1Dðl1n l1i Þð1Þlqn lqi . (2.10)
We are going to estimate the integral on the right-hand side of (2.10). We claim that, for
any large n 2 N and all 1piprpn,
lns  D s
li
 
ð1 Þ s
li
 q
p D s
li
 
s
li
 q
for any s 2 ½l1n ; ntn. (2.11)
Deﬁne f ðsÞ ¼ DðsÞsq1, then the claim in (2.11) is equivalent to
ð1 2Þf ðs=liÞXlnli; for any s 2 ½l1n ; ntn. (2.12)
We note that
inf
s2½l1n ;ntn
s=liXðlnliÞ1XðlnLÞ1 ¼ ð1 2Þ1f
ntn
L
 1
!1 as n !1, (2.13)
since ntn
L
!1 by the assumption that LpðntnÞ1Z, and f ðsÞ ! 0 as s !1. Recall that f is
eventually decreasing by our Tail Assumption. Hence, s 7!f ðs=liÞ is decreasing in ½l1n ; ntn
for all sufﬁciently large n. Therefore, to prove the claim, it is enough to verify that
lnli  ð1 2Þf ðs=liÞp0 only for the right end-point, s ¼ ntn. For this, we note that
lnli  ð1 2Þf
ntn
li
 
pð1 2Þ f ntn
L
 
 f ntn
li
  	
p0,
again by monotonicity of f. This proves the claim in (2.11).
We pick some eq 2 ð0; qÞ. Hence, for n large enough, we obtain, using (2.11), the
substitution u ¼ s=li, and the estimate DðuÞuqXu ~q for large u, (the latter follows since D is
slowly varying)
ln
Z ntn
l1n
elnseDðs=liÞð1Þs
ql
q
i dsplnli
Z ntn=li
ðlnliÞ1
eDðuÞu
q
duplnli
Z 1
ðlnliÞ1
eu
~q
du
¼ lnlieq
Z 1
ðlnliÞ ~q
t ~q
11et dtpeð1=2ÞðlnliÞ ~q . ð2:14Þ
Going back to (2.10), we have, using that ln ! 0 and lnliplnL ! 0,
Lð2Þi ðnÞpeð1=2ÞðlnliÞ
 ~q þ e1Dðl1n l1i Þð1ÞðlnliÞq ¼ oððlnliÞ2Þ for n !1, (2.15)
uniformly in i. Hence, for n large enough,
Lð1Þi ðnÞ þ Lð2Þi ðnÞpel
2
nl
2
i s
2 þ l2nl2i s2peð1þÞl
2
nl
2
i s
2
. (2.16)
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Pr
i¼1 l
2
ip
Pr
i¼1 liL ¼ nL and recalling the choice of ln in
(2.9),
Yr
i¼1
½Lð1Þi ðnÞ þ Lð2Þi ðnÞp exp ð1þ Þl2ns2
Xr
i¼1
l2i
 !
p exp ð1þ Þs2n2q1t2q2n L2qþ1D
ntn
L
 2
ð1 2Þ2
 
p exp 2s2 ntn
L
 q
D
ntn
L
  1
tn
ntn
L
 q1
D
ntn
L
  
¼ exp 2s2 ntn
L
 q
D
ntn
L
  L
mn
 1q
D
ntn
L
  !
, ð2:17Þ
where we recall that mn ¼ ntð2qÞ=ð1qÞn . By our assumption that Lpm1Zn , and since
D is slowly varying, the right-hand side can be estimated, for all large n, against
expððntn
L
ÞqDðntn
L
ÞÞ. Using this in (2.4) and recalling (2.9), we obtain that
P
Xr
i¼1
liY i4ntn; max
1pipr
ðliY iÞpntn
 !
p exp  ntn
L
 q
ð1 3ÞD ntn
L
  
. (2.18)
Together with (2.3) and (2.2), we arrive at the assertion. &2.2. Proof of Proposition 1.2
We begin with (1.12). Pick an as in (1.17). We again use the abbreviation mn ¼ ntð2qÞ=ð1qÞn .
Denote by Ln ¼ maxz2Zd ‘nðzÞ the maximal local time of the random walk. Fix a small Z40.
Estimate
PðZn4ntnÞpPðLn4m1Zn Þ þ PðZn4ntn; Lnpm1Zn Þ. (2.19)
Observe that
PðLn4m1Zn ÞpPð‘nðzÞ4m1Zn for some z 2 Zd ; jzjpnÞ
pð2n þ 1ÞdPð‘nð0Þ4m1Zn Þ,
since x7!‘nðxÞ is stochastically maximal in x ¼ 0. We now choose Z40 so small that
m1Zn ban. This is possible because of (1.9). Then, with the help of Lemma 1.3 and (1.17), we
see that the ﬁrst term in (2.19) is negligible:
lim sup
n!1
1
bnðtnÞ
logPðLn4m1Zn Þ ¼ 1.
In order to treat the second term in (2.19), we apply Lemma 2.1 to Zn, recalling (1.3), and
condition on the local times of the random walk (recall (1.2)). Fix 40 so small that
ð1 5=qÞqo1 4. We condition on ‘nðÞ and obtain from Lemma 2.1, for all large n, on
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PðZn4ntn j ‘nÞ ¼ P
X
x2Rn
Y x‘nðxÞ4ntn





‘n
 !
p exp  ntn
Ln
 q
D
ntn
Ln
 
ð1 4Þ
 
. ð2:20Þ
Using again the Tail Assumption, we obtain, for all large n,
PðZn4ntn j ‘nÞpPðY 0Ln4ntnð1 5=qÞ j ‘nÞ. (2.21)
Integrating over ‘n on the event fLnpm1Zn g, we conclude that
PðZn4ntn; Lnpm1Zn Þ
p
X
x:kxk1pn
PðY 0Ln4ntnð1 5=qÞ; Ln ¼ ‘nðxÞ; Lnpm1Zn Þ
pð2n þ 1ÞdPðY 0‘nð0Þ4ntnð1 5=qÞÞ. ð2:22Þ
This implies (1.12).
We turn now to the proof of (1.13). Abbreviate fZn ¼Px2Rnnf0g Y x‘nðxÞ and pick some
 2 ð0; 1=ð2s2ÞÞ. Then we have
PðZn4ntnÞXPðY 0‘nð0Þ4ntnð1þ Þ;fZn4 ntnÞ
XE PðY 0‘nð0Þ4ntnð1þ Þ j ‘nÞ1fLnp3nt2ngPðfZn4 ntn j ‘nÞh i. ð2:23Þ
Using the Chebyshev inequality, we estimate the last term as follows:
PðfZn4 ntn j ‘nÞ ¼ 1 PðfZnp ntn j ‘nÞX1 1ðntnÞ2 VarðfZn j ‘nÞ
¼ 1 1ðntnÞ2
X
z2Rnnf0g
‘nðzÞ2s2X1
s2
2
Ln
nt2n
. ð2:24Þ
Hence, on fLnp3nt2ng, we have PðfZn4 ntn j ‘nÞX12 for all sufﬁciently large n. This gives
in (2.23)
PðZn4ntnÞX12PðLnp3nt2n; Y 0‘nð0Þ4ntnð1þ ÞÞ
X1
2
PðY 0‘nð0Þ4ntnð1þ ÞÞ  PðLn43nt2nÞ
 
. ð2:25Þ
We estimate, similarly as in (2.22),
PðLn43nt2nÞp
X
x:kxk1pn
Pð‘nðxÞ43nt2nÞpð2n þ 1ÞdPð‘nð0Þ43nt2nÞ. (2.26)
In our proof of Theorem 1.1 in Section 3.2 we will see that PðY 0‘nð0Þ4ntnð1þ ÞÞX
eOðbnðtnÞÞ. Observe that ðnt2nÞ1Zban for some Z40. Indeed, this holds as soon as tnXnr
with roð4þ qÞ1 in d ¼ 1 and roð2þ qÞ1 in dX2, and this is implied by (1.9). Therefore,
Lemma 1.3 implies that PðLn43nt2nÞ is much smaller than PðY 0‘nð0Þ4ntnð1þ ÞÞ. Hence,
the last line of (2.25) can be estimated from below by 1
4
PðY 0‘nð0Þ4ntnð1þ ÞÞ, and this
completes the proof of (1.13).
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We prove the moderate deviations statement for the local time ‘nð0Þ (Lemma 1.3) in
Section 3.1, and we complete the proof of Theorem 1.1 in Section 3.2.3.1. Proof of Lemma 1.3
The statement (1.15) in d ¼ 1 follows from [7, Theorem 2] with f ðX kÞ ¼ 1fX k¼0g,
aðnÞK1
ﬃﬃﬃ
n
p
, p ¼ 1
2
.
In d ¼ 2, it follows from [11, Theorem 1]. In the notation in [11], gðnÞ ¼
E½‘nð0ÞK2 log n and an ¼ cðnÞgðnÞ. We note that in [11], it is assumed that n 7!cðnÞ is
non-decreasing. However, an inspection of the proof shows that the monotonicity is not
used at all, but only that cðnÞ does not vanish as n !1.
In dX3, the proof of (1.15) is easily done as follows. Let T0 ¼ 0oT1oT2o    denote
the subsequent times at which the walker hits the origin, i.e., Ti ¼ inffn4Ti1: Sn ¼ 0g for
i 2 N. Then f 0 ¼ PðT1o1Þ, and we have
Pð‘nð0Þ4anÞpP lim
m!1
‘mð0Þ4an
 
¼ PðTano1Þ ¼ f an0 , (3.1)
which is the upper bound in (1.15). To prove the lower bound, note that, for n !1,
Pð‘nð0Þ4anÞXP Ti  Ti1o
n
an
8i ¼ 1; . . . ; an
 
¼ P T1o
n
an
 an
¼ ðf 0  oð1ÞÞan
¼ f an0 eoðanÞ, ð3:2Þ
since nan !1. This completes the proof of Lemma 1.3.3.2. Proof of Theorem 1.1
From now on, we pick an as in (1.17) and bnðtnÞ as in (1.8) with t ¼ tn. Recall that (1.16)
is satisﬁed, and note that bnðtnÞ is given by (1.8). From (1.14), we in particular have, as
n !1,
logP
an
ntn
Y 04y
 
 yqbnðtnÞ; y40. (3.3)
Replacing an in (1.15) by xan for some x40, we obtain the large deviation statement
lim
n!1
1
bnðtnÞ
logP
1
an
‘nð0Þ4x
 
¼ I ‘ðxÞ; x40, (3.4)
where I ‘ðxÞ ¼ K1x2 in d ¼ 1, I ‘ðxÞ ¼ K2x in d ¼ 2 (recall (1.7)) and I ‘ðxÞ ¼ x log f 0 in
dX3 (recall that f 0 is the return probability).
The large deviation principles in (3.3) and (3.4), together with [8, Ex. 4.2.7], imply that
the distributions of 1
ntn
Y 0‘nð0Þ satisfy a large deviation principle on ð0;1Þ with speed bnðtnÞ
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y;x2ð0;1Þ:yx4s
½yq þ I ‘ðxÞ,
that is,
lim
n!1
1
bnðtnÞ
logPðY 0‘nð0Þ4sntnÞ ¼ eIðsÞ; s40. (3.5)
Therefore, it remains to determine eIð1Þ. It is not hard to see that eIð1Þ is equal to the
constant on the right-hand side of (1.10). Hence, Proposition 1.2 completes the proof of
Theorem 1.1.
4. Heuristics for small deviations
Let us discuss the necessity of our assumption in (1.9), which leaves a gap to the scale an
of the limit law in (1.1). We believe that our main result in (1.10) persists to a wider range
of tn’s, but not all the way down to an. The main reason is that one way to realize the event
fZn4ntng is to let the random walk behave like free random walk, while the scenery
variables on the range of the walk are all of order tn. As it turns out, for tn sufﬁciently close
to an, this strategy yields a lower bound on PðZn4ntnÞ that is larger than the asymptotics
in Theorem 1.1. In particular, we see that Lemma 2.1 (which is an important ingredient of
the proof of the upper bound of (1.10)) breaks down in this regime.
Let us explain this more closely, ﬁrst in the case dX3. If n1=25tn5nð1qÞ=ð2qÞ, in
contrast to Lemma 2.1 with r ¼ n and L ¼ 1, a sum of i.i.d. random variables with tails
given by (1.5) satisﬁes a moderate deviation principle of central limit theorem (CLT) type
[9], that is,
lim
n!1
1
nt2n
logP
Xn
i¼1
Y i4ntn
 !
¼  1
2
. (4.1)
Hence, we obtain a lower bound for logPðZn4ntnÞ of order nt2n by requiring that the
walk’s range is of order n (this has probability eOð1Þ) and that the scenery performs a CLT
type moderate deviation on the vertices in the range. Further restricting tn to satisfy
n1=25tn5n1=ðqþ2Þ, we have found a cheaper strategy than the one of Theorem 1.1, since
nt2n5ðntnÞq=ðqþ1Þ. This shows that the asymptotics in (1.10) does not hold for all an5tnpnr
with rp 1
qþ2 (this upper bound on r is smaller than the lower bound on r in (1.9)). We expect
that for d ¼ 2, the same argument applies apart from logarithmic corrections.
In one dimension, the situation is slightly different. We obtain a lower bound for
PðZn4ntnÞ by additionally requiring that the walk’s range and most of the local times in
this range are of order n1=2. The probability for this is again eOð1Þ. Conditionally on this
behavior of the walk, Zn is in distribution roughly equal to n
1=2
Pn1=2
i¼1 Y i. Using (4.1),
we see that, for n1=45tn5nð1=2Þð1qÞ=ð2qÞ, the conditional probability of fZn4ntng is
not smaller than expfOðn1=2t2nÞg. Further restricting to n1=45tn5nð1=8Þð2qÞ, we have
found a cheaper strategy than the one of Theorem 1.1. Indeed, the exponential speed in
Theorem 1.1 is nq=ðqþ2Þt2q=ðqþ2Þn , which is much larger than the speed n1=2t2n we obtained
above. This shows that the asymptotics in (1.10) does not hold for all an5tnpnr with
rp1
8
ð2 qÞ (this upper bound on r is again smaller than the lower bound on r in (1.9)).
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