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On the Existence and Computation of Minimum
Attention Optimal Control Laws
Pilhwa Lee and F.C. Park, Fellow
Abstract—Brockett’s minimum attention functional [1] has
been proposed as one means of capturing the cost of control
implementation–regarded here as the rate of change of the
control with respect to both state and time–for general nonlinear
control systems, with applications ranging from human motor
control to robotics. The main challenge in forging the minimum
attention paradigm into a practical control design methodology is
that the existence of solutions is not always assured, and finding
numerical solutions is also difficult. In this paper we prove that,
under the assumption of a control that is the sum of a time-
varying feedforward term and a time-varying feedback term
linear in the state, existence of a solution can be guaranteed.
Under these assumptions we appeal to the Liouville equation
representation of a nonlinear control system and derive the
associated first-order optimality conditions. The one-shot method
is then used to prove the existence of a solution and also to
iteratively compute a solution. Our methodology is illustrated
with an example involving a two degree-of-freedom robot arm.
Index Terms—Minimum attention, optimal control, Liouville
equation, one-shot method
I. INTRODUCTION
Given a general nonlinear system x˙ = f(x, u, t) evolving
on the state space X , where x ∈ X ⊆ Rn is the state and u ∈
U ⊆ Rm is the control, Brockett [1] proposes the following
functional—referred to as the minimum attention criterion—
as a measure of the cost of implementation of a control law
u = u(x, t):
J(u) =
∫ T
0
∫
X
α
∥∥∥∥∂u∂x
∥∥∥∥2 + (1− α)∥∥∥∥∂u∂t
∥∥∥∥2 dx dt, (1)
where α ∈ [0, 1] is a scalar weighting term. The basic premise
behind this attention functional is that the simplest control
law to implement is a constant input; the more frequently a
control changes, the more resources are required to implement
it. Since control laws typically depend on both the state and
time, the cost of implementation can be linked with the rate
at which the control varies with respect to changes in state
(the first term of (1)) and changes in time (the second term of
(1)). The parameter α adjusts the ratio of the cost placed on
the feedback term relative to that of the feedforward term.
Some interesting fundamental connections have been
pointed out between the attention functional and existing
theories for human motor control and learning [2], [3], [4], [5],
[6], [7]. New insights and perspectives on the control of soft
robots [8] have also been obtained via the minimum attention
Pilhwa Lee is with the Department of Mechanical Engineering, Michigan
State University, East Lansing, MI, USA, jpilpo77@gmail.com.
F.C. Park is with the Department of Mechanical Engineering, Seoul
National University, Seoul, Korea, fcp@snu.ac.kr.
Manuscript received Dec 1, 2019; revised Feb 1, 2020.
paradigm. Unfortunately, solutions to the associated multidi-
mensional variational problem for (1) are difficult to come by;
even the existence of solutions is not always guaranteed in the
general case.
One way to make this problem more tractable is to restrict
our attention to systems of the form x˙ = f(x) +G(x)u, with
G(x) ∈ Rn×m given and u of the form u(x, t) = K(t)x+v(t),
where K(t) ∈ Rm×n is a feedback gain matrix and v(t) ∈ Rm
is a feedforward term. Assuming this class of controls, some
results on minimum attention trajectories have been obtained
for simple kinematic models of wheeled mobile robots [9].
Additional assumptions on the attention functional [10], i.e.,
setting the terminal cost as the mean square state error, and
weighting the attentional functional probabilistically, make it
possible to approximate the problem as a linear quadratic
regulator (LQR), for which efficient solutions are readily
obtainable [2]. It is important to note that these existing works
only offer approximate solutions under restricted settings, with
no proof guaranteeing the existence of a solution in the general
case.
The main contributions of this paper are (i) a proof of the
existence of a minimum attention control under the assumption
of a control of the form u(x, t) = K(t)x + v(t), and (ii)
an iterative gradient descent algorithm for computing this
minimum attention control law. The key ideas that we draw
upon are the Liouville partial differential equation represen-
tation for nonlinear systems as proposed by Brockett [11],
and the observation that the existence question for the min-
imum attention problem is structurally identical to the well-
posedness problem for boundary flow control in the Navier-
Stokes equations. With this identification, we can make use of
the one-shot method developed in [12] to address the boundary
flow control problem, in which the state and control are treated
as independent optimization variables linked by the forward
state and backward adjoint equations. An iterative gradient
descent method is then developed to solve the minimum
attention problem, and its convergence to a local minimum
is proved via ellipticity, i.e., boundedness of the second-order
variation of the associated Lagrangian.
The paper is organized as follows. Section II formulates the
minimum attention problem in terms of an optimal control
problem involving the Liouville equation via the one-shot
method. Section III provides an existence proof for this
restricted class of controls, followed by the iterative gradient
descent method and a proof of its convergence. Section IV
provides examples of minimum attention control laws obtained
for a two-link planar robot.
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II. PROBLEM FORMULATION
Given the first-order nonlinear system
x˙ = f(x, u), (2)
where x ∈ X ⊆ Rn is the state, u ∈ U ⊆ Rm is the
control, and f is continuously differentiable with respect to
x and u. The associated Liouville partial differential equation
representation of (2) is [11]
∂ρ(x, t)
∂t
= −
〈
∂
∂x
, f(x, u)ρ(x, t)
〉
, (3)
with the boundary condition ρ(x, 0) = ρ0(x),
∫
X ρ0(x) dx =
1. Equation (3) can be identified with the Fokker-Planck
equation corresponding to the stochastic differential equation
dx = f(x, u) dt + G dw but with G assumed zero; given a
probability density ρ(x, 0) at t = 0, ρ(x, t) then describes the
time evolution of the density for x.
With the Liouville equation representation, the minimum
attention optimal control problem can now be formulated as
follows. Given a desired terminal density ψ(x) for x at t = T ,
define the attention functional
η =
γ
2
∫
X
(ρ(x, T )− ψ(x))2 dx
+
∫
X
∫ T
0
(
α
∥∥∥∥∂u∂x
∥∥∥∥2 + (1− α)∥∥∥∥∂u∂t
∥∥∥∥2
)
dt dx, (4)
in which the first and second terms of η respectively corre-
spond to a terminal cost and running cost.
The first-order necessary conditions for (4) subject to the
state dynamics (3) can be derived explicitly as follows. Define
the augmented Lagrangian L as
L = η−
∫
X
∫ T
0
λ
(
∂ρ(x, t)
∂t
+ 〈 ∂
∂x
, f(x, u)ρ(x, t)〉
)
dt dx,
(5)
where λ denotes the Lagrange multiplier. Then δLδλ = 0 leads
to the state equations (3), while the adjoint equation δLδρ = 0
leads to
∂λ
∂t
−
〈
∂λ
∂x
, f
〉
=
∂λ
∂t
− f · ∇λ = 0, (6)
subject to the boundary condition λ = γ(ρ − ψ) at t = T .
From the conservation of λ along the direction of advection
−f , λ can be expressed in terms of the terminal densities ρ
and ψ as
λ(x, t) = λ(x−
∫ T
t
f dt, T )
= γ
(
ρ(x−
∫ T
t
f dt, T )− ψ(x−
∫ T
t
f dt)
)
= γ (ρ(2x− x(T ), T )− ψ(2x− x(T ))) . (7)
Finally, the optimality condition δLδu = 0 leads to
α∇2u+ (1− α)∂
2u
∂t2
=
∂f
∂u
T ∂λ
∂x
ρ. (8)
Equations (3)-(8) together constitute the first-order necessary
conditions for the optimal solution (ρ, u, λ). In the next section
we prove the existence of a solution under certain assumptions
on u, and derive an iterative algorithm for its solution based
on the one-shot method.
III. GLOBAL EXISTENCE AND ITERATIVE ALGORITHM
We now assume that the control u is of the form
u = K(t)x+ v(t), (9)
where K(t) ∈ Rm×n and v(t) ∈ Rm are assumed to be C2
on the interval [0, T ].
Proposition 1. Assume the state space X is bounded. Given an
initial density ρ0(x) and terminal density ψ(x), both uniformly
bounded, there exists a sequence (Ki, vi), with Ki(t) ∈ Rm×n
and vi(t) ∈ Rm both C2[0, T ] and equicontinuous, that
uniformly converges to some (Kˆ, vˆ) in the space C2[0, T ],
such that uˆ = Kˆ(t)x+ vˆ(t) minimizes the functional η of (4).
Proof. K and v are both uniformly bounded from the C2[0, T ]
assumption, as is η from above and below, i.e.,
ηm ≤ η ≤ ηM (10)
for some ηm and ηM. Let (Kn, vn) in C2[0, T ] and equicon-
tinuous be a minimizing sequence for η, i.e.,
lim
n→∞ η(Kn, vn) = ηm. (11)
Since both Kn and vn are pointwise bounded and equicon-
tinuous, there exists a subsequence (Km, vm) in C2[0, T ]
uniformly converging to (Kˆ, vˆ) [13]. (Kˆ, vˆ) and the corre-
sponding uˆ minimizes the functional η of (4).
Iterative Algorithm
We now develop an iterative gradient method to solve the
first-order necessary condition (8) for the optimal (K(t), v(t)).
The explicit equation to be solved is as follows:
(K¨+KBK˙)x =
ρ
1− αB
T ∂λ
∂x
−v¨−2K˙f−K(Af+BKf+Bv˙),
(12)
where A = ∂f∂x , B =
∂f
∂u , and x(t) is governed by (2) with
initial condition x(0) = x0. The associated ρ(x, t) follows the
Liouville equation (3) with initial condition ρ(x, 0) = ρ0(x).
Referring to Algorithm 1, for initialization we generate an
initial reference trajectory and control (x∗, u∗) using, e.g., the
linear quadratic regulator method of [14]. The initial time-
varying feedback gain and feedforward (K(0)(t), v(0)(t)) are
then derived from the linearized optimal control perturbed
from (x∗, u∗) [2]:
u(x, t) = u∗(t)−R−1B(t)TP (t)(x− x∗(t)), (13)
where R ∈ Rm×m is a symmetric positive-definite matrix, and
P (t) ∈ Rn×n is generated backward from the matrix Riccati
differential equation
−P˙ = PA+ATP − PBR−1BTP, (14)
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with terminal boundary condition P (T ) = Pf . K(0) and v(0)
are prescribed as follows:
K(0) = −R−1BTP, (15)
v(0) = u∗ +R−1BTPx∗. (16)
Given K(0)(t) and v(0)(t) from the optimal control, we solve
for the density distribution ρ(0)(x, t) and evaluate the cost η(0).
For initialization of the line search parameter (n)(m), we set

(0)
(0) = 0, where the upper and lower script indices n and m
respectively indicate the iterations for the outer loop control
update and inner loop line search.
We now consider the case when the second variation of f
with respect to u is degenerate, and show that our algorithm
still converges to a local minimizer.
Theorem 1. The iterative gradient algorithm converges to a
local minimizer for the case when the second variation of f
with respect to u is degenerate.
Proof. Following [12], let X be a Hilbert space with norm
‖ · ‖ and L be a C2 functional on X . Suppose uˆ is a local
minimizer of L , and let B be a ball in X centered at uˆ. For
all u˜ ∈ B and for all variations h1, h2 ∈ X of u˜, from (5)
the second variation of L can be written
δ2L
δu2
(u˜)(h1, h2) = −
∫
X
∫ T
0
(α∇2h2+(1−α)∂
2h2
∂t2
)·h1dtdx,
(17)
where δ
2L
δu2 (u˜)(h1, h2) is the bilinear form related to the
second derivatives of L . Because h2 is a variation of u that is
linear with respect to x as assumed in (9), ∇2h2 is degenerate.
Integrating by parts,∫ T
0
∂2h2
∂t2
· h1 dt = −
∫ T
0
∂h2
∂t
· ∂h1
∂t
dt. (18)
Algorithm 1 Main iterative gradient algorithm
Initialize K(0)(t), v(0)(t), ρ(0)(x, t), and η(0)

(0)
(0) ← 0
repeat
Solve (2) for x(n−1) with u = K(n−1)x(n−1) + v(n−1)
repeat
∆v ← (− ρ1−αBT ∂λ∂x + v¨
+ 2K˙f +K(Af +BKf +Bv˙))(n−1)
∆K ← (K¨ +KBK˙)(n−1)
v(n) ← v(n−1) − (n)(m)∆v
K(n) ← K(n−1) − (n)(m)∆K
Solve (3) for ρ(n) with (K(n), v(n)) and evaluate η(n)(m)

(n)
(m+1) ← 0.5(n)(m)
m← m+ 1
until ηnm ≤ ηn(m−1)

(n+1)
(0) ← 1.5(n)(m), η(n) ← η(n)(m); evaluate λ(n)
n← n+ 1
until |η
(n)−η(n−1)|
η(n−1) ≤ tol
Taking the time derivative of h = K δx as a variation of u˜,
∂h
∂t
= (K˙ +KA)δx. (19)
Define the constants c1 and c2 to be the supremum and
infimum of the ratio ∂h∂t /h, i.e.,
c1 = sup
Kδx 6=0
‖(K˙ +KA)δx‖
‖Kδx‖ , c2 = infKδx 6=0
‖(K˙ +KA)δx‖
‖Kδx‖ .
(20)
Because K, K˙, A are continuous and δx is bounded in X ,
the existence of finite c1 and c2 are guaranteed. The second
variation of δ
2L
δu2 (h1, h2) is therefore bounded from above and
below, i.e.,
δ2L
δu2
(u˜)(h1, h2) ≤ (1− α)c1T ||X ||||h1||||h2||, (21)
δ2L
δu2
(u˜)(h1, h1) ≥ (1− α)c2T ||X ||||h1||2, (22)
satisfying ellipticity of the Lagrangian. It is now possible to
choose a positive set of parameters k < 2c2c1 such that the
iteration
u(k + 1) = u(k)− k∇L (u(k)), k = 0, 1, 2, ... (23)
converges to uˆ for any initial iterate u(0) ∈ B. For further
related details see [15].
IV. EXAMPLE: A TWO-LINK PLANAR ROBOT ARM
As an example, we derive the minimum attention control
law for a two-link planar robot arm. The dynamic equations
are of the form
τ = M(q)q¨ + b(q, q˙) (24)
where q ∈ R2 represents the joint angle vector and q˙ ∈ R2 its
velocity, τ ∈ R2 is the joint torque vector, M(q) ∈ R2×2 is
the symmetric positive-definite mass matrix, and b(q, q˙) ∈ R2
consists of the Coriolis and gravity terms . Expressions for
M(q) and b(q, q˙) can be found in Appendix A. Define the
state vector x = (q, q˙) ∈ R4 and the control u = τ ∈ R2. The
dynamic equations in state space form then become
x˙ = f(x, u) =
[
x2
M−1(x) (u− b(x1, x2))
]
. (25)
While the second variation of f with respect to u is clearly
degenerate, our minimum attention algorithm is still applica-
ble.
The control objective is to drive the system from the origin
xinit = (0, 0, 0, 0) to the end-effector position-velocity φf =
(−0.26, 0.40, 0, 0) at terminal time T = 0.5 sec (the forward
kinematics φ(x) is given in Appendix B). The attention cost
(4) for this example is chosen to be
η =
∫
X
(φ(x)− φf)TD(φ(x)− φf)ρ(x, T ) dx (26)
+
∫
X
∫ T
0
(
α
∥∥∥∥∂u∂x
∥∥∥∥2 + (1− α)∥∥∥∥∂u∂t
∥∥∥∥2
)
dt dx.
The adjoint boundary condition is λ = (φ(x)−φf)TD(φ(x)−
φf) at t = T , with λ(x, t) derived similar to (7):
λ(x, t) = (φ(2x−x(T ))−φf)TD(φ(2x−x(T ))−φf). (27)
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XX XXX 4
Algorithm 2 Monte Carlo evaluation of ρ(x, t) given (K, v)
trackcount ← 0
Generate grids with height ∆x and width ∆t at nodes
(xi, ti)
while trackcount < trackmax do
Sample xr ∈ Xc from a uniform distribution
Sample r ∈ [0, 1] from a uniform distribution
if r < ρ0(xr)∆x∆t then
Generate x(t) from (2) with x0 = xr and u = Kx+ v
Increment Npass(xi, ti) when x(t) passes through the
grid centered at (xi, ti) ⊆ X × [0, T ]
trackcount ← trackcount + 1
end if
end while
ρ(xi, ti)← Npass(xi, ti)/trackmax
For our specific example we choose D = diag(1, 1, 1, 1)×106
and α = 0.5.
The state space X is taken to be [−5, 5] × [−5, 5] ×
[−300, 300]× [−300, 300], discretized into 256 uniform inter-
vals over each dimension, while the time domain is discretized
into 40 intervals. The initial distribution ρ0(x) is centered at
xinit, with compact support over eight grids using a smoothed
Dirac delta function (see [16]). We set 0 = 2.0 × 10−3 and
tol = 5.0×10−5 in the main algorithm. Also, at each iteration
of the main algorithm, for the evaluation of ρ(i)(x, t) we use
the basic Monte Carlo algorithm of 2 (other methods are also
possible).
Figure 1(a) shows the initialized (red) and converged (black)
paths traversed in joint space q1-q2 from t = 0 to t = T .
Figure 1(b) shows the initial arm pose at t = 0 (blue), and
the initialized (red) and converged (black) final poses at t =
T . Trajectories for the control u(t), feedback term K(t), and
feedforward term v(t) are shown in Figure 2. The attention
cost plotted against the number of iterations is shown in Figure
3. It is interesting to observe that the feedforward term initially
dominates and eventually approaches zero, while the feedback
term initially starts out small but rapidly increases toward the
latter part of the motion. This is consistent with observations
from the human motor control literature [2], in which human
arm motions initially are dominated by feedforward terms, and
toward the latter part of the motion when precise positioning
is required, feedback terms dominate.
V. CONCLUSION
Using the Liouville partial differential equation representa-
tion for nonlinear systems [11], in this paper we have provided
a proof of the existence of a minimum attention control as
formulated in [1] under the assumption of a control of the form
u(x, t) = K(t)x + v(t). Exploiting the structural similarity
between this problem and a boundary flow control problem
involving the Navier-Stokes equations, we adopt the one-shot
method of [12] to develop an iterative gradient algorithm for
the numerical solution of the minimum attention control. An
example involving a two-link planar robot arm is used to
illustrate the algorithm, with results that bear close similarity
Fig. 1. (a) Initialized (red) and converged (black) paths in q1-q2; (b)
Initialized (red) and converged (black) arm poses at the terminal time t = T
(initial pose at t = 0 is shown in blue). The blue circle indicates the target
hand position.
Fig. 2. Graphs of (a) u1(t); (b) u2(t); (c) ‖K(t)‖; (d) ‖v(t)‖. Red
curves indicate initialized trajectories, while black curves indicate converged
trajectories.
to observed human arm reaching movements that transition
from feedforward to feedback control as the goal state is
reached. Our algorithm is still computationally intensive and
impractical for real-time control applications, but reliably
converges to a local minimum for a wide range of initial
conditions. The possibility of using our algorithm to generate
training data for, e.g., a reinforcement learning-based method
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Fig. 3. Attention cost η plotted against iterations.
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for motion control [17] remains an intriguing one.
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APPENDIX A
DYNAMICS OF TWO-LINK ROBOT ARM
Elements of the mass matrix M(q) and bias terms b(q, q˙)
are as follows [7]:
m11 = I1 + I2 + 2M2L1S2 cos q2 +M2L
2
1
m22 = I2
m12 = I2 +M2L1S2 cos q2
m21 = m12
b1 = −M2L1S2(2q˙1 + q˙2)q2 sin q2 +B11q˙1 +B12q˙2
+g[(M1S1 +M2L1) sin q1 +M1S2 sin(q1 + q2)]
b2 = M2L1S2q˙
2
1 sin q2 +B22q˙2 +B21q˙1
+gM2S2 sin(q1 + q2),
where g denotes gravity, and Ii, Mi, Li, Si respectively denote
the inertia, mass, arm length, and center of mass of link i.
APPENDIX B
FORWARD KINEMATICS
The forward kinematics map φ(x) maps the joint position-
velocity pair x = (q, q˙) to the end-effector Cartesian position
(X,Y ) and velocity (X˙, Y˙ ) via
X
Y
X˙
Y˙
 =

L1 cosx1 + L2 cos(x1 + x2)
L1 sinx1 + L2 sin(x1 + x2)
−L1x3 sinx1 − L2(x3 + x4) sin(x1 + x2)
L1x4 cosx1 + L2(x3 + x4) cos(x1 + x2)

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