Introduction
Let M be a closed orientable hyperbolic 3-manifold. Anderson, Canary, Culler and Shalen proved in [3] that the volume of M is bounded below by 3:08 under the assumptions that the first Betti number of M is at least 4 and 1 .M / has no subgroup isomorphic to the fundamental group of a genus-two surface. In [6] , Culler and Shalen showed that the volume of M is at least 0:92 provided that the first Betti number of M is at least 3 and 1 .M / has no two-generator subgroup of finite index. Later Culler, Hersonsky and Shalen improved the previous volume estimate to 0:94 in [5] . These deep results are among a number of theorems stated by Culler and Shalen alone [6; 8] and together with their collaborators Agol [2] , Anderson and Canary [3] and Hersonsky [5] that relate the topology of hyperbolic 3-manifolds to their geometry.
The common denominator in all of the volume estimates listed above is that they are consequences of one of the fundamental results in the study of Kleinian groups, the so-called log 3 theorem proved by Culler and Shalen [6] and generalized by Anderson, Canary, Culler and Shalen [3] . This seminal result can be stated as follows:
Log 3 theorem Let and Á be noncommuting isometries of H 3 . Suppose that and Á generate a torsion-free, topologically tame, discrete group which is not cocompact and contains no parabolic. Let 1 and˛1 denote the set of isometries f ; Ág and the real number 9, respectively. Then, for any z 0 2 H 3 , we have e .2 max 2 1 fdist.z 0 ; z 0 /g/
˛1:
The log 3 theorem and its generalization imply that 1 2 log 5 and 1 2 log 3 are Margulis numbers for hyperbolic 3-manifolds that satisfy the conditions in the cases where the first Betti numbers are at least 4 or 3, respectively. The lower bounds for the volumes of such manifolds computed in [3; 5; 6] follow. Although the bounds given in [3; 6] are superseded by the recent works of Gabai, Meyerhoff and Milley [9; 10] and Milley [12] using a newer approach based on Mom technology, it is conceivable that an improvement in the lower bound for the displacements under the isometries described in the log 3 theorem will lead to improved Margulis numbers and lower bounds for the volumes of the classes of hyperbolic 3-manifolds mentioned above through the ideas introduced in [3; 5; 6] . Motivated by this, we prove the following in this paper:
Theorem 5.1 Let and Á be noncommuting isometries of H 3 . Suppose that and Á generate a torsion-free discrete group which is not cocompact and contains no parabolic. Let | denote the set of isometries f ; Á; Ág and˛| be the real number 5 C 3 p 2. Then, for any z 0 2 H 3 , we have 
˛|:
This is proved in Section 5.
An orientable hyperbolic 3-manifold may be regarded as the quotient of the hyperbolic 3-space H 3 by a discrete group of orientation-preserving isometries of H 3 . If is a torsion-free Kleinian group and M D H 3 = , then is called topologically tame if M is homeomorphic to the interior of a compact 3-manifold. Agol [1] and Calegari and Gabai [4] proved that every finitely generated Kleinian group is topologically tame. Therefore, we may drop the tameness hypothesis from Theorem 5.1.
The proof of Theorem 5.1 requires the ingredients introduced in [6] to prove the log 3 theorem. We review these ingredients briefly in the following subsections of the introduction. In particular, we summarize the proof of the log 3 theorem in Section 1.1 with an emphasis on the calculations required to obtain the number log 3. In Section 1.2, we propose an alternative technique to perform these calculations which makes it possible to extend Culler and Shalen's arguments in [6] to determine a lower bound for the displacements under any given set of isometries in D h ; Ái as long as the hypotheses of the log 3 theorem are satisfied. We describe this extension and summarize its application to the set | D f ; Á; Ág to achieve the lower bound stated in Theorem 5.1 in Section 1.3.
In the rest of this manuscript the boundary of the canonical compactification H 3 of H 3 will be denoted by S 1 , which is homeomorphic to S 2 . The notation ƒ z will denote the limit set of -orbit of z 2 H 3 on S 1 . By dist(z; z ) we will mean the hyperbolic displacement of z 2 H 3 under the action of the isometry W H 3 ! H 3 . Any isometry of H 3 extends to a conformal automorphism x W H 3 ! H 3 . The conformal automorphism of S 1 obtained by restricting x will be denoted by 1 .
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A decomposition of D h ; Ái and the proof of the log 3 theorem
Let and Á be two noncommuting isometries of H 3 . Suppose that and Á generate a torsion-free discrete group which is not cocompact and contains no parabolic. Then D h ; Ái is a free group of rank 2; see [6, Proposition 9.2] . This fact allows one to decompose as disjoint union of subsets of reduced words. In particular, the decomposition
J is used in the proof of the log 3 theorem, which is carried out by considering two cases:
(I) When is geometrically infinite; that is, ƒ z D S 1 for every z 2 H 3 .
(II) When is geometrically finite.
In (1) each J is defined as the set of all nontrivial reduced words in that have the initial letter 2 ‰ 1 D f ; Á; Á 1 ; 1 g.
In case (I), Culler and Shalen first prove that the Patterson density, a -invariant conformal density . z / z2H 3 constructed by Patterson [14] and extensively studied by Sullivan [15; 16] , is the area density .A z / z2H 3 , whose support is S 1 ; see [6, Propositions 6.9 and 3.9] . Then, using the decomposition (1) together with its group-theoretical properties
for 2 ‰ 1 , they construct a decomposition of the area density .A z / z2H 3 , which in turn gives a decomposition of the area measure A z 0 based at z 0 2 H 3 into a finite sum of four measures , Á , Á 1 , 1 so that each measure 1 is transformed to the complement of for 2 ‰ 1 ; see [6, Proposition 4.2(ii) and Lemma 5.3 (ii) and (iii)]. In other words, they obtain the following: Theorem 1.1 Let D h ; Ái be a free, geometrically infinite Kleinian group without parabolics. For any z 0 2 H 3 , let A z 0 be the area measure based at z 0 . There is a family of Borel measures f g 2‰ 1 on S 1 for ‰ 1 D f ; Á; Á 1 ; 1 g such that:
(1)
.S 1 /, where A z 0 is normalized so that A z 0 .S 1 / D 1.
(2)
Furthermore, if z 0 is on the common perpendicular`. ; Á/ of the isometries and Á, then
Theorem 1.1 is not explicitly stated in [6] . But, as summarized above, it follows from [6, Lemma 5.3] using the conclusions of [6, Propositions 4.2, 6.9 and 3.9] . The function ;z 0 in part (2) is the conformal expansion factor of 1 measured in the round metric centered at z 0 (see [6, Section 2.4] for details). The common perpendicular`. ; Á/ mentioned in Theorem 1.1 is the fixed locus of the involution
Isom
C .H 3 / that conjugates to 1 and Á to Á 1 when 1 and Á 1 have no common fixed point on S 1 ; see [6, Proposition 1.8].
Next, Culler and Shalen relate the masses of the measures , Á , Á 1 and 1 to the hyperbolic displacements dist.z 0 ; z 0 /, dist.z 0 ; Á z 0 /, dist.z 0 ; Á 1 z 0 / and dist.z 0 ; 1 z 0 /. In particular, they prove the statement below: Lemma 1.2 [6, Lemma 5.5; 8, Lemma 2.1] Let a and b be numbers in OE0; 1 which are not both equal to 0 and are not both equal to 1. Let be a loxodromic isometry of H 3 and let z 0 be a point in H 3 . Suppose that is a measure on S 1 such that 
Since Ä A z 0 by Theorem 1.1(1), it is possible to apply Lemma 1.2 with the choices a D . ; Á/ D max˚dist.z 0 ; z 0 /; dist.z 0 ; Á z 0 / « for a fixed z 0 2 H 3 on the character variety X D Isom C .H 3 / Isom C .H 3 / of the free group on two generators. It is easy to show that f z 0 is proper and continuous on the closure of the set GF consisting of . ; Á/ such that h ; Ái is free on the generators and Á, geometrically finite and without any parabolic. They prove that f 1 z 0 has no minimum in GF; see [6, Lemma 9.5] . Since GF is open in X (see Marden [11, Theorem 8.1] ), the function f 1 z 0 achieves its minimum on the boundary GF GF. Then they show that the set of . ; Á/ such that h ; Ái is free, geometrically infinite and without any parabolic is dense in GF GF [6, Proposition 8.2] . Therefore, that every . ; Á/ 2 X so that h ; Ái is free and contains no parabolic is in GF (see [6, Proposition 9.3] ) reduces the geometrically finite case to geometrically infinite case, proving the log 3 theorem.
An alternative technique to calculate the number log 3
When D h ; Ái mentioned in the log 3 theorem is geometrically infinite, the calculation of the lower bound log 3 in Section 1.1 follows from the application of 
for every 2 ‰ 1 by Theorem 1.1(2). Hence we can apply Lemma 1.2 with the choices
Then Lemma 1.2 produces the inequality
for every 2 ‰ 1 . We consider the constants on the right-hand side of the inequalities in (3) as the values of the functions
Although the total masses of the measures for 2 ‰ 1 may change for a different z 0 2 H 3 , Theorem 1.1(1) still applies for the same decomposition in (1) . Therefore, the calculation of the number log 3 in the proof of the log 3 theorem becomes a consequence of the statement When combined with the arguments developed by Culler and Shalen in [6] to prove the log 3 theorem, this calculation technique extends to a process to find a lower bound for the maximum of the displacements under the isometries determined by a decomposition of D h ; Ái. This extension is summarized in the next section.
Decompositions of D h ; Ái and hyperbolic displacements
For any nonelementary discrete subgroup of the isometries of the hyperbolic nspace H n , there exists a -invariant conformal density . z / z2H n for H n , constructed by Patterson [14] , whose support is the limit set of . In the case (I) of the proof of the log 3 theorem, it is required to decompose the Patterson density for H 3 , which is the area density .A z / z2H 3 , whose support is S 1 (see [6, Propositions 3.9 and 6.9]), corresponding to the decomposition of D h ; Ái in (1) . To this purpose, Culler and Shalen prove a more general statement (see [6, Proposition 4.2] ) which establishes the existence of a family of D -conformal densities .M V / V 2V , D 2 OE0; n 1, for H n indexed by a countable collection V of subsets of an infinite, uniformly discrete subset W of H n with certain conditions, one of which is that M W can be decomposed as a sum of finitely many
which leads to the decomposition of the area density .A z / z2H 3 and, consequently, the decomposition of the area measure A z 0 based at z 0 into a finite sum of Borel measures as stated in Theorem 1.1(1).
The notion of D -conformal densities, D 2 OE0; n 1, for H n was introduced by Sullivan [15; 16] as a generalization of -invariant conformal densities for H n [14] .
Interested readers may refer to [6; 14; 15; 16] and Nicholls [13] , for the basics of this subject. In this paper, their use will be limited to the application of [6, Proposition 4.2] to a carefully chosen infinite, uniformly discrete subset of H 3 in Section 3 (see Lemma 3.3) . Therefore, constructions and properties of conformal densities will be assumed without explanation in the rest of this text. Unless stated otherwise, we shall assume that D h ; Ái satisfies the hypotheses given in the log 3 theorem.
The organization of the rest of this paper is as follows. Let z 0 be a fixed point in H 3 . In Section 2, we give the necessary calculations in detail to obtain the number log 3 for the log 3 theorem by using the approach outlined in Section 1.2. In particular, we show that the infimum of the maximum of f D n .x 1 ; x 2 ; : : : ;
In this paper we will not be concerned with the functions fh k g 4 kD1
, because they provide information about displacements under Á 2 , Á 1 , Á 1 and 2 . Only the functions ff i g 8 iD1 and fg j g 6 j D1 are related to the displacements under , Á and Á. Furthermore, it is possible to show that just the first eight ff i g 8 iD1 are significant for finding a lower bound for the maximum of the displacements dist.z 0 ; z 0 /, dist.z 0 ; Á z 0 / and dist.z 0 ; Á z 0 /.
We consider 7 as a submanifold of R 8 . Let I | D f1; 2; 3; 4; 5; 6; 7; 8g. Each function f i for i 2 I | is smooth in an open neighborhood of 7 . Then the calculation of the infimum of the maximum of the functions ff j g j 2I | follows from the statements (c) inf 
Although the proof of the observation that x 2 7 also uses the fact that none of the functions ff j g j 2I | has a local minimum in 7 , it is more involved. It requires a case-by-case study of the values of the functions ff j g j 2I | at the point x .
In Section 4.1, we use the first-order partial derivatives of the functions ff j g j 2I | to show that there are certain direction vectors in the tangent space T x 7 so that moving along these vectors reduces the number of possible cases for the values of the functions ff j g j 2I | at the point x to only five main cases (I) f j .x / <˛ for j 2 f4; 5; 6; 7; 8g and f j .x / D˛ for j 2 f1; 2; 3g, (II) f j .x / <˛ for j 2 f1; 2; 3; 4; 5; 6g and f j .x / D˛ for j 2 f7; 8g, (III) f j .x / D˛ for j 2 f1; 2; 3; 4; 5; 6g and f j .x / <˛ for j 2 f7; 8g, (IV) f j .x / D˛ for j 2 f1; 2; 3; 7; 8g and f j .x / <˛ for j 2 f4; 5; 6g,
where˛ D min x2 7 fmax.f 1 .x/; f 2 .x/; : : : ; f 8 .x//g. In each of the cases (I), (II), (III) and (IV), we prove in Section 4.2 that there exists a piece of curve in 7 passing through the point x such that moving along this curve produces a point in 7 at which a smaller minimum for the maximum of the functions ff j g j 2I | is attained. This leaves only the case x 2 7 which suggests a method to find the coordinates of the point x . Then we evaluate one of the displacement functions in ff j g j 2I | at x to calculate˛ . In other words, we prove the following statement:
This is given in Section 4.2, and provides the main estimate of Theorem 5.1 in the geometrically infinite case.
In Section 5, we show that the proper and continuous function defined for a fixed point z 0 2 H 3 on the character variety X defined by the formula
has no local minimum in GF to reduce the geometrically finite case to the geometrically infinite case, completing the proof of Theorem 5.1. Note that an analogous process applies to a broader class of decompositions.
As summarized above, when D h ; Ái is geometrically infinite, the infimum of the maximum of the displacement functions f [7] can be improved accordingly.
The log 3 theorem revisited
In this section, we calculate the number log 3 using the view point proposed in Section 1.2 in case (I) of the proof of the log 3 theorem.
Let F 1 be the set of functions ff 
We aim to find inf x2 3 G 1 .x/. To this purpose we shall consider 3 as a submanifold of R 4 . The tangent space T x 3 of 3 consists of the vectors in R 4 whose entries sum to 0 at any x 2 3 . Note that each displacement function f We introduce the function W .0; 1/ ! .0; 1/ defined by .x/ D 1=x 1, where 0 .x/ D 1=x 2 < 0 for every x 2 .0; 1/. We have the equality 3 .x/ for every x 2 3 . In other words, it is enough to prove the following: 
Let n D f.x 1 ; x 2 ; x 3 ; x 4 / 2 3 W 1=n Ä x i Ä 1 1=.2n/ for i D 1; 2; 3; 4g for n 2; then F 1 has an absolute minimum˛n at a point x n in n as n is compact. The sequence .˛n/ 1 nD1 is decreasing because n nC1 . In other words, the sequence . We claim that there exists a positive integer n 0 so that x n D x nC1 for every n n 0 . Let us assume otherwise that we have a subsequence .x n j / 1 j D1 of the sequence .x n / 1 nD1 so that x n j 2 n j C1 n j for every integer j > 0. Since we have S 1 nD2 n D 3 , there exists a subsequence of .x n j / 1 j D1 which has a limit point on @ 3 , a contradiction. In other words the absolute minimum of F 1 is attained at a point x D .x 1 ; x 2 ; x 3 ; x 4 / 2 3 so that
Since F 1 .x / is the minimum value, the function f 1 1 must have a critical point at x . This is a contradiction. Because the derivative of f
the function f 1 1 decreases at any x 2 3 in the direction of E v . This argument also applies, mutatis mutandis, to show that the assumption f 
Since we have f 1 .x / D min x2 3 F 1 .x/ and x 2 3 , the point x is a solution to this problem. Therefore the gradient vector rf 1 .x / is in the subspace of R 4 spanned by the vectors rG 1 .x / and rG 2 .x /. Equivalently the matrix
has rank less than 3. By applying the row reduction operations
simultaneously, we see that the matrix above is row equivalent to:
The reduced matrix above has rank less than 3 if and only if x 1 D x 4 and x 2 D x 3 . Then it follows from the equation
As a result we find that x i D 1 4 for every i 2 f1; 2; 3; 4g. Finally a simple evaluation shows that inf
It is worth emphasizing a few key points used in the proof of Lemma 2.1. The functions f 1 1 and f 1 2 have no local minimum on 3 . This fact implies that x 2 3 . The proof of Lemma 2.1 shows that the main ingredients used to calculate the number log 3 are:
(b) There exists a point x 2 3 3 such that min
Lemma 2.1 also establishes that the point x 2 3 is unique. If we assume the uniqueness of the point x a priori together with (a), it is possible to suggest an alternative way of finding the coordinates of the point x : let T 1 ; T 2 W R 4 ! R 4 be the maps defined by .x 1 ; x 2 ; x 3 ; x 4 / 7 ! .x 2 ; x 1 ; x 4 ; x 3 / and .x 1 ; x 2 ; x 3 ; x 4 / 7 ! .x 4 ; x 3 ; x 2 ; x 1 /, respectively. We have T i .x/ 2 3 and f
x/ for every x 2 3 . Since F 1 takes its minimum value at the point x , the function H 1 takes its minimum value at the point T 1 1 .x /. Therefore we obtain T 1 1 .x / D x which implies that x 1 D x 2 , and
We repeat an analog of the argument above for H 2 to derive that x 1 D x 4 and x 2 D x 3 . As a result we find x i D x j for every i; j D 1; 2; 3; 4. In this calculation method, we do not refer to the statement x 2 3 given in (b).
3 Decomposition of D h ; Ái for the isometries , Á and Á Let be a group which is free on a finite generating set ". Let Let ‰ be a finite set of words in . For each word 2 ‰ , let J denote the set of nontrivial elements of that have initial word . Depending on the number of elements in " and lengths of words in ‰ there may be a set of words which are not contained in any of J . Let us call this set the residue set of ‰ and denote it by ‰ r . We know that D h ; Ái described in the log 3 theorem is a free group on " We introduce another decomposition of that contains the set | D f ; Á; Ág. Let ‰ | D f Á; 2 ; Á 1 ; Á; 1 ; Á 1 1 ; Á 2 ; Á 1 g. Then it is straightforward to see that
where the residue set is ‰ 
Proof Since acts freely on H 3 and it can be decomposed as in (6) , the orbit W D z 0 is a disjoint union
where
Let D be a number in OE0; 2 and .M V / V 2V be a family of conformal densities, for which [6 (7), we obtain
Hence, we get conclusion (2) of Lemma 3.3. In order to complete parts (3)-(6), we need to determine all of the group-theoretical relations between the sets of words J for 2 ‰ | . We know that 1 Á 2 J 1 . Therefore, we have 1 2 Á 1 J 1 . Let w be a word in J 1 . Then we have w D 1 w 1 for some w 1 2 . We compute that Á 1 w D Á 1 w 1 . The first letter of w 1 cannot be . But it can be either Á, Á 1 or 1 . Assume that it is Á and w 1 ¤ Á. Then we have w 1 D Áw 2 for some word w 2 2 . The first letter of w 2 cannot be Á 1 , but it can be either Á, 1 or . Since
If the first letter of w 1 is Á 1 , then we get w 1 D Á 1 w 2 for some w 2 2 . We see that
If the first letter of w 1 is 1 , then we get w 1 D 1 w 2 for some w 2 2 which implies that Á 1 w D Á 1 1 w 2 . Therefore, we find that J Á 1 1 Á 1 J 1 . In other words, Á 1 J Á contains every word in except the ones start with Á 1 . Hence,
Similar computations show that
It follows from the discussion above and definitions of the sets J for each 2 ‰ | that, for each row , s. / and S. / of Table 1 , the decomposition has the group-theoretical property
Using the group-theoretical relations in (8), we derive the relations
We combine the last two equalities to obtain
, we obtain the equality
for every row of Table 1 by equating the total masses of both sides of (10), which provides parts .3/-.6/ of the lemma.
The following is an analog of Theorem 1.1 for the set ‰ | D h ; Ái. Notice that Theorem 3.4 has no analog of part (3) 
(the functions above are produced from rows (3)(a)-(c), (4)(a)-(c), (5)(a) and (5)(d) of Table 1 ) and
(these come from rows (3)(d), (4)(d), (5)(b), (5)(c), (5)(e) and (5)(f) of Table 1) for some
Under the same hypothesis on , for any z 0 2 H 3 and for each 2 f 2 ; Á 2 ; Á 1 ; Á g, the expression e 2 dist.z 0 ; z 0 / is bounded below by h i .x/ for at least one of h i from the list
for some i 2 f1; 2; 3; 4g and x 2 7 (the functions h i are produced from rows (6)(a)-(d) of Table 1 ).
Proof By Lemma 3.3(1), we have 0 Ä .S 1 / Ä 1 for every 2 ‰ | . We aim to show that 0 < .S 1 / < 1 for any 2 ‰ | . First assume to the contrary that 1 .S 1 / D 0. Applying Theorem 3.4(2) to row (6)(a) of Table 1 gives Á 1 .S 1 / D 1. By Theorem 3.4(1), we see that .S 1 / D 0 for every 2 ‰ | fÁ 1 g. Using that Á .S 1 / D 0 and applying Theorem 3.4(2) to row (6)(b) of Table 1 shows that Á 1 .S 1 / D 1, a contradiction. A similar argument can be repeated for Á .S 1 / by exchanging the roles of 1 and Á above. Therefore, we have 1 .S 1 / ¤ 0 and Á .S 1 / ¤ 0. where each entry in a list is assigned for 0 , 0 , S. 0 /, 1 , respectively. By applying Theorem 3.4(2) to Table 1 Table 1 and S. / ‰ | , we also conclude 
Assume that
When D h ; Ái is geometrically infinite, the lower bound given in Theorem 5.1 for the displacements under the isometries in | D f ; Á; Ág follows from the calculation of the infimum of the maximum of the functions in F | over the simplex 7 . Therefore, in this section, we aim to prove the statement below:
To this purpose, we shall show that it is enough to calculate the infimum of the maximum of the first eight f 1 ; f 2 ; : : : ; f 8 of the displacement functions in F | . Let I | D f1; 2; 3; 4; 5; 6; 7; 8g. Then we first state the following:
F | .x/ is attained in 7 and satisfies 9 Ä˛ Ä 5 C 3 p 2.
Proof It is clear that inf x2 7 fmax.f 7 .x/; f 8 .x//g Ä inf x2 7 F | .x/. We apply the substitution
and .x/ D 1=x 1 for x 2 .0; 1/. By Lemma 2.1, we obtain that 9 Ä˛ .
Let n D fx 2 7 W 1=n Ä x i Ä 1 1=.2n/ for i 2 I | g of 7 for every n 2. Note that nC1 n . The function F | has an absolute minimum F | .x n / at some point x n 2 n . The sequence .F | .x n // 1 nD1 tends to an infimum because it is a decreasing sequence which is bounded below by 9.
We claim that the sequence .x n / 1 nD1 cannot have a limit point on the boundary of 7 . Assume on the contrary that x n ! b 2 @ 7 as n ! 1. If .b 1 ; b 2 ; : : : ; b 8 / denotes the coordinates of the point b, then b i D 0 for some i 2 I | . Let us assume that b i D 0 for some i 2 f1; 7g. Then using the function f i , we conclude that
nD1 would tend to infinity. But it is supposed to be tending to an infimum of F | . Therefore, we must have b j D 0 for every j 2 f2; 3; 8g. Then, we get that
would tend to infinity when it is supposed to tend to an infimum of F | . In any case, we obtain that b 4 C b 5 C b 6 C b i > 1 for some i 2 f1; 2; 3; 7; 8g. This is a contradiction. Therefore, b 1 ¤ 0 and b 7 ¤ 0. Similar arguments with suitably chosen displacement functions show that b i ¤ 0 for every i 2 f2; 3; 4; 5; 6; 8g. Hence, the sequence .x n / 1 nD1 cannot have a limit point on the boundary of 7 . Then there exists a positive integer n 0 so that x n D x nC1 for every n n 0 . Otherwise we would have a subsequence .x n j / 1 j D1 of the sequence .x n / 1 nD1 so that x n j 2 n j C1 n j for every integer j > 0. Since we have
there exists a subsequence of .x n j / 1 j D1 which has a limit point on @ 7 , a contradiction. As a result, inf x2 7 F | .x/ is attained at some point in 7 
In the rest of this section, we will consider 7 as a submanifold of R 8 . The tangent space T x 7 at any x 2 7 consists of vectors whose coordinates sum to 0. Note that each displacement function f i for i 2 I | is smooth in an open neighborhood of 7 . Therefore, the directional derivative of f i in the direction of any E v 2 T x 7 is given by
We shall use the identity P 8 iD1 x i D 1 to rewrite the formulas of the functions f i given in Proposition 3.5 in various ways in the proofs of lemmas below to suit our purposes. Although they do not take the same values on all of R 8 , we will abuse notation and call the rewritten functions by f i , which agree with the originals on 7 .
4.1 Relationships between the displacement functions f 1 ; f 2 ; : : : ; f 8 By Lemma 4.2, we know that˛ is attained by a displacement function f i for some i 2 I | . In fact, it is possible to see that more than one function in ff 1 ; : : : ; f 8 g attain the value˛ . In other words, we have: Lemma 4.3 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 such that F | .x / D˛ , there exist at least two functions f i ; f j such that f i .x / D f j .x / for i ¤ j , where i; j 2 I | D f1; 2; 3; 4; 5; 6; 7; 8g.
Proof Observe that for each function f i for i 2 I | there is a variable x j such that the first-order partial derivative of f i with respect to x j at x is 0 for every x 2 7 . But the first-order partial derivatives of f i with respect to x i are strictly negative at every x 2 7 . These facts imply that rf i is not a scalar multiple of the perpendicular h1; 1; : : : ; 1i to T x 7 for any i 2 I | . Therefore, none of the functions f 1 ; f 2 ; : : : ; f 8 has a local extremum on 7 .
If f i .x / ¤ f j .x / for every i ¤ j , then the set ff 1 .x /; f 2 .x /; : : : ; f 8 .x /g has a unique largest element. By renumbering the functions, we may assume that f 1 .x / is the largest value, ie f 1 .x / D˛ . By the continuity of F | , there exists a neighborhood U of x contained in 7 so that F | .x/ D f 1 .x/ for every x 2 U . Since F | has a minimum at x , then f 1 must have a local minimum at x , a contradiction. The lemma follows.
Next, we will consider the cases in which f i and f j in Lemma 4.3 are in the sets ff 1 ; f 2 ; f 3 g, ff 4 ; f 5 ; f 6 g and ff 7 ; f 8 g, respectively:
Lemma 4.4 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 such that F | .x / D˛ , we have either (1) f l .x / D˛ for all l 2 I 1 D f1; 2; 3g or (2) f l .z/ <˛ for all l 2 I 1 and f j .z/ D f j .x / for all j 2 I 1 D f4; 5; 6; 7; 8g for some z 2 7 such that
Proof Assume that part (1) of the lemma does not hold at x . If f i .x / <˛ for every i 2 I 1 , the point z D x satisfies part (2). Then it is enough to consider the case f i .x / < f j .x / Ä f k .x / D˛ , and f l .x / Ä˛ for l 2 I 1 , where i; j ; k 2 I 1 such that i ¤ j , j ¤ k , i ¤ k . Let us define the vectors E u in T x 7 , respectively. Also let E u
Using the identity x k D 1 P 8 nD1;n¤k x n , we calculate the directional derivatives of all of the functions f 1 ; f 2 ; : : : ; f 8 in the direction of the vector E u j i . Note that none of the functions f 4 , f 5 ,. . . , f 8 contains the variables x 1 , x 2 or x 3 . For every x 2 7 and for every l 2 I 1 we see that
which implies that the values of f j and f k decrease along a line segment in the
The values of f l are constant along this segment, and for a short distance along E v the values of f i is smaller than those of f j and f k . Therefore there exists a point z on this line segment satisfying part (2) of the lemma.
Analogous results hold for the displacement functions in ff 4 ; f 5 ; f 6 g and ff 7 ; f 8 g. In particular, we have the following: Lemma 4.5 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 such that F | .x / D˛ , we have either (1) f l .x / D˛ for all l 2 I 2 D f4; 5; 6g or (2) f l .z/ <˛ for all l 2 I 2 and f j .z/ D f j .x / for all j 2 I 2 D f1; 2; 3; 7; 8g for some z 2 7 such that
Lemma 4.6 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 such that F | .x / D˛ , we have either
(2) f l .z/ <˛ for all l 2 I 3 and f j .z/ D f j .x / for all j 2 I 3 D f1; 2; 3; 4; 5; 6g for some z 2 7 such that
The proof of Lemma 4.4 applies, mutatis mutandis, to prove Lemmas 4.5 and 4.6. In particular, using each identity x k D 1 P 8 nD1;n¤k x i for k 2 I 2 [ I 3 , we perturb in the directions of the vectors E u Proof Let x 2 7 be a point such that F | .x/ D˛ . First, assume that f i .x/ <˛ for some i 2 I 1 . By Lemma 4.4, there exists a point z 1 2 7 with f i .z 1 / <˛ for all i 2 I 1 and f j .z 1 / Ä˛ for all j 2 I 1 with
If f j .z 1 / <˛ for some j 2 I 2 , there exists a point z 2 2 7 with
for all k 2 I 3 and F | .z 2 / D˛ by Lemma 4.5. We must have f k .z 2 / D˛ for all k 2 I 3 by Lemma 4.3. Thus x D z 2 satisfies case (II). Assume that f j .z 1 / D˛ for all j 2 I 2 . Let T 1 W 7 ! 7 be the transformation (13) x 1 7 ! x 4 ; x 2 7 ! x 5 ; x 3 7 ! x 6 ; x 4 7 ! x 1 ;
If f k .z 1 / D˛ for all k 2 I 3 , then x D T 1 .z 1 / satisfies case (IV). Otherwise, there exists a point z 2 2 7 such that 
Calculations of the infima
Note that x x 2 7 (see Lemma 4.2). We aim to prove the following proposition:
To this purpose, we need to show that cases (I), (II), (III) and (IV) are not possible at a point x 2 7 so that F | .x/ D˛ . We start with case (I).
Lemma 4.9 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 satisfying f i .x / D f j .x / for every i; j 2 f1; 2; 3g and f 2 .x / > f 6 .x /, there exists E v 2 T x 7 such that each of f 1 , f 2 and f 3 decreases in the direction of E v .
Proof Using the identity x 8 D 1 P 7 nD1 x n , we rewrite f 1 , f 2 and f 3 as
for every x 2 7 . These functions are each well-defined and smooth on an open neighborhood of 7 in R 8 .
Because .x/ decreases in x and † 2 is constant in all variables but x 4 , x 5 and x 6 , it is clear that
for every k 2 I 3 . These facts imply that at any x 2 7 such that the equation
does not hold, there exists some r 2 R such that each of f 1 , f 2 and f 3 decreases in the direction of the vector E v r D h1; r; 1; 0; 0; 0; r 2; 0i. Note that E v r 2 T x 7 since its coordinates sum to 0. Thus it only remains to consider the case in which the equality in (14) holds.
A computation gives that
which vanishes if and only if
, we conclude that equation in (14) holds if and only if x 2 D .1 x 1 x 3 /=2. By the identity
Therefore, we find that x 6 < x 2 . Then the lemma follows, because by the definitions of f 2 and f 6 , we obtain
Before we proceed to cases (II), (III) and (IV), we shall first prove the following statement:
Lemma 4.10 For 1 Ä k Ä n 1, let f 1 , f 2 ; : : : ; f k be smooth functions on an open neighborhood U of the .n 1/ simplex n 1 in R n . If at some x 2 n 1 the collection frf 1 .x/; rf 2 .x/; : : : ; rf k .x/; h1; 1; : : : ; 1ig of vectors in R n is linearly independent, then there exists a vector E u 2 T x n 1 such that each f i for i D 1; : : : ; k decreases in the direction of E u at x .
Proof Let B D fE v 1 ; : : : ; E v n g be a collection of n linearly independent vectors in R n . We claim that there exists a vector E u 2 R n such that E u E v < 0 for every E v 2 B . The assertion is clear for n D 1. For n > 1, assume that there exists a vector E u 0 2 SpanfE v 1 ; : : : ; E v n 1 g such that E u 0 E v < 0 for every v 2 S D fE v 1 ; : : : ; E v n 1 g by induction.
There is a nonzero vector E v 0 2 R n orthogonal to each vector in S . If we have
0 . The set B is linearly independent therefore, we get
Then we see that E u E v < 0 for every E v 2 B , which proves the claim.
Let E w D .1; 1; : : : ; 1/ 2 R n . Complete the set frf 1 .x/; rf 2 .x/; : : : ; rf k .x/; E wg to a basis B D frf 1 .x/; rf 2 .x/; : : : ; rf k .x/; E u kC1 ; : : : ; E u n 1 ; E wg for R n . If we declare
: : : ; n 1, then fE v 1 ; : : : ; E v n 1 ; E wg is linearly independent. This is because B is linearly independent. Let S D fE v 1 ; : : : ; E v n 1 g. Since E w ? has dimension n 1 and S is linearly independent, we have Span S D E w ? . By the fact above, there exists a vector E u 2 Span S so that E u E v < 0 for every E v 2 S . In particular, we get E u E v i D E u rf i .x/ < 0 for i D 1; : : : ; k . Since T x n 1 consists of vectors whose entries sum to 0, we have E w ? D T x n 1 , which completes the proof. has full rank at any x 2 7 which satisfies the hypotheses of the lemma. We have
We apply two row operations: first R 2 7 ! D R 3 C R 2 , then R 1 7 ! .B=D/ R 2 C R 1 . Then we obtain the row equivalent matrix:
The matrix above has full rank if and only if A B ¤ 0 or C D ¤ 0, where
Equivalently, it has full rank at x 2 7 unless x 7 D † 2 .x / and x 8 D † 1 .x /.
At any x 2 7 such that Proof Using the identity x 8 D 1 P 7 nD1 x n we rewrite the formulas of f 1 ; f 2 ; : : : ; f 6 as
All of these functions are smooth on an open neighborhood of 7 in R 8 and do not depend on x 7 or x 8 . Since f 2 .x / D f 6 .x / and f 3 .x / D f 5 .x /, we get x 2 D x 6 and x 3 D x 5 . Then using f 1 .x / D f 4 .x /, we obtain x 1 D x 4 . As a consequence, in particular, we find † 1 .x / D † 2 .x /. Using this fact together with
We aim to apply Lemma 4.10. To this purpose, we need to show that the matrix (16) 
has full rank at x 2 7 . Using the equality f 1 .x / D f 2 .x /, the coordinates of x and the definitions of f 1 ; f 2 ; : : : ; f 6 , we calculate that
We perform simultaneously the following elementary row operations 3   7  7  7  7  7  7  7  7  7  7  7  7  7  7  7  7  5 If we mark each partition of the matrix above by .i; j / reading the first entry from top to bottom and the second entry from left to right for i D 1; 2; 3 and j D 1; 2; 3, then the matrix in (16) has full rank if and only if the .2; 2/ partition has full rank. Its determinant factors as
which follows from the fact that the function t 7 ! t.1 t/ is increasing on .0; 1 2 / and the inequality 0 < x 1 < † 1 < 1 2 , an implication of the equality 2 † 1 C x 7 C x 8 D 1.
Let us assume that the determinant in (17) vanishes. Then we must have the expression
Simplifying the left-hand summand, applying the identity f 1 .x / D f 2 .x / to the right, and finding a common denominator yield
We use the fact that † 1 D x 1 C 2x 2 in the equality above. Then it simplifies to .x 2 / 2 C 2x 1 x 2 x 1 .1 x 1 / D 0. The solutions to this quadratic are
Since x 2 > 0, we get
Using this formula we find that x 2 < x 1 if and only if
Since .x/ D 1=x 1 decreases in x and † 1 < 1 2 , we get . † 1 / > 1. The identity
a contradiction. Hence, the matrix in (16) has full rank. By Lemma 4.10, there is a direction in which each f i decreases for i 2
Lemma 4.13 Let˛ D inf x2 7 maxff 1 .x/; : : : ; f 8 .x/g, where f i for i 2 I | are as in Proposition 3.5. At any x 2 7 satisfying F | .x / D˛ and f i .x / D f j .x / > f k .x / for every i; j 2 I 1 [ I 3 D f1; 2; 3; 7; 8g and k 2 I 2 D f4; 5; 6g, there exists a vector E v 2 T x 7 such that f i decreases in the direction of E v for each i 2
Proof Define the function † 1;3 .x/ D † 1 .x/C † 3 .x/ for x 2 7 . We use the identity x 4 D 1 P 8 nD1;n¤4 x n to rewrite f i as follows: has full rank at x 2 7 . Using the coordinates of x , the definitions of the functions
x /, we find the following:
(1) 
Note that B ¤ 0, B A ¤ 0 and D C ¤ 0. We also have E C B ¤ 0, which follows from the equality f 1 .x / D f 3 .x /.
We simultaneously apply the row operations:
1=.E C B//R 3 , R 5 7 ! .C =B/R 4 C R 5 and R 4 7 ! B R 3 C R 4 to the matrix in (18) to obtain the matrix: The matrix above has full rank if and only if the .2; 2/ partition has nonzero determinant, where
calculated by using the facts f 1 .x / D f 3 .x / and f 2 .x / D f 8 .x /. Assume that the determinant of the .2; 2/ partition of the matrix in (19) vanishes. Then the equality
Á must hold at any point x 2 7 satisfying the hypotheses of the lemma. Let † 1 , † 2 and † 1;3 denote † 1 .x /, † 2 .x / and † 1;3 .x /, respectively.
Since f 1 .x / D f 7 .x /, we get x 1 D x 7 . Using the inequalities f 2 .x / > f 6 .x /, f 3 .x / > f 5 .x / and f 8 .x / > f 4 .x /, we derive that x 2 < x 6 , x 3 < x 5 and x 8 < x 4 , which implies † 1 .x / < 1 2 . Because otherwise we find
contradicting with the fact that x 2 7 .
Note that
So we have x 1 ; x 8 2 .0; .1 x 2 x 3 /=2/. From the inequalities x 2 < x 6 , x 3 < x 5 and x 8 < x 4 , we obtain
By the equality f 1 .x / D f 8 .x /, we get that .
Since the function .x/= .x C x 2 C x 3 / is decreasing over the interval .0; .1 x 2 x 3 /=2/, we find x 1 < x 8 . By the facts † 1 .x / < 1 2 and . . † 1 .x /// 2 .x 8 / D .x 2 /, which follows from the rearranging of the equality f 2 .x / D f 8 .x /, we also find that x 2 < x 8 .
By using the equality f 2 .x / D f 8 .x /, we simplify the right-hand side of the equality above to .x 1 † 1;3 /.1 x 1 † 1;3 /.x 8 x 2 /.1 x 8 x 2 /, which is nonzero because x 2 < x 8 and 1 x 1 † 1;3 > 0 by the inequality f 1 .x / > f 4 .x /.
Similarly, by using the equality f 1 .x / D f 3 .x /, we reduce the left-hand side of (20) to .
We first distribute the factor .x 8 † 1 /.1 x 8 † 1 / and move the second summand in the resulting expression to the right-hand side of the equation in (20). On the right-hand side of (20) the term .x 1 † 1;3 /.1 x 1 † 1;3 / is a common factor. We factor this term and, after simplifications, we obtain (21)
.
On the left-hand side of (20), we have
Since we assume that the expressions in (21) and (22) are equal, there are two cases to consider: † 1 < x 8 and x 1 < x 3 ; † 1 > x 8 and x 1 > x 3 :
Assume we are in the first case. Note that
, we see that .x 8 / 3. We get 3 . † 1 / Ä f 8 .x / D˛ , which implies 3=.˛ C 3/ Ä † 1 . By Lemma 4.2, we know that 9 Ä˛ Ä 5 C 3 p 2. Upon setting f 8 .x / D˛ , substituting 1 P 7 nD1 x n for x 8 and collecting powers of † 1 in the resulting formula, we see that † 1 is a root of the quadratic
By the formula for the addition of the roots, we find that x 8 is the other root. Since † 1 ¤ x 8 , the discriminant of the quadratic above is strictly positive. By the inequality
By substituting 1 P 8 nD1;n¤7 x n for x 7 in the equality f 7 .x / D˛ and collecting powers of † 2 , we find that † 2 is a root of the quadratic
By the formula for the addition of the roots, we derive that x 7 is the other root. We obtain Q.
which, in turn, implies that P 8 nD1 x n < 1; a contradiction. Hence the matrix in (19) has full rank in the case (1).
If we are in the second case, consider
Using x 8 > x 4 , x 2 > x 6 , x 3 > x 5 and x 1 < x 8 , we derive that x 7 < † 1 < † 2 .
Then we obtain q˛ . † 1 / C Q˛ . † 1 / D Q˛ . † 1 / < 0, and q˛ .x 8 / C Q˛ .x 8 / D Q˛ .x 8 / < 0, which implies that x .˛ / < x 8 < † 1 < x C .˛ /. We shall use the previous inequality to produce lower and upper bounds for each of the factors in (21) and (22).
Since x .˛/ is decreasing over OE9; 5 C 3 p 2, we have a 1 D . p 2 1/=2 < x 8 . By the assumption x 8 < † 1 and the fact 9 Ä˛ , we find
we would compute that f 8 .x / D˛ < 9, a contradiction. Using the inequality
We find a lower and an upper bound for † 2 as follows. From the assumption x 1 > x 3 and the equality f 1 .x / D f 3 .x /, we have
. By the inequalities f 4 .x / <˛ , f 5 .x / <˛ and f 6 .x / <˛ , we obtain
The expression on the right-hand side of the first inequality above is decreasing both in˛ and † 1 < Then it follows that .2 p 2/=2 < † 2 . Next we will consider the two cases
Assume we are in the second case. By rearranging the equalities f 1 .x / D˛ , f 2 .x / D˛ and f 3 .x / D˛ , we derive
The right-hand side of the expression for x 2 is increasing in † 1 and decreasing in˛ . Therefore we find x 2 < b 4 D .9 p 2 10/=62 by substituting the relevant bounds 9 and b 2 for˛ and † 1 , respectively. We also find
by plugging in 9 and 1 3 D a 3 Ä † 2 because the expression on the right-hand side of the equality for x 1 above is decreasing in both † 2 and˛ . Similarly, since the right-hand side of the equality
is decreasing in both˛ and † 2 , we get a 4 D .2 p 2/=3 < x 1 C x 3 by substituting 5C3 p 2 and b 3 D 1 2 for˛ and † 2 , respectively. The right-hand side of the expression (25)
is again decreasing in both˛ and † 2 . So we obtain x 1 x 3 < b 6 D 27 209 by plugging in 9 and a 3 D Then we compute that .a 1 C a 2 /a 4 .a 3 b 5 /.1 b 4 b 2 / > 0:00886, which implies that the expression in (21) is less than 0:00886. Similarly, we also calculate that .b 2 a 1 /b 6 .1 a 1 a 2 /.1 a 4 / < 0:00489, which shows that the expression in (22) is greater than 0:00489. This is a contradiction. Hence, the determinant of the .2; 2/ partition of the matrix in (19) cannot be 0.
Assume that the inequality in the first case holds. In this case, we have
Using the equality in (24) we get .1027 480
, by rearranging the equality for x 2 in (23), we derive the inequality
Thus x 2 is greater than the smaller root of the left-hand quadratic in the previous inequality. This implies that
Substituting the bounds 9 for˛ and a 3 D .2 p 2/=2 for † 2 in the expression for x 1 in (23) we obtain x 1 < b 5 D 1=.9 p 2 8/. Similarly, using the previous bounds for˛ and † 2 in (25), we get x 1 x 3 < b 6 D .369 81 p 2/=1519. As a result we have We use Proposition 4.8 to calculate the infimum of G | over the simplex 7 . In particular, we prove Theorem 4.1. First, we establish the following:
Proof By Proposition 4.8, we know that x 2 7 , ie f i .x / D˛ for every i 2 I | .
The last equality, in turn, gives that
By the equality f 2 .x / D f 3 .x /, we see that
x 1 . Using the equality f 1 .x / D f 2 .x /, we find
which simplifies to 1 4x
. In particular, we conclude that x i D x 1 for every i 2 f4; 7; 8g and x j D x 2 for every for x j 2 f3; 5; 6g. Finally, we calculate that
Proof of Theorem 4.1 By the definitions of G | and F | , we have G | .x/ F | .x/ for every x 2 7 . A direct computation shows that G | .x / D F | .x /. Then the conclusion of the theorem follows.
On the uniqueness of x in Theorem 4.14
It is worth emphasizing the similarities between the statements (a) and (b) listed in Section 2 and the two statements (c) inf Let T 1 be the transformation defined in (13) . Since f i .T 1 .x// D f j .x/ for every x 2 7 for every pair .i; j / 2 f.1; 4/; .4; 1/; .3; 5/; .5; 3/; .7; 8/; .8; 7/; .2; 6/; .6; 2/g, we conclude that ff i W i 2 I | g D ff i ı T 1 W i 2 I | g. Let us define H 1 W 7 ! R, where H 1 .x/ D maxf.f i ı T 1 /.x/ W i 2 I | g. We see that F | .x/ D H 1 .x/ for every x 2 7 and min x2 7 F | .x/ D min x2 7 H 1 .x/. Since F | takes its minimum value at the point x and ff i .x / W i 2 I | g D f.f i ı T 1 /.x / W i 2 I | g, the function H 1 takes its minimum value at the point T Consider T 2 W 7 ! 7 defined by x 2 7 ! x 3 , x 3 7 ! x 2 and x i 7 ! x i for every i 2 I | f2; 3g. The map T 2 preserves 7 and 3 . Then we have g i .T 2 .x// D f j .x/ for every x 2 3 for every pair .i; j / 2 f.1; 1/; .2; 3/; .3; 2/; .7; 7/g. An argument similar to the one above for H 2 W 7 ! R, H 2 .x/ D maxf.f i ı T 2 /.x/ W i D 1; 2; 3; 7g shows that T Let 2 D fx 2 3 W x 2 D x 3 g. Note that g 2 .x/ D g 3 .x/ for every x 2 2 . Define the functions h i W 2 ! R such that h i D g i j 2 for i D 1; 2; 7. Introduce the continuous function F 2 W 2 ! R, where x 7 ! max.h 1 .x/; h 2 .x/; h 7 .x//. Then we have min x2 3 F 1 .x/ D min x2 2 F 2 .x/. Note that x D .x 1 ; x 2 ; x 2 ; x 1 ; x 2 ; x 2 ; x 7 ; x 7 / with x 1 C 2x 2 C x 7 D 1 2 .
In the rest of the discussion, we will consider 2 as a submanifold of R 8 . Then the tangent space T x 2 at any x 2 2 is a subspace of T x 7 generated by the vectors E u 1 D h1; 0; 0; 1; 0; 0; 1; 1i and E u 2 D h0; 1; 1; 0; 1; 1; 2; 2i. Note that h 1 .x/, h 2 .x/ and h 7 .x/ are smooth in an open neighborhood of 2 . Therefore, rh i .x/ E v is the derivative of h i in the direction of E v 2 T x 2 for each i 2 f1; 2; 7g.
Using the identity x 7 D 1 2
x 1 2x 2 , we rewrite the formulas of h 1 .x/, h 2 .x/ and h 7 .x/ as follows: h 1 .x/ D .x 1 C 2x 2 / .x 1 /, h 2 .x/ D .x 2 /= .x 1 C 2x 2 / and h 7 .x/ D .x 1 C 2x 2 / . 
Proof of the main theorem
In this final section, we present a detailed proof of the main result of this paper:
Theorem 5.1 Let and Á be noncommuting isometries of H 3 . Suppose that and Á generate a torsion-free discrete group which is not cocompact and contains no parabolic. Let | and˛| denote the set of isometries f ; Á; Ág and the real number 5 C 3 p 2, respectively. Then for any z 0 2 H 3 we have Assume the latter is the case. Let be the unique longest edge of . By the hyperbolic law of sines, is opposite to the nonacute angle. If P 1 lies in , let P .i/ 1 be a sequence of points in the interior of so that P .i/ 1 ! P 1 . Let P .i/ j D P j for j 2 f0; 2g and i 2 N . Otherwise, let P .i/ 2 be a sequence of points in the interior of so that P 
Assume is acute. Then the perpendicular arc 1 from P 1 to the geodesic containing P 0 and P 2 meets it in the interior of the edge of opposite to P 1 . Let P 
The triangle i with vertices P 0 , P .i/ 1 and P 2 is itself acute because its angles at P 0 and P 2 are less than those of , and its angle at P .i/ 1 limits to the angle of at P 1 .
Thus, the perpendicular arc .i/ 2 from P 2 to the geodesic containing P 0 and P by the hyperbolic law of cosines. In other words, by the two-step process described above, we obtain a triangle with vertices at P 0 , P .i/ 1 and P .i/ 2 so that all edge lengths are less than those of . Let f i g and fÁ i g be the sequences such that Finally, since the set of . ; Á/ such that h ; Ái is free, geometrically infinite and without any parabolic is dense in GF GF (see [6, Proposition 8.2] ) and every . ; Á/ 2 X with h ; Ái is free and without any parabolic is in GF (see [6, Proposition 9 .3]), we reduce the geometrically finite case to the geometrically infinite case proving the theorem.
