HISTORICAL SUMMARY
In a classic experiment, Smith [1] presented a perceptually random stimulus to subjects who were asked to reproduce it. The reproduced set was then used as a stimulus for a second set of subjects who were also asked to reproduce what they were shown. After about 12 cascades the final reproduction had a definite structure to it. The subjects had (gradually) imposed organization on an entirely random stimulus! The experiment indicates the importance of organization in human perception. The human visual system values organization to such a degree that it attempts to find (or impose) it even when none actually exists. Clearly this heuristic behavior has evolved in a world which, generally, is very much structured. By perceptual organization we refer to this ability of a vision system to organize detected features, or primitives, in images based on for instance, Gestaltic criteria. To put it another way, perceptual organization can be defined as the ability to impose structural regularity on sensory data, so as to group sensory primitives arising from a common underlying cause. This sort of organization then permits the formation of object hypotheses with minimal domain knowledge and, therefore, minimal restrictions.
The importance of finding organization in sensory data has long been recognized by researchers in human vision, especially the Gestalt psychologists. However, until relatively recently, the roles of structure and organization have been minimal in computer vision systems. Nevertheless, perceptual organization has been identified as one of the insufficiently emphasized areas in computer vision, lying as it does in the "middle ground" between low-level and high-level processing.
Early work in perceptual organization in computer vision dates back to Marr [2] (curvilinear groupings), Witkin and Tenenbaum [3] , and Lowe [4] . It was then that the well-known principle of nonaccidentalness, also known as the principle of common cause or the coincidence explanation, was postulated for perceptual organization. This principle states that it is highly unlikely for organized arrangements of image features to arise by chance and hence, the occurrence of such is significant. Since the work of Lowe, who showed that even simple organizations, such as parallel lines and rectangles, can drastically prune the recognition search tree, there have been a number of contributions that demonstrate the importance of perceptual organization for various vision tasks, e.g., object recognition [5, 6] , stereo [7] , motion [8, 9] , image databases [10] , building detection [11] [12] [13] , and change detection [14] . In addition, there has been an increase in the study of perceptual organization as a task in itself, similar to studies in shape from X . Indeed, it can be argued that a reasonable computational model of perception can be built around the notion of repeated detection and classification of organized structure. Again, however, despite these observations, the full potential of perceptual organization in computer vision is far from being realized.
STATE OF THE COMMUNITY
In computer vision, the term "perceptual organization" has been used by various researchers in various contexts, at different levels of vision processing, and with respect to different feature types. This practice has blurred the meaning of the term "perceptual organization." To restore focus to this domain, in [15] we proposed a classificatory structure and a nomenclature, based on the sensor signal dimensionality, level of abstraction, and module inputs and outputs. That is, perceptual groupings differ from one another with respect to the types of constituent features being organized and the dimensions over which the organizations are sought [3, p. 521] . We used these two factors as two axes in our classificatory structure, depicted in Table 1 . One axis represents the dimensions over which organization is sought: 2D, 3D (or 2 1 2 D), 2D plus motion, and 3D (2 1 2 D) plus motion. The other axis denotes the feature types to be organized, stratified by layers of abstraction: signal level, primitive level, structural level, and assembly level.
The signal level pertains to organizing the raw signal, for example, gray-level images in 2D, range images in 2 1 2 D, motion sequences in 2D plus motion, and range sequences in 3D plus motion. The next two levels (primitive and structural) are based on the "dimensionality" of the feature with respect to the domain of organization. The criterion of dimensionality, although not strictly defined here mathematically, refers to the number of parameters that are needed to define a feature. For example, in a 2D static image a contour segment is a one-dimensional manifold while a ribbon is two-dimensional.
The primitive level deals with organizing features extracted from the signal level into lower dimensional manifestations in the organizing field. For example, constant curvature segments Range segmentation work [50, 51] Note. Each cell has three rows. The first row lists some of the typical features to be organized at this level and dimension set. The second row lists some typical output organizations from modules at this level and dimension. The third row lists some of the representative work in this area.
and region boundaries built from edge maps are 1D manifolds embedded in 2D; surfaces are 2D manifolds in 3D. Hence, constant curvature segments and surfaces constitute primitive-level organizations in their respective domains.
At the structural level the organized features have the same dimensionality as that of the space in which they are being organized. Ribbons and closed regions are 2D manifestations in 2D and, therefore, represent structural-level features for 2D organization.
The assembly level is concerned with further organizing the structural-level features. Organizations such as parallel sets of ribbons or boxes constitute the assembly level for 2D grouping.
We use this classificatory matrix (Table 1) to group the past work in perceptual organization. The information in each cell of the matrix shown in Table 1 is arranged as follows. The first row lists some of the typical features to be organized at this level and sensor signal dimensionality. The second row lists some typical output organizations from modules at this level and dimension. The third row lists some of the representative work in this area. None of these lists are exhaustive; this is just a sampling to convey a statistical impression.
Based on the review of the recent work listed in Table 1 and the pre-1993 work reviewed in [15] , we offer the following observations.
1. The work in the past six years (1993) (1994) (1995) (1996) (1997) (1998) (1999) continues to follow the pattern established prior to 1993. Most of the work in perceptual organization has been at 2D at the signal, primitive, and structural levels, with increased emphasis on the structural level. Perceptual organization work in 2D and motion has not yet seriously ventured past the signal and primitive levels.
2. Most work in perceptual organization for 2D images has concentrated on extracting continuous contours by grouping image pixels, using primarily the properties of proximity and continuity [30, 38, 47, 52, 53, 55] . Of the work in perceptual organization with extended primitives, such as lines or arcs, the effort has been mostly to form simple, small groups of primitives such as parallels [22] , convex outlines [31] , ellipses [23, 28] , and rectangles [7, 23, 24] . We believe this is partly due to the rarity of fast computational frameworks in which to form large assembly-level groups.
GENESIS OF THIS SPECIAL ISSUE
On June 26, 1998, the First International Workshop on Perceptual Organization in Computer Vision was held in Santa Barbara, California, in conjunction with CVPR-98. 1 This meeting was sponsored by the PAMI Technical Committee of the IEEE Computer Society and was a huge success. Approximately 60 attendees heard 21 paper presentations. To encourage intellectual interaction, talks were limited to about 10 min. each, with nearly as much time for questions and discussion following. Never did the discussion exhaust before the time for the next presentation arrived. The closing session was a spirited discussion of more than an hour on the status of perceptual organization as a research topic, its role in vision systems, and where we should go (as a subcommunity) from here.
An outgrowth of the workshop is this special issue. Although the special issue was planned to coordinate with the workshop, submissions were invited from anyone working in the broad area of perceptual organization in computer vision. We received 18 fine papers, of which 7 were selected, following a rigorous peer review process, to be included in this issue.
THE WORK IN THIS SPECIAL ISSUE
The papers in this special issue, like most contemporary work in perceptual organization, deal with 2D images. SyedaMahmood's texture saliency work can be placed at the 2D signal and primitive levels, because of her use of extended texture primitives. The contributions of Crevier and of Casadei and Mitter are at the 2D primitive level. Lee and Medioni provide a unifying framework (and an unpronounceable title) that cuts across the 2D signal, primitive, and structural levels. Saund's work operates primarily at the 2D structural level. Selinger and Nelson, as well as Amir and Lindenbaum, offer mechanisms that enable large 2D assembly-level organizations; the first using explicit object models while the second does not.
Each paper in this special issue offers novel ideas, some of which should find application in other contexts. Taken together, they offer a good picture of the contemporary work in perceptual organization. Syeda-Mahmood describes a novel texture saliency measure that attempts to duplicate human judgments of visual saliency. This texture saliency measure is then used to identify interesting regions in images.
Crevier provides a probabilistic underpinning to the problem of grouping collinear segments. Previous work in collinear grouping has used pairwise probabilistic characterization, whereas Crevier models the nonaccidental occurrence of N collinear segments.
Amir and Lindenbaum start from the interesting premise that background features are less organized and hence are more easily detected than foreground objects. Their grouping proceeds by sequentially identifying and eliminating the background features.
Lee and Medioni put their voting based algorithm for points, line segments, and junctions into an elegant framework based on saliency tensors. Their results demonstrate that grouping based on even the simple principles of proximity and collinearity can provide substantial leverage.
Selinger and Nelson demonstrate the importance of perceptual organization in object recognition with a working system. A hierarchy of grouping processes that culminates in context-patch groups is used to control the combinatorics of recognition.
Saund offers a mechanism incorporating both local feature associations and global stability information to group contours across occlusions.
Casadei and Mitter employ graph-theoretical techniques to extract closed chains of contour segments. Of particular interest is the novel strategy used to control the combinatorics of the search process.
A few of the recurrent themes emerging from the papers in this special issue, which we believe will prove important in the future, are (i) the statistical (probabilistic) modeling of salient feature associations, (ii) the use of models to drive the grouping (top-down), at least at the assembly level, and (iii) the control of the combinatorics of the grouping process using voting or search-prune strategies.
FUTURE DIRECTIONS
It is our conviction that the area of perceptual organization is poised for increased activity and interest as we realize the importance of a robust intermediate-level grouping process in the design of artificial vision systems operating with large numbers of object models. Based on the discussion at the Santa Barbara workshop and our own experience, we believe the following are some of the major fundamental issues in perceptual organization that will be important in the future. We are certainly not sufficiently intrepid to attempt to predict the future; we are just suggesting some promising avenues for future research into this most exciting and intriguing problem of perceptual organization.
The role of learning in perceptual organization:
Is it possible to learn to group features in a domain? Is perceptual organization domain dependent? Can we automatically choose the right features to group for a particular domain?
2. The use of object models: The dependence of perceptual organization on object models is an open issue. It is commonly believed that object models should affect the grouping of lowlevel features, especially to form large groups. However, mechanisms to achieve this without reducing the solution to model matching are rare. Some recent efforts in this direction are those of Nelson and Selinger [5, 37] and Havaldar et al. [34] . In these formalisms the object matching problem is intertwined with the higher-level grouping processes.
Perceptual organization in 3D:
The role of perceptual organization in understanding range image data will increase in importance as range acquisition devices become cheaper, portable (or mobile), and readily available. Vision system developers will want to extract meaningful features from range images for recognition, navigation, change detection, and more.
4. Quality measures: We must begin to grapple with objective means of evaluation of perceptual organization algorithms. Clearly, the value of a technique can best be assessed in context, perhaps only in the framework of a full system [57] . But, at the very least, we assert that the objective evaluation and comparison of these techniques demands community attention.
5. Perceptual organization of motion sequences: Frame-byframe analysis has been the dominant mode in motion studies. Present day desktop computers are sufficiently fast and have enough memory to undertake the analysis of motion based on spatio-temporal volumes, which generally exhibit more structure and organization than do individual 2D frames.
We hope you enjoy the papers in this special issue and that they inspire, motivate, and facilitate your own efforts in computer vision generally, and in perceptual organization specifically. We also hope that you accept our thoughts, predictions, and recommendations in the spirit in which they are intended-as an exercise in thought provocation. The directions in which we as a research subcommunity actually move will be determined by the statistical aggregation of our individual needs, opportunities, and discoveries yet to be seen-and more than a little by the interests of our collective sponsors. But it is always nice to have some idea of where one is sailing, even if one is not entirely in command of the vessel! Enjoy and best wishes in your own research endeavors!
