We develop a corrective mechanism for neural network approximation: the total available non-linear units are divided into multiple groups and the first group approximates the function under consideration, the second group approximates the error in approximation produced by the first group and corrects it, the third group approximates the error produced by the first and second groups together and so on. This technique yields several new representation and learning results for neural networks:
Introduction
Neural networks have been shown to be very powerful in various classification and regression tasks [13] . A lot of the properties of multi-layer networks remain unexplained rigorously, despite their success in practice.
Representation. Neural networks are universal approximators for continuous functions over compact sets and hence, when trained appropriately can solve a variety of machine learning problems [6, 15, 12, 21, 14] . A long line of work, starting with [3] , provides bounds on the number of activation functions required for two-layer neural networks to achieve a given error when the function being approximated satisfies certain smoothness conditions [18, 22, 20, 28, 32, 19 ]. The papers [3] and [18] use a law of large numbers based argument using random neural networks (see Section 1.1) to achieve a squared error of 1/N using N neurons, whereas other works including [20, 28, 32, 19] carry out a Taylor series approximation for the target function by implementing additions and multiplications using deep networks. These assume more smoothness (higher number of bounded derivatives) of f and give faster than 1/N rates for the squared error.
Deep neural networks, with multiple non-linear layers, are practically observed to be better approximators than shallow two-layer networks. Depth separation results have been shown which construct functions that are easily and efficiently approximated by deep networks but cannot be approximated by shallower networks unless their width is very large (see [28, 7, 9, 31 ] and references therein). While the results in [20, 28, 32, 19] consider deep architectures to achieve faster representation results for a class of smooth functions, it remained unclear whether or not the class of functions they consider can be similarly represented by shallow networks.
In this work, we propose a corrective mechanism to show similar representation results to those achieved in [32] using deep networks, but for a two-layer neural network. Crucial to our approach is a careful choice of activation functions. These new activation functions are the same as ReLU activation functions outside of a small neighborhood of zero and they are smoother near zero. We note that the Sobolev space assumption for the target function in [32] is essentially the same as our assumption of fast enough decay in their Fourier distribution (see Section 3) due to the relationship between smoothness of a function and the decay of its Fourier transform. The experiments in [35] and [11] suggest that considering smoothed activation functions in some layers along with ReLU in some others can in fact give measurably better results in various problems. Theoretical results in [19] show that smooth functions can be more efficiently represented using rectified power units (RePU), which are smoother than ReLU.
Memorization. Despite the guarantees given by the representation results, finding the optimal parameters for a neural network for a given problem involves large-scale non-convex optimization, which is in general very hard. Therefore, stating representation results in conjunction with training guarantees is important.
Neural networks have the property that they can memorize (or interpolate) random labels quite easily [34, 4] . In practice, neural networks are trained using SGD and a long line of papers aims to understand memorization in over-parametrized networks via the study of SGD/GD (see [10, 1, 16] and references therein). A recent line of work studies the problem of memorization of arbitrary labels on n arbitrary data points and provides polynomial guarantees (polynomial in n) for the number of non-linear units required (see [23, 29, 17, 24] and references therein). These polynomials often have high degree (O(n 30 ) in [1] and O(n 6 ) as in [10] ). [23] and [29] improve this to O(n 2 ) under stronger assumptions on the data. Moreover, the bounds in [10] , [23] and [29] contain data and possibly dimension dependent condition number factors. [24] obtains intelligible bounds for such condition number factors for various kinds of activation functions, but cannot improve upon the O(n 6 ) upper bound. [17] shows a polylogarithmic bound on the number of non-linear units required for memorization, but only under the condition of NTK separability.
We consider the problem of memorization (or interpolation) of arbitrary labels via. gradient descent for arbitrary d dimensional data points under the assumption that any two of these points are separated by a Euclidean distance of at least θ. Under the distance condition which we use here, the results of [17] still require O( n 12 θ 4 ) non-linear units. Our results obtain a dependence ofÕ( d 2 n θ 4 ) for two-layer ReLU networks andÕ( dn θ 2 ) for
Step networks. This is optimal in n up to log factors, and to the best of our knowledge is the first paper to achieve this. Our result also is explicit in the dependence on dimension d and minimum distance θ, unlike some prior works. We note our network can be guaranteed to memorize labels to within error only, unlike previous works which show that error can be made arbitrarily small. This doesn't affect classification problems since labels are quantized.
Learning Low Degree Polynomials An important toy problem studied in the neural networks literature is that of learning degree q polynomials with d variables via SGD/GD when q d. This problem was first considered in [2] , and they showed that a two-layer neural network can be trained via Gradient Descent to achieve an error of at most whenever the number of non-linear units is Ω( d 2q 2 ) and [33] gives a bound of Ω( d q 2 4 ) using the random features model. All the currently known results for learning polynomials with SGD/GD require Ω d 2q poly(1/ ) non-linear units.
There are several representation theorems for low-degree polynomials with deep networks where the depth depends on the error (see [20, 28, 32] ) by systematically implementing addition and multiplication. They require a total of O(d q polylog(1/ )) non-linear units. However, there are no training guarantees for these deep networks via any algorithm. We show that a two-layer neural network with O(subpoly(1/ )) activation functions trained via GD/SGD suffices for this problem. In particular, the number of non-linear units we require is O C(a, q)d 2q − 1 a+1 for arbitrary a ∈ N ∪ {0}, which is subpolynomial in when we take a → ∞ slowly enough as → 0. To the best of our knowledge, these are the first subpolynomial bounds for learning low-degree polynomials via neural networks trained with SGD.
The Corrective Mechanism
We now describe the main theoretical tool used in this work. Let a, N ∈ N. With aN non-linear units in total, under appropriate smoothness conditions on the function f : R d → R being approximated, we describe a way to achieve a squared error of O(1/N a ). The same basic methodology is used, with suitable modifications, to prove all of our results.
For any activation function σ, the law of large number type argument given in [3] obtains O(1/N ) error guarantees for a two-layer network by picking Θ 1 , . . . , Θ N i.i.d. from an appropriate distribution such that Eσ(x; Θ 1 ) ≈ f (x) for every x in some bounded domain. Then, the empirical sumf (1) 
achieves an error of the form C 2 f /N as shown by a simple variance computation, where C f is a norm on the Fourier transform of f . Since Fourier transform is a linear operator, it turns out that the error (or remainder function) f −f (1) (x) has a Fourier norm on the order of C f / √ N , which is much smaller than that of f . We let the next N activation functions approximate this error function withf (2) , so thatf (1) +f (2) achieves an error of at most 1 N 2 . We continue this argument inductively to obtain rates of 1/N a . We note that to carry out this argument, we need stronger conditions on f than the ones used in [3] (see Section 3) . A brief description of the technical roadblocks and general proof strategy is given below.
Overview of Proof Strategy
The main representation results are given in Theorems 4 and 5 in Section 3. We briefly describe our proof strategy:
1. Because of non-differentiability at 0, the Fourier transform of ReLU function is not sufficiently wellbehaved. Construct an appropriate class of smoothed ReLU functions SReLU -which is the same as ReLU except in a small neighborhood around the origin -bt convolving ReLU with a specific probability density. This is done in Section A.
2. Represent cosine functions as a convolution of SReLU function as shown in Theorem 7.
3. Prove a two-layer approximation theorem for f under a Fourier norm using SReLU activation functions, by first representing the function using cosine functions through inverse Fourier transform. This is done in Theorems 8 and 9.
4.
Extend the error function f rem := f −f (1) to all of R d and show that its Fourier norm is smaller by a factor of 1 √ N . This is shown in Theorem 3. The activation functions used to constructf (1) are one-dimensional and their Fourier transforms are generalized functions which cannot be 'estimated' in the same way as functions. We will use the "mollification" trick from Fourier analysis to extend them to be d dimensional functions with continuous Fourier transforms.
5.
Make the next set of non-linear units represent the error f rem and continue recursively until the rate of 1 N a is achieved. Since the remainder function becomes less smooth after each approximation step, we can only continue this procedure until the resulting remainder function is smooth enough to be effectively approximated by the class of activation functions considered. This depends on the smoothness original function f . (Roughly, an increased number of bounded derivatives of f allows taking larger a.)
The guarantees we obtain above contain dimension dependent factors which can be quite large. Considering functions with low-dimensional structure -that is, d dimensional functions whose effective dimension is q d as described in Equation (1) below, the dimension dependent factor can be improved to depend only on q and not on d.
Functions with Low-Dimensional Structure
We consider approximation of real valued functions f i : R q → R for i = 1, . . . , m. Let d ∈ N and d ≥ q. Let B i ⊂ R d be finite sets such that |B i | = q and for all u, v ∈ B i , u, v = δ u,v . We fix an ordering for the elements of each set B i . For the ease of notation, for every x ∈ R d , define x, B i ∈ R q to be the vector whose elements are ( x, v ) v∈Bi . Define f :
This is a rich class of functions that is dense over the set of C c (R d ) equipped with the L 2 norm. This can be seen in various ways, including via universal approximation theorems for neural networks. Such low dimensional structure is often assumed to avoid overfitting in statistics and machine learning -for instance, linear regression in which case m = q = 1.
Low-Degree Polynomials
Low-degree polynomials are a special case of functions in the form of (1).
. We note that each polynomial p V can depend on at most q coordinates. A standard dot and dash argument shows that number of such distinct terms are q+d q . We consider the class of polynomials of x ∈ R d with degree at most q, where q d. Define low dimensional polynomial:
where J V ∈ R are arbitrary. Our results in Theorem 6 show how to approximate f (x) for x ∈ [0, 1] d under some given probability measure over this set.
Preliminaries and Notation
In this paper d always denotes the dimension of some space like R d , which we take as the space of features of our data. We also consider R q where q d and functions over them, especially when considering functions over R d with a q dimensional structure as defined in Equation (1). By B 2 q (r), for r > 0 we mean the set {x ∈ R q : x 2 ≤ r}. In this paper, we consider approximating functions f or g over some bounded set B 2 d (r) or B 2 q (r) (depending on the domain). Therefore, we are free to extend f outside this. We denote the standard 2 Euclidean norm by · .
We let capitals denote Fourier transforms. For example the Fourier transform of g :
Following the discussion in [3] , we scale G to G (2π) q to get the 'Fourier distribution' of g. Whenever G ∈ L 1 (R q ), the Fourier inversion formula implies that for all x ∈ R q ,
Following [3] , we also consider complex signed measures (instead of functions over R q ) as "Fourier distributions" corresponding to g as long as Equation (3) holds for every x. In this case the formal integration against G(ω) (2π) d dω is understood to be integration with respect to this signed measure. This broadens the class of functions g that fall within the scope of our results. We denote the Schwartz space over R q by S(R q ). This space is closed under Fourier and inverse Fourier transforms. We define the functions ReLU : R → R by ReLU(x) = max(0, x) and
Step : R → R by Step(x) = 1(x ≥ 0).
Random Features Model and Training
The random features model was first studied in [26, 25, 27] as an alternative to kernel methods. The representation results in [3, 18, 30] and in this work use random features. In order to approximate a target
Here we have denoted (v j ) ∈ R in the RHS collectively by v in the LHS, and ω j ∈ R d and T j ∈ R are random variables. We optimize over v, keeping ω j 's and T j 's fixed to find the best approximator for f . More specifically, we want to solve the following loss minimization problem for some probability distribution ζ over R d :
The problem above reduces to a least squares linear regression problem which can be easily and efficiently solved via gradient descent since this is an instance of a smooth convex optimization problem. By Theorem 3.3 in [5] , constant step-size gradient descent (GD) has an excess squared error O(1/T ) compared to the optimal parameter v * after T steps. In this paper, whenever we prove a learning result, we first show that with high probability over the randomness in ω j , T j , there exists a v 0 such that the loss in approximating f viaf ( · ; v 0 ) is at most /2. Then, running GD for the objective in Equation (4) for
Since this paper mainly concerns the complexity in terms of the number of activation functions, we omit the details about time complexity of GD in our results, but it is understood throughout that the time complexity is O(1/ ). The random features model is considered a good model for networks with a large number of activation functions since during training with SGD, for a large number of iterations the weights ω j and T j do not change appreciably compared to the initial random value. Such a consideration has been used in the literature to obtain learning guarantees via. SGD for large neural networks [2, 8, 10 ].
Organization
The paper is organized as follows. In Section 2, we illustrate the corrective mechanism by developing our results on memorization by two-layer ReLU networks via SGD to conclude Theorem 1. We then proceed to state our main results on function representation and learning polynomials in Section 3. We give the construction of the smoothed ReLU activation functions in Section A and state an integral representation for cosine functions in terms of these activation functions. The proof of the main technical result of the paper, Theorem 3, is in Section B. Sections C through G contain many of the proofs.
Memorization
We first present our results on memorization, as they are the least technical yet suffice to illustrate the corrective mechanism. Suppose we are given n labeled examples (x 1 , y 1 ), . . . , (x n , y n ) where each data point x i ∈ R d has label y i ∈ [0, 1]. In memorization (also known as interpolation), the goal is to construct a neural network which can be trained via SGD and which outputsf (x i ) =ŷ i ≈ y i when the input is x i , for every i ∈ [n]. The basic question is: how many neurons are needed? 2] . Let C be a sufficiently large universal constant and let , δ ∈ (0, 1) be arbitrary.
1. If N ≥ Cn(1 + d 2 log 2 n θ 4 + log 4 n θ 4 ) log n δ , then with probability at least 1 − δ there exist a 1 , . . . , a N ∈ R such that the functionf ReLU
2. If N ≥ Cn(1 + d log n θ 2 + log 2 n θ 2 ) log n δ , then with probability at least 1 − δ there exist b 1 , . . . , b N ∈ R such that the functionf Step
Moreover, if we consider only a 1 , . . . , a N as the free parameters and keep the weights (ω j , T j ) constant, we can obtain the optimum using SGD/GD since the objective is a convex function.
In the remainder of this section we will prove Theorem 1. We will first show a Fourier-analytic representation similar. However, instead of using the regular Fourier transform, only in this section, we use the discrete Fourier Transform. For a function f :
Take N = lN 0 . Unrolling the recursion above, we note that
This is the output of a two-layer network with lN ReLU units. We also note that (ξ j , T j ) are i.i.d. N(0, σ 2 I d )× Unif[−2, 2] and hence ω j := ξj ξj ∼ Unif(S d−1 ), which agrees with the statement of Theorem 1. The remainder f rem,l (x) can be seen as the error of approximating f 0 using N 0 l := N random activation functions as given in Equation (9) . By assumption, the labels f 0 (x j ) ∈ [0, 1], so f 0 2 2 ≤ n. This gives us the following error bound on the
Step 5: Markov's inequality. Denoting the RHS of the bound on expectation above as E N (f 0 ), Markov's inequality implies that for any δ ∈ (0, 1)
Now, we take s = 2, l ≥ log n + log 1 δ + log 1 and N = Ω (nlL) such that CnlL
Combining this with Equation (10), we conclude that when s, l and N are chosen as above, we have
Remark 1. When a 1 , . . . , a N are chosen randomly as above, we can show that E i a 2 i = O(1). We skip this for the sake of simplicity.
We also have the following lower bounds, proved in Section G. Theorem 2. There exist distinct x 1 , . . . , x n ∈ R d and corresponding labels y 1 , . . . , y n ∈ [0, 1] such that x i ≤ 1 and any two-layer ReLU network that memorizes the labels requires Ω(n) ReLU units.
We note that our lower bound does not consider the minimum distance θ as a parameter. It is not clear how to obtain a dependence on θ via the argument used to prove Theorem 2.
Approximation via Corrective Mechanism
Given a function g : R q → R, the goal is to construct a neural network whose outputĝ is close to g. The arguments resemble those given in the previous section on memorization, but the details are somewhat more technically involved.
The approximation guarantees of our theorems depend on certain Fourier norms. These can be thought of as measures of the complexity of the function g to be approximated. Let g : R q → R be the function we are trying to approximate over the domain B 2 q (r) and let G(ω) (2π) q be the 'Fourier distribution' of g : R q → R as defined in Equation (3). We take its magnitude-phase decomposition to be: G(ω) = |G(ω)|e −iψ(ω) . For each integer s ≥ 0 we define the Fourier norm
We will assume that C (s) g < ∞ for s = 0, 1, . . . , L for some L ∈ N. Because having small Fourier norm can be thought of as a smoothness property, smoothed ReLU functions can be efficiently used for the task of approximating such functions. In Section A we define a sequence of smoothed ReLU functions SReLU k for integers k ≥ 0, of increasing smoothness. These are obtained from the ReLU by convolving with an appropriate function. The use of smoothed ReLU functions is crucial in order that the remainder following approximation is itself sufficiently smooth, which then allows the approximation procedure to be iterated. We start with the basic approximation theorem, which has an approximation guarantee as well as a smoothness guarantee on the remainder.
Then, given any probability measure ζ over B 2 q (r) there exists a two-layer SReLU k network, with N non-linear units, whose output isĝ(x) such that the following hold simultaneously:
2. There exists a function g rem : R q → R such that:
We will use this theorem to give a faster approximation rate of 1 N a+1 for g, where a ∈ N ∪ {0}. We then extend this to functions of the from given in Equation (1) . The main conclusion of the following theorem is that the approximating network achieves an error of at most with N = O(C(a) − 1 a+1 ) activation functions. If the theorem below holds for every a ∈ N ∪ {0}, we note that if we take a → ∞ slowly enough as → 0, we get subpolynomial dependence on . 
Suppose g : R q → R has bounded Fourier norms C
Then, for any probability measure ζ over B 2 q (r), there exists a two-layer neural network with random weights and N activation functions consisting of a mixture of SReLU k b units for b ∈ {0, 1, . . . , a} with outputĝ : R q → R such that 1. For every x ∈ B 2 q (r), Eĝ(x) = g(x).
2.
The expectation here is with respect to the randomness in the weights of the neural network. Moreover, assuming thatĝ above is of the formĝ(
. ω j ≤ 1 r almost surely. Proof. The main idea of the proof is to use Theorem 3 repeatedly. We will first use ∼ N/(a + 1) SReLU ka units to approximate g byĝ (0) . This gives a squared error of the order O(1/N ). We then consider the error term g −ĝ (0) and approximate this error term using another ∼ N/(a + 1) SReLU ka−1 units and try to offset the first error to obtain a squared error guarantee of 1 N 2 , and repeat this procedure until we obtain the stated guarantees. We note that we have to reduce the smoothness parameter k in every iteration as error terms become progressively less smooth. A complete proof is provided in Section G. Now we prove the version of Theorem 4 for functions of the form in Equation (1) . The main advantage of Theorem 5 is that the bounds do not depend on the dimension d, only on the effective dimension q d.
Theorem 5. Consider the low-dimensional function defined in Equation (1) . Assume that
Then, for any probability measure ζ over B 2 d (r), there exists a one non-linear layer neural network with ReLU and SReLU k units for k ≤ k a with N neurons with outputf :
Proof. We use N/m neurons to approximate each of the component functions f i just like in Theorem 4, and then average the outputs of each of these. A detailed proof is given in Section G.
We now consider the problem of representing smooth radial functions using three layer networks. Let
We consider approximating f ( x 2 ) whenever x ∈ B 2 q (r). We approximate x → x 2 using the first non-linear layer (call this outputρ(x)) and the function f using the second non-linear layer and the third linear layer (call this outputf ). We obtain the following guarantees using Theorem 5. The proof is given in Section D. 
for some constants C a,b , C a , which also depend on l and r, but not on d or N .
We will now develop our results on learning low-degree polynomials. The results are based on Theorem 11 which is similar to Theorem 5, but with a stronger bounded sup norm type assumption on the Fourier transform instead. This has the advantage that we can sample the weights independent of the target function g and k to construct our network. The proofs are developed in Section E, which is roughly similar to Section B.
Let the probability measure µ l over R be defined by µ l (dt) ∝ dt 1+t 2l for l ∈ N. Given a, m, N ∈ N∪{0} such that N (a+1)m ∈ N and the orthonormal sets B i be as used in Equation (1), consider the following sampling procedure 1. Partition [N ] ⊆ N into m disjoint sets, each with N/(m(a + 1)) elements.
For
We now specialize to the low degree polynomials defined in Equation (2). Define the following orthonormal set associated with each V in the summation:
Consider the sampling procedure given above with the bases B V . Since the bases B V are known explicitly, this sampling can be done without knowledge of the polynomial. We have the following theorem about learning low-degree polynomials, which will be proved in Section G. Theorem 6. Let m = q+d q and let J be the m-dimensional vector whose entries are J V . Let J h denote the standard Euclidean h norm. Let a ∈ N ∪ {0}, δ ∈ (0, 1) and , R c > 0 be arbitrary. Let N be chosen such that and N/(a + 1)m ∈ N. Let ζ be any probability measure over [0, 1] d . Generate the weights
according to the sampling procedure described above. Construct the two-layer neural network with N activation functionŝ
Here we have denoted the vector comprising of
Moreover, we can obtain the coefficients v * i,j,b using GD over the outer layer only since this is a convex optimization problem.
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A Smoothed ReLU functions and Integral Representations
In this section we introduce the necessary technical results and constructions for function approximation by smoothed ReLU units SReLU k , as used in Theorems 3 and 4. In Theorem 7 we show that cosine functions can be represented in terms of SReLU k functions similar to Step 2 in Section 2. This will later be used along with Fourier inversion formula to represent the target function g in terms of the activation functions SReLU k . We note that this idea is taken from [3] and [18] . We give the proofs of all the results here in Section C.
A.1 Smoothing the ReLU
Consider the triangle function
Clearly, λ is a symmetric, bounded and continuous probability density over R. Denoting the Fourier transform of λ by Λ, one can verify the standard fact that Λ(ξ) = sin 2 (ξ/2) (ξ/2) 2 . We also consider k-fold convolution of λ with itself: Let λ 1 := λ and λ l+1 := λ 1 * λ l for l ≥ 1. For each k ≥ 1 the function λ k has support [−k, k], it is a symmetric, bounded and continuous probability density over R, and its Fourier transform is Λ
, which can also be verified to be a symmetric, continuous probability density over R with support [−w 0 , w 0 ], and its Fourier transform is given by Λ k,w0 (ξ) = Λ k ( ξw0 k ). We now "cosine regularize" λ k so that its Fourier transform is non-zero everywhere. This transformation is for purely technical reasons and is useful in the proof of Theorem 7 stated below. Let α 0 > 0 and w 0 ≤ min( π 2α0 , πk 4α0 ) and define
The constraints given on α 0 and w 0 ensure that λ α0 k,w0 (t) ≥ 0 for every t. We will henceforth think of α 0 and w 0 as fixed (say w 0 = 0.5 and α 0 = π 16 ). We define the smoothed ReLU functions
for all k ≥ 1 and hide the dependence on w 0 , α 0 . Clearly, SReLU k is an increasing, positive function and SReLU k (t) = ReLU(t) whenever t / ∈ (−w 0 , w 0 ). We follow the convention that for k = 0, SReLU k = ReLU. In particular, SReLU k (t) = 0 whenever t ≤ −w 0 . We give an illustration of these functions in Figure 1 . The higher the value of k, the smoother the function is at 0. In the sequel, whenever we say "smoothed by filter λ α0 k,w0 ", we mean convolution with the function λ α0 k,w0 . Theorem 7 (Cosine Representation Theorem). Consider the probability measure µ l over R given by µ l (dT ) = cµ l dT 1+T 2l (here c µ l is the normalizing constant). Let α, ψ ∈ R be given. There exists a continuous function κ : R → R depending on α, θ, l, k, w 0 and α 0 such that κ ∞ ≤ C(k, l) 1 + |α| 2k+2 and for every t ∈ [−1, 1]
Remark 2. We note that the upperbound on κ gets worse as the smoothness parameter k gets larger. This is due to the fact that smoother activation functions find it harder to track fast oscillations in cos(αt + ψ) as α gets larger.
B Proof of Theorem 3: Unbiased Estimator for the Function and its Fourier transform
Through the following steps, we describe the proof of Theorem 3, which was in turn used to prove Theorem 4. Step 1: Representing g in terms of SReLU k Consdier the setup in section 3 and assume C
From Fourier inversion formula, using the fact that g is real-valued, it follows that:
We combine Theorem 7 and Equation (15) to show the following integral representation for g. The proof is given in Section C. Theorem 8. Let µ l be the probability measure defined by its density µ l (dt) ∝ dt 1+t 2l for a given l ∈ N. Define the probability distribution ν g,k by ν g,k (dω) = 1+r 2k+2 ω 2k+2
where |η(T ; r, ω)| ≤ 1 almost surely with respect to measure µ l × ν g,k and η(T ; r, ω) = 0 whenever T > 1 + w 0 and β g,k := C
Remark 3. The case ω = 0 might appear ambiguous in the integral representations above. But following our discussion preceding Theorem 8, we use the convention that ω,x ω := 0 whenever ω = 0. We check that even the constant function can be represented as an integral in Theorem 7 by setting α = 0.
Remark 4. The probability measure ν g,k depends on the function g and can be complicated. Therefore, when training a neural network, it is not possible to sample from it since g is unknown. We only use the existence of this measure to prove representation theorems as found in the literature (see [3] , [18] ). To give the training results, we will impose more conditions on G and show that we can get similar representation theorems when a known, fixed measure ν 0 is used instead of ν g,k . This is done in Section E.
We start by converting Theorem 6, the integral representation of g in terms of SReLU k units, into a statement about existence of a good approximating networkĝ.
Step 2: Empirical estimate. Let µ l × ν g,k , η and β g,k be as given by Theorem 8. For j ∈ {1, . . . , N },
and independent of everything else. We define
and observe that θ j ∈ {−1, 1} almost surely and E [θ j |T j , ω j ] = η(T j ; r, ω j ). That is, it is an unbiased estimator for η(T j ; r, ω j ) and independent of other θ j for j = j . Now define the estimateĝ j (x) based on a single SReLU k unit
where we have made the dependence ofĝ j on T j , ω j implicit. We also define the empirical estimator
Note thatĝ is the output of a two-layer neural network with one SReLU k layer and one linear layer.
There is a constant C depending on l such that for any probability distribution ζ over B 2 q (r),
Therefore there exists a configuration a choice of (T j , ω j , θ j ) such that
Proof. The first item follows from Theorem 8. For the second item, let x ∈ B 2 q (r). Sinceĝ j (x) is an unbiased estimator for g(x) as shown in Item 1, we conclude that :
. Squaring and taking expectations on both sides yields the result, using that E|T j | 2 < ∞ since l ≥ 2. For Item 3, we use Fubini's theorem and Item 2 to conclude that
The desired bound holds in expectation, so it must also hold for some configuration.
Note that in Theorem 9, the RHS of the error upper bounds depend on the Fourier norm C (s) g . As explained in Section 1.1, in order to apply the corrective mechanism we need to consider g rem (x) = g(x)−ĝ(x) for x ∈ B 2 q (r) and show that, roughly, the corresponding Fourier norm C (s)
Since Fourier transform is a linear mapping, an unbiased estimator for g (i.e,ĝ) should be such that the Fourier transform ofĝ (i.e, G(ξ)) is an unbiased estimator for G(ξ) for every ξ ∈ R q . There are several technical road blocks to this argument:
1.ĝ(x) is only an unbiased estimator when x ∈ B 2 q (r).
2.ĝ j (x) is a 'one dimensional function' -that is it depends only on ω j , x . This makes its Fourier transform contain tempered distributions like dirac delta and we cannot apply a variance computation to show that the Fourier transform contracts by 1/ √ N .
3.ĝ j (x), even along the direction ω j , x is not well behaved since SReLU k (·) is not compactly supported. Therefore this is not an L 1 function and hence its Fourier transform isn't very well behaved.
We resolve the issues above by considering the fact that we only care about the values of g (andĝ) in B 2 q (r) ahd hence we are free to modify g (andĝ) outside this domain. Along these lines, we modify g to g(; R) andĝ j toĝ j (; R). Ultimately, we will show the existence of g rem : R q → R such that g rem (x) = g(x) −ĝ(x) whenever x ∈ B 2 q (r) and such that its Fourier transform is 'well behaved enough' to carry out the corrective mechanism describe above and in Section 1.1. As a first step towards modification, we resolve item 3 first above by replacing SReLU k by smoothed triangles S∆ k as defined below. This compactifiesĝ j along the direction ω j .
Step 3: Replacing SReLU by smoothed triangles. In the notations used below, we hide the dependence on r, w 0 , α 0 and l for the sake of clarity. Consider the statement of Theorem 8 for every x ∈ B 2 q (r):
For t ∈ R, let
r ω , T , and η(T ; r, ω) = 0 whenever T > 1 + w 0 . Therefore, we can replace SReLU k with S∆ k in Equation (18).
gives a triangle graph as can be easily verified and hence is compactly supported. Its Fourier transform is an L 1 function. S∆ k is obtained by convolving ∆ with the filter λ α0 k,w0 . We refer to Figure 2 for an illustration. Lemma 4 below follows from the preceding discussion. 
Consider the technical issues listed before Step 3. We resolved item 3 in Step 3 above. In Step 4 below, will resolve item 2 by modifyingĝ j by first replacing SReLU k with S∆ k as in Step 3 to 'compactify' it along the direction ω j and then 'mollify' it along the perpendicular directions by multiplying it with a function which is 1 in B 2 q (r) and vanishes outside a compact set to obtainĝ j (; R). To resolve item 1, we define g(x; R) to be the expectation ofĝ j (x; R) for every x. As a consequence we have show that for ξ ∈ R q , the fourier transform ofĝ j (; R), given byĜ j (ξ; R) is an unbiased estimator for G(ξ; R) which is the Forier transfrom of g(; R).
Step 4: Truncation and modification Let γ ∈ S(R) be the function defined in Section 1.3 -such that γ(t) ≥ 0 for every t ∈ R, γ(t) = 0 when |t| ≥ 2 and γ(t) = 1 for every t ∈ [−1, 1]. Let R ≥ r and q > 1. For
when q > 1. We use the convention that when ω = 0, 1 ω 2 ω, x 2 := 0 as stated in Remark 3. When q = 1, we let γ ⊥ ω (x) := 1 for every x. Let l ≥ 2. Draw (T j , ω j ) i.i.d. from the distribution µ l × ν g,k and let the random variable θ j be as in Equation (17).
We also define g( · ; R) :
The expectation on the RHS exists for every x whenever l ≥ 2 because then E T ∼µ l |T | < ∞. We note that g(x; R) andĝ j (x; R) are both implicitly dependent on k, l, α 0 , w 0 . LetĜ j (ξ; R) be the Fourier transform of g j (x; R) and let G(ξ; R) be the Fourier transform of g(x; R). Even though we allowed the Fourier distribution G/(2π) d to be singular entities like δ measures, we will see that for our extension, we show below that the
This allows us to construct estimators for G( · ; R). In the lemma below we construct an unbiased estimator for g( · ; R), whose Fourier transform is an unbiased estimator for G( · ; R). Let Γ q,R be the Fourier transform of γ( x 2 /R 2 ). We conclude from spherical symmetry of the function γ( x 2 /R 2 ) that Γ q,R (ξ) is a function of ξ only. When convenient, we will abuse notation and replace Γ q,R (ξ) by Γ q,R ( ξ ). We note some useful identities in Lemma 5 and give its proof in Section F.
whereĝ j (x) is as defined in (17).
For any fixed value of T j and ω j :
Here we stick to the convention that RHS is ω,x ω = 0 when ω j = 0 and when q = 1, we let Γ q−1,R (·) = 1. We recall that Λ α0 k,w0 is the Fourier transform of the filter λ α0 k,w0 .
Step 5: Controlling Fourier norm of remainder term. As per Theorem 9, g(x) is approximated by 1 N N j=1ĝ j (x) up to a squared error of the order 1 N and 1 N N j=1ĝ j (x) is the output of a two-layer SReLU k network with N non-linear activation functions. We will now consider the remainder term: g(x) − 1 N N j=1ĝ j (x). Since we are only interested in x ∈ B 2 q (r), we can define the following version of the remainder term using the truncated functions g(x; R) andĝ j (x; R):
We will now show that the expected 'Fourier norm' of g rem (x) is smaller by an order of 1 √ N . We note that g rem is a 'random function' such that Eg rem (x) = 0 for every x. Let G rem be the Fourier transform of g rem . 
where C is a constant depending only on s, r, q and k.
We give the proof in Section F. It is based on Item 4 in Lemma 5, which ensures that |G rem | is of the order 1 √ N in expectation. The technical part of the proof involves controlling the integral with respect to the Lebesgue measure using a polar decomposition.
We now combine the results above to complete the proof of Theorem 3. The proof applies Markov's inequality to the results in Theorem 9 and Lemma 6. Letĝ and g rem be defined randomly as in the discussion above. By Markov's inequality:
1. There is a constant C such that with probability at least 3/4,
2. There is a constant C 1 such that with probability at least 3/4,
By the union bound, with probability at least 1/2 both the inequalities above hold, and hence these must hold for some configuration.
C Integral Representations for Cosine Functions
The objective of this section is to prove Theorem 7. The Lemmas 7 and 8 below establish important properties of the the filter λ α0 k,w0 and will be used extensively in the sequel. Their proofs are given in Section C.
k,w0 (t) as defined in Equation (14) is a symmetric, continuous probability density over R which is supported over [−w 0 , w 0 ]. Its Fourier transform Λ α0 k,w0 is such that 1 ≥ Λ α0 k,w0 (ξ) > 0 for every ξ.
Proof. The first part of the Lemma follows directly from the definition. Let
For the second part, we observe that
We observe that this vanishes only when both sin 2k (ξ+α0)w0 2k and sin 2k (ξ−α0)w0 2k vanish. This can happen only if α 0 = lπk w0 for some l ∈ Z. Since by assumption we have 0 < α 0 < πk 2w0 , this condition cannot hold, which implies the result. Lemma 8. Let α 0 and w 0 be fixed. Then, there exist constants C 0 , C 1 > 0 depending only on α 0 and w 0 and C 2 depending only on α 0 , w 0 and k such that for every ξ ∈ R,
For every i ∈ N, denoting the i times differentiation operator by D (i) ,
For every ξ ∈ R and i ∈ N there is a constant C 1 (i, k, w 0 , α 0 ) such that
We will use the following claim.
. Then for every x ∈ R, either sin 2k (x + θ) ≥ sin 2k (θ) or sin 2k (x − θ) ≥ sin 2k (θ). Proof of claim: It is sufficient to show this for x ∈ [0, π) because of periodicity. If x ≤ π − 2θ then,
In the second step we have used Claim C.1. We note that when θ = α0w0
In the second step we have used the fact that c 0 ≥ 1. Now, using Taylor's theorem, we conclude that when
Using this, we conclude that we can bound sin 2k ( α0w0 2k )/( α0w0 2k ) 2k away from 0, uniformly for all k. Using this in the Equation (24), we conclude the first part of the lemma. Now, we will consider the derivatives. We first show the following claim:
The coefficients in the linear combination do not depend on f .
Proof of claim:
We show this using induction. 1) f . This satisfies the hypothesis. Suppose the hypothesis is true for
and r l=1 n l = i. Now, consider:
This is a linear combination with the required property for i + 1. Therefore, we conclude the claim.
We now show another estimate necessary for the proof:
Claim C.3. For every i ∈ N and some constant C(i, k, w 0 , α 0 ) > 0 depending only on i, k, w 0 , α 0 ,
Proof of claim: Let g(ξ) = sin 2k (ξ) ξ 2k . Since Λ α0 k,w0 is a linear combination of the scaled and shifted version of g, the same bounds hold for Λ α0 k,w0 up to constants depending on k, w 0 , α 0 and i. Clearly, g ∈ C ∞ (R). Therefore, |D (i) (g)(ξ)| ≤ C(i) whenever |ξ| ≤ 1. Now assume that |ξ| ≥ 1. It is easy to show that D (i) (g) is a linear combination of the functions of the form gr(ξ) ξ 2k+r , where g r (ξ) is a bounded trigonometric function, and r ∈ {0, 1, . . . , i}. Therefore, |D (i) (g)(ξ)| ≤ C (i) |ξ| 2k ≤ 2C (i) 1+|ξ| 2k whenever |ξ| ≥ 1. Combining this with the case |ξ| ≤ 1, we conclude the result.
From Claim C.2, it is sufficient to upper bound terms of the form:
k,w0 . From the bound in Equation (22) on Λ α0 k,w0 and bounds on the derivatives in Claim C.3, we have: 
We also define the convolution operator P : C 0 (R) → C 0 (R) by
and let I denote the identity operator over C 0 (R).
Let SReLU be as defined in Equation (25). For every n ∈ N,
The proof follows from integration by parts and using the fact that h (a) = h(a) = 0.
2. Since h is compactly supported, it is sufficient to show that And for every t ∈ [a, b] the following holds uniformly:
Proof. Fix t ∈ [a, b]. By a simple application of Fubini's theorem, the fact that h has compact support and that p(·) is compactly supported, it is easy to show the following "self-adjointness" of the operator P. For any continuous f : R → R:
From the definition of ReLU and the fact that p is symmetric and of compact support, it is clear that [(I − P)] ReLU is a continuous function with compact support. [(I − P)] ReLU 2 < ∞ where 2 is the standard L 2 norm of functions w.r.t Lebesgue measure. By Cauchy-Schwarz inequality, we conclude:
Where C is independent of n. To prove the lemma, it is sufficient to show that lim n→∞ (I − P) n h 2 = 0. We do this using Parseval's theorem. Let H (2) be the Fourier transform of h . We note that H (2) ∈ L 2 since h ∈ S(R). By the duality of convolution-multiplication with respect to Fourier transform, we conclude that the Fourier transform of (I − P) n h is (1 − P ) n H (2) . By Plancherel's theorem,
Since 0 < P (ξ) ≤ 1 almost everywhere, we conclude that lim n→∞ (1 − P ) n H (2) = 0 almost everywhere. Since |(1 − P ) n H (2) | ≤ |H (2) | almost everywhere and H (2) ∈ L 2 , we conclude by dominated convergence theorem that lim
Equation (27) along with item 2 of Lemma 9, this implies that for every t ∈ [a, b], the following uniform convergence holds:
Using Equation (26) along with the equation above, we get
In Lemma 11 below, we will show that when we choose the operator P carefully, the sum h (2) n := n i=0 (I − P) i h converges a.e. and in L 2 to a Schwartz functionh : R → R. The proof is based on standard techniques from Fourier analysis. Let D (n) denote the n-fold differentiation operator over R and we take D (0) to be the identity operator.
Lemma 11. Let the filter p and its Fourier transform P be such that 1. They obey all the conditions in Lemma 10
4. For every n ∈ N ∪ {0} there exists a constant C n > 0 such that |D n 1 P (ξ) | ≤ C n (1 + ξ 2m(n) ) for some m(n) ∈ N Leth be the inverse Fourier transform of H (2) P , where H (2) is the Fourier transform of h . Then:
For every t ∈ [a, b], h admits the integral representation
Furthermore, the filter p = λ α0 k,w0 (defined in Equation (14)) satisfies the above conditions.
Proof. Since h ∈ S(R), we conclude that H (2) ∈ S(R) because Fourier transform maps Schwartz functions to Schwartz functions. It is easy to show from definitions that H (2) P ∈ S(R). By definitionh := F −1 H (2) P (where F −1 denotes the inverse Fourier transform). Therefore,h ∈ S(R). We will first show that h
n (ξ) − H P (ξ) ≤ 2 H P (ξ) ∈ L 1 (R). From Fourier inversion formula, the following holds for every T ∈ R:
By the dominated convergence theorem, the integral in the last step converges to 0 as n → ∞ and we conclude that h 
n (T ) → T 3h (T ), we use the duality between multiplication by a polynomial and differentiation under Fourier transform. The Fourier transform of T 3 h
P . We proceed just like above. We need to show that D (3) H 
It is therefore sufficient to show that n r (1 − P ) n+l−1 is dominated by a fixed polynomial in |ξ| for every n large enough. Indeed, for n ≥ 3, we have:
Here we have used the fact that r ≤ 3. Therefore, the remainder term for each n is uniformly dominated by a product of a polynomial of ξ and a Schwartz function. Therefore, we conclude that the sequence H
n is dominated by a L 1 function and from the discussion above conclude that (1 + |T | 3 )h 
Where o n (1) tends to 0 uniformly for all t ∈ [a, b].
In the fifth step, we have used the fact that |SReLU(s)| = w0 −w0 ReLU(s − τ )p(τ )dτ ≤ |s| + w 0 for every s ∈ R. It is simple to verify that λ α0 k,w0 satisfies all the conditions of the lemma using the results from Lemma 8.
We will now specialize to the filter defined in Section A and set p := λ α0 k,w0 as defined in Equation (14) for some k ∈ N∪{0}. We denote the activation function obtained as SReLU k , in keeping with the notation defined in Section A. A well known result from analysis shows the existence of a "bump function" γ ∈ C ∞ c (R) ⊂ S(R) such that γ(t) = 1 when |t| ≤ 1, γ(t) = 0 when |t| ≥ 2 and γ(t) ≥ 0 for every t ∈ R. Let Γ be the Fourier transform of γ. Henceforth, we let h(t) = γ(t) cos(αt + ψ) for some α, ψ ∈ R. Clearly h ∈ C ∞ c (R). It is clear that for t ∈ [−1, 1], h(t) = cos(αt + ψ). Therefore, from Lemma 11, we conclude that there existsh ∈ S(R) such that for every t ∈ [−1, 1],
In the following discussion, we will estimate about how 'large'h is in terms of α. Let H denote the Fourier transform of h. A simple calculation shows that:
1.
Lemma 12. Let h(t) = γ(t) cos(αt + ψ) andh be the corresponding limiting function given by Lemma 11. Then for all T ∈ R and l ∈ N, we have:
Proof. LetH be the Fourier transform ofh. By inversion formula we conclude that for every T :
By Lemma 11, it is clear thatH(ξ) = H (2) (ξ) Λ α 0 k,w 0 (ξ) . Using Lemma 8, there exists a constant C(k, α 0 , ω 0 ) such that:
We have absorbed universal constants and constants depending only on k into C(k, α 0 , w 0 ) throughout. In the second step we have used the fact that |ξ| 2 ≤ 1 + |ξ| 2k+2 for every ξ ∈ R and used the expressions for H (2) (ξ) given in Equation (32). In the last step, we have used the fact that since Γ ∈ S(R), there exists a constant C k such that |Γ(ξ)| ≤ C k 1+|ξ| 2k+4 for every ξ ∈ R. Using Equations (33) and (34) along with elementary application of Jensen's inequality to the function x → |x| 2k+2 , we conclude that
To bound |T 2lh (T )|, we consider the derivatives of its Fourier transform. Clearly, the Fourier transform of T 2lh (T ) is (−1) l D (2l)H (ξ). Therefore, for all T , we conclude from the inversion formula that:
. Using the product rule here results in a sum of the form
for some positive integers N a,b,c . We consider each term separately.
Using Lemma 8, we conclude for every a, b in the summation,
Now, D (c) Γ ∈ S(R) for every c. Therefore we can find a constant C k such that D (c) Γ(ξ) ≤ C k 1+|ξ| 2k+4 . Therefore, using similar integration as the previous case, we conclude that:
Combining equations (36) and (35) we conclude the result.
We will now give the proof of Theorem 7 and Lemma 2: Proof of Theorem 7 From Lemma 11 and Equation (30) we conclude that for every t ∈ [−1, 1]:
For someh ∈ S(R). From Lemma 12 we conclude that
Taking κ(T ) := (1+T 2l ) cµh (T ) in Equation (37), we conclude the result.
Proof of Lemma 2: The proof follows from an application of Lemma 9 with h(t) = γ(t) cos(αt + ψ).
Proof of Theorem 8
From Equation (15) and the definition of ν g,k , we conclude:
We follow the convention that ω,x r ω = 0 when ω = 0 without loss of meaning in the equation above. When x ∈ B 2 q (r), Cauchy-Schwarz inequality implies that ω,x r ω ∈ [−1, 1]. In Theorem 7, we take α = r ω and ψ = ψ(ω) to conclude that there exists a continuous function κ(T ; r, ω) such that for every x ∈ B 2 q (r)
1+r 2k+2 ω 2k+2 ≤ C(k, l) a.s. In order to make the notation more compact we define
and β g,k := C (0) g + r 2k+2 C (2k+2) g C(k, l) (we hide the dependence on l). The theorem follows from the discussion above when, in the definition of η, the extra factor of 1(T ≤ 1 + w 0 ) is removed. However, we note that when x ∈ B 2 q (r), ω,x r ω ≤ 1 and it follows that when T > 1 + w 0 ,
Therefore, we can include the factor of 1(T ≤ 1 + w 0 ) without altering the equality.
D Representing Smooth Radial Functions with Two Non-Linear Layers
Consider the setup described in the discussion preceding Proposition 1. We first consider the function x → x 2 . Clearly,
We recall the 'bump' function γ ∈ S(R) such that γ(t) ≥ 0 for every t ∈ R, γ(t) = 1 whenever t ∈ [−1, 1] and γ(t) = 0 whenever |t| ≥ 2. We will consider ρ(
. This is of the form given by Equation (1) ) 2 . Applying Theorem 5, we conclude that there exists a two non-linear layer neural network with SReLU k and ReLU units (for k ∈ {1, . . . , b}) whose output isρ such that for any distribution ζ over B 2 d (r), we have:
Now, by Theorem 4, with q = 1, we conclude that for any distribution ζ 1 on [0, r], there exists a two-layer neural network with N non-linear layers whose out output isf :
uniformly Lipschitz where C is a constant depending only on α 0 , ω 0 , l, r and a.
Proof. Since ReLU : R → R is 1-Lipschitz, we conclude that SReLU k : R → R is also 1-Lipschitz. From our estimation procedure, it is clear thatf : R → R is of the form
Where j ∈ {1, −1}, T j , κ j ∈ R. Therefore, we conclude thatf is N j=1 |κj | r uniformly Lipschitz. We conclude the result using the bound on the sum of the coefficients given in Theorem 4.
Taking ζ 1 to be the distribution of x 2 when x ∼ ζ, we have
Clearly,f (ρ(x)) is the output of a three layer neural network with two non-linear layers and one linear layer. Hence we conclude the result of Proposition 1.
E Neural Network Approximation with Function Independent Sampling
We consider a similar setup as in Section 3. Let g : R q → R be such that g ∈ L 1 (R q ) and its fourier transform G ∈ L 1 (R q ) ∩ C(R q ). We define the following norms for G:
We assume that S (l) g < ∞ for l = 0, 1, . . . , L for some L to be chosen later. We consider the spherically symmetric probability measure ν 0 over R q defined by its Randon-Nikodym derivative: ν 0 (dω) = C q dω 1+ ω q+1 , where C q is the normalizing constant.
Remark 5. We note that G has to be a function and not a generalized function/measure (like dirac delta) for the norms S (l) g to make sense. Unlike ν g,k , ν 0 depends neither on g nor on k. We intend to draw the weights ω j ∼ ν 0 . Clearly ω j = 0 almost surely. We therefore skip the corner cases for ω j = 0 as considered in Section B.
We let µ l be as defined in Theorem 7. We again consider Equation (15) . Assume S 2k+2
Here we have used Theorem 7 in the third step where |η| ≤ 1 almost surely. For the sake of clarity, we will abuse notation and redefine
By similar considerations as in Theorem 8, we can replace η(T ; r, ω) with η(T ; r, ω)1(T ≤ 1 + w 0 ). Clearly |η| ≤ 1 almost surely even under this redefinition. We will take β S g,k := C(k,l) Cq (S 0 g +r 2k+2 S 2k+2 g ). We conclude that for every x ∈ B q 2 (r):
For j ∈ {1, . . . , N }, draw (T j , ω j ) to be i.i.d. from the distribution µ l × ν 0 . Let θ u j for j ∈ [N ] be i.i.d. Unif[−1, 1] and independent of everything else. We define Recall the definition of S∆ k in the discussion preceding Lemma 4. We give an similar lemma below. The proof is the same as the proof of Lemma 4. Recall γ ∈ S(R) , γ ⊥ ω , R and Γ q,R as used in Section B. We define g(x; R) andĝ j (x; R) similarly. Draw (T j , ω j ) i.i.d. from the distribution µ l × ν 0 . Let
The definition makes sense when l ≥ 2 in µ l since E|T j | < ∞. We note that g(x; R) is implicitly dependent on k, l, α 0 , w 0 . LetĜ j (ξ; R) be the Fourier transform ofĝ j (x; R) and let G(ξ; R) be the Fourier transform of g(x; R). In the Lemma below we show that through the truncation modification above, we can construct an unbiased estimator for both g such that the estimator's derivatives are unbiased estimators for the respective derivatives of g. We give a result similar to Lemma 5 below. The discussion diverges from that in Section B henceforth. Let b = (b 1 , . . . , b q ) such that b 1 , . . . , b q ∈ N ∪ {0}. By ∂ b we denote the differential operator where we differentiate partially with respect to i-th co-ordinate b i times. We define |b| = q i=1 b i Lemma 15. Let R ≥ r and l ≥ 2 (where l determines the measure µ l ) so that E T ∼µ l |T | 2 < ∞. We also assume that β g,k < ∞.
For every
Whereĝ j (x) is as defined in Equation (43).
2. For every ξ, ω j ∈ R q such that ω j = 0 we define ξ ω := ξ,ω ω ∈ R and ξ ⊥ ω := ξ − ω ξ,ω ω 2 . We have, for any fixed value of T j and ω j :
When q = 1, we let Γ q−1,R (·) = 1 identically. We recall that Λ α0 k,w0 is the Fourier transform of the filter λ α0 k,w0 .
3. The functionsĝ j (x; R) ∈ C 2k (R q ) a.s. and for every b ∈ (N ∪ {0}) q such that |b| ≤ 2k, almost surely the following holds:
∂ bĝ j ( · ; R) ∈ L 1 (R q ) a.s. For some constant B k and for every x ∈ R q , we have:
Where B k is a constant which depends on q, r, k and R but not on g, T j or ω j .
Some parts of the proof of are similar to the proof of Lemma 5. Items 3 and 4 use the duality between multiplication by polynomials and differentiation under Fourier transform.
We define the remainder function similarly as in Section B.
Clearly g rem (x) = g(x) − 1 N N j=1ĝ j (x) whenever x ∈ B 2 q (r). Let G rem be its Fourier transform. From Lemma 15, we conclude that g rem (x) is continuous and L 1 . Therefore, it is clear that G rem is continuous. The following lemma is the sup type norm variant of Lemma 6.
Assume 2k ≥ q + 1 and s ≤ 2k − q − 1. We have:
ES
N Where C is a constant depending only on l, s, r, q and k.
S
Remark 6. Instead of the s ≤ 2k − q − 1 above, a more delicate proof would only require s < 2k − (q + 1)/2. We will prove the weaker version for the sake of clarity.
Proof. We first consider the expectation bound in item 1.
We begin by giving a bound on
Here we have used the fact thatĝ j (x; R) are i.i.d. unbiased estimators for g(x; R). Using the bound in item 3 of Lemma 15, we conclude that:
It is clear from integrating tails that:
Using this in Equation (49) and absorbing the constant C(l, w 0 ) into B k , we conclude:
1+ ω j ,x r ω j (2l−3) . Clearly, |τ (ω j , x)| ≤ 1 almost surely for every x. τ (ω j , x) is non-zero only when x ⊥ ωj ≤ 2R. Consider the following conditions on x:
It is clear that under these conditions, we have the following:
Therefore, we have the following bound on the value of τ (ω j , x):
Where c > 0 is some universal constant. We use Equation (50) in Equation (48), and conclude:
Using Equation (51), we conclude:
The integral on the right is smaller than some constant C(q, l, R, r) if l ≥ q + 2. Absorbing this constant into B k too we conclude:
By item 4 of Lemma 15, ∂ b g rem is a continuous L 1 function for |b| ≤ 2k. We conclude by the Fourier duality of multiplication and differentiation that
Consider any integer k ≥ u ≥ 0. Now, from Equation (53), we conclude:
for some constants C b depending only on u and b. Therefore, we have
In the second step we have used Equation (52). We have absorbed the constants |C b | into B k . It is clear that taking B k large enough, we can make it depend only on k and not on u. Suppose 2k ≥ q + 1. We let 0 ≤ s ≤ 2k − q − 1. For any t ≥ 0 we have: t s (1 + t q+1 ) ≤ 2(1 + t 2k ). This follows from the fact that if c 1 ≥ c 0 > 0, we have t c0 ≤ t c1 + 1.
ES
Here we have absorbed more constants into B k . From this we conclude the statement of the lemma in item 1. We now consider the almost sure bound in item 2. Clearly,
We will first bound sup ξ∈R q |Ĝ j (ξ; R)| ξ s (1 + ξ q+1 ). Integrating the bound in item 3 of Lemma 15, we conclude that the following holds almost surely whenever |b| ≤ 2k:
Using similar considerations as in Equation (54), we conclude that whenever 0 ≤ u ≤ k, almost surely:
Since G(ξ; R) = EĜ j (ξ; R), we conclude by taking expectation on the equation above that sup ξ∈R q ξ 2u |G(ξ; R)| ≤ B k β g,k .
Combining the results above, we conclude item 2.
Henceforth, we fix R = r for the sake of clarity. We proceed with the corrective mechanism similar to the one in Theorem 4. Suppose for some a ∈ N ∪ {0} we have S
Suppose a = 0. Then, it is clear that there exists a ReLU network with 1 non-linear layer and N non-linear units which achieves a squared error of the order 1 N . Now consider a ≥ 1. Define g rem,0 to be the remainder for g as defined in equation (47) with k = k S a and N replaced with N/(a + 1). Now, by Lemma 16, we conclude that
We obtain recursively g rem,j by replacing g in Equation (47) with g rem,j−1 , the estimatorsĝ j by outputs of SReLU k S a−j units which estimate g rem,j−1 and with N replaced with N/(a + 1). Continuing this way, we conclude that
Now, g rem,a−1 can be estimated by a N/(a + 1) unit ReLU network with squared error of the order 1 N a+1 . We note that g rem,a−1 (x) is equal to g(x) − output of smoothed ReLU units. Therefore we conclude: Theorem 10. There exists a random neural network with one non-linear layer and N non-linear activations of type ReLU and SReLU k S b for b ≤ a such that for any probability distribution ζ on B 2 q (r), we have
Here the non-linear activation functions SReLU k are of the form SReLU k ( ωj ,x r ωj − T j ) for j ∈ [N ] such that ( ωj ωj , T j ) are drawn i.i.d. from probability measure Unif(S q−1 ) × µ l where µ l is the probability measure defined in 7 with l ≥ q + 2.
Consider functions of the form defined in Equation (1) . Let ν i be the uniform distribution over the sphere embedded in X i := span(B i ). Clearly, X i is isomorphic to R q . Let N/(a + 1)m be an integer. We can find a random neural network, according to Theorem 10 with N/m neurons such that Ef i (x) = f i (x) and
To consider functions of the form given by Equation (1) to obtain Theorem 11 we need to modify Theorem 10 a bit since x ∈ R d instead of R q in this case. It is clear that this can be mitigated if we choose the weights according ω j such that ω j ∼ Unif(S i ) where S i is the sphere embedded in span(B i ).
Theorem 11. Let f : R d → R be a function of the form given by Equation (1) . We assume that Let ζ be any probability distribution over R d such that ζ(dx), B i is supported over B 2 q (r). There exist random κ 1 , . . . , κ N ∈ R, depending only on ω i,j,b , T i,j,b such that for
where κ i,j,b = κ (i−1) N m + bN m(a+1) +j , we have: 1.
2. Whenever δ ∈ (0, 1) and > 0 are given, then with probability at least 1 − δ, , Proof. As in the proof of Theorem 5, we dedicate N/m activation functions to approximate each of the functions f i with neural network outputf i using the procedure in the proof of Theorem 10. We then approximate f (
. We choose κ j as described in the discussion preceding the statement of Theorem 10.
1. The proof is similar to the proof of Theorem 5.
2. The proof follows from a direct application of Markov's inequality on item 1.
Consider the random variable
We have applied Jensen's inequality in the second step. We will control Eκ 2(b+1) j
. Let κ j be the coefficient of the activation function approximating f i . By the preceding the theorem statement, item 2 in Lemma 16 and the definition ofĝ j given Equation 43, which gives the κ j corresponding to ω j , T j ,
where T s are chosen i.i.d. from µ l and denotes stochastic domination. Here the extra factor of N/m in the denominator is due to the fact that when we construct the estimatorĝ(x) := 1 N N j=1ĝ j (x) -there is a division by N . Therefore,
We have used Jensen's inequality in the third step and in third and fifth steps aborbed factors not depending on m or N into B a . In the fourth step we have used the fact that E(1 + |T 1 | 2 ) 2(b+1) < ∞ since we have chosen l ≥ 3a + 3. Using Equation (58) in Equation (57), we conclude:
Here we have used that fact that there are exactly N/m coefficients κ j which corresponding to the activation functions which approximate f i for any i ∈ [m] By an application of Markov's inequality, for any t ≥ 0, P(K ≥ t) ≤ EK b+1 t b+1 Setting the RHS above to δ, we conclude the result.
F Proofs of Lemmas F.1 Proof of Lemma 1
The first item follows from the definition of F and the triangle inequality. For the second item, observe that |F (ξ)| 2 = n j=1 f (x j ) 2 + j =k f (x j )f (x k )e i ξ,xj −x k . Taking expectation on both sides, we obtain
The third item follows directly from the definition off and the choice of σ.
F.2 Proof of Lemma 3
Consider
In the third step we have used item 3 of Lemma 1. In the fourth step we have used the fact that ReLU ξ,x k ξ − T ≤ 3 almost surely and have absorbed this into the constant C. We will now bound E(1 + ξ 1 2 ) 2 |F (ξ 1 )| 2 to obtain the stated result. By Gaussian concentration inequality, we have for some universal constant c > 0 and every t ≥ 0:
Consider the event A t = { ξ 1 ≤ σ √ d + σt} for some t > 0. Now consider the quantity:
In the second step we have used the fact that ξ 1 ≤ σ √ d+σt whenever 1(A t ) = 1. In the third step we have used the fact that |1(A t ) ≤ 1. In the fourth step we have used item 1 of Lemma 1. In the fifth step we have used the Cauchy-Schwarz inequality. In the sixth step we have used item 2 of Lemma 1 to bound E|F (ξ 1 )| 2 and the fact that for Gaussian random variables E(1+ ξ 2 1 ) 4 ≤ C(σ 8 d 4 +1) for some universal constant C and the inequality √ 1 + x 2 ≤ 1 + x whenever x ≥ 0. We have also used the Gaussian concentration inequality to conclude that P(A c t ) ≤ 2e −ct 2 for some universal constant c and redefined and absorbed universal constants where necessary. In the seventh step we have used the inequality (a + b) k ≤ 2 k−1 (a k + b k ) for k ∈ N and a, b ≥ 0. We take t = 2s log n c where c is the constant in the exponent of Equation (60) and conclude:
Using Equation (59) along with Equation (61), we conclude:
Clearly, f 2 1 ≤ n f 2 2 and σ = √ 2s log n θ . Plugging this into the equation above, we conclude the statement of the lemma.
F.3 Proof of Lemma 5
We first prove the following estimates before delving into the proof of Lemma 5.
Lemma 17. The following holds almost surely:
where B 2 q−1 (2R) is seen as a subset of R q−1 and vol denotes the Lebesgue measure of the set. Whenever
Proof. When T j > 1 + w 0 , the bound above holds trivially sinceĝ j = 0. Now assume T j ≤ 1 + w 0 . We first note that ∞ −∞ |∆(t/r; T j )|dt = r(1+w 0 −T j ) 2 and sup t∈R |∆(t/r; T j )| = 1+w 0 −T j . Since S∆ = λ α0 k,w0 * ∆ and λ α0 k,w0 is a probability density function, we apply Jensen's inequality to conclude the following inequalities:
To prove the inequality on the L 1 norm ofĝ j , we first consider the case ω j = 0. We conclude the corresponding bound by noting that θ j ∈ {−1, 1} (recall θ j from the definition ofĝ j ), 0 ≤ γ( x 2 R 2 ) ≤ 1 and γ( x 2 R 2 ) = 0 when x / ∈ B 2 q (2R) and sup t∈R |S∆ k (t; T j )| ≤ 1 + w 0 − T j . Now consider the case ω j = 0 and T j ≤ 1 + w 0 . Clearly, γ ⊥ ωj is a function of only the component of x perpendicular to ω j . Therefore, we decompose the Lebesgue measure dx over R q into the product measure dx ωj × dx ⊥ ωj where dx ωj is the lebesgue measure over span(ω j ) and dx ⊥ ωj is the Lebesgue measure over the space perpendicular to ω j , which is isomorphic to R q−1 . The following bound holds:
We conclude the result using the fact that 0 ≤ γ ⊥ ωj (x) ≤ 1, and it vanishes outside B 2 q−1 (2R) and the fact that ∞ −∞ |S∆ k (t/r; T j )|dt ≤ r(1 + w 0 − T j ) 2 as shown above. Proof of Lemma 5 2. From definition, it is clear thatĝ j ( · ; R) has compact support almost surely. Thereforeĝ j ( · ; R) ∈ L 1 (R q ) almost surely. To show that g( · ; R) ∈ L 1 (R q ), it is sufficient to show thatĝ j (x; R) is integrable with respect to the measure µ l × ν g,k × dx where dx denotes the Lebesgue measure over R q . First consider the case ω j = 0.
We have used Fubini's theorem for positive functions in the first step, Lemma 17 in the second step and we have used the fact that E|T j | 2 < ∞ in the third step. This shows that g( · ; R) ∈ L 1 (R q ). The case ω j = 0 follows similarly.
3. The case T j > 1 + w 0 is trivial. The case ω j = 0 and T j ≤ 1 + w 0 is simple to prove from the definitions. We now consider the case ω j = 0, T j ≤ 1 + w 0 and q > 1. The q = 1 case is similar to the one below, but we set γ ⊥ ωj (x) = 1 all along. We first note that ω j ⊥ x ⊥ ωj and that γ ⊥ ωj (x) is a function of x ⊥ ωj only. Therefore, we decompose the Lebesgue measure dx over R d into the product measure dx ωj × dx ⊥ we conclude that in this case:
. Now consider the case T j ≤ 1 + w 0 and ω j = 0. We first note the inequality which follows from elementary considerations for every a > 0 and ξ ∈ R:
Using Equations (64) and (65), along with the expression forĜ j ( · ; R) in item 3, we conclude:
Integrating this over R q , we conclude:
Here we have abused notation to denote by Γ q−1,R 1 , the L 1 norm of Γ q−1,R when seen as a function over R q−1 .
Combining the various cases, we conclude thatĜ j ( · ; R) is integrable with respect to the measure
This is true since we have chosen l ≥ 2 in the statement of the lemma.
F.4 Proof of Lemma 6
We first state the following useful lemma before delving into the proof of Lemma 6.
Lemma 18. Let Z be uniformly distributed on the sphere S q−1 for q ≥ 2 and let ρ > 0 and a, b ∈ R + be such that b > q−1 2 . Let Z 1 denote the component of Z along the direction of the standard basis vector e 1 .We have:
Proof. From standard results, it is clear that Z 1 is distributed over [−1, 1] with the density function ψ q (x) :=
Here C q is the normalizing constant. Therefore, the integral in the statement of the lemma becomes
In the integral from 1/2 to 1, 2x ≥ 1. Therefore, from the equation above, we conclude:
We make the change of variable t = (1 − x 2 )ρ 2 . We obtain
The integral on the RHS is finite if b > q−1 2 for every q ≥ 2. Using this fact in the equation above, we conclude the statement of the lemma.
Proof of Lemma 6. Clearly,
In the second step we have used Fubini's theorem for positive functions and in the third step we have used Jensen's inequality. By linearity of Fourier transform, we have G rem (ξ) = G(ξ; R) − 1 N N i=1Ĝ j (ξ; R). By item 4 of Lemma 5, we know that for every ξ ∈ R q ,
Using this in Equation (66), we conclude:
We consider the polar decomposition of R q . Let p θ be the uniform probability measure on S q−1 , the sphere embedded in R q . From Equation (67) we conclude that:
The third step above follows from Jensen's inequality applied to the probability measure p θ . We first consider the case q ≥ 2. We will now upper bound S q−1 |Ĝ j (ρZ; R)| 2 p θ (dZ) as a function of ρ. We note the following inequalities:
1. Now, by definition of the Schwartz space, for every integer n, there exists a constant C(n, q, R) such that for every ξ ∈ R d
2. From Lemma 8, we have
From the proof of item 4 of Lemma 5, we have
when ω j = 0 (69)
We use the inequality min(a 2 , 1 x 2 ) ≤ 1+a 2 1+x 2 along with the inequalities above to show that for every ξ ∈ R q
when ω j = 0 (70)
where C depends on k, q, n, R and r. Therefore
when ω j = 0
when ω j = 0 (71) Using rotational invariance of p θ , we invoke Lemma 18 and conclude that when n > q−1
when ω j = 0 (72)
Since n can be arbitrarily large (and this only changes the multiplicative constant), we can pick n = 2k + 2 + q − 1. Now taking expectation with respect to T and noting that when l ≥ 3, ET 4 < ∞, we conclude that
Considering the case q = 1: it is easy to show from the techniques above that the same bound as in Equation (73) holds. Plugging this into Equation (68), we conclude that
Now, it is clear that the integral on the RHS is finite when s < 3−q 2 + 2k. Using the definition of β g,k we conclude the result.
F.5 Proof of Lemma 15
The first 2 items are similar as in the proof of Lemma 5. We will show items 3 and 4 below.
In Equation (44), γ ⊥
ωj (x) is infinitely differentiable. Therefore, to show thatĝ j ( · ; R) ∈ C 2k (R q ), it is sufficient to show that S∆ k ωj ,x r ωj , T j is 2k times continuously differentiable. This reduces to showing that t → S∆ k (t, T ) ∈ C 2k (R) for T ≤ 1 + w 0 . (We only need to worry about the case T j ≤ 1 + w 0 because otherwiseĝ j (x; R) = 0 identically). Consider the Fourier transform of S∆ k (t, T ):
4. The proof follows through an induction over |b| and use of item 3. We will show this for one differentiation here but the argument can be extended to 2k times differentiation. . We show that it is continuous by using dominated convergence theorem after noting the fact that ∂ĝj (x;R) ∂x1 is continuous and dominated by Z = β S g,k B k (1 + |T j |), which is integrable. To show that ∂ b g(x; R) ∈ L 1 (R q ), it is sufficient to show that ∂ bĝ j (x; R) is integrable with respect to the measure µ l × ν 0 × dx where dx denotes the Lebesgue measure over R q . From Fubini's theorem for positive functions, we conclude that :
|∂ bĝ j (x; R)|µ l (dT j ) × ν 0 (dω j ) × dx = µ l (dT j ) × ν 0 (dω j ) |∂ bĝ j (x; R)|dx .
Integrating Equation (78) over R q , we conclude that |∂ bĝ j (x; R)|dx ≤ C(1 + |T j | 2 ) for some nonrandom constant C. Since E|T j | 2 < ∞ by assumption in the statement of the lemma, we conclude that ∂ bĝ j ( · ; R) is integrable with respect to µ l × ν 0 × dx which implies the desired result.
G Proof of Main Theorems

G.1 Proof of Theorem 2
The idea behind the lower bound is similar to the main idea in [31] where the number of 'crossings' are counted. We give a self contained proof that we need Ω(n) ReLU units to be able to memorize n arbitrary labels. This shows that our results are optimal in n up to log factors. We set d = 1. Consider any neural network with N ReLU units with input space R and outputf .f is clearly a continuous piece-wise linear function. We will call a point x ∈ R a 'node' if the slope off changes at x. We first state an important lemma:
Lemma 19. The number of nodes off is at most N .
Proof. We have the following form forf :
Where a i , b i , c i ∈ R are constants. It is clear that the change in slope can only be due to non-differentiability in one of the ReLU units. That is, when x = ci bi for some i ∈ [N ]. From this we conclude the result. We can conclude a similar result for the case when n is even. Consider n points x 1 , . . . , x n ∈ [−1, 1]:
n . We assign f (x i ) = (1 + (−1) i )/2. Suppose we have a two-layer ReLU network with outputf is such that 1(f (x i ) ≥ 1/2) = f (x i ) for every i ∈ [n]. That is, the network memorizes the labels. Clearly, f (x 1 ) < 1/2 andf (x 2 ) > 1/2. This implies thatf has a positive slope for some point in (x 1 , x 2 ). Similarly, we conclude thatf has a negative slope for some point in (x 2 , x 3 ). Therefore, there exists a node y * 1 ∈ (x 1 , x 3 ). Continuing similarly, we conclude thatf must contain atleast n−1 2 nodes. From Lemma 19, we conclude thatf must contain atleast n−1 2 ReLU units. This gives us the lower bound in Theorem 2.
G.2 Proof of Theorem 4
We now prove Theorem 4. For the case a = 0, we can obtain this error using a ReLU network as shown in Theorem 9. By Equation (17), |κ j | ≤ β g,0 ≤ 1 N C 1 C 0 g + C (2) g almost surely and the bound on N j=1 |κ j | follows. Now we let a ≥ 1. For the sake of clarity, we will assume that N a+1 is an integer. Item 2 of Theorem 3 implies that there exists a two-layer SReLU ka network with N/(a + 1) activation functions with outputĝ 0 (x) and there exists a remainder function g rem,0 : R q → R such that for every x ∈ B 2 q (r), we have g rem,0 (x) = g(x) −ĝ (0) (x) and
Supposing thatĝ (0) (x) = N/(a+1) j=1 κ a j SReLU ka ( ω a j , x − T a j ), by similar considerations as the a = 0 case we conclude that N/a j=1 |κ a j | ≤ C 1 C (0) g + C (2ka+2) almost surely. The fact that ω a j ≤ 1/r follows from Equation (17), which is used to construct the estimators in Theorem 3.
Invoking Theorem 3 again, we conclude that we can approximate g rem,0 byĝ (1) , which is the output two-layer SReLU ka−1 network with N a+1 non-linear activation functions and there exists g rem,1 : R q → R such that g rem,1 (x) = g rem,0 (x) −ĝ (1) In particular, we have g rem,a−1 such that C . Therefore, by Theorem 9, there exists a random ReLU network with N a+1 neurons which approximates g rem,a−1 with outputĝ (a) such that:
1. We note that we have chosen the SReLU k b units in a non-random fashion through Theorem 3 whereas we have chosen the last N a+1 ReLU units randomly using Theorem 9. Therefore, the expectation above is only with respect to the randomness of the ReLU units. It is clear that g rem,a−1 (x)−ĝ (a) (x) = g(x)− a b=0ĝ (b) (x) whenever x ∈ B 2 q (r) and a b=0ĝ
(b) (x) is the output of a two-layer network with N non-linear units containing ReLU and SReLU k units for k ∈ {k 1 , . . . , k a }. We conclude items 1 and 2 in the statement of the lemma. The sum of the absolute values of the coefficients is a b=0 N/(a+1) j=1
) as is clear from the discussion above.
G.3 Proof of Theorem 5
We first note that whenever x ∈ B 2 d (r), x, B i ∈ B 2 q (r). We assume that N (a+1)m is an integer. In Theorem 4, we take g = f i and replace N with N m . We pick the weights ω i inside the SReLU k and ReLU units to be in span(B i ) instead of R q and the replace the distribution ζ(dx) by ζ( dx, B i ), which is the measure induced by ζ over span(B i ). We conclude that there exists a random neural network NN i with 1 non linear layer whose output isf i (x) such that:
Clearly, p V can be seen as a function over span(B V ) which is isomorphic to R q . Since we are only interested in x ∈ [0, 1] d , it is clear that x, B V ∈ [0, 1] q ⊆ B 2 q ( √ q). We can also modify p V (x) to p V (x)γ B V , x 2 /q where γ ∈ S(R) is the bump function defined in Section B such that γ(t) = 1 for t ∈ [−1, 1], γ ≥ 0 and γ(t) = 0 for |t| ≥ 2. Therefore, p V (x)γ B V , x 2 /q , when seen as a function over span(B V ), is itself a Schwartz function and it is equal to p V (x) whenever x, B V ∈ B 2 q ( √ q). Without any loss, we replace p V (x) with p V (x)γ B V , x 2 /q in Equation (2) . We note that the low degree polynomials defined above are an instance of the low dimensional function defined in Equation (1), but without the factor of m. In Theorem 11, we will just multiply throughout by a factor m -for both f and the estimatorf . The only change which occurs in the guarantees is that the error is multiplied by m 2 and the co-efficients κ j in the statement of the theorem are multiplied by m. In this case, we take m = q+d q . Fix an a ∈ N ∪ {0} and take N ≥ (a + 1)m such that N/(a + 1)m ∈ N. Consider the Fourier norm of p V when seen as a function over span(B V ). Clearly p V is a Schwartz function and the Fourier norm defined in Equation (41) exists and is finite for every l = 2k S a + 2 (l is as used in Equation (41)). Therefore, we set
It is clear that H depends only on q and a. Now, the corresponding squared Fourier norms for J V p V , denoted by M V satisfies M V ≤ HJ 2 V (where M V is the analogue of M i as defined in Theorem 11). Consider the sampling procedure given in Theorem 11: since the bases B V (the analogues of B i in the statement of the theorem) are known explicitly, this sampling can be done without the knowledge of the polynomial. Now, by a direct application of Theorem 11, we conclude the statement of Theorem 6.
