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Minimizing the Reprojection Error in Surface Reconstruction from Images




This paper addresses the problem of image-based sur-
face reconstruction. The main contribution is the computa-
tion of the exact derivative of the reprojection error func-
tional. This allows its rigorous minimization via gradient
descent surface evolution. The main difficulty has been to
correctly take into account the visibility changes that occur
when the surface moves. A geometric and analytical study
of these changes is presented and used for the computation
of derivative.
Our analysis shows the strong influence that the move-
ment of the contour generators has on the reprojection er-
ror. As a consequence, during the proper minimization of
the reprojection error, the contour generators of the sur-
face are automatically moved to their correct location in
the images. Therefore, current methods adding additional
silhouettes or apparent contour constraints to ensure this
alignment can now be understood and justified by a single
criterion: the reprojection error.
1. Introduction
Reconstructing scene models from images is the problem
of inverting the image formation process. Many scenes can
be well represented by a surface and some additional quanti-
ties describing, for example, reflectance properties, lighting
conditions or sensor parameters. Such a model, allows to
precisely describe how the images were generated from the
surface. However, recovering the surface from the images
is an old, incompletely solved, computer vision challenge.
In such a context, a solution to the problem would be a
surface Γ such that the images generated from the model
are most similar to the observed images (i.e. the data). This
naturally yields to formulating the problem as the minimiza-
tion of an error measure between the observed and predicted
values of pixels, carried out, importantly, over all pixels in
all input images. This is not a trivial task, as will be shown
in the following.
For many image formation models, the predicted value
of a pixel u depends only on the position of the point
π−1Γ (u) that is viewed in that pixel and possibly on its nor-
mal n(π−1Γ (u)). This point is the first collision between the
viewing ray of u and the surface Γ or, if non existing, a
point in the background B. The error measure between a











where I is the set of all pixels in the image, du is the area
measure on the sensor’s image plane, and1 g : R3×S2 → R
gives the error measure for the pixel u. We call (1) the
reprojection error functional and the objective of this paper
is to find a method for minimizing it.
This functional class (1) is wide enough to cover many
image-based surface reconstruction problems. In section 6,
we illustrate an example application to multi-view stereo,
where g measures the difference between the observed color
of a pixel and the one predicted by the reconstruction. An-
other example would be the reconstruction from noisy range
images [24], where g would measure the difference between
the captured depth at u and the depth of π−1Γ (u).
In the last years, great advances on the minimization of
surface functionals have been made. Several works have ad-
dressed the minimization of the weighted area functionals.




g(x,n(x)) dσ , (2)
where g is integrated on the surface and dσ is the surface’s
area measure. The derivative of this functional has been
found, allowing therefore its minimization via gradient de-
scent surface evolution [5, 7, 20]. It has also been shown
how to find the global minimum of some of these function-
als via graph cuts [2, 11] and continuous max-flow [1].
The difference between the functionals (1) and (2), em-
anates from the fact that the first is an integral over the im-
age domain, i.e. where the data lives, while the latter is an
integral over the surface.
1S2 represents the unit sphere, i.e. the space of normals.
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To benefit from the existing knowledge about the
weighted area functional, one may try to rewrite the func-
tional (1) as an integral over the surface by counting only
the visible points [15, 19, 25]. This gives,






νΓ (x) dσ , (3)
where νΓ is the visibility function (giving 1 for an x that is
visible and 0 otherwise, cf. section 4) and where the fact




νΓ (x) dσ has been used. In order to
count all the pixels in the image, the integral extends over
the surface but also over the background surface B. This
is assumed to be a distant, fixed surface whose projection
covers the whole image and whose shape is irrelevant.
We observe that the integrand obtained by the conver-
sion depends on x and n(x) as in (2), but also especially on
the whole surface Γ , because of the visibility term. Hence,
the reprojection error functional is not a weighted area func-
tional and the existing methods for minimizing the weighted
area functionals can not be applied.
The main contribution of this paper is the computation
of the derivative of the reprojection error functional (sec-
tion 5), allowing therefore its minimization via gradient de-
scent. To do so, we first study the changes of visibility while
a surface moves (section 4). We will particularly observe
that contour generators have a strong influence on these
changes. When a contour generator moves, some hidden
parts of the surface or the background appear behind it and
some visible parts disappear. The backprojection π−1Γ (u)
of the pixels at the corresponding apparent contour moves
suddenly from one part of the surface to another. This has
a strong effect on the predicted value of these pixels and
therefore on the reprojection error and its derivative.
As a consequence, the correct gradient descent evolu-
tion of the reprojection error automatically favors and en-
sures the alignment of the apparent contours of the recon-
structed surface with discontinuities present in the images.
This alignment thus provides a generalization of the visual
hull that takes into account all the apparent contours and not
only the silhouettes (i.e. outer apparent contours). The ex-
periments of section 6 will demonstrate this alignment in a
particular application of the functional to multi-view stereo.
2. Related Work
Most state of the art surface reconstruction algorithms
[17] use, at some point, a weighted area functional. The cost
of a surface point is defined by a photo-consistency measure
using the images where this point is visible. Not being pos-
sible to include the visibility in the functional itself, it has
to be determined before evolving the surface. This can be
done once and for all [8, 14, 23] or iteratively, alternating
the computation of the visibility with the optimization of
the functional [5, 15, 21].
Any method not including the visibility in the functional
suffers, to some extend, of the minimal surface bias [1, 26].
This is a bias towards small surfaces. Its most notable effect
is that the null surface has cost 0 and is therefore the global
minimum. A softer effect is the tendancy of small and thin
parts of the surface to disappear.
Palliatives have been proposed. Ballooning forces [23]
pump the surface to avoid shrinkage and tend to get balloon
like results [26]. Surface evolution methods [5, 15] rely
implicitly on the fact that, for sufficiently textured surfaces,
a wide local minimum exists close to a good reconstruction.
Thus, the evolution will stop before shrinking too much.
Visual hull based approaches constrain the surface to fill the
silhouettes of the object in the images [8, 6, 18]; the bias is
thus reduced, but only in parts of the surface that are close
to the visual hull.
Stereoscopic segmentation [25] use the concept of ori-
ented visibility [11] to include the visibility in a weighted
area functional. In consequence, the shrinkage is avoided
and the resulting surface is consistent with the silhouettes
in the images. This happens automatically without the need
of additional constraints. However, the oriented visibil-
ity approximation is only valid for convex objects and the
evolution derived in [25] does not correctly handle self-
occlusions.
Visual hull constraints have been generalized to taking
into account not only silhouettes but all apparent contours
generators, by enforcing them to be aligned with strong im-
age gradients [4, 9]. The same way that the stereoscopic
segmentation manage to reconstruct visual hull like surfaces
without silhouettes constraints, the proper minimization of
the reprojection error presented in this paper performs the
aligment of all the apparent contours naturally, without any
additional constaints.
3. Mathematical Background and Notation
The mathematical framework used in this paper is the
one defined by Solem and Overgaard [20] in which shapes
are implicitly represented by level set functions [12, 13].
For the convenience of the reader, we remind the related
notions and notations required for understanding our work.
3.1. Level Set and Characteristic Functions
Given a level set function φ : R3 → R, the set of points
Ω = {x : φ(x) ≤ 0} is a solid shape [10] and its boundary
Γ = {x : φ(x) = 0} is an oriented surface. We say that φ is
an implicit representation of Ω and that Ω is the inside of Γ .
The outward normal vector of the surface can be computed
from the implicit representation as n = ∇φ/|∇φ|.
The characteristic function of the shape, χΩ, evaluates to
1 inside the shape and 0 outside. It can easily be expressed
in terms of φ and the Heaviside step function, H , as χΩ =
1 −H(φ). The gradient ∇χΩ of the characteristic function
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can only be defined in the distributional sense [16]. For all
test vector fields w : R3 → R3,
∫
R3
∇χΩ · w dx ≡ −
∫
Ω
∇ · w dx = −
∫
Γ
w · n dσ , (4)
where the last term results from Gauss’ divergence theorem.
In other words, the distribution ∇χΩ computes the flux of
w that is entering the shape. An expression in terms of φ
can be obtained by the chain rule:
∇χΩ = −∇φ δ(φ) , (5)
where δ is the Dirac delta distribution.
3.2. Functional Derivatives
Let M denote the manifold of admissible surfaces de-
fined by Solem and Overgaard [20]. Points in this space
are surfaces. The tangent vectors on a point Γ are the nor-
mal velocities by which the surface can evolve. The tangent
space TΓM is the set of all these normal velocities.
The variation φs = φ + sψ of φ, describes a curve
Γ (s) = {x : φs(x) = 0} in M . Its normal velocity (or





Any tangent vector can be obtained in this way.
Consider a surface functional E : M → R. When the
function E(Γ (s)) is derivable at s = 0 we say that the














w(x) v(x) dσ , (8)
with w in the tangent space, we say that w is the gradient
of E. This allows to evolve the surface in the direction,
−w, which ensures a decrease of the functional. Indeed,
if Γ (t) satisfies ∂
∂t






w · w dσ ≤ 0. Thus, an evolution in the direction −w
will decrease the functional.
4. Understanding the Visibility
This section presents an analysis of the visibility and its
evolution. The analysis stands on the study of Tsai et al.
[22], who described the dynamics of the visible regions as
the observer moves. The goal here, is to compute the deriva-
tive of the visibility function with respect to surface varia-
tions instead.
Figure 1. The banana shape seen from a vantage point. The hori-
zon is drawn with green lines and the terminators with a dashed
red line. The viewing ray segments are the crepuscular rays that
form the crepuscular cone.
4.1. Geometrical Description
Given a solid shape and a vantage point, a point is said
to be visible if no point of the shape lies on the segment be-
tween it and the vantage point. The set of all visible points
will be called the visible volume, V , and its complement,
Vc, the occluded volume. These volumes are respectively
colored in green and red in Figure 2. The frontier between
these two volumes, ∂V , is a surface and will be called the
visibility interface, see Figures 1 and 2.
The visibility interface is composed of two parts of dif-
ferent nature, one that is visible (the green curves in Fig-
ure 2) and one that is occluded (the red ones). The visible
part of the interface coincide with the visible part of the
shape’s surface and background. Therefore, we will refer to
this part as the visible surface. The occluded part of the in-
terface is mostly in the free space. It is formed by patches of
a generalized cone joining different parts of the visible sur-
face. In analogy to atmospherical optics, we will call this
part crepuscular cone (cf. also to Figure 1).
The border between the visible surface and the crepuscu-
lar cone is a closed curve on the shape’s surface. Again, this
curve contains both visible and occluded points. The visi-
ble part is the horizon or contour generator (green curves
in Fig. 1). It is a (possibly open) curve made of visible sur-
face points whose normal is perpendicular to the viewing
ray. Its projection into the image are the apparent contours.
The occluded part is the terminator (red curves in Fig. 1). It
contains the points where the shadow of the horizon is cast.
The segments joining points in horizon with their termina-
tors are the crepuscular rays that form the crepuscular cone.
The points in the crepuscular cone are all occluded by the
horizon.
4.2. Mathematical Formulation
Let the visibility function νΓ : R
3 → {0, 1} be the char-
acteristic function of the visible volume, the binary function
evaluating to 1 for points that are visible and to 0 elsewhere.
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Figure 2. Sliced view of the banana shape. The visible sur-
face/volume is drawn in green and the crepuscular cone/occluded
volume in red.
In this section we write this function in terms of the level set
function φ in order to derive analytical expressions for its
spatial and temporal derivatives in the next sections. Later,
the results will be used for computing the Gâteaux deriva-
tive of the reprojection error functional.
Assume the vantage point to be at the origin and let φ
be an implicit representation of the surface. The visibility
of a point x can be determined from the values that φ takes
along the segment connecting the origin with x. If any of
these values is negative, then x is occluded.
Let yφ(x) be the point of the segment where φ admits
the minimum (see Figure 3), i.e. yφ(x) = αφ(x)x with
αφ(x) = arg min
α∈[0,1]
φ(αx) . (9)
If the minimum is not unique, take the closest to the ori-
gin. We observe that φ(yφ(x)) is negative in the interior
of the occluded volume and positive in the interior of the
visible volume (cf. Figure 3). It can be shown that φ ◦ yφ
is a continuous function [22], therefore, φ(yφ(x)) = 0 for
all the points on the visibility interface regardless of their
visibility.
This implies that for every point x on the visibility in-
terface, yφ(x) is a point on the surface. If x is itself on
the visible surface then necessarily yφ(x) = x, otherwise x
would be occluded. If x is on a crepuscular ray, then yφ(x)
is its occluder, lying on the horizon where the crepuscu-
lar ray begins. All points on a crepuscular ray share the
same occluder, yφ. This fact gives an important role to the
horizon and its consequences will be seen in the following
sections.
From above, it follows that φ ◦ yφ is an implicit repre-
sentation of the closure of the occluded volume and
νΓ (x) = H(φ(yφ(x))) (10)
almost everywhere, with exactly the exception of the visi-
bility interface. Also, as distributions, νΓ = H ◦ φ ◦ yφ.
Figure 3. Location of yφ(x) according to the position of x. If x is
in the visible volume then φ(yφ(x)) is positive, else it is negative.
4.3. Spatial Derivative of the Visibility
The gradient of the visibility, ∇νΓ , is a distribution
that computes flow integral across the visibility interface
∫
∇νΓ · wdx =
∫
∂V
w · dσ (see section 3.1). It can be
imagined as vector field that is zero everywhere except on
the visibility interface, where it is aligned with the inter-
face’s normal and is infinitely long.
In order to derive an analytical expression of the gradient
∇νΓ , we first note that
∇(φ ◦ yφ) = ∇φ(yφ)αφ (11)
almost everywhere. Specifically, this holds for all the points
on the visibility interface except for the terminators where
φ ◦ yφ is not derivable. To see this, we distinguish two
cases. If yφ is in the interior of the segment between van-
tage point and x, then it is a local minimum of φ in the ray
and thus ∇φ(yφ(x)) · x = 0. As a consequence, the chain
rule yields the above result. Otherwise, when yφ is at an ex-
tremum of the segment, we generally have that yφ(x) = x
and αφ(x) = 1 in a neighborhood of x and so the same
consequence holds.
Now, applying the chain rule to (10) it follows that
∇νΓ = δ(φ(yφ)) ∇φ(yφ) αφ . (12)
4.4. Temporal Derivative of the Visibility
Consider a variation φs = φ + sψ of φ and let Γ (s)
be the associated deformed surface. The visibility function
νΓ (s)(x) is now a space-time function. Its derivative with
respect to time is a scalar distribution concentrated on the
visibility interface. It measures the variation of quantities
integrated over the visible domain. Intuitively, that is the
difference between the amount of mass that enters and that
exits the visible volume as the surface evolves.








= δ(φ(yφ))(ψ(yφ)+∇φ(yφ) · ẏφ) (13)
where ẏφ is the temporal derivative of yφs at s = 0. If yφ
is in the interior of the segment, then ẏφ and x are collinear
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and orthogonal to ∇φ(yφ). Otherwise, if yφ = x then








= δ(φ(yφ)) ψ(yφ) . (14)
4.5. Temporal Derivative of a Quantity Integrated
over the Visible Volume
We have now the necessary tools to compute the Gâteaux
derivative of a functional F that is the integral of a quantity
f over the visible volume,
F (Γ ) =
∫
R3
f(x)νΓ (x)dx . (15)
This derivative will be used in the following section to eas-
ily derive the derivative of the reprojection error functional.
The main difficulties are contained in this section.








































by noting that dσ = |∇(φ ◦ yφ)|δ(φ(yφ))dx. Ideally, we
would like to write the derivative as an integral over the sur-
face Γ and not over the visibility interface (see section 3.2).
With this aim, we split the integral into a sum of two inte-
grals, one over each of the parts of the visibility interface.
(i) On the visible surface, we know that yφ = x and,







Note that, without loss of generality, we can assume ψ to be
null on the background and, therefore, the integral over the
background surface vanishes.
(ii) On the crepuscular cone, yφ is the occluder of x and
is a point on the horizon of the surface. All the points on a
crepuscular ray share the same occluder on the horizon. The
idea, here, is to attribute all the mass of a crepuscular ray to
the origin of the ray on the horizon. This way, the integral
over the crepuscular cone will be written as an integral over
the horizon and, therefore, over the surface Γ .
Given an arc parametrization of the horizon, γ : I →
R
3 : t 7→ γ(t), the crepuscular cone can be parameter-
ized by x(r, t) = rγ(t) with t ∈ I and r in the interval
(1, Tγ(t)); where for any fixed t, x(r, t) covers the crepus-
cular ray from the horizon γ(t) to the associated termina-
tor. By using this parametrization, equation (11) and the
fact that yφ(x(r, t)) = γ(t), the surface integral (17) over








r2|γ(t)×γ′(t)| dr dt . (19)




f(rx)r2dr, which cumulates the mass of f
along the crepuscular rays. Also, let η(t) denote the nor-
mal vector to the horizon, that is tangent to the surface and






(γ(t) · η(t)) dt . (20)
This is the flux of the vector field L ψ|∇φ|x crossing the hori-
zon from the visible surface to the crepuscular cone. It is
an integral over the horizon. Let us now convert it into an
integral over the surface Γ .
Let O = {x · n(x) ≤ 0 : x ∈ Γ} be the set surface
points whose normal is oriented towards the camera. The
border of this set as a subset of the surface, ∂O, is a curve on
the surface. The horizon corresponds exactly to the visible
part of this curve. From (4) on the Riemanian manifold Γ
(instead of R3), we know that
∫
Γ
∇ΓχO · w dσ = −
∫
∂O
w · η dτ , (21)
where ∇Γ denotes the intrinsic gradient in Γ and χO =
1−H(x·n) is the characteristic function of O. Considering
the vector field w(x) = νΓ (x)L(x)
ψ(x)
|∇φ(x)|x, which is zero
for all the points of ∂O except the horizon, we have that






(x · ∇Γ [H(x · n)]) dσ . (22)
Since ∇[H(x · n)] is on the tangent plane of Γ , it cor-
responds to ∇Γ [H(x · n)]. Thus, by (5), we can rewrite
x · ∇Γ [H(x · n)] as x
t∇nx δ(x · n). Finally, joining the
splited integrals (18) and (22), the Gâteaux derivative of F
is





f + L xt∇nx δ(x·n)
)
νΓ v dσ. (23)
Remark: As expected in section 3.2, we have managed to
rewrite the Gâteaux derivative of F as
∫
Γ
w v dσ. Never-
theless, unusually here, w is not a function, but a distribu-
tion. Distributions are linear continuous operators, so the
functional is Fréchet differentiable and the differential is w.
However, the gradient in the tangent space, as defined in
2
γ
′ and η form an orthonormal basis of the tangent plane at γ. In this
basis, γ = (γ · γ′)γ′ + (γ · η)η and thus |γ × γ′| = γ · η.
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[20] and [3], does not exist for this functional, because w is
not an admissible deformation of Γ . In other words, to per-
form a gradient descent evolution w has to be approximated
by an admissible deformation. In practice, this reduces sim-
ply to approximating the delta distribution with a function.
5. Differential of the Reprojection Error
Using the results of the previous section, in this section
we are going to compute the differential of the reprojection
error functional (3),







Since, for all the points x of the visible surface, the nor-
mal n∂V(x) to the visibility interface ∂V coincides with the
normal n(x) to the surface Γ , and since x · n∂V(x) = 0
on the crepuscular cone, it follows that the integral can be
extended to the whole visibility interface






· n∂V(x) dσ . (25)
5.1. Case where g does not depend on the Normal
Let us first consider the case where g does not depend on
the normal, g(x,n(x)) = g(x). The functional (25) is the




across the visibility interface
∂V . By Gauss’ divergence theorem, this flux is the opposite
of the amount of divergence of the vector field inside the













νΓ (x) dx . (26)
Now, by using the result (23) developed in the previous




, we immediately get the
Gâteaux derivative of this functional. We observe that, in
this case, L has a simple form, because the integral sums up













where T (x) is the terminator of x. Finally, noting g ◦ T by









δ(x · n)νΓ . (28)
5.2. With Normals
We describe here the derivation of the differential for the
general case where g may depend on the normal of the sur-
face. Because of space limitation, we will only sketch the
calculus and present the final result.
First, using (4) with the visibility interface ∂V (instead
of the surface Γ ), we reformulate (25) as an integral over
R





































For the first integral, we have d
ds
g(x,ns)|s=0 = gn ·
∇ψ
|∇φ| .
To get rid of the ∇ψ term and make ψ appear instead, one
has to do integration by parts on ∇ψ, as done in [20], sec-














dx and so, as n
does not depend on s, one can apply the result (28) of the
simpler case when g does not depend on the normal.

















5.3. Comparison with the Weighted Area
















]. So the differential (29)
is equal to the gradient of the weighted area functional
∫
Γ






δ(x · n)νΓ which is due to the changes of visibil-
ity caused by the movement of the horizon.
6. Application to Multi-view Stereo
In this section we present a sample application of the re-
projection error functional to multi-view stereo. To keep the
example simple, the scene is assumed to be Lambertian and
the illumination static. Note though that more elaborate re-
flectance models still lead to a reprojection error functional.
The image formation model is the same as the one of
stereoscopic segmentation [25]. To explain the images, one
needs a surface Γ and also the radiance of points of that
surface and of the background. Let C : R3 → R3 be the ra-
diance function that associates colors to the points of the 3D
space and the background. Ideally, the color I(u) observed
at the pixel u of image I should be equal to the color of its
backprojection onto the surface C(π−1Γ (u)). Thus, the SSD





I(u) − C(π−1Γ (u))
)2
du . (30)
The reprojection error for a set of images is the sum of




dσ is also added to represent our prior
belief that surfaces are smooth.
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Figure 4. Top: two input images of the balls dataset and three rendereings of the reconstruction obtained with the horizon term.
Bottom: two input images of the bowl dataset and the reconstruction obtained by the full term, the horizon term and the interior term.
The optimization is done by alternating between the es-
timation of C and Γ . For a fixed surface, the optimal ra-
diance of a point has a closed form solution as a weighted
sum of the colors observed at its projection onto the images
where it is visible. For a fixed radiance, from equation (29),













where C ′ denotes the radiance at the terminator of x.
Intuitively, this means that during the evolution, the vis-
ible points will move according to the first term of (31) in
order to match C with I in the interior of objects in the im-
age. Additionally, the second term will move the horizon of
the surface and only the horizon because of the δ(x · n)νΓ
factor. This term compares the cost of the points in the hori-
zon with the cost of the terminator and moves the horizon
accordingly, so that the terminator becomes visible or oc-
cluded depending on that comparison. As a consequence,
the apparent contours of the surface on the image will move
to their correct location, as will be shown in the experi-
ments.
6.1. Experiments
We implemented the surface evolution of (31) using the
level set method in a multi-resolution scheme. Visibility
is computed by rendering the surface using graphics hard-
ware and then comparing the depth of the points with the Z-
buffer. The horizons are found by approximating the delta
distribution with a Gaussian. Radiance at terminators is
computed by re-rendering the surface, horizons excluded.
We present here, the experiments performed on two, spe-
cially designed, synthetic scenes and two real world scenes.
The goal of these experiments is to show the impact of the
proper handling of the visibility, not to evaluate the perfor-
mance of the generative model (30) presented above.
The balls dataset (fig. 4) consists of 20 images of three
balls floating above a plane. There is no texture or shading
in any part of the scene. Therefore, the only information
present in the images are the apparent contours. In addi-
tion, because of self-occlusions between the balls and the
plane, the silhouettes of the foreground are not sufficient to
distinguish that the balls are three separate objects.
The reprojection error minimizing flow (31) was exe-
cuted 3 times. First, using the flow as it is, then, using
only its second term (the horizon term) and, finally, using
only the first term (the interior term). The first two execu-
tions successfully managed to separate the three balls and
obtained a correct reconstruction. The third one, did not
separate the balls during the evolution and, due to the lack
of texture, did shrink and disappear. The shrinkage did hap-
pen even when initializing from the ground truth.
We repeated the experiment for the bowl scene (fig. 4).
The scene contains a green ball inside a yellow bowl with
Lambertian shading. The execution with the full flow, cor-
rectly recovered the concavity of the bowl and the shape of
the ball. The execution using only the horizon term did not
carve the concavity at all. The execution with the interior
term, did carve the concavity, but not completely, keeping
the ball and the bowl linked together. This shows how the
interior and the horizon terms worked together, the first one
carving the concavity and the second one enforcing the ap-
parent contour of the ball on the images.
Finally, we tested the evolution on the dino and tem-
ple datasets of the multi-view stereo database [17]. Nu-
merical evaluation of the reconstructions performed by
D. Scharstein and B. Curless can be found at http://
vision.middlebury.edu/mview/. While the final re-
constructions are not specially precise, probably due to the
simplicity of the model (30), it is interesting to see the evo-
lution itself (Figure 5). Two initial ellipsoids deform and
grow according to the horizon term until fully explaining
the input images. The evolution took 40 mins, the last 30
mins of which the surface reminded nearly steady.
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Figure 5. Surface evolution for the temple sparse ring dataset and the final reconstruction.
7. Conclusion
In this paper we compute the derivative of the reprojec-
tion error functional. The difficult part has been to correctly
take into account the visibility changes that occur while the
surface moves, which is one of the most challenging prob-
lems in surface reconstruction from images. The reward, is
that it is now possible to minimize the reprojection error via
surface evolution.
The benefit of this minimization is that the reconstructed
surface is the one that best reproduces the observed images.
In particular, as demonstrated in the experiments, the evo-
lution moves the contour generators of the surface so that
the apparent contours appear at their correct location in the
images. This is a direct consequence of the correct min-
imization of the reprojection error itself. Therefore, cur-
rent methods using additional silhouettes or apparent con-
tour constraints can now be understood and justified by a
single criterion: the reprojection error.
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