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GW calculations with fully self-consistent Green function G and screened interaction W – based
on the iterative solution of the Dyson equation – provide a consistent framework for the description
of ground and excited state properties of interacting many-body systems. We show that for closed
shell systems self-consistent GW reaches the same final Green function regardless of the initial
reference state. Self-consistency systematically improves ionization energies and total energies of
closed shell systems compared to G0W0 based on Hartree-Fock and (semi)local density-functional
theory. These improvements also translate to the electron density as exemplified by an improved
description of dipole moments and permit us to assess the quality of ground state properties such
as bond lengths and vibrational frequencies.
Many-body perturbation theory (MBPT)1 in the GW
approximation of the electronic self-energy2,3 is presently
the state-of-the-art method for the description of the
spectral properties of solids.4,5 Recently, it has steadily
gained popularity for molecules and nanosystems.6 In ad-
dition MBPT provides a prescription to extract total en-
ergies and structural properties from the GW approxi-
mation and therefore a consistent theoretical framework
for single-particle spectra and total energies.
Due to its numerical cost and algorithmic difficul-
ties, the GW method has only recently been applied
self-consistently (i.e. non-perturbatively) to atoms,7
molecules8 and molecular transport.6 Predominantly,
GW calculations are still performed perturbatively (one-
shot G0W0) on a set of single particle orbitals and
eigenvalues obtained from a preceding density func-
tional theory9 (DFT) or Hartree-Fock (HF) calculation.
This procedure introduces a considerable starting point
dependence,10–12 which can be eliminated by iterating
the Dyson equation to self-consistency.6–8,13 The result-
ing self-consistent GW (sc-GW ) framework is a conserv-
ing approximation in the sense of Baym and Kadanoff14
(i.e. it satisfies momentum, energy, and particle num-
ber conservation laws). sc-GW gives total energies15 free
from the ambiguities of the G0W0 scheme, in which the
results depend on the chosen total energy functional.7
However, as in any self-consistent theory, the question
remains if the self-consistent solution of the Dyson equa-
tion is unique. This issue is fundamentally different from
the initial-state dependence of G0W0. For HF
16 and
LDA/GGA+U17 calculations, it is well known that the
self-consistency cycle can reach many local minima in-
stead of the global minimum. Moreover, a previous sc-
GW study for the Be atom showed that norm-conserving
pseudopotential calculations do not produce the same fi-
nal GW Green function (and corresponding ionization
potential) as all-electron calculations.18
In this communication, we demonstrate certain key
aspects of the sc-GW approximation for closed shell
molecules, that make sc-GW attractive as a general pur-
pose electronic structure method. First, the iteration
of the Dyson equation produces a self-consistent Green
function that is independent of the starting point, and
determines both the ground- and excited-state proper-
ties (quasiparticle spectra) of a given system on the same
quantum mechanical level. This distinguishes sc-GW
from other (partially) self-consistent GW schemes,19,20
which do not lend themselves to total-energy or ionic
force calculations. Moreover the uniqueness of the sc-
GW Green function facilitates an unprecedented and
unbiased assessment of the GW approach, which pre-
viously was masked by the starting-point dependence of
G0W0. Second, self-consistency improves total and quasi-
particle energies compared to G0W0 based on HF or DFT
in (semi)local approximations and yields good agree-
ment with high level quantum-chemical calculations and
photo-emission data. Third, unlike G0W0, sc-GW yields
an associated ground-state electron density, whose qual-
ity is e.g. reflected in the improved description of dipole
moments. All these points taken together are essential for
future developments in electronic-structure theory such
as vertex functions and beyond GW approaches.
In the GW approximation the electron self-energy Σ
is defined in terms of the one-particle Green function G
and the screened Coulomb interaction W as
Σ(r, r′, ω) = i
∫
dω′
2π
G(r, r′, ω + ω′)W (r, r′, ω′)eiωη ,
(1)
where η is a positive infinitesimal, W is the screened in-
teraction and spin-variables are omitted for simplicity.
More details about the calculation of W are given in
the supplemental material.21 The Green function can in
turn be expressed in terms of the self-energy through the
Dyson equation
G−1 = G−10 − [Σ− v0 +∆vH] , (2)
where G0 refers to the Green function of an indepen-
dent particle system in an effective potential veff . ∆vH
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FIG. 1. (Color online) Total energy (a) and ionization energy
(b) of N2 at each iteration of the sc-GW loop for a HF and
PBE input Green function, for the aug-cc-pVQZ22 basis set.
The (absolute values of the) differences arising from HF and
PBE initializations vanish exponentially for both total energy
(c) and ionization energy (d).
accounts for changes in the Hartree potential due to den-
sity differences between G0 and G, and v0 is the exact-
exchange operator in HF or the Kohn-Sham exchange-
correlation potential in DFT. The interdependence of
Eq. 1 and Eq. 2 is the very origin of the self-consistent
nature of the GW approach.
It is common practice, however, to solve Eq. 1 and
Eq. 2 just once, in the so-called one-shot G0W0 ap-
proximation. If Eq. 2 is not solved, the G0W0 quasi-
particle energies are given in first-order perturbation the-
ory as corrections to the reference eigenvalues ({ǫ0n})
23 as
ǫQPn = ǫ
0
n +Re
〈
ψ0n
∣∣Σ(ǫQPn )− v0 ∣∣ψ0n〉.
In this work, Eqs. 1-2 were solved iteratively. Most im-
portantly the screened interaction W is also updated at
each iteration taking into account the full frequency de-
pendence of the polarizability χ0 on the imaginary axis.
In sc-GW the excitation spectrum is given by the (inte-
grated) spectral function:
A(ω) = −1/π
∫
dr lim
r
′
→r
ImG(r, r′, ω) . (3)
The ground-state density n(r) also follows directly from
the Green function:1
n(r) = −2iG(r, r, τ = 0−) . (4)
The number of particles can be obtained through the in-
tegration of Eq. 4. This permits to verify the validity of
the particle number conservation law at self-consistency
(not shown for brevity), that is violated by non self-
consistent approaches as G0W0.
The situation is more complicated for the total en-
ergy. As alluded to above, for a given Green function
different prescriptions exist to compute the associated
total energy such as the Galitskii-Migdal formula,24 the
Luttinger-Ward25 or the Klein26 functional. The latter
two are variational in the sense that they are station-
ary at the self-consistent Green function, and therefore
might provide better total energies than the Galitskii-
Migdal formula when evaluated with non-self-consistent
Green functions.27,28 However, at self-consistency all
three approaches are equivalent. Therefore, we choose
the Galitskii-Migdal formula as it is easier to implement:
EGM = −i
∫
dω
2π
Tr {[ω + h0]G(ω)}+ Eion , (5)
where h0 is the one-particle term of the many-body
Hamiltonian, i.e. the sum of the kinetic operator and
the external potential. Equation 5 can be rewritten us-
ing the equation of motion for the Green function21 as:
EGM = −i
∑
ij
Gij(τ = 0
−)[2tji + 2v
ext
ji + v
H
ji +Σ
x
ji]
− i
∑
ij
∫
dω
2π
Gij(ω)Σ
c
ji(ω)e
iωη + Eion . (6)
Here t denotes the kinetic-energy operator, vH and vext
the Hartree and external potential and Σx and Σc are
the exchange and correlation parts of the self-energy, re-
spectively. In Eqs. 5 and 6 we suppressed spin variables,
i.e. we assumed spin-degeneracy. The trace of Eq. 5 is
expressed as sum over basis functions in Eq. 6 and the
frequency integration is conveniently performed along the
imaginary axis.29
For comparison, we also computed G0W0 total ener-
gies with different starting points. However, as indicated
above, G0W0 total energies are not uniquely defined, be-
cause the Green function and the self-energy are never
on the same level. If, for example, the Dyson equation is
not solved, G0 and Σ0 = G0W0 enter Eq. 6. If the Dyson
equation is solved, the resulting G1 is still inconsistent
with Σ0. In the following we refer to the combination of
G0 and Σ0 in Eq. 6 as G0W0 total energy and denote the
corresponding starting point with @starting point.
We have implemented sc-GW in the all-electron elec-
tronic structure code FHI-aims.30,31 Equations 1-4 and
Eq. 6 are solved in a numerical atomic orbital (NAO)
basis using the resolution of identity technique to treat
all two-particle operators efficiently.31,32 All calculations
are performed on the imaginary frequency axis and the
spectral function is obtained by analytic continuation to
the real frequency axis.31 The analytic continuation con-
stitutes the only approximation of our implementation of
the sc-GW method. Further details of the implementa-
tion will be given elsewhere.33
In Fig. 1 we demonstrate for N2 that the sc-GW
Green function provides total energies (a) and verti-
cal ionization energies (b) that are independent of the
starting point. Figure 1 explicitly illustrates this point
starting the self-consistency cycle with HF and DFT
in the Perdew, Burke, and Ernzerhof (PBE)37 gener-
alized gradient approximation, but other initializations
3FIG. 2. (Color online) Difference between Galitskii-Migdal
total energies (EGM) and full configuration interaction values
(ECI),
34–36 with EGM evaluated from sc-GW , G0W0@HF and
G0W0@PBE. PBE total energy are included for comparison.
The calculations were performed using the aug-cc-pV5Z basis
set.22
like the local-density approximation (LDA) or the sim-
ple Hartree approximation produce the same final sc-GW
Green function (not shown). The deviation in the Green
function exemplified by the (absolute value of the) total
energy difference (Fig. 1(c)) and the ionization energy
difference (Fig. 1(d)) converges exponentially fast with
the number of iterations, canceling the starting point de-
pendence. Further tests performed on a set of 30 closed
shell molecules (see Fig. 4 and supplemental material)
confirm this fact and demonstrate that sc-GW provides
a recipe for linking different reference systems of indepen-
dent electrons (or non-interacting Kohn-Sham particles)
to a unified interacting many-body state.
Having established the important point that the sc-
GW solution is independent of the starting point for the
set of closed shell molecules studied here, we now turn to
an assessment of the performance of the GW approach
for ionization potentials, electron densities and total en-
ergies. For elements in the first two rows of the periodic
table (i.e. Z = 1 − 10) and small molecules like H2 and
LiH accurate reference data from configuration interac-
tion (CI) calculations are available.34–36 Figure 2 reports
the difference to CI values for basis set converged sc-GW ,
G0W0@PBE and G0W0@HF calculations. A subset of
these has previously been calculated using sc-GW 7 and
our results are in excellent agreement with the published
results. In line with previous calculation for the electron
gas,27,29,38 atoms and small molecules,7 G0W0 total en-
ergies (in various flavors) tend to be too negative. The
self-consistent treatment largely (but not fully) corrects
this overestimation and provides total energies in more
satisfying agreement with full CI. The remaining overes-
timation provides a clear and unbiased quantification of
the required vertex corrections in a beyond GW treat-
ment.
For practical purposes, total energy differences are far
more important than absolute total energies. However,
for sc-GW only one study has reported ground-state
properties and found that sc-GW gives lattice constants
of Si and Na in good agreement with experiments. To as-
sess ground state properties, like the equilibrium atomic
structure, would in principle require atomic forces (i.e.
derivatives of the total energy with respect to atomic co-
CO d νvib µ Eb
Exp.39 1.128 2169 0.11 11.11
sc-GW 1.118 2322 0.07 10.19
G0W0@HF 1.119 2647 - 11.88
G0W0@PBE 1.143 2322 - 12.16
(EX+cRPA)@HF 1.116 2321 - 10.19
(EX+cRPA)@PBE 1.137 2115 - 10.45
PBE 1.135 2128 0.20 11.67
HF 1.102 2448 -0.13 7.63
TABLE I. Equilibrium bond length d, vibrational frequency
νvib, dipole moment µ and binding energy Eb of the CO
dimer. Units are respectively A˚, cm−1, Debye and eV. All
calculation were performed with a Tier 4 basis set.
ordinates), which are presently not available for sc-GW .
For diatomic molecules, however, structural properties
such as vibrational frequencies, bond lengths and bind-
ing energies can be determined directly from the poten-
tial energy curve. Other ground state properties, e.g.
dipole moments, can be inferred directly from the elec-
tron density. For brevity, we only present the case of CO
here and refer to a future publication for a more detailed
discussion of ground state properties in sc-GW .33
In Table I we report the experimental values for the
bond length d, vibrational frequency νvib, dipole mo-
ment µ and binding energy Eb of CO
39 together with
the theoretical values obtained from several perturbative
and non-perturbative approaches. DFT in the exact-
exchange plus correlation in the random-phase approx-
imation (EX+cRPA) based on PBE is remarkably ac-
curate for the bond length and vibrational frequency of
CO.41 However, like G0W0, EX+cRPA exhibits a con-
siderable starting point dependence and gives no direct
access to dipole moments. In sc-GW , the quality of the
new density, obtained through Eq. 4, is manifested in the
improved dipole moment, which is in much better agree-
ment with the experimental value than in PBE and HF.
Additional information on the quality of the sc-GW elec-
tron density is reported in the supplemental material.21
The vibrational frequency, on the other hand, is overes-
timated and not substantially different from the pertur-
bative G0W0 values. Self-consistency over-corrects the
overestimation of the G0W0 binding energy, resulting in
an underestimation of about 1 eV for Eb compared to
experiment. Similarly, the sc-GW bond length is slightly
too small and is close to G0W0@HF. This assessment of
the GW approach for ground state properties, facilitated
by sc-GW , clearly indicates where future challenges in
going beyond GW lie.
Finally, we turn to the description of spectral prop-
erties. For the homogeneous electron gas (HEG) Holm
and von Barth first reported a deterioration of the spec-
tral properties13 in sc-GW compared toG0W0@LDA. For
the spectra of simple solids like silicon and sodium, con-
troversy then arose with some authors advocating self-
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FIG. 3. (Color online) Left panel: The spectral function of benzene calculated with a Tier 2 basis set. Vertical dashed lines are
located at experimental vertical ionization energies from Ref. 40. Right panel: comparison of experimental40 and theoretical
vertical ionization energies (VIEs) extracted from the spectral function of benzene for sc-GW , G0W0@HF and G0W0@PBE.
consistency42 and others dismissing it.38,43 Part of this
controversy can be traced back to convergence difficulties
in the early all-electron calculations,44 while the influence
of the pseudopotential approximation in GW turned out
to be larger than initially anticipated.45
To test the quality of the sc-GW spectra we chose the
benzene molecule as a benchmark, for which the sc-GW
spectral function in Fig. 3 is compared to the G0W0@HF
and G0W0@PBE ones calculated using Eq. 3. The ver-
tical ionization energies (VIEs) shown in the right panel
of Fig. 3 correspond to the peak positions in the spec-
tral function. All the peaks reported in the left panel
of Fig. 3 correspond to occupied quasi-particle states
and the associated energy can be directly related to
ionization energies as measured in photoemission spec-
troscopy. The G0W0 quasi-particle energies – reported
in the right panel of Fig. 3 – depend strongly on the
starting point: HF-(PBE-)based G0W0 has a tendency
to overestimate (underestimate) VIEs. The deviation be-
tween G0W0@HF and G0W0@PBE is ≃ 0.5 eV for the
first ionization energy and can be as large as ≃ 3 eV
for lower lying quasi-particle states. Furthermore, due to
overscreening G0W0@PBE yields a large broadening (i.e.
short lifetimes) for quasi-particle peaks below −12 eV.
We emphasize that those peaks are not plasmon satel-
lites, but quasi-particle states with a short lifetime. The
short lifetime arises from the small HOMO-LUMO gap
in PBE that allows quasi-particle states to decay through
the creation of electron-hole pairs46. At self-consistency,
the quasi-particle energies are uniquely defined, the sys-
tematic (over)underestimation of G0W0 calculations is
considerably reduced and the resulting quasi-particle en-
ergies are in better agreement with photoemission data.40
We further assessed the quality of sc-GW quasi-
particle energies for the set of 30 molecules calculated by
Rostgaard et al..8 For brevity our results are summarized
in Fig. 4 and we refer to the supplemental material for the
actual numerical values.21 In Ref. 8 sc-GW was based on
the frozen-core approximation, whereas in our work core
electrons were also treated fully self-consistently. Core-
valence coupling is therefore included in our implemen-
tation and is likely responsible for the deviation of 0.1-
0.5 eV in the first VIEs between our and Rostgaard et
al.’s sc-GW calculations. As for benzene, G0W0@HF
tends to overestimate VIEs, while G0W0@PBE underes-
timates. sc-GW also slightly underestimates the VIEs,
but gives an average deviation of only 2% compared to
6% in G0W0@PBE and 4% in G0W0@HF. PBE and HF
present two extreme starting points. In PBE the gap be-
tween the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO)
is severely underestimated, while in HF it is consider-
ably overestimated. This in part explains the behav-
ior of G0W0@PBE and G0W0@HF. Since the screen-
ing strength is inversely proportional to the HOMO-
LUMO gap, G0W0@PBE overscreens and G0W0@HF un-
derscreens. By tuning the fraction of exact exchange in
the ground states, as e.g. in hybrid functionals, the de-
viation between G0W0 and experiment could be further
reduced for this data set. However, this procedure is
neither predictive, nor universal or transferable, because
different systems will require a different amount of exact
exchange. To really assess the quality of the GW ap-
proximation, self-consistency is therefore indispensable.
From this we conclude that sc-GW systematically im-
proves the spectral properties of the systems considered
here as compared to perturbative GW . More work is
needed to investigate the quality of sc-GW for a wider
range of systems and materials, including transition met-
als or rare earth elements were correlations are stronger.
In summary, we have demonstrated that sc-GW is in-
dependent of the starting point for closed shell molecules.
Self-consistency improves the total energy and the spec-
tral properties of the test sets compared to G0W0 based
on HF or PBE, whereas structural properties worsen
compared to EX+cRPA. Moreover, the sc-GW electron
densities improve the description of the dipole moment
of CO. The sc-GW approach therefore provides a unified
theory for the electronic ground- and excited-state prop-
erties of many-body systems. Most importantly, sc-GW
gives unambiguous reference data that is essential for de-
veloping vertex corrections for (bio)molecules, nanostruc-
tures and extended systems, in particular for the chal-
lenging class of “strongly correlated” materials.
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5FIG. 4. (Color online) First vertical ionization energy (VIE)
for 30 closed-shell molecules composed of 2 to 8 atoms. Ex-
perimental values are taken from Ref. 39. Results from PBE
total energy differences (∆ SCF-PBE) are included for com-
parison.
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