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I. INTRODUCTION 
A sequence of events is mixing if its terms are in the limit independent of 
every fixed event. If, in a sense to be made precise below, this property holds 
uniformly, the sequence is called strongly rniGng. The well-known Kolmo- 
gorov’s zero-one law asserts that if the events of a sequence are mutually 
independent, then every tail event is of probability zero or one. It is shown 
here that the conclusion of the zero-one law holds if and only if a sequence 
of events is strongly mixing (Theorem 2). This is a corollary of the main 
result of the paper, Theorem 1, which asserts that mixing corresponds to a 
weaker (semi) zero-one property: every subsequence contains a subsequence 
on which tail events are of probability zero or one. 
The notions of mixing and strong mixing1 are extended to random variables 
and shown to be implied by the corresponding zero-one properties (Theo- 
rems 3 and 4). The question of characterizing the zero-one properties of 
sequences of random variables by appropriate mixing, i.e., assymptotic 
independence conditions, remains open, even in the stationary case. The 
assumption of independence in the zero-one law for random variables has 
been, to be sure, relaxed in the literature: see, e.g., [3, p. 398; 4, p. 493; 
5; 61. 
The relation between the mixing and the zero-one properties permits one 
to show that the former are invariant under changes of measure leaving the 
latter invariant (Theorems 5 and 6). In the same conditions the limiting 
distributions are invariant; the first results in this direction were obtained by 
Renyi. 
* Supported in part by the National Science Foundation Grant NSFG 14446. The 
results were subject of a talk given at the Ergodic Theory Symposium in New Orleans 
in October 1961. A r&sumC is to appear (1). 
1 A different strong, or uniform mixing condition was introduced by M. Rosenblatt 
(see [2, p. 1951). 
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II. BASIC DEFINITIONS 
Let (Q, s’) be a measurable space, i.e., let 52 be a nonempty set and let & 
be a u-field of subsets of Q called events. A random variable is a finite, real- 
valued measurable function on Q. If {X,1, n = 1,2, ... is a sequence of 
random variables, then the u-fields generated by the random variable X,, by 
the random variables X1, X,, ..., X, and by the random variables X,, Xk,.i, ... 
are denoted respectively by &(X,) ‘or z!,, .G@~(X,) or a*, (i9,(X,J or gti 
The u-field n: V,, is called the tail o-field of the sequence {X,} and is 
denoted by U{X,} or V. Events belonging to V are called tail events. The 
triplet (Q, &‘, P) where P is a probability measure on JZT’ is a probability space. 
Restrictions of P to subfields of & are still denoted by P. Classes of events 
containing only P null events and their complements are called (P) zero-one. 
A sequence of random variables {X,} is called zero-one if U{X,} is zero-one; 
a sequence of random variables {X,} is called semi-zero-one if every subse- 
quence of {X,) admits a subsequence which is zero-one. A sequence of 
events (A,} is called (semi-) zero-one if the sequence of random variables 
{IA } is (semi-) zero-one, where IAk 
thenevent A,. Instead of &‘(lAk) 
is the indicator (characteristic function) of 
we write &(AJ or JB,, and similarly for 
gk{l,r>, gk{l+}, and S?{IAa>. AC denotes Q - A and A” is either A or AC. 
The conditional probability of an event A given an event M (given a a-field 
,rU) is denoted by P(A/M) (P(A/J). E(X/J) is the conditional expectation 
of a random variable X given a u-field -4. 
A sequence of events {A,} is called (P) mixing if for each nonnull event A4 
lim [P(A,/M) - P(A,)] = 0. (1) 
If in addition to (1) it is also assumed that P(A,) converges to a number 01, 
0 < (Y < 1, then the sequence (A,) is called mtirzg with density LY; this last 
notion was considered in [7,8,9]. T 0 verify mixing, a “polarization” property 
is useful: {An} will be mixing if (I) holds with M = A, for every k (apply, 
e.g., Theorem 2 [7]). 
A sequence of events {B,} is said to follow (A,} if every Bk belongs to the 
u-field generated by Ak, AK+l, ***, i.e. 
B, E ‘Kd4J h = 1, 2,.... 
A sequence of events {A,,} is strongly mixing (with dencity a) if each 
sequence following {A,) is mixing (and P(A,) -+ a). 
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A sequence of random variables (X,} is called (strongly) mixing if for some 
dense set D on the real line R the sequence of events {A,(y)} is (strongly) 
mixing for each y  E D, where A,(y) is defined on R by 
A,(y) = [X, <y], n = I,2 I.... 
I f  {A,(y)} is (strongly) mixing with density F(y) for y  E D, then F determines 
a distribution function F defined on R and P(A,(y)) converges to F(y) on the 
continuity set of F(y) (cf. [3, p. 175 ff.]); the sequence of random variables 
(X,} is then called (strongly) mixing with the limiting distribution function 
F(y). Conversely, if a sequence of random variables is (strongly) mixing with 
a limiting distribution function F(y), then there exists a set D dense in R such 
that P(A,(y)) converges to F(y) for y  E D. 
III. ZERO-ONE LAW 
We have the following theorem: 
THEOREM 1. A sequence of events is mixing if and only if it is semi-zero-one. 
The proof will require several lemmas. 
LEMMA 1. If {A,} is a sequence of events with 
(2) 
then the following conditions are equivalent. 
(i) The sequence {A,} is mixing with de-nsity a. 
(ii) For each event M, P(M/&,J ---f P(M) in probability. 
(iii) For each bounded random variable X 
~(XWn) - -w? (3) 
uniformly except on a null event. 
PROOF. If {A,) is a sequence of events satisfying (2), we may disregard 
the A,, necessarily finite in number, for which P(A,) = 0 or P(A,) = 1. (i) is 
then equivalent to: For each event M 
lim P(M/A,) = lim P(M/Az) = P(M). 
It follows that (i) implies (ii) and is implied by (iii). To show that (ii) implies 
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(iii) observe that because of (2) it follows from (ii) that for each event M and 
for each E > 0 there exists an integer n(e) such that 
P[l P(M/d?J - P(M) 1 > E] = 0 
if n > n(e). Hence (3) with X = IM (cf. [3, p. 173]), and (iii) follows because 
bounded random variables may be uniformly approximated by step-functions. 
The following lemma is known. 
LEMMA 2. If X is a bounded random variable and 9, %? are a--l& with 
VCSYC&,then 
PROOF. Let C = [E(X/??) 3 01. Then 
J‘ 1 E(X/W) 1 dP = 1 E(X/%f) dP - 1 E(X/V) dP 
C CC 
= j- 
c 
E(X/B) dP - j- 
cc 
E(X/&f) dP < j- 1 E(X/4?) 1 dP. 
LEMMA 3. If {A,} is a zero-one sequence of events with 
f’(4) + 0~ O<or<l, 
then {A,,} is mixing with density (Y. 
PROOF. If X is a bounded random variable, then by the martingale con- 
vergence theorem 
WVn) -+ -W/~) 
with probability 1 and in L, mean. Observe that E(X/V) is with probability 1 
a constant for every bounded random variable X if (and only if) %7 is zero- 
one. Thus, if a sequence {A,} satisfies the conditions of the lemma, then for 
every bounded random variable X 
E(X - E(X)/%&) + 0 
in L, mean, and, by Lemma 2 
EGV~J -+ E(X) 
in L, mean, hence in probability. The proof is concluded by application of 
Lemma 1. 
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A sequence of events {A,} is called (E, a) indkpenaht, where E, a are 
numbers, e > 0,O < a < 1, if 
(1 - c) a7(1 - a)” < P(A$... Aif) < (1 + E) a’(1 -a)’ (4) 
(where Av is A or AC and among the events Azl, ..., Ai, there are r events 
taken from the sequence A,,, --., A,,* and s events taken from the sequence 
Agl, a.., A:,, n1 < *** < n,; n,, .-, nt = 1, 2, -; r, s = 0, 1, ..a; 0 < Y + s = t) 
The following lemma is related to results of Lorentz [1O].2 
LEMMA 4. Zf a sequence of events {A,} is mixing with density a, 0 < a < 1, 
then for each E > 0 the sequence {A,} admits an (E, a) independent subsequence. 
PROOF. Let {A,,} be a sequence mixing with density a, 0 < a < 1, and 
let {c,,} be a sequence of positive numbers. Choose a subsequence {B,} of 
(A,} such that all sets II:, ... B:, where the ni are arbitrary positive integers, 
are not null. Next choose by induction integers m, < m, < ... so large that 
for all i 
LX- Ei < P(B,JN) < a + pi 
1 - OL - Ei < P(Bi,/N) < 1 - a + Ei 
(N = a, N = B,V1 *-- Bit, nl, -.., nt = m,, . . . . m,; t = 1, . . . . i - 1). 
Let C, = B,,, n = 1,2, .... Since 
it follows from (5) that, given an E > 0, the sequence {C,,}is (~,a) independ- 
ent provided that E,, converges to zero sufficiently fast. This proves the 
lemma. 
LEMMA 5. I f  a sequence of events {A,,} is (e, a) independent, then it is 
.zeYo-one. 
PROOF. Let {A,,} be an (P, a) independent sequence of events and let Q be 
the independent (product) probability measure on %‘,(A,} with Q(A,) = a, 
a Equidktribute.d sequences of random variables considered in [lo] neednotbemixing. 
To see that let {A,}be an independent sequence of events, p(A,,) = l/2, )I = 1, 2, --*, 
ME &, 0 < P(M) < 1 and set X, = l/2 IM + IHA,, n = 1,2, -*. 
8 
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11 = 1, 2, *-*. Define on the space (Sz, %,{A,}, Q) a sequence of random 
variable {X,} by 
where the summation extends over all sets A: *a* A,” of a,,. The sequence 
{X,, an} is a martingale and the discussion of Doob ([l 1, p. 343 ff.]) applies: 
since by (4) {X,} is uniformly integrable, P is absolutely continuous with 
respect to Q on %Tl{A,}. By Kolmogorov’s zero-one law {A,) is Q zero-one, 
hence {A,} is P zero-one and the lemma is proved. 
LEMMA 6. Zf {A,} is a sequence of events such that P(A,) -+ 0 OT P(A,) + 1, 
then {A,} admits a zero-one subsequence. 
PROOF. Since %‘{A,} = Gg{Ai} it suffices to consider the case P(A,) + 0. 
If P(A,) -+ 0, then IA 
say {B,}, such that 1; 
-+ 0 in probability, hence {A,} admits a subsequence, 
+ 0 with probability 1. Let M E V{B,} and assume 
that 0 < P(M) = m ; 1. By Egorov’s theorem there exists for each E > 0 
an event NC M such that P(N) < c and on M - N, In + 0 uniformly. 
Then for n > n(e) the events B,, B,+l, ... are contained inaN and it follows 
that 
f’@CB~+, -*) > 1 - E. 
Let E < m, Q < 1 - m. All finite sums of sets B,” ..* BE,,, r = 0, 1, ... are 
in the metric of symmetric differences at a distance larger than min (m - E, 
1 - E - m) from M, which is a contradiction since such sums are dense in 
Vs. It follows that the sequence {B,} is zero-one and the lemma is proven.3 
PROOF OF THEOREM 1. From Lemma 3, extracting subsequences, one 
obtains that if a sequence is semi-zero-one, it is mixing. The converse implica- 
tion follows from Lemmas 4, 5, and 6. 
There are simple examples of mixing sequences of events which are not 
zero-one (see formula (9) below and footnote 3). In fact 
THEOREM 2. A sequence of events is zero-one if and only if it is strongly 
mixing. 
PROOF. If a sequence {B,J follows (A,}, then V{B,} C %?{A,}. Hence, if 
{A,] is zero-one, so is {B,} and, by Theorem 1, {B,} is mixing. Conversely, 
s There are sequences of events {A,} such that P(A,) -W 0 and {A,) is not zero-one. 
If IBn converges to zero in probability but diverges everywhere and ME d, 
0 < P(M) < 1, then {MB,,} is such a sequence. 
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if ME: %{A,}, then the sequence M, M, ... follows (A,); if M, M, a** is 
mixing, then obviously P(M) = 0 or P(M) = 1. 
Theorems 1 and 2 extend in part to random variables. 
THEOREM 3. If a sequence of random variables is semi-zero-one, then it is 
mixing. 
PROOF. For any sequence of random variables {LX,), any y E R, 
W%(Y)~ C +W,J; h ence if {X,> is semi-zero-one, so is {A,(y)) for each 
y E R, and by Theorem 1, {A,(y)) is mixing for each y E R. 
Similarly, one proves: 
THEOREM 4. If a sequence of random variables is zero-one, then it is strongly 
mixing .4 
In [12] Theorem 1 is applied to Kolmogorov automorphisms (bilateral 
stationary sequences of random variables with zero-one tail a-fields). 
IV. INVARIANCE OF MIXING 
We now turn to the problem of invariance of mixing properties under 
change of measure. We say that a probability measure Q is tail-continuous 
with respect to P on a sequence of random variables {X,} if Q is absolutely 
continuous with respect to P on %?{X,}. If every subsequence of (X,> 
admits a further subsequence {Y,} such that Q is absolutely continuous with 
respect to P on %{Y,), then Q is tail-semicontinuous with respect to P on 
{X,}. Tail-(semi) continuity of sequences of events is defined similarly. 
It was proven by RCnyi ([7, p. 2171) that if a sequence of events {A,} is P 
mixing with density (Y and Q is a probability measure absolutely continuous 
with respect to P on %,{A,}, then Q(A,) + 0~. Abbot and Blum [13] obtained 
the same result assuming only the tail-continuity. Here we prove the fol- 
lowing. 
THEOREM 5. Let a sequence of random variables {X,} be P mixing (with a 
limiting distribution function F(y)). If Q is a probability measure tail-semi- 
continuous with respect to P on {X,}, then the sequence {X,} is Q mixing (with 
the limiting distribution function F(y)). 
A corresponding result on sequences of events is contained in Theorem 5. 
* An example, “pathological” since the limiting distribution function vanishes, of a 
sequence strongly mixing but not semi-zero-one: Let (SE, &, P) be the unit interval 
with Lebesgue measure and set X,(x) = x + n, x E Q, n = 1, 2, **.. 
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PROOF. Under the hypothesis of the theorem there exists a set D dense 
on R such that each sequence {A,(y)}, y E D is P mixing, hence, by Theo- 
rem 1, P semi-zero-one. Since for each y, each sequence {X,,} 
it now easily follows from tail-semicontinuity of Q with respect to P on {X,} 
that each sequence (A,(y)), y E D is Q semi-zero-one, and, again by Theo- 
rem 1, Q mixing. This proves the assertion of invariance of mixing. The 
invariance of limiting distribution may be seen to follow from Lemma 7 
together with Theorem 1. 
LEMMA 7. Let {An} be u sequence of events P rsero-one and Q zero-one, 
with P(A,) + u, Q(AJ + j?, and kt Q be tail-contknrous with respect to P 
on {A,}. Then u = fi. 
PROOF. By dP/dQ@ we understand the Radon-Nikodym derivative of the 
continuous part of P with respect to Q on the u-field .G?. We have 
The assumptions of the lemma imply that dP/dQw = 1 with Q probability 1. 
Hence by the second theorem of Andersen and lessen [14] (cf. also Doob 
[ll, P. 6331) 
with Q probability I. Applying Egorov’s theorem we obtain from (7) and (8) 
u = lim P(A,) > lim 
I 
A. 1dQ = limQ(A,,) = /3. 
The statement of the lemma may be seen to be symmetric with respect to P 
andQ.Hencealso/3>aandar=/3.5 
Similarly one proves: 
THEOREM 6. Let a sequence of rat&m vanisbks (X,,} be P sttmgly miring 
(with a Ii* oWibs&m fun&m F(y)). If Q is a probab&ty measure tail- 
s A variant assuming {A.} P and Q mixing instead of zero-one: If a # /I and 
Q -&g P on a set M with Q(M) > 0, then Q( /M) Q P and Rknyi’s theorem yields a 
wntradiction. Hence Q 1 P on Vs, 09,, etc., and by the theorem of Andersen and 
Jessen Q 1 P on Y, a contradiction. 
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continuous with respect to P on (X,,), then the sequence (X,,} is Q strmgly 
mixing (with the limiting distributiotz function F(y)). 
The following example shows that the assumption of tail-semicontinuity 
is actually weaker than the assumption of tail-continuity. Let (s2, d, Q) be a 
probability space such that there is a sequence of independent events {B,), 
Q(BJ = +, n. = 1,2, . . . . Let ME JX?, 0 < Q(M) < 1 and let 
An-1 = 4, A, = MB,, v M “B,” ft. = 1, 2, ***. (9) 
{A,} is Q mixing with density 4 but it is not Q zero-one since 
M = lim sup A,, A 2n E %{A,}. If P is the independent probability measure 
on %,{A,} such that P(A,) = *, a = 1, 2, ..., then Q is tail-semicontinuous 
with respect to P on (A,}, but not tail-continuous. 
Theorem 5 permits one to extend certain results on invariance of limiting 
distributions. In Theorem 4 of Renyi [7] concerned with sums of independent 
random variables and in Examples 3 and 4 of RCnyi and Revvbz [15] con- 
cerned with certain Markov chains, the premises may be weakened by assu- 
ming semicontinuity of Q with respect to P on the studied sequences of 
averages of random variables, instead of absolute continuity of Q with 
respect to P on &; the conclusions may be strengthened by asserting Q 
mixing of these sequences with the limiting distribution function F(y), 
instead of only the convergence of the distribution functions of the averages 
to F(y). To obtain similar applications of Theorem 6, it would be of interest 
to determine under which conditions averages of zero-one sequences of 
random variables are strongly mixing, since ergodic Markov chains (see [6]), 
and, of course, independent random variables are zero-one. 
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