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Abstract
This paper investigates the stability of the zero solution and uniformly
boundedness and uniformly ultimately boundedness of all solutions of a
certain vector differential equation of the third order with delay. Using
the Lyapunov–Krasovskĭı functional approach, we obtain a new result on
the topic and give an example for the related illustrations.
Key words: Lyapunov functional, third-order vector delay differ-
ential equation, boundedness, stability.
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1 Introduction
In recent years much attention have been drawn to the stability and ultimate
boundedness of solutions of ordinary scalar and vector nonlinear differential
equations of third-order. However, it should be clarified that the number of
results related to the ultimate boundedness of certain third order nonlinear
vector differential equations is very few in comparison to that on the certain
scalar nonlinear differential equations of third order. An effective method for
studying the stability and boundedness of nonlinear differential equations is the
second Lyapunov’s method; see, for example, [1, 2, 8, 9, 10, 15, 16, 22]. The
major advantage of this method is that information about stability, boundedness
can be obtained without any prior knowledge of solutions.
*Corresponding author.
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In 1966, 1983 and 1993, respectively, Ezeilo & Tejumola [9], Afuwape [1] and
Meng [15] investigated the ultimately boundedness and existence of periodic
solutions of the nonlinear vector differential equation of the form
X ′′′(t) +AX ′′(t) +BX ′(t) +H(X(t)) = P (t,X(t), X ′(t), X ′′(t)).
Tunç ([24]–[27]) investigated the asymptotic stability, boundedness, ultimate
boundedness and periodicity for certain third-order nonlinear vector differential
equations. Moreover, In 2014, Tunç [23] investigated the qualitative behaviors of
solutions, stability, boundedness, uniform boundedness and existence of periodic
solutions, for some kind of the following vector differential equation
X ′′′(t) +X ′′(t) +G(X ′(t)) +H(X(t)) = P (t,X(t), X ′(t), X ′′(t)).
Recently, that is in 2015 Omeike [16] by defining a complete lyapunov functional,
discussed conditions for uniform stability of the trivial solution and uniform
ultimate boundedness of solutions of equation




t− r)) = P (t), (1.1)
when P (t) = 0 and P (t) = 0, respectively. in which X ∈ Rn, P : R → Rn, A and
B are real n× n constant matrices, 0 ≤ r(t) ≤ γ, γ is a positive constant.
The present work is concerned with the differential more general third order











t− r(t))) = P (t), (1.2)
in which X ∈ Rn, H : Rn → Rn is a continuous differentiable function with
H(0) = 0, P : R → Rn, G : Rn → Rn×n with G is twice differentiable, A and
B are real n × n constant matrices, 0 ≤ r(t) ≤ γ, γ is a positive constant, and
r′(t) ≤ ξ, 0 < ξ < 1 , and the dots indicate differentiation with respect to t.
Clearly the equation (1.1) discussed in [16] is a special case of equation (1.2)
when G(X) = I. A complete Lyapunov–Krasovskĭı functional was defined and
investigated to study uniform ultimate boundedness and asymptotic behaviour
of solutions.
2 Preliminaries
The following notations (see [16]) will be useful in subsequent sections. For
x ∈ Rn, |x| is the norm of x. For a given r > 0, t1 ∈ R,
C(t1) = {φ : [t1 − r, t1] → Rn/φ is continuous}.
In particular, C = C(0) denotes the space of continuous functions mapping the
interval [−r, 0] into Rn and for φ ∈ C, ‖φ‖ = sup−r≤θ≤0 |φ(0)|. CH will denote
the set of φ such that ‖φ‖ ≤ H. For any continuous function x(u) defined on
−h ≤ u < A for A > 0, and any fixed t such that 0 ≤ t < A, the symbol xt will
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denote the restriction of x(u) to the interval [t − r, t], that is, xt is an element
of C defined by
xt(θ) = x(t+ θ),−r ≤ θ ≤ 0.
The following results will be basic to the proofs of Theorems.
Lemma 2.1. [1, 2, 8, 9, 10, 22] Let D be a real symmetric positive definite
n× n matrix, then for any X in Rn, we have
δd‖X‖2 ≤ 〈DX,X〉 ≤ Δd‖X‖2,
where δd, Δd are the least and the greatest eigenvalues of D, respectively.
Lemma 2.2. [1, 2, 8, 9, 10, 22] Let Q,D be any two real n × n commuting
symmetric matrices, then,




λj (Q)λk (D) ≤ λi (QD) ≤ max
1≤j,k≤n
λj (Q)λk (D) .
(ii) The eigenvalues λi (Q+D) (i = 1, 2, . . . , n) of the sum of matrices Q and
D are all real and satisfy.{
min
1≤j≤n













Lemma 2.3. [1, 2, 8, 9, 10, 22] Let H(X) be a continuous vector function and





〈H (σX) , X〉 dσ
)
= 〈H (X) , X ′〉 .





〈H (σX) , X〉 dσ ≤ Δh‖X‖2.
where δh, Δh are the least and the greatest eigenvalues of Jh(X) (Jacobian
matrix of H), respectively.
Definition 2.5. We definite the spectral radius ρ(A) of a matrix A by
ρ (A) = max {λ/ λ is eigenvalue of A} .
Lemma 2.6. For any A ∈ Rn×n, we have the norm ‖A‖ = √ρ (ATA) if A is
symmetric then
‖A‖ = ρ(A).
We shall note all the equivalents norms by the same notation ‖X‖ forX ∈ Rn
and ‖A‖ for a matrix A ∈ Rn×n.
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3 Stability
Consider the functional differential equation
x′ = f(t, xt), xt(θ) = x(t+ θ), −r ≤ θ ≤ 0, t ≥ 0, (3.1)
where f : I × CH → Rn is a continuous mapping, f(t, 0) = 0, CH := {φ ∈
(C[−r, 0], Rn) : ‖φ‖ ≤ H}, and for H1 < H, there exists L(H1) > 0, with
|f(t, φ)| < L(H1) when ‖φ‖ < H1.
Definition 3.1. [5] An element ψ ∈ C is in the ω-limit set of φ, say Ω(φ), if
x(t, 0, φ) is defined on [0,+∞) and there is a sequence {tn}, tn → ∞, as n→ ∞,
with ‖xtn(φ)−ψ‖ → 0 as n→ ∞ where xtn(φ) = x(tn+θ, 0, φ) for −r ≤ θ ≤ 0.
Definition 3.2. [5] A set Q ⊂ CH is an invariant set if for any φ ∈ Q, the
solution of (3.1), x(t, 0, φ), is defined on [0,∞) and xt(φ) ∈ Q for t ∈ [0,∞).
Lemma 3.3. [6] If φ ∈ CH is such that the solution xt(φ) of (3.1) with
x0(φ) = φ is defined on [0,∞) and ‖xt(φ)‖ ≤ H1 < H for t ∈ [0,∞), then
Ω(φ) is a non-empty, compact, invariant set and
dist(xt(φ),Ω(φ)) → 0 as t→ ∞.
Lemma 3.4. [6] Let V (t, φ) : I×CH → R be a continuous functional satisfying
a local Lipschitz condition. V (t, 0) = 0, and such that:
(i) W1(|φ(0)|) ≤ V (t, φ) ≤W2(|φ(0)|) +W3(‖φ‖2)





(ii) V̇(3.1)(t, φ) ≤ −W4(|φ(0)|), where, Wi (i = 1, 2, 3, 4) are wedges.
Then the zero solution of (3.1) is uniformly asymptotically stable.
We shall state here some assumptions which will be used on the functions
that appeared in equation (1.1), and suppose that there are positive constants
δa, δb, δg, δg−1 , δh,Δa,Δb,Δg,Δg−1 and Δh, such that the matrices A,B,G−1
and Jh(X) (Jacobian matrix of H(X)) are symmetric and positive definite,
and furthermore the eigenvalues λi(A), λi(B), λi(G−1) and λi(Jh(X)) (i =
1, 2, . . . , n) of A, B and Jh(X), respectively satisfy,
0 < δa ≤ λi (A) ≤ Δa, 0 < δb ≤ λi (B) ≤ Δb,
0 < δg ≤ λi (G) ≤ Δg, 0 < δg−1 ≤ λi
(
G−1
) ≤ Δg−1 ,
0 < δh ≤ λi (Jh (X)) ≤ Δh, Δg−1 = δ−1g ; δg−1 = Δ−1g .



















For the case P ≡ 0, the following result is introduced.
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Theorem 3.5. In addition to the basic assumptions imposed on the matrices
A,B,G−1 and Jh(X) witch commute pairwise, let us assume that the following
conditions hold:













∥∥∥∥ ds < +∞.
Then the zero solution of (1.2) is uniformly asymptotically stable, provided
that
γ < min {α1, α2} , (3.2)
where
α1 =


















+ (1− ξ) δ−1g
] .
Proof. We write the equation (1.2) as the following equivalent system
⎧⎪⎪⎪⎨
⎪⎪⎩
X ′ = G−1 (X)Y,
Y ′ = Z,














The proof depends on some fundamental properties of a continuously differen-
tiable Lyapunov–Krasovskĭı functional W1 =W1(X,Y, Z) defined by







V1(Xt, Yt, Zt) = 2
∫ 1
0











+ β 〈Z,Z〉+ 〈G−1Y, Z〉+ 2β 〈Y,H (X)〉 , (3.6)







〈Y (θ) , Y (θ)〉 dθds
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is non-negative, we have
V1(Xt, Yt, Zt) ≥ 2
∫ 1
0
〈H (σX) , X〉 dσ + 〈AG−2Y, Y 〉+ β 〈Y,BG−1Y 〉










)− 12 H (X) , (BG−1)− 12 H (X)〉
+β











Using Lemma 2.1, Lemma 2.2 and Lemma 2.4, and the fact that
β
∥∥∥(BG−1) 12 Y + (BG−1)− 12 H (X)∥∥∥2 ≥ 0,
it follows that























Next, in view of the assumption of Theorem 3.5 and Lemma 2.2, respectively,
it follows that













δ2g−1 ‖Y ‖2 . (3.7)
Clearly from the terms contained in (3.7), there exists a constant k > 0 small
enough such that
V1(Xt, Yt, Zt) ≥ k
(
‖X‖2 + ‖Y ‖2 + ‖Z‖2
)
. (3.8)
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Therefore, we can find a continuous functionW1(|Φ(0)|)with 0 ≤W1(|(Φ(0)|)
≤ W ((‖Φ‖). The existence of a continuous function W2(|φ(0)|) + W3(‖φ‖2)
which satisfies the inequality W (Φ) ≤W2(|φ(0)|) +W3(‖φ‖2), is easily verified.
Thus, subject to the above discussion, it can be shown that condition (i) of
Lemma (3.4) holds.
Now let (X,Y, Z) = (Xt, Yt, Zt) be any solution of differential system (3.3).
Differentiating the function V1 = V1(Xt, Yt, Zt)) with respect to t along system
(3.3) and using Lemma 2.3
d
dt
V1(Xt, Yt, Zt) = −2
〈[

















−1Y (s) , G−1Y (t)
〉
ds
− ω0 (1− r′ (t))
∫ t
t−r(t)
〈Y (η) , Y (η)〉 dη. (3.9)
Then, by (3.8), Lemma 2.1 and Lemma 2.2, and the identity 2 |〈U, V 〉| ≤ ‖U‖2+
















(‖Z(t)‖2 + ‖Y (s)‖2)ds




















(‖Y (t)‖2 + ‖Y (s)‖2)ds
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from which we deduce that
d
dt
V1(Xt, Yt, Zt) ≤ −2
[


























(−ω0 (1− ξ) + Δhδ−2g + βΔhδ−1g ) ∫ t
t−r(t)








1− ξ , we get
d
dt












2Δ−2g δb − 2βΔhδ−1g − 2ω0γ −Δhδ−2g γ
]
> 0
From (3.4), we have
d
dt





















































where D2 = min{M1,M2}. Consequently, it follows that ddtW (Xt, Yt, Zt) = 0
if and only if X = Y = Z = 0, and ddtW (Φ) < 0 for, Φ = 0. Thus, all
the conditions of Lemma 3.4 are satisfied. This shows that the zero solution of
system (3.3) is uniformly asymptotically stable.
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t− r)) = P (t) (3.12)



































H (X (t− r (t))) =
(
Nx (t− r (t)) e−x2(t−r(t))+1 +Mx (t− r (t))







































Clearly, G (X) , A,B and Jh (X) are diagonal matrices, hence they are symmet-
ric and commute pairwise. Then, by an easy calculation, we obtain eigenvalues








λ1 (A) = 2, λ2 (A) =
5
2
, λ1 (B) = 80, λ2 (B) = 81,
λ1 (Jh(X)) = M +Ne
1−x2(t) − 2Nx2 (t) e1−x2(t),
λ2 (Jh(X)) = M +Ne
1−y2(t) − 2Ny2 (t) e1−y2(t).
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It follows easily that


















= 400. If we take ξ = 12 , we
must have that γ < min
{
25.747, 1.064 2× 10−2}. A trivial verification shows















10 (1 + x2(t))
− 2x(t) sin(x(t))







10 (1 + y2(t))
− 2y cos(y(t))




























)‖ = ( 1
δG
)2D(t).























∣∣∣∣∣( cosx1 + x2 − 2x sinx(1 + x2)2 )x′(s)
∣∣∣∣∣+
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where ω1(t) = min{x(0), x(t)}, ω2(t) = max{x(0), x(t)} and ϕ1(t) =
min{y(0), y(t)}, ϕ2(t) = max{y(0), y(t)}. We take r(t) = exp(−t2), then
0 ≤ r(t) ≤ γ, (γ > 0) , and r′ (t) = −2t exp (−t2) ≤ ξ for 0 < ξ < 1. Thus, all
the conditions of Theorem 3.5 are satisfied.
4 Boundedness
First, consider a system of delay differential equations
x′ = F (t, xt), xt(θ) = x(t+ θ), −r ≤ θ ≤ 0, t ≥ 0, (4.1)
where F : R× CH −→ Rn is a continuous mapping and takes bounded set into
bounded sets.
The following lemma is a well-known result obtained by Burton [6].
Lemma 4.1. [3, 6, 7, 20, 21] Let V (t, φ) : R× CH −→ R be a continuous and
local Lipschitz in φ. If
(i) W (|x (t)|) ≤ V (t, xt) ≤W1 (|x (t)|) +W2
(∫ t
t−r(t)W3 (|x (s)|) ds
)
,
(ii) V ′(4.1) ≤W3 (|x (s)|) +M.
for some M > 0, where W (r),Wi (i = 1, 2, 3) are wedges, then the solutions of
(4.1) are uniformly bounded and uniformly ultimately bounded for bound B.
To study the boundedness of solutions of (1.2) for which P (t) = 0, we would
need to write (1.2) in the form⎧⎪⎨
⎪⎩
X ′ = G−1(X)Y ; Y ′ = Z;




−1(X)Y ds+ P (t).
(4.2)
Thus our main theorem in this section is stated with respect to (4.2) as
follows:
Theorem 4.2. Assume that all the conditions of Theorem 3.5 are satisfied and
‖P (t) ‖ ≤ m, (4.3)
where m is a positive constant. Then all solutions of (4.2) are uniformly bounded
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Proof. Consider the function
V (Xt, Yt, Zt) = V1(Xt, Yt, Zt) + V2(Xt, Yt, Zt), (4.5)

































〈AH (σX) , AX〉 dσ + 〈G−1 (ΔhY +H (X)) , Y +Δ−1h H (X)〉
















σ 〈Jh (σX)Jh (στX)X,X〉 dτdσ.
Using Lemma 2.1, Lemma 2.2 and Lemma 2.4, we obtain
















∥∥Y +Δ−1h AH (X)∥∥2 +ΔhΔ−1a (δaδb −Δh) ‖X‖2
+
∥∥∥A− 12 (AB −ΔhI)X +A 12Z +A 32G−1Y ∥∥∥2
≥ ΔhΔ−1g
∥∥Y +Δ−1h AH (X)∥∥2 +ΔhΔ−1a (δaδb −Δh) ‖X‖2
+
∥∥∥A− 12 (AB −ΔhI)X +A 12Z +A 32G−1Y ∥∥∥2 .
It follows that V2(Xt, Yt, Zt) is positive definite. From (3.9), (3.10), (3.11), (4.2)
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≤ −2 [Δ−2g δb − βΔhδ−1g − ω1γ −Δhδ−2g γ] ‖Y ‖2
−
[









g − ω1 (1− ξ)
] ∫ t
t−r(t
〈Y (s) , Y (s)〉 ds
+
(
β2Δ2a + βΔb + 3
k1
)
‖θ‖V + [2β ‖Z‖+ δ−1g ‖Y ‖]m. (4.7)




































+ 〈2 (AB −ΔhI)X,P (t)〉 . (4.8)
Therefore, from (4.5), (4.7) and (4.8), we obtain
d
dt
V (Xt, Yt, Zt)
≤ − [2 (δaδb −Δh) δh − (ΔaΔb −Δh)Δhδ−1g r (t)− (δ−1g − δa)Δ2h] ‖X‖2
−2
[










− [2 (βδa − 1)Δ−1g − βΔhδ−1g γ − (δ−1g − δa)] ‖Z‖2
+
[
η4 − ω1 (1− ξ)
] ∫ t
t−r(t)
〈Y (s) , Y (s)〉 ds+ k3 ‖θ‖V
+
[



















β2Δ2a + βΔb + 3
k1
+
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If we choose ω1 =
η4
(1− ξ) , then
d
dt
V (Xt, Yt, Zt) ≤ − [η3 − γ] (ΔaΔb −Δh)Δhδ−1g ‖X‖2













‖Y ‖2 − [η2 − γ]βΔhδ−1g ‖Z‖2
+k3 ‖θ‖V +
[







) ‖Y ‖+ (ΔaΔb −Δh) ‖X‖]m.
Consider the function W defined by





W is positive definite and we have
d
dt














By taking k3 = 1ρ1 and using the fact that γ satisfies (4.4), it follows that there
exists a positive constant D such that
d
dt
W (Xt, Yt, Zt) ≤ −D
[
‖X‖2 + ‖Y ‖2 + ‖Z‖2
]
+ ω1D [‖X‖+ ‖Y ‖+ ‖Z‖]
≤ −1
2








‖Y ‖2 + ‖Z‖2
]
+ ω1D [‖Y ‖+ ‖Z‖] .
By the equality
−D ‖X‖2 + ω1D ‖X‖ = −1
2










W (Xt, Yt, Zt)
≤ −1
2
D ‖X‖2 − 1
2





D ‖Z‖2 − 1
2







D ‖Z‖2 − 1
2


























Dω21 for D,ω1 > 0.
This completes the proof.
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Example 4.3. Now, as a special case of system (3.3) (for P (t) = 0), let us
take n = 2 that G, A, B, H(X(t− r(t))) defined in Example 1 hold. If we take
r(t) = exp(−t2), then 0 ≤ r(t) ≤ γ, (γ > 0), and that r′(t) = −2t exp(−t2) ≤ ξ












‖P (t)‖ ≤ 2
1 + t2
≤ 2 and γ < {0.153 26, 8.800 7× 10−4, 1.057 5} .
Thus, all the conditions of Theorem 4.2 are satisfied.
5 Conclusion
The problem of the stability and boundedness of solutions of differential equa-
tions is very important in the theory and applications of differential equations.
In the present work we consider a nonlinear vector differential equation of third
order with variable delay which include many particular cases of delay dif-
ferential equations. We discuss the stability of zero solution and uniformly
boundedness and uniformly ultimately boundedness of all solutions. Using the
Lyapunov–Krasovskĭı functional approach, two new results are given on the
topic and an example is given for the related illustrations.
Acknowledgements. The authors wish to thank the referees whose suggested
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