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a b s t r a c t
The linearization problem is the problem of finding the coefficients
Ck(m, n) in the expansion of the product Pn(x)Qm(x) of two poly-
nomial systems in terms of a third sequence of polynomials Rk(x),
Pn(x)Qm(x) =
n+m
k=0
Ck(m, n)Rk(x).
Note that, in this setting, the polynomials Pn, Qm and Rk may be-
long to three different polynomial families. If Qm(x) = 1, we are
faced with the so-called connection problem, which for Pn(x) = xn
is known as the inversion problem for the family Rk(x).
In this paper, we use an algorithmic approach to compute
the connection and linearization coefficients between orthogonal
polynomials of the q-Hahn tableau. These polynomial systems are
solutions of a q-differential equation of the type
σ(x)DqD1/qPn(x)+ τ(x)DqPn(x)+ λnPn(x) = 0,
where the q-differential operator Dq is defined by
Dqf (x) = f (qx)− f (x)
(q− 1)x .
© 2012 Elsevier Ltd. All rights reserved.
1. Structural formulas for q-orthogonal polynomials of the q-Hahn class
A family
y(x) = Pn(x) = knxn + k′nxn−1 + k′′nxn−2 + · · · (n ∈ N≥0 := {0, 1, 2 . . . }, kn ≠ 0) (1)
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of polynomials of degree exactly n is a family of classical q-orthogonal polynomials of the q-Hahn class
if it is the solution of a q-differential equation of the type (see e.g. Koepf and Schmersau, 2001;Medem
et al., 2001)
σ(x)DqD 1
q
Pn(x)+ τ(x)DqPn(x)+ λnPn(x) = 0, (2)
which is equivalent to
σ˜ (x)D 1
q
DqPn(x)+ τ(x)D 1
q
Pn(x)+ λnPn(x) = 0, (3)
where σ(x) = ax2 + bx + c , σ˜ (x) = σ(x) + (q − 1)xτ(x) are polynomials of at most second order
and τ(x) = dx+ e is a polynomial of first order. The above equations can be used to prove that (DqPn)
and (D 1
q
Pn) are orthogonal polynomials system of the q-Hahn-class, see Proposition 1 for DqPn. On the
other hand, Pn and DqPn are linked in two different ways, the q-structure relations
σ˜DqPn = SnPn+1 + TnPn + RnPn−1 and Pn = aˆnDqPn+1 + bˆnDqPn + cˆnDqPn−1
see Formula (25) for the first one and (21) for the second one. There are also the corresponding
structure relations with (D 1
q
), the 1q -structure relations
σD 1
q
Pn = αnPn+1 + βnPn + γnPn−1 and Pn = a¯nD 1
q
Pn+1 + b¯nD 1
q
Pn + c¯nD 1
q
Pn−1
see Formula (14) for the first one, whereas the second one is not used.
The coefficients of the polynomials σ and τ or σ˜ and τ give all the information about the Hahn
orthogonal polynomial system included the coefficients of the three-term recurrence relation and the
q-structure relations. To get an explicit expression of these coefficients is not an immediate task (see
e.g. Koepf and Schmersau, 2001; Medem et al., 2001; Lesky, 2005).
The q-differential operator Dq is defined by
Dqf (x) = f (qx)− f (x)
(q− 1)x , x ≠ 0, q ≠ 1
and Dqf (0) := f ′(0) by continuity, provided f ′(0) exists.
The linearization problem is the problem of finding the coefficients Ck(m, n) in the expansion of the
product Pn(x)Qm(x) of two polynomial systems in terms of a third sequence of polynomials Rk(x),
Pn(x)Qm(x) =
n+m
k=0
Ck(m, n)Rk(x). (4)
Note that, in this setting, the polynomials Pn, Qm and Rk may belong to three different polynomial
families. When the polynomials Pn, Qm and Rk are solutions of the same differential equation (2),
this is usually called the (standard) linearization or Clebsch–Gordan-type problem for hypergeometric
polynomials. On the other hand, ifQm(x) = 1 in (4),we are facedwith the so-called connection problem,
which for Pn(x) = xn is known as the inversion problem for the family Rk(x).
The polynomial systems that are solution of (2) form the q-Hahn tableau. These systems are
contained in the so-called Askey–Wilson scheme (Askey and Wilson, 1985; Koekoek and Swarttouw,
1998; Lesky, 2005; Koekoek et al., 2010). The following systems are members of the q-Hahn tableau:
the big q-Jacobi polynomials denoted by Pn(x, α, β, γ ; q), the q-Hahn polynomials Qn(x, α, β,N; q),
the big q-Laguerre polynomials Pn(x, α, β; q), the little q-Jacobi polynomials pn(x, α, β; q), the
alternative q-Charlier polynomials Kn(x, α; q), the little q-Laguerre/Wall polynomials pn(x, α; q),
the q-Meixner polynomials Mn(x, β, γ ; q), the q-Charlier polynomials Cn(x, α; q), the q-Laguerre
polynomials L(α)n (x; q), the Stieltjes–Wigert polynomials Sn(x; q), the Al-Salam–Carlitz II polynomials
V (α)n (x; q), the discrete q–Hermite II polynomials Hn(x; q) = h˜n(−ix; q). The corresponding monic
families will be denoted by a tilde. For these polynomial systems, the polynomials σ(x) and τ(x) of
equation (2) are given in Table 1.
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Table 1
Families in the q-Hahn class.
Family σ(x) τ (x)
Big q-Jacobi (αq− x)(γ q− x) γ q−x+αq(1−(β+γ )q+βqx)q−1
q-Hahn (αq− x)(q−N − x) αq(1+(x−1)βq)−x+q−N (1−αq)q−1
Big q-Laguerre (x− αq)(βq− x) −(α+β)q+αβq2+xq−1
Little q-Jacobi x(x− 1) 1−x+αq(βqx−1)q−1
Alternative q-Charlier x(1− x) −1+x(1+αq)q−1
Little q-Laguerre/Wall x(1− x) −1+αq+xq−1
q-Meixner γ (x− βq) γ (βq−1)+q(x−1)q−1
q-Charlier αx q(x−1)−αq−1
q-Laguerre x q
1+α (1+x)−1
q−1
Stieltjes–Wigert x qx−1q−1
Al–Salam–Carlitz II α x−α−1q−1
Discrete q–Hermite II 1 x1−q
Since one demands that Pn(x) has exactly degree n, we substitute Pn(x) in the q-differential
equation (2) and by equating the coefficients of xn, one gets
λn = −[n] 1
q
[n− 1]qa− [n]qd (5)
where the abbreviation
[n]q = 1− q
n
1− q
denotes the so-called q-brackets. Note that limq→1[n]q = n.
Equating the coefficients of xn−1 and xn−2 gives k′n, and k′′n , respectively, as rational multiples w.r.t.
N = qn of kn:
k′n = −
(−1+ N) (eqN − eN + bN − bq) q
(q− 1) aq2 − dN2q+ dN2 − aN2kn (6)
k′′n = −kn

q2 (−1+ N) (−N + q) −eq3Nb+ q3b2 − cq3a+ cq2dN2 + e2q2N2
−b2q2N + q2ca− 2 cqdN2 + 2 eqN2b− 2 e2qN2
+cqaN2 − qb2N + qeNb+ b2N2 + e2N2 − 2 eN2b+ cdN2 − caN2  (7)
(1+ q) (q− 1)2 aq3 − dN2q+ dN2 − aN2 aq2 − dN2q+ dN2 − aN2 .
Here and throughout the paper,2 we will use the notations N = qn andM = qm.
It can be shown (see e.g. Koekoek et al., 2010; Koepf and Schmersau, 2001, 2002; Medem et al.,
2001; Area et al., 2006) that any solution of (2) satisfies a recurrence equation
Pn+1(x) = (Anx+ Bn)Pn(x)− CnPn−1(x) (n ∈ N≥0, P−1 ≡ 0) (8)
2 The use of N = qn should not be confused with the parameter N of the q-Hahn polynomials.
1350 M. Foupouagnigni et al. / Journal of Symbolic Computation 47 (2012) 1347–1371
or equivalently
xPn(x) = anPn+1(x)+ bnPn(x)+ cnPn−1(x) (9)
with
an = 1An bn = −
Bn
An
, cn = CnAn . (10)
An important point is that the coefficients An, Bn and Cn appearing in this formula (8) can be computed
directly in terms of the coefficients of the polynomials σ(x) and τ(x), which completely characterize
the second order q-differential equation (2). Their expressions are (see e.g. Koekoek et al., 2010; Koepf
and Schmersau, 2001, 2002; Medem et al., 2001; Area et al., 2006)
kn
kn+1
An = 1, (11)
kn
kn+1
Bn = [n+ 1]q b[n]q + eq
n
a[2n]q + dq2n − [n]q
b[n− 1]q + eqn−1
a[2(n− 1)]q + dq2(n−1) , (12)
kn−1
kn+1
Cn =

(N − 1)(−Nd+ Na+ Nqd− aq2)
× (−a2cN4 − N4d2c + N3beqd− abeNq3 − 2adcN2q2
+ 2aN2q2be− aN3beq+ beN3q3d− 2beN3q2d
+ 2dcN2q3a− 2beN2q3a− 2dcN4qa+ beNq4a
+ beN3aq2 − b2q3dN2 − a2cq4 + N2b2q2d− N3b2qd
+ aNq3b2 − 2ab2N2q2 − ae2N2q2 + aN3b2q+ 2aN4dc
+ 2a2cq2N2 + 2d2cN4q− d2cN4q2 + b2N3q2d
+ 2e2N2q3a− e2N2q4a)Nq

(dN2q− aq+ aN2 − dN2)
× (dN2q− dN2 + aN2 − aq2)2(dN2q− dN2 + aN2 − aq3)

. (13)
In fact, substitute Pn(x) in the proposed equation (8) and equate the three highest coefficients. This
yields An, Bn, and Cn in terms of a, b, c, d, e, q, qn, kn−1, kn, kn+1, k′n−1, k′n, k
′
n+1, k
′′
n−1, k′′n , k
′′
n+1 by
linear algebra.
Substituting the values of k′n−1, k′n, k
′
n+1, k
′′
n−1, k′′n , and k
′′
n+1 given by (6) and (7) yields the above
formulas.
q-orthogonal polynomials satisfy further structure equations. One of those is given by the
q-derivative rule (see e.g. Koepf and Schmersau, 2001; Medem et al., 2001)
σ(x)D 1
q
Pn(x) = αnPn+1(x)+ βnPn(x)+ γnPn−1(x), (14)
where the coefficients αn, βn and γn are given by the explicit formulas
αn = a[n]1/q knkn+1 ,
βn =

(−1+ N)(aN + dNq− aq)(eNaq2 − bdN2q+ Nqbq
−bqa+ bdN2 − baN2 + bNa− eNa)q


(−dN2q+ dN2 + aq2 − aN2)(q− 1)(dN2q− a+ aN2 − dN2)

,
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γn =

(−1+ N)(aN + dNq− dN − aq)(aq2 − dNq+ dN − aN)
× (2b2N2aq2 + q4ca2 + b2q3dN2 − b2q2dN2 + e2N2aq2
+ cq2N4 + cN4a2 − 2cq3adN2 + eNbaq3 − 2eN2baq2
− eq4Nba− eq2N3ba+ 2eq2N3bd+ 2bq3N2ea
− eq3N3bd+ eN3baq+ 2cqaN4d+ e2q4N2a− 2e2q3N2a
× qb2N3d− q3b2Na− qb2N3a− b2q2N3d− 2cqd2N4
− 2q2N2ca2 − 2dN4ca+ cq2d2N4 + 2q2dcaN2 − eN3bdq)Nq


(−aq+ dN2q+ aN2 − dN2)(−dN2q+ dN2 + aq3 − aN2)
× (−dN2q+ dN2 + aq2 − aN2)2(q− 1)
 kn
kn−1
.
Now, we develop further structural identities.
Proposition 1 (See e.g. Hahn, 1949; Medem et al., 2001). If a function y(x) is solution of (2), then Y (x) =
Dqy(x) satisfies
σ1(x)DqD 1
q
Y (x)+ τ1(x)DqY (x)+ λn,q,1Y (x) = 0 (15)
with σ1(x) = σ(x), τ1(x) = Dqσ(x)+ qτ(qx) and λn,q,1 = q(Dqτ(x)+ λn,q).
Proof. We recall the following identities
D 1
q
Dq = qDqD 1
q
(16)
Dq(f (x)g(x)) = f (qx)Dqg(x)+ g(x)Dqf (x). (17)
Applying identity (17) with g(x) = σ(x) and f (x) = DqD 1
q
y(x), we obtain
Dq

σ(x)DqD 1
q
y(x)

= σ(x)Dq

DqD 1
q
y(x)

+ Dqσ(x)

DqD 1
q
y

(qx).
Using 
DqD 1
q
y

(qx) = 1
q
DqDqy(x),
we obtain
Dq

σ(x)DqD 1
q
y(x)

= σ(x)Dq

DqD 1
q
y(x)

+ 1
q
Dqσ(x)Dq

Dqy(x)

.
Now, using identity (16) for the first term of the right hand side of the previous relation, we get
Dq

σ(x)DqD 1
q
y(x)

= 1
q
σ(x)DqD 1
q

Dqy(x)
+ 1
q
Dqσ(x)Dq

Dqy(x)

.
Identity (17) with g(x) = Dqy(x) and f (x) = τ(x) yields
Dq(τ (x)Dqy(x)) = τ(qx)Dq

Dqy(x)
+ Dqτ(x)Dqy(x).
Finally,
(2) ⇒ Dq

σ(x)DqD 1
q
Pn(x)+ τ(x)DqPn(x)+ λn,qPn(x)

= 0
⇒ 1
q
σ(x)DqD 1
q

Dqy(x)
+ 1
q
Dqσ(x)Dq

Dqy(x)

+ τ(qx)Dq

Dqy(x)
+ Dqτ(x)Dqy(x)+ λn,qDqy(x) = 0
⇒ σ(x)DqD 1
q

Dqy(x)
+ Dqσ(x)+ qτ(qx)Dq Dqy(x)
+ q Dqτ(x)+ λn,qDqy(x) = 0,
which proves the assertion. 
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A computation shows that
σ1(x) = a′x2 + b′x+ c ′, τ1(x) = d′x+ c ′, λn,q,1 = q(λn,q + d) (18)
where
a′ = a, b′ = b, c ′ = c d′ = a(q+ 1)+ dq2, e′ = b+ eq. (19)
From this, we deduce that the equation
xDqPn(x) = α⋆nDqPn+1(x)+ β⋆nDqPn(x)+ γ ⋆n DqPn−1(x) (20)
namely a recurrence equation for the family DqPn(x), is valid, and from (19) it follows that
α⋆n = an(a, b, c, a(q+ 1)+ dq2, b+ eq), β⋆n = bn(a, b, c, a(q+ 1)+ dq2, b+ eq),
and
γ ⋆n = cn(a, b, c, a(q+ 1)+ dq2, b+ eq)
where an(a, b, c, d, e), bn(a, b, c, d, e) and cn(a, b, c, d, e), are given by (10) and the explicit formulas
for An, Bn and Cn.
Proposition 2 (See e.g. Area et al., 1998; Koepf and Schmersau, 2001; Medem et al., 2001). Assume
Pn(x) is a solution family of (2). Then a structure formula of the type
Pn(x) = aˆnDqPn+1(x)+ bˆnDqPn(x)+ cˆnDqPn−1(x) (21)
is valid for Pn(x).
In order to obtain those coefficients aˆn, bˆn and cˆn, we use the same algorithm described in the
determination of An, Bn and Cn where (8) is substituted now by (21). This gives the following
Theorem 3 (See e.g. Medem et al., 2001; Area et al., 2006). Assume Pn(x) is a monic solution family of
(2), then the coefficients aˆn, bˆn, and cˆn of (21) are given by:
aˆn = 1[n+ 1]q
bˆn =

N(q− 1)(−bdNq2 + eaq2 + edN2q2 + eN2qa+ bdN2q− 2 edN2q
− bNqa+ bqa− eaq− eaN2 − bdN2 + baN2 + bNd+ edN2 − bNa)

 −a+ dN2q− dN2 + aN2 −aq2 + dN2q− dN2 + aN2 
cˆn =

(q− 1) (2 dN2q2ac + ebNq3a− ebNq4a+ 2 dN4qac + ebN3qa− ebN3q2a
+ 2 bedN3q2 − bedN3q3 − bedN3q− 2 ebN2q2a− 2 dN2q3ac + 2 ebN2q3a
+ cq4a2 + N4a2c + N4cd2 − b2dN2q2 + b2dN2q3 + d2N4q2c − 2 d2N4qc
− b2N3qa− 2N4acd− b2dN3q2 + b2dN3q− 2 a2N2q2c − 2 e2N2q3a+ 2 b2N2q2a
+ e2q4N2a+ e2N2q2a− b2Nq3a) (a+ dq− d)N2q (N − 1)


aN2+ dN2q− dN2 − aq3−aq2 + dN2q− dN2 + aN22aN2 + dN2q− dN2 − aq.
Note that, applying the operator Dq to the equation (9), we obtain the following
Dq(xPn(x)) = anDqPn+1(x)+ bnDqPn(x)+ cnDqPn−1(x). (22)
Using (17) for the left hand side of (22), we get
qxDqPn(x) = anDqPn+1(x)+ bnDqPn(x)+ cnDqPn−1(x)− Pn(x). (23)
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Now, we use the structure relation (21) to get the following
Proposition 4 (See e.g. Medem et al., 2001). The coefficients α⋆n , β
⋆
n and γ
⋆
n of the relation (20) are linked
to the coefficients an, bn and cn of the three-term recurrence relation (9) and the coefficients aˆn, bˆn, and cˆn
of (21) by the following formulas:
α⋆n =
an − aˆn
q
, β⋆n =
bn − bˆn
q
, γ ⋆n =
cn − cˆn
q
, (24)
and are given explicitly in the monic case by:
α⋆n =
1− N
1− qN
β⋆n = −N

− eNq2a+ 2 bdN2q− 2 edN2q− 2 bNqa− eaN2 + eNa+ 2 baN2 − 2 bNa
+ edN2 − eaq+ 2 bqa+ eaq2 − 2 bdN2 − bdNq2 + edN2q2 + eN2qa+ bNd

−a+ dN2q− dN2 + aN2 −aq2 + dN2q− dN2 + aN2
γ ⋆n = −

2 dN2q2ac + ebNq3a− ebNq4a+ 2 dN4qac + ebN3qa
− ebN3q2a+ 2 bedN3q2 − bedN3q3 − bedN3q− 2 ebN2q2a
− 2 dN2q3ac + 2 ebN2q3a+ cq4a2 + N4a2c + N4cd2 − b2dN2q2 + b2dN2q3
+ d2N4q2c − 2 d2N4qc − b2N3qa− 2N4acd− b2dN3q2 + b2dN3q− 2 a2N2q2c
− 2 e2N2q3a+ 2 b2N2q2a+ e2q4N2a+ e2N2q2a− b2Nq3a
×Nq (N − 1) (−dN − aq+ aN + dNq) /
aN2 + dN2q− dN2 − aq3 −aq2 + dN2q− dN2 + aN22 aN2 + dN2q− dN2 − aq.
Proposition 5. Assume a family Pn(x) is a solution of (2). Then a structure formula of the type
(σ (x)+ (q− 1)xτ(x))DqPn(x) = SnPn+1(x)+ TnPn(x)+ RnPn−1(x), (25)
is valid for Pn(x) where
Sn = αn + (1− q)anλn, Tn = βn + (1− q)bnλn, Rn = γn + (1− q)cnλn,
and are in the monic case given explicitly by
Sn = (a+ dq− d) (q
n − 1)
q− 1
Tn =

− (eq2N2d− q2Nbd+ eaq2 − 2 eN2qd− aqNb+ N2qbd+ eaN2q− eqa
+ bqa− bdN2− bNa− eN2a+ eN2d+ bdN+ baN2) (N−1) (aN + qNd− dN − aq)


(q− 1) −a+ N2qd+ aN2 − dN2 −aq2 + N2qd+ aN2 − dN2 
Rn =

(−2 caN4d− 2N4qd2c − 2 e2aN2q3 + 2 aq2N2b2 + e2aq2N2 + N2q3b2d− 2 a2q2N2c
− aN3qb2 + N3qb2d+ q2N4d2c − N3q2b2d+ e2aN2q4 − q2N2b2d− aNq3b2 + ca2N4
+ cd2N4 + cq4a2 + eaNq3b− eN3qbd+ 2 eN3q2bd+ 2 aN4qdc − 2 eaq2N2b
− 2 aN2q3dc + 2 eaN2q3b+ 2 aq2N2dc − eN3q3bd− eaN3q2b+ eaN3qb− eaNq4b)
(N − 1) aN − aq2 − dN + qNd (aN + qNd− dN − aq) q
(q− 1) −aq+ N2qd+ aN2 − dN2 −aq3 + N2qd+ aN2 − dN2−aq2 + N2qd+ aN2 − dN22 .
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Proof. The q-differential operator obeys the identity
DqD1/qf (x) = Dqf (x)− D1/qf (x)
(q− 1)x ,
so that the q-differential equation (2) can be rewritten in the form
(σ (x)+ (q− 1)xτ(x))DqPn(x)− σ(x)D1/qPn(x)+ (q− 1)λnxPn(x) = 0.
Next, use the three-term recurrence relation (9) to get rid of the xPn(x) term and the structure formula
(14) to get rid of the σ(x)D1/qPn(x) term. The structure formula (25) is obtained by simplification. 
2. q-hypergeometric representations
Of course, for all polynomials of the q-Hahn tableau, q-hypergeometric representations are well-
known. Nevertheless we would like to recompute these with the methods of this paper algorithmi-
cally.
Definition 6. The basic hypergeometric or q-hypergeometric function rφs is defined by the series
rφs

a1, . . . , ar
b1, . . . , bs
 q; z := ∞
k=0
Ak =
∞
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k

(−1)kq(k2)
1+s−r zk
(q; q)k ,
where
(a1, . . . , ar)k := (a1; q)k · · · (ar; q)k, with (ai; q)k =
k−1
j=0 (1− aiqj) if k = 1, 2, 3, . . .
1 if k = 0.
The summand Ak of the q-hypergeometric series is a q-hypergeometric term, i.e.
Ak+1
Ak
∈ Q(q, qk) is a
rational function.
For the polynomial systems of the q-Hahn tableau we get
Theorem 7. Let Pn(x) be a polynomial system given by the q-differential equation (2) with σ(x) =
ax2 + bx+ c, and τ(x) = dx+ e. Then, the power series coefficients Cm(n) given by
Pn(x) =
n
m=0
Cm(n)xm (26)
satisfy the recurrence equation
(a[m] 1
q
[m− 1]q + d[m]q − λn)Cm(n)+ (b[m+ 1] 1
q
[m]q + e[m+ 1]q)Cm+1(n)
+ c[m+ 2] 1
q
[m+ 1]qCm+2(n) = 0, (27)
with Cn(n) = 1, Cn+1(n) = 0. In particular, if c = 0, then the recurrence equation
(a[m]1/q[m− 1]q + d[m]q − λn)Cm(n)+ (b[m+ 1]1/q[m]q + e[m+ 1]q)Cm+1(n) = 0, (28)
is valid, and therefore Pn(x) has the following q-hypergeometric representation up to a constant Kn:
Pn(x) = Kn2φ1

q−n, a−d+dqa q
n−1
b−e+eq
b
 q;−aqb x

, ab ≠ 0, (29)
Pn(x) = Kn 1φ1

q−n
b−e+eq
b
 q; d(1− q)qnb x

a = 0, b ≠ 0, (30)
Pn(x) = Kn 1φ0

q−n
−
 q;−dqne x

, a = b = 0. (31)
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Proof. Substituting the power series (26) into the q-differential equation (2), and equating the
coefficients yields the recurrence equation (27).
For c = 0 this recurrence equation degenerates to a two-term recurrence equation, and hence
establishes the q-hypergeometric representations (29)–(31), using the initial value Cn(n) = 1, Cn+1(n)
= 0. 
We would like to mention that the recurrence equation (27) carries complete information about the
q-hypergeometric representations given in the theorem.
Theorem 8. Let Pn(x) be a polynomial system given by the q-differential equation (2) with σ(x) =
ax2 + bx+ c, and τ(x) = dx+ e. Then, the power series coefficients Cm(n) given by
Pn(x) =
n
m=0
Cm(n)(x; q)m (32)
satisfy the recurrence equation
qn

qm+2 − 1 qm+1 − 1 a+ qm+1b+ cq2m+2 Cm+2(n)− qm+1 − 1 q− qn+1a− aqn
+ qn+2m+1b− qm+1+nb+ q2m+2+ne− qn+2m+1e+ qm+2 na+ qm+2 n+1d− qm+2 nd
+ qm+1a

Cm+1(n)−
−qm + qn qn+ma+ qm+1+nd− qn+md− aq q2Cm(n) = 0, (33)
where m = −2,−1, 0, . . . , n and Cm(n) = 0 outside the set of (n,m) such that 0 ≤ m ≤ n,with
Cn(n) = 1, Cn+1(n) = 0.
Proof. We first remark the following relations:
Dq(x; q)m = − [m]q1− x (x; q)m or Dq(x; q)m = −[m]q(qx; q)m−1,
D 1
q
(x; q)m = −[m]q(x; q)m−1,
x(qx; q)n = q−n−1(qx; q)n − q−n−1(qx; q)n+1.
From these relations, we obtain
(x; q)m = (1− q−m)(qx; q)m−1 + q−m(qx; q)m,
x(qx; q)m−1 = q−m(qx; q)m−1 − q−m(qx; q)m,
x(qx; q)m−2 = q−m+1(qx; q)m−2 − q−m+1(qx; q)m−1,
x2(qx; q)m−2 = q−2m+2(qx; q)m−2 − (q−2m+2 + q−2m+1)(qx; q)m−1 + q−2m+1(qx; q)m,
(qx; q)m = (x; q)m+11− x .
Next, we substitute Pn(x) in the q-differential equation (2) and obtain (using the preceding relations
and simplification)
n
m=0
Cm(n)(x; q)m+1

a[m]q[m− 1]qq−2m+1 + d[m]qq−m + λnq−m

+
n−1
m=−1
Cm+1(n)(x; q)m+1

− a[m+ 1]q[m]q(q−2m + q−2m−1)− b[m+ 1]q[m]qq−m
− d[m+ 1]qq−m−1 − e[m+ 1]q + λn(1− q−m−1)

+
n−2
m=−2
Cm+2(n)(x; q)m+1
×

a[m+ 2]q[m+ 1]qq−2m−2 + b[m+ 2]q[m+ 1]qq−m−1 + c[m+ 2]q[m+ 1]q

= 0.
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Since (x; q)m is a linearly independent family, equating the coefficient of (x; q)n+1 yields the
constant
λn = −a[n] 1
q
[n− 1]q − d[n]q.
Equating the coefficients of (x; q)m+1, yields the desired recurrence equation satisfied by the
coefficients Cm(n). 
The above computations show that in the general case, we get a three-term recurrence equation
for Cm(n) that is q-holonomic w.r.t. both m and n. Note that a linear homogeneous recurrence
equation
K
k=0
αk(q; qm) Cm+k = 0
is called q-holonomic if the coefficients αk(q; qm) are rational w.r.t. q and polynomial functions w.r.t.
the variable qm, i.e. αk ∈ Q(q)[qm].
In order to find solutions which are q-hypergeometric terms – hence satisfying a first-order
q-holonomic recurrence – in some specific situations, we can use a q-version of Petkovšek’s algorithm
(see e.g. Koepf, 1998; Petkovšek, 1992) which was given by Abramov et al. (1998) and by Böing and
Koepf (1999). This algorithm can be used utilizing the qrecsolve command of the qsum package in
Maple Böing and Koepf (1999).
The q-Petkovšek algorithm can be successfully used for several instances in this paper. However,
this algorithm is rather inefficient and therefore not at all suitable for many of our complicated
questions posed. Fortunately Horn (2008) published a refined version which is much more efficient.
Sprenger (2009) presented a Maple implementation of this refined version qHypergeomSolveRE in
his package qFPS (see also Koepf and Sprenger, 2012) which finds easily the q-hypergeometric term
solutions of all q-recurrence equations of this paper. It is due to this algorithm that we can state all
our results, especially in Section 5.
In particular, we can solve the recurrence equations of Theorems 7 and 8 for all particular systems
and therefore obtain the q-hypergeometric representations up to a constant Kn. Here, we consider
the monic cases such that by equating the highest coefficients of (26) and (32), we can recover the
constant Kn. This method yields
Corollary 9. The following representations of monic orthogonal polynomials of the q-Hahn class are
valid:
P˜n(x, α, β, γ ; q) = (αq;q)n(γ q;q)n(αβqn+1;q)n 3φ2

q−n, αβqn+1, x
αq, γ q
 q; q for the Big q-Jacobi family
Q˜n(x, α, β,N, q) = (αq;q)n(q−N ;q)n(αβqn+1;q)n 3φ2

q−n, αβqn+1, x
αq, q−N
 q; q, n = 0, 1, . . . ,N, for the q-Hahn family
P˜n(x, α, β, q) = (αq; q)n(βq; q)n3φ2

q−n, 0, x
αq, βq
 q; q for the Big q-Laguerre family
p˜n(x;α, β|q) = (−1)nq
n(n−1)
2 (αq;q)n
(αβqn+1;q)n 2φ1

q−n, αβqn+1
αq
 q; qx for the Little q-Jacobi
K˜n(x, α, q) = (−1)nq
n(n−1)
2
(−αqn;q)n 2φ1

q−n,−αqn
0
 q; qx for Alternative q-Charlier
p˜n(x, α|q) = (−1)nq n(n−1)2 (αq; q)n2φ1

q−n, 0
αq
 q, qx for Little q-Laguerre/Wall
M˜n(x, β, γ ; q) = (−γ )nqn2 (βq; q)n2φ1

q−n, x
βq
 q;−qn+1γ

for the q-Meixner family
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C˜n(x, α, q) = (−α)nq−n2 2φ1

q−n, x
0
 q;−qn+1α

for the q-Charlier family
L˜(α)n (x; q) = (−1)n(qα+1 :q)nqn(n+α) 1φ1

q−n
qα+1
 q;−xqα+n+1 for q-Laguerre
S˜n(x; q) = (−1)nq−n2 1φ1

q−n
0
 q;−xqn+1 for Stieltjes–Wigert
V˜ (α)n (x, q) = (−α)nq− n(n−1)2 )2φ0

q−n, x
−
 q; qnα

for the Al Salam–Carlitz II family
H˜n(x, q) = q− n(n−1)2 2φ0

q−n, x
−
 q,−qn for the Discrete q–Hermite II family.
Here and throughout the paper, the discrete q–Hermite II polynomials Hn(x; q) = h˜n(−ix; q) are evaluated
in x instead of ix.
3. Power and q-Pochhammer representation
Whereas in the last section we considered the specific connection problems for Rm(x) = xm and
Rm(x) = (x; q)m, in this section the opposite problems, having Pn(x) = xn and Pn(x) = (x; q)n, are
studied.
In many applications, one wants to develop a given polynomial in terms of a given ortho-
gonal polynomial system. In this case, handy formulas for the powers xn or/and (x; q)n are very
welcome.
3.1. Structure formulas of the bases xn and (x; q)n
We need the following three relations in order to solve the inversion problem.
xPn(x) = anPn+1(x)+ bnPn(x)+ cnPn−1(x) (34)
σ(x)D 1
q
Pn(x) = αnPn+1(x)+ βnPn(x)+ γnPn−1(x) (35)
xDqPn(x) = α⋆nDqPn+1(x)+ β⋆nDqPn(x)+ γ ⋆n DqPn−1(x). (36)
3.1.1. The case xn
Proposition 10. The polynomial xn satisfies (34)–(36) with
(a) an = 1, bn = cn = 0;
(b) αn = a¯[n] 1
q
, βn = b¯[n] 1
q
and γn = c¯[n] 1
q
;
(c) α⋆n = q
n−1
qn+1−1 ; β
⋆
n = γ ⋆n = 0.
3.1.2. The case (x; q)n
Proposition 11. The polynomial (x; q)n satisfies (34)–(36) with
(a) an = −q−n, bn = q−n, cn = 0;
(b) αn = −a¯[n]qanan−1, βn = −[n]q

a¯an−1(bn + bn−1)+ b¯an−1

and
γn = −[n]q

a¯b2n−1 + b¯bn−1 + c¯

;
(c) α⋆n = q
−n−1
qn+1−1 ; β
⋆
n = q−n and γ ⋆n = 0.
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Proof. (a) Since (x; q)n+1 = (x; q)n(1− qnx), we have
x(x; q)n = q−n(x; q)n − q−n(x; q)n+1,
from which we deduce the coefficients an, bn and cn.
(b) First we remark that D 1
q
(x; q)n = −[n]q(x; q)n−1. Next we multiply both members of this equality
by σ¯ (x) to get
σ¯ (x)D 1
q
(x; q)n = −[n]q

a¯x2(x; q)n−1 + b¯x(x; q)n−1 + c¯(x; q)n−1

.
We use the three-term recurrence relation (34) to get
x(x; q)n−1 = an−1(x; q)n + bn−1(x; q)n−1.
We repeat the process to obtain
x2(x; q)n−1 = anan−1(x; q)n+1 + an−1(bn + bn−1)(x; q)n + b2n−1(x; q)n−1.
The coefficients αn, βn and γn are obtained by simplification.
(c) Using the fact that Dq(x; q)n = −[n]q(qx; q)n−1, we obtain
xDq(x; q)n = −[n]qx(qx; q)n−1
= −[n]q

q−n(qx, q)n−1 − q−n(qx; q)n

= −[n]qq−n(qx; q)n−1 + q−n [n]q[n+ 1]q [n+ 1]q(qx; q)n
= q−nDq(x; q)n − [n]q[n+ 1]q q
−nDq(x; q)n+1,
and the result follows. 
Remark 12. The following structure formula
Pn(x) = aˆnDqPn+1(x)+ bˆnDqPn(x)+ cˆnDqPn−1(x) (37)
can be also important. The polynomial basis Vn(x) = xn satisfies (37) with
aˆn = 1[n+ 1]q , bˆn = 0, cˆn = 0;
and the polynomial basis Vn(x) = (x; q)n satisfies (37) with
aˆn = − q
−n
[n+ 1]q , bˆn =
q−n − 1
[n]q , cˆn = 0.
3.2. Power and q-Pochhammer representation
Theorem 13. Let Qm(x) be monic polynomial system given by the q-differential equation (2)with σ(x) =
a¯x2 + b¯x+ c¯ , and τ(x) = d¯x+ e¯. Then, the coefficients Cm(n) of the power representation
xn =
n
m=0
Cm(n)Qm(x) (38)
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Table 2
Inversion coefficients for each monic family inside the q-Hahn tableau.
Family Basis Cm(n)
Big q-Jacobi {(x; q)n}n (−1)m

n
m

q
q
m(m−1)
2
(αqm+1,γ qm+1;q)n−m
(αβq2(m+1);q)n−m
q-Hahn {(x; q)n}n

n
m

q
(−1)mq
m(m−1)
2 (αqm+1,qm−N ;q)n−m
(αβq2(m+1);q)m(αq;q)n−m(αβqn+2;q)m
l Big q-Laguerre {(x; q)n}n (−1)mq m(m−1)2

n
m

q
(αqm+1, βqm+1; q)n−m
q-Meixner {(x; q)n}n (−1)n

n
m

q
q
m(3m+1)
2 −n(m+1)γ n−m(βqm+1; q)n−m
q-Charlier {(x; q)n}n (−1)nαn−m

n
m

q
q
m(3m+1)
2 −n(m+1)
Al-Salam–Carlitz II {(x; q)n}n (−1)nαn−m

n
m

q
qm(m−n)+
n(n−1)
2
Discrete q–Hermite II {(x; q)n}n (−1)m

n
m

q
qm(m−n)+
n(n−1)
2
Little q-Jacobi {xn}n

n
m

q
(αqm+1;q)n−m
(αβq2(m+1);q)n−m
Alternative q-Charlier {xn}n

n
m

q
1
(−αq2m+1;q)n−m
Little q-Laguerre Wall {xn}n

n
m

q
(αqm+1; q)n−m
q-Laguerre {xn}n

n
m

q
q
(m−n)(2α+3m+n+1)
2 (qα+m+1; q)n−m
Stieltjes–Wigert {xn}n

n
m

q
q
(m−n)(3m+n+1)
2
satisfy the recurrence equation
Mq(q− 1)(M − 1)(Mq− 1) −a¯q2 +M2qd¯−M2d¯+ a¯M2
×

−M3q2d¯e¯b¯− a¯M3qe¯b¯− a¯qMe¯b¯+ 2 c¯a¯qM4d¯+ 2M3qd¯e¯b¯+ 2 a¯M2qe¯b¯− 2 c¯a¯M2qd¯+ c¯a¯2 + 2 a¯M2b¯2
−M2d¯b¯2 + c¯d¯2M4 +M3d¯b¯2 + c¯a¯2M4 − a¯M3b¯2 − 2 c¯a¯2M2 − a¯Mb¯2 + a¯M2 e¯2 −M3d¯e¯b¯+ a¯M3 e¯b¯+M2qd¯b¯2
+ a¯M2q2 e¯2 + c¯q2M4d¯2 −M3qd¯b¯2 + 2 c¯a¯M2d¯− 2 a¯M2 e¯b¯− 2 c¯a¯M4d¯− 2 c¯qM4d¯2 − 2 a¯M2qe¯2 + a¯Me¯b¯

× −a¯+Ma¯N +Md¯Nq− d¯MN Cm+1(n)+ (q− 1) −a¯+M2qd¯−M2d¯+ a¯M2 (M − 1)Mqb¯a¯M2 +M2qd¯b¯
− b¯d¯M2 − a¯Mqb− b¯Ma¯+ b¯qa¯− e¯a¯q2M + e¯Ma¯+ qNM2a¯e¯− NM2a¯e¯+ q2NM2d¯e¯− 2 qNM2d¯e¯+ NM2d¯e¯
− a¯qNe¯+ q2Na¯e¯+ NM2a¯b¯+ qNM2d¯b¯− NM2d¯b¯− NMqa¯b¯− NMa¯b¯− q2NMd¯b¯+ NMd¯b¯+ a¯qNb¯

× −a¯q+M2qd¯−M2d¯+ a¯M2 −a¯+ q2M2d¯−M2qd¯+ a¯qM2 Cm (n)− (q− 1) −a¯q+M2qd¯−M2d¯+ a¯M2
q2M2d¯−M2qd¯+ a¯qM2 − a¯ M2qd¯−M2d¯+ a¯M2 − a¯q2 M2qd¯−M2d¯+ a¯a¯M2 − a¯a¯2
(M − qN) Cm−1 (n) = 0. (39)
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Proof. For Pn(x) = xn, we substitute xPn(x) and xQm(x) in xPn(x) =
n
m=0
Cm(n)xQm(x) using the three-
term recurrence equations
xPn(x) = anPn+1(x)+ bnPn(x)+ cnPn−1(x),
xQm(x) = a¯mQm+1(x)+ b¯mQm(x)+ c¯mQm−1(x),
and after an index shift, we obtain
anCm(n+ 1)+ bnCm(n)+ cnCm(n− 1) = a¯m−1Cm−1(n)+ b¯mCm(n)+ c¯m+1Cm+1(n). (40)
Using both recurrence equations for the q-derivatives yields by the same process
α⋆nCm(n+ 1)+ β⋆nCm(n)+ γ ⋆n Cm(n− 1) = α¯⋆m−1Cm−1(n)+ β¯⋆mCm(n)+ γ¯ ⋆m+1Cm+1(n). (41)
In a similar way, we also get
αnCm(n+ 1)+ βnCm(n)+ γnCm(n− 1) = α¯m−1Cm−1(n)+ β¯mCm(n)+ γ¯m+1Cm+1(n). (42)
To obtain a pure recurrence equation with respect tom, from (40)–(42), we eliminate the variables
Cm(n+ 1) and Cm(n− 1) by linear algebra and substitute the coefficients of Proposition 10 to get the
result. 
Theorem 14. Let Qm(x) be monic polynomial system given by the q-differential equation (2)with σ(x) =
a¯x2 + b¯x+ c¯ , and τ(x) = d¯x+ e¯. Then, the coefficients Cm(n) of the power representation
(x; q)n =
n
m=0
Cm(n)Qm(x) (43)
satisfy the recurrence equation
Mq (q− 1) (M − 1) (−1+Mq) −a¯q2 +M2qd¯−M2d¯+ a¯M2 −M3q2d¯e¯b¯− a¯M3qe¯b¯− a¯qMe¯b¯
+2 c¯a¯qM4d¯+ 2M3qd¯e¯b¯+ 2 a¯M2qe¯b¯− 2 c¯a¯M2qd¯+ c¯a¯2 + 2 a¯M2b¯2 −M2d¯b¯2 + c¯d¯2M4 +M3d¯b¯2 + c¯a¯2M4
−a¯M3b¯2 − 2 c¯a¯2M2 − a¯Mb¯2 + a¯M2 e¯2 −M3d¯e¯b¯+ a¯M3 e¯b¯+M2qd¯b¯2 + a¯M2q2 e¯2 + c¯q2M4d¯2 −M3qd¯b¯2
+ 2 c¯a¯M2d¯− 2 a¯M2 e¯b¯− 2 c¯a¯M4d¯− 2 c¯qM4d¯2 − 2 a¯M2qe¯2 + a¯Me¯b¯
 −a¯+Ma¯N +Md¯Nq− d¯MN Cm+1 (n)
+q (q− 1) (M − 1) −a¯+M2qd¯−M2d¯+ a¯M2 −a¯+ q2M2d¯−M2qd¯+ a¯qM2 −a¯q+M2qd¯−M2d¯+ a¯M2
×

a¯M2 e¯+ a¯Mqb¯− b¯a¯M2 + b¯qna¯Mq− b¯qna¯qM2 + e¯qnMa¯q2 − b¯qnq2M2d¯+ b¯qnM3qd¯− e¯qna¯Mq
+ e¯qnM3q2d¯+ e¯qnM3qa¯− 2 e¯qnM3qd¯+ a¯2q2 −M2q2a¯2 +M4q2d¯2 + a¯M2d¯− 2M4qd¯2 − 2M4d¯a¯−M3b¯d¯
+M3b¯a¯− b¯qna¯M2 + b¯qnM2d¯− a¯M2qb¯− a¯M2qd¯+ a¯q2M2d¯− a¯q3M2d¯+M3b¯qd¯−M2 e¯a¯q2 − e¯qna¯M3
+ e¯qnM3d¯+ b¯qna¯M3 − b¯qnM3d¯+ 2M4qd¯a¯− a¯2M2 +M4d¯2 + a¯2M4

Cm (n)
− (q− 1) −a¯q+M2qd¯−M2d¯+ a¯M2 −a¯+ q2M2d¯−M2qd¯+ a¯qM2 −a¯q2 +M2qd¯−M2d¯+ a¯M2−a¯+M2qd¯−M2d¯+ a¯M22 (M − qN) Cm−1 (n) = 0. (44)
Proof. Here we use the structure formulas of Proposition 11 and proceed as in Theorem 13. 
If we use one of the variants of q-Petkovšek’s algorithm we can again solve the recurrences of
Theorems 13 and 14 leading to
Corollary 15. (Compare (Area et al., 1998), Table 3) The inversion coefficients of each monic polynomial
systems of the q-Hahn class are given by Table 2, where

n
m

q
denotes the q-binomial coefficient and is
defined by
n
m

q
:= (q; q)n
(q; q)m(q; q)n−m , m = 0, 1, 2, . . . , n, n ∈ N≥0.
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Table 3
Coefficients needed for computation.
Monic family Ar (n) Dl(k+ l)
Little q-Jacobi (−1)nq(n2)+r (q−n;q)r (αqr+1;q)n−r
(q;q)r (αβqn+r+1;q)n−r

k+ l
l

q
(αql+1;q)k
(αβq2(l+1);q)k
Alternative q-Charlier (−1)nq(n2)+r (q−n;q)r
(q;q)r (−αqn+r ;q)n−r

k+ l
l

q
1
(−αq2l+1;q)k
Little q-Laguerre/Wall (−1)nq(n2)+r (q−n;q)r (αqr+1;q)n−r
(q;q)r

k+ l
l

q
(αql+1; q)k
q-Laguerre (−1)
nq(
r
2)+r(α+n+1)
qn(n+α)
(q−n;q)r (qα+r+1;q)n−r
(q;q)r

k+ l
l

q
(qα+l+1;q)k
q
k(2α+k+4l+1)
2
Stieltjes–Wigert (−1)nq(r2)−n2+r(n+1) (q−n;q)r
(q;q)r

k+ l
l

q
q−
k(4l+k+1)
2
4. Connection coefficients using the inversion formulas
If
Pn(x) =
n
j=0
Aj(n)Vj(x) and Vj(x) =
j
m=0
Bm(j)Qm(x)
where Vj(x) = xj or Vj(x) = (x; q)j then
Pn(x) =
n
j=0
Aj(n)
 j
m=0
Bm(j)Qm(x)

,
and by rearranging the order of summation gives (as already mentioned in Area et al., 2001)
Pn(x) =
n
m=0
Cm(n)Qm(x), with Cm(n) =
n
j=m
Aj(n)Bm(j) =
n−m
j=0
Aj+m(n)Bm(j+m).
We can also use the relations
xn =
n
m=0

n
m

q
(−1)mqm(m+1)2
qmn
(x; q)m, and (x; q)n =
n
m=0
(−1)mqm(m−1)2

n
m

q
xm
to obtain a connection between two families which are not represented in the same basis. In fact, we
suppose that
Pn(x) =
n
j=0
Aj(n)Vj(x), Qm(x) =
m
k=0
dk(m)θk(x), (45)
where the expanding bases Vj(x) and θj(x) can be any of the polynomials xj, (x; q)j,
Vj(x) =
j
k=0
Bk(j)θk(x), and θk(x) =
k
m=0
Dm(k)Qm(x). (46)
From these three expansions, we obtain the representation as multiple sum
Pn(x) =
n
m=0
Cm(n)Qm(x) with Cm(n) =
n−m
j=0
j
k=0
Aj+m(n)Bk+m(j+m)Dm(k+m).
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5. Connection coefficients for σ(x) = σ¯(x)
Koepf and Schmersau (1998) solved the problem to determine the connection coefficients between
different polynomial systems (continuous case and discrete case) by an algorithmic approach. In this
section, following the same algorithmic method, we consider the same problem for the q-case.
Here, we assume that (Pn(x) = knxn + · · · )n≥0 denotes a family of polynomials of degree exactly
n and (Qm(x) = k¯mxm + · · · )m≥0 denotes a family of polynomials of degree exactly m. We want to
determine the connection coefficients Cm(n), (n ∈ N,m = 0, . . . , n), between the systems Pn(x) and
Qm(x),
Pn(x) =
n
m=0
Cm(n)Qm(x). (47)
We assume that Cm(n) = 0 outside the above n×m region. We will denote all coefficients connected
with Qm(x) by dashes.
We substitute xPn(x) and xQm(x) in xPn(x) =
n
m=0
Cm(n)xQm(x) using the three-term recurrence
equations
xPn(x) = anPn+1(x)+ bnPn(x)+ cnPn−1(x),
xQm(x) = a¯mQm+1(x)+ b¯mQm(x)+ c¯mQm−1(x),
and after an index shift, we obtain
anCm(n+ 1)+ bnCm(n)+ cnCm(n− 1) = a¯m−1Cm−1(n)+ b¯mCm(n)+ c¯m+1Cm+1(n). (48)
Using both recurrence equations for the q-differentials yields by the same process
α⋆nCm(n+ 1)+ β⋆nCm(n)+ γ ⋆n Cm(n− 1) = α¯⋆m−1Cm−1(n)+ β¯⋆mCm(n)+ γ¯ ⋆m+1Cm+1(n). (49)
In a similar way, we also get
aˆnCm(n+ 1)+ bˆnCm(n)+ cˆnCm(n− 1) = ˆ¯am−1Cm−1(n)+ ˆ¯bmCm(n)+ ˆ¯cm+1Cm+1(n). (50)
In the specific case σ(x) = σ¯ (x) one can use the same procedure to obtain
αnCm(n+ 1)+ βnCm(n)+ γnCm(n− 1) = α¯m−1Cm−1(n)+ β¯mCm(n)+ γ¯m+1Cm+1(n). (51)
To obtain a pure recurrence equation with respect to m, from (48), (49) and (51), we eliminate
the variables Cm(n + 1) and Cm(n − 1), by linear algebra. Using this approach, we get the following
recurrence equation (see also Lewanowicz, 2003).
Theorem 16. Let Pn(x) be a monic polynomial system given by the q-differential equation (2) with
σ(x) = ax2 + bx + c, and τ(x) = dx + e and Qm(x) be a monic polynomial system given by (2) with
σ¯ (x) = σ(x), and τ(x) = d¯x + e¯. Then the relation (47) is valid, Cm(n) satisfying the second order
recurrence equation with respect to m
Mq− 1cM4a2 + cM4d¯2 − 2 cM2a2 − b2M3a+ b2M3d¯+ 2 b2aM2 − b2d¯ M2 − b2Ma+ e¯2aM2 + ca2
+ 2 cM4ad¯ q− 2 cM2ad¯ q− e¯ bM3qa− e¯ bM3q2d¯+ 2 e¯ bM3d¯ q+ 2 e¯ baqM2 − e¯ bMaq− 2 cM4ad¯
+ cM4q2d¯2 − 2 cM4qd¯2 + 2 cM2ad¯− b2M3d¯ q+ b2d¯ M2q− 2 e¯2aqM2 + e¯2M2aq2 + e¯ bM3a− e¯ bM3d¯
− 2e¯ baM2 + e¯ bMa− aq3 + dN2q+ aN2 − dN2− a+ dN2q+ aN2 − dN2− aq+ dN2q+ aN2 − dN2− aq2
+ dN2q+ aN2 − dN22M − qNMaN +Md¯Nq−Md¯N − aCm1+ n+ Mq− 1cM4a2 + cM4d¯2 − 2 cM2a2
− b2M3a+ b2M3d¯+ 2 b2aM2 − b2d¯ M2 − b2Ma+ e¯2aM2 + ca2 + 2 cM4ad¯ q− 2 cM2ad¯ q
− e¯ bM3qa− e¯ bM3q2d¯+ 2 e¯ bM3d¯ q+ 2 e¯ baqM2 − e¯ bMaq− 2 cM4ad¯+ cM4q2d¯2 − 2 cM4qd¯2
+ 2 cM2ad¯− b2M3d¯ q+ b2d¯ M2q− 2 e¯2aqM2 + e¯2M2aq2 + e¯ bM3a− e¯ bM3d¯− 2 e¯ baM2 + e¯ bMaNqN − 1
×− aq+ dN2q+ aN2 − dN2− aq2 + dN2q+ aN2 − dN2− aq3 + dN2q+ aN2 − dN2−Me¯ N4d2q3
−MbN4d2q2 + bN2adq− 2 eN3adq2 + eN3adq+ d¯ MeN2aq2 − d¯ MeN2aq− 2MbN4adq+MbN3adq2
+MbN3adq+MbN2adq3 − 2Me¯ N4adq2 + 4Me¯ N4adq+Me¯ N2adq4 +M2eN3adq2 − 2M2eN3adq
+M2bN3adq+ bd¯M2N3aq+ bd¯M2N3dq2 − 2 bd¯M2N3dq+ bd¯MN3aq2 − bd¯MN3aq+ bd¯MN3dq3
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+ bd¯MN3dq− 2 bd¯MN3dq2 − bd¯MN2aq3 + bd¯MN2aq+ d¯ M2eN3aq2 − 2 d¯ M2eN3aq
+ d¯ M2eN3dq3 − 3 d¯ M2eN3dq2 + 3 d¯ M2eN3dq−MeN2adq3 +MeN2adq2 +MeN2adq+MbN3d2 +Me¯ N4a2
+Me¯ N4d2 −Me¯ N2a2 −M2eN3a2 +M2bN3a2 − bN2qa2 − bN2a2q2 + eN3a2q2 − eN3qa2
−MbN4a2 −MbN4d2 +MbN3a2 − e¯ Ma2q2N2 + dbM2aN2 − dbM2N2d¯+ bNM2qa2
+ bNa2q2M + bNMa2q− bN2M2qa2 + bN2M2ad¯− 2 bN2Ma2q+ eM2Na2q2 − eNM2qa2 + e¯ N2Ma2q
− d¯ MeN2q4a+ eN3adq3 + d¯ MeN2aq3 + bN3qa2 − bN2adq3 + bN3adq2 − bN3adq+MeN2a2
−Me¯ N4qa2 − 2MbN3d2q+Me¯ N2ad+M2eN3qa2 +M2eN3ad− bN2M2aq2d¯− bNMaq2d¯
−bNM2ad¯ q+ bNMaq3d¯+ bNM2aq2d¯+ eM2Naq3d¯− 2 eNM2aq2d¯+ eNM2ad¯ q
− dbM2N2aq2 − dbM2N2q3d¯+ dbM2N2q2d¯+ dbM2N2d¯ q+ dbMN2aq− 2 dbMN2aq2 + dbMNaq2
− dbMaNq− 2 de¯MN2aq3 + 2 de¯MN2aq2 − 2 de¯MN2aq−M2bN3ad− bd¯M2N3a+ bd¯M2N3d
+ d¯ M2eN3a− d¯ M2eN3d−MeN2q3a2 −MeN2a2q2 +MeN2qa2 −MeN2ad− 3Me¯ N4d2q+Me¯ N2q3a2
+ 3Me¯ N4d2q2 +MbN3d2q2 − 2Me¯ N4ad− ba2q2M + bNa2q2 − bN2M2a2 + eNq3a2 − eNa2q2 + e¯ a2q2M
− e¯ Mq3a2 − 2MbN3ad+MbN3qa2 + 2MbN4d2q+ 2MbN4adCmn+ Mq− 1cM4a2 + cM4d¯2
− 2 cM2a2 − b2M3a+ b2M3d¯+ 2 b2aM2 − b2d¯ M2 − b2Ma+ e¯2aM2 + ca2 + 2 cM4ad¯ q− 2 cM2ad¯ q
−e¯ bM3qa− e¯ bM3q2d¯+ 2 e¯ bM3d¯ q+ 2 e¯ baqM2 − e¯ bMaq− 2 cM4ad¯+ cM4q2d¯2 − 2 cM4qd¯2 + 2 cM2ad¯
− b2M3d¯ q+ b2d¯ M2q− 2 e¯2aqM2 + e¯2M2aq2 + e¯ bM3a− e¯ bM3d¯− 2 e¯ baM2 + e¯ bMaN2
×N − 1qN − 1− a+ dN2q+ aN2 − dN2MaN − aq2 + dMqN − dMNMaq+Mq2d¯−Md¯ q− aN
− dqN + dN− bdeq3N3 − beaq2N3 + beaq3N − bdeN3q+ beaN3q− beaq4N + 2 bdeq2N3
+ 2 acdqN4 + 2 beaN2q3 − 2 acdN2q3 + 2 acdq2N2 − 2 beaq2N2 + cq4a2 − 2 caN4d− 2 ca2q2N2
+ 2 b2aq2N2 − 2 e2aN2q3 − 2 cd2qN4 − b2aq3N + db2N3q− db2q2N2 + cd2q2N4 − db2q2N3
+ e2aq4N2 − b2aN3q+ e2aq2N2 + db2N2q3 + ca2N4 + cd2N4Cmn− 1 = 0.
To solve this recurrence equation, we use Horn’s variant of q-Petkovšek’s algorithm (Horn, 2008)
using Sprenger’s Maple implementation (Koepf and Sprenger, 2012; Sprenger, 2009). Otherwise we
could not solve these recurrence equations and obtain their closed form solutions. With the aid of this
algorithm, we obtain the following connection coefficients.
Corollary 17. The following connection relations between the classical monic orthogonal polynomials are
valid:
P˜n(x, α, β, γ ; q) =
n
m=0

n
m

q
(αβqn+1)n−m

αqm+1; γ qm+1; β1qm+1
βqn ; q

n−m
(αβ1q2(m+1);αβqn+m+1; q)n−m P˜m(x, α, β1, γ ; q);
Q˜n(x, α, β,N; q) =
n
m=0

n
m

q
(αβqn+1)n−m

αqm+1, qm−N , β1q
m+1
βqn ; q

n−m
(αβ1q2(m+1), αβqn+m+1; q)n−m Q˜m(x, α, β1,N; q);
p˜n(x, α, β; q) =
n
m=0

n
m

q
(αqn)n−m

βqm+1, α1q
m+1
αqn ; q

n−m
α1βq2(m+1), αβqn+m+1; q

n−m
p˜m(x, α1, β; q);
p˜n(x, α, β; q) =
n
m=0
(−αβq 3n+m+12 )n−m

n
m

q

αqm+1, β1q
m+1
βqn ; q

n−m
(αβ1q2(m+1), αβqn+m+1; q)n−m p˜m(x, α, β1; q);
K˜n(x, α; q) =
n
m=0
(αq
3n+m−1
2 )n−m

n
m

q

α1qm+1
αqn ; q

n−m
(−α1q2m+1,−αqn+m; q)n−m K˜m(x, α1; q);
p˜n(x, α; q) =
n
m=0
(αqn)n−m

n
m

q

α1qm+1
αqn
; q

n−m
p˜m(x, α1; q)
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where P˜n(x, α, β, γ ; q), Q˜n(x, α, β,N; q), p˜n(x, α, β; q), K˜n(x, α; q), p˜n(x, α; q) stand for the monic
Big q-Jacobi, the q-Hahn, the Little q-Jacobi, the Alternative q-Charlier and the Little q-Laguerre/Wall
polynomials respectively.
The connection coefficient between p˜n(x, α, β; q) and p˜m(x, α1, β1; q) is obtained by combining the
two cases: (α, β)→ (α1, β)→ (α1, β1). In fact, we have
p˜n(x, α, β; q) =
n
j=0

n
j

q
(αqn)n−j

βqj+1, α1q
j+1
αqn ; q

n−j
α1βq2(j+1), αβqn+j+1; q

n−j
p˜j(x, α1, β; q)
and
p˜j(x, α1, β; q) =
j
m=0

j
m

q
(−α1βq 3j+m+12 )j−m

α1qm+1, β1q
m+1
βqj
; q

j−m
(α1β1q2(m+1), α1βqj+m+1; q)j−m p˜m(x, α1, β1; q),
from which we get
p˜n(x, α, β; q) =
n
m=0
Cm(n)p˜m(x, α1, β1; q),
where
Cm(n) =
n−m
j=0

n
j+m

q

j+m
m

q
(αqn)n−j−m(βqj+m+1, α1q
j+m+1
αqn ; q)n−j−m
(α1βq2(j+m+1), αβqn+j+m+1; q)n−j−m
×
(−α1βq 3j+4m+12 )j

α1qm+1, β1q
m+1
βqj+m ; q

j
(α1β1q2(m+1), α1βqj+2m+1; q)j .
Calling the coefficient of this sum aj, a decision algorithm to detect the rationality of aj+1/aj (Koepf,
1998, Algorithm2.1 (simpcomb)) and the use of Eq. (1.8.22) of Koekoek et al. (2010), these coefficients
can be written in the form
Cm(n) =
n−m
j=0
(−1)jq( j2)

qm−n, β
β1
, α1qm+1, α1βq2m+1, αβqm+n+1; q

j
(α1βq2m+3; q2)j
q, βqm+1, α1q
m+1
αqn , α1β1q
2m+2, α1βqm+n+2; q

j
(α1βq2m+1; q2)j
×

α1β1qm+2
α
j (αqn)n−m βqm+1, α1qm+1
αqn ; q

n−m
(α1βq2(m+1), αβqn+m+1; q)n−m

n
m

q
= 7φ7
 qm−n, ββ1 , α1qm+1, α1βq2m+1, αβqm+n+1,√α1βqqm+1,−√α1βqqm+1
βqm+1, α1q
m+1
αqn , α1β1q
2m+2, α1βqm+n+2,
√
α1βqqm,−√α1βqqm, 0
 q, α1β1q
m+2
α

× (αq
n)n−m(βqm+1, α1q
m+1
αqn ; q)n−m
α1βq2(m+1), αβqn+m+1; q

n−m

n
m

q
.
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Applying Zeilberger’s algorithm (Koepf, 1998) implemented in the qsum package,3 we obtain
Cm(n) =

q−n, αβqn+1; qm α1β1q3, α1β1q4; q2m − 1αα1βq3 m q−3(m2)
q, q2, α1q2, β1q2, α1β1qn+3, α1β1q
2
αβqn ; q

m
×

αq, αβq, αβ
α1β1
, βq, q; q

n
−α1αβ1q4n q3(n2)
αβq, αβq2, q

2n (α1β1q
3; q)n .
We already have
p˜n(x, α) =
n
m=0
Cm(n, α, α1)p˜m(x, α1),
so that if we multiply this equality by the leading coefficient kn(α) of pn, we obtain
pn(x, α) = kαn p˜n(x) =
n
m=0
kαn
kα1m
Cm(n, α, α1)pm(x, α1).
This means that the connection coefficients Dm(n, α, α1) of the non-monic families are related to the
monic ones by the relation
Dm(n, α, α1) = k
α
n
kα1m
Cm(n, α, α1).
From this and the relation
(a; q)n
(a; q)m = (aq
m; q)n−m, we obtain
Corollary 18. The following connection relations between the orthogonal polynomial systems of the
q-Hahn class are valid:
Pn(x, α, β, γ ; q) =
n
m=0

n
m

q
(αβqn+1)n−m(αβqn+1; q)m

β1qm+1
βqn ; q

n−m
(αβ1q2(m+1); q)n−m(αβ1qm+1; q)m Pm(x, α, β1, γ ; q);
Qn(x, α, β,N; q) =
n
m=0

n
m

q
(αβq(n+1))n−m(αβqn+1; q)m

β1qm+1
βqn ; q

n−m
(αβ1q2(m+1); q)n−m(αβ1qm+1; q)m Qm(x, α, β1,N; q);
pn(x, α, β; q) =
n
m=0

n
m

q
(−αq n−m+12 )n−m (α1q, αβq
n+1; q)m(βqm+1, α1qm+1αqn ; q)n−m
(α1βq2(m+1); q)n−m(α1βqm+1; q)m(αq; q)n pm(x, α1, β; q);
pn(x, α, β; q) =
n
m=0

n
m

q
(αβqn+1)n−m
(αβqn+1; q)m

β1qm+1
βqn ; q

n−m
(αβ1q2(m+1); q)n−m(αβ1qm+1; q)m pm(x, α, β1; q);
Kn(x, α; q) =
n
m=0
(−αqn)n−m

n
m

q
(−αqn; q)m

α1qm+1
αqn ; q

n−m
(−α1q2m+1; q)n−m(−α1qm; q)m Km(x, α1; q);
pn(x, α; q) =
n
m=0
(−αq n−m+12 )n−m

n
m

q
(α1q; q)m

α1qm+1
αqn ; q

n−m
(αq; q)n pm(x, α1; q),
3 qsumrecursion(summand,q,j,C(m),rec2qhyper=true).
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6. Parameter derivatives
For some applications, it is important to know the rate of change in the direction of the parameters
of the q-orthogonal systems, given in terms of the system itself. By a limiting process, these parameter
derivatives representations can be obtained from the results of Corollaries 17 and 18 (see also
Lewanowicz, 2003).
Corollary 19. The following representations for the parameter derivatives of the classical q-orthogonal
polynomials are valid:
∂
∂β
Pn(x, α, β, γ ; q)=
n−1
m=0
 −αqn+m+1
1− αβqn+m+1 Pn(x, α, β, γ ; q)
+

n
m

q
(αβqn+1)n−m(αβqn+1;q)m(qm−n+1;q)n−m−1
β(αβq2(m+1);q)n−m(αβqm+1;q)m Pm(x, α, β, γ ; q)

,
∂
∂β
Qn(x, α, β,N; q)=
n−1
m=0
 −αqn+m+1
1− αβqn+m+1 Qn(x, α, β,N; q)
+

n
m

q
(αβqn+1)n−m(αβqn+1;q)m(qm−n+1;q)n−m−1
β(αβq2(m+1);q)n−m(αβqm+1;q)m Qm(x, α, β,N; q)

,
∂
∂α
pn(x, α, β; q)=
n−1
m=0
 qm+1
1− αqm+1 −
βqn+m+1
1− αβqn+m+1

pn(x, α, β; q)+

n
m

q
(−αq n−m+12 )n−m
× (αq,αβqn+1;q)m(βqm+1;q)n−m(qn−m+1;q)n−m−1
α(αβq2(m+1);q)n−m(αβqm+1;q)m(αq;q)n pm(x, α, β; q)

;
∂
∂β
pn(x, α, β; q)=
n−1
m=0
 −αqn+m+1
1− αβqn+m+1 pn(x, α, β; q)
+

n
m

q
(αβqn+1)n−m (αβq
n+1;q)m(qm−n+1;q)n−m−1
β(αβq2(m+1);q)n−m(αβqm+1;q)m pm(x, α, β; q)

;
∂
∂α
Kn(x, α; q)=
n−1
m=0

qn+m
1+ αqn+m Kn(x, α; q)
+(−αqn)n−m

n
m

q
(−αqn;q)m(qm−n+1;q)n−m−1
α(−αq2m+1;q)n−m(−αqm;q)m Km(x, α; q)

;
∂
∂α
pn(x, α; q)=
n−1
m=0

qm+1
1− αqm+1 pn(x, α; q)
+(−αq n−m+12 )n−m

n
m

q
(αq;q)m(qm−n+1;q)n−m−1
α(αq;q)n pm(x, α; q)

.
For the monic cases, we have
∂
∂β
P˜n(x, α, β, γ ; q) =
n−1
m=0

n
m

q
(αβqn+1)n−m(αqm+1; γ qm+1; q)n−m(qm−n+1; q)n−m−1
β(αβq2(m+1);αβqn+m+1; q)n−m P˜m(x, α, β, γ ; q);
∂
∂β
Q˜n(x, α, β,N; q) =
n−1
m=0

n
m

q
(αβqn+1)n−m(αqm+1, qm−N ; q)n−m(qm−n+1; q)n−m−1
β(αβq2(m+1), αβqn+m+1; q)n−m Q˜m(x, α, β,N; q);
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∂
∂α
p˜n(x, α, β; q) =
n−1
m=0

n
m

q
(αqn)n−m(βqm+1; q)n−m(qm−n+1; q)n−m−1
α(αβq2(m+1), αβqn+m+1; q)n−m p˜m(x, α, β; q);
∂
∂β
p˜n(x, α, β; q) =
n−1
m=0

n
m

q
(−αβq 3n+m+12 )n−m(αqm+1; q)n−m(qm−n+1; q)n−m−1
β(αβq2(m+1), αβqn+m+1; q)n−m p˜m(x, α, β; q);
∂
∂α
K˜n(x, α; q) =
n−1
m=0

n
m

q
(αq
3n+m−1
2 )n−m
(qm−n+1; q)n−m−1
α(−αq2m+1,−αqn+m; q)n−m K˜m(x, α; q);
∂
∂α
p˜n(x, α; q) =
n
m=0

n
m

q
(αqn)n−m(qm−n+1; q)n−m−1p˜m(x, α; q).
Proof. If
Pβn (x) =
n
m=0
Cm(n, β, β1)Pβ1m (x),
then
∂
∂β
Pβn (x) = lim
β1→β
Cn(n, β, β1)− 1
β − β1 P
β
n (x)+
n−1
m=0
lim
β1→β
Cm(n, β, β1)
β − β1 P
β
m(x).
We know that
d
dx
n
m=1
fm(x) =
n
m=1
f ′m(x)
fm(x)
n
m=1
fm(x),
from which we get
∂
∂β1
(αβ1qn+1; q)n =
n−1
m=0
−αqn+m+1
1− αβ1qn+m+1 (αβ1q
n+1; q)n.
Using de l’Hospital’s rule, we obtain
lim
β1→β
(αβqn+1; q)n − (αβ1qn+1; q)n
(αβ1qn+1; q)n(β − β1) =
n−1
m=0
−αqn+m+1
1− αβqn+m+1 .
We also have
lim
β1→β

β1qm+1
βqn ; q

n−m
β − β1 =
1
β
(qm−n+1; q)n−m−1.
From all the preceding, the result follows. 
7. Linearization coefficients
We can always suppose
Pn(x) =
n
i=0
Ai(n)xi, Qm(x) =
m
j=0
Bj(m)xj, and xk =
k
l=0
Dl(k)Rl(x)
where Pn(x),Qm(x), Rl(x) are three families of classical q-orthogonal polynomials.
We then obtain the Cauchy product
Pn(x)Qm(x) =
n+m
k=0
Ck(m, n)xk, where Ck(m, n) =
k
r=0
Ar(n)Bk−r(m).
1368 M. Foupouagnigni et al. / Journal of Symbolic Computation 47 (2012) 1347–1371
Using the inversion formula, this can be rewritten as
Pn(x)Qm(x) =
n+m
l=0
El(m, n)Rl(x)
with (as already mentioned in Area et al., 2001)
El(m, n) =
n+m−l
k=0
Ck+l(m, n)Dl(k+ l) =
n+m−l
k=0
k+l
r=0
Ar(n)Bk+l−r(m)Dl(k+ l).
We considered here the standard linearization problem of Clebsch–Gordan-type where Pn(x), Qm(x),
Rl(x) belong to the same q-orthogonal family. With the data of Table 3, we apply the q-version
of Algorithm 2.1 from Koepf (1998)4 to obtain the q-hypergeometric representation of
k+l
r=0
Ar(n)Bk+l−r
(m), then we multiply by Dl(k+ l) and sum w.r.t. k.
Using this algorithm, we obtain the following linearization coefficients.
Theorem 20. The following linearization relations between the orthogonal polynomials systems of the
q-Hahn class are valid:
(1) Little q-Jacobi
p˜n(x, α, β; q)p˜m(x, α1, β1; q) =
n+m
l=o
El(m, n)p˜l(x, α2, β2; q)
with
El(m, n) =
n+m−l
k=0
(αq; q)n(q−m; q)k+l(α1qk+l+1; q)m−k−l(α2ql+1; q)k

k+ l
l

q
(αβqn+1; q)n(q; q)k+l(α1β1qm+k+l+1; q)m−k−l(α2β2q2l+2; q)k
×(−1)n+mq(n2)+(m2)+k+l4φ3

q−k−l, q−n, αβqn+1, q
−k−l
α1
αq, qm−k−l+1, q
−m−k−l
α1β1
 q; qβ1

.
(2) Alternative q-Charlier
K˜n(x, α; q)K˜m(x, α1; q) =
n+m
l=0
El(m, n)K˜l(x, α2; q)
with
El(m, n) =
n+m−l
k=0
(−1)n+mq(n2)+(m2)+k+l(q−m; q)k+l

k+ l
l

q
(−αqn; q)n(q; q)k+l(−α1qm+k+l; q)m−k−l(−α2q2l+1; q)k
3φ3

q−k−l, q−n,−αqn
− q1−m−k−l
α1
, qm−k−l+1, 0
 q;− q2α1qk+l

.
(3) Little q-Laguerre/Wall
p˜n(x, α; q)p˜m(x, α1; q) =
n+m
l=0
El(m, n)p˜l(x, α2; q), with
4 sum2qhyper(term,q,r).
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El(m, n) =
n+m−l
k=0
q(
n
2)+(m2)+k+l
(q; q)k+l

k+ l
l

q
(αq; q)n(q−m; q)k+l(α1qk+l+1; q)m−k−l
×(−1)n+m(α2ql+1; q)k4φ2

q−k−l, q−n, q
−k−l
α1
, 0
αq, qm−k−l+1
 q;α1qm+k+l+1

.
(4) q-Laguerre
L˜αn (x; q)L˜α1m (x; q) =
n+m
l=0
El(m, n)L˜
α2
l (x; q), with
El(m, n) =
n+m−l
k=0
(−1)n+m
(q; q)k+l (q
α+1; q)n(qα1+k+l+1; q)m−k−l(qα2+l+1; q)k
×(q−m; q)k+lqN

k+ l
l

q
3φ3

q−α1−k−l, q−n, q−k−l
qα+1, qm−k−l+1, 0
 q; qα+n+2
where N = −n(n+ α)+ k+l2 + (k+ l)(m+ α1 + 1)−m(m+ α1)− k2 (2α2 + k+ 4l+ 1).
(5) Stieltjes–Wigert
S˜n(x; q)S˜m(x; q) =
n+m
l=0
El(m, n)S˜l(x; q) with
El(m, n) =
n+m−l
k=0
(−1)n+m

k+ l
l

q
(q4; q)k+l

q(1+q)
qn+qm ; q

k+l

q2(1+ q)
qn + qm ; q)k+l(q
−n−m; q

k+l
qN ,
where N = (k+ l)(m+ n+ 7)−m2 − n2 + 3k+l2 − k2 (4l+ k+ 1).
In the particular cases where Pn, Pm and Pl have the same parameters, these relations can be reduced
to:
(1) Alternative q-Charlier
K˜n(x, α; q)K˜m(x, α; q) =
n+m
l=0
El(m, n)K˜l(x, α; q) with
El(m, n) =
(−1)n+m+lq7l+(n2)+(n2)

q−m−n,−αqm−n,−αqn−m, α(q+1)qn+m+2
qn+m(αqm+αqn+q+q2)−qn−qm ,α
2qn+m;q

l
(−αqm;q)m(−αqn;q)n

q4, α(q+1)qn+m+1
qn+m(αqm+αqn+q+q2)−qn−qm ;q

l
×6φ5
 ql+1, ql−m−n, α2qm+n+l,−αqm+l−n,−αql+n−m, α(q+1)qn+m+l+2qn+m(αqm+αqn+q+q2)−qn−qm
ql+4,−αq2l+1, α(q+1)qn+m+l+1
qn+m(αqm+αqn+q+q2)−qn−qm , 0, 0
 q;−q7
.
(2) Little q-Laguerre–Wall
p˜n(x, α; q)p˜m(x, α; q) =
n+m
l=0
El(m, n)p˜l(x, α; q) with
El(m, n) =
(−1)n+m+lq(n2)+(m2)+7l

q−m−n, αq4(qn+qm)
qn+m+1(1+α+q+αq)−qn−qm ;q

l
(α;q)n(α;q)m(1−αqm)(1−αqn)
αq3,q4,α2q4,αq4, αq
3(qn+qm)
qn+m+1(1+α+q+αq)−qn−qm ;q

l
(1−α)2
×6φ5
 ql−m−n, ql+1, αql+1, αql+4(qn+qm)qn+m+1(1+α+q+αq)−qn−qm , 0, 0
ql+4, αql+3, α2ql+4, αql+4, αq
l+3(qn+qm)
qn+m+1(1+α+q+αq)−qn−qm
 q;−q7
.
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(3) q-Laguerre
L˜(α)n (x; q)L˜(α)m (x; q) =
n+m
l=0
El(m, n)L˜
(α)
l (x; q) with
El(m, n) =
n+m−l
k=0
(qα+l+1; q)k

q−m−n,− q2(qα+n+2+qα+m+2−qα+1−qα−q−1)qn+qm ; q

k+l
q4, qα+3, qα+4, q2α+4,− q(qα+n+2+qα+m+2−qα+1−qα−q−1)qn+qm ; q

k+l
×
(qα; q)n(qα; q)m

k+ l
l

q
(qα+m − 1)(qα+n − 1)qω
(qα − 1)2 .
where ω = (k+ l)(n+m+ 4α + 7)+ 3k+l2 − 12k(2α + k+ 4l+ 1)−m2 − n2 −mα − nα
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