A Type-II progressively hybrid censoring scheme for competing risks data is introduced, where the experiment terminates at a pre-specified time. The likelihood inference of the unknown parameters is derived under the assumptions that the lifetime distributions of the different causes are independent and exponentially distributed. The maximum likelihood estimators of the unknown parameters are obtained in exact forms. Asymptotic confidence intervals and two bootstrap confidence intervals are also proposed. Bayes estimates and credible intervals of the unknown parameters are obtained under the assumption of gamma priors on the unknown parameters. Different methods have been compared using Monte Carlo simulations. One real data set has been analyzed for illustrative purposes.
Introduction
In medical studies or in reliability analysis, it is quite common that more than one cause or risk factor may be present at the same time. In analyzing the competing risks model, it is assumed that data consists of a failure time and an indicator denoting the cause of failure. Several studies have been carried out under this assumption for both the parametric and the nonparametric set up. For the parametric set up it is assumed that different lifetime distributions follow some special parametric distribution, namely exponential, Weibull or gamma. (1960), Cox (1959) , David and Moeschberger (1978) considered the problem from the parametric point of view. In the non-parametric set up, no specific lifetime distribution is assumed. Kaplan and Meier (1958) , Efron (1967) and Peterson (1991) analyzed the nonparametric version of this model.
The two most common censoring schemes, namely Type-I and Type-II censoring schemes, are widely used in practice. Briefly, they can be described as follows. Consider n items are under observations in a particular experiment. In the conventional Type-I censoring scheme, the experiment continues up to a pre-specified time T. On the other hand, the conventional Type-II censoring scheme requires the experiment to continue until a pre-specified number of failures m ≤ n occurs. In this scenario, only the smallest lifetimes are observed. The mixture of Type-I and Type-II censoring schemes is known as the hybrid censoring scheme. This hybrid censoring scheme was first introduced by Epstein (1954; . But, recently it becomes quite popular in the reliability and life-testing experiments. See for example the work of Chen and Bhattacharya (1988) , Childs, Chandrasekhar, Balakrishnan, and Kundu (2003) , Draper and Guttman (1987) , Fairbanks, Madasan and Dykstra (1982) , Gupta and Kundu (1998) , and Jeong, Park and Yum (1996) .
One of the drawbacks of the conventional Type-I, Type-II, or hybrid censoring schemes is that they do not allow for removal of units at points other than the terminal point of the experiment. When the items are highly reliable it might be necessary to know the causes for which the items are failed and also necessary to remove items in between the experiment (at the time of each failure) for efficient estimation of the parameters. Because of this, one censoring scheme known as progressive censoring scheme under competing risks becomes very popular for the last few years. It can be described as follows: Consider n items in a study and assume that there is K causes of failure, which are known. Suppose m < n is fixed before the experiment. Moreover, m other integers, R 1 , . . . ,R m are also fixed before so that R 1 + . . . + R m + m = n. At the time of the first failure X 1:m:n , R 1 of the remaining units are randomly removed. Similarly, at the time of the second failure X 2:m:n , R 2 of the remaining units are randomly removed and so on. Finally, at the time of the m th failure X m:m:n , the rest of the R m units are removed. It is also known that the first failure takes place due to cause 1 δ , similarly the second failure takes place due to cause 2 δ and so on, finally the m th failure takes place due to cause m δ . For an exhaustive list of references and further details on Type-II progressive censoring, the readers may refer to the book by Balakrishnan and Aggarwala (2000) . In this article, a Type-II progressively hybrid censoring scheme under competing risk is introduced. As the name suggests, it is a mixture of Type-II progressive and hybrid censoring schemes under the competing risk data. In this new censoring scheme, the likelihood inference of the unknown parameters is obtained, under the assumptions that the lifetime distributions of the different causes are independent identically distributed (i.i.d.) exponential random variables. It is observed that the maximum likelihood estimators of the unknown parameters always exist and one obtains the explicit form of the maximum likelihood estimators (MLEs) of the unknown parameters. One also obtains the asymptotic confidence intervals and proposed two bootstrap confidence intervals. Bayes estimates and credible intervals are also obtained under the assumption of the gamma priors on the unknown parameters. Different methods are compared using Monte Carlo simulations and for illustrative purposes, one real data set is analyzed.
Model Description and Notation
Suppose n identical items are put on a test and the lifetime distributions of the n items are denoted by X 1 , . . .,X n . The integer m < n is pre-fixed and also R 1 , . . .,R m are m pre-fixed integers satisfying R 1 + . . . + R m + m = n. T is a pre-fixed time point. At the time of first failure R 1 of the remaining units are randomly removed. Similarly at the time of the second failure R 2 of the remaining units are removed and so on. If the m th failure occurs before the time point T, the experiment stops at the time point X m:m:n . On the other hand, suppose the m th failure does not occur before time point T and only J failures occur before the time point T, where 0 ≤ J < m, then at the time point T all the remaining R J * units are removed and the experiment terminates at the time point T. Note that R J * = n -(R 1 +. . .+R J ) -J. The two cases are denoted as Case I and Case II respectively and this censoring scheme is referred to as the Type-II progressively hybrid censoring scheme under competing risk data. In the presence of Type-II progressively hybrid censoring scheme under competing risks data, the following is a type of observation: Note that for Case II, X J:m:n < T < X J+1:m:n < . . . < X m:m:n and X J+1:m:n < . . . < X m:m:n are not observed.
The conventional Type-I progressive censoring scheme needs the pre-specification of R 1, . . . ,R m and also T 1 , . . . , T m , see Cohen (1963; 1966) for details. The choices of T 1 , . . ., T m are not trivial. For the conventional Type-II progressive censoring scheme the experimental time is unbounded. In the proposed censoring scheme, the choice of T depends upon how much maximum experimental time the experimenter can afford to spend. Moreover, the experimental time is bounded.
Without loss of generality, it is assumed that there are only two independent causes of failure i.e. K = 2. It may be extended to the case of K > 2. Before progressing further, the following notations are introduced/ reviewed: X ji : lifetime of the i th individual under cause j; for j = 1, 2 and i = 1, . . . , n X i:m:n : i th observed failure time; i = 1, . . . ,m f(.) : probability density function (PDF) of X i It is assumed that (X 1i, X 2i ); i = 1, . . ., n are n i.i.d. exponential random variables. Further, X 1i and X 2i are independent for all i = 1, . . ., n and X i = min(X 1i , X 2i ). Now, the MLEs of the unknown parameters are provided when X ji 's (for I = 1, . . ., n) are i.i.d. exp( j λ ), for j= 1, 2.
Maximum Likelihood Estimator
Based on the observations as discussed in the previous subsection, the log-likelihood function (without the constant term) can be written as; It is not easy to compute P(X i:m:n < T) for general i, because X i:m:n is a sum of i independent, but not identically distributed exponential random variables. Therefore, for D 1 > 0 and D 2 > 0, the following approximate 100(1-α )% confidence interval for 1 λ and 2 λ are proposed, 
Bootstrap Confidence Intervals
In this subsection, two confidence intervals based on the bootstrapping are proposed. The two bootstrap methods that are widely used in practice are:
(1) The percentile bootstrap (Boot-p) proposed by Efron (1982) , and (2) The bootstrap-t method (Boot-t) proposed by Hall (1988) .
It is observed that in this type of situations (Kundu, Kannan, & Balakrishnan, 2004) λ is given by
Bayesian Analysis
In this section, the problem is approached from the Bayesian point of view. 
The posterior density of 1 λ and 2 λ based on the gamma priors is given by Before progressing further, first a description of how the Type-II progressively hybrid censored competing risk data was generated for a given set n, m, R 1 , . . ., R m and T. The following transformation as suggested in Balakrishnan and Aggarwala (2000) is used. Using (9), Type-II progressively hybrid censored competing risk data can be easily generated as follows. For a given n, m, R 1 ,…,R m , X 1:m:n ,…,X m:m:n is generated using (9). Again using the random number generation algorithm RAN2 of Press et al. (1991) , a new random variable U(i), for i = 1…m is generated. λ and 2 λ are computed using all three of the proposed methods. For comparison purposes, the 95% credible intervals are computed using noninformative prior. The process is replicated 1000 times in each case and the average bias, mean squared errors, and the coverage percentages are reported. The results are reported in Tables 1 -9 . Some of the important observations are as follows. For fixed n as m increases the biases and MSEs of both 1 λ and 2 λ decrease for all cases as expected. But, interestingly for fixed m as n increases the biases increase and the MSEs decrease for both 1 λ and 2 λ . This phenomenon is quite counter intuitive and a proper explanation cannot be found for this. Now, comparing different confidence intervals in terms of their average lengths and coverage percentages, it is observed that the MLEs, BOOT-T confidence intervals and Bayes credible intervals behave quite satisfactory unless the T is very small. Otherwise, most of the cases of these three confidence intervals maintain the nominal coverage probabilities. Since BOOT-T method is involved numerically and the confidence intervals based on the asymptotic distributions are slightly larger than the Bayes credible intervals, it is recommended to use the Bayes credible intervals for all cases. Among the different schemes, it is observed that scheme 1 produces the smallest confidence intervals, followed by scheme 3 and scheme 2.
Data Analysis
In this section, one real-life dataset originally analyzed by Hoel (1972) is considered. The data arose from a laboratory experiment in which male mice received a radiation dose of 300 roentgens at 5 to 6 weeks of age. The cause of death for each mouse was determined by autopsy to be thymic lymphoma, reticulum cell sarcoma, or other causes. For the purpose of analysis, reticulum cell sarcoma is considered as cause 1 and the other causes of death are combined as cause 2. There were n = 77 observations in the data. A progressively type-II censored sample was generated from the original measurements. confidence lengths of asymptotic confidence intervals, Boot-p confidence intervals, Boot-t confidence intervals and the credible intervals with respect to the non-informative priors respectively. The corresponding coverage percentages are reported within brackets. confidence lengths of asymptotic confidence intervals, Boot-p confidence intervals, Boot-t confidence intervals and the credible intervals with respect to the non-informative priors respectively. The corresponding coverage percentages are reported within brackets. The 95% asymptotic, Boot-P, Boot-t confidence intervals and also the 95% credible intervals of 1 λ and 2 λ are reported in Table 10 .
It is clear that although all of them provided almost similar confidence/credible intervals, but Bayes credible intervals have the smallest lengths. Now, the data using T = 600 instead of T = 700 is generated, while m and R(i)'s are the same as before. In this case, the 95% asymptotic, Boot-P, Boot-t confidence intervals and also the 95% credible intervals of 1 λ and 2 λ are reported in Table 11 .
From Table 11 , it is observed that T plays a major role for the estimation of λ 's and for the construction of the corresponding confidence intervals. As T decreases, the lengths of the confidence/credible intervals for both the parameters are as expected. It is also important to note that Boot-p and Boot-t are the most affected due to T and the Bayes confidence intervals are the least affected. Therefore, Bayes confidence intervals are quite robust also with respect to T.
Conclusion
In this article, a new censoring scheme is discussed, namely the Type II progressively hybrid censoring scheme under competing risks data. Assuming that the lifetime distributions are exponentially distributed, one may obtain the maximum likelihood estimators of the unknown parameter and propose different confidence intervals using asymptotic distributions as well as using bootstrap methods. Bayesian estimates of the unknown parameters are also proposed and it is observed that the Bayes credible intervals with respect to non-informative prior work quite well in this case and it has several desirable properties. Although it is assumed that the lifetime distributions are exponential, most of the methods may be extended for other distributions also, such as the Weibull or gamma distribution. exponentially distributed lifetimes with two types of failures. Journal of Royal Statistics, 21(B) , 411-421. 
