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(Communicated by Prof. J. PoPKEN at the meeting of September 24, 1960) 
If n is a finite-dimensionai subspace of a real Banach space E, then 
for each x E E there is at least one yEn which is a best approximation 
to x in the sense that 
(I) lx-yl < lx-zl for all zEn. 
It is easy to see that y is uniquely determined (for every x and n) if 
and only if 
(a) lx+yl < lxl + IYI for all independent x, y E E, 
or equivalently, if and only if the unit ball K of E has the property: 
(a') The surface of K contains no line segment. 
In this case, E is said to be strictly convex, and the point y uniquely 
determined by (I) is written P"x. 
The problem considered in this note originated from a question raised 
by J. KoREVAAR: Suppose E is strictly convex and for each n: 
(b) The best approximation function P" is linear. 
Must E then be a Hilbert space? 
We answer this by the following theorem: 
Theorem I. Let E be a strictly convex real Banach space of dimension 
n =1= 2. If E has the property (b) for each subspace n of some fixed dimension 
v, O<v<n-I, then E is a Hilbert space. 
In this statement v is finite but n may be infinite. The restriction 
v<n--I is essential since P" is always linear if dim n=n-I (see the 
proof that P" is linear, in Part II). 
Let K be a compact convex set inn-space, and let n be a v-dimensional 
subspace. A translate n + x of n is said to be a support plane of K if n + x 
intersects K, but not the interior of K; call K f\ (n + x) the tangency 
set of n + x, and let An be the union of the tangency sets of all support 
planes of K which are translates of n. 
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Theorem l leads to the following characterization of ellipsoids 1 n 
n-space: 
Theorem 2. Let K be a compact convex body in n-space with a center 
of symmetry, such that the following is true for some v, O<v<n-1: for 
every v-dimensional subspace n, A, lies in a plane of dimension n- v. Then 
K is an ellipsoid. 
After we proved the:::e results we noticed that they were closely related 
to a theorem of Kakutani (which we state in Part III). The proof of 
Theorem l could be considerably shortened by using Kakutani's theorem, 
but we prefer to present our own proof since it is completely elementary 
and is~ essentially different from the proofs given in [3] and [ 4]. 
I. PROOF OF THEOREM l 
l.l. We first observe that it is sufficient to consider the case n=v+2. 
For if the theoremlis proved under this assumption, then the hypothesis 
of Theorem l will imply that every v + 2-dimensional subspace of E is 
a Hilbert space, and it is well known that then E is itself a Hilbert space. 
(We may, foriinstance, use the fact [2] that E is a Hilbert space if and 
only:if lx+yl 2 +lx-yl2 =2lxl2 +2lyl 2 holds for all x,yEE). 
1.2. Next we prove that it suffices to consider the case n = 3, v = l. 
Supposein = v + 2, and F is a 3-dimensional subspace of E. Let K be 
the unit ball of E, choose (}j E K, l(hl = l, let L be the !-dimensional 
subspace generated by fh, and let ez, ea be independent points of K n F 
such that L + (J2 and L + ea are support lines of K. There exist n- l 
dimensional subspaces ni containing L such that ni + (ji is a support 
plane of K(i = 2, 3). Let n = nz n na. Since dim n = v and since I(Ji + xl > I(Jil 
for every x En, (J 2 and (J3 belong to the null-space of P,. 
Let PL be the restriction of P, to F. For x E F, x= ~]A.i(Ji, so that 
PLx=A.1(ji E L, and 
lx-PLxl = lx-P,xl =min lx-yl <min lx-yl. 
yEn VEL 
Thus the hypotheses of Theorem l hold, with F in place of E, and 
if we can prove Theorem l for the case n= 3, v = l, it follows that every 
3-dimensional subspace of E is a Hilbert space, and hence so is E. 
1.3. From now on, Eisa 3-dimensional Banach space, Sis the surface 
of its unit ball, and E* is the vector space conjugate to 'E, composed of 
all linear functionals on E. For x E E and u E E*, (x, u) denotes the 
value of the linear functional u at the point x. Thus (x, u) is a bilinear 
form on E x E* and not a Euclidean inner product. If a norm is defined 
in E* by 
(1.3.1) lui= sup i(x, u)i (u E E*) 
xES 
then the dual formula 
( 1.3.2) JxJ =sup J(x, u)J (x EE) 
ueS* 
holds. Here S* denotes the surface of the unit ball K* of E*. 
If ACE, the orthogonal complement of A, written A.L, is the set of 
all u E E* such that (x, u) = 0 for every x EA. 
One of the difficulties facing us is the fact that there is no a priori 
reason to believe that the norm in E has any regularity beyond that of 
an arbitrary homogeneous convex function. We overcome this difficulty 
by passing to the conjugate space, where the norm will turn out to be 
differentiable. 
1.4. At each point of S* there is exactly one support plane of K*. 
Indeed, at each boundary point of an arbitrary compact convex set 
there is at least one support plane. Suppose that at some v E S* there 
are two support planes, given by equations (x, u) =I and (y, u) = 1. 
Then (1.3.2) gives 
lxl = (x, v) = (y, v) = IYI = 1, 
and from this it follows that the line segment joining x and y lies in S, 
contradicting the assumed strict convexity of E. 
1.5. A real valued function f on E* is said to have the vector 
G(u) E E as its differential at the point u E E* if 
(1.5.1) I. f(tt+h)-f(u)-(G(u), h) _ O Ill JhJ - • 
h---+0 
The directional derivative of f at the point u E E* m the direction 
v E S* is given by 
(1.5 2) Dvf(u) =lim f(u+tvj-f(u) = (G(u), v). 
t-+0 
Henceforth, we take f(u) = iui2, and we assert: 
The function f ( u) = iul2 has a differential G( u) at every u E E* ; the 
function G is continuous, and homogeneous of degree l. 
The existence and continuity of G(u) result from well known theorems 
on convex functions, in view of 1.4. The homogeneity of G is obvious. 
Taking v = u in ( 1.5.2), we obtain 
( 1.5.3) 2 f(u) = (G(u), u) (u E E*). 
1.6. If T is a linear transformation from E into E, the norm II Til ofT 
is defined by IITII =sup !Tx!, and the adjoint T* ofT is defined by 
xeS 
(x, T* u) = (Tx, u) (xEE,uEE*). 
T* is a linear transformation of E* into E*, the range of T* is the 
orthogonal complement of the null-space of T, the null-space of T* is 
the orthogonal complement of the range ofT, JJT*II = JITJJ, (T1T2)* =T2*T1*, 
and (T1 +T2)* =T1* +T2*. 
IOO 
For each line L through the origin of E, let N L be the null space of 
the best approximation P£. 
1.7. Every line M through the ong~n of E* is the range of PL*, for 
some L, and for every u E E*, lu-PL*ul is the distance from u to M. 
To prove this, let X1, x2 be arbitrary independent points on S, and let 
n1, n2 be planes through the origin in E such that ni +XI, n2 + x2 are 
support planes of K. If L = ni n n 2, then N L is the plane through the 
origin generated by XI, X2. Thus, any plane through the origin in E is N L 
for some L, and since every line M is the orthogonal complement of 
such a plane, the first part of I. 7 follows. 
By the definition of PL, we have lx-PLxl < lx-APLxl for all x E E 
and all real A. If A# I, then I --APL is non-singular, and we then have 
Hence 
II(J -APL)-I(J -PL)[I = 11(1 -PL)(I -APL)-III <I. 
11(1 -PL*)(l -APL*)-1 11 <I, 
or, equivalently, 
This shows that lu-PL*ul is the distance from u to the range of PL*, 
except possibly when P L * u = 0, but by continuity the result is seen to 
hold even in those cases. 
Remark: We have now shown that the best approximation property 
of Theorem I holds in E* (but not that the strict convexity does), and 
there we have the advantage of a differentiable norm. 
1.8. The differential G(u) of the function f(u)= lul 2 (see 1.5) is of the form 
G(u)=g(u)Tu, 
uhere g is a real valued function and T is a linear transformation of E* 
onto E. 
In the notation of I. 7, let v E M, and consider, for fixed n E E*, the 
function 
r(A) = f(n- PL * n + AV) =In- PL * n + Avl 2• 
By 1.7, r has a minimum when A=O, and thus (1.5.2) implies 
(G(n-PL*n), v)=O. 
In particular, if n lies in the null-space of PL *, i.e., in Ll., we see that 
G(n) lies in the orthogonal complement of M. Since every plane through 
the origin in E* is Ll. for some L, we conclude: 
G transforms planes throngh the origin into planes throngh the origin. 
Moreover, for every line L through the origin in E there is a line in E* 
which G maps into L. By (1.5.3), G(n)#O if n#O, and the homogeneity 
of G therefore implies that G maps E* onto E. 
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Let E1 * be the projective plane associated with E*, that is, the 
projective plane whose points are the lines through the origin in E*, 
and let E1 be the projective plane associated with E. The properties of G 
demonstrated so far show that G determines a continuous transformation 
r of E 1 * onto E1 (the value of r at any line M of E* is the line onto 
which G carries M) which transforms lines into lines. Choosing four 
points St E E1, no three collinear, and choosing tt E E1 * so that Si = T(tt), 
we can find a linear transformation F of E onto E* such that the 
corresponding transformation cp of E 1 onto E 1 * takes st to ti. Then cp T 
is a continuous map of E1 * onto itself which carries lines into lines and 
has four fixed points, no three of them collinear. Hence cpr is the identity. 
It follows that for each u E E*, G(u) and F-1(u) determine the same 
point of E 1, and hence 1.8 is established, with T = F-1. 
1.9. We can now complete the proof. By 1.8, (1.5.3) becomes 
(1.9.1) 2l(u) = g(u)(T u, ~t), 
so that g(u)~O and (Tu, u)~O if u~O. Since I is of class 0 1 (see 1.5), 
it now follows that g E Cl, hence G E Cl, and hence IE 0 2. (Repetition 
of this argument shows that IE coo, but 0 2 is all we need). 
For any v E S*, ( 1.5.2) now gives 
Dvl(u) =lim f(u+tv)-f(u) = g(u) ('l'u, v). 
t->0 
Substitution of (1.9.1) into this quotient yields 
(1.9.2) (Dvg) (u)(Tu, u) = g(u) {(Tu, v) --(Tv, u)}. 
If we can prove that T is symmetric (more precisely, (Tu, v) =(Tv, u)), 
(1.9.2) will show that g is constant, and hence (1.9.1) shows that l(u)= iul 2 
is a positive definite quadratic form, so that E* is a Hilbert space and 
so is E. 
Take biorthogonal coordinate systems in E and E*, and let Gi(u) 
be the ith coordinate of G(u). The fact that G is a differential is expressed 
by the three equations 
(1.9.3) oGi(u) ~ 
oG;(u) 
~ (i ~ j). 
Gt(u) = g(u) {1Xi1 u1 + 1Xi2U2 + 1Xi3U3}, 
and, putting Xi=Tiu, the equations (1.9.3) become 
g(u) (1X12-1X21) = xz-,.0g -xhog 
UUl UU2 
og og g(u) (1X23-1X32) = X3 0U 2 -X2~Us 
g(u) (1X31- 1X13) = x1-,.0g - xhog • 
uua uU1 
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Multiplying the first equation by xa, the second by X1, and the third by x2, 
and adding, we get 
g(u){(1X12- <X21) X3 + (1X23 -1X32)X1 + (1X31- 1X13) X2} = 0. 
Since g(u) # 0 and x1, x2, xa are arbitrary, we find <XtJ = <XJi· 
Hence ( Tu, v) = (Tv, u), and the proof is complete. 
II. PROOF OF THEOREM 2 
We may assume, without loss of generality, that the center of symmetry 
of K lies at the origin of En. Then K determines a norm 
!x! = inf {).!A.> 0 and xjA. E K}. 
The hypotheses of Theorem 2 assure that K is strictly convex and that 
the null-space of each P"' (for dim n=v) is an n-v dimensional subspace 
of En, and this implies that P"' is linear, since we evidently have 
P"'(A.x)=A.P"'x and 
p "'(x + y) =X+ p nY = p "'X+ p ,.y 
if yEn. 
By Theorem l, the above norm makes En into a Hilbert space, and its 
unit ball K is an ellipsoid since any Hilbert space norm is defined by a 
positive definite quadratic form. 
III. COMPARISON WITH OTHER CHARACTERIZATIONS 
3.1. KAKUTANI [3], [4] has proved the following: 
If a real Banach space E, of dimension # 2, is such that there is a projection 
of norm l onto every 2-dimensional subspace, then E is a Hilbert space. 
Under the assumptions of Theorem l, with n=v+ 2, I -P,. is a 
projection of norm l onto the 2-dimensional null-space of P"'. Theorem l 
can therefore be obtained from Kakutani's theorem by observing that 
every 2-dimensional subspace is the null-space of some P"" and that 
the restriction n = v + 2 involves no loss of generality. Both of these 
statements are also needed (and established) in our proof. 
3.2. BIRKHOFF [l] defines x _l y, in any real Banach space E, to 
mean: !xi < !x + A.y! for all real A., and he proves: 
If E is a strictly convex real Banach space, of dimension # 2, and if 
y _l x whenever x _l y, then E is a Hilbert space. 
This can be deduced from Theorem l by the following argument: 
The relation x _l y holds if and only if PLx = 0, where Lis the !-dimensional 
subspace of E which contains y. Now, if yES and n is an n-1 dimensional 
plane through the origin such that n+y is a support plane of K, then 
for each x En, !y+A.x! > l = !y!, so that y _l x. If Birkhoff's symmetry 
condition holds, then x _l y, so that PLx = 0 for all x En. This gives that 
the null space of PL contains the n-1 dimensional plane n, which implies 
immediately that PL is linear. 
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