In this paper, we derive maximum likelihood estimators (MLEs) and approximate MLEs (AMLEs) of the unknown parameters in a generalized half logistic distribution when the data are upper record values. As an illustration, we examine the validity of our estimation using real data and simulated data. Finally, we compare the proposed estimators in the sense of the mean squared error (MSE) through a Monte Carlo simulation for various record values of size.
Introduction
Inferences for the half logistic distribution were discussed by several authors. Balakrishnan and Puthenpura (1986) introduced the best linear unbiased estimators of location and scale parameters of the half logistic distribution through linear functions of order statistics. Balakrishnan and Wong (1991) obtained AMLEs for the location parameter and the scale parameter of the half logistic distribution with Type-II right censored samples. Kang and Park (2005) derived AMLE of the scale parameter in a half logistic distribution based on multiply Type-II censored samples. Kang et al. (2008) derived AMLEs and MLE of the scale parameter in a half logistic distribution based on progressively Type-II censored samples. Kang et al. (2009) proposed AMLEs of the scale parameter in a half logistic distribution based on double hybrid censored samples. Kang et al. (2010) considered the modified empirical distribution function type tests using AMLEs and the modified normalized sample Lorenz curve plot to test for the half logistic distribution based on multiply Type-II censored samples. Arora et al. (2010) obtained MLE and its asymptotic variance of the generalized half logistic distribution under Type-I progressive censoring with changing failure rates. They also provided some results including total expected waiting time in case of interval censoring schemes. derived approximated profile MLE of the scale parameter in a generalized half logistic distribution based on progressively Type-II censoring. proposed Bayes estimators of the shape parameter and reliability function in a generalized half logistic distribution based on progressively Type-II censored data under the various loss functions.
The cumulative distribution function (cdf) and the probability density function (pdf) of a random variable X with a generalized half logistic distribution are, respectively,
where σ is scale parameter and λ is shape parameter. As a special case, if λ = 1, this distribution is a half logistic distribution. In many cases, the maximum likelihood estimation method does not provide explicit estimators based on complete and censored samples. Hence it is desirable to develop an approximation to this estimation method which would provide us estimators that are explicit functions of order statistics. The approximate maximum likelihood estimation method was first developed by Balakrishnan (1989) for the purpose of providing explicit estimators of the scale parameter in the Rayleigh distribution. Han et al. (2007) discussed the estimation method for the reliability function with AMLEs in the exponentiated logistic distribution based on multiply Type-II censoring. Han and Kang (2008) derived AMLEs of the scale parameter in the half triangle distribution based on progressively Type-II censored samples. Kang and Seo (2011) developed two type AMLEs of the scale parameter in an exponentiated half logistic distribution based on progressively Type-II censored samples. Chandler (1952) was the first to examine record values and documents a number of basic properties of records. Record values arise in many real-life situations involving weather, sports, economics, and life tests. A record model is closely related to the model of order statistics, and both are widely employed in statistical applications as well as in statistical modeling and inferences because they can be viewed as order statistics from a sample whose size is determined by the value and order of the occurrence of observations. In particular, Balakrishnan et al. (1992) established some recurrence relationships for single and double moments of lower record values from the Gumble distribution. Recently, Ahmadi and Balakrishnan (2011) discussed the prediction of future order statistics based on the largest and smallest observations when there is a new record.
The outline of the remaining sections is as follows. In sections 2 and 3, we derive MLEs and AMLEs of unknown parameters in a generalized half logistic distribution based on upper record values. In section 4, we details entropy estimation method of upper record values from the generalized half logistic distribution. Finally, in section 5, the proposed estimators are compared in the sense of the MSE using a Monte Carlo simulation study.
Maximum likelihood estimation
In this section, we discuss MLEs of the shape parameter λ and the scale parameter σ when data are upper record values.
Let X 1 , X 2 , X 3 , . . . be a sequence of independent and identically distributed (iid) random variables with a cdf F (x) and a pdf f (x). Setting Y n = max(X 1 , X 2 , . . . , X n ), n ≥ 1, we say that X j is a upper record and denoted by X U (j) if Y j > Y j−1 , j > 1. The indices for which upper record values occur are given by the record times {U (n), n ≥ 1}, where U (n) = max{j|j > U (n−1), X j > X U (n−1) }, n > 1, with U (1) = 1. From now on, we denote a sequence of upper record values x U (1) , x U (2) , · · · , x U (n) by x 1 , x 2 , · · · , x n for simplicity. The corresponding likelihood function of the first n upper record values,
Suppose we observe n upper record values x 1 , x 2 , . . . , x n from the generalized half logistic distribution with pdf (1.2). It follows, from (1.1), (1.2), and (2.1), that
The natural logarithm of the likelihood function (2.2) is given by log L(λ, σ) = n log λ − n log σ + λ log 2e
From (2.3), the likelihood equations for λ and σ are, respectively,
Assuming that the scale parameter σ is known, the MLE of the shape parameter λ is obtained asλ
Let Y = n/h 1 (X n ; σ). In Ahsanullah (1995) , because the pdf of X n is definded as
the pdf of Y is written as
which is a inverse gamma distribution with the shape parameter and the scale parameter as n and λn, respectively. Hence, the MLEλ has the following expectation and varinace.
From (2.9), we see that since bias of λ is λ/(n − 1), although the MLEλ is not an unbiased estimator of λ, it is an asymptotically unbiased estimator of λ.
If the scale parameter σ is unknown, we can find the MLE of σ, denote byσ, by solving the Equation (2.5). Unfortunately, since the Equation (2.5) is cannot be solved explicitly, it may be solved by using the Newton-Raphson method that performs nonlinear optmization. To do this, it is required a initial value for λ, which is obtained by
Then we can obtain the MLEσ by updating σ value. From (2.6), the MLEλ =λ(σ) can be calculated easily.
Approximate maximum likelihood estimation
As discussed earlier, because the Equation (2.5) is very complicated, it does not allow an explicit solution for σ. Therefore, we derive the AMLE of σ by solving the approximate likelihood equation.
Let Z i = X i /σ. Then we can write the likelihood equation (2.5) as
, where q i = 1 − p i and p i is a uniformly distributed random variate. Using Taylor series, we approximate the following function:
where
(1 + e −ξi ) 2 ξ i ,
By using the Equation (3.2), we obtain the following approximate likelihood equation:
After solving the quadratic Equation (3.3) for σ, by substituting of the MLEλ, we obtain the AMLE of σ asσ
As in the case of the MLEλ, we obtain the AMLE of the shape parameter λ, denoted bỹ λ, by replacing σ withσ in the Equation (2.6). Note that the AMLEσ is always positive because β i < 0.
Entropy of records values
In this section we develope entropy estimation method of upper record values from generalized half logistic distribution.
Let X be a random variable with a cdf F (x) and a pdf f (x). Then the entropy of X is defined as
(4.1)
Hence the entropy of X n can be expressed as
where f Xn (x) is given by (2.7). By Baratpour et al. (2007) , the entropy H n can be written as
where C is the Euler's constant and
Then, we have
Finally, using log(
Therefore, the entropy H n from the generalized half logistic distribution is given by
We can obtain an estimator of entropy function (4.2), denote byĤ n , by replacing λ and σ withλ andσ in (4.8). Likewise, we can obtain another estimator of entropy function (4.2), denote byH n , by replacing λ and σ withλ andσ in (4.8).
Illustrative example
In this section, we present an example to validate the estimation method and assess the performance of estimators discussed in the previous sections.
Real data
Consider the real data given by Hinkley (1977) , which represents the thirty successive values of March precipitation (in inches) in Minneapolis/StPau (see Table 5 .1) over a period of 30 years. Because the distribution of this data is skewed to the right, it has been used to introduce the concept of transformation. Torabi and Bagheri (2010) showed that this real data follow an extended generalized half logistic through Kolmogorov-Smirnov test. Using the formulas in sections 2 and 3, we obtain MLEs and AMLEs of the shape parameter λ and the scale parameter σ. In addition, we calculate the estimators of the entropy from (4.8). These values are given in Table 5 .2. To check the goodness of fit for the generalized half logistic distribution withλ andσ, we conduct a simple test.
The moment of upper record values is
where f (·) and F (·) are given in (1.2) and (1.1), respectively. From (5.1), we compute for k = 1 the expected upper record values from the generalized half logistic distribution witĥ λ andσ by using numerical integration. These values are given in Table 5 .3. A simple plot of 5 upper records of the precipitation in Minneapolis/StPau against the expected values E(X i ) in Table 5 .3 indicates a strong correlation (0.97303). In addition, we have nearly the same results for the AMLEs, which provides support for the assumption that these upper record values are follow the generalized half logistic distribution. 
Simulation results
To assess the performance of the proposed estimators, we simulate the MSEs of all proposed estimators through Monte Carlo simulation method. Samples of upper record values with size n = 8(1)13, are generated from the standard generalized half logistic distribution with λ = 0.5. Using this samples, the MSEs of the estimators are simulated by the Monte Carlo method based on 10, 000 runs. For λ = 4, the same simulation method is carry out. The results are presented in Table 5 .4.
From Table 5 .4, we can see that the AMLEλ is more efficient than the MLEλ for the shape parameter λ. For the scale parameter σ, while the MLEσ is more efficient than the AMLEσ when λ = 0.5, the AMLEσ is generally superior to the MLEσ when λ = 4. In the case of entropy,Ĥ n has lower MSEs thanH n when λ = 0.5 butH n has lower MSEs than H n when λ = 4. That is, the AMLEs show an overall better performance than the MLEs for λ = 4. Also, as expected, the MSEs of all estimators decrease as sample size n increases. 
Concluding remarks
This paper develop MLEs and AMLEs of unknown parameters in a generalized half logistic distribution based on upper record values. The corresponding estimators of entropy function also are calculated. Because the MLE of the scale parameter cannot solved explicitly, we propose the AMLE as an alternative to that. When comparing these estimators in terms of the MSE, because the AMLEs show an overall better performance than the MLEs when the shape parameter is large, we would recommend the use of the AMLEs provided that the shape parameter has large value. Also, the results from the propsed estimators can be useful guidelines on design of experiments in various statistical fields such that modeling, inference, and life tests.
