Abstract. The strong rate of convergence of the Euler-Maruyama scheme for nondegenerate SDEs with irregular drift coefficients is considered. In the case of α-Hölder drift in recent literature the rate α/2 was proved in many related situations. By exploiting the regularising effect of the noise more efficiently, we show that the rate is in fact arbitrarily close to 1/2 for all α > 0. The result extends to Dini continuous coefficients, while in d = 1 also to a class of everywhere discontinuous coefficients.
Introduction and main results
We consider stochastic differential equations (SDEs) where k n (t) = ⌊nt⌋/n. When b is Lipschitz continuous, then the analysis of the scheme is quite standard, and one easily obtains the optimal rate 1/2 for the L 2 -convergence. Going beyond (locally) Lipschitz b, there has been essentially two classes of approaches: (A) In [MP91, NT16, PT17, BS18, BHY18, HL18, MX18] mild assumptions on the modulus of continuity of b are imposed. This usually means α-Hölder continuity (although [BHY18] also discusses the Dini continuous case). While α > 0 is allowed to be arbitrarily low, the drawback is that the convergence rates obtained become increasingly worse as α → 0. In [PT17] for example, whose setting is similar to ours, the rate of L 2 -convergence is α/2, which becomes negligible for small α. (B) In [HK08, LS17, NSS18, LS18, MY18] b is allowed to have discontinuities on a 'small' (lower dimensional) set, in the d = 1 case this is usually a discrete set of points. Outside of this exceptional set the usual Lipschitz condition in assumed. In this kind of setting the optimal rate 1/2 can be achieved. Our contribution is twofold:
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• Note that the results for (A) seem to suggest that the rate of convergence depends on the Hölder exponent of b. Here we show that this is not the case: we show that (almost) optimal rate of convergence holds for all Dini continuous coefficients.
• In dimension 1, under a decay condition, we unify the results of (A) and (B) up to an arbitrary small loss in the rate: we prove that for any ε > 0, the Euler-Maruyama scheme has rate 1/2 − ε in L 2 for all bounded and integrable b. To the best of our knowledge this is the first result on the rate of convergence (and as far as L 2 is concerned, even merely on convergence) without posing any continuity assumption whatsoever on b (the convergence in probability without a rate was proven in [GK96] ). Recall the definition of Dini continuity: fix a continuous increasing function ϑ :
We then denote by D the space of all continuous functions f :
For vector-valued f , f D denotes max i f i D (and similarly for other norms); since the context will always make it clear whether we mean scalar-or vector-valued functions, this abuse of notation will not cause any confusion. The main results then read as follows.
Let ε ∈ (0, 1) and suppose that for some constant C one has E|x n 0 − x 0 | 2 ≤ Cn −1+ε for all n ∈ N. Then for all n ∈ N one has the bound sup
(1.3)
. Let ε ∈ (0, 1) and suppose that for some constant C one has E|x n 0 − x 0 | 2 ≤ Cn −1+ε for all n ∈ N. Then for all n ∈ N one has the bound
(1.4)
Remark 1.1. For the sake of clarity of exposition we did not aim for the most generality in our formulation, but rather focused on a setting where the interesting feature of the problem, namely the irregularity of b, is already present. We believe the present approach can also be used to address questions of, for example, higher moments, nonconstant diffusion coefficient, Lévy noise, weak rate, infinite dimensions. These are left to future work.
Remark 1.2. The choice of looking at L 2 -convergence is also motivated by recent results [HHJ15, JMY16, GJS17] that show that in L 2 very slow convergence rate of arbitrary approximation schemes may occur even in cases when the rate of convergence in probability is known to be 1/2 [Gyö98] . Our results can also be seen as extending the class of equations where the slow convergence phenomena can not happen.
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Auxiliary Results

2.1.
Preliminaries. In this section we formulate some lemmata that will be used in the proofs of Theorems 1.1-1.2. In the proofs the constants N may change from line to line. To avoid some minor nuisance we use N in a slightly non-standard way to denote integers larger than 1. We also set
Proof. Using a standard approximation argument it suffices to prove (2.1) for f having the extra property
First we show this when d = 1. Clearly it suffices show for r ∈ [2/n, T ] that
By Taylor's formula we have
where f ′ stands for the derivative of f in the spatial variable. We have
... dsdtdθdλ
where the integrands are the same everywhere. Notice that for s < k n (t), we have
We can express the integrand in terms random variables whose joint density is relatively simple: one has
The increments
are independent and Y i = Y i (s, t) is Gaussian with mean 0 and variance
Their joint density is therefore given by
, for x = (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 . Hence we can write
After integration by parts with respect to x 1 and x 3 we get
n . By explicitly differentiating the Gaussian density ρ, we get
Therefore,
Note that one has k n (s) ≥ s − 1/n and that by a change of variables one sees
For I 12 n , notice thatf x 1 =f x 3 , so we can integrate by parts with respect to x 3 again to get
Next we see that
For I 2 n we have
Consequently,
Similarly, one has
Combining (2.3) through (2.7) we obtain (2.2) for the case d = 1. Suppose now that it holds for d = k and let W = (W 1 , ..., W k+1 ) be a k + 1-dimensional Wiener process. SettingW = (W 2 , ..., W k+1 ), we have
where we have used the fact that W 1 ,W are independent and the induction hypothesis. This finishes the proof.
and define X n as in (1.2). Then for all ε ∈ (0, 1) and f ∈ L ∞ (Q T ) one has the bound
Proof. It clearly suffices to show (2.8) for deterministic initial condition x n 0 ≡ x, uniformly in x. Let us set
By Hölder's inequality we have
By Girsanov's theorem we have that Y n := X n − x is an (F t ) t∈[0,r] -Wiener process on [0, r] under the measure dP n = ρ n dP. Therefore by Lemma 2.1 we have
Combining the above with (2.9), one gets
, and we are done since for all r ∈ [0, T ],
The final ingredient concerns the regularity of the associated Kolmogorov equation. While the result is possibly known, we did not find a reference in this form, so we provide a short proof. We note that (2.11) is the only instance where the Dini continuity assumption is used. We denote by C 1,2 (Q T ) the space of all bounded continuous functions f on Q T = (0, T ) × R d such that the derivatives ∂ t f , ∇f ,∇ 2 f exist, are continuous and bounded, and we use the norm
Lemma 2.3. Let f, g ∈ D and suppose that f D ≤ K for some K ≥ 0. There exists T 0 > 0 depending only on K and d, such that there exists a unique bounded classical solution u of
on Q T 0 . Moreover, for all T ∈ (0, T 0 ], the solution of (2.10) on [0, T ] satisfies the bounds
12)
To prove Lemma 2.3, without loss of generality we assume that ϑ(r) ≥ c ϑ √ r for some c ϑ > 0, for all r ∈ [0, 1]. We denote by D T the space of all continuous functions on
First consider the simpler equation
We will use the following well-known properties of (2.13).
Lemma 2.4. Let T ∈ (0, 1] and f ∈ D T . Let u be a bounded distributional solution of (2.13). Then u is a classical solution of (2.13) which moreover satisfies for α ∈ (0, 1)
Proof of Lemma 2.3. Uniqueness easily follows from linearity. As for existence, let g n , f n be bounded functions with bounded derivatives of any order such that
The problem
has a classical solution u n ∈ C 1,2 (Q T 0 ) for any T 0 > 0 such that u n , ∇u n ∈ C(Q T 0 ). By (2.16) we have
Hence, for sufficiently small T 0 > 0 depending only on d and K, we have for all n ∈ N sup
Similarly, by (2.15)-(2.16), for T 0 sufficiently small, we see that
where for the last inequality we used (2.17). Consequently, u n converges to a limit u ∈ C(Q T 0 ) with ∇u ∈ C(Q T 0 ), which is a distributional solution (2.10). Moreover, it satisfies
Consequently, f ∇u ∈ D T 0 , which implies by Lemma 2.3 that u is a classical solution of (2.10) and satisfies
where N = N (ϑ, d) and we have used ϑ(r) ≥ c ϑ √ r for the last inequality. By (2.18) and (2.14) we obtain
with N = N (ϑ, d, K), so the estimates (2.11)-(2.12) hold for T = T 0 . The bound (2.11) trivially extends to T < T 0 . As for (2.12),
with f λ (x) = f (λx) and similarly for g λ Since
we get by applying (2.12) with
thus obtaining (2.12) for arbitrary T ∈ (0, T 0 ].
Proofs of the main results
Proof of Theorem 1.1. Clearly it suffices to prove the theorem for sufficiently small (but n-independent) T , this choice of T will be specified later.
) be given by Lemma 2.3. We invoke the idea of [FGP10] (see also [PT17] ): for any T ∈ (0, T 0 ] and for each i = 1, ...d, by Lemma 2.3 and a simple time reversal, there exists a classical
where
We emphasise that N ′ is independent of T , which is a convention that we keep for the rest of the proof. Applying Itô's formula for u i (t, X t ) we have
Similarly, we have
n we have by (3.3)-(3.4)
One then has the following estimates: by (3.1) and the assumption on x 0 , x n 0 , we have
by (3.2) we have
by Itô's isometry and (3.1) we have
by the boundedness of f and by (3.1) we have
The terms I 24 n and I 3 n both can be estimated using Lemma 2.2, with f = u i x j b j and f = b, respectively, to get I 24 n + I 3 n ≤ N n −1+ε .
Combining the above bounds we get
For sufficiently small T (say √ T < 1/(2N ′ )) the second term on the right-hand side can be omitted at the price of a constant factor. The conclusion then follows from Gronwall's lemma.
Proof of Theorem 1.2. We will make use of a classical transformation based on the speed measure of the diffusion [Fel54] . Let us set
. By Itô's formula the process Y t = φ(X t ) solves the SDE
Consider the approximation of the above equation
). By (3.8) the diffusion coefficient in the SDE (3.9) is globally Lipschitz, so it is well known that the rate of the Euler-Maruyama scheme is 1/2. Taking into account the initial condition, we get
Next we compare Y n with φ(X n ). By Itô's formula again we have
Therefore, by (3.7) and Itô's isometry
(3.11)
By (3.8) and applying Lemma 2.2 with f = φ ′ b, we see that Recalling that by (3.8) φ ′ •ψ is Lipschitz, and using the trivial estimate E|Y n t −Y n kn(t) | 2 ≤ N n −1 , we have where in the last inequality we have used (3.10) and (3.14). This finishes the proof.
Remark 3.1. The Zvonkin transformation [Zvo74] is a parabolic analogue of (3.6), which can be used in any dimension: taking a solution to
and assuming φ(t, ·) : R d → R d is invertible for t ∈ [0, T ], the process Y t = φ t (X t ) solves the SDE (3.9) (with now φ and ψ depending on time). Instead of analysing the EulerMaruyama approximation X n , it is tempting to approximate X by ψ(Y n ). Note however that this is not computationally realistic method: φ is a quite nontrivial function of b, and so φ, let alone its inverse ψ, cannot be assumed to be explicitly known.
