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ABSTRACT
We develop a new analysis approach towards identifying related radio components
and their corresponding infrared host galaxy based on unsupervised machine learn-
ing methods. By exploiting Parallelized rotation and flipping INvariant Kohonen
maps (PINK), a self-organising map algorithm, we are able to associate radio and
infrared sources without the a priori requirement of training labels. We present an
example of this method using 894, 415 images from the Faint Images of the Radio-
Sky at Twenty centimeters (FIRST) and Wide-field Infrared Survey Explorer (WISE )
surveys centred towards positions described by the FIRST catalogue. We produce a
set of catalogues that complement FIRST and describe 802, 646 objects, including
their radio components and their corresponding AllWISE infrared host galaxy. Using
these data products we (i) demonstrate the ability to identify objects with rare and
unique radio morphologies (e.g. ‘X’-shaped galaxies, hybrid FR-I/FR-II morpholo-
gies), (ii) can identify the potentially resolved radio components that are associated
with a single infrared host and (iii) introduce a “curliness” statistic to search for bent
and disturbed radio morphologies, and (iv) extract a set of 17 giant radio galaxies
between 700 − 1100 kpc. As we require no training labels, our method can be applied
to any radio-continuum survey, provided a sufficiently representative self-organising
map (SOM) can be trained.
Key words: methods: statistical – radio-continuum: galaxies – infrared: galaxies
1 INTRODUCTION
Radio astronomy will enter its ‘golden age’ as the Square
Kilometre Array (SKA) and its pathfinder instruments be-
gin to operate at full capacity over the next decade. This new
suite of radio interferometers, including the Low Frequency
Array (LOFAR) (van Haarlem et al. 2013), Murchison Wide-
field Array (MWA) (Tingay et al. 2013; Wayth et al. 2018),
Australian Square Kilometre Array Pathfinder (ASKAP)
(Johnston et al. 2008), MeerKAT (Jonas & MeerKAT Team
2016) and the Karl G. Jansky Very Large Array (JVLA)
? E-mail: tim.galvin@csiro.au
† E-mail: minh.huynh@csiro.au
(Perley et al. 2011), offer exceptional gains in sensitivity and
survey speeds when compared to previous generations of in-
struments (Norris 2017a). They will be capable of routinely
producing deep continuum surveys containing tens of thou-
sands of radio sources on timescales as short as hours, a feat
that would have taken months of dedicated telescope time
some years ago. With this gain in sensitivity and survey
speed comes the need to redesign how data analysis and in-
terpretation is performed. Existing efforts that are primarily
powered by human ‘intelligence’ are expensive in both time
and effort and will not be able to scale to these exceptionally
high data volumes.
Among these non-trivial tasks is the process of applying
a morphological classification to each of the detected radio
© 2019 The Authors
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sources within some image. This involves describing all of
the potentially resolved structure of a single intrinsic object,
including situations where some of its components may be
separated by some distance (i.e. many units of the resolution
element of the instrument).
Tools have been developed to help distribute this classi-
fication problem. Perhaps the most successful to date is the
Galaxy Zoo online portal (Lintott et al. 2008), a publicly ac-
cessible website that allows ‘citizen scientists’ (members of
the general public who may not formally be trained in the
field) to participate in a broad set of astronomical classifica-
tion problems alongside domain experts. Especially relevant
to this work is Radio Galaxy Zoo (RGZ) (Banfield et al.
2015), a project being operated on the Galaxy Zoo platform.
They ask the public to identify related radio components and
their infrared host galaxy of complex sources using primar-
ily images from the 1.4 GHz Very Large Array (VLA) Faint
Images of the Radio-Sky at Twenty centimeters (FIRST)
(Becker et al. 1995) and the all-sky Wide-field Infrared Sur-
vey Explorer (WISE) (Wright et al. 2010) surveys. RGZ
has been successful in producing a dataset that can be used
as training sets, allowing for Machine Learning (ML) ap-
proaches to contribute to this source classification problem
(Lukic et al. 2018; Alger et al. 2018; Wu et al. 2019).
These studies each apply a supervised ML method,
where an algorithm needs examples of data with known or
trusted attributes (e.g. galaxy/morphology type, redshifts)
in order to optimise a cost function and produce a usable
model. Without training labels (produced by RGZ or a sim-
ilar project) these methods can not be used. As radio in-
terferometers each have their own performance character-
istics (e.g. observing frequency, angular scale sensitivities),
the types of objects and physical processes that each survey
can be sensitive to may be vastly different. Some recent work
has begun to evaluate how well some supervised ML models
can be transferred to datasets they were not trained against
(Tang et al. 2019), but it remains to be seen how successful
these approaches will be and how far this extrapolation of
models and labels can be stretched.
An alternate approach is an unsupervised ML frame-
work. This is a broad set of algorithms that are executed
without a priori knowledge about the dataset. Instead
the focus is on recognising the structure within a dataset
(Ghahramani 2004). Examples include k-means clustering
(Lloyd 1982), Gaussian mixture models (Day 1969), princi-
pal component analysis (Pearson 1901) and self-organising
map (SOM) (Kohonen 1982), the latter being of focus in
this study. As there is no error function conditioned against
existing labels, the structure that an unsupervised method
infers may not correspond to existing classification schemes
described by a set of labels. Depending on the ML method
chosen, the relationships may be transparently examined,
or may be hidden within several layers of complexity, often
making it difficult to know exactly what the method has dis-
covered. However, if the structure of the data is understood,
then such models can be applied to a variety of problems
that may not have been foreseen when they were initially
trained.
SOMs have been used in the astronomical literature for
a variety of tasks, including the classification of light curves
(Brett et al. 2004), clustering and analysis of gigahertz-
peaked spectrum sources (Torniainen et al. 2008), detecting
structure within point data (Way et al. 2011) and object
classification and photometric redshift estimation (Geach
2012). They operate by constructing a set of prototypes fixed
on some regular lattice like structure that are representative
of the types of structures seen within a training dataset.
Proximity of prototypes upon this lattice represent the level
of similarity of the structures those prototypes are describ-
ing.
Applying the SOM method onto image datasets may
require introducing a redefinition on how similarity is mea-
sured. Often we want image processing methods to be invari-
ant to affine transformations (i.e. scaling, flipping, rotation,
and translation). For example, the orientation of an active
galactic nuclei (AGN) and its radio lobes is not a significant
characteristic.
Ralph et al. (2019) approach the problem by using a
convolutional auto-encoder to first construct a latent vector
(a compressed space that encodes defining characteristics
within an image) to minimise the effect of affine transfor-
mations, and then train a SOM based on these latent vec-
tors. Although this offers orders of magnitude improvement
with regards to training time, the representative features
within the neurons are features within the compressed la-
tent vector space and are not directly interpretable without
an additional decoding step.
An alternate solution is to attack the affine transform
problem directly. Parallelized rotation and flipping INvari-
ant Kohonen maps (PINK) is an algorithm that incorporates
flipping and rotational invariance into the SOM algorithm
(Polsterer et al. 2016). By exploiting products determined
during the training process, the SOM itself can be used as
a tool to transfer knowledge (Galvin et al. 2019). Given
that the SOM requires no training labels and is able to con-
struct prototypes representative of source morphologies, it
may prove to be an ideal tool for distinguishing between al-
ternative explanations. For example, it may be able to dis-
tinguish the two lobes of a radio AGN from a pair of star
forming galaxies (SFGs).
Galvin et al. (2019) used PINK to create prototypes
capable of breaking this degeneracy by including infrared
image information, thereby producing prototypes with esti-
mated host galaxy positions.
In our study we investigate how PINK can be used to
identify related radio components and their corresponding
host galaxy. We present a proof-of-concept method that
demonstrates how we can accomplish this without the re-
quirement of training labels. This manuscript is structured
as follows. In §2 we describe the construction of a SOM, and
in §3 briefly describe our component grouping procedure.
The datasets and their preprocessing steps used outlined in
§4, and our approach to source collation and catalogue cre-
ation is described in §5. We present our results in §6, and
discuss improvements and future outlooks in §7. We adopted
the cosmology of Hinshaw et al. (2013) where Ωm = 0.287,
Ωλ = 0.713 and H0 = 69.3 km s−1Mpc−1.
2 SELF ORGANISING MAPS
SOMs are a type of neural network that constructs a set of
features that are representative of those in a training dataset
(Kohonen 1982). They can be thought of as a way of project-
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ing high dimensional data onto a lower dimensional lattice
or manifold. Data can be compared to these constructed fea-
ture sets using a similarity measure, where the terms ‘closer’
and ‘distant’ refer to data items being similar or dissimilar
to items on the SOM lattice, respectively. For a properly
trained SOM, each of the major features within the training
dataset should be represented by at least one constructed
feature without over-representing any single class.
The SOM consists of a set of neurons n ∈ N, each with
a position p on the SOM lattice, and a set of prototype
weights, w. These prototype weights can be initialised in
various ways, including random noise following some dis-
tribution. For a single training iteration, i, an item t ∈ T
is selected, where T is a training dataset, and a similarity
measure ∆
(
t,wp
)
is computed (see §2.1). The neuron most
similar to t is the Best Matching Unit (BMU). Once the po-
sition of the BMU, j, is identified, all prototype weights are
updated
w′p = wp +
(
φ (t) − wp
) · d (p, j) · l (i) , (1)
where φ may be necessary to spatially align t onto wp. d
is the distance component, or neighbourhood function, and
l is the time component, or learning rate. d down-weights
the updates by an amount that increases with the separa-
tion between the position coordinates p and j. The exact
functional form of this radial decay is arbitrary, but is often
parameterised to take the form of a Gaussian,
d (p, j) = 1
σu
√
2pi
exp
[
−1
2
(
s (p, j)
σu
)]
, (2)
where s (p, j) is the separation between p and j lattice coordi-
nate positions and σu is a term used to control the distance
updates are propagated (which may also evolve with i). The
time component l of Equation 1 is a term that further damp-
ens the significance of the weighting updates applied for each
i. An exponential decay for l could be adopted,
l (i) = exp [−i/τ] (3)
where τ is a constant to further dampen the evolution of l.
In the PINK implementation both σu and l are user defined
values that do not automatically evolve with increasing i.
2.1 Rotation and Flipping Invariance
When dealing with image data, we need methods that are
invariant to rotation and flipping transforms. PINK imple-
ments a modified Euclidean distance metric that will search
for the optimal set of rotation and flipping parameters to
align an example image to prototype weights on a SOM.
Their measure is formalised as
∆(t,wj ) =
minimize(φ)
∀φ∈Φ
√√
C∑
c=0
X∑
x=0
Y∑
y=0
(
wj(c,x,y) − φ(tc,x,y)
)2
,
(4)
where c are image channels within t and wj , x and y pixel
coordinates, and φ corresponds to an affine image transform
taken from a set of transforms Φ. The optimal φ will describe
whether t has to be flipped and the rotation that should be
applied to align it with features contained in wj . The best
matching realisation of t is carried forward to update the
entire set of prototypes.
Because the technique is rotationally invariant, we need
to avoid the blank corner regions that rotating an image
would introduce. The prototypes are therefore a factor of√
2 times smaller than the input images when a quadrilateral
shape is used. PINK performs rotation in a clockwise direction
around the central pixel and flips images across the vertical
axis.
Computationally generating and comparing all trans-
forms in Φ is an expensive process. PINK leverages the mas-
sive parallel processing capabilities of modern Graphical
Processing Units (GPUs) to accelerate the brute force opti-
misation of Equation 4. With the performance optimisation
implemented by PINK, the algorithm scales in linear pro-
portion to the number of images, neurons and transforms.
Throughout this study we use PINK v1.1.
3 OVERVIEW OF OUR APPROACH
Supervised morphological classification algorithms require
data to be labelled (e.g. single, double, bent-tail, etc), and
the cost of doing so can be prohibitive for all-sky surveys ex-
pected from SKA and its pathfinder projects. Furthermore,
such labels can often not be transferred to other projects,
because of varying resolution, sensitivity, etc. Instead, here
we present an unsupervised framework for classifying and
identifying objects.
Additionally, by understanding the underlying structure
of the training dataset, we can create a framework that is
versatile without requiring the training of a new model, un-
like typical supervised methods.
For our approach to identifying and cataloguing (poten-
tially resolved) galaxy morphologies across wavebands we
train a SOM whose role is to project the high order im-
age data onto a manifold in a lower dimensional space. This
space is made up of prototypes with meaningful features con-
structed by PINK that represent the dominant structures in
the training dataset. Since there are only a small number of
prototypes compared to the number in the training dataset,
we can annotate important features and create descriptive
labels for each prototype. The manifold constructed by the
SOM is used as the basis to transfer knowledge from the an-
notated prototypes onto items in the training dataset. We
do this by reversing the direction of the mapping carried out
against the SOM. Essentially, we use an unsupervised ML
algorithm to create a set of classes that are representative of
the types of objects in the image data which are then clas-
sified by a domain expert. These labels are then transferred
back to the original training data. If the training data were
representative of a larger set, this transfer of knowledge can
be made to previously unseen data.
By using PINK, the solution required to ‘undo’ the affine
transformation of an image and map it onto a corresponding
neuron is explicitly derived. Therefore, as the world coordi-
nate system (WCS) of each input image is known, features
annotated at the pixel level can be converted to absolute sky
positions.
MNRAS 000, 1–24 (2019)
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Our approach has three main stages,
(i) training a representative SOM that exhibits physically
meaningful object morphologies,
(ii) annotating the constructed prototype weights, and
(iii) transferring these labeled features back onto the
training images and collating them into a useable catalogue.
We apply our approach to a combination of radio and
infrared images and catalogue data from large surveys. With
this combination there is sufficient information to distin-
guish the host galaxy producing the radio emission and sep-
arate unrelated nearby galaxies. The radio catalogue de-
scribes individual components, and multiple radio compo-
nents can share the same host galaxy. Ideally, for any radio
component a single infrared source is identified as the host
galaxy. Practically though this may not be possible for all
radio components, particularly in regions where the infrared
image is confused, saturated or simply too faint to be de-
tected in the infrared image.
To maximise the usefulness of this approach, we min-
imise the initial upfront cost that is required before training
can commence. We require a set of catalogued source com-
ponents and access to their corresponding images. We do
not need supplementary information such as redshifts, mag-
nitudes, flux densities.
4 DATASETS, PRE-PROCESSING AND SOM
CREATION
Distinguishing between morphologies (e.g. AGNs and SFGs)
requires multi-wavelength information. We therefore use a
combination of radio and infrared data. The infrared emis-
sion is used to localise the host galaxy, enabling us to distin-
guish between radio components that are related to a single
galaxy versus radio components that happen to be near one
another by random chance.
4.1 Radio and Infrared Data
As our base catalogue we used positions of radio compo-
nents detected from FIRST (Becker et al. 1995; Helfand
et al. 2015), a 1.4GHz survey covering over 10,000 deg2 of
sky conducted with the VLAin the B array configuration.
FIRST achieves a resolution of 5′′ with an rms sensitivity
of 0.15mJy beam−1. Its positional accuracy is 0.05′′ for ra-
dio components whose flux density is ∼0.75mJy. FIRST de-
tected 946,432 radio components with approximately 35%
showing resolved structure (Becker et al. 1995). Throughout
this study we use the most recent version of the FIRST
catalogue1. The term radio component refers to a single
two-dimensional Gaussian that describes a region of radio
emission in an image, parameterised by its on-sky position,
brightness, orientation angle and angular size. Extended or
highly resolved sources may be described by a collection of
radio components.
Complementing this radio survey is the WISE all sky
infrared survey (Wright et al. 2010). It is made up of four
1 http://sundog.stsci.edu/first/catalogs/first_14dec17.
fits.gz
wavelength bands corresponding to 3.4, 4.6, 12 and 22 µm
(labelled as W1,W2,W3 and W4) reaching 5σ point source
sensitivities of 0.08, 0.11, 1. and 6.0 mJy, respectively. The
corresponding resolutions for these bands are 6.1′′, 6.4′′,
6.5′′ and 12′′. This study uses only the W1 band.
4.2 Data Pre-Processing
To build our training dataset, we downloaded 5′×5′ im-
ages for each FIRST catalogue position from the appropri-
ate FIRST2 and WISE3 image cutout services. Using WCS
meta-data that accompanied each image (Greisen & Cal-
abretta 2002), the WISE W1 band data were were placed
on the same pixel grid as the FIRST images using bilinear
re-interpolation (the same interpolation algorithm used by
PINK). In practise this corresponded to a small rotation cor-
rection, generally less than 15°. PINK is not aware of the WCS
and works strictly on pixel intensities when searching for the
BMU. Although this reprojection was not strictly required,
it was carried out to ensure that the prototype weights could
easily be compared across wavelength channels. A small po-
sitional error may be introduced from this reprojection, but
this would be most drastic for infrared structures towards
the border of the images and are minimal.
We then preprocessed the images to enhance feature
characteristics. We expand the procedure outlined by Galvin
et al. (2019), which we describe below.
FIRST radio continuum images suffer from correlated
Gaussian noise and imaging artefacts, both of which are pro-
duced by the VLA point spread function (PSF). Although
iterative image deconvolution methods (Ho¨gbom 1974, and
its modern derivates) have been carried out on these images
(Becker et al. 1995), for many bright sources there still re-
mains imaging artefacts that can contaminate the similarity
measure and consequently degrade the set of representative
features that PINK can construct. To counter both of these
issues, a background region was used to estimate the noise
properties for each FIRST image. If there were any pixels
with a not-a-number (NaN) value (as was the case for images
near the edge of a mosaic region) they were replaced by val-
ues drawn from a pixel distribution with a mean and stan-
dard deviation established by the background region (panel
a3 of Figure 1). The 1σ value of this noise distribution was
then subtracted from each pixel to set it as the new zero
point. Next, to place more emphasis on the morphological
shapes of objects within an image, an upper ceiling of 9σ
was applied. Finally these images were normalised to a zero
to one pixel intensity scale. This procedure is shown in the
top row of Figure 1.
WISE images followed a similar set of preprocessing
stages. However, neighbouring pixels of WISE images are
not correlated in the same way as radio-interferometric im-
ages. Because of the weight update process of a SOM, the
lack of correlated noise features means that over many itera-
tions the confused infrared images tend to cancel out all but
the consistent features. Therefore, no background masking
was attempted for these WISE images. We did attempt to
2 https://third.ucllnl.org/cgi-bin/firstcutout
3 https://irsa.ipac.caltech.edu/ibe/search/wise/allsky/
4band_p3am_cdd
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FIRST Data
(a1)
Background Region
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Figure 1. The pre-processing stages applied to the FIRST (top row) and WISE W1 band data (bottom row) for the sky position
towards (J2000) RA, DEC = 11:37:34 30:00:10 that contains a known wide angle tailed AGN (Blanton et al. 2004). Panels (a1) and
(b1) show the raw FIRST and WISE input images respectively. Panel (a2) shows the masking region used to estimate the background
noise statistics of the FIRST radio continuum image of each source. Pixels from this background region make up the histogram in panel
(a3). The overlaid Gaussian on this histogram shows the model we construct to replace empty and missing pixel values from the FIRST
input images based on the mean and standard deviation of pixels in the background region. The left and right red lines represent the
1σ lower limit and the 9σ upper limit used to clip the input FIRST images. The final FIRST pre-processed image, shown in (a4), is
produced by applying a MinMax normalisation to the clipped FIRST data. To better emphasize the noise characteristics of the WISE
image, we created panel (b2) by applying stretch to hide the brightest pixels of panel (b1). These stretched pixels were used to create the
distribution in panel (b3), and their mean and standard deviation were used to establish the overlaid Gaussian profile. The WISE data
were then placed onto a logarithmic scale before being normalised onto a zero to one intensity scale, shown as the final pre-processed
image in panel (b4). We show the pixel intensity range under each appropriate panel as an accompanying colour bar. The inset figure
within (a4) and (b4) show the zoomed region of the centre of each preprocessed image. Pixel values in the original FIRST and WISE
images are Jy/beam and Digital Numbers (DN) respectively.
characterise the pixel intensity profile only to replace pix-
els with non-finite NaN values. However, as the noise char-
acteristics of the WISE instrument are not entirely Gaus-
sian and images are approaching the source confusion limit,
our approach is only a first order approximation. To avoid
any bias potentially introduced by this incomplete profile,
sources whose image contained more than twenty pixels to
replace were dropped. This often happened when an image
was towards the edge of the field of view of the co-added
WISE mosaics. If too many pixels are blanked then the po-
tential of clipping out distinguishing structure increases. Fi-
nally, WISE images were placed onto a logarithmic scale and
a MinMax normalisation was performed following
Inormalized =
I −min (I)
max (I) −min (I), (5)
where I is the image data to be normalised. This process is
presented as the bottom row in Figure 1.
The remaining set of successfully preprocessed images
were then formed into two-channel images, with 95% and
5% channel weights being applied to the FIRST and WISE
W1 data respectively. These weights make the Euclidean dis-
tance more sensitive to inconsistencies in the radio channel
when searching for the BMU. We show the effects of the
preprocessing stages in Figure 1.
In Table 1 we show the number of images that failed
throughout the data acquisition and preprocessing stages.
Note that that there were no images that could not be re-
trieved from the FIRST server. A total of 894, 415 of the
total 946, 432 images centred towards FIRST catalogued ra-
dio components were successfully preprocessed and placed
into our training dataset.
In principal, we could download images that are centred
towards the positions described by an infrared catalogue in-
stead of those from FIRST. This may require some level of
curation or subsetting of input images as the source density
of the infrared sky is many times higher than the source
density of current radio-continuum surveys, and therefore
increases the computational requirements of the entire pro-
cess.
MNRAS 000, 1–24 (2019)
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Step Number
FIRST Components 946,432
WISE Download Failed 268
WISE Reprojection Failed 44
WISE NaN Check Failed 51,705
Training Dataset 894,415
Table 1. An overview of the number of images that were suc-
cessfully downloaded and preprocessed into our training dataset
from the base FIRST radio component catalogue. We include the
number of components whose postage stamp image could not be
downloaded from the either the FIRST or WISE server, were
unable to be reprojected onto a common pixel grid, or did not
pass preprocessing steps due to to many missing or invalid WISE
pixels (NaN Check Failed).
4.3 Training the SOM
It is difficult to construct a SOM that represents all the fea-
tures from a complex training dataset, as the small number
of neurons tends to be dominated by the most common fea-
tures in the training dataset. This could be countered by
increasing the number of neurons, but this is very computa-
tionally expensive. We therefore adopt a training procedure
which uses two hierarchical SOM layers, as described below.
4.3.1 Layer One
We trained an initial SOM layer using PINK across five sim-
ple stages, which are outlined in Table 2. Within the nomen-
clature of PINK a single iteration refers to each item in the
training dataset being used once to update the prototypes
on the SOM. A SOM of 10 × 10 neurons in a quadrilateral
layout was initialised using the PINK options ‘random noise
with ‘preferred direction.’ This will initialise weights as uni-
formly distributed noise between 0-1, and will set pixel inten-
sities across the top-left to bottom-right diagonal to values
of one, which attempts to seed the orientation of resolved
radio structures in this direction. Throughout all training
stages no periodic boundary conditions (i.e. updates that
wrap around the edges of the SOM lattice) nor update ra-
dius cutoffs (i.e. weight updates only applied to prototypes
if they are less than some distance to the BMU) were used.
We used a Gaussian neighbourhood function (implemented
in PINK) to weigh the updates made to prototype weights.
Each training stage has a user defined learning rate that re-
mains constant throughout all iterations. The specifications
of each training stage are provided in Table 2.
The goal of the early training stages is to establish the
broad layout of features among neurons. This requires only
a minimal set of rotations. Subsequent training stages con-
centrate on the small scale structure. Our first training stage
had three iterations and only 48 rotations with increments
of 7.5◦. Although this introduces the possibility of a small
misalignment between an image and prototype (∼ 6 pixels in
the worst case for our training conditions), the 7.5 factor of
improvement in training time was substantial and justified
during these earliest training epochs. The size of the neigh-
bourhood function and learning rate are also the largest,
allowing for many prototypes to be modified with each up-
date.
Training stages two and three begin to slowly reduce
Training σu l Rotations Iterations
Stage
1 1.5 0.10 48 3
2 1.0 0.05 92 5
3 0.7 0.05 92 5
4 0.7 0.05 360 5
5 0.3 0.01 360 10
Table 2. Parameters used when training SOMs with PINK
throughout this study. The column ‘σu ’ denotes the one sigma
width of the neighbourhood function used to apply prototype up-
dates (Equation 2). The learning rate used for each stage during
the weighting update process (Equation 1) is shown in column ‘l’.
the region of influence of each prototype update by shrinking
the neighbourhood function and lowering the learning rate.
A larger set of rotations are also used to capture some of the
more refined details. Finally, stages four and five focus on
the smallest level of details by allowing 360 rotations with a
small region of influence.
Hyper-parameter selection is important as there are
no formal convergence criteria for the SOM algorithm. If
the neighbourhood functions is too large, then all proto-
type weights are modified, whereas a neighbourhood func-
tion that is too small will decouple neurons from each other.
Similarly if the learning rate is too small the SOM will re-
quire a large computation time to train, whereas too large
produces abrupt and unstable prototype changes. We con-
verged on these five training stages largely by experimen-
tation across several trials where we qualitatively examined
the SOM searching neurons that carried physically meaning-
ful morphologies or other distinguishing characteristics. In
practise we found the SOM was most sensitive to the back-
ground clipping level applied to the radio images. By virtue
of the weight averaging process, we found that PINK was
remarkably efficient at extracting the uncleaned remnants
of the VLA PSF from below the noise, which consequently
became the dominating feature across the SOM.
The final Layer One SOM is shown in Figure 2. Across
its lattice there is strong evolution of morphologies. Towards
the bottom right corner of the FIRST channel near the (B,
8) neuron is a concentration of point source objects with-
out companions. When moving towards (B, 1), these sin-
gle radio features evolve into two distinct components. The
neurons around (E, 4) also possess two separate unresolved
radio components without signs of extended morphologies
or low level diffuse structure. Towards (H, 1) these features
slowly become more pronounced and diffuse. The top right
corner near (I, 8) contains the largest set of radio features,
with most containing two individual radio components with
a clear bridge of diffuse emission connecting them.
The constructed prototypes of the WISE channels show
less variety. Most neurons have a single unresolved source.
However, some of these unresolved objects are offset from
the centre of the neuron (see Figure 3, panel (b2) for an
example). For neurons in columns 0 to 4 there is often a
secondary infrared component offset from the centre of the
neuron. Near (I, 8) there are extended structures in the re-
covered infrared prototypes.
We emphasise that for the WISE images we applied
no background clipping or region masking to images in the
training dataset. The structures learnt within the WISE
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Figure 2. The FIRST (top) and WISE (bottom) channels of
the layer one SOM using the preprocessing and training steps
described throughout §4.2-4.3.1.
channel have been recovered through what is essentially an
image stacking procedure performed by PINK during its pro-
totype weighting update step. The consistent features within
individual images re-enforce one another throughout the
training stages, and since the instrumental PSF of WISE
if far less significant than the synthesised PSF of the VLA,
the predominate features in the infrared prototype weights
are genuine source morphologies. Without background clip-
ping radio images PINK does a remarkable job of recovering
the residual un-cleaned sidelobe artefacts of the synthesised
PSF that remain below the noise level and treats these as
distinguishing features in the radio prototype weights.
4.3.2 Layer Two
A domain expert may notice that some expected morpho-
logical features are missing from Figure 2. Because the SOM
makes data compete for representation, relatively rare and
complex morphological shapes in the training dataset may
not be properly represented in the lattice. This is especially
true when ∼ 900, 000 training images are being projected
onto a 10 × 10 lattice embedding. Simply enlarging the lat-
tice structure would give these items sufficient space to grow
at the expense of increasing training time, which can become
intractable.
Instead we employ a ‘divide-and-conquer’ approach. Us-
ing the Layer One SOM (Figure 2) we divide our training
dataset into 100 subsets based on the individual BMUs of
each training item. Next, a 4 × 4 SOM is independently
trained using PINK for each of the segmented data subsets.
While training each of these smaller SOMs, we use the train-
ing procedure used to produce the initial Layer One SOM
(Table 2). By both segmenting the full training dataset into
many smaller subsets and reducing the size of each SOM,
the training time was significantly accelerated without com-
promising feature representation. This process is easily par-
allelisable across many GPU compute nodes as each subset
is independently trained.
After each of the 100 4 × 4 SOMs were individually
trained, they were concatenated together to form a single
40 × 40 SOM, shown in Figure A1. Each of the individ-
ual 4 × 4 SOMs were placed in the same location as the
corresponding Layer One BMU neuron in order to preserve
the broad morphological structures established by this ini-
tial layer. As a consequence there is no longer a smooth
evolution of morphological features across the SOM lattice.
Subsequent training stages could be carried out against this
concatenated Layer Two SOM, but the effect on the neurons
and subsequent processing steps is expected to be minimal.
Training was carried out on a cluster of workstations
equipped with 28 Central Processing Unit (CPU) cores,
64 GB of main memory and four GPUs. The initial Layer
One SOM required 36 hours to train using only a single
GPU on a single workstation. After segmenting the dataset
into 100 subsets, training was significantly accelerated tak-
ing only four hours to complete with upwards of 20 tasks
running in parallel. All subsequent processing and analysis
was carried out on a 2017 Apple Macbook with 16 GB of
system memory and a 8-core CPU clocked at 3.1GHz.
5 COLLATING SOURCES AND CATALOGUE
CREATION
In this section we describe how we use data products from
PINK to identify radio components and their corresponding
infrared host galaxies. We also describe a set of statistics to
extract sets of important or interesting objects and assess
measures of reliability.
5.1 Annotating Prototypes
As the training images are centred on known radio source
positions, there will always be a radio feature at the cen-
tre of each radio channel. When coupled with infrared im-
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ages there is sufficient information to physically interpret
the constructed prototypes. Examining each set of prototype
weights there are four main scenarios consistently encoun-
tered, which were:
(i) a single radio feature that coincides with a single in-
frared feature,
(ii) two bright radio features that are separated with an
infrared feature located between them,
(iii) three bright radio features with an infrared coinci-
dent with the centred radio feature, and
(iv) combinations of (i) and (ii) within a single set of pro-
totype weights.
These scenarios were repeated across multiple neurons
because PINK is not invariant to difference in angular scales
or pixel separations between image features. We interpret
images matching item (i) as being an unresolved galaxy that
has both a radio and infrared component. Resolved AGNs
with clearly distinguished radio lobes but no detectable ra-
dio core would belong to item (ii). AGNs with a radio core
coinciding with the infrared feature would be represented by
item (iii). The key to distinguishing these unresolved galax-
ies from radio lobes of a resolved AGN is the location of the
presumed infrared host. Finally, item (iv) describes scenarios
where there are unrelated objects, either resolved or unre-
solved, that are close to each another by random chance. We
show examples of these scenarios in Figure 3.
A properly trained SOM should contain a representa-
tive neuron for each item in the training dataset. Therefore,
labels attached to a single neuron can be transferred to any
items that share this neuron as their BMU. We therefore an-
notated each of the 1, 600 neurons on our Layer Two SOM.
We maintain a simple labelling scheme where we recorded
the pixel positions of any radio and infrared features that
were related to the centred radio component. Across all pro-
totypes only a single infrared feature was annotated, since
we expect that each host galaxy will have only one infrared
component. We place no limit to the number of radio fea-
tures that were recorded, but in practice found that three
was sufficient. We tried to place annotated pixel positions at
the approximate centre of each island of pixels. These only
needed to be approximate positions as they are subsequently
used as seeds for an island segmentation method (§5.2).
5.2 Constructing filters
The aim of this study was to identify sets of related radio
components and their corresponding host galaxy within an
unsupervised ML framework. To do this we first mapped
each of the individual training images onto the Layer Two
SOM (Figure A1) to retrieve their BMU and the correspond-
ing φ (angle of rotation and flip flag) used to minimise Equa-
tion 4.
Next we used the pixel positions of annotated features
for each neuron to craft an equivalent set of binary fil-
ters that represent arbitrary shapes based on the prototype
weights constructed by PINK. We created these filters by first
applying a thresholding operation to each of the prototype
weights to produce a set of candidate islands. The threshold
intensity was defined to be Nt×(Imax − Imin)+Imin, where Imax
and Imin were the maximum and minimum pixel intensities
within a channel of the prototype weights, respectively, and
Nt was initially set to 0.9. If an island contained an anno-
tated pixel position, it was retained, otherwise it was dis-
carded. To the remaining islands we applied filling and dila-
tion steps to ensure they contained no empty pixels (van der
Walt et al. 2014). These remaining islands correspond to an
inclusion zone. If there were fewer than 10 pixels in the in-
clusion zone we repeated this procedure with Nt = 0.8. In
Figure 3 we show four examples of these filters, including
the annotated pixel positions made against the neuron. We
retain these filters as simple images that are programmati-
cally treated as multi-dimensional arrays in subsequent pro-
cessing (§ 5.3).
5.3 Mapping and filtering source components
Source catalogues represent a model of the sky as observed
within some image. In a similar manner, PINK also attempts
to construct prototypes that model features within an image
dataset. Sharing annotated knowledge from annotated PINK
neurons to a source catalogue requires a transformation be-
tween the Cartesian coordinate system of a prototype/filter
to an absolute on-sky position.
To do this, consider a single radio component at some
on-sky position. We first identify all nearby radio compo-
nents within a 6′ radius. This large radius is adopted to
select all components potentially within the field of view
of that component’s corresponding filter after a transform
has been applied. The angular offsets on the celestial sphere
between the radio component position and the positions of
nearby components are calculated and then converted to
Cartesian pixel offsets (x0, y0) using the known FIRST reso-
lution (1.8′′/pix). Next, the BMU of the subject radio com-
ponent image is identified and the appropriate PINK derived
transform φ is extracted. Based on the angle of rotation (θ)
and flipping flag described by φ, these pixel offsets are then
transformed following
x′0 = y0 × cos (θ) − x0 × sin (θ) (6)
y′0 = y0 × sin (θ) + x0 × cos (θ) , (7)
and in the case where a flipping action was performed x′0 is
negated. The positions
(
x′0, y
′
0
)
now describe nearby compo-
nents in the reference frame of the BMU filter. We can there-
fore directly evaluate whether the components in a Cartesian
frame fall within the bounds determined by the inclusion re-
gion of a filter. The corresponding nearby components whose
transformed positions fell within the inclusion region were
then noted as being related to the centred subject radio com-
ponent. This process is carried out for both the FIRST and
WISE channels, where for the WISE channel we instead
search for nearby infrared sources from the AllWISE cata-
logue (Cutri 2013). The use of carefully constructed shaped
filters offers a large degree of flexibility to capture unique
morphologies. We refer to this approach of grouping compo-
nents as a ‘cookie-cutter’ method. For convenience Mc will
be used to describe sets of candidate radio components and
infrared sources that passed through a subject’s filter.
We applied this cookie-cutter to all 894, 415 radio com-
ponent positions in our training dataset, which produced as
many as Mc sets. For the infrared neuron we also trans-
formed the annotated pixel position to an absolute sky po-
sition for each source. We will refer to these as ‘infrared
MNRAS 000, 1–24 (2019)
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Figure 3. Example prototypes and their corresponding filters constructed by PINK belonging to neurons from Figure A1 that have been
selected to demonstrate the broad set of morphologies described in §5.1. The ‘FIRST Channel’ (first) and ‘WISE Channel’ (second)
columns are the FIRST and WISE channels of prototype weights selected from Figure A1. Overlaid are vertical and horizontal dash
lines that denote the centre of the image. These prototypes are 3.5′ in angular size at the FIRST resolution. The ‘FIRST Filter’ (third)
and ‘WISE Filter’ (fourth) columns show corresponding filters produced using the segmentation method described in §5.2. Denoted as
red stars on each of these filters are the corresponding pixel positions obtained by the annotation process described in §5.1. The yellow
islands represent the inclusion region of each filter.
predicted positions’. For consistency we only filter FIRST
components whose images were in our training set.
5.4 Collating related source components
As each of the 894, 415 radio components in our training
dataset now carry a Mc set after being mapped to Figure A1
in isolation, we now collate these results into a catalogue of
groups that describe related radio components and their cor-
responding infrared host. For heavily resolved radio objects
represented by two or more catalogued radio components
(e.g. AGN with two distinct radio lobes) there is potential
for redundant information to be present among the multi-
ple Mc sets. Due to field of view effects and unique mor-
phological features, often these Mc sets may not be entirely
self-consistent. This is especially true for resolved AGN with
large angular separations between their radio lobes.
We adopt a straightforward method of collating this in-
formation together using graph theory (Hagberg et al. 2008).
First, each of the 894, 415 radio components within our train-
ing dataset were placed as nodes on a graph. Next we sorted
neurons based on the maximum distance between any two
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annotated click positions within the radio channel of each
neuron. Sorting in this manner often placed neurons with
AGNs centred on their core towards the beginning of the
sorted list, and placed point sources towards the end. For
neurons with a single radio position annotated, they were
simply ordered by their position on the SOM (top-left to
bottom-right).
Our procedure then iterated across the ordered list of
neurons. For each neuron we selected all Mc sets produced
by this neuron’s filter. Given a Mc , we would work out each
combination of listed radio component pairs and add an edge
between their nodes on the graph. Once a node had an edge,
the Mc set produced by that component would be excluded
from subsequent processing. This essentially was a greedy
process, where we aimed to connect together as many nodes
(i.e. radio components) together with as few Mc sets as pos-
sible while giving preference to Mc sets whose images were
resolved radio AGN that were centred towards their host (as
these neurons were processed at the earliest stages of this
greedy process). When this was finished, isolated trees of
nodes on this graph correspond to unique groups of related
radio components within the FIRST catalogue. Each group
of components was assigned a group identification (GID).
Potentially, many Mc sets may be used for a heavily re-
solved radio object with many radio components. To reduce
the number of AllWISE sources included in each group as
potential hosts, we only select the AllWISE sources from
the Mc that contained the largest set of FIRST compo-
nents. If this Mc contained more than ten AllWISE sources
(which occurred in confused fields or with an erroneously
constructed filter based on a neuron with ambiguous or
poorly defined infrared features) we drop all infrared host
information from the collated set.
Ideally each Mc for each collected object would contain
a single infrared AllWISE source. In practice, this was not
always true, as the filters may not be restrictive enough to
select a single AllWISE source in all situations. We therefore
assign a numerical flag (grp_flag) to each collated group,
where:
Flag 1 - a single AllWISE source passes through the in-
frared filter and it is less than 3.4′′ from a FIRST component
in the same group,
Flag 2 - a single AllWISE source passes through the in-
frared filter and is further than 3.4′′ from any FIRST com-
ponent in the same group,
Flag 3 - more than one AllWISE source passes through
the infrared filter with at least one source being less than
3.4′′ from a FIRST component in the same group,
Flag 4 - more than one AllWISE source passes through
the infrared filter and none were less than 3.4′′ from a FIRST
component in the same group,
Flag 5 - no AllWISE sources passed through the infrared
filter.
These flags are not meant to correspond to specific phys-
ical scenarios, but are instead intended to act as a potential
queryable catalogue property. As we are promoting an un-
supervised framework based purely on morphological infor-
mation, it is foreseeable that subsequent steps could further
refine infrared host selection or use this flag as a criterion
during a later sample section. The 3.4′′ limit was based on
results later described in Figure 4 and §6.1.1.
For this study our primary aim is to demonstrate a
new unsupervised ML based approach to this difficult cross-
matching problem. In the future a more advanced filter-
ing and collating method could be developed that tightly
integrates these two stages together. We discuss this im-
provement in §7. This method of multi-wavelength cross-
cataloging (and subsequent processing described below) may
also be tested with appropriate simulated image data to
further refine the approach and quantify its effectiveness,
which may be insightful alongside measures of SOM con-
nectivity (e.g. Tasdemir & Mere´nyi 2009) and subsequent
analysis steps (§ 6.1.1).
5.5 Size and Curvature properties
After collating together FIRST components we derive a set
of additional group properties. Given a group, G, that con-
tains the FIRST radio components F = [ f0, f1, ..., fn], we cal-
culate the maximum distance, D, of each group as
D = max
[
d
(
fi, fj
) ]
: fi, fj ∈ F, (8)
where d is a function to calculate the on-sky separation be-
tween components fi and fj . This was performed as an ex-
haustive search between all combinations of two components
and was only possible for groups with two or more FIRST
components. This gives a robust estimation of the projected
angular size of all groups that we have collated together.
As prototypes are generalised representations of predomi-
nate morphologies, simply transferring a an angular distance
from an annotated neuron to an individual object may not
be ideal.
With the set of components for each group and the cor-
responding pair of components with the largest distance ( fi
and fj) in that G, we can calculate a ratio to identify curved
or morphologically disturbed objects. We measure the short-
est path, SP, by finding the optimal order to F such that
SP = min
(
n∑
k=0
d( fk, fk+1)
)
: fi = f0, fj = fn . (9)
These two competing quantities can be used to defined
a ‘curliness factor’ (Q), which is simply,
Q =
SP
D
. (10)
For groups with only two FIRST components, Q will
evaluated to be 1. However, for groups with three or more
components, the Q will be high for instances where compo-
nents are not in a straight line (e.g. bent-tail AGN). This
Q statistic would be a lower limit for extremely bent AGN
where the radio lobes are closer together than they are to
the host position.
6 RESULTS
6.1 Assessing AllWISE Source Matches
Using a dimensionality reduction technique, we have cre-
ated a set of 1, 600 representative galaxy morphologies at
radio and infrared wavelengths. Combining this with a sim-
ple annotation scheme and pixel intensity thresholding, a
corresponding set of filters were created. These filters were
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then projected through catalogue space to identify sets of
related components. As we have no training labels, it is dif-
ficult to establish and quote accuracy, reliability and purity
measures that are often used in supervised learning contexts
for the same problem (Lukic et al. 2018; Alger et al. 2018;
Wu et al. 2019).
As an alternative, the approach we adopt is to use
the predicted positions (absolute sky positions based on
transformed annotated pixel positions) and perform nearest-
neighbour searches against genuine and randomised cata-
logues. Although this may lose spatial information main-
tained by the filters, conceptually it is similar to other met-
rics already used through the literature (e.g. Downes et al.
1986). We pursue this approach throughout this study to
assess reliability. Practically it is straight forward to imple-
ment with minimal computation cost and should be accurate
as annotated positions were recorded at the centre of impor-
tant features.
6.1.1 Cross-matching infrared predicted positions
We now assess the usability of the infrared host identified
for each collated group. The source sky-density of WISE is
∼ 15 000 deg−2 and is higher than FIRST’s by a factor ∼ 200,
making this aspect of the collation problem more difficult.
We first cross-referenced our infrared predicted positions to
the AllWISE catalogue (Cutri 2013). We searched for all
AllWISE sources < 10′′ of these positions. To establish the
by-chance coincidence rate of a foreground or background
AllWISE source at any arbitrary position we performed a
Monte-Carlo test where we created a ‘shifted’ predicted po-
sition catalogue by adding a constant 3′ offset to the decli-
nation to the genuine set of infrared predicted positions.
Next we construct 60 annuli evenly spaced between
0 − 10′′ around each position in the genuine and shifted in-
frared host catalogues and count the number of returned
matches. These counts for groups with a single collated
FIRST radio component are presented in Figure 4. For
the shifted catalogue positions, the number of returned
AllWISE sources is proportional to the area within each
annulus. This establishes the chance coincidence rate of fore-
ground or background objects with respect to some arbitrary
position. The genuine catalogue has 351, 310 more AllWISE
counterparts < 3′′ than the shifted catalogue. By assuming
the source density of AllWISE to be ρ0 ∼15 000 deg−2 and
uniform across the segmented area, the chance count, B, of
a foreground or background object being present between
offsets of r and r + dr can be formulated as,
B = Nρ0 (2pir) dr, (11)
where N corresponds to the number of positions searched
around. Overlaying Equation 11 onto Figure 4 shows that it
agrees with the object counts of the shifted catalogue.
We find that, at an offset of 3.4′′, the number of sources
in the genuine infrared predicted position catalogue is twice
the number of the shifted infrared predicted position cata-
logue. At this radius the likelihood of there being a genuine
match for a predicted host position is about the same as
random chance.
Following Ching et al. (2017), a measure of reliability,
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Figure 4. The number of AllWISE objects found in 60 annuli
evenly spaced between 0 − 10′′ for positions described in a gen-
uine and shifted catalogues. This was performed only for groups
with a single FIRST component (i.e. point sources). Overlaid as
the green dotted curve is the chance alignment rate described by
Equation 11. The vertical dash-dash line shows the point where
the genuine catalogue has double the number of sources than the
shifted catalogue, which we calculate to be at 3.4′′.
R, of a cross-matched catalogue can be established by,
R = 1 − Nmatchshift /Nmatchgenuine, (12)
where Nmatchshift and N
match
genuine are the number of matches found
between some target catalogue and the set of shifted (i.e.,
random) and genuine catalogues, respectively. Given Fig-
ure 4, at 3.4′′ the R statistic is ∼ 92.5%, and improves as the
offset distance becomes closer to zero. Ching et al. (2017)
provided optical identifications using data from Sloan digi-
tal sky survey (SDSS) of 19, 179 of radio sources from FIRST
using over an area of 800 deg2. They obtain a reliability of
93.5% using a rule-based methodology with visualisation in-
spection of complex FIRST sources.
We generalise this analysis to all collated groups and
investigate any second order effects as functions of collated
number of FIRST components, maximum distance (D) and
curliness (Q). The R was evaluated across a range of sepa-
rations (spaced from 0 − 10′′ in steps of 1′′) after dividing
our collated groups into meaningful subsets. For the subsets
in the D and Q dimensions we established boundaries at the
20th, 40th, 60th, 80th, 85th, 90th and 95th percentiles, where
finer bins were used in regions of the parameter space with
rapid variations identified after inspection the distribution.
Otherwise we created boundaries based on the number of
associated FIRST components in each collated group. We
interpolate between R measures across these dimensions to
create a set of reliability curves, which we present as Fig-
ure 5. Broadly speaking these curves show that as measures
of complexity increase, judged either by the number of col-
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Figure 5. (a) The reliability curves of the cross-matched in-
frared predicted positions against AllWISE as a function of num-
ber of collated FIRST components. (b) The reliability curves
of the cross-matched infrared predicted positions made against
AllWISE as a function of the Q parameter. Boundaries of the Q
were spaced to contain roughly the same number of groups to
maximise the clarity of the different reliability trends. All groups
included in this figure contain three or more FIRST components.
(c) The same as (b) except as a function of D. All groups included
in this figure contain two or more FIRST components. Labels with
a ‘*’-suffix denote categories with fewer than 15 genuine matches
with separations < 1′′.
lated FIRST components or Q, the infrared predicted po-
sition becomes less reliable. At a threshold of 3.4′′ these R
are above 80% with significant spreads of upwards of ∼ 12%
between the simple and complex groups. However, the reli-
ability curves in Figure 5c suggest groups across all D have
about the same degree of reliability. We use these interpo-
lated reliability curves to provide a measure of reliability for
all collated groups in our catalogue data products for each
of these dimensions. For groups outside the range of these
reliability curves we set the R = 0.5 across all dimensions.
Six of the 24 reliability curves in Figure 5 have fewer than
20 genuine matches with separations < 1′′ and are the most
susceptible to small number statistical effects. Since increas-
ing separations accumulate counts from smaller separations
(i.e. bins are not exclusive), the number of genuine matches
very quickly grows so that all other curves and separation
bins have at least twenty genuine matches.
We highlight that assessing reliability in this manner
may be incomplete as it is only testing for the presence of an
infrared source near a specific position, and not necessarily
testing the relationship between the radio and infrared char-
acteristics of a subject galaxy. Given that the neuron proto-
type weights are constructed to represent features within an
image, it is not surprising that there will often be a infrared
source at our predicted positions. It would be interesting to
repeat this procedure after removing the infrared channel
from the pre-processed images and Figure A1 to assess its
influence. However, we suspect that without the infrared in-
formation available the determination of the host position
given just radio information will be less reliable because the
nature of the radio emission becomes ambiguous. Also, our
infrared predicted position are ultimately tied to the selec-
tion of a BMU, which in-of-itself may be perturbed by a
spurious infrared source in a subject image. In such cases
using multiple neurons to recognise conflicting information
or a more robust collation procedure may be required to
produce a more physically reliable classification. Invoking
alternative SOM statistics (e.g. Tasdemir & Mere´nyi 2009)
could also be useful in detecting and handling ambiguity
within the cookie-cutter and subsequent collation process.
6.2 Description of Catalogues
We present two catalogues that have been produced using
our ‘cookie-cutter’ approach to grouping and host identifi-
cation.
The first catalogue we present is based on the FIRST
catalogue, but is supplemented with additional columns of
information. It details the 894, 390 radio components whose
FIRST and WISE images were successfully downloaded,
preprocessed and included in our training dataset (Table 1).
We provide all information from the FIRST catalogue re-
lated to the properties of the radio components themselves
(not value added information from earlier cross-matching).
As additional columns we include PINK provided data prod-
ucts, including the BMU position upon the SOM lattice,
Euclidean distance to the BMU, and transformation param-
eters derived by Equation 4. These BMU and transform in-
formation could be applied to other image datasets directly
if the layout of our Layer Two SOM is accepted. For each ra-
dio component we also include a GID to distinguish unique
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collated groups of related radio components. We will refer
to this as the FIRST supplemented catalogue (FSC).
As a second separate catalogue we describe properties of
each of the 802, 646 collated groups we have identified. For
each group we supply an appropriate GID to identify the
related FIRST radio components from our FSC. Included
are the solutions to Equations 8, 9 and 10. In column D_idx
we present a comma-separated tuple detailing the indices
of the FIRST components in the FSC that solved Equa-
tion 8. A similar column titled SP_idx contains comma sep-
arated tuples that highlight the order of FIRST components
visited when solving Equation 9. Note here that the path
will start and end on the sources described in the D_idx
components. Reliability measures for each collated group
as functions of Q, number of collated FIRST components
and maximum component separations are also included. As
the column comp_host we provide a comma-separated tuple
that includes the names of any AllWISE sources that passed
through the infrared filter. Of these sources, our prob_host
contains the AllWISE source name of the source closest to
any FIRST component in the same group if the on-sky sep-
aration is less than 3.4′′. The infrared predicted position,
that were used for the reliability analysis, are also included.
We refer to this as the group reference catalogue (GRC) and
provide a concise summary of columns in both the FSC and
GRC in Table 3 and also include a five-row extract of each
in Appendix B.
We present in Figure 6 the distribution of the num-
ber of FIRST components collated and their occurrence. As
expected, the overwhelming majority (about 732,000) are
groups with a size of one. These correspond to either point
source objects, which remain unresolved at the FIRST res-
olution, or slightly resolved objects that are characterised
well by a single two-dimensional Gaussian. Cross-referencing
these point sources to other surveys is largely a simple task
that can be achieved with a straight-forward nearest neigh-
bour search (Norris et al. 2011). Resolved objects with many
radio components represent the situations where the simple
nearest neighbour approach to cross-matching often fails, as
these resolved radio components are potentially separated
from one another and their host galaxy (Banfield et al.
2015; Alger et al. 2018). In 62% of these groups, at least
one AllWISE source has been listed as a competing host.
6.3 Outlying sources
The data deluge from future all-sky radio continuum surveys
requires an approach of intelligently assigning meaningful
objects to expert users for inspection, whose time and effort
should be considered a scarce resource. To maximise the sci-
entific impact, objects presented to human classifiers should
be exceptionally rare, interesting and unexpected (Crawford
et al. 2017; Norris 2017b). Further, it will likely be on these
exceptional objects that most classification algorithms, no
matter their sophistication, will struggle to perform reliably.
Assuming an adequately trained map, predominant fea-
tures in the training dataset should have a representative
neuron upon the SOM lattice. We examined the distribution
of Euclidean distances (Equation 4) of all 894, 415 objects in
our training dataset and found it to follow a log-normal dis-
tribution with a mean and standard deviation of 15.3 and
12.9, respectively. We could consider a mapping to be ‘good’
Column Description
FIRST Supplemented Catalogue
GID The unique identifier for each group
idx A unique identifier for each FIRST radio com-
ponent
neuron_index A three element tuple containing the index of
the BMU for the image corresponding to this
FIRST component position
ED The Euclidean distance between the trans-
formed image and the BMU
flip Whether the image was flipped to align with
the BMU
rotation The angle of rotation that the input image was
rotated to align with the BMU, in radians
Group Reference Catalogue
GID The unique identifier for each group
prob_host AllWISE source name of the probable host
comp_host Names of any AllWISE sources that also
passed through the infrared filter
grp_flag The set of flags described in §5.4
D_idx The indices of the FIRST components with the
largest angular separation
D The distance D in arcseconds
SP_idx List of indices of FIRST components that pro-
duce SP
SP Length of the shortest path in arcseconds
Q The Q factor
rel_g Approximate reliability as a function of num-
ber of collated FIRST components
rel_Q Approximate reliability as a function of Q
rel_D Approximate reliability as a function of D
ir_pp_ra The RA of the infrared predicted position in
degrees
ir_pp_dec The Dec of the infrared predicted position in
degrees
Table 3. A description of the columns that make up the cata-
logues our method of source collation have produced. The units
for each column are dimensionless unless specified otherwise.
if its euclidean distance is less than +1σ from the mean (i.e.
< 28.2).
Selecting sources based on their distance from the PINK
produced prototypes would be an obvious method of seg-
menting small sets of objects from a larger dataset. To high-
light how this measure can be mined for rare and excep-
tional objects, we show in Figure 7 the eight positions whose
mapping to our SOM produced the largest set of Euclidean
distances (Equation 4), and provide a brief overview of their
significance. These objects were not intentionally selected or
curated, and are presented to demonstrate that segmenting
outliers in this manner is an effective tool capable of isolat-
ing physically interesting objects that are in active areas of
research.
From the eight images we highlight in Figure 7 as out-
liers, panels (a) and (d) have clear X-shaped radio features.
So called ‘X-shaped’ resolved radio galaxies are an ongo-
ing and active area of research (Leahy & Williams 1984;
Dennett-Thorpe et al. 2002; Capetti et al. 2002; Cheung
2007; Cheung et al. 2009; Saripalli & Subrahmanyan 2009;
Saripalli & Roberts 2018; Yang et al. 2019). These are a set
of objects in which there is an additional pair of low surface
brightness wings of emission at an angle to the active set
of radio lobes (Cheung 2007). The origin of this secondary
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Figure 6. Distribution of the number of FIRST components and
potential AllWISE host sources associated with each collated
group.
set of wings is undecided, but common scenarios describe a
blackflow of plasma from the set of active lobes, or the rapid
realignment of jets, possibly after the merger of two black
holes. Yang et al. (2019) recently examined a recent version
of the FIRST catalogue and identified 290 X-shaped radio
sources, 184 of which being labeled as ‘probable’, making
them a fairly rare morphological feature. Our two X-shaped
radio galaxies are among their sample.
Hybrid morphology radio sources (HyMoRS) are a class
of objects that exhibit different Fanaroff-Riley (FR) classes
on opposite sides of their nuclei (Fanaroff & Riley 1974).
There is ongoing discussion about the mechanism that
causes these different morphological structures and whether
their manifestation is a symptom of an environmental (nur-
ture) or intrinsic (nature) condition (Kapin´ska et al. 2017).
Building statistically significant samples presents an oppor-
tunity towards understanding conditions of this nurture ver-
sus nature debate. The radio sources in Panels (c) and (h)
of Figure 7 exhibit HyMoRS-like morphologies.
Panels (b), (f) and (g) of Figure 7 exhibit bent-tail (BT)
radio morphologies, sometimes referred to as wide-angle tails
(WATs) and narrow-angle tails (NATs), with their radio
lobes appearing to bend away from their typical linear tra-
jectory toward a common direction (Mao et al. 2010; O’Brien
et al. 2018). BTs have often been used as tracers of cluster
and dense inter-galactic medium (IGM) regions, as their jets
are bent by ram pressure applied from the relative motion
of its host galaxy moving through a dense medium.
Finally, panel (e) shows a set of radio contours that are
highly disturbed and irregular. Even with the inclusion of
AllWISE information it is unclear whether these radio com-
ponents are all related to a single intrinsic object or many
distinct objects in close proximity. This region was also pre-
sented as figure 7 of Banfield et al. (2015) as an example
of unusual structures that have been identified by citizen
scientists participating in RGZ. We emphasis that Figure 7
was based on information from an entirely unsupervised ML
algorithm without curation. This coincidence further high-
lights the capability of segmenting interesting objects from
a larger dataset using this parameter space.
6.4 Groups of Radio Sources
To highlight the structures recovered from our method, we
show in Figure 8 the twenty groups with the largest set of
collated FIRST components. From these examples a number
of points can be made. The most obvious is that applying
the BMU filters to the FIRST components as a selection tool
has recovered meaningful relationships that extend beyond
simple islands of contiguous pixels. Seven of the example
groups have radio lobes that are separated from their pre-
sumed host by angular distances > 45′′. Immediately this
extends the capabilities of modern source finders which can
include island information for decomposed radio components
(Mohan & Rafferty 2015; Hancock et al. 2018; Robotham
et al. 2018).
Secondly, projecting meaningfully constructed filters
through the catalogue space (the ‘cookie-cutter’ procedure)
has performed remarkably well at separating unrelated
source features from one another. Images in panels (b), (e),
(h), (m) and (q) of Figure 8 demonstrate instances where
nearby FIRST components have not been associated with
the target group despite being in relatively close proxim-
ity (< 30′′) to some of their resolved components. In con-
trast, panels (l) and (r) show cases where there are unasso-
ciated FIRST components that could reasonably be grouped
with the target collated group. Including island information
from modern source finding codes process may help for these
cases, as there is an additional queryable parameter linking
(presumably) related radio components together.
We draw attention to panel (a) of Figure 8, which shows
an AGN roughly 2′ in angular scale that has had two FIRST
components (located towards the South-West region of the
panel) incorrectly associated with it. This incorrect grouping
is caused by the 3.5′ field of view of our neurons. When im-
ages centred on these two FIRST components were mapped
onto our SOM, PINK only had visibility of the southern AGN
lobe (and not the northern lobe). By chance there was also
an infrared source located roughly between these two radio
components and the southern lobe. Hence, PINK’s similar-
ity measure responded well to prototypes corresponding to
AGN radio morphologies. Our present approach of collating
results together only considers the BMU mapping of each
component in isolation and does not attempt to verify a self-
consistent sky-model. We discuss potential improvements to
address these scenarios in §7.
The infrared sky as surveyed by WISE has a high
source density (15 000 deg−2) and is beginning to approach
its source confusion limit. Our approach of projecting an
appropriately derived filter through catalogue space does a
reasonable job of selecting candidate host objects from the
AllWISE catalogue. In some cases, such as panels (a), (f),
(g), (m), (n), (p) and (t), these filters have captured more
than one AllWISE source. These tend to be in especially
confused fields. Where possible, we break this degeneracy by
relying upon one of these host candidates being coincident
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Figure 7. Positions centred towards the FIRST radio components with the worst Euclidean distance calculated by PINK out of the
entire training dataset. The grayscale images and corresponding colourbar are the WISE W1 band image towards these positions, with
pixel intensities in units of DN. Colour contours represented 12 levels of intensity that are evenly spaced between 0.25σ to the maximum
intensity of the FIRST image. Note that we are not highlighting the results of our collation procedure and are simply overlaying FIRST
components.
with a FIRST radio component. Otherwise, for the remain-
ing panels, with the exception of (h), an AllWISE source
has been identified by passing unaccompanied through the
projected filter.
During this stage we also highlight the sky position ob-
tained by transforming the annotated pixel position made
against the infrared channel of the prototype weights for
panels in Figure 8. These are denoted as ‘IR Predicted Posi-
tion’ and often are aligned closely to the captured AllWISE
hosts. We include these transformed feature locations to ar-
gue that our reliability assessment (§6.1.1) is an appropri-
ate first order approximation of our overall ‘cookie-cutter’
methodology. For cases where no AllWISE sources passed
through the appropriate filter, searching around this trans-
formed infrared feature location in a nearest neighbour type
fashion may itself be an effective method if locating a prob-
able infrared host galaxy.
We manually inspected a set of 200 groups (sorted in
a descending order by the number of FIRST components)
and find that these presented examples are representative.
However, ∼ 20% of heavily resolved objects with extremely
bent radio lobes had an incorrect of misaligned predicted
infrared host.
6.5 Curved Sources
We derived the Q statistic (Equation 10) after examining
the prototypes constructed by PINK and noticing that there
were few neurons that exhibit clear radio lobes with dis-
turbed and bent morphologies. Instead, prototypes were con-
structed to have very circular lobes with the practical effect
of matching to any radio morphology with bent lobes. As a
consequence, individual images of actual BT radio objects
had unreasonable infrared sources presented as likely hosts.
Therefore, crafting some measure of ‘curliness’ would be a
useful quantity to (i) identify these interesting objects with
bent morphologies, and (ii) include a metric that would sug-
gest that our potential infrared hosts and their associated
FIRST components are not as reliable as a more typical ob-
ject.
We show the eight collated groups with the largest Q
statistic from our GRC in Figure ??. A set of general im-
pressions can be drawn from these example groups. The first
is this Q statistic is successful in extracting a set of groups
that would be considered to be BT objects, panels (a), (c),
(d), (f), (g) and (h), depending on the definition adopted.
Compared to the objects from Figure 7, the groups with
high Q values are generally much smaller in angular scales,
with all being < 1.5′.
Visually inspecting these eight (and other) high Q
groups reveals that our cookie-cutter method has sometimes
allowed more than a single AllWISE source to pass through
the projected infrared filter and present as a potential host.
Many of these are not believable candidates and are an arte-
fact of a misapplied filter made against an under-represented
galaxy morphology. To some degree, searching for coincident
FIRST radio components has helped to reduce this compet-
ing set of infrared sources to a more compelling host - a
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Figure 8. The twenty collated groups with the largest collection of FIRST components. For each panel the grayscale image and
corresponding colour bar represent the WISE W1 image, with pixel intensities in unit of DN. FIRST radio components with the target
GID are labelled as ‘FIRST components’ whereas components with an unrelated GID are ‘Nearby FIRST Components’. Any AllWISE
source that passed through the projected filter are labelled as ‘Competing WISE Cookie-Cutter’, and of these sources (if any), we label
the one closest to a FIRST component as ‘Probable WISE Cookie-Cutter’ if it was within 3.4′′ (§5.4). The ‘IR Predicted Position’
describes the annotated infrared pixel position after being transformed to an absolute sky position. Colour contours are six levels evenly
spaced between 0.5σ to the maximum intensity and are based on the FIRST image.
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Figure 9. A set of eight groups with the largest Q factors. Legend items carry the same meaning as Figure 8, except we include as the
dot-dash black line we show the pair of FIRST components with the maximum separation (Equation 8), and as the dash-dash red line
we show the corresponding shortest path (Equation 9). Colour contours represent six intensity levels evenly spaced between 2σ and the
maximum intensity of the FIRST image.
criteria we describe in §5.4. Panels (a) and (f) illustrate
this, as both have at least two AllWISE sources nominated
as potential hosts. However, for these examples a reasonable
AllWISE source has been selected based on its proximity to
a corresponding collated FIRST component.
Included in each panel of Figure ?? are the infrared
predicted positions. Comparing these to the set of AllWISE
sources nominated as potential hosts the projection of a fil-
ter through catalogue space highlights how there can be sig-
nificant disagreement between the two approaches. In cases
where no AllWISE sources passed through a filter, the in-
frared predicted positions generally lies towards the geo-
metric mean of all grouped FIRST components, not to-
wards the ‘root’ of both jets. This could be thought of as
a natural consequence of these types of objects being under-
represented with appropriate neurons on the lattice, and an
over-generalisation of the few neurons that attempt to char-
acterise their unique shapes. We discuss potential avenues
of improvement in §7 for these class of objects.
6.6 Identification of GRGs
Another scientific outcome from our compiled GRC is the
search for Giant Radio Galaxies (GRGs). GRGs are radio
sources with physical sizes exceeding 0.7Mpc (Dabhade et al.
2017), making them among the largest individual astronom-
ical objects in the Universe. It is thought that their immense
radio lobes are powered by an accreting super massive black
hole (SMBH) of mass between 108-1010 M (Lynden-Bell
1969; Begelman et al. 1984). However, the mechanism that
allows their radio jets grow to these extreme physical scales
is debatable. One scenario is that the matter surrounding
the GRGs, the IGM, has a low density, thereby allowing
the jets to grow without being confined or frustrated (Jam-
rozy et al. 2008; Subrahmanyan et al. 2008; Safouris et al.
2009; Malarecki et al. 2015). Alternatively, GRGs could sim-
ply be an older population of typical radio galaxies that have
grown to their current size over long time-scales (Kaiser et al.
1997). Building sufficiently large samples of GRGs that can
begin to distinguish these scenarios is difficult due to their
rarity. Mining all-sky radio-continuum surveys for GRGs are
one of the most efficient methods of locating them (Dabhade
et al. 2017, 2019). The task of identifying related radio lobes
is only a single component of searching for GRGs, with the
more difficult being host galaxy identification. Our collation
method and resulting catalogue set contains this informa-
tion.
We search for GRGs in our GRC by first selecting
groups with
(i) a grp_flag of either ‘1’ or ‘3’, and
(ii) a D greater than zero.
Item (i) describes sources where an AllWISE passed
through the projected filter and was coincident with to
within < 3.4′′ of a FIRST component in the same collated
set. This criteria selects radio objects where our collation
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Figure 10. The 17 GRGs we have found from the FIRST survey using our method of component collation. Legend items, images and
contours carry the same meaning as Figure 8, except we include as the dot-dash black line we show the pair of FIRST components with
the maximum separation (Equation 8) that were used to obtain a physical size.
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method has identified a likely infrared host. The secondary
criteria (ii) ensures only resolved objects with a measurable
angular extent are returned.
Applying these criteria reduced the set of 802, 646
groups in our GRC to 19, 539. To obtain a distance mea-
sure to the host object we search for spectroscopic redshifts
of the 19, 539 AllWISE sources from two SDSS catalogues.
Our primary catalogue was from Paˆris et al. (2017), who
describe spectra of 297, 301 visually confirmed quasars from
the Baryon Oscillation Spectroscopic Survey (BOSS) from
SDSS. Our secondary catalogue was SDSS data release 12
(Alam et al. 2015), which contained upwards of 470 mil-
lion spectra. We place preferences towards matches made
against Paˆris et al. (2017) as their pipeline was tailored to-
wards the broad-line emission and absorption features that
are typical of quasar optical spectra that the SDSS pipeline
has difficulty with. Matches for 13, 931 of the 19, 539 sources
were found within a 3.25′′ radius, 4, 337 of which possessed a
spectroscopic redshift. Cross-matching was performed using
the X-Match remote service from CDS4. Although there are
newer SDSS data releases (Albareti et al. 2017; Abolfathi
et al. 2018; Aguado et al. 2019), they are not yet available
through the X-Match interface.
We then calculated the proper physical size of these
4, 337 sources, accounting for the apparent change in angular
scale of objects at cosmologically significant distances (Hogg
1999). Adopting a GRG definition of > 0.7Mpc we identify
a set of 17 GRGs.
We present as Figure 10 images of these 17 GRGs and
outline their properties in Table 3. Included are their red-
shifts from SDSS, their derived physical sizes and the sep-
aration between the AllWISE source we label as the host
and the cross-matched SDSS source. All of these separa-
tions are < 0.5′′. As we use the maximum distance between
grouped radio components and not the maximum distance
between resolved extended emission, their prescribed angu-
lar and physical sizes depend on the reliability of the source
finding software used by FIRST, and in some cases could be
considered as lower limits.
Provided that the redshifts from Alam et al. (2015) and
Paˆris et al. (2017) are reliable, these 17 GRGs are likely
genuine. Each of the matched AllWISE sources have an an-
gular offset to their SDSS source that is < 0.5′′, making
them fairly robust. To estimate the false match rate of these
AllWISE sources we shifted all 19, 539 positions submitted
to X-Match by 3′ in declination. Of these submitted sources
there were only 1, 301 matches, only 7 of which possessed a
spectroscopic redshift. We can therefore estimate that there
is about a 1 in 200 rate (7/1, 301 = 0.5%) of a spurious object
entering our sample before our GRG criteria is applied. Of
course, erroneous collated groups could be produced from
mis-applied filters. Visually inspecting these 17 GRGs sug-
gests many are legitimate and reliable groupings, although
the host galaxy selected for panel (m) may be slightly am-
biguous.
We compared our catalogue to other studies (Dabhade
et al. 2017, 2019), and to our knowledge 16 of these 17 GRGs
are previously unidentified. Dabhade et al. (2019) use data
from the LOFAR Two-metre Sky Survey (LoTSS) data re-
4 www.cds.u-strasbg.fr
Panel GID SDSS Offset Angular zspec Physical
DR12 Size Size
(′′) (′′) (kpc)
a 7 J160953.42+433411.4 0.06 142.7 0.76 1069.2
b 10 J085743.54+394528.7 0.49 151.3 0.53 964.7
c 16 J151903.65+315008.6 0.33 143.5 0.56 941.3
d 181 J111215.45+112919.2 0.33 108.5 1.13 907.5
e 259 J031413.72-075023.7 0.04 106.0 1.25 901.1
f 25 J100550.63+211652.7 0.32 131.8 0.56 862.2
g 4 J125142.03+503424.6 0.22 131.3 0.55 853.7
h 62 J103050.90+531028.7 0.03 100.3 1.20 847.1
i 31 J100751.16+165243.3 0.31 135.2 0.49 824.5
j 373 J120821.99+221958.1 0.09 108.9 0.74 809.9
k 463 J121431.15+182815.0 0.13 89.8 1.59 776.3
l 19 J161502.40+285819.0 0.36 134.8 0.43 769.4
m 12 J105224.06+373004.5 0.10 143.9 0.37 751.7
n 183 J155140.30+103548.6 0.41 143.9 0.37 741.8
o 185 J123604.51+103449.2 0.11 102.1 0.67 726.2
p 453 J131524.33+383044.1 0.29 107.1 0.59 719.1
q 465 J102215.04+174648.9 0.09 111.0 0.53 706.0
Table 4. The 17 GRGs we have identified after cross-matching
WISE sources to Paˆris et al. (2017) and Alam et al. (2015), or-
dered by their proper physical size. The ‘SDSS DR12’ and ‘Off-
set’ columns contain the name of the nearest SDSS object name
and the corresponding separation when cross-matching the in-
frared host objects of selected groups. The angular size is the
maximum distance found following Equation 8 for each group.
We include the spectroscopic redshift (zspec) provided by SDSS.
Note that by chance all these objects contain redshifts are from
Alam et al. (2015). The physical size has been calculated using
astropy.cosmology machinery and is in units of kpc.
lease one (Shimwell et al. 2019) to identify 240 GRGs in
a 400 deg2 region, and also identified the GRG we label as
panel (g). In principle we could perhaps identify a larger
sample of GRGs by expanding our criteria to include (i)
photometric redshifts available from SDSS, and (ii) groups
where a single AllWISE source passed through the infrared
filter but did not coincide with a collated FIRST radio com-
ponent. For this study we wish to primarily publish our col-
lation method. Instead we will leave a more thorough ex-
traction and analysis of a GRG sample as future work.
7 DISCUSSION AND FUTURE OUTLOOK
Our primary focus throughout this study was to present
a new approach to the source collation problem with an
emphasis towards exploiting unsupervised ML algorithms.
Our preliminary results based on our proof-of-concept de-
sign have produced a set of catalogues with value added data
products which we have used to identify (i) rare and interest-
ing sources, (ii) complex AGN (including the introduction
of a statistic to search for AGN with curved or disturbed
morphologies) and (iii) identification of 17 GRGs. Below we
discuss current limitations of our preliminary framework and
future directions to improve its known shortcomings.
7.1 Constructing the ‘Sky-Model’
Any image or catalogue is a model of the sky-brightness ob-
served at a particular wavelength. For simplicity when pro-
ducing a catalogue describing unique groups, we treat the
cookie-cutter segmentation and the collation of their results
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as two distinctly separate process. However, revising our im-
plementation to tightly integrate these stages together could
help produce a more self-consistent sky-model. Consider the
pair of FIRST components that were incorrectly associated
with the larger AGN in Figure 8a. This scenario ultimately
failed as our the field of view of our neurons were too small.
Presently we only consider the BMU of each mapped im-
age. The notion of a BMU in this context can be expanded
to also consider the validity of information obtained from
the cookie-cutter and its consistency with the current sky-
model. Sets of individual mappings could be treated as an
ensemble voting upon associating sets of components to-
gether. This would likely reveal inconsistencies for situa-
tions like Figure 8a, as the many genuine components of the
AGN would consistently discriminate against the two out-
lying FIRST components that were incorrectly associated.
By detecting this disagreement the problematic voting mem-
bers could have their mapped BMU replaced with another
neuron with a comparable (but larger) Euclidean distance.
Alternatively, all the neurons could be used to form
a crude ensemble type method, similar to a random for-
est classifier. Mapping a single image to each prototype and
the corresponding filter would produce a set of Mc . These
could collectively be weighted by the Euclidean distance
that accompanies each mapping. As each neuron has the
same field of view, the individual components that make up
each Mc would be the same. Therefore, the position of each
component within all filters could be considered, and when
weighted by the Euclidean distance of all mappings a re-
gressed like probability score could be constructed. Placing
a minimum threshold on this value would either include or
exclude a component or source from membership of a group.
Our procedure attempts to expose the underlying dis-
tribution of galaxy morphologies in an accessible manner.
Leveraging this allows for each step of our methodology to be
understood and improved upon outside of a blackbox, which
is in stark contrast to some supervised ML approaches. This
may be more desirable for users who can begin to introduce
domain knowledge in a more tractable way. For instance, cri-
teria of the expected WISE colour-colour properties of AGN
cores could be supplied as a property to consider when ap-
plying the cookie-cutter for filters with AGN morphologies.
Such steps can be introduced in a modular fashion without
the need to retrain previous steps.
7.2 Probability Treatment of Neuron Features
Neurons and their prototype weights could be likened
as something that approximates some underlying two-
dimensional probability density function (PDF) of predom-
inant object morphologies. Prototypes are constructed in a
manner similar to a weighted averaging process, so the dis-
tribution of pixel intensities across the prototype weights
could be thought of as the mean to a distribution of inten-
sities observed across each pixel.
To illustrate this we maintained a two-dimensional his-
togram count of FIRST component locations that passed
through the Figure 3c filter. We show an example of these
accumulated counts in Figure 11. Over a sufficient number
of matches, structures that have been created by PINK in
the prototypes can be recovered from catalogue space data,
where the relative count of individual bins corresponds ap-
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Figure 11. The two dimensional distribution of FIRST sources
accumulated as they passed through the radio filter of a single
neuron. The radio neuron was selected to contain a remanent
of the VLA PSF. Empty hexagonal bins have been masked out.
The vertical and horizontal histograms show the normalised den-
sity distribution after marginalising across the corresponding axis.
Overlaid onto each the result of a kernel density estimator.
proximately to the pixel intensities of the prototypes. Com-
paring the marginal histograms and their relative densities
to the pixel intensities of Figure 3e shows that they are
roughly equivalent. Therefore, rather than adopting a in-
tensity cutoff to craft corresponding binary filters, instead
a minimum likelihood could be used to test the hypothe-
sis of components and/or infrared sources being related to
one another. In situations where conflicting information are
detected when constructing the sky-model, this likelihood
proxy could also be considered to break degeneracies.
7.3 GRG limiting size
The prototype weights we constructed using PINK are 3.5′ in
angular scale, a factor
√
2 smaller than our training images.
As a consequence the potential maximum angular scale of
features within a neuron would be 5′ orientated across the
diagonal of its prototype weight. In practise though this is
unlikely, as most radio features constructed by PINK neither
extend completely to the prototype weights boundary nor
are perfectly aligned along its diagonal. Instead we estimate
that the maximum angular scale of the largest radio feature
across all neurons to be no more than 3′ in size.
Based on our maximum angular scale sensitivity of
3′, the maximum physical size recoverable would be about
1.5Mpc at z = 1.61. From Table 4 we find a single GRG over
1Mpc in size, which has one of the larger angular scales in
our sample of 17. Similarly, an object with an angular scale
of 3′ would need a z > 0.25 for it to be considered a GRG. As
SDSS is a shallow survey focusing on the local Universe up
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to z ∼ 0.1 (Alam et al. 2015), our GRG sample is insensitive
to local GRG populations.
Dabhade et al. (2017) used NRAO VLA Sky Survey
(NVSS) to identify 25 GRGs, none of which are in common
with our sample of 17. This is almost exclusively because we
are limited to detecting related structures that are < 3′ with
our current dataset. The NVSS image resolution is about 8
times larger than FIRST. Objects that are clearly resolved
in the high resolution FIRST survey maybe difficult to dis-
tinguish as resolved in the lower resolution NVSS survey.
Similarly, objects that are clearly resolved in NVSS would
probably have angular scales larger than what our current
collection of neurons are capable of characterising. This is
especially true if there are no radio components coincid-
ing with the host galaxy, meaning that input images to our
method would be centred on radio lobes. Indeed, examining
the population of GRGs described by Dabhade et al. (2017)
shows that their smallest angular size is 3.1′ and extends up-
wards to 16′. Similarly, Proctor (2016) compile a catalogue
of 1, 614 Giant Radio Sources (GRSs) found in NVSS. Only
26 of these GRSs have angular sizes < 4′, the smallest of
which is 3′. These are all larger than the estimated largest
angular scale in our current selection of neurons.
In the future we could revise our SOMs to be trained
against images with larger fields of view, allowing for larger
radio structures to be constructed by PINK. We could also
explore introducing additional channels to our input images
that are at lower resolution but cover larger fields of view.
7.4 Distinguishing sidelobe artefacts in catalogue
space
Due to the short integration lengths adopted by the FIRST
survey, there are strong imaging artefacts surrounding bright
sources. To a source finding set of codes these artefacts
can incorrectly be interpreted as a legitimate radio compo-
nent and included in a radio component catalogue. To com-
bat this, the original FIRST catalogue attempted to distin-
guish genuine sources from sidelobe artefacts around bright
sources by assigning a sidelobe probability for each radio
component. Described by Helfand et al. (2015), this statistic
was derived by an ensemble of oblique decision tree classi-
fiers trained on a curated set of catalogue information from
sources with clear VLA PSF remnants. A user of the FIRST
catalogue may define a criterion based on this sidelobe prob-
ability to filter out components to a level appropriate for
their science requirements.
We are capable of performing a similar procedure using
exclusively the data products from our trained SOM with no
a priori knowledge about the sidelobe characteristics. For
example, we located one neuron that exhibited remnants of
the VLA PSF around a bright source offset from the centre.
From mapping all images in our training dataset we iden-
tified 126 with this neuron as their BMU. We searched 6′
around the 126 positions these images are centred towards
and found a total of 2, 025 radio components in our FSC.
The 126 transformations derived by PINK were applied to the
corresponding set of returned components. We show these
transformed component offsets in Figure 12, where the VLA
PSF can be seen as an over-densities of radio components.
For illustration we also show how these features can be ex-
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Figure 12. The accumulated radio components from the FIRST
catalogue surrounding sources whose images shared a single BMU
that exhibit PSF features in the radio channel. These components
have been transformed following rotation and flipping information
provided as outputs from PINK. The red circle denotes the 3.5′
angular size of the prototype weights with the red cross being
position of the centre. The colour of each marker corresponds to
the sidelobe probability of each component included as part of the
FIRST catalogue calculated by the ensemble of decision trees.
tended beyond the 3.5′ × 3.5′ field of view of the prototype
weights.
Arguably the sidelobe probabilities from Helfand et al.
(2015) may be lower than what could qualitatively be ex-
pected judging by the density of components from Figure 12.
To illustrate we first shifted the origin of Figure 12 to the ap-
proximate centre of the VLA PSF feature and converted the
delta-offset Cartesian positions to a polar coordinate system.
We mask both the inner most 0.2′ region to remove legiti-
mate, bright FIRST components and the region beyond 2′
to remain near the bounds of the field of view of the neuron.
After applying this mask there were 1, 008 valid FIRST com-
ponents. Examining the collection of angles from the polar
projection in Figure 13 shows a highly non-uniform distri-
bution with peaks spaced by pi/3 rad, each corresponding to
a spoke along the VLA PSF. We then computed the running
median value of the corresponding sidelobe probabilities for
50 components at a time (after sorting them by their angle).
Comparing the distribution of angles to the computed run-
ning median shows that, surprisingly, the components have
lower sidelobe probability estimates when there is an excess
of components. Likely, this is a manifestation of the poor in-
variance to affine transforms of the ensemble of decision tree
classifiers. These results suggests that PINK would be an ex-
cellent tool towards identifying and characterising artefact
components.
For future catalogue releases (either of the FIRST cat-
alogue we present in this work or other surveys) this can be
combined with a probability treatment of the neurons (§7.2)
to obtain a likelihood measure of a radio component being
a genuine source component or simply an imaging artefact.
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Figure 13. The distribution of 1, 008 angles from components
after being transformed to a polar coordinate system. Each peak
corresponds to a spoke of the VLA PSF. The largest count corre-
sponds to a position towards the 126 position centred on a side-
lobe artefact. Overlaid as a red line is the running median across
50 components (after sorting by their angle) of the sidelobe prob-
ability from the FIRST catalogue. For the running median we
blank out edge effects from the trend.
7.5 Extending the Annotation Labelling Scheme
We explicitly elected for a minimal annotation scheme to
demonstrate the immediate potential of our overall collation
framework. For this reason we restricted our annotations
to describe positions of features in Cartesian space. No ad-
ditional properties were recorded (e.g. core label, presence
of sidelobes, optimal threshold level for individual neurons,
Fanaroff-Riley type). Subsequent processing steps use these
positions in combination with simple, generalised stages to
extract knowledge about objects and their, potentially re-
solved, morphologies. In many ways this transfer of knowl-
edge from the lower dimensional embedding (set of SOM
neurons) could further be refined by also recording these
higher order products during the annotation stage.
As an example, a user defined threshold value would
be of particular importance. We used a simple method that
would attempt to identify islands of contiguous pixels that
encompassed the user specified pixel positions (Figure 3).
This method sometimes failed for neurons with weak or ab-
sent features, which was particularly common for the in-
frared channel of neurons which learnt to identify radio side-
lobe artefacts present around bright FIRST source compo-
nents. As a consequence there are cases of artificial groups
with ill-defined infrared host positions. A more sophisticated
annotation scheme would be able to largely avoid this by
carrying forward strict labels or flagging operations with a
more reasonable thresholding level defined explicitly during
the annotation stage. If necessary user-defined regions could
also be interactively defined and used in place of a simple
pixel-threshold value.
Developing this idea further, regions within the proto-
type weights could be defined to carry further information or
actions. For instance, the filters we characterise in Figure 3
will only be used to group together components and sources.
Expanding these to include regions that will ensure compo-
nents remain disassociated under all conditions may help to
ensure our greedy collation process considers all available
information when crafting component groups.
8 CONCLUSIONS
We have demonstrated a new approach towards identifying
related radio components and isolating their corresponding
infrared host galaxies using PINK, an unsupervised machine
learning algorithm. Unlike supervised methods, which can
be likened to attempting to model the operation of a gener-
alised function, an unsupervised machine learning algorithm
attempts to model the structure of an assumed dataset. PINK
implements a similarity measure that is rotationally and flip-
ping invariant by searching for a transform that best aligns
an image with structures that are either predefined or learnt
through an iterative training process. In this study we have
used PINK to
(i) applied an unsupervised machine learning method
against a training set of radio and infrared images to pro-
duce a set of physically meaningful prototype morphologies
without the need of training labels, and
(ii) constructed a framework to meaningfully explore the
previously unstructured complex image data, including the
introduction of a statistic to identify bent radio morpholo-
gies.
Using the PINK products and outputs from our collation
process we have
(i) used data products from PINK to collate together re-
lated FIRST radio components and predict their correspond-
ing infrared host,
(ii) demonstrated an ability to efficiently extract rare and
unusual object morphologies, and
(iii) compiled a list of 17 GRGs that were identified after
isolating their resolved lobes with our collation method.
Throughout we maintained a simplified workflow to
demonstrate a new methodology towards this difficult prob-
lem. In the future we will further develop our framework
to better exploit the data products produced by PINK with
with emphasis on SKA surveys.
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APPENDIX A: LAYER TWO SOM
In Figure A1 we present the Layer Two SOM constructed
in §4.3. We have divided it into 25 8 × 8 regions to allow
the PINK prototype weights to be visualised. The coordinate
labels are consistent among each of the 25 regions.
GID idx neuron_index ED flip rotation
279496 0 (29, 14, 0) 27.301 1 0.297
215840 1 (17, 8, 0) 23.787 1 1.239
717469 2 (35, 36, 0) 19.560 0 0.279
215841 3 (17, 8, 0) 22.714 1 4.381
474119 4 (36, 29, 0) 12.071 1 2.356
Table B1. Five example rows of our compiled FSC catalogue.
Columns correspond to those described by Table 3. Each row also
carries with it the original information from FIRST described in
(Helfand et al. 2015). A value of ‘1’ in the ‘flip‘ column corre-
sponds to an image being flipped as part of its transform.
APPENDIX B: EXAMPLE TABLES
We include five row extracts of our FSC and GRC cata-
logues.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs. The
black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and horizontal
lines represent boundaries between individual 4×4 SOMs. Each of the SOMs were trained using the same data preprocessing and training
stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM (Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
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Figure A1. (Cont.) The FIRST (left) and WISE (middle) channels of the Layer Two SOM constructed by concatenating 100 4× SOMs.
The black vertical and horizontal lines represent the boundary between individual neurons on the lattice, while the red vertical and
horizontal lines represent boundaries between individual 4 × 4 SOMs. Each of the SOMs were trained using the same data preprocessing
and training stages as Layer One. The Layer One position (right) shows the relative position of the four SOMs on the Layer One SOM
(Figure 2).
GID prob_host comp_host grp_flag D_idx D SP_idx SP Q rel_g rel_Q rel_D ir_pp_ra ir_pp_dec′′ ′′ ′′ ◦ ◦
0 J085632.98+595746.9 (J085632.98+595746.9) 1 (28052,
28186)
149.21 (28065,
28137,
28197,
28213,
28203)
166.33 1.11 0.95 0.81 0.85 134.14 59.96
1 J085039.97+543753.4 (J085039.97+543753.4) 1 (68434,
68412)
114.90 (68458,
68418,
68446,
68408)
129.04 1.12 0.53 0.75 0.83 132.67 54.63
2 J151347.88+530834.1 (J151347.88+530834.1) 1 (81092,
81370)
139.94 (81118,
81130,
81211,
81335,
81350)
141.15 1.01 0.92 0.93 0.86 228.45 53.14
3 J140717.50+513213.4 (J140717.50+513213.4) 1 (95447,
95258)
151.76 (95461,
95421,
95450,
95371,
95337,
95286)
171.89 1.13 0.91 0.84 0.85 211.82 51.54
4 J125142.02+503424.8 (J125142.02+503424.8) 1 (103762,
103670)
131.31 (103758,
103703,
103688)
139.48 1.06 0.90 0.89 0.83 192.92 50.57
Table B2. Five example rows of our compiled GRC catalogue. Columns correspond to those described in Table 3.
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