Abstract
Introduction
""Cloud" computing has been receiving much attention as an alternative to both specialized grids and to owning and managing one"s own servers [1] .with development of new technologies like wireless sensor network, grid computing, soft computing etc cloud computing among all is considered to be the most powerful technology developed. The property of providing the software"s on lease allows the cloud to overcome the other technologies. The benefit of prepaid service of cloud computing allowed the resources to be accessible by any type of the user anywhere and anytime. Various factors like scalability, low recovery cost, less maintenance, huge data storage provisions, speedy deployment and many more factors make cloud the most powerful approach. Since the cloud is associated not only with the information technology, but also with many other fields that in the human health, sales and management files too. If health care could be provided remotely and the patient could be monitored continuously without having to go to hospitals, expensive medical costs could be saved [2] .
Extracting a quite useful knowledge from various numbers of data sources that gives a necessary information by separating patterns,symbols,attributes etc is known as data mining. Data analyses process analyzes the various data resources to create and put them into separate classes of datasets. Data mining is a multi-disciplinary field which is a combination of machine learning, statistics, database technology and artificial intelligence. This technique includes a number of phases: Business understanding, Data understanding, Data preparation, Modeling, Evaluation, and Deployment. Various social media websites are totally dependent on data mining process as the amount of data that gets uploaded every single hour is in tons of terabytes so it makes data mining process to be very much significant. Although not any social media websites but many different sections like
Literature Survey
Now a days Asthma is the most ascent disease in which age factor doesn"t matters i.e. it can be in people of any age group. Growing popularity increments the concern of personal disease administration, commercial expense and workload, on the both sides i.e. of patient"s side and healthcare systems side. In [11] author has presented stepwise the background of asthma in medical terms followed by information about the Pathology and symptoms later. After that author has highlighted some the drawbacks of the existing techniques for managing asthma by emphasizing on showing the importance disease management techniques in traditional way. A tele-monitoring technique on glide paths to asthma is done.
Asthma is a very common disease and can give the very harmful effects if it not taken seriously. By taking its serious impact on health, a continuous monitoring is must to check the body and respiration behavior of the patient. The most countable factor is the environment in which they breathe. So In [12] author proposes a development of a rulebased asthma system. So according to it the patients are given various suggestions on the possibilities of occurring an asthma attack according to patient"s current body conditions and the environment in which they breathe. The system is based on questioning process to the patient and answer given by patients defines the patient"s present health condition and the environmental condition in which they living in.
This research work lights on the data mining procedure in which diabetes disease can be predict on the basis of medical record history of patient. Diabetes is very common disease that can happen in any age group. It is a serious disease that makes serious impact on heart, kidneys, nervous system, blood line and vessels. But mining the data of diabetes patient in efficient manner is a critical issue. The Pima Indians Diabetes Data Set is used in this paper; which collects the information of patients with and without having diabetes. For data mining procedure modified J48 so its accuracy rate can be increased. The data mining tool WEKA has been used as an API of MATLAB for generating the J-48 classifiers. Experimental results showed a significant improvement over the existing J-48 algorithm [10] .
Data mining is the process that involves the symmetric analysis of data sets at large scale and data mining in agricultural soil datasets is exciting and modern research area. In this research work [7] , Steps for building a predictive model of soil fertility have been explained. This paper aims at predicting soil fertility class using decision tree algorithms in data mining. Further, it focuses on performance tuning of J48 decision tree algorithm with the help of meta-techniques such as attribute selection and boosting.
Database used for storing large amount of data and data mining the process for maintaining the large amount of data of same. For classification of data and products, the technique of decision tree in used to get valuable result. And these results can be used for analysis and future prediction. In [8] paper the author made an objective to present the enhanced decision tree algorithm that classifies the data. The tree classifiers used in this work are ID3, J48, NBTree on a large amount of data. Then the efficiency and performance of existing algorithms is examined and compared with new enhanced decision tree algorithm (NEDTA).
Proposed Approach
There are various numbers of approaches that works on asthma patients but are not capable enough to overcome the various problems of data missing values and classification problems. So in our proposed approach we try to integrate the data preprocessing approach had the classification approach to build da powerful setup for data mining on the asthma patients. The cloud based asthma detection system allows users to upload data from different parameters automatically with the help of body sensors and classifies as asthmatic and non-asthmatic. The system consists of (1) data pre-processing (2) attribute Extraction (3) data classification.
Data preprocessing:
Present time health care gadgets allow patients to upload the data recorded by equipment automatically. Most of the time when connectivity is weak or there is a noise component present the data may get corrupted or there the available data may have some values missing which are necessary for pre-processing. Therefore, to deal with these problems we use data interpolation techniques non uniform data into uniform sample data. Based on the assumption that asthma profiles at the same time on different days are usually similar to each other, we interpolate missing values using Lagrange TwoDimensional Interpolation Method [16] . 2D-Lagrange interpolation is based on 1D-Lagrange interpolation. In this method, one of the variables is forced to be constant and, with another variable, the Lagrange polynomials can be written by using the given data. Then, this value can be complicated for the final form of 2D-Lagrange interpolation. The result is a 2D-Lagrange polynomial whose functional agents are replaced by Lagrange polynomials According to this theorem function is defined as:-
Where are the coefficients , ( ) is m-tuple of independent variables of =(
) is an exponent vector of nonnegative integers of ordering partition of integer between 0and and inclusive, ∑ is usual vector dot product, ∏ .
According to langrage the ∑ ( ) where ( ) Is the multinomial function in the independent variables with the property that when X = i th data value, or X= ( ) ( ) then ( ) and ( ) ( ) .
Consider the system of linear equation:
Where 1 
and therefore
Feature Extraction:
The fundamental function of a feature selector is to extract the most useful information from the data, and reduce the dimensionality in such a way that the most significant aspects of the data are represented by the selected features [9] . The human operated system often consists of attribute variables which are not required for the job classification. Therefore, we used a feature extraction technique for extracting useful features from the huge amount of data. Specially, we have utilized the Fourier extraction technique for identifying Where w[n] is the short-time windowing function of size L, gathered at time, location m and N is the number of distinct frequencies. Power spectrum density is used for simplifying the complex Fourier transformation which is stated as:
Figure 4. Block Diagram of Respiratory Sound Classifier
The windowed signal (frame) at sampling frequency Fe is characterized by N-point power spectrum, which integumenting the frequency domain [−fS/2, FS/2 ]. the advantage of the power spectrum is that it can accommodate the large size data (N/2 components) but due to this advantage it cannot be used directly as feature vectors. Therefore, to classify the asthmatic breath, RIETVELD AT [8] the power spectra must be from shorter intervals of almost 3 sec, defining the full breathing cycle.so in order to make shorter intervals the frequency range from 100-1300 hrz is divided into 25 bands of 46 hzs each hence 26 new components regenerated.to find the power spectra of these 26 components we find the average of the power spectra in each band. We have used R-FT method as the feature vector which is defined as:
Where t is the transpose operation and Pk is the average power spectrum in the k th bandf.
Patient Health Condition Classification:
The closing step is to analyze the health condition of the users based on the extracted data through the Fourier extraction technique. There are many classification accuracy metrics which are discussed in [17] .In our model we have used vector quantization as a classifying technique. This classification mechanism is implemented in our system to assort the class tag of the users.In the underneath subsidiary, a brief description of the classification technique used in our system is presented. The process of mapping vectors from a large space into a finite space, number of regions is called Vector Quantization and each region is called clusters in that space. The clusters can be expressed by codeword [18] which is the centroid ci .The codewords aggregate the form the codebook C = {c1,c2, ..., cN} for defining a respiratory sound class. Classification system consists of two stages: training and recognition (see Fig. 4 ). Training section consists of the process of generating an acoustical model(codebook) for each respiratory sound class and are then stored in a database .so ,there are J codebooks C1,C2, ...,CJ provoked for J reference sounds.TO generate the codebook many different algorithms exist among which the most broadly used is LBG (Linde-Buzo-Gray) algorithm [19] . In recognition section, each codebook is computed from the distorted sets of testing feature vectors Y = {y1, y2... yM} through which an average quantization distortion Qk to the J th codebook (CJ) is performed [31], according to Where d(xi, cj) is the distortion measure(usually a Euclidean distance) between the input vector xi and a centroid cj of the k th code-book (Ck). The unknown sound is then identified as the reference sound with the minimum average distortion measure ̂ * +
Where K is the number of the sound classes. In this study, unknown sound is classified segment-by-segment (M = 1). Two class classifications can be done among this for that we attempt to classify respiratory sounds in two classes, k ∈ {normal, wheezing}. To achieve that, we propose to define a score function Sc(X) by the difference of distortions:
Sc(X) = Q normal − Q wheezing (10) The classification decision is made by comparing the score function Sc(X) to a threshold θ Sc(X) > θ (wheezing)
And Sc(X) < θ (normal).
Eq. (9) is a particular case of Eq. (11) and Eq. (12) , where θ = 0.
Conclusion and Future Work
In this paper, we have presented an intelligent system for detection of user health data collected through advanced body sensors. It applies a Fourier transformation (FT) for feature extraction and Vector Quantization (VQ) for user health status classification. Also we have classified the user"s health as asthmatic and non-asthmatic through our classification technique. The main emphasis was given to the user"s health status classification, but a lot work can be done in the resource elasticity and load balancing of the system too, to make it more powerful approach. Our system can provide high classification with greater sensitivity and specificity measures which proving it to be highly useful for disease identification in the real life grand.
