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We investigate theoretically and numerically a model of a supersolid in a dipole-blockaded Bose-
Einstein condensate. The dependence of the superfluid fraction with an imposed thermal bath and a
uniform boost velocity on the condensate is considered. Specifically, we observe a critical velocity for the
nucleation of vortices in our system that is strongly linked to a steplike decrease in the superfluid fraction.
We are able to use a scaling argument based on the energy required to activate a vortex, relating the critical
temperature to the critical velocity, and find that this relationship is in good agreement with the numerical
simulations carried out on the nonlocal Gross-Pitaevskii equation.
DOI: 10.1103/PhysRevLett.109.045301 PACS numbers: 67.80.K, 67.30.he, 67.80.bd
A Bose-Einstein condensate (BEC) is one of the funda-
mentally important theoretical and experimental discov-
eries in the field of ultracold atoms. It is the condensation,
or transition, of boson atoms into the lowest available
quantum state, representing a new state of (coherent) mat-
ter. As part of their seminal paper linking Bose-Einstein
condensation to off-diagonal long-range order, Penrose
and Onsager [1] were one of the first to consider theoreti-
cally the possibility of a superfluidlike behavior in a solid
4He crystal—the appearance of a supersolid. They noticed,
crucially, that the number of particles per site can fluctuate
implying an off-diagonal long-range order.
The existence or not of the supersolid, a state of matter
in which the solid has crystalline order and in which there
is dissipationless flow, is not clear. Early experiments try-
ing to measure a superflow generated in solid helium were
unsuccessful [2], and it was not until recently that Kim and
Chan [3–5] presented the first experimental evidence for
the existence of a supersolid. These authors measured the
effective rotational inertia of the solid helium sample,
noting that there was an observable drop in its value that
would be a result of the decoupling of a superfluid compo-
nent (that remains motionless) from the solid crystal. This,
termed the nonclassical rotational inertia (NCRI), is the
strongest evidence yet for the existence of a supersolid.
While these experiments have been much reproduced
[6–9], another line of experiment has been to focus on
particular aspects of the helium sample, such as the anneal-
ing process or the measurement of the shear modulus,
which might suggest another explanation for the apparent
existence of the supersolid phase. The annealing process
has been shown to dramatically reduce the superfluid
fraction [10,11], while the shear modulus displays a similar
dependence to the NCRI [12].
Related to this, recent experimental results on supersolid
helium have suggested a strong interplay between rotation
and relaxation [13]. There, the supersolid fraction
decreases with increasing temperature and rotation fre-
quency in a specific way, even if in this case the role of
the torsion rod is questioned [12,14]. The existence of a
supersolid, thus, remains an open and vibrant question.
Instead of looking to supersolidity in solid helium, one
might gain some insight through similar processes in cold
atoms as provided by the recently achieved BEC in dipole-
blockaded Rydberg atoms [15]. The aim of our Letter is
precisely to investigate the effects of an imposed rotation and
temperature field on the superfluid fraction in a model of a
supersolid that has been developed for the dipole-blockaded
BEC [16]. In the configuration proposed here, the atoms are
confined and form a two-dimensional (2D) gas. Despite this
confinement, the mean-field energy of dipolar interactions
conserves a 1=r3 long-range behavior (see Supplemental
Material [17]). Moreover, the Bogoliubov excitation spec-
trum exhibits a roton minimum near the inverse of the
thickness of the confinement [18]. The effective 2D two-
body potential is, thus, composed of a long-distance repul-
sion together with a short-distance cutoff. Qualitatively, the
results do not depend strongly on the explicit form of this
potential, and we shall consider a simpler form:UðrÞ ¼ V0 if
r  a and UðrÞ ¼ V0 a3r3 if r>a. Here, r2 ¼ x2 þ y2, V0 is
the characteristic strength of interactions and a the character-
istic length scale of the potential allowing for the appearance
of a roton spectrum [16,19,20]. The existence of this roton
minimum depends on the number density and the model
parameters V0 and a (see the dimensionless parameter (4)
defined below). From an experimental point of view, the
control parameter isV0 which can be easily increased since it
depends strongly on the quantum number of the Rydberg
state. Then, the system spontaneously breaks the transla-
tional invariance leading to the appearance of a crystalline
phase of individual superfluid droplets governed by a global
macroscopic wave function. This system, by supporting a
density modulation, can naturally exhibit supersolid behav-
ior, notably the decoupling of a superfluid component from
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the crystalline structures. As such, the Rydberg excited
atoms can give rise to supersolid behavior directly in a
BEC and can then potentially provide useful insights into
the nature of the supersolid phase in solid helium. In this
framework, wewill show that thermal activation of superfluid
vortices is the physical mechanism governing the superfluid
dependence on the temperature and the imposed velocity, in
contrast with the self-similar structure found in [13].
Because of its condensate structure, and contrary to the
case of 4He, the dynamics of dipole-blockaded Rydberg
atoms can be investigated within the mean-field approxi-
mation leading to a nonlocal Gross-Pitaevskii (GP) equa-
tion that describes the 2D (x, y) Bose gas in terms of the
classical complex wave function c ðx; tÞ in the zero tem-
perature limit,
i@
@c
@t
¼ @
2
2m
r2c þc
Z
Uðjxx0jÞjc ðx0;tÞj2dx0: (1)
Here @ is Planck’s constant, m is the mass of the boson,
UðrÞ is the aforementioned two-body potential, and the
integration is over the whole plane. The GP equation has a
Hamiltonian structure (i@@tc ¼ H=c  with H½c  ¼R
@
2
2m jrc j2dxþ 12
R
Uðjx x0jÞjc ðx; tÞj2jc ðx0; tÞj2dxdx0)
so that together with the energy, the total number of
bosons, N, and the momentum, P, given as
N¼
Z
jc j2dx; P¼i@
2
Z
ðc rc crc Þdx; (2)
are conserved. The values of V0 and a determine whether
the Bose gas has a modulated density or not. To see this
more clearly, it is better to move to nondimensional fields.
Thus, we set x ¼ a~x, t ¼ ma2~t=@ and c ¼ ﬃﬃﬃﬃﬃn0p ~c , where
n0 is a mean density. The nondimensional GP equation is
then (dropping tildes hereafter)
i
@c
@t
¼1
2
r2c þc
Z
Vðjxx0jÞjc ðx0; tÞj2dx0: (3)
The system has been reduced to a single free nondimen-
sional parameter [21]
 ¼ 3n0ma
4V0
@
2
(4)
with
VðrÞ ¼ 1
3
8<
:
1 if r  1
1=r3 if r > 1
: (5)
Linear perturbations around the homogeneous solution
c 0 ¼ eit give the dispersion relationship between the
frequency !k and the wave number k as [22]
!k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k4=4þk2V^k
q
; (6)
where V^k ¼
R1
0
R
2
0 VðrÞeikr cosrdrd (bounded for all k)
is the Fourier transform of VðrÞ.
For the Bose-Einstein condensate with two-body
potential determined through the Born approximation,
the frequency is a monotonically increasing function of
k (V^k ¼ 1) and does not contain a roton component. This
prevents the condensate forming a density modulation. In
contrast, in the case of dipole-blockaded Rydberg atoms
and more generally when long-range interactions are
present, the Fourier transform Vk has negative values for
a range of wave numbers which allows a roton spectrum to
develop. The appearance of this roton spectrum is con-
trolled by the value of the free parameter , which enhan-
ces the negative part of Vk, as shown in Fig. 1. Once the
roton spectrum becomes of significant strength, we can
expect a density modulation of the ground state to form.
This ground state of the system is determined numeri-
cally by minimizing the energy functional subject to the
constraint on the number of particles in the system. In
general, this solution exists and is real (although later
considerations involving the addition of an imposed veloc-
ity and temperature will produce a complex solution).
When is small, the ground state is homogeneous in space
(i.e., it has no positional order). As increases, the ground
state exhibits a first-order phase transition for a critical
value c, above which a density modulated solution is
preferred that is brought about through the competition
between the nonlocal interaction and the kinetic energy.
For the system presented above, c  89:85 and the insert
of Fig. 1 illustrates such a density modulated ground state,
a hexagonal crystal, for ¼ 152:68. Using the experimen-
tal values for Rydberg states of 87Rb described in [15],
such  could be achieved for a 2:5 m thick condensate,
with a ¼ 400 nm, V0 ¼ 17 nK, and a dimensionless den-
sity n0a
2  32. Similarly, the numerical simulations of
[16] (see their Fig. 1) were realized with, using their
notation,  ¼ 3Rc=r2s ¼ 144, which is also a crystalline
state regime.
FIG. 1 (color online). A plot of the real part of the dispersion
relationship (6) for varying values of  (solid line:  ¼ 0,
dashed line:  ¼ 76:34, and dotted line:  ¼ 152:68). Inset:
A density modulated ground state with  ¼ 152:68.
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Because of its condensate feature, such a crystal natu-
rally exhibits supersolidity; i.e., it possesses a nonzero
NCRI. As has previously been shown [23–25] for a similar
model of a supersolid as we take here (but with a soft core
potential), a crystal in rotation will give a nonzero NCRI.
Equivalently, but with better numerical accuracy, one can
consider instead the momentum of the crystal under a
Galilean boost v [25,26], yielding
i
@c
@t
¼1
2
r2c þc
Z
Vðjxx0jÞjc ðx0;tÞj2dx0þivrc :
(7)
Thus, by measuring the linear momentum of the solution,
one can define equivalently the supersolid density fraction
tensor fss as
fssv ¼ v PN : (8)
This tensor can be assumed to be symmetric and the
diagonal value of the tensor, which is precisely the super-
solid fraction, has been shown to decrease monotonically
with  [23,25,27].
Although the GP formulation assumes that the Bose gas
is held at zero temperature, thermal effects can be ac-
counted for in the frame of the time-dependent Ginzburg-
Landau model [28] by adding a complex white noise
ðx; Þ to the dynamics following [29–31]. Thus,
@c
@
¼ c þ 1
2
r2c c
Z
Vjc ðx0; Þj2dx0
 iv @c
@x
 ﬃﬃﬃﬃﬃﬃ2Tp ; (9)
with hðx; Þi ¼ 0 and hRe½ðx; ÞRe½ðx0; 0Þi ¼
hIm½ðx; ÞIm½ðx0; 0Þi ¼ ðx x0Þð 0Þ, with
T the temperature and considering, for the sake of sim-
plicity, a boost v solely in the x direction because of
symmetry. Thus, we resort to a numerical simulation on
the GP equation in imaginary time, t ¼ i, introducing a
chemical potential to satisfy the mass conservation. With
the present normalization, the amplitude of the fluctuations
T has the same units as the Hamiltonian and this stochastic
process has a Gibbs equilibrium probability distribution
p eðHvPÞ=T .
4In order to study the supersolid fraction as a function of
both the velocity and the temperature (for a fixed value of
 ¼ 106:88), we look for stationary solutions of Eq. (9).
Our numerical simulations are carried out on a discretized
256 256 grid with dx ¼ 0:5 to reach good numerical
accuracy and with periodic boundary conditions on the
four sides. The starting numerical solution from which we
iterate is the zero velocity and temperature solution (see
Fig. 1). For each iteration of the velocity and the tempera-
ture, we compute the supersolid fraction using
Eq. (8) after a stationary regime has been reached. In
Fig. 2 we show a 3D plot of the superfluid fraction as a
function of the velocity and temperature. We see that the
superfluid fraction is affected by both the velocity and the
temperature through sudden variations, as can be seen
clearly in Figs. 3(a) and 3(b). These figures show a slice
of the superfluid fraction against velocity while the tem-
perature is fixed [Fig. 3(a)] or against temperature while
the velocity is fixed [Fig. 3(b)]. The superfluid fraction
exhibits steplike decreases that correspond to the occur-
rence of a phase slip in the wave function that lowers the
superfluid fraction since it induces a global boost to the
solution.
Such a phase slip can be observed in Fig. 4(a), where a
horizontal cut of the phase is shown for two different
temperatures T ¼ 1:08 104 and T ¼ 0:012 for the
same velocity v ¼ 0:25 as indicated by the two crosses
of Fig. 3(b). For T ¼ 1:08 104, the phase exhibits a
periodic pattern while for T ¼ 0:012 a 2 phase slip is
present as shown by the phase jump, due to the 2-periodic
definition of the phase. This phase jump appears for an
almost constant x isoline in the phase plot of the solution
shown in Fig. 4(b). Notice that a 2 phase jump would
correspond to a quantized vortex of charge one in the
FIG. 2 (color online). A plot of the superfluid fraction fss
(vertical axis) against velocity and temperature.
FIG. 3. A plot of the superfluid fraction fss against (a) velocity
when the temperature field is varied: T ¼ 0 (solid line),
T ¼ 1:08 104 (dashed line), T ¼ 0:015 (dotted line), and
T ¼ 0:06 (dashed-dotted line) and (b) temperature when the
velocity field is varied: v ¼ 0:05 (solid line), v ¼ 0:13 (dashed
line), v ¼ 0:2 (dotted line), and v ¼ 0:25 (dashed-dotted line).
The crosses correspond to v ¼ 0:25 and T ¼ 1:08 104 and
T ¼ 0:012 showing activation of a phase slip, as in Fig. 4.
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annular geometry under rotation. Moreover, as T increases,
other jumps can be identified in Fig. 3(b) due to the
successive nucleation of vortices.
This rapid decrease of the superfluid fraction as T and v
increase thus allows for a natural definition of a critical
velocity (function of the temperature) of the supersolid,
and we will now demonstrate that the vortices are nucleated
through a thermally activated process according to the
aforementioned Gibbs probability factor. Indeed, following
the classical argument given by Fisher and Langer [32], we
consider the energy of a pair of counterrotating vortices
separated by a distance R in a moving superfluid of density
%ss [33] at speed v (for physical relevance, the discussion
below comes back to physical units),
E ðRÞ ¼ Ev  v  P ¼  @
2
m
%ss logðR=a0Þ  @v%ssR;
where the length a0 corresponds to the size of the vortex
core and in superfluids is related to the healing length
a0  1=
ﬃﬃﬃﬃﬃﬃﬃ
%ss
p
. This energy is maximal for a critical distance
R ¼ @mv which corresponds clearly to an unstable configu-
ration: while the two vortices would collapse ifR< R, they
will separate for R> R, thus leading to the occurrence of
vortices within the flow. The energy barrier for vortex
nucleation follows from
E ¼ EðRÞ  Eða0Þ ¼  @
2
m
%ss

log

v0
v

 1þ

v
v0

;
(10)
introducing the typical velocity v0 ¼ @ma0 . In a thermal
activated process, the probability for vortex nucleation is
proportional to the Arrhenius factor eE=T , which gives the
link between the critical velocity vc and the temperature
%ss

log

v0
vc

 1þ

vc
v0

/ Tc: (11)
This relation is in good agreement with the numerical results
obtained above as shown inFig. 5,where thevelocity contour
plot, for%ss  0:1, is comparedwith the above formulawith
v0 ¼ 0:35 and the constant of proportionality  ¼ 0:4.
In conclusion, we have studied the superfluid fraction for
the case of dipole-blockaded condensates in the phase of
crystalline order, as a double function of the boost speed
and thermal fluctuations. It is observed that the data are
consistent with a picture of a thermal activation process of
superfluid vortices through a nucleation barrier. This result
is in contradiction with the interpretation of the experi-
mental data of [13] where the self-similar v and T depen-
dence of the superfluid fraction was understood to be proof
of a coupling between elasticity and the NCRI. We also
tried to find a self-similar relation, but there was less clear
evidence of a correlation between the critical velocity and
temperature than that provided by Eq. (11). The present
view is, in fact, compatible with the vortex fluid model
developed by Anderson [34] and also with recent experi-
ments by Kim et al. [35] in three dimensions. In this 3D
case (something not possible for dipole-blockaded con-
densates), the relation (11) must be modified, yielding
@
3
m2
%ss
1
vc
/ kBTc:
Finally, let us emphasize that the characteristic tempera-
tures where the phenomena are observed correspond to
20–30% of the energy scale of the system, which are
typically of the order of @
2
m n0 in two-space dimensions.
Thus, because of the crystalline structure, the relevant
temperatures here are much lower than for liquid
superfluid.
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FIG. 5 (color online). Contour plot of the supersolid fraction as
a function of temperature and velocity. The solid line corre-
sponds to the critical condition (11), with v0 ¼ 0:35 and the
constant of proportionality  ¼ 0:4 as fitting parameters.
FIG. 4 (color online). The phase profile (left plot) of the wave
function for T ¼ 1:08 104 (solid line) and T ¼ 0:012
(dashed line) and a contour plot (right plot) for T ¼ 0:012. A
phase slip appears around x ¼ 33:5. In all cases v ¼ 0:25.
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