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$(X_{1}, \cdots, X_{n})$ $F(_{\sigma}^{\underline{x}\mathrm{p}-})$ $n$
. , $F(x)$ $f(x)\equiv F’(x)$ $f(-x)=f(x)$ 0
, $\langle$ $\int_{-\infty}^{\infty}x^{2}dF(x)=1$ . $X_{1},$ $\cdots,$ $X_{n}$
$X_{i}$
$\mu$ $F( \frac{x-}{\sigma}\mathrm{g})$ . $\mu$ $\sigma^{2}$
, $X_{i}$ .
2.2




$W’( \Delta, \omega)\equiv\sum_{i=1}^{n}${ $\Psi(\frac{X_{i}-\mu-\Delta/\sqrt{n}}{\rho e^{\omega/\sqrt{n}}})-\Psi(^{\underline{X_{i}}}$p-\mu )}/ $\sqrt$n+d( )\Delta /\sigma
, ,
$d( \Psi)\equiv-\int_{-\infty}^{\infty}\Psi(\sigma x/\rho)f’(x)dx$ , $e( \Psi)\equiv-\int_{-\infty}^{\infty}\Psi(\sigma x/\rho)\{1+\frac{xf’(x)}{f(x)}\}f(x)dx$
.
Ll Shiraishi, T. (1996) (c.1), (c.2) , $\forall C_{1},$ $C_{2},$ $\epsilon>0$ ,




L2 $\Psi(\cdot)$ , Ll , $\forall C_{1},$ $C_{2},$ $\epsilon>0$ ,









\psi (x)\equiv max(nin(x, $b),$ $-b$) $=\{$
$-b$ $(x<-b)$
$x$ $(-b\leq x\leq b)$
$b$ $(x>b)$
, $b$ , $F(x)$ $\epsilon$
$U_{\epsilon}\equiv\{F(x)=(1-\epsilon)\Phi(x)+\epsilon H(x)$ : $\Phi(x)$ , $H(x)$
$h(x)=H’(x)$ $x$ [ $h(-x)=h(x)$ }










$\hat{\sigma}_{n}\equiv\frac{1}{\Phi^{-1}(0.75)}$ ( $|X_{1}-\mathrm{m}\mathrm{e}\mathrm{d}(X)|,$ $\cdots,$ $|X_{n}-\mathrm{m}\mathrm{e}\mathrm{d}(X)|$ ),
$\mathrm{m}\mathrm{e}\mathrm{d}(X)\equiv$ ($X_{1},$ $\cdots,$ $X_{n}$ ).
$\rho$ $\rho\equiv\frac{\sigma F^{-1}(0.75)}{\Phi^{-1}(0.75)^{-}}$ ,
$0=. \cdot\sum_{=1}^{n}\psi(\frac{X_{\dot{l}}-\hat{\mu}_{n}}{\hat{\sigma}_{n}})/\sqrt{n}\approx\sum_{\dot{l}=1}^{n}\psi(\frac{X_{\dot{l}}-\mu}{\rho})/\sqrt{n}-\sqrt{n}d(\psi)(\hat{\mu}_{n}-\mu)/\sigma$
, $A_{n}\approx B_{n}$ $A_{n}-B_{n}arrow^{\mathrm{P}}0$ .
$\sqrt{n}(\hat{\mu}_{\hslash}-\mu)\approx(\sigma/d(\psi))\sum_{i=1}^{n}\psi(\frac{X_{\dot{l}}-\mu}{\rho})/\sqrt{n}arrow^{\mathrm{L}}N(0, c(\psi, f)\sigma^{2}/d^{2}(\psi))$ (2.2)









, $\Psi=\psi^{2}$ 1J ,
$\sum_{i=1}^{n}\psi^{2}(\frac{X_{i}-\hat{\mu}_{n}}{\hat{\sigma}_{n}})/\sqrt{n}\approx\sum_{i=1}^{n}\psi^{2}(\frac{X_{\dot{\iota}}-\mu}{\rho})/\sqrt{n}-\sqrt{n}d(\psi^{2})(\hat{\mu}_{n}-\mu)/\sigma-\sqrt{n}e(\psi^{2})(\log\hat{\sigma}_{n}-\log\rho)$
,









$X_{n}$ $x_{1},$ $\cdots,$ $x_{n}$ ,
$\hat{G}_{n}(x)\equiv\frac{1}{n}\#\{x: : x:\leq x, 1\leq i\leq n\}$
, $\mathrm{x}_{:}$ $\hat{G}_{n}(x)$ . $\hat{G}_{n}(x)$ $n$ $B$
, $X^{*}(b)\equiv(X_{1}^{*}(b), \cdots, X_{n}^{*}(b))(b=1, \cdots, B)$ . $X_{1}^{*}(b),$ $\cdots,$ $X_{n}^{*}(b)$
. $b=1,$ $\cdots,$ $B$ $X^{*}(b)$ $\mathrm{M}$ $\dot{\mu}_{n}^{*}(b)$
(5.12) $\dot{SD}_{n}^{*}(b)$ , $M(b)\equiv.\infty\dot{\mu}^{\mathrm{r}}b-\dot{\mu}_{n}$ . $\{M(b) : b=1, \cdots, B\}$
$SD_{\mathfrak{n}}(b)$




$100\alpha$ : 1 $\alpha$ $( \frac{1}{n+1}\leq\alpha\leq\frac{n}{n+1})$ ,
$x_{1},$ $x_{2},$ $\cdots,$ $x_{n}$
$x_{(1)}\leq x_{(2)}\leq\cdots\leq x(n)$ .
, $x(1)$ $x(n)$ $x_{1},$ $x_{2},$ $\cdots,x_{n}$ .
$z_{\alpha}=(1-c)x_{(j)}+cx_{(j+1)}$
, $j=[(n+1)\alpha],$ $c=(n+1)\alpha-[(n+1)\alpha],$ $[y]$ $y$ 4 .
, $j$ $(n+1)\alpha$ , $c$ $(n+1)\alpha$ .
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$(X_{1}, \cdots, X_{n_{1}})$ $F(_{\sigma}^{\underline{x-}\mu_{\underline{1}}})$
$n_{1}$ ,
$(\mathrm{Y}_{1}, \cdots, \mathrm{Y}_{n_{2}})$ $F(_{\sigma}^{\underline{x-}\Delta 2})$
$n_{1}$
. , $X_{1},$ $\cdots,$ $X_{n_{1}},$ $\mathrm{Y}_{1},$ $\cdots,$ $\mathrm{Y}_{n_{2}}$ , $X_{i}$ $F(_{\sigma}^{\underline{x-}\mu\underline{1}})$
, $\mathrm{Y}_{j}$ $F(\begin{array}{l}\underline{x-}\mathrm{A}2\sigma\end{array})$ . ,
$\int_{-\infty}^{\infty}xdF(x)=0,$ $\int_{-\infty}^{\infty}x^{2}dF(x)=1$ . ,
$E(X_{\dot{l}})=\mu_{1}$ , $E(\mathrm{Y}_{j})=\mu_{2}$ , $V(X_{i})=V(\mathrm{Y}_{j})=\sigma^{2}$














$W( \Delta_{1}, \Delta_{2}, \omega)\equiv W_{1}(\Delta_{1}+\Delta_{2}, \omega)-W_{2}(\Delta_{1}-\frac{n_{1}}{n_{2}}\Delta_{2}, \omega)$
, ,




2.1 S $\dot{\mathrm{r}}\mathrm{s}$ , T. (1996) (c.1), (c.2) , $\forall C_{1},$ $C_{2},$ $C_{3},$ $\epsilon>0$
,





22 , $\forall C_{1},$ $C_{2},$ $C_{3},$ $\epsilon>0$ ,





, $Z_{1},$ $\cdots,$ $Z_{n}$
$Z_{i}=\{$




, $\dot{\sigma}_{n}\equiv\frac{\sqrt{\pi}}{\sqrt{2}\cdot n}\sum_{\dot{l}=1}^{n}|Z_{\dot{\iota}}|$ ,
$T_{M}$ ( $\equiv\frac{1}{n_{1}}\sum_{\dot{\iota}=1}^{n_{1}}\psi(.\frac{X.-\tilde{\mu}-\theta}{\dot{\sigma}_{n}})-\frac{1}{n_{2}}\sum_{j=1}^{n_{2}}\psi(\frac{\mathrm{Y}_{j}-\tilde{\mu}+(\begin{array}{l}-n[perp]n_{2}\end{array})\cdot\theta}{\dot{\sigma}_{n}})$
. $T_{M}(\theta)=0$ $\dot{\theta}_{n}$ & , $\dot{\delta}_{n}=(1+\lrcorner nn_{2})\cdot\dot{\theta}_{n}$ $\delta\equiv\mu_{1}-\mu_{2}$ .









$N(0, d(\psi, f)\sigma^{2}/\{\lambda(1-\lambda)d^{2}(\psi)\})$ (3.2)
, $d( \psi, f)\equiv\int_{-\infty}^{\infty}\{\psi(\sigma x/\rho)-\overline{\psi}\}^{2}f$ (x) .
3.3
$\ovalbox{\tt\small REJECT}_{n}\equiv\sqrt{n}\{T_{M}(\dot{\theta}_{n}-\Delta/\backslash \cap n-T_{M}(\dot{\theta}_{n}+\Delta/\mathrm{v}^{\Gamma}n)\}/\{2(1+\frac{n_{1}}{n_{2}})\Delta\}$
, 22 , (1.3)
$\dot{\eta}_{n}arrow d(\psi)/\sigma \mathrm{P}$ (3.3)
,
$\dot{c}_{n}(\psi, f)\equiv\frac{1}{n}[\sum_{\dot{\iota}=1}^{n_{1}}\{\psi(\frac{X_{\dot{l}}-\overline{X}}{\dot{\sigma}_{n}})-\overline{\psi}(X, \mathrm{Y})\}^{2}+\sum_{j=1}^{n_{2}}\{\psi(\frac{\mathrm{Y}_{j}-\overline{\mathrm{Y}}}{\dot{\sigma}_{n}})-\overline{\psi}(X, \mathrm{Y})\}^{2}]$
$\overline{\psi}(X, \mathrm{Y})\equiv\frac{1}{n}\{.\sum_{1=1}^{n_{1}}\psi(\frac{X_{i}-\overline{X}}{\dot{\sigma}_{n}})+\sum_{j=1}^{n_{2}}\psi(\frac{\mathrm{Y}_{j}-\overline{\mathrm{Y}}}{\dot{\sigma}_{n}})\}$
, (L4) ,






$1-\alpha$ . $\square$ )
3.4
$X_{1},$ $\cdots,X_{n_{1}}$ $x_{1},$ $\cdots,$ $x_{n_{1}}$ $\mathrm{Y}_{1},$ $\cdots,$ $\mathrm{Y}_{n_{2}}$ ... , $y_{n_{2}}$ ,
$\hat{G}_{1n}(x)\equiv\frac{1}{n_{1}}\#\{x: : x:\leq x, 1\leq i\leq n_{1}\}=\frac{1}{n_{1}}${ $x$ x: },
120
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$\hat{G}_{2n_{2}}(x)\equiv\frac{1}{n_{2}}\#\{yj:yj\leq x, 1\leq j\leq n_{2}\}=\frac{1}{n_{2}}${ $x$ $y_{j}$ }
, $X_{i}$ $\mathrm{Y}j$ 2 .
$\hat{G}_{1n_{1}}(x)$ $n_{1}$ $B$ , $X^{*}(b)\equiv(X_{1}^{*}(b), \cdots, X_{n_{1}}^{*}(b))$
$(b=1, \cdots, B)$ . $X_{1}^{*}(b),$ $\cdots,$ $X_{n_{1}}^{*}(b)$ . ,
$P(X_{\dot{l}}^{*}(b)=x_{1})=P(X_{i}^{*}(b)=x_{2})= \cdots=P(X_{\dot{l}}^{*}(b)=x_{n_{1}})=\frac{1}{n_{1}}$. [ $\hat{G}_{2n_{2}}(x)$ [
$n_{2}$ $B$ , $\mathrm{Y}^{*}(b)\equiv(\mathrm{Y}_{1}^{*}(b), \cdots, \mathrm{Y}_{n_{2}}^{*}(b))(b=1, \cdots, B)$
. $b=1,$ $\cdots,$ $B$ $Z^{*}(b)$ $\mathrm{M}$ $\dot{\delta}_{n}^{*}(b)$ (6.6) $\dot{SD}_{n}^{*}(b)$
, $M(b)\equiv \mathrm{m}^{\delta^{*}b-\delta_{n}}$ . $\{M(b) : b=1, \cdots, B\}$ 100 $\cdot(\frac{\alpha}{2})$
$\dot{SD}_{n}(b)$
100 $\cdot(1-\frac{\alpha}{2})$ $W_{\alpha/2},$ $W_{1-\alpha/2}$ ,
$(\dot{\delta}_{n}+\dot{SD}_{n}W_{\alpha/2},\dot{\delta}_{n}+\dot{SD}_{n}W_{1-a/2})$
$\mathrm{M}$ $1-\alpha$ .
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