Despite decades of attempts to create a model for predicting gaze locations by using saliency maps, a highly accurate gaze prediction model for general conditions has yet to be devised. In this study, we propose a gaze prediction method based on head direction that can improve the accuracy of any model. We used a probability distribution of eye position based on head direction (static eye-head coordination) and added this information to a model of saliency-based visual attention. Using empirical data on eye and head directions while observers were viewing natural scenes, we estimated a probability distribution of eye position. We then combined the relationship between eye position and head direction with visual saliency to predict gaze locations. The model showed that information on head direction improved the prediction accuracy. Further, there was no difference in the gaze prediction accuracy between the two models using information on head direction with and without eye-head coordination. Therefore, information on head direction is useful for predicting gaze location when it is available. Furthermore, this gaze prediction model can be applied relatively easily to many daily situations such as during walking.
Introduction
Humans cannot simultaneously process the vast amount of visual information they receive in daily life, so they must select which incoming visual information to process in detail. This selection process typically consists of saccadic gaze shifts that fixate on different regions of a visual scene projected onto the fovea. To predict gaze location, especially gaze with attention focused at a location, a number of models using saliency maps, which topographically represent the visual saliency of a given scene, have been proposed (Itti, Koch, & Niebur, 1998) . Saliency maps are based on the bottom-up architecture of visual attention proposed by Koch and Ullman (1985) , which involve the hypothesis that the most salient locations in a visual scene tend to attract attention. Visual saliency is calculated by integrating visual features of a scene, such as color, luminance, and orientation, often with consideration variety of visual functions, like retinal inhomogeneity (Kubota et al., 2012 ) and the canceling out of self-motion (Hiratani, Nakashima, Matsumiya, Kuriki, & Shioiri, 2013) . However, the accuracy of gaze prediction using visual saliency alone is limited because it is based on bottom-up factors such as visual features, and does not account for the influence of top-down factors such as the intention of the observer (e.g., Henderson, Brockmole, Castelhano, & Mack, 2007; Peters & Itti, 2007; Torralba, Oliva, Castelhano, & Henderson, 2006 ; see also Kimura, Yonetani, & Hirayama, 2013) .
Models that account for top-down factors provide better gaze prediction. One representative method employs a machine learning technique to identify additional information for possible locations of gaze location from empirical data (e.g., Ehinger, HidalgoSotelo, Torralba, & Oliva, 2009; Torralba et al., 2006) . Models utilizing learning techniques are effective when the task and scenes are known, making learning possible beforehand, for example, when searching for people in outdoor scenes.
In this study, to improve the accuracy of gaze (and attention) prediction, we propose a method utilizing the natural human behavior of head direction. Eye and head movements are typically coordinated, as observed during simple gaze shifts to targets present in the periphery (e.g., Cecala & Freedman, 2008; Freedman, 2008; Freedman & Sparks, 2000; Fuller, 1992; Oommen, Smith, & Stahl, 2004; Stahl, 1999; Thumser, Oommen, Kofman, & Stahl, 2008; Zangemeister, Jones, & Stark, 1981) . In these studies, eyehead coordination was as follows when gaze shifts were sufficiently large. When an observer shifted gaze to the left (right), the head moved to the left (right) and eye movement was to the left (right) relative to the head (Stahl, 1999) . This indicates that head direction biases eye position. Additionally, we previously found that complex tasks such as visual search tasks involve coordinated movements of the eyes and head (Fang, Nakashima, Matsumiya, Kuriki, & Shioiri, 2015) ; therefore, we expected that head direction would be useful for predicting gaze location during general viewing conditions. This expectation was also based on a report that visual processing is modulated by head direction (Nakashima & Shioiri, 2014 , 2015 , which suggests that a specific eye-head relationship can influence visual processing. In the method proposed in this study, we weight saliencies, which attract attention, in the map according to a probability distribution of eye position that is estimated based on head direction. Head direction is not estimated in this method and thus needs to be measured using a device such as a monitoring camera.
Experiment
We conducted an experiment to investigate the relationship between head direction and eye position during the viewing of large images of natural scenes to formulate eye-head coordination for gaze prediction. This is in contrast to previous studies on eyehead coordination, most of which analyzed single-step gaze shifts (e.g., Cecala & Freedman, 2008; Freedman, 2008; Freedman & Sparks, 2000; Fuller, 1992; Oommen et al., 2004; Stahl, 1999; Thumser et al., 2008; Zangemeister et al., 1981) , which are inappropriate for predicting the large and continuous gaze shifts that occur in everyday life. We investigated both horizontal and vertical components of eye and head movements so that our results could be applied in two dimensions. Although some studies regarding vertical eye-head movement coordination have been conducted (Freedman, 2005; Goossens & Van Opstal, 1997; Tweed, Glenn, & Vilis, 1995) , no systematic comparisons in relation to continuous gaze shifts have been made; therefore, no adequate data were available for the purposes of this study.
Method

Observers
This experiment was conducted during an outreach activity at the National Museum of Emerging Science and Innovation in Tokyo, Japan. Study participants comprised 228 museum visitors (92 females; mean ± SD age: 21.2 ± 15.2 years). All the participants had normal or corrected-to-normal vision. This experiment was approved by the institutional review board of Tohoku University, and written informed consent was obtained from all observers. This experiment was conducted in accordance with the Declaration of Helsinki in the treatment of the observers.
Apparatus
Visual stimuli were generated with a computer using the Psychophysics Toolbox for MATLAB (Brainard, 1997; Kleiner, Brainard, & Pelli, 2007; Pelli, 1997) , and displayed on a 100-inch screen using a short throw projector (NP-U310WJD; NEC, Japan). FASTRAK (60 Hz; Polhemus, USA), an electromagnetic motion tracking system, was used to track the direction (azimuth, elevation) of one small sensor, which was secured to the head of the observer to record head direction. Eye movements and positions were recorded at a sampling frequency of 60 Hz by an eye tracker (EMR-9, NAC, Japan) equipped with two cameras for recording the positions of the eyes and a scene camera with a 62°field-of-view. A computer controlled the experimental sessions, including temporal synchronization among display presentations, as well as head direction and eye position measurements.
Stimuli
A total of 30 natural scenes (6 indoor and 24 outdoor) containing numerous objects (see Fig. 1a and b) were prepared as stimuli and projected onto a large screen. The size of each image was designed to be 57°Â 44°from a viewing distance of 125 cm. The images were numbered from 1 to 30 in advance, and divided into 10 stimuli sets, each of which included 3 images (Set 1: images 1-3, Set 2: images 4-6, Set 3: images 7-9, etc.).
Procedure
The experiment was performed in an illuminated area, but without direct illumination on the screen. An observer sat on a chair in front of the screen (Fig. 1c) . The viewing distance was set at 125 cm when the observer oriented their head straight toward the screen. It should be noted that the viewing distance varied to some extent throughout the session as the observer moved their head to look at different regions of the screen. The sensor and eye tracker were fitted on the observer, and calibration was performed before the experiment.
The observer was instructed to view each image displayed on the screen for 5 s and to memorize it for a later task. After memorizing one image, the observer took part in a change blindness experiment (cf. Nakashima & Yokosawa, 2012; Rensink, O'Regan, & Clark, 1997) . One part of the image was changed to make the second image, and the observer was then asked to detect the difference between the original and changed images while the two were alternatively presented for 250 ms, followed by blank gray screen for 250 ms. Each observer viewed a set of three images selected from the 30 images in advance (i.e., one of the stimuli sets), and eye position and head direction were recorded during the 5 s for memorizing each image. We did not design the experiment to analyze data during the change blindness experiment because we found from a pilot observation of eye tracking data that the accuracy was low. Observers were often excited and made head movements and facial expressions that caused eye movement recordings to be unstable.
Results and discussion
We obtained eye position relative to head direction, and head direction relative to the space (i.e., body direction). To ascertain directional differences, we analyzed the horizontal and vertical components of the eye position and head direction data separately. Fig. 2 shows the horizontal and vertical distributions of head direction. The head was oriented within ±12°in the horizontal and vertical directions in most cases (plus means ''right" in the horizontal data and ''up" in the vertical data). Furthermore, about the half of the head direction was concentrated around the center (within ±3°), 43.1% in the horizontal dimension, and 56.8% in the vertical dimension, perhaps due to the tendency of the observers to maintain a natural posture without much tension during the task.
We analyzed eye position relative to head direction, which was the output of the eye tracker. The results showed that more than 95% of eye fixations were recorded when the head direction was within ±12°; therefore, we analyzed the relationship between eye position and head direction within this range. For the initial proposal regarding the use of head direction for estimating gaze positions with an attention model, the purpose of this experiment was to investigate the relationship between the distributions of head direction and eye position when both the eyes and head were stationary (i.e., static eye-head coordination). The head was considered stationary when the velocity was less than 3°/s. Next, to determine the onset and end of saccades for defining the fixation position (eye position), we calculated the velocity and acceleration of gaze movements. Saccade onset was defined as the time when both gaze velocity and acceleration exceeded a velocity threshold of 75°/s and an acceleration threshold of 200°/s 2 . Saccade end was defined as the time when both the velocity and acceleration fell below their respective thresholds (see Fang, Nakashima, et al., 2015) . Fixation positions were defined by averaging over the fixation period, that is, between the end of a saccade and the onset of the next saccade. Fig. 3 shows the eye position distribution for both horizontal (Fig. 3a) and vertical ( Fig. 3b) head directions. The distribution was from the pooled data of all observers. The vertical axis indicates the percentage of a certain eye position, with head direction shown at the top of the panel. In the horizontal direction, changes in the distribution peak for different head directions are seen across the panels. When the head was oriented to the left or right, the peak frequency of eye position distribution also tended to shift to the left or right relative to the head, respectively, and when the head was centered, the peak frequency of the eye position distribution was centered at the head. These results are consistent with those from a previous study in which the head induced gaze bias (Fang, Nakashima, et al., 2015) . In contrast, in the present study, there was little or no shift of the distribution peak in the vertical direction. The peak frequency of the eye position distribution was centered at the head, independent of head direction. That is, the vertical head direction did not bias the eye position distribution.
To approximate the distribution and define the peak, we fitted a Gaussian function to each set of eye position data using the least squares method. The black curve in each panel in Fig. 3a and b indicate the fitted function. Fig. 3c and d shows the estimated peak for each head direction. A clear correlation was seen between horizontal head direction and the peak of the horizontal eye position distribution. The peak shifted with a slope of about 0.2 (peak eye position relative to the head direction). In contrast, vertical head direction did not appear to affect the peak of the vertical eye position distribution. The peak eye position was approximately constant at around 0°(i.e., approximately the same as the head direction). One reason why head direction affects the distribution of eye position in only the horizontal direction is that it is easier to move the eyes horizontally than vertically. Indeed, the variance of horizontal eye position distribution was larger than that of vertical eye position distribution (mean variance of the eye position distribution in Fig. 3a and b: 14.87 in horizontal distribution vs. 9.43 in vertical distribution; t(12) = 9.09, p < .001).
Gaze prediction
Here we propose a model for gaze (and attention) prediction combining a saliency map and the eye-head coordination data obtained in the experiment described above. We also evaluated the prediction accuracy of the model using the gaze data obtained in the experiment. Before the evaluation of the gaze prediction model, we divided the data of the eye and head directions into two groups based on the images they viewed. The data of 114 observers viewing three images from images number 1-15 (i.e., Set 1-Set 5) were assigned to Group 1, and the data of remaining 114 observers viewing three images from the images numbered 16-30 (i.e., Set 6-Set 10) were assigned to Group 2.
Model of attention
Saliency map
In studies on bottom-up attention, Koch and Ullman (1985) proposed that different visual features contribute to attentive selection of a stimulus (e.g., color, orientation, movement). Several models of visual attention using maps of visual saliency have been proposed (Itti & Koch, 2001; Itti et al., 1998; Parkhurst, Law, & Niebur, 2002 ; for a review, see Frintrop, 2011) . Our proposed method uses a saliency map and modulates the map with head direction.
A brief overview of calculation of the saliency map is as follows. Visual input is decomposed into a set of topographic feature maps, such as those for color and orientation. The feature maps represent the spatial distribution of saliency of the individual features. The information from the individual feature maps is integrated into one global measure of visual conspicuity after normalization. This integrated map is the saliency map. The attention model using a saliency map hypothesizes that the salient area attracts the most attention and, thus, fixation. We followed Itti et al. (1998) to calculate the saliency map used in this study.
Eye position distribution map based on head direction
To modulate the map with head direction based on the results of the present experiment, we created an eye position distribution model of the two-dimensional Gaussian function, using both horizontal and vertical head direction profiles (eye-head coordination map). The center and variance of the Gaussian distribution was determined based on the eye-head coordination data obtained in the experiment. To simplify the model, the horizontal and vertical profiles were calculated separately. Using head direction, the peak distribution of eye position in relation to head direction was determined based on the linear relationship. We calculated the two eyehead coordination equations with the pooled data of Group 1 and Group 2 separately. The eye-head coordination equations were somewhat different from each other-horizontal: Fig. 3a and b) , and calculated with individual groups: Group 1: horizontal 15.00, vertical 8.90; Group 2: horizontal 14.74, vertical 9.72. The head direction bias map was calculated to cover the stimulus image (i.e., 57°Â 44°). One of the two equations was chosen based on an observer's group so as to create the eye-head coordination map (see Section 3.1.3).
In addition to the proposed method using eye-head coordination, we used a simpler method in which head direction was used as the distribution peak without consideration of eye-head coordination (head direction map). This was to examine the degree to which the gaze prediction method could be simplified. Although eye-head coordination is clear in regard to the horizontal direction, the quantitative effect of eye-head coordination may depend on various conditions. If head direction, rather than eye-head coordination, is shown to be sufficient for the present purpose, a simpler model with weighting on the head orientation can be used without estimating eye-head coordination.
We also considered image center bias. Figs. 2 and 3a and b show that the head frequently directed to the center of an image and adding the image center bias on a gaze prediction model could improve the model prediction accuracy as indicated previously (cf. Tseng, Carmi, Cameron, Munoz, & Itti, 2009) . In an additional model, we used Gaussian weights at the image center, independent of the head direction (image-center bias map).
Combination of the saliency map and head direction data
Finally, we created a gaze prediction map by combining the saliency map with the head direction data through simple multiplication (Fig. 4) . That is, saliency was weighted by the probability of eye position for each location in the image. Model calculation was made for each gaze fixation of participants, and the head direction averaged over the period of the gaze fixation was used to make predictions of the gaze location during the fixation period.
For the gaze prediction of Group 1, we used the eye-head coordination function obtained from Group 2 or vice versa (i.e., cross validation). In other words, the eye-head coordination map was created based on the data of the opposite group of observers, who viewed different images. This manipulation minimized the possible effect of head direction distribution specific to each image.
Evaluation of the proposed method
To evaluate the accuracy of gaze prediction, we used a conventional procedure. First, we judged whether each gaze fixation was within or without regions with saliency score higher than a given (Itti et al., 1998 ) is first created. Independently, (c) a head direction bias map (Gaussian distribution) is created based on the results of our experiment. In this case, the center of the Gaussian distribution is the peak position of eye position distribution calculated by the correlation equation obtained in the experiment. Finally, (d) the proposed gaze prediction map is created by combining the saliency map with the head direction data through simple multiplication.
threshold value in each model. Then, we counted the number of gaze fixations within the regions. More gaze fixations within a high-score region indicated more accurate gaze prediction. To obtain general characteristics of the model prediction, we drew receiver operating characteristics (ROC) curves of each model. For the purpose, we calculated the area in the model with variable threshold scores, and counted the number of fixations within regions determined with each threshold score. The threshold score in the ratio against the full range of saliency within each image was changed from 10% to 90% by 10% increments. Then, we calculated the ratio of the gaze fixations within each region against the all fixations (i.e., hit rate). We obtained the area under the curve (AUC) for the ROC curve to compare accuracy levels for different models. Larger AUC indicates a better prediction because AUC increases with more gaze fixations within higher saliency scores. AUC of 0.5 indicates random prediction because the ROC of a random selection model shows a straight line with a slope of one. We calculated AUC for each image, and averaged AUCs to provide an index of prediction accuracy.
Results
Fig . 5 shows the ROC curves of gaze prediction models (Fig. 5a ) and the index of the gaze prediction accuracy (AUC) averaged over all 30 images (Fig. 5b) for the four models. The indexes of all four methods were significantly higher than 0.5 (ts > 5.29, ps < .001). All four methods were more or less effective for gaze prediction. More importantly, an analysis of variance revealed that all of the proposed methods were better than the original saliency model for predicting gaze locations, (F(3, 87) = 442.22, p < .001). The results clearly show that information regarding head direction is useful for gaze prediction, and that the contribution of head direction could be greater than that of image saliency for gaze prediction.
Post hoc analysis revealed that although the gaze prediction index of model with image-center bias was higher than that of the saliency map model (p < .001), this did not reach the level of those models with head direction information (ps < .001). Furthermore, there was no significant difference in the gaze prediction index between the two methods that used head direction information (p = .93). This indicates that the gaze bias from the head center due to head direction has little effect on gaze prediction accuracy. This is not surprising because the variance of the Gaussian function is much larger than the peak shift in relation to head direction. The variance, or the range of the distribution, is perhaps more important than the center of the distribution.
Discussion
The importance of head direction for estimating gaze locations is consistent with the central gaze bias (Bindemann, 2010; Tatler, 2007; Tatler, Baddeley, & Gilchrist, 2005) . Although there is a strong tendency to gaze at the central region of a visual stimulus, this central bias can be considered to be a result of the head bias (Fang, Nakashima, et al., 2015) , at least partially, because observers usually oriented the head toward the center of the display in previous studies. Central bias to the display has been reported with success in a model of attention to predict gaze location (Tseng et al., 2009) . The estimation of the prediction accuracy showed that the model with head direction (and eye-head coordination) was better than the model with image-center bias. This indicates that head direction plays an important role for gaze estimation, even though there is improvement effect on gaze prediction by the image center bias.
In the model evaluation in this study, we computed the weights from head direction during each gaze fixation of each observer while viewing an image. This is because we are interested in gaze prediction with head direction, which may be obtained from a monitoring camera in real time. Another evaluation method is possible; for example, it is important to use a map of head direction distribution instead of real time head direction. Further research is necessary to evaluate the gaze prediction model with head direction in more depth.
General discussion
Our results are summarized as follows. First, we elucidated the relationship between eye position and head direction (i.e., static eye-head coordination) during viewing of natural scenes (cf. Fang, Nakashima, et al., 2015) . Horizontal fixation was biased by horizontal head direction, whereas vertical fixation was not. Second, we demonstrated that eye-head coordination can be used to accurately predict gaze location even with the data of the eyehead coordination of different observers viewing different images. Although our proposed model was to some degree independent of the types of image and individual differences in eye-head coordination, gaze prediction accuracy was improved by combining eye-head coordination with a saliency map. In addition, this suggests that the well-known central bias in gaze location (Bindemann, 2010; Tatler, 2007; Tatler et al., 2005) can be explained, at least in part, by head direction bias.
A key feature of the proposed gaze prediction method is that it combines head direction information with a saliency map. Fortunately, head direction can be obtained from distant locations by various techniques, such as gait analysis (Nakazawa, Mitsugami, Yamazoe, & Yagi, 2014) , or through monitoring or recording relatively low-quality moving images with security cameras (e.g., Chamveha et al., 2013) . A model with a saliency map can be easily improved by using eye-head coordination information obtained from appropriate body images, such as those from a security camera.
It might not be applicable to use results based on the data obtained from a group of observers for predicting gaze of others, given that individual differences in eye-head coordination are not small (e.g., Dunham, 1997; Fang, Nakashima, et al., 2015; Stahl, 1999) . However, our finding of similar gaze prediction accuracy between models with and without eye position bias due to head direction suggests that understanding the relationship between eye position and head direction does not lead to improved gaze prediction compared with the use of eye position distribution centered at the head, unless the variance of the distribution becomes much smaller than those obtained in the present study. Although this appears to represent a disadvantage of gaze prediction, it is not so. The indication that eye position bias does not improve gaze prediction accuracy means that elucidating the relationship between eye position and head direction in a specific situation is not necessary for gaze prediction. As complex data calculation is not necessary, this gaze prediction model can be easily applied to any situation.
Our proposed method was evaluated under only certain conditions in this study; therefore, some important issues need to be addressed before the method can be extended to more general conditions (cf. Dorr, Martinetz, Gegenfurtner, & Barth, 2010; Smith & Mital, 2013) . First, it is important to evaluate the method in relation to dynamic scenes. In our visual environment, both object and self-motion signals are common in terms of retinal stimulation. In addition, many studies have suggested that visual motion information attracts visual attention (Abrams & Christ, 2003; Franconeri & Simons, 2003) , and motion signals should be the stronger predictor of gaze position in gaze prediction models (Carmi & Itti, 2006; Hiratani et al., 2013; Itti, 2005; Mital, Smith, Hill, & Henderson, 2011) . We recently investigated eye-head coordination during the viewing of movie sequences (Fang, Emoto, et al., 2015) , and we plan to use those results to evaluate our method for gaze prediction on moving images. Based on our results that the contribution of image saliency was relatively small for gaze prediction and that strict eye-head coordination information was not necessary for gaze prediction, we believe that our proposed model can be applied successfully to gaze prediction while viewing a movie.
Second, it is important to consider the context effect, or topdown influences, on gaze shifts and gaze distribution. In the present experiment, free viewing of natural scenes with a memorization task was conducted. This represents only one of the many tasks people perform in daily life, and gaze distribution may be different among different tasks (Castelhano, Mack, & Henderson, 2009; Smith & Mital, 2013; Yarbus, 1967 ; but see Greene, Liu, & Wolfe, 2012) . Although results from other studies regarding eyehead coordination during visual search tasks (Fang, Nakashima, et al., 2015) and while watching a movie (Fang, Emoto, et al., 2015) were similar to those from viewing a static scene image in this study, further studies of eye-head coordination with a larger variety of tasks are necessary to generalize the validity of our method.
In summary, we proposed a method for gaze prediction that combines information on head direction with a saliency map. Although the concept of this method is simple, it is one of the easiest methods for improving gaze prediction accuracy in any visual attention model, as long as information on head direction is available. In the future, images from security cameras combined with saliency map calculation could be used to predict gaze in many locations such as shopping centers, tourist spots, and museums.
