We develop a new method for building a hierarchical tree from binary sequence data. It is based on an ancestral mixture model. The sieve parameter in the model plays the role of time in the evolutionary tree of the sequences. By varying the sieve parameter, one can create a hierarchical tree that estimates the population structure at each fixed backward point in time. Application to the clustering of the mitochondrial  sequences of Griffiths & Tavaré (1994) shows that the approach performs well. Theoretical and computational properties of the ancestral mixture model are further developed.
I
Mixture models are often used for clustering data (McLachlan & Basford, 1988) . We extend the methodology with particular focus on binary sequence data with long sequences. We introduce the mixture tree, a hierarchical tree that induces a sieve parameter that measures, in a sense, evolutionary time. We will use an illustrative dataset involving single nucleotide polymorphisms, which are single base pair positions in genomic  at which different sequence alternatives exist in normal individuals (Ott, 1999) . Typically only two alternatives exist at any one position, either A and G at a purine site or T and C at a pyrimidine site, so that the data can be thought of as binary. A map of 1·42 million single nucleotide polymorphisms over the human genome is described by the international single nucleotide polymorphisms map working group (Sachidanandam et al., 2001) . It is believed that a map of these high density polymorphisms could help in identifying disease genes.
We first introduce the ancestral mixture model, which is a discrete-data analogue of the multivariate normal mixture model. We then introduced a new methodology for building a hierarchical tree of clusters by mixture analysis, giving relationships between sequences that can be visually identified. After the clusters are identified, any individual can be assigned to a cluster in a probabilistic way.
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The ancestral mixture model was used earlier in cluster analysis by Govaert (1990) , Celeux & Govaert (1991) and Govaert & Nadif (1996) , who called it a Bernoulli mixture. We call it the ancestral mixture model because of the natural derivation of the model from a phylogenetic process. Our derivation can be used to generate a wide variety of generalisations in other kinds of sequence data with an evolutionary structure.
The data we used for our investigation, which come from Griffiths & Tavaré (1994) , are a subset of the mitochondrial  sequences which first appeared in Ward et al. (1991) . For studying the mitochondrial diversity within the Nuu-Chuah-Nulth, an Amerindian tribe from Vancouver Island, Ward et al. (1991) sequenced 360 nucleotide segments of the mitochondrial control region for 63 individuals from the Nuu-ChuahNulth. Griffiths & Tavaré's subsample consisted of 55 of the 63 distinct sequences and 18 segregating sites including 13 pyrimidines (C, T ) and 5 purines (A, G). For comparison's sake we used the same dataset; however, our model does allow multiple changes at a site. The data are shown in Table 1 , in which each lineage represents a distinct sequence. The frequency of a lineage represents the total number of individuals who have the same sequence. Table 1 . Mitochandrial data from GriYths & T avaré (1994) Position Position 1 1 2 2 3 1 1 1 1 1 2 2 2 2 3 3 0 9 5 9 4 8 9 2 4 6 6 9 3 6 7 7 1 3 6 0 1 6 4 8 1 4 9 2 6 4 3 7 1 5 9 9 Site Site Lineage Lineage 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 frequencies a
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Suppose X 1 , X 2 , . . . , X n are binary sequences of length L with (0, 1) coding. The goal of this paper is to cluster these binary sequences in a probabilistic way. The sampled binary sequences are denoted by X, ancestor sequences are denoted by m, and the mutation rate is denoted by p. We will call each location in the sequence a site, or a locus, and each cluster a component.
T    
2·1. Unicomponent model In the unicomponent model, we assume there is one component for the data. The simplest model, with one ancestor, a fixed mutation rate and one observation, will be introduced first. Mixture trees
We consider a single binary sequence X of length L , with sample space {0, 1}L. In the single-ancestor model, we assume there is a single ancestral sequence m 1 =(m 11 , m 12 , . . . , m 1L ) which is an unknown parameter. Here m 1 itself is a binary sequence from {0, 1}L. The observations (X 1 , X 2 , . . . , X L ) are then modelled as independent Bernoulli trials with pr(X s Nm 1s )=p and pr(X s =m 1s )=1−p, for s=1, 2, . . . , L . If X s Nm 1s , we say a mutation occurred at site s, and otherwise not. Here p, called the mutation probability, is constrained to be less than 0·5 as required for the identifiability of m; see § 3.
Another way to develop this model is to create a binary sequence e, where 0's represent no change and 1's represent change and where the e s are independent with pr(e s =1)=p. Then we can create the model by adding e to m 1 , using mod 2 arithmetic, so that
that is, we can think of the X's as 'ancestral type plus error' in module arithmetic. In this form we can see the close relationship to the additive normal model X=m 1 +e, where e~N(0, S ) implies X~N(m 1 , S ). This model can also be thought of as arising from a process by which the ancestral sequence m evolves in one generation to X, where each site has a probability p of mutation from the ancestral sequence type m 1i
to the other type (1−m 1i ). That is to say, we move along the ancestral sequence and make independent decisions at each site about mutating the ancestor sequence; because p<0·5, the probability of mutating the sequence at a site is less than that of leaving it unchanged. As we will show later, the model is closed under multiple generations of this kind of mutation. Next, we will introduce the mutation kernel.
First, we can write the single ancestor model in a suggestive manner by using the following relationship. For variables a and b that are either 0 or 1, 
Since the observations X=(X 1 , . . . , X L ) are independent Bernoulli trials, using the device of equation (1), we can write the density for X as
where
)2 is the number of disagreements between the elements of x and the element of m 1 . We will call k(x|m 1 , p) the mutation kernel. When we use the mutation kernel with m 1 as an unknown parameter, we will call it the single ancestor model, with m 1 as the ancestral sequence. This model could arise in a number of ways. In one version, we think of X as a mutation of m. We can also think of X as m measured with error, or even as some combination of measurement and mutational error.
There exists a simple mathematical relationship between the mutation kernel and the normal density. Let y=log{(1−p)/p}. Since p<1 2 , the range of y is (0, 2). Equation (2) can be rewritten as
The single ancestor model looks mathematically like the independent normal density with means m 1j and variance 1 2 y−1, and the number of modes of the density is, up to discretisation, equal to the number of modes of the equivalent normal mixture.
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2·2. Mixtures of mutation kernels
Consider a random variable q with distribution Q, where Q is a discrete distribution with K points of support m 1 , m 2 , . . . , m K and pr(q=m k )=p k . Here p k Á0 and W K k=1 p k =1. We then suppose the random variable X is generated by first generating q=m k from Q, and then generating X=x from k(x|m k , p). We assume that q is unobserved; such an X will be said to have an ancestral mixture model: X~A(Q, p). The notation A(m, p) will mean that Q is degenerate at m. We can write the density of X as
to be called a 'Q-mixture of mutation kernels'. When Q is discrete,
If K is fixed, we will call this the K-component ancestral mixture model; Govaert & Nadif (1996) called it [e] . We will instead allow Q to be arbitrary, with K unknown, and we call it the nonparametric ancestral model. In the ancestral mixture model, we can create an observation X by drawing q from Q, and then adding an error e, using mod 2 arithmetic: X=(q+e) (mod 2). The model is a conditional independence model in that, given ancestor q=m, the variables X is (s=1, . . . , L ) are independent.
2·3. T he sieve parameter
A mixture model grows richer as K increases, so it is a natural sieve parameter. Instead, we will allow Q to have an arbitrary number of components, and use the parameter p as a sieve parameter.
The following closure property of the normal mixture model, described in Lindsay (1995), can be used to motivate the nested structure of the ancestral mixture model. P 1. L et N(Q, s2) be the normal mixture model with mixing distribution Q. Any mixture N(Q, s2) can also be represented as a normal mixture by N(Q*, s2−s2 1 ), where s2 1 <s2 and Q* is the convolution of Q and N(0, s2 1 ).
As a consequence, the class of normal mixtures, with nonparametric Q, becomes richer as s230, so that s2 is a 'sieve parameter' (Lindsay, 1995) . Note that this sieve parameter cannot be estimated by maximum likelihood or other standard methods, as s2=0 always provides the best fit.
The nested structure of the ancestral mixture model can be developed as follows. Suppose an ancestral sequence m goes through one generation of mutation at rate p 1 =0·5−c 1 , and then goes through a second generation of mutation at rate p 2 =0·5−c 2 . Then the new distribution is also a single-ancestor distribution, with ancestor m and mutation rate
We can write this symbolically as X=(m+e 1 +e 2 ), using mod 2 arithmetic, where e 1 +e 2 is the two-generation mutation error.
This structure suggests a natural reparameterisation of the model. Define g( p)= −log(1−2p). This provides a one-to-one increasing transformation of pµ[0, 1 2 ) into Mixture trees gµ[0, 2). We will write A(Q, g) for the ancestral mixture model based on this parameter. Result (4) can be used to prove that, if e 1~A (0, g 1 ) and e 2~A (0, g 2 ) are independent, then (e 1 +e 2 ) (mod 2)~A(0, g 1 +g 2 ); that is, the parameter g is additive in the same fashion as is s2 in the normal model.
Moreover, if a sequence m were to undergo T generations of mutation with constant rate p 0 and g 0 =log(1−2p 0 ), then
would have distribution A(m, g 1 ) with g 1 =T g 0 . For this reason we will call g the time parameter. This structure gives us a result parallel to Proposition 1 for normal mixtures.
where Q* is the convolution (mod 2) of Q and A(0, g 2 −g 1 ).
Proof. First, if e 1~A (0, g 1 ) and e 2~A (0, g 2 −g 1 ) are independent, then (e 1 +e 2 ) (mod 2)~A(0, g 2 ). Hence, if q~Q, we can write X~A(Q, g 2 ) as X=q+(e 1 +e 2 ) (mod 2), but we can also write it as X=(q*)+e 1 (mod 2), where q*=q+e 2 has the Q* distribution. %
It follows that, if we can write a density g as a (Q, g) ancestral mixture, then we can also write g as a (Q*, g 1 ) mixture, for any g 1 <g, where Q* corresponds to the distribution of m+e 1 . This means that, if M g is the set of all mixture densities for a fixed g, then
: the models are nested as g varies, becoming richer as p, or g, goes to 0, with M 0 consisting of all possible densities on {0, 1}L.
We will consider the problem of selecting a suitable value of g from this sieve of models in our future studies.
2·4. Extensions of the model
The mutation kernel arises naturally in the domain of continuous time Markov chains, as follows. Let X(t) be a continuous time Markov chain with state space {0, 1}, and let X(0)=m. Suppose that the rates of transition from 0 to 1 and 1 to 0 are identically equal to 1 2 . Then the mutation kernel, with parameter g, is the conditional density function for X(g) given X(0)=m. The Markov chain consisting of n independent copies of the two-state chain gives the kernel density described in (2).
This derivation shows the natural role of the time parameter g. It also shows that a natural generalisation of our model would be to an arbitrary continuous-time Markov chain with a transition kernel k(x|m; g) that gives the probability of transiting from m to x in g time units. The distribution Q would represent the distribution of the original states and the data would correspond to the distribution of a sample after g time units of diffusion.
With this tool, we could extend the mutation model on binary sequences by allowing the mutation rates to be different at different sites. Alternatively, we could introduce correlation patterns between neighbouring sites. This would be relevant for genomic applications because, on a large scale, the genome consists of block regions with varying mutation rates including intergenic regions, control regions, exons and introns. Even within these general categories, there are known, and expected, differences in site mutation rates because of, for example, functional constraints, codon structure and methylation patterns.
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3. I    3·1. Identifiability in the unicomponent model A parameter h for a family of distributions f h is said to be identifiable if distinct values of h correspond to distinct distributions; note that identifiability of the parameters in a model can depend on the choice of parameter space. Here, we will seek the largest parameter space in which the ancestral mixture model is identifiable. In this subsection we discuss identifiability in the unicomponent model.
Clearly the parameter m in the unicomponent model is not identifiable when p=1
2 ) for every m 1 and m 2 , and hereafter we exclude p=1 2 from the parameter space. Secondly, f (x; m, p)= f (x; 1−m, 1−p), and we therefore restrict p to [0, 1 2 ). With this done, the parameters are identifiable.
Proof. We show how to solve for the parameters from the density. Suppose that
. Identifiability in the nonparametric ancestral mixture model In this section, we use results about noncentral moments of the joint distribution of n binary variables from Settimi & Smith (2000) to prove identifiability of the distribution Q in the nonparametric ancestral mixture model when 0∏p<0·5 is a fixed parameter but QµP, the class of all possible mixing distributions on the parameter space mµ{0, 1}L.
Suppose
. . , Y n are binary variables taking values in {−1, 1}. Given a vector of nonnegative integers, a=(a 1 , a 2 , . . . , a n ), we define
Let the elements of the vector b(a) be the elements of the vector a reduced to 0 or 1 using mod 2 arithmetic. It follows that Y a=Y b(a). As a result the noncentral moments, m
Thus the moments corresponding to strictly {0, 1} sequences a determine all the moments. The following proposition uses the fact that a finite discrete distribution is completely determined by its moments (Settimi & Smith, 2000) .
P 3. T he parameters (Q, p) in the ancestral mixture model are identifiable in V=P×{p}, where p is any fixed value in [0, 1 2 ). Of course, if p=1 2 , the model is not identifiable.
Proof. We can change our sample and parameter space from {0, 1}L to {−1, 1}L by setting all 0 values to −1. We can then represent the ancestral mixture model symbolically as Y i =h i e i , where h i and e i are independent. The h i are independent and identically distributed from the Q distribution transformed to {−1, 1}L, and e 1 , e 2 , . . . , e L are independent and identically distributed with pr(e i =−1)=p and pr(e i =1)=1−p; that Mixture trees is, we can represent Y i as
Therefore, the noncentral moment of Y can be expressed as
where m Q (a) is the ath moment of h under Q and
which implies that Q 1 = Q 2 . If p < 1 2 , but is possibly 0, then we can cancel
Preamble The nested structure of the ancestral mixtures implies that, given any A(Q, p) and any q<p, there exists Q* such that A(Q, p)=A(Q*, q). Therefore, ( p, Q) jointly are not identifiable in the nonparametric sense. One way of overcoming the identifiability problem in this case would be to fix the number of components in the distribution Q at K. If we denote the mixing distribution for K fixed by Q K , then it can be proved that ( p, Q K ) are jointly identifiable in the reduced parameter space, provided that K<2L. Note that Q* above has K=2L support points, so that K=2L must be excluded. However, the corresponding likelihood is potentially multimodal. In addition, there is no natural tree structure to the estimators.
The method we selected of overcoming the identifiability problem was to use a fixed p and model the mixing distribution nonparametrically. The nonparametric maximum likelihood estimator automatically produces an estimate of the number of components in the ancestral model. This method will have a unique solution and will produce a tree structure as we vary the fixed p.
4·2. T he case of one ancestor with fixed p From equation (2), a random sample X 1 , . . . , X n from the single ancestor model has the likelihood function
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Since p is fixed and 0<p<0·5 we have
It follows that maximising L is equivalent to minimising W n i=1
)2 for each j separately by choosing m 1j to minimise the number of disagreements. That is to say, m @ 1j
, the estimate of m 1j , is equal to the majority vote of the elements of the sequence x 1j , x 2j , . . . , x nj :
where j=1, 2, . . . , L .
4·3. T he case of multiple ancestors with fixed p L 2. W hen p=0, the nonparametric maximum likelihood estimator Q C of Q for the ancestral mixture model is the empirical distribution of the sample, x 1 , . . . , x n ; that is, Q C has as support points the set of distinct sequences y 1 , y 2 , . . . , y D , with masses p k =n k /n, where D is the number of observed distinct sequences, and n k is the sample frequency of sequence y k .
Proof. As p 0,
Thus the distribution of X becomes degenerate at m, and we can write the likelihood kernel as k 0 (x; m)=I(x=m). To check that Q C is the nonparametric maximum likelihood estimator, it suffices to check a gradient inequality (Lindsay, 1995) . In the notation of Lindsay (1995, p. 115) , it states that Q is a nonparametric maximum likelihood estimator if and only if
for all mµV, where
We have
Hence, the gradient is
This function equals n−n=0 when m is one of the support points ( y j ) and equals −n<0 when it is not. This verifies the gradient characterisation.
% Mixture trees
To find the nonparametric maximum likelihood estimate for other values of p, we follow Laird (1978) in using the K-component  algorithm with a large number of support points K. However, we will also use the sieve parameter p to obtain good starting values. We use the solution for p=0 from Lemma 2 as starting values for p=0·001, then we use the solution for p=0·001, obtained by the  algorithm, as starting values for p=0·002, and so forth. In this way, we compute a linked family of estimates Q C p for p on a grid.
4·4. EM algorithm
In our analyses we will use the standard  algorithm for mixtures, with a slight wrinkle due to the discrete parameter space for the m vectors. For i=1, . . . , n and j=1, . . . , K, let
Then the augmented-data likelihood function for individual i is
Given a value Q(1) for the mixture, at stage t of the algorithm, standard  calculations give
We then reupdate the d weights using the new p's before we calculate the m updates. In the -step we calculate the expected percentage of category 1 occurrences at site s in component j as
and in the -step assign the parameter by 'voting' according to
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Note that the structure of the model makes the third case, of a tie, in (8) extremely rare. It also makes no difference in the  likelihood which m j we use in this case. We arbitrarily programmed m @ (t+1) j to be 0 if 1 2 occurred.
4·5. Role of nonvarying sites
Suppose that all the data sequences have the same values at a set of sites. These sites can be truncated from the above calculations because they have only a trivial impact on the estimators; that is, one can take the m estimators from the varying site data and simply extend them to the nonvarying sites by matching the x values, while keeping the same weights p. One can easily check using the gradient inequality that, if the truncated mixture is the nonparametric maximum likelihood estimate, then the extended one is also.
Thus, when p is fixed, the mixture estimator Q C p does not meaningfully depend on the nonvarying sites. This property can be very useful, as it means that one does not need a list of all the sites that were candidates for mutation.
However, it is clear that the number of nonvarying sites is very informative about the value of p. For example, if one held Q C p fixed and then maximised the likelihood over p, the resulting partial maximum likelihood estimate p @ would depend strongly on the number of such sites, and so could be very different from the true original p. Indeed, it is possible that one could choose a particular p in the sieve based on how well it fits the nonvarying sites, but we have not investigated this point.
I  
5·1. T ree construction
If we compute Q C p for each p between 0 and 0·5, then we will find a linked sequence of mixture estimates. If we equate p, actually g=−log(1−2p), with 'number of generations of mutation', it is intuitively clear that the further back in time we go, i.e. larger g, the fewer are the ancestors.
When p is near 0·5, no matter what the ancestral sequences are, the sequences we observe look very similar to sequences generated by randomly tossing an almost fair coin to decide success or failure at each site. Thus we might expect a single ancestor sequence to fit the data adequately. At the other extreme, when p=0, we have already seen in Lemma 2 that each distinct observed sequence becomes a support point. These D sequences are the ancestral sequences with weights equal to n k /n. This heuristic thinking suggests how the ancestral mixture model might generate a tree structure. Let us treat the y-axis as g, where we can think of g as representing time measured in amount of mutation. When p is close to 0·5, so that g is very large, which is at the top of the tree, the nonparametric maximum likelihood estimator will correspond to one common ancestor m. In biological terms, this ancestor could be called the most recent common sequence of the sample sequences. Moreover, we know from the results of § 4·2 that this sequence is the majority winner of the sequences in each site. As time goes forward, i.e. when p decreases, we might anticipate that the single ancestor will split into two ancestor sequences, that is Q C p has two support points, then three and so forth until we reach D ancestral sequences at p=0, where D is the number of observed distinct sequences. Mixture trees From the argument, we conjecture that the nonparametric maximum likelihood estimator of the ancestral mixture model under varying p will induce a tree structure. We will call these linked estimators ( p, Q C p ) the induced mixture tree. We have no theoretical proof of the monotonicity of this conjecture, but in our computational experience the number of components in Q decreases monotonically in p. This can happen in two ways: either the voting  makes m for two separate components equal, which we call a merger, or the weight p of a component shrinks to zero. In the latter case, in order to maintain a tree structure, we create a merger between the component j with a vanishing weight and the nearest relative, k say, where k is defined to be the maximiser of d(k|x=m j ; Q C p ). After obtaining the nonparametric maximum likelihood estimator for a fixed p, for clustering purposes one can assign a sequence, x, to the component j that maximises d( j|x; Q C p ). We obtain thereby not only a cluster assignment, but also a measure of the certainty with which the assignment is made.
5·2. Conceptual issues
We should distinguish this mixture tree from a genealogical tree. At least in its current simple form, our model does not account for population processes that change the relative frequencies of sequences, through population expansion or extinction, nor the dependencies between the observed sequences caused by interrelationships between individuals. However, if these processes are neutral in their effect, so that the marginal distribution of sequences in the current population arises as an unbiased representative sample from the ancestral population, then one could view our estimator as an unbiased estimator of the ancestral population structure.
Mathematically, the consistency of our estimator still can hold when the individual terms in the likelihood are not independent. For example, if each of the density terms represents an accurate marginal density for the sequence x i then the resulting objective function could be called a composite likelihood (Lindsay, 1988) . In this case the likelihood equations have mean zero and conditions for consistency could be derived.
6. A   6·1. Mixture tree by the ancestral mixture modelling For the data in Table 1 , we construct the most recent common sequence from the most frequently occurring bases at each site, namely (G, G, G, G, A, C, C, C, T , C, T , T , C, C, C, T , T , C). Next we re-code the sequences in Table 1 into sequences with (0, 1) coding, where 0 represents the type of the most recent common sequence, and 1 represents the opposite. For p=0, the number of the components is K=14 and the estimated ancestral types m @ 1 , m @ 2 , . . . , m @ 14 are the original coded lineages y 1 , y 2 , . . . , y 14 . As we move g slowly upwards and run the  algorithm at each g, the support points m @ 1 (g), . . . , m @ K (g) stay constant for a period, and then evolve into a new set at some g as a merger occurs. The path taken by an individual m @ k (g) as g increases from 0 will be called the kth lineage. At any point in time g 0 , different lineages that have merged with each other correspond to clusters of the original sequences.
In practice, there are two problems with using (7) to verify whether or not Q C is a nonparametric maximum likelihood estimator. First, Q C is usually obtained by an algorithm, so for any stopping rule in the algorithm there is limited accuracy. Secondly, checking the inequality for a large number of values of m is time-consuming.
To solve the second problem Lesperance & Kalbfleisch (1992) constructed a basic grid, and searched the neighbourhood of each grid point to see if there is gradient violation. This is not feasible in our problem. Here, we just check for gradient violation at V s ={the support points m @ in Q C , and all the original distinct sequences y 1 , y 2 , . . . , y D }. Even with the use of a grid basis, the algorithm will not stop in a finite number of steps unless we allow a tolerance in (7). Lindsay (1995) proposed that one stops the algorithm if d Q (m)∏t, for all mµV s , where t is a small positive number. This guarantees that the current loglikelihood is near its final maximised value, since log{L (Q C )}−log{L (Q)}∏t, where Q C is the maximising mixture. Following Lindsay (1995, p. 131) , we used t=0·005.
We programmed the  algorithm in C++. We estimated the ancestral mixture model by sliding p in increments of 0·01 and then 0·001. The clusters obtained by using a 0·01 sliding scale are listed in Table 2 , and those obtained with a 0·001 sliding scale are listed in Table 3 .
In Table 2 , the first row shows that, at p=0·09, lineages e and f merged because of a mutation occurring at site 5 in the m for lineage f so that the m-values became identical. Thus 13 clusters are identified between p=0·09 and p=0·19; lineages e and f form one Table 2 . Clusters of mitochondrial DNA data from GriYths & T avaré (1994) using 0·01 sliding scale
, (c, g, h, l), (i, j ), (k, m, n), d} i: 17; g: 11, 12; h: 11, 12, 13 Table 3 . Clusters of mitochondrial DNA data from GriYths & T avaré (1994) using 0·001 sliding scale
: 4, 6, 14 Mixture trees cluster and the other 12 lineages are 12 distinct clusters. At p=0·19, lineages c and l merged because of a mutation in lineage c at site 2. Table 2 shows that three merges happened 'simultaneously' at p=0·32. For more refined results, we considered p between 0·31 and 0·32 using a 0·001 scale. This showed that lineage i first merged with lineage j at p=0·314, later lineage g merged with lineages e and l at p=0·316, and finally lineage h merged with lineages c, g and l at p=0·320. Note that the structures of the two trees in Tables 2 and 3 are the same in terms of the order of events. There are only small differences in the mutation times p between these two trees.
A graphical representation of the mixture tree for the sliding scale 0·001 using the natural time parameter g=−log(1−2p) is shown in Fig. 1 . 6·2. Practical issues Our experience was that the tree algorithm performed quite reliably. The  algorithm stopped in a few stages, each site mutated only once, and the two mixture trees using different sliding scales were consistent with each other. We expected that the p at which the lineages merged in 0·001 scale should be slightly smaller than those in the 0·01 scale. We found one discrepancy at p=0·422. It turned out that the 'votes' to decide m @ jt were very close to 50/50; we believe that this discrepancy was caused by computing rounding error.
In a longer version of this paper, available from the authors, we provide evidence that our method of selecting initial values for out  algorithm is adequate and that the  algorithm converges reliably by the gradient stopping rule.
A   
A typical way of constructing a tree of relationships for binary data would be to use a clustering algorithm that results in a dendrogram. Such an analysis would be based in some fashion on the pairwise distances between the various sequences. The dendrogram for the data in Table 1 is shown in Fig. 2 , and was produced by S-P using agglomerative hierarchical analysis. To enable use of the sequence counts we entered all 55 sequences and used the 'weighted' linkage option. One clear difference between Figs 1 and 2 is the general appearance, especially the scale of branch points on the vertical axis. In the mixture tree the mergers mostly occur in the bottom half of the tree, while in the dendrogram most of the mergers, other than the trivial ones at the bottom, occur in the top 60% of the tree. This distinction arises because the mixture vertical axis has the scale of mutation time, not distance.
Looking more closely, we can see that both methods yield the same three main clusters at the top: {e, f , a, b}, {c, l, g, h, i, j} and {k, n, m, d}. Below that point, there is only one branch point where they agree, {e, f }. Otherwise the branch points are often very different. For example, consider the central cluster. In the dendrogram the sequences g and h first merge with each other, and then merge with {c, i, j, l} high in the dendrogram. In the mixture tree it is {i, j} that merge with each other first, and then join {c, l, g, h}.
It is impossible to say which of mixture trees of dendrograms are superior from a single example. Indeed, the relative merits of the two are most likely dependent on the data structure involved. We would claim, however, that the mixture tree has a clearcut advantage in interpretation. It arises from a probability model for the process, and so has a natural interpretation for the time scale and for the meaning of the ancestral sequences at the branch points. We also believe that it uses the data information in a richer fashion, as the clustering of points arises from the interaction of all the sequences in the likelihood, not through a summary statistic such as the pairwise distances. Mixture trees
B: R  
8·1. Bootstrapping genealogy
It is common in the genealogical tree literature (Felsenstein, 1983; Felsenstein, 2003, p. 335; Holmes, 2003) to carry out a nonparametric bootstrap analysis in which one creates bootstrap samples from the empirical distribution of columns, for data arrayed as in Table 1 . This is the most natural construction for a species comparison. Here x i might be the nonrandom true sequence of, say, the ith species, and the columns can then be viewed as being a sample from the possible columns one could have used to compare the species. It is certainly possible that a particular bootstrap sample could make two species identical in their sampled sequences, but this is unlikely if there are sufficiently many columns.
Note that, in such a bootstrap sample, the counts per sequence remain unchanged, as the column changes do not change the number of individuals with identical sequences.
On the other hand, if we are sampling sequences from a population, and we wish to make an inference about the population structure, it is most natural to use the nonparametric bootstrap on the empirical distribution of the rows. For example, in Table 1 one would use the counts for the rows as part of the resampling device. If we resample only over rows, then we are measuring the variability while holding the set of sites fixed.
This has several consequences. First, if there are many unique sequences, i.e. counts of 1, they are quite likely to disappear from the bootstrap sample; that is, the bootstrap samples often contain only a subset of the original lineages, and so the resulting mixture tree can describe only the clustering relationship of this subset.
From the population sampling perspective, it is perhaps best not to focus too intently on the particular relationships between the lineages that are displayed in the tree, but rather the overall ancestral population description Q C p , and how variable it is over bootstrap resampling. For example, at some time point p, do we tend to obtain two main clusters, and what are the ancestral sequences? This is an assessment that cannot easily be made with column bootstrapping, as then a random set of sites is absent from each sample, so that the m parameters are not comparable.
We did carry out a small study of the stability of the tree structure we generated for Table 1 . To do so, we used row bootstrapping so that we could also gain understanding of the missing lineage problem.
8·2. Measuring tree variation
Our technique for measuring the distance between two trees is based on the perfectmatchings representation of a tree and the resulting distance in tree space proposed by Diaconis & Holmes (1998) .
A phylogenetic tree with m labelled leaves, i.e. children, is a binary rooted tree that is constructed from some function of the input data, such as the maximum likelihood function. For a given number of leaves m, there are altogether (2m−2)!/{2m−1(m−1)!} distinct trees (Schroder, 1870) , each with n=2(m−1) nodes. The nodes include all children, leaves and ancestors excluding the most recent common ancestor of the children, the root. Lovasz & Plummer (1986) defined a 'perfect matching' on 2(m−1) nodes as a grouping of these nodes into m−1 pairs without considering the order in a group or between groups. There are altogether (2m−3)(2m−5)× . . . ×3×1 perfect matchings, the same as the number of trees. Diaconis & Holmes (1998) proposed a coordinate system for phylogenetic trees using the perfect matchings representation.
To create a pair matching from a tree we label the leaves as 1 to m and then label the ancestors using the following procedure. First we find the set of all the labelled sibling pairs, with a common unlabelled parent, in the tree. Any newly created pairs are included in this set. These pairs are considered to be 'matched'. To create new matchings we need to label parents. We create one label by choosing, from the set of pairs having an unlabelled parent, the pair with the smallest labelled child, and then assigning the next available label to the parent of the pair. This parent now becomes eligible to be in a sibling pair in the next cycle. The whole procedure is repeated until all ancestors are labelled except for the root.
For our tree representation space, a proper distance measure can be constructed as the count of the minimum number of transpositions needed to change from one matching into the other (Diaconis & Holmes, 1998) . If the matchings correspond to trees T 1 and T 2 , we will denote this by d(T 1 , T 2 ).
8·3. Variation of the mixture tree estimator Suppose that the true mixture tree T for the entire population is represented by T , and the estimate of T from the sample is T C . Of course, the estimated tree may not contain all the branches in the population tree, but we can take T and eliminate the missing lineages; this gives T s , which we can compare with T C . The nonparametric bootstrap proposed by Efron & Tibshirani (1993, Ch. 21) can be used to estimate D=E{d(T s , T C )} by the formula
where B is the number of bootstrap replications, T C b is the tree constructed from the bootstrapped dataset, and T C s is the original T C after the removal of those lineages that were missing from the bootstrap sample.
The bootstrap sampling was carried out 100 times. We recorded the number of missing lineages in the bootstrap samples as well as the distance between T C b and T C s . We show the histograms of the distances and the numbers of absent lineages in Figs 3(a) and (b).
Figure 3(a) shows that the most frequent distance is 0. The sample mean of the 100 distances was 2·94, indicating an average of about three transposition differences between the original tree and a bootstrapped tree. However, a rather wide range of up to 9 transpositions occurred in the bootstrapped trees.
The sample mean of the number of lineages absent in the bootstrap samples was 2·21, and the sample standard deviation was 1·27. A sample mean of this order was expected because there are four lineages in the original data with frequency 1. The correlation between the distances and the number of lineages absent was −0·396. This is also to be expected because, when the rare lineages are absent from the sample, the estimates of tree structure depend more on the lineages with high frequencies and we would expect the tree structures for these lineages to be more stable. A We are grateful for the constructive comments from the editor and two referees which have significantly strengthened the paper. This study is partially supported by grants from the U.S. National Science Foundation and the Arizona State University.
