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Abstract
Photovoltage spectroscopy is an attractive technique for investigating the dy-
namic properties of the spin excitations of sub-micron scale ferromagnetic ele-
ments (cobalt stripes or disks) fabricated on the surface of a GaAs/Al0.33Ga0.67As
heterojunction. Localised spin wave modes are detected via the photovoltage in-
duced in a two-dimensional electron gas (2DEG) formed in the heterojunction.
The two-dimensional nature of the detector separates the effects of the in-plane
and normal vector components of the magnetisation. The high sensitivity of
this technique arises from the high electron mobility and low electron density of
2DEGs relative to metals, given by, respectively, µ = 1.5 × 106cm2V −1s−1 and
ns = 1.6× 1011cm−2. We report on the discrete structure of spin wave resonance
as a function of the shape of the cobalt magnet, the geometry of the magnets, and
the magnetic field orientation (perpendicular or parallel to the magnetisation).
Spin wave resonances in a micromagnetic stripe are experimentally measured at
different frequencies at low temperature and the cases of perpendicular and par-
allel field orientation are compared. The photovoltage spectra are modelled using
micromagnetic simulation (OOMMF). The photovoltage resonances indicate the
presence of Damon-Eshbach modes when Bdc is parallel to the long axis of the
stripe. Bonding-antibonding spin waves are observed when Bdc is perpendicular
to the long axis of the stripe. We also describe the discrete structure of photo-
voltage spectroscopy for individual disks. Our cobalt disk has a 40 nm radius and
is magnetised perpendicular to the 2DEG by the static magnetic field. Tilting Bdc
in the plane does no effect on the photovoltage for symmetry reasons. Our res-
ults show that photovoltage measurements in hybrid semiconductor-ferromagnetic
structures provide a sensitive and versatile tool for probing the spin waves of small
magnets of size ∼ 80 nm.
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Chapter 1
Introduction
The science and applications of nanomagnets is dependent upon insights into
their discrete magnetic excitation modes, where surface effects are paramount
[1, 2, 3, 4]. Numerous applications have exploited the localisation of spin-wave
states, for example in spintronic devices for phase-resolved microwave sensors
or in the high-density magnetic information storage and high-frequency (GHz)
retrieval required by hard disk drives where a larger density is further desirable,
for it allows more extra data to be stored in the same physical space [5, 6, 7, 8, 9].
The collective dynamics of the most interesting individual submicron magnets
is currently inaccessible by standard methods, such as Brillouin light scattering
(BLS) owing to the need for a large volume of the magnetic material used to
obtain an optical signal [10, 11].
BLS is among the most important approaches for examining the dynamics of
magnetic materials. It is an optical technique that measures the spin wave’s
momentum energy in samples that are larger than the wavelength of light (∼
500 nm). It gives information on energy losses incurred through the momentum
~k = ~k − ~k′, where ~k and ~k′ are the wavevectors of the incident and scattered
photons, respectively. In this manner, the energy-momentum ω(q) dispersion
curves for the combined excitation of the electron spin structure (magnon) [2, 12]
may be measured. However, due to the significant bulk of magnetic material
required for an optical signal, which necessitates an array of micromagnets and
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precludes the probing of individual magnets, BLS is presently unable to examine
the combined dynamics of the most noteworthy individual submicron magnets
[13, 14].
In the present work, a photovoltage spectroscopy technique is used to detect
spin dynamics in submicron magnets [14, 15, 16, 17, 18]. The devices described
here contain Co nanomagnets ( stripe or dot) at the centre of a Hall bar system
and are excited at microwave frequencies. The microwave frequency is detected
via induced magnetic resonance at the active region of the Hall bar device [19].
The nanomagnets were microfabricated at the surface of GaAs/Al0.33Ga0.67As
heterojunction forming a two-dimensional electron gas (2DEG). The electrons are
located at the interface of two layers of two semiconducting layers(GaAs and
AlGaAs). When both materials are brought into contact, the electrons become
conned in a plane [20, 21, 22].
Electron resonance, hereafter referred to as electron spin resonance (ESR), is gen-
erated by the application of both a static and a time-dependent magnetic field, the
latter generally being provided by the magnetic component of an electromagnetic
wave. The spin magnetic moment undergoes precesses at a frequency proportional
to the magnitude of the static magnetic field (the Larmor frequency) and mag-
netic resonance is generated when this frequency equals that of the time-dependent
magnetic field. While electrical measurement of microwave induced electron spin
resonance in 2DEGs was established over twenty years ago under highly specific
conditions by Dobers et al [23]. This thesis describes a more versatile and reliable
technique.
The application of a static magnetic field, Bdc, in the plane of the 2DEG, but
across the magnetic stripe, magnetises the stripe so that the 2DEG is subjected
to a nearly linear perpendicular magnetic field gradient. Thus, the 2DEG has
two regions which are subject to magnetic field of opposite sign and separated
by a line where the magnetic field vanishes, called the magnetic edge. The spins
in the magnetic stripe are able to exhibit magnetic resonance as well; this effect
is called ferromagnetic resonance. When ferromagnetic resonance is induced, the
magnetisation of the magnetic stripe oscillates at high frequency and the effective
magnetic potential felt by the 2DEG oscillates and is rectified by the Hall effect
which brings contribution to the current quadratic in B. Using this effect, the
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2DEG can be employed as a sensor to detect perturbations to the spin ensemble of
very small magnetic samples. This technique can detect the resonance of localised
magnetic moments through the eddy current they induce in a high mobility 2DEG.
Inside the magnetic stripe, there is an internal magnetic field which is inhomo-
geneous in the plane of the magnetic stripe, being stronger in the middle of the
stripe and decreasing considerably as it approaches the side edges. By applying
microwave frequencies to the sample, the phase of the spins inside the magnetic
material starts oscillating, giving rise to spin waves. The spin waves propagate
transversely inside the stripe and become confined in the region of lower internal
field. This area acts as a quantum well, discretising the spin-wave modes which
can propagate in the area. This type of spin waves is called dipolar edge spin
waves (DESW).
In the experiments described here, localised spin-wave modes are confined by a
non-uniform magnetic field generated near the poles of a cobalt magnet, either a
strip (width ∼ 80 nm and thickness ∼ 30 nm) created by applying a static field
along the short axis of the nanomagnetic stripe or a disk (diameter ∼ 80 nm and
thickness ∼ 30 nm) that is magnetised in-plane. By rectifying the high-frequency
oscillation of the is magnetisation vector, the high sensitivity of the 2DEG to the
dynamics of ultra-small magnetic elements at its surface is demonstrated. The
discrete structure of the spin-wave resonance is described as a function of the
shape of the cobalt magnet, the geometry of the magnets and the magnetic field
orientation (perpendicular or parallel to the magnetisation).
When a static field is applied along the long axis of the nanomagnetic stripe,
the internal magnetic field is homogeneous and equal to the applied magnetic
field. Hence, there is a magnetostatic boundary condition that forces spin-wave
modes to the surface of the magnets. The stripe then shows a backward volume
mode which is modulated by Damon–Eshbach modes (DE), which propagate at
the edges parallel to the external magnetic field.
The thesis is divided into the following chapters:
Chapter 2 introduces the pertinent theoretical principles of nanomagnetism, in-
cluding the theory of magnetism, the exchange interaction, the states of a spin
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1/2 particle in an ac magnetic field, ferromagnetic resonance, shape anisotropy,
dynamic phenomena, magnetocrystalline anisotropy and the concept of the 2DEG.
Chapter 3 details the experimental setup and measurement procedure, including
the preparation of the samples, the microwave bench and the microstrip antenna
along with an examination of the principles behind the instrumentation employed.
The measurement process is described using the LabVIEW program. The Object-
Oriented MicroMagnetic Framework (OOMMF) which is a powerful program for
simulating the dynamics of micromagnetic moments and photovoltage spectra is
outlined as well.
Chapter 4 illustrates the ferromagnetic resonance of individual strips as a func-
tion of the magnetic field orientation, while the ferromagnetic resonance of the
magnetic disk is detailed in Chapter 5. In brief, the results presented in Chapters
4 and 5 demonstrate the following:
• When Bdc is perpendicular to the long side of the rectangular magnetic
strip, strong bulk-edge mode coupling is observed in the form of bonding-
antibonding spin waves at various frequencies and low temperatures.
• Damon-Eshbach modes are only observed when Bdc is parallel to the long
side (to the dc magnetic field) of the strip at different frequencies and low
temperatures [24, 25, 26].
• A discrete structure of spin-wave resonance is detected for nanometer-size
magnetic disks magnetised parallel to the 2DEG by the static magnetic field.
The parallel orientation is no different than the perpendicular for symmetry
measures [27].
• The experimental results are discussed along with the results of a theoretical
simulation of the micromagnets’ susceptibility using the OOMMF program
[28].
• Ferromagnetic resonances shift to a new position under the influence of
magnetocrystalline anisotropy in the experimental results only [29, 30].
• The photovoltage formula works very well to describe the experiments, giv-
ing a Lorentzian-type shape where the width of the resonances is connected
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to the damping. The full-width-at-half-maximum (FWHM) of the resonance
is utilised for describing the width of the peak [31, 32].
Finally, the conclusions of the work are summarized in Chapter 6 along with
recommendations for future investigations. The overall conclusion is that photo-
voltage measurements in hybrid semiconductor-ferromagnetic structures furnish
a powerful and widely applicable technique for examining the localisation of spin
waves in small-scale magnets and the photovoltage of a perpendicularly magnet-
ised stripe is larger because the induced modulation is larger than that in the




The present chapter provides a theoretical background on magnetism that is used
to interpret the results obtained in the later chapters of this thesis. This chapter
focuses on the basic concepts of magnetism. It also introduces some essential mag-
netic phenomena that allow describing the work such as the dispersion relation of
confined spin waves. Further to this, there are the energy contributions from ex-
change energy in ferromagnets, Zeeman energy and there is anisotropy, including
magnetocrystalline anisotropy and shape anisotropy. In addition, the elements
of electron spin resonance (ESR) and two-dimensional electron gas (2DEG) are
described to provide an understanding of photovoltage detection of localised spin
waves [35].
2.1 The Origin of Atomic Magnetic Moments
In an atom, magnetic moments arise from two types of electron motion. The
orbital motion of the electron around the nucleus produces an orbital magnetic
dipole moment. Rotation of the electron about its axis, known as spin, gives
rise to a spin magnetic moment. An electron in motion around the nucleus may
be considered as an electric current flowing in a closed loop without resistance.
Accordingly, an electron with charge −e and mass me, orbiting the nucleus with
a velocity ν and orbital radius r, produces an orbital magnetic moment perpen-
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dicular to the plane of the orbit. Physically, the orbital magnetic moment can
be defined as µL = γLL, where L is the total orbital angular momentum and is
oriented opposite to the orbital magnetic moment (see Figure 2.1(a)). In 1925,
Uhlenbeck and Goudsmit proposed that electrons additionally possess an intrinsic
angular momentum, or spin, which creates a magnetic moment in the electron that
interacts with an external magnetic field [36]. The electron spin and its magnetic
moment are quantised, with two possible values that are often referred to as "spin-
up" and "spin-down", shown in Figure 2.1(b). The definition of the spin magnetic
moment is µS =γSS, where S is the total spin angular momentum [37]. γL and
γS are the gyromagnetic ratios, given by [38]:
γL,S = −gµB/} (2.1)
Figure 2.1 Schematic diagram of (a) orbital motion around the nucleus gives
rise to an orbital magnetic moment with associated angular momentum, L. (b)
spin of the electron around its own axis resulting in a spin magnetic moment with
associated with angular momentum, S, for the spin-up and the spin-down.
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where g is the Landé g-factor, } is Planck’s constant, µB is the Bohr magneton
which is µB = e~/2me. Figure 2.2 interprets the angular momentum coupling
and the total angular momentum, J , which is a good quantum number for a
multielectron atom:




The general expression to define the total magnetic moment of the atom, µm,





Figure 2.2 a) The total angular momentum, J, produced by combining the
orbital angular momentum, L, and electron spin angular momentum, S.b) The
vector model for the total angular momentum.
For defining the behaviour of magnetisation of metals, it is required to explain the
magnetic response of the materials when subjected to an external magnetic field.
Magnetic materials are traditionally classified into different groups: paramagnetic,
diamagnetic, ferromagnetic, antiferromagnetic and ferrimagnetic [39]. Paramag-
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netism and diamagnetism refer to non-magnetic materials, where the response
to the applied field is very weak. However, in ferromagnetism, antiferromagnet-
ism and ferrimagnetism, materials acquire a long-range magnetic order below the
Curie temperature, TC .
2.2 Classification of Magnetic Materials
Diamagnetism is a crucial characteristic of all materials in which the magnetisa-
tion opposes the applied magnetic field. Diamagnetism also has a negative and
very weak susceptibility χ ≈ −10−5 because of the induction of orbital currents
and is slightly influenced by variations in temperature. Consequently, a very weak
magnetisation is produced that opposes the applied magnetic field, directly mani-
festing Lenz’s law: electrons in a magnetic field change their trajectory to induce
a magnetic field that opposes the applied field. Most elements in the periodic
table are diamagnetic such as copper, silver, and gold [1, 40, 41].
The paramagnetic materials typically have unpaired electrons in unfilled orbital
shells giving a magnetic moment that is non-zero in response to the applied mag-
netic field. In the absence of the applied field, the magnetic moments are oriented
randomly because the interaction between the magnetic moments and the neigh-
bouring atoms is very weak [42]. When applying an external magnetic field to
paramagnetic materials, the magnetic moments tend to align parallel to the ex-
ternal field, as shown in Figure 2.3. These materials also have a positive and
small susceptibility that is typically χ ≈ 10−3 − 10−5. Examples of paramagnetic
materials are platinum and aluminium. The magnetic properties in diamagnetic
and paramagnetic materials do not persist when the external magnetic field is
removed.
Some materials containing permanent magnetic moments exhibit long-range order
below the Curie temperature. There are several subtypes such as ferromagnets,
antiferromagnets and ferrimagnets, and this study focuses on ferromagnetic ma-
terials. Because spontaneous magnetisation occurs a B ' 0, susceptibility of
ferromagnets is much higher than 1 and values of χ ≈ 50 to 10, 000 are common
e.g. in permalloy [43]. The most commonly used ferromagnetic materials consist
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Figure 2.3 Graphical illustration of diamagnetic, paramagnetic, and ferromag-
netic materials in the absence or presence of a magnetic field H.
of 3d transition metals. The magnetisation of the ferromagnetic system is higher
than the external magnetic field because in such materials an effective internal
field is keeping magnetic moments aligned. These magnets easily magnetised by
applying a small external magnetic field. The magnetic properties of ferromag-
netic materials also persist even without an applied magnetic field. When no
magnetic field is applied, the magnetic moments remain spontaneously aligned up
within tiny volumes called magnetic domains. But the domain acquire random
magnetic orientation. In paramagnetic and thermal equilibrium, the orientation of
the magnetisation of each domain is in a direction that reduces the magnetostatic
energy.
When applying a magnetic field in ferromagnetic materials, magnetisation of each
domain aligned parallel to the applied field, inducing a large net magnetisation.
This effective magnetic field that gives rise to the spontaneous alignment of the
magnetic moments is the exchange interaction. Exchange interaction is the mi-
croscopic contribution to the magnetisation of ferromagnetic materials and is dis-
cussed in detail in the next section. The response of a material to a magnetic field
could be defined by magnetic susceptibility, as shown in the following equation
[44, 45, 46]:
B = M0 + χ.H (2.4)
Here, B is the induced magnetisation of the materials, M0 is the spontaneous
magnetisation when no field H is being applied, χ is the susceptibility a tensor
for the isotropic materials.
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Figure 2.4 illustrates the magnetisation curve of diamagnetic materials as the in-
duced magnetisation is aligned antiparallel to the magnetic field. Consequently,
the magnetic susceptibility in the diamagnets is negative. Furthermore, the re-
sponse of the paramagnetic material to a magnetic field gives a magnetisation that
is aligned parallel to the applied field. Accordingly, the paramagnet materials have
a susceptibility that is positive.
Figure 2.4 The M-H plots for diamagnetic and paramagnetic materials.
Weiss (1907) assumed that there is an internal magnetic field which is the exchange
field, BE, which acts to align the atomic moments even in the absence of an
external magnetic field. The main assumption of this theory is that the exchange
field is proportional to the induced magnetisation [1]:
BE = λM (2.5)
where λ is a constant. At high temperatures, the exchange interaction competes
with a thermal agitation, which destroys the magnetic order. Equation 2.4 can
rewrite as:
M = χp(Ba +BE) (2.6)
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Here, C is a constant for each material and known as the Curie constant while






Figure 2.5 The Magnetisation and susceptibility curves of a ferromagnetic do-
main below and above the Curie temperature, TC .
The influence of the temperature in this equation can be physically divided into
different effects. As shown in the red curve in Figure 2.5, at low-temperature,
T < TC , the magnetic moments are aligned even without an external field ap-
plied, the magnetisation saturating at the maximum value and the magnetisation
gradually decreasing until it reaches the Curie point. In contrast, by increasing
the temperature, thermal energy is increased and destroys the spontaneous align-
ment of the magnetisation. Therefore, when T = TC , the magnetic moments
are completely destroyed. Additionally, the ferromagnetic materials become para-
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magnetic in the presence of an applied field at temperatures above TC where the





Figure 2.5 also displays a temperature-dependent susceptibility curve above the
Curie temperature.
2.3 Exchange Interaction
The exchange interaction is a quantum mechanics effect that occurs between
identical particles. It is the more robust magnetic interaction that gives rise
to the parallel (ferromagnetic) or antiparallel (antiferromagnetic) spin alignment
between neighbouring magnetic moments in materials. In ferromagnetism, the
exchange interaction is essentially based on the Coulomb interaction between
charges and the Pauli Exclusion Principle. The Pauli Exclusion Principle spe-
cifies that no two electrons within an atom can occupy the same quantum state.
Each energy level contains a maximum of two electrons that must have opposite
spins: ’spin-up and spin-down’, Figure 2.6(a). In ferromagnets, two antiparallel
(↑↓) spin pairs are not stable because Coulomb repulsion separates electron pairs.
Electrons move away from each other, having the effect of stabilizing the parallel
spin configuration [50].
Figure 2.6 a) Pauli Exclusion Principle in He atom, b) Coulomb repulsion
between electrons, c) The exchange interaction.
We now consider the simple case of having only two electrons with individual
wavefunctions φ1 and φ2 that are confined over a double quantum well, which
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refers to the quantum theory of magnetism. The total wavefunction for the two
electrons system has a kinetic part and a spin part. The lower states of the
double quantum well have bonding and antibonding wavefunctions, which are φB
and φA, respectively, Figure 2.7. φB is the lower energy that has a symmetric
exchange between the two electrons, φB = 1/
√
2(φ1 + φ2), while φA is the top
one which is antisymmetrical, φA = 1/
√
2(φ1 − φ2). The total wavefunction ψ
is formed by multiplying the kinetic wavefunction with the spin wavefunction.
Because the electrons are fermions, the ψ is always antisymmetric concerning
the exchange of the two electrons. This condition has been achieved using the
following products: in the first case, there is a bonding state (symmetric) and
spin singlet (antisymmetric) state, which the ψ = φB ⊗ ΦSinglet. The second case
is the antibonding state (antisymmetric) and spin triplet (symmetric), which the
ψ is ψ = φA ⊗ ΦTriplet.
Figure 2.7 Two electrons with individual wavefunctions φ1 and φ2 confined by
a double quantum well. The total wavefunction of the two-electron system has a
kinetic part and a spin part.
We assuming the variation in the energies of the two states as EB - EA. This
variation in the energies is an electrostatic term because of the exchange of two
particles and is used to determine the exchange constant, which is a measure of






The value of the J , therefore, depends on the distance between interacting spins.
The Heisenberg Hamiltonian gives a way to generalize the exchange interaction
between two spins which are Si and Sj are given by the [1, 51]:
Eex = −(EB − EA)Si.Sj = −2JijSi.Sj (2.11)
where Jij is the exchange coupling constant. When Jij > 0, the spins tend align
parallel to one other, leading to ferromagnetism, which will be discussed later in
more detail. Moreover, Stoner showed that when the gain from this exchange en-
ergy is bigger than the increase in kinetic energy from altering the band structure,
spontaneous magnetisation will occur [52]. The magnetisation is stable when the
product of the exchange is constant and the density of states at the Fermi surface
N(EF ) is higher than one and is recognized as the Stoner criterion [53]:
IJexN(EF ) > 1 (2.12)
Figure 2.8 a) The electron configuration of cobalt is 1s22s22p63s23p63d74s2.
b) The 4s band has a low density of states at the Fermi level while the 3d band
has a higher density of states at the Fermi level.
where I is the exchange parameter. Because the value of exchange interaction I ≈
1eV is similar for all 3d transition metals, the condition for ferromagnetic ordering
depends on the N(EF ) at a Fermi energy level. Consequently, in transition metals,
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the 3d electrons are formed a small band structure that has a large density. This
structure is complex inside the 3d band and indicates that only three elements
Fe, Co and Ni have peaks in or near N(EF ) that performs the Stoner criterion at
room temperature [53, 54, 55]. This thesis focuses on Co, which has an electron
configuration of 1s22s22p63s23p63d74s2. Theoretically, the 4s orbital has lower
energy than the 3d orbitals because of that the 4s orbital will be filled first, then
followed by all the 3d orbitals and the 4p orbitals as seen in Figure 2.8.
2.4 States of spin 1/2 particle in a.c magnetic field
To illustrate how spins evolve with time at magnetic resonance, electron spins
are organized as either paramagnetic or ferromagnetic order or nuclear magnetic
moments. The fundamental picture of a spin 1/2 particle in a uniform magnetic
field must be revisited. Figure 2.9(a) shows the magnetic moment µ in Larmor
precession when subjected to a static magnetic field, Bdc, that occurs when applied
a static magnetic field to the spin. The magnetic torque can be described as
τ = µ×Bdc. The torque is equal to the rate of change of the angular momentum
from the classical mechanics. This motion of the magnetisation in an effective




This equation explains the precession of the magnetic moment in the static field
Bdc. When the static magnetic field in oriented along the z–axis, where the static
magnetic field is Bdc = B0ẑ, the tip of the magnetic moment vector will rotate in
a circle around Bdc in the plane parallel to the x–y plane. Figure 2.9(a) illustrates
the calculation of dµ when the magnetic moment vector travels through a small
arc. The phase angle of the rotation that corresponds to dµ is given by ωdt. The
angle of the cone outlined by the magnetic moment vector is θ and the radius
of the magnetic moment can be specified mathematically as µ sin θ. Accordingly,
dµ = ωdt µ sin θ; thus, by incorporating this result into Equation 2.13:
γµ×Bdc = ω µ sin θ (2.14)
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Considering the angle θ that between µ and Bdc vectors, this term can be rewritten
as:
γµBdcsinθ = ω µ sin θ (2.15)
Figure 2.9(a) shows ωL, which is the frequency of precession that called Larmor
precession, that could be described physically as ωL=γBdc. In contrast, the static
magnetic field Bdc is called the Larmor field [56].
Figure 2.9 a) Schematic representation of Larmor precession of a single mag-
netic moment when subjected to a static magnetic field. b) Schematic shows the
magnetic moment µ in the Larmor precession when subjected to crossed dc and
ac magnetic fields.
This work also discusses the influence of a time dependence of Bac that is applied
perpendicular to the Bdc. As in Figure 2.9(b), Bac is rotating in the x–y plane. The
amplitude of Bdc is much larger than the amplitude of Bac. Where the field with
the specifications presented before, Bdc, is suitable to model a circularly polarised
electromagnetic wave to irradiate a sample. The Bac also induces an ac response
from the magnetic moment. It can be replaced the field and magnetic moment in
Equation 2.13 as a sum of the dc and ac components, which are µdc and µac, and
Bdc and Bac. Because µdc and Bdc are parallel to the z–axis, µdc × Bdc = 0, and
they can be neglected. Hence, Equation 2.13 can be rewritten as:
dµac
dt
+ γµac ×Bdc = −γµdc ×Bac (2.16)
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By inserting Equation 2.16 in Equation 2.15, one find that [56]:
iωµac + γµac ×Bdc = −γµdc ×Bac (2.18)
By projecting Equation 2.13 over the axes of a Cartesian coordinate system, one
obtain:
iωµac.x + γBdcµac,y = γµdcBac,y
−γBdcµac,x + iωµac,y = −γµdcBac,x
iωµac.z = 0
 (2.19)
So, the solution of the system maybe rewritten as:
µac.x = χBac,x + iχaBac,y
µac.y = −iχaBac,x + χBac,y
µac.z = 0
 (2.20)
Hence χ and χa are the magnetic susceptibility components of the high-frequency








Thus, the fundamental idea of this study is that at resonance absorption of electro-
magnetic energy by the system, the Larmor frequency ωL matches the frequency
of the ac magnetic field.
Figure 2.10 illustrates the energy levels for a nucleus with spin quantum number
S= 1/2 showing the Zeeman splitting. The quantisation of the energy levels of an
electron is due to the quantummechanical nature of the electron spin. If there is no
magnetic field, the spin-up and spin-down levels are degenerate with no difference
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Figure 2.10 The Zeeman splitting and the energy difference between s = +1/2
and s = -1/2, which is proportional to the external magnetic field and given by
∆E = ~ω.
between spin orientation. In contrast, when the external magnetic field is applied,
B0 6= 0, the spin will split into two different states: spin-up S = +1/2 (parallel)
and S = −1/2 spin-down (antiparallel) to the line of the external magnetic field
and each level has a particular energy because of the Zeeman Effect. There are
two states that are equally displaced from the original energy state and the gap
between them is related to the energy corresponding to the frequency where the
resonant absorption happens in the example explained in Section 2.4, ∆E = ~ωL,
where ωL = γB0. So, this split is proportional to the external magnetic field
strength, B0. Accordingly, the energy of states given as follows:
∆E = ~ω = gµBB0 (2.22)
where µB is the Bohr magneton which is used assuming the S = 1/2 particles are
electrons, g is the g-factor. The g-factor in the case of GaAs is about g = −0.44,
that means the spin-up has a lowest energy. At resonance, the difference in the
energy of the electron allows microwave radiation to be absorbed and appears at a
resonance line in the absorption spectrum that might be measured. Furthermore,
the spin system oscillates between both energy states to form the Rabi frequency
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of Ω = γBac. However, this project focuses on the spectroscopy of confined spin
waves and must be treated quantum mechanically. [57].
2.5 Shape anisotropy
Shape anisotropy is an important phenomenon to describe the anisotropy that de-
pends on the shape of the specimen. Shape anisotropy appears in small magnetic
materials and could be divided into two kinds of specimens: when the sample is
spherical, the constant magnetic field magnetises the sample to the same extent
in any direction. The parallel orientation is no different from the perpendicular
for symmetry. However, when the specimen is not spherical, it magnetises along
their long axis, as will be shown later. This section explains that the shape of the
sample plays an important role [1, 56].
Figure 2.11 Stripe magnetised from left to right and will produce the magnetic
poles at each end of a bar magnet. These poles induce a demagnetising magnetic
field, Hd, with the opposite direction concerning the magnetisation and magnitude
proportional to the magnetisation.
In addition, the formation of spin waves of the confined system relies on quantum
mechanics and classical magnetisation. The magnetostatic potential of the demag-
netising field produces the boundary conditions which generates discrete levels in
the potential well. The origin of this demagnetisation field arises from the mag-
netic field that is applied to a bar magnet from left to right, as it was shown in
Figure 2.11. The magnetisation within the sample is formed in the same direction
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as the applied field. Thus, the magnetic poles create north and south poles at
the boundaries. In addition, the north and south poles create a demagnetisa-
tion field Hd in the opposite direction to the magnetisation, minimizing the total
magnetic field inside the magnet. The demagnetising fields are very important in
the ferromagnetic materials because of the strong magnetisation which is close to
saturation point, that leads to the strong demagnetising fields as well. However,
the formation of the demagnetisation fields leads to define the shape anisotropy
by starting with the basic relationship of the magnetic flux density in the magnet
which is:
B = µ0(H +M) (2.23)
where H is the magnetic field strength. By taking the divergence of this equation
and calculate the divergence of the magnetisation:
∇ ·M = ∇ ·B
µ0
−∇ ·H (2.24)
Physically, It is known as ∇.B = 0, from the Maxwell’s equations. That leads to
this equation:
∇ ·H = −∇ ·M (2.25)
In effect, for the divergence of magnetisation, there is also a magnetic field inside
the magnetic materials that is in the opposite direction to the magnetic moments
that work to preserve the condition with no divergence in B and reduce the
magnetic field inside the sample. The total internal field felt by the spins within
the sample can be expressed as:
Hi = He +Hd (2.26)
where He is the applied magnetic field and Hd is the demagnetisation field which
could be explained as: Hd = −NM . Here N is the shape-dependent demagnet-




Nx 0 00 Ny 0
0 0 Nz
 (2.27)
Thus, the total field is smaller than the applied field. There is also energy associ-







However, the demagnetisation factor considers the effect of sample shape through
the magnetic charges resulting from the termination of lines of M at the surface
of the sample. In other words, the dc components of the total magnetic field are
crucial to rewriting the motion equation and calculating the shift in the resonance
condition. Considering the dc component of the total magnetic field working on
the spin, the motion equation can be expounded as a function of the dc component
of the applied magnetic field, Hedc:
H idc = H
e
dc −NMdc (2.29)
Hence, the H idc is the is the dc component of the applied magnetic field, but the ac
component of the internal field can be ignored because determining the magnetic
response to an ac magnetisation is not important. A modification to Equation
2.16 must include the internal field given through Equation 2.29. There is also
the vector result between the dc magnetisation and the dc internal field which are
parallel to the z–axis, providing the following:
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[Hedc + (Ny −Nz)µ0Mdc][Hedc + (Nx −Nz)µ0Mdc] (2.32)
Ferromagnetic resonance occurs when the frequency of the ac magnetic field is
equal to the frequency of free oscillation in Equation 2.32. In this thesis, the
sample experimentally used the rectangular prisms. However, the demagnetisation
factors an infinitely long stripe with a rectangular cross-section aspect ratio of
k = h/d, as shown in Figure 2.12. The demagnetisation factors are Nz = 0 and




































Figure 2.12 Schematic of dimensions, d and h, corresponding to the stripe
width, stripe and thickness.
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2.6 Magnetic Properties of Ferromagnetic Mater-
ials
2.6.1 Magnetisation Process in the Presence of Magnetic
Domain
Figure 2.13 Schematic diagram of (a) A single ferromagnetic domain with a
sizeable magnetostatic field. (b) Two ferromagnetic domains in order to reduce
the magnetostatic field. (c) Four domains, the closure domains at the ends make
the magnetostatic energy zero.
From the study of the ferromagnetic materials, the magnetisation of the material
depends on both the applied magnetic field and temperature, as shown in Figure
2.5. When the temperature is below the Curie temperature, spontaneous align-
ment occurs. The material may manifest very small or no magnetisation because
of the magnetic domains. Furthermore, the magnetostatic energy is partially ac-
countable for the formation of magnetic domains. Figure 2.13 illustrates that
the magnetostatic energy is lowered as magnetic domains form. In the first case,
which is the single ferromagnetic domain, the lowest exchange energy is when the
spins are parallel to each neighbouring magnet. This configuration also has a large
amount of magnetostatic energy. In the second case, the sample is separated into
two domains. The north and south pole are behind each other on the top and
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vice verse in the bottom. This case has a lower magnetostatic energy than the
single domain. There is no demagnetisation field created from south to north, but
the field is confined in the two ends. The third case describes the sample that is
subdivided into four domains. Therefore, the closure energy at the end has zero
magnetostatic energy.
2.6.2 Hysteresis Curve
Figure 2.14 The Magnetic hysteresis loop M-H of the ferromagnetic materials.
However, ferromagnetic materials exhibit memory effects in their M(H) depend-
ence. This property is observed as a hysteresis loop, which is one of the most
common ways of characterising the magnetic properties of ferromagnetism. Ex-
tensive information about the magnetic materials can be obtained by studying its
hysteresis loop. In Figure 2.14, the specimen is assumed to be unmagnitised at
the centre of the graph (H = 0, M = 0). As a positive magnetic field is applied
to the specimen, the magnetic moments align uniformly in the direction of the
applied magnetic field until the magnetisation saturation point, Ms, is reached.
When the applied magnetic field is reduced to zero, the magnetisation curve re-
turns to a point known as the remanent magnetisation, Mr. Some magnetic flux
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remains in the material even although the magnetising force is zero. By applying
a magnetic field in the negative direction, the magnetisation may be reduced to
zero: the corresponding field is called coercivity, -Hc. As the magnetising field
is increased in the negative direction, the material again becomes saturated in
the opposite direction, -Ms. Two classes of materials exist, depending on the
coercivity: soft magnetic materials (small coercivity) are easy to magnetise and
demagnetise, while the magnetic materials that are difficult to demagnetise are
called hard magnetic materials (large coercivity). Moreover, reducing H to zero
causes the curve to remnant magnetisation point which is in the negative direc-
tion -Mr. Then, Increasing the magnetic field back in the positive direction will
return M to zero to reach the coercivity point again but in the positive direction,
Hc. This curve will not return to the centre point because some force is required
to remove the residual magnetism. Thus, it will complete the hysteresis loop by
reaching the saturation point which is in the positive direction, Ms. Besides, the
shape and size of the hysteresis loop largely depend on the nature of the magnetic
material.
2.7 Dynamic Phenomena
2.7.1 Bulk Magnon Dispersion Relation
This section presents the analysis of the one-dimensional array of a chain of N
magnetic moment. This system has energy that is a sum of the exchange interac-
tions between the nearest neighbours of magnetic moment and is described by the
Hamiltonian. The Hamiltonian is based on the Heisenberg model, which describes
the energy of interaction between two magnetic moments. Equation 2.11 could





Here, Sp is the angular momentum of the magnetic moment p, while Sp+1 indicate
the closest neighbour of the magnetic moment p.
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However, at the ground state in the ferromagnetic, all magnetic moments are
parallel; in such state, Sp · Sp+1 = S2, as shown in Figure 2.15(a). The exchange
energy of this system can be identified as: E0 = −2NJS2. However, when one
magnetic moment is reversed in the array, the energy for this state is higher by
8JS2 than the energy of the ground state, Figure 2.15(b). The energy of this state
also is more efficient energetically when all of the magnetic moments participated
in the excitation. Indeed, the orientation of the magnetic moments oscillates as an
oscillatory system coupled by the exchange interaction, these systems are called
magnons, Figure 2.15(c). The energy of this state is much lower than in Figure
2.15(b). In bulk, the spin-wave dispersion relation in a one-dimensional array
with the nearest neighbour interaction is given by the following [43, 61]:
Figure 2.15 a) A classic picture of a ferromagnet. (a) The ground state of the
magnet: all spins are aligned. (b) The excited state of the magnet: one spin is
reversed. (c) The magnon state: a spin-wave on a line of spins and the spins vied
in perspective. d) A spin-wave propagates along Q.
}ω = 4JS(1− cos(ka)) (2.36)
where ω is the frequency, k is the wavevector of the spin wave and a is the lattice
constant. Equation 2.36 is plotted in Figure 2.16, which shows the dispersion re-
lation that corresponds to the spin procession around the magnetisation direction
in the specific range of k within a range of 0 ≤ k ≤ π/a.
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Figure 2.16 The dispersion relation for magnons in a ferromagnet in one
dimension. Adapted from ref [1].
2.7.2 Localised Spin Wave Excitations
2.7.2.1 Damon-Eshbach Modes
Understanding the discrete modes of magnetic excitations of ultra-small magnets
where surface effects play a dominant role is essential for both fundamental science
and applications to high-density information storage. The collective dynamics of
submicron magnets, which is the most interesting, is currently inaccessible by any
standard methods such as Brillouin light scattering.
Brillouin light scattering is one of the most significant techniques to investigate
the dynamic properties of magnetic materials [10, 11, 62]. Most importantly, BLS
gives information on energy losses incurred at momentum q = k - ḱ where k and
ḱ are the wavevectors of the incident and scattered photons, Figure 2.17. In this
way, the energy-momentum ω(q) dispersion curves of magnons can be measured.
However, this technique can be understood as an inelastic scattering process of
incident photons with spin wave (magnon) that considers energy and momentum
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Figure 2.17 a) Scheme of inelastic scattering of an incident photon by a
magnon. The incident light (in) creates a spin-wave (sw) in the Stokes pro-
cess. The conservation of energy and momentum lead to a reduced wave vector
and a smaller frequency of the scattered light (out).
conservation which decreases the kout,νout directly of the light which is scattered
in the Stokes process [63]. This technique could be described by these equations:
hνout = hνin ± hνsw (2.37)
~kout = ~kin ± ~ksw (2.38)
Here, h is the Planck’s constant and ν is the frequency. (in) to the incident light
whereas the scattered light (out) that carries information about the spin wave
(sw).
Figure 2.18 illustrates the typical BLS spectrum for wavevector q = 0.59 × 105
cm−1, which is along the width and the external field He = 100 Oe, which is along
the length of the stripe. Nevertheless, it could be observed that several peaks
correspond to different quantised modes (m=1, 2, 3...) relative to the different
frequencies. That result occurs by sending the light to excite the spin wave which
is scattered to obtain the spin mode at room temperature, TR  ~ωkB ≈ 1K.
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Figure 2.18 BLS spectrum of 1µm wide and 33 nm of thick stripes for rectan-
gular elements in an external field of 100 Oe for a transferred wavevector of q =
0.59×105cm−1 oriented along the width of the stripe. Adapted from ref [2].
The description of BLS technique is related to the photovoltage technique, which
is the key idea in this thesis. Clearly, BLS is working very well for magnets of
a size comparable to the optical wavelength (the wavelength of the laser beam
being scattered ∼ 532 nm). In contrast, photovoltage spectroscopy is a powerful
technique for probing magnetic excitations on a scale lower than 100 nm and
this technique can also measure the dispersion curve of spin waves [64]. In this
project, this aspect does not matter because the momentum of spin waves is
strongly quantized by the boundary conditions of tiny magnets [65, 66, 67].
During the long stripes, two different geometries might be studied, allowing us
to examine two different effects separately. Through the first kind of an infinite
film, magnetic resonance is underpinned by a backward volume wave mode. In
this case, the applied magnetic field is along the length of the magnetic stripe.
The internal magnetic field is homogeneous and equal to the magnetic field which
was applied. Therefore, the magnetostatic boundary conditions force spin-wave
modes to the surface of magnets. The stripe then exhibits a backward volume
mode modulated by Damon–Eshbach modes, which propagate along the edges
parallel to the external magnetic field [2, 24, 25, 68].
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Figure 2.19 Measured dispersion relation of a thick stripe in an external field,
Bdc, of 100 Oe applied along the length of the stripe. Adapted from ref [2].
Figure 2.19 illustrates the measurement of frequencies as a function of the wavevector
at circle points that show a frequency of 18.5 GHz where the circles identify the
perpendicular standing spin wave modes (PSSW). In addition, the squares corres-
pond to the Damon–Eshbach modes which could be determined at low frequency
and are quantized because of confinement caused by the finite stripe width.
2.7.2.2 Spin wave wells in transversely magnetised magnetic stripes
During this study, the spin waves propagation is identified in the rectangular
sample, which is infinitely long. This sample is magnetised with an applied field
in the plane and along the width of the thin stripe. There is a strong inhomo-
geneous internal field, particularly at the edges of the bar magnets wherever the
poles are formed as a result of a demagnetisation field which is strong. The in-
ternal field induces the propagation of spin waves at the region where the field
gradient is steeper. The strong inhomogeneous internal magnetic field introduces
the confinement of the spin wave in the magnetic stripe [2]. Figure 2.20 shows the
dipolar edge spin waves confined in wells of magnetic field near magnetic poles
[69].
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Figure 2.20 The dipolar edge spin-waves confined in wells of magnetic field
near magnetic poles, the spatial profile of the magnetic field induced by DESWs
at the site of the 2DEG [2]. The wave below the magnet is the spin wavefunction
of the m = 2 level. The dashed line gives the width of the quantum well at the
site of the m = 2 level.
Figure 2.21 The Magnetisation components My and Mz along the width of
the stripe (top). The full line is the internal field along the width of the stripe
(bottom) and the dotted line is the output for the effective field of OOMMF
simulation. Adapted from ref [2].
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Figure 2.21 presents the internal field profile as a function of z–direction. The
internal field is a maximum and broad at the centre of the stripe and the magnet-
isation is saturated and aligned with the internal field. In contrast, at the edge,
the field is almost zero, and the magnetisation is no longer saturated; therefore,
magnetic domains are created at the edge. On the other hand, the strong in-
homogeneity affects the propagation of spin waves significantly via creating the
well which confines spin waves. The spin-wave modes have different character-
istics depending on the region of the inhomogeneous, potentially identifying the
different types through Brillouin light scattering experiments (BLS).
Figure 2.22 The spectra of BLS for a magnetic stripe that magnetised trans-
versely, with an applied field 800 Oe. It shoes the PSSW modes at high frequency
at 20 GHz, the band of spin wave modes corresponding to a band of resonances
of nonlocalised spin-wave modes when decreasing the frequency (8 GHz) and the
peak corresponds to the resonance of a localised mode confined in the spin-wave
well at low frequency.This data refers to Bayer et al [2].
Figure 2.22 shows the spectrum of BLS at different frequencies. As shown, at
high frequency (20 GHz), there are two peaks corresponding to two perpendicular
surface spin-wave modes (PSSW) [70]. One of the peaks is placed at the centre
of the stripe and another is placed nearly at z = ±0.5 nm. When the frequency
has decreased, it can be observed at (8 GHz), which corresponds to a band of
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Figure 2.23 The frequency of the spin wave modes as a function of an applied
magnetic field. The vertical dashed line indicates the critical field H∗. Adapted
from ref [2].
resonances of nonlocalised spin-wave modes. However, at low frequency, the peak
corresponds to the resonance of a localised mode confined in the spin-wave well
with an applied field of He = 800Oe.
Figure 2.23 establishes the relation between the external field and the frequency
which shows the several types of spin-wave modes. When increasing the applied
field, the number of localised modes also increase and these modes shift from a low
frequency to a higher frequency as seen in the bottom of Figure 2.23. Below theH∗
value, where the field is not adequate to reach the saturation magnetisation point
at the middle of the magnet there is a single PSSW mode only that specifically
corresponds to Hi = 0. Besides, at H∗, the peak divides into one that is located
at a high frequency where the magnetisation is saturated. The peak which is at
a low field maintains its frequency while the frequency of the other PSSW mode
increases with an increasing applied field.
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For determining the localisation of spin waves as a function of frequency, the
internal field needs to be calculated according to the following equation:
Hi = He +Hd +HMC (2.39)
Herein, He is the applied field, Hd is the demagnetising field and HMC is the
magnetocrystalline anisotropy field and will be described in the next section. The
dispersion law for dipolar-exchange spin waves has a wavevector q parallel to the

















Figure 2.24 Dispersion curve of the spin waves at constant internal fields, which
is an external field He = 500 Oe. Hi = 0 Oe and Hi = 237 Oe as a function of
wavevector, q. Adapted from ref [2].
Hence, ωM = γµ0M , α = 2πA/µ0M2s is the exchange constant expressed as a
function of the effective area A, and ωH = γµ0Hi is the Larmor frequency of the
internal magnetic field. Hi is the internal field including Bdc and the demagnet-
ising field where M(z) is the stray magnetic field. Afterwards, the wavevector q
has two quantised components, qy and qz, and a third free component, qx. Where
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qz = pπ/h (p =1,2,...) is quantised by the finite thickness of the Co film while wave
vector qy is confined by the spatial variation of the internal magnetic field. Once
ωH is slightly smaller than the microwave frequency, ω, Equation 2.39 admits real
solutions in q at the centre of the stripe which correspond to propagating waves,
although, if the solution is imaginary, then the spin-wave is evanescent and this
gives quantum wells for spin waves in spatially varying B-field [73, 74].
The dipolar surface spin-waves, therefore, propagate at the side of the poles where
the internal magnetic field is the lowest. The quantisation of the spin-wave fre-
quency, ω, results in a series of small peaks associated with localised edge spin
waves [75, 76]. As long as, ω2 is proportional to q2 (where qn = 2πn/h) ω must
be proportional to q, which explains why the curve shown in Figure 2.24 becomes
linear at shorter wavelength.
2.8 Magnetocrystalline Anisotropy
Understanding the magnetic anisotropy of ferromagnetic materials plays a dom-
inant role in the magnetisation curves and ferromagnetic resonance spectra. The
magnetic anisotropic, which is the most interesting, is determined by the field re-
quired to tilt the magnetisation from the easy axis to the hard axis. Anisotropy is
also determined by the shape. Figure 2.25(a) shows the relation between the sat-
uration magnetisation, Ms, and anisotropy field, HK , in the hard axis hysteresis
loop [1].
This study explains that in the typical situation with no magnetic field has been
applied, H = 0, the magnetisation tends to align at the easy axis, α = 0. Instead,
when the applied field is increased, the magnetisation is closer to an applied
magnetic field, as shown in Figure 2.25(b). Consequently, an external field must
be applied to orient the magnetisation vector in the opposite direction. The
applied magnetic field required to obtain the saturation magnetisation over the
easy axis which is lower than the other axis while it is higher along the hard axis.
Each material has a different easy axis [29]. The observed phenomena can be
described by the spin-orbit interaction of electron and this interaction is modified
depending on the orientation and affects the energy in the magnetisation process
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Figure 2.25 a) The relation between the saturation magnetisation, MS, and
anisotropy field, HK in the Hard axis hysteresis loop. b) Schematic of the mag-
netisation, the applied field and easy axis for a material.
and the interaction takes a different form in cubic and hexagonal crystals such as
cobalt [77, 78, 79].
Figure 2.26(a) shows the lattice structure with hexagonal symmetry of cobalt that
possesses easy and hard axes that have been used in the experimental part. The
figure shows that the direction of the magnetisation is perpendicular to the basal
plane axis, whereas any direction that is parallel to the basal plane is a hard axis
as long as the material with hexagonal symmetry only has one easy direction and
this direction is called uniaxial. The long dimension of the crystal also produces
a lies the easy axis. In individual stripes, the easy axis is along the longest edge,
which is 80 nm whereas is the case of the disk the easy axis in the plane along
the diameter, which is 80 nm.
Hence for the materials such as Co with easy axes that are perpendicular to the







where Kn is the anisotropy constant and α is the angle between the magnetisation
vector and the easy axis, as shown in Figure 2.26(b). It is sufficient to consider
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Figure 2.26 a) The cobalt lattice structure, HCP, showing the easy and hard
axes in the case of uniaxial anisotropy. b) The magnetisation curves along the
easy and hard axes and it can be verified the quick saturation when magnetisation
in the easy axis.
only the first two terms. Ignoring the main term because it is isotropic, the energy




At resonance, if the magnetic field Bdc was applied perpendicular to the easy axis,
the magnetisation moves from one direction (α = 0) to another direction (α =
180◦) by the energy barrier to obtain resonance, as shown in Figure 2.27. The
energy barrier, ∆E = KuV , flips the magnetisation, and it is exactly the energy of
anisotropy. Ku is the magnetocrystalline energy per volume where Ku = µ0BdcM
[80]. This energy barrier leads to the Zeeman energy that is the interaction of





Consequently, the resonances have shifted in experimental data by the magneto-
crystalline anisotropy of Co which added an extra magnetic field. The anisotropy
field (coercive field) may be expressed by Hc = 2Ku/Msµ0 [81]. Ku is the constant
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anisotropy of Co which is 5.5× 105 J/m3, at low temperature, which will be used
in the calculation in the chapters 4 and 5.
Figure 2.27 At magnetic resonance, the magnetisation will move from one dir-
ection (α = 0) to another direction (α = 180◦) by the anisotropy energy, ∆E.
2.9 Two-dimensional Electron Gas System in a Semi-
conductor Heterojunction
A two-dimensional electron gas (2DEG) is a system of electrons whose motion
is free in a two-dimensional plane and confined in the third. The confinement
leads to quantized energy levels in the third dimension. This can be achieved in
the 2DEGs that formed at the junction when two different materials which have
different band gaps and Fermi levels come into contact. Because of the mismatch
between conduction band offsets, the quantum potential well traps the 2DEG. It
is ordinarily observed in semiconductor heterostructures such as GaAs/AlGaAs,
graphene and the metal oxide semiconductor field effect transistors (MOSFETs),
where we will focus on the GaAs/AlGaAs heterojunction in this study. [82, 83,
84].
Figure 2.28 shows that the band structure of a semiconductor heterostructure
consists of several layers grown on GaAs substrate. There is also a conduction
band Ec, a valence band Ev and the Fermi level EF , which determine the electron
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Figure 2.28 The conduction band structure of aGaAs/AlGaAs heterojunction.
density in the 2DEG. The band gap of AlGaAs is approximately 2.0 eV which is
bigger than the band gap of GaAs, which is about 1.52 eV; a part of the barrier
of the AlGaAs is undoped near the interface and is called ‘the spacer’, the spacer
increases the electron mobility by setting the impurity scattering potential away
from the interface. The AlGaAs barrier is Si-doped 10 nm from the interface to
generate the free carriers of the electron gas. The Si has one extra electron per
atom as substitutional impurities for Ga. These electrons will be jumping from
the barrier down the potential triangular well.
Experimentally, the mobility of the electron gas increases with the thickness of
the spacer while there is an inverse relationship between the 2DEG density and
the thickness of the spacer [85]. Because the electrons are very far from the band
impurities, that leads to the high mobility of this system. The most significant
advantage of this technique is the high sensitivity that arises from the low electron
density that can be described as the measure of the probability of an electron being
present at a specific location and high charge carrier mobility of 2DEGs relative
to metals in the order of ns = 1.6 × 1011cm−2 and µ = 1.5 × 106cm2.V −1.s−1,
respectively [1, 3]. The mobility of the 2DEG is very high comparing with the
mobility of 2-D Graphene which is between 3000 and 27000 cm2.V −1.s−1. [86].
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By applying the electric field, E, in the plane of the 2DEG, the electrons will





Herein, m∗ is the carrier effective electron mass in GaAs which is approximately
0.067 me, and ∆t is the average time between collisions. The average of ∆t is the
scattering time τ and the average drift velocity can be displayed by this equation:
vd = −µeE (2.45)
Here, µe is the electron mobility, which is µe = eτ/m. The minus sign points
to that, the drift velocity has an opposite direction to the electric field vector
direction. There is also a drift current, which is thus given as:
Jd = −ensvd (2.46)
Equation 2.46 can be rewritten according to Ohm’s law, where ns is the electron
density:
Jd = σE (2.47)
The conductivity could be derived as σ = nseµe, where the energy of the conduc-






Now, calculating the density of states which is the derivative of the number of











Therefore, A is the area of the Fermi surface, which is circle in the k-space, it
could be expressed as A = πk2F with a radius equal to the Fermi wavevector (kF ).
From Equation 2.48, k2 = 2m∗E/~2. Thus, A = 2πm∗E/~2. There is also a






Here, gs and gv are the spin (gs) and valley (gv) degeneracies, respectively. So, the







It is constant inside each sub-band for any energy value. Moreover, ns is depend-
ent on the following factors: the number of states, n(E), and the Fermi–Dirac
occupation function which is related to the temperature. The Fermi wavevector
kF is therefore kF =
√
2πns.
Figure 2.29(a) illustrates the density of states ρ(E) as a function of energy in
2DEG. The sequence of sub-bands is related to the discrete levels in the potential
well, which is confines the 2DEG to the interface. So, when the temperature is low
enough, that means the electron density and the Fermi level will be low as well.
The reason for that, at the constant density of state, ns have a linear relationship
with EF as a function of Equation n(E) = gsgvm∗EF/2π~2.
When the magnetic field is applied perpendicular to the 2DEG, it will introduce
the Landau quantization of the energy levels, which characterises the quantum
Hall regime [88]. The action of the Lorentz force will force the electrons into
circular cyclotron orbits and the energy spectrum becomes discrete. Consequently,
the radius of the cyclotron will be quantized because it is proportional to the
square root of the energy. The energy level which is from the quantization of the






Figure 2.29 a) The density of states ρ(E) as a function of energy in 2DEG.
Inset: confinement potential well perpendicular to the plane of the 2DEG. The
discrete energy levels (E1 and E2) are corresponding to the bottoms of the first
and second 2D sub-bands. b) The density of states for a 2DEG in a perpendicular
magnetic field as a function of energy. The landau levels are shown in blue below
Fermi level.
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Herein, ωc = eB/m∗ is the cyclotron frequency and n = 1, 2, 3, ... is the quantum
number associated with the Landau levels. Figure 2.29(b) shows the density of
states in a perpendicular magnetic field, where E1 and E2 are the energy values
of the first two Landau levels. By Equation 2.53, there is a linear proportionality






The first aim of this chapter is to describe how the hybrid ferromagnetic-semicond-
uctor device was fabricated [90]. Ferromagnetic nanomagnets (Cobalt) were fab-
ricated on top of GaAs/AlGaAs structures using electron beam lithography. The
second aim is to describe the experimental setup, including fabricating the sample,
a microstrip antenna and a microwave bench, which were built in the laboratory.
The microwave bench was controlled by LabVIEW software, which was developed
to automate the experiment. A range of microstrip antenna was designed each
of which was centred on a different frequency in the 3 GHz - 30 GHz range of
ferromagnetic resonance, which generated an ultra-high frequency spectrum and
was utilised to transmit electromagnetic waves to the sample. The third aim is





The first step to creating a semiconductor device is to grow the Wafer. The
Wafers used to fabricate the samples were grown at the University of Cambridge
(Cavendish Laboratory) on the silicon substrate. However, GaAs is commonly
used to manufacture semiconductor devices, which typically consist of two layers,
GaAs and Al0.33Ga0.67As. These layers have a similar lattice constant, so there is a
smooth boundary between them. 2DEG could also be formed at the interface due
to differences in the two layers’ conduction band energy. TheGaAs/Al0.33Ga0.67As
heterojunction hosting the 2DEG was 30 nm beneath the surface. Such shallow
2DEG allowed minimizing the decay of the magnetic field from the nanomagnets
[91].
However, when the wafer arrived in the shape of a thin disc (3 in diameter),
the substrate was then sliced to a suitable size for processing, ordinarily, 1cm2.
Through a series of lithographic steps: First, resist was spun on the wafer at a
speed of 4000 rpm giving a thickness of resist of nearly 1.4µm [21, 22, 92]. Next,
the resist was baked in the oven at 95C0 for 30 minutes, followed by exposing
and developing the sample to transfer the pattern to the resist. The exposed area
was more soluble in the developer and was removed. One of the most important
steps is employing the etching technique; to remove the exposed GaAs, which is
not protected by photoresist and insulate 2DEG.
The Hall bar system was etched in a SiCl4 : SiF4 plasma for nearly nine seconds;
the remaining resist is then stripped by washing in acetone. Because it was im-
possible to attach wires to the semiconductor, it was necessary to fabricate a metal
contact between the surface and the 2DEG utilising an evaporation technique. It
was performed in a vacuum, typically ≈ 10−6 mbar, to avoid impurities in the
deposited film. Once again, for the contact to the 2DEG, four metal layers were
evaporated: 60 nm of Ge and 90 nm of Au, followed by 33 nm of Ni and a further
200 nm of Au. Finally, to diffuse the ohmic contact through the GaAs surface
and create a metal connection with the 2DEG, the wafer was placed into a rapid
thermal annealer and heated to 400C0 for 15s.
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Since the size of the semiconductor device is remarkably small, it is exceedingly
difficult to wire it to precise measurements. Sample mounting and bonding are
crucial to afford the device to a 1cm2 ’chip carrier’. The chip carrier is the ceramic
tile with a series of metallic contact pads around the edge where wires can be
soldered to. Nevertheless, it will be glued to the chip carrier by GE varnish to
retain the adhesive characteristics of the material in the low-temperature experi-
ment. Consequently, the wire must be connected to the metallic pads on the chip
carrier using an ultrasonic bonding machine. A coated, 25 µm copper/gold alloy
wire must be used in the connection, and it is attached using a Wedge bonder.
To perform an experiment, the chip carrier is secured to a metal insert that can
be placed inside the experimental apparatus. This insert carrier is the connection
between the chip carrier and the measurement equipment.
Figure 3.1(a) shows the sample and chip carrier assembly, which consists of a Hall
bar system with a rectangular shape that has a series of voltage probe terminals
on either side. The active region of Hall bar is 8 µm wide and 32 µm long.
The side arms are voltage probes, and both ends of the Hall bar act as current
probes. As shown in Figure 3.1(b), the voltage probes were separated by 2-16
µm gaps. The localised spin-wave modes were distinguished by measuring the
photovoltage between two probes in the longitudinal and transverse directions
across the ferromagnetic element.
The photovoltage was indicated by irradiating the microwaves at the frequency
within a microstrip antenna and will be described later in this chapter. A mi-
crowave synthesiser is used to excite an antenna with a GHz signal at different
power -10 dBm, -20 dBm, and -30 dBm. Figure 3.2(a) indicates a high-resolution
SEM image of a Hall bar device used for photovoltage spectroscopy measurements,
the black hollow square indicates the location of the Co. Figure 3.2(b) shows a
high-resolution SEM micrograph of a Co stripe that is 80 nm wide and 30 nm thick
in the active region of a Hall bar while Figure 3.2(c) illustrates a high-resolution
SEM micrograph of a single dot that had an 80 nm diameter, 40 nm thickness,
and was magnetised parallel to the 2DEG by Bdc.
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Figure 3.1 a) The schematics of a hybrid semeconductor-ferromagnetic device,
showing the micro-magnetised in the plane of the 2DEG by the static magnetic
field, Bdc. b) A diagram of a Hall bar made from a GaAs/Al0.33Ga0.67As het-
erojunction that contains a 2DEG. The photovoltage was measured across 8µm
probes.
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Figure 3.2 a) A SEM image of the sample of a Hall bar system, focusing on
the gap across the 8 µm probes, the black hollow square indicates the location of
the Co. b) A higher-resolution SEM image of a Co stripe with 80 nm wide and
30 nm thick. c) A SEM image of a cobalt dot that had an 80 nm diameter, 40
nm thickness.
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Figure 3.3 a) The microwave source 0 – 25 GHz and b) The setup of the
microwave bench, consisting of a sample at the centre between two neody-
mium–iron–boron magnets housed on a Whitworth screw. The screw is controlled
by a stepper motor and a temperature sensor on the cold finger.
3.1.2 The Microwave Bench
During this stage, we built a microwave bench to measure the photovoltage spectra
by varying the Bdc field at constant microwave frequency, and the sample was
located in the middle of the bench between two Neodymium Iron Boron, NdFeB,
permanent magnets which are the strongest magnets, and it is available with steel
weight of up to 7.3 kg. These magnets were housed on a Whitworth screw attached
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to a stepper motor. There are two stepper motors with voltage rating 12 Vdc,
current rating 0.16 A and six wires. The screw provides a calibrated translational
distance per number of steps of the stepper motors, and the distance corresponds
to a 0.0125 mm translation for each magnet. The motors move the magnets, which
produces an external magnetic field Bdc through the sample by sliding the magnets
symmetrically away from and towards the sample site. The distance varied from
11 to 50 mm, and this distance gives to the magnetic field’s strength, which was
modified from 0.083 to 0.606 T (Figure 3.3). The two parallel openings between
the magnets are for inserting the PCB antenna, which will be presented in more
detail in the next section. The sample, which works as a receiver, was irradiated
by shining different microwave frequencies using the microstrip antenna, which
was placed directly over the sample. The microwave bench was controlled by
LabVIEW software to vary the distance between the two permanent magnets so
photovoltage could be measured as the Larmor magnetic field was varied.
Figure 3.4 At low-temperature measurements, a) The liquid nitrogen into a
pot to cooling the sample. b) A small hole in the cold finger near the sample and
the PT100 resistor.
The low-temperature measurements were performed by cooling the sample using
a cold finger polytetrafluoroethylene pot with a copper base. A copper finger was
fastened to the copper base, and the sample remained at the end of the finger, away
from the pot. Liquid nitrogen cooled the copper equipment and, consequently,
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the sample to 77 K, Figure 3.4(a). Since the sample is located at the end of the
finger and in contact with the environment, it is at the warmest part of the finger.
Thus, a temperature gradient exists between the reservoir and the sample. Due to
the gradient the sample will not be at liquid nitrogen boiling point but somewhere
higher than that. A platinum resistor (PT100 resistor) is using to measure the
temperature of the cold finger near the sample [93]. The PT100 resistor has a
nominal resistance of 100 Ω at 0 ◦C and a temperature coefficient of 3850 ppm/K.
This particular resistor is Class Y so its tolerance is 0.10 + 0.0017×|T| valid
from -50 ◦C to 150 ◦C where |T| is the numerical value of the temperature in ◦C
without taking leading signs into account. For a PT100 element, the relationship
between the resistance and temperature for the temperature range between -200
◦C ≤ T ≤ 0◦C can be described as the following equation [94]:
R(T ) = R0(1 + A× T +B × T 2 + C × [T − 100]× T 3) (3.1)
where R(T) is the resistance at temperature T. A, B and C are material-dependent
coefficients and R0 = 100 Ω is the nominal resistance at 0◦C. For the platinum
resistor with the temperature coefficient 3850 ppm/K the coefficients are A =
3.9083 ×10−3◦C−1;B = −5.775× 10−7◦C−2;C = −4.183× 10−12◦C−4.
Besides, a small hole was created in the cold finger near the sample and the resistor
is embedded in this hole with the assistance of heat-conductive paste, Figure
3.4(b). A multimeter was used to measure the resistance of the resistor. Low
noise measurements were obtained using a model 5210 lock-in amplifier. Lock-ins
are helpful in reducing noise and obtaining an accurate reading of a homogenous
sample. A lock-in consists of several parts, including two input connectors used
to determine the sensitivity of the voltage. The display was, therefore, used to set
the voltage in the Hall probe. The reference was also connected with the waveform
generator’s output, which was required to communicate with the multimeter and
obtain the analogue voltage.
Figure 3.5 illustrates the experimental setup, consisting of a microwave bench
holding a sample, which was irradiated with microwaves emitted by a microstrip
antenna (yellow). Two motorised magnets (green) were also used, as well as a mi-
crowave generator and its custom-made antenna, a lock-in amplifier, multimeter,
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Figure 3.5 A schematic of the photovoltage spectroscopy experimental setup
consists of a rig holding a sample with two motorised magnets; a microwave gen-
erator and its custom-made antenna; a lock-in amplifier; multimeter, a LabVIEW
program in the computer to control the experiment, and the function generator.
a function generator, and a computer with LabVIEW software installed. The
microstrip antenna was excited using a microwave synthesiser with a GHz signal
fm = 3 GHz modulated with a kHz signal fC from a function generator where
fm was set by the LabVIEW software. A lock-in amplifier, which demodulated
the resulting oscillating photovoltage across the sample with a reference signal
fC from the function generator, was also used. A voltmeter measured the voltage
from the output of the lock-in amplifier, which is proportional to the magnitude of
the oscillating photovoltage. In addition, this system allows for the following five
variables: the photovoltage and photoresistance; microwave frequency; applied
magnetic field; temperature, and microwave power.
3.1.3 Microstrip Antenna
The microstrip antenna is a critical part of the experimental setup; this antenna
has the ability to direct radiation to the sample at a peak frequency defined by
the geometry of the stripe. It has many advantages: it is lightweight, suitable
for use in small devices (e.g., cellular phones), and, most significantly, easy to
manufacture in the laboratory.
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Table 3.1 The calculations of the dimension of the microstrip antenna including
the length, L, width, W, of the patch antenna at different frequencies at the range
of 3 GHz to 24 GHz; the dimension of the termination impedance, Z0, the ZIN ,
and the dimension of the quarter-wave transformer ZT . All those dimensions were
used to design and fabricate the microstrip antenna in the laboratory.
Various steps must, therefore, be taken to fabricate the microstrip antenna. The
waveguide was designed using computer aided design (CAD) and the desired di-
mensions and then transferred to vellum paper, which was transferred to the prin-
ted circuit board (PCB) (Table 3.1). Then, the double-sided photoresist board
was printed on A4 vellum paper. Afterwards, the waveguide pattern was trans-
ferred from the paper to one side of the PCB using UV lithography for about
3 minutes and 30 seconds. The PCB was developed and etched using a copper
etch solution at 40◦C and then cleaned in water. During the developing stage,
a mixture of 25 ml of sodium hydroxide (NaOH) and 75 ml of 25◦C water, for
approximately 2 minutes. Then, the PCB was rinsed in water and blown dry,
followed by etching in the copper etch bath for approximately 5 minutes. Ulti-
mately, the cells holding waveguides were each cut into 16 pieces to prepare them
for soldering to the n-type connectors.
The rectangular microstrip antenna has a patch line supplied by a transmission
line made from copper, which has high conductivity; L and W indicate the patch
length and width, respectively. The transmission line model depicts the width
and height of the patch antenna as two radiation slots separated by a transmission
line of length L, as shown in Figure 3.6. Table 3.1 shows the calculations of the
dimension of the microstrip antenna. It can be started by calculating the L from
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Figure 3.6 Configuration and dimensions of 3 GHz microstrip antenna, con-
sisting of the transmission line, quarter wave transformer, and patch antenna. All









Here, λsub = λ0
√
εeff , and λ0 = c/f . For an efficient emitter with a given
dielectric of thickness h = 1.6 mm and operating frequency f0, a practical width







If the width is larger, the radiation will be more efficient, but it may produce
higher-order modes. The influence of a fringing field along the radiating slot’s
width could be modelled in the expression of a line extension, ∆L. Once W is













where εeff is the effective dielectric constant, εr is the relative permittivity of the
dielectric substrate = 4.7, and h is the thickness = 1.6 mm. Thus, ∆L is given
by the following equation:
∆L = 0.412h
(εeff + 0.3)(W/h+ 0.264)
(εeff − 0.258)(W/h+ 0.8)
(3.5)
The antenna’s length can be determined using the following equation:








Figure 3.6 shows the termination impedance Z0= 50 Ω that matches to the cable
and connector (all 50 Ω), and the input impedance ZIN is very low because the
patch is wider than the section of Z0. Consequently, when connecting Z0 directly
to the patch without the quarter wave transformer, it will be seen some reflection
of power. Thus, the purpose of adding a quarter-wave transformer is to match
the input impedance ZIN of the antenna with the termination impedance Z0 and
to reduce the reflection. Now, assuming W  λ0, the input impedance is given













However, the quarter-wave transformer must have a correct impedance, which
is the transformer impedance ZT , to correctly match the 50 Ω and ZIN . This
impedance could be calculated using the following equation:
ZT =
√
Z0 ∗ ZIN (3.10)
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Figure 3.7 a) Top view of the microstrip antennas engineered to emit at a
range of different frequencies: 3, 6, 9, 12, 15, 18, 21, and 24 GHz. b) Top view.
c) Bottom view of the BNC connector to the waveguide.
Figure 3.8 The transmission line design for rectangular patch antenna as radi-
ating slot, and showing the electric field distribution.
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Furthermore, the microstrip antenna was built using a thin copper strip located
on the small portion of the wavelength above a ground plane in a dielectric sub-
strate (Figure 3.7). Figure 3.8 demonstrates that the patch antenna consists of a
ground plane, dielectric substrate and radiating patch , and parallel-plate trans-
mission line connected with two radiating slots. Electromagnetic waves fringe
between the top parts and the substrate. The frequency spectrum of the stripe
antenna is between 300 MHz and 3000 MHz. It is designed to transmit or receive
electromagnetic waves [97]. In addition, it was be printed directly onto a circuit
board with the dimensions of 16 cm × 20 cm. The microstrip antenna developed
in this thesis has a rectangular shape and was manufactured in the laboratory for
different frequency bands (i.e., 3 GHz, 6 GHz, and so on, up to 24 GHz).
To probe the emission spectrum of each patch antenna against prediction and
compare it, we measured as follows. Figure 3.9 shows the experimental meas-
urements were performed by exposing the sample to microwave and varying the
power frequency at fixed values of power (-10 dBm, -20 dBm, and -30 dBm), as
explained in Section 3.1.2. The spectrum analyser was utilized to measure each
value of input microwave power automatically by LabVIEW, as detailed below.
Figure 3.9 also shows that, the amplitude of the peak increases with increasing
power frequency, experimentally. In theory, the amplitude of the peak must in-
crease proportionally to the square root of the power,
√
P , which is proportional
to the ac magnetic field according to the following equation:
A ∝
√
P ∝ Bac (3.11)
Figure 3.10 interprets the amplitude of the peak for each value of power calculated





where P0 is 100 mWatt, and P is the source signal. In addition, the amplitude
can be calculated using the formula for the electromagnetic power:




Figure 3.9 Plot of the power spectrum versus frequency with different power
(-10 dBm,-20 dBm,-30 dBm) at 3 GHz, 6 GHz, 9 GHz, 12 GHz, 15 GHz, 18 GHz,
21 GHz and 24 GHz.
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The above equation is possible because the electric and magnetic fields are inter-
changeable for an electromagnetic wave; E = cB. Thus, when the square root of
the power is 0.3, the amplitude is 500 µWatt while when the square root of the
power is 10, the amplitude is 15849 µWatt. This indicates theat the examination
of the power frequency with the microstrip antenna was successful and allows
measurements at low temperature as we show in the next chapter.
Figure 3.10 Plot of the amplitude of the peak versus the square root of the
attenuation of the power.
3.2 Measurement Process
Spin-waves in the ferromagnetic samples varied the electrical properties of the
2DEG while stray magnetic fields threaded the 2DEG and induced eddy currents.
Resistance was measured using 4-terminal measurements. The voltage measure-
ments were taken between two channels in the Hall bar system while current is
passed through it as shown in Figure 3.11. One of the advantages of this method
is that it allows measurements of resistance of the 2DEG when the modulated
current is supplied. A current source, Iac, can be formed from the lock-in ampli-
fier with an oscillator voltage oscillator Vac (13 Hz) in series with a resistor, r (1
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Figure 3.11 A circuit of a 4-terminal measurement of resistance.
MΩ), which is connected to the current probes, 3 and 4 (Figure 3.11). The other
benefits of lock-in amplifiers is their ability to demodulate the potential difference
at the frequency of microwave modulation, Vx, and to gauge the voltage in the
active region of the device, probes 1 and 2 (Figure 3.11).
Thus, the lock-in amplifier includes the output voltage, Vx,pp, which is proportional
to the amplitude of the oscillating potential difference, which can be measured
with a voltmeter. However, the measured resistance of the 2DEG is equivalent
to R = Vx,A/Iac,A = Vx,A/(Vac,A/r), the subscript A indicates the amplitude of
the alternating voltages and currents. A function generator was also utilized to
deliver a pulse signal in kHz to the microwave synthesiser. This stage was crucial
to modulate the microwaves, and the modulation causes the photovoltage to oscil-
late. The modulation frequencies for the modulated microwaves for photovoltage.
Vm and modulated current for photoresistance were 830 Hz and 33 Hz respect-
ively. Thus, the LabVIEW software was utilized to vary the magnetic field Bdc.
We obtained the photovoltage and resistance as a function of Bdc or microwave
frequency when the latter was varied by the source to be measured.
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3.2.1 LabVIEW
Figure 3.12 The graphical front panel of the LabVIEW program.
LabVIEW is unique software that allows user-friendly computer automation in
research conducted by engineers and scientists working on laboratory research and
data analysis [99, 100]. In this work, the LabVIEW software was used to control
the location of the magnets in the microwave bench and record measurements from
multimeters at each position of the magnets. This software also controls different
values, such as frequencies and the power level of a microwave synthesiser, and
assists with the calibration of magnetic field strength based on the translational
displacement of the magnets.
Figure 3.12 shows the graphical front panel of the LabVIEW program that was
used to control and observe the progress in the experimental setup and divide it
into pats 1, 2, and 3 in yellow colour. Part 1 contains three main modes: the pos-
ition, calibration, and photovoltage modes. The position mode is used to control
the position of magnets and helps to place the magnets at a certain distance from
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the sample before photovoltage measurements are taken. Then, the calibration
and photovoltage modes are remarkably similar; the distinctions between them
are in how they perform measurements. In both modes, the system transfers the
magnets a set distance to a new situation to record a measurement then repeats
performs this process. The data are recorded at the end of the experiment and
saved to a comma-separated-values file for analysis. When working in the calibra-
tion mode, the applied magnetic field is recorded for each position of the magnets.
A gaussmeter, which is not connected to the LabVIEW software, is used to calib-
rate the applied field. The gaussmeter readings are then entered into the software
for each magnet position. In the photovoltage mode, photovoltage readings and
temperatures are recorded directly from each magnet position. Part 2 is for set-
ting the rotation, which is one term corresponding to 0.0125 mm translation of
each magnet for different frequencies. Part 3 is for microwave setup that comes
from the microwave synthesiser such as 3 GHz at different microwave power value
from -10 dBm to -30 dBm and a step power for 10 dBm. The aim of this software
is to send a series of pulses to a controller that passes through the stepper motors;
each pulse corresponds to a full step of the stepper motor.
Figure 3.13 A flowchart of the LabVIEW algorithm used to perform photo-
voltage spectroscopy.
Figure 3.13 depicts a simplified flow chart of the photovoltage spectroscopy pro-
cess. Starting with the initial state, the software accepts inputs from the user,
such as the microwave frequency and the minimum, maximum, and step power
of the microwave synthesiser, as well as the maximum distance and step distance
for magnet movement. In this situation, several calculations were performed de-
pending on the initial position of magnets, such as how many steps the stepper
motors needed to run to move a magnet a step distance, and set up the microwave
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synthesiser’s frequency, and the lowest microwave power. When the LabVIEW
software runs in the photovoltage mode, the program moves to the following state,
called Record. In the Record state, the photovoltage spectra are measured and
the resulting measurements are saved in memory. Then, the software moves to
the Motor state and checks the progress of the magnets. If the magnets have not
reached the maximum distance, the magnets are moved a step distance to a new
position; the software then takes a reading of the photovoltage and repeats this
process. After measurements are taken at each magnet position and microwave
power, the LabVIEW software will reach the final state, called Write. In this state,
the measuremed data points are plotted as a function of the magnetic distance
and microwave power, are saved to a file.
3.3 The Low-temperature Experiment
The experimental technique used to explore low temperature is described below.
The first section sets out briefly the underlying basis of cryogenic systems, and is
followed by a discussion of measurement Experimental setup in the second section.
3.3.1 Cryogenics
The study used a 4He–bath cryostat with a top-loading variable temperature
insert (VTI), suitable for measurements at 1.4 K–300 K and in magnetic fields up
to 17 T. The system comprises a liquid nitrogen envelope surrounding a helium
bath which contains a superconducting bobbin. The top-loading VTI includes a
magnetic field probe that rotates for measurements in perpendicular and parallel
directions. The measurement process exploits the temperature and pressure of
liquid 4He. The sample, located in the probe, is cooled by thermal conduction
into the 4He exchange gas. The flow of liquid 4He from the main bath to the VTI
is controlled by a needle valve. The temperature is reduced to 1.4 K by pumping
the vapour in the VTI. Figure 3.14 depicts the VTI used in this study. To achieve
higher temperatures, an ITC4 heater, obtained from Oxford Instruments, was
regulated by controlling the flow of gas. Specially fabricated probes enable this
VTI to be used for microwave measurements also. Microwaves are alternating
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current frequency signals between 300 MHz and 300 GHz, which correspond to
a wavelength between λ = c/f = 1 m and 1 mm. This study used microwaves
ranging from 32.7 GHz to 170 GHz. The microwave sources are backward wave
oscillators, also known as backward wave tubes, or as the more sinister-sounding
‘carcinotrons’. Fundamentally, they are vacuum tubes used to create microwaves
in the terahertz range. Carcinotrons have a broad range of electronic tuning
capabilities; they belong to the travelling-wave tube family.
Figure 3.14 The variable temperature insert (VTI).
3.3.2 Low-temperature Experimental setup
To measure microwaves, two different types of probes are fitted to the VTI cryostat
system (temperature range from 1.4 to 300 K). Integrated into the probes is a
circular waveguide that delivers microwaves from the microwave source to the
sample. Figure 3.15 presents the experimental setup. Figure 3.15(a) shows that
the microwave generator is fitted with an attenuator. The cylindrical waveguide is
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1 mm in diameter and 4.5 m long (Figure 3.15(b)). This design minimises loss of
microwave power. A unique device has been used in this study to linearly polarise
the microwaves before they impinge on the sample. After passing the attenuator,
microwaves pass through a bespoke brass inset whose internal profile converts
from a rectangular input to a circular output (see Figure 3.16), “transforms” the
output into the circular waveguide. The measurements taken in this study have
used indeterminate polarisation; that is, the waveguide was configured with an
open circular exit (denoted by the red star in Figure 3.16). That linear polarisation
is possible indicates the presence of microwave effects that are sensitive to linear
polarisation. Linear polarisation is measurable for generators from 55 GHz to
170 GHz using the specially constructed second brass inset at the end of the
waveguide (see Figure 3.16). For all measurements, the waveguide and the sample
are separated by 1–2 mm (Faraday configuration).
Figure 3.15 a) Setup for microwave experiments: (a) microwave generator with
attenuator and (b) VTI with probe and waveguide.
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Figure 3.16 Brass inset for the microwave waveguide: By adding such an inset
at the end of the waveguide, the microwaves penetrating the sample are linear
polarized.
3.4 Micromagnetic Simulation
Object-Oriented MicroMagnetic Framework (OOMMF) is micromagnetic simu-
lation software. The user can define the parameters of the simulation including
the size and shape of the material, and the cell size of the simulation mesh. So,
it is a powerful program to simulate the dynamics of micromagnetic moments
and photovoltage spectra. It is also a combination of discrete magnetic dipoles
that occur when an ac wave is applied to an OOMMF programme by applying
an external magnetic field to calculate magnetisation and determine the power
absorption of magnetic materials. A thorough micromagnetic simulation was util-
ized to solve the Landau-Lifshitz-Gilbert (LLG) nonlinear time-dependent partial
differential equations of the magnetisation, which was given by [101]:
dM
dt
= −γ[M ×Heff ]− γ
α
Ms
M × [M ×Heff ] (3.14)
where γ is Landau-Lifshitz gyromagnetic ratio, α is the Gilbert damping para-
meter, and Heff is the effective field which is a combination of the exchange,
anisotropy, demagnetization and applied magnetic field. This term consists of
two parts, the first part defines the precession of the magnetic moment around
the direction of the field which is will continue endlessly in the absence of damp-
ing. The second part defines the damping which is the reason for decreasing the
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Figure 3.17 An example simulation: disk D= 600 nm, h= 30 nm, vortex ground
state; changes in magnetisation were recorded for each cell.
amplitude of the processional motion until it reaches the decay. The damping also
acts perpendicular to the direction of motion of the magnetization.
The calculations were carried out by dividing the area into a square or rectangular
3D mesh. To conduct the simulation, a small alternating field Bac was applied,
and the variations in magnetisation were recorded. The phase difference ϕ was
held constant between plots (Figure 3.17), which enabled the real and imaginary
























χ = χ́+ iχ
′′
(3.18)
whereM(t) is the periodic magnetic response, H(t) is the periodic magnetic field,
with known microwave angular frequency ω and estimated phase differences ϕ.
Equation 3.16 calculates real susceptibility, χ′ , which gives the speed at which the
electromagnetic wave is propagated in the magnet, as well as imaginary susceptib-
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ility, χ′′ , which corresponds to the absorption of microwave energy, Equation 3.17.
The magnetisation of Co was excited by the alternating magnetic in the presence
of a constant field, Bac, and the constant field Bdc was applied along the short
side of the stripe with a geometry of 2040 × 220 × 40 nm, which was meshed by
5 × 5 × 40 nm.
Figure 3.18 The recorded magnetic response for the strip of Co as a for the
whole object, and the calculation of the spectral dependence of the real and ima-
ginary susceptibility as a function of magnetisation in the x, y, and z–direction.
Variation in the magnetic field Bdc will be shown later in the results part, in steps
of 0.025 T (Figure 3.18). The relaxation of the system occurred 0.2 ns after each
change over 20 periods of the alternating field Bac=B0 sin(ωt) [104]. A magnetic
simulation was executed for different frequencies in the magnetic stripe in the
cases of amplitude of the alternating field Bac = 1× 10−5T .
The magnetic simulation was then repeated with a Co disk measuring 80 × 80
× 40 nm, with a mesh of 2 × 2 × 40 nm, using OOMMF for the calculation.
The standard parameter values of cobalt were used: saturation magnetisation,
Ms = 1.4 ×106 A/m, exchange interaction constant A = 30× 10−12 J/m, and the
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damping parameter α = 0.5 [105]. Since sputtered cobalt films are polycrystalline,
there is no average magnetocrystalline anisotropy and K1 = 0 J/m3 [106, 107,
108]. Most parameters that determine magnetization such as Gilbert damping of
Cobalt, saturation magnetization, exchange energy, uniaxial anisotropy energy are
determined by spin interactions at the level of interatomic distances and therefore
are the same whether Co is monocrystalline or polycrystalline.
However, when doing spin resonance the axis of anisotropy is different in each
30 nm or so microcrystal of evaporated Cobalt. Therefore while in each micro-
crystal the parameters are the same as described in the above paragraph, in the
polycrystal, one needs to define average value of the constant of anisotropy and
average magnetization axis to interpret the macroscopic spin resonance results at
the level of the sample. The dynamic characteristics of a nanostructure can be
defined using fast Fourier transformation (FFT); it is crucial to obtain the ima-
ginary susceptibility χ′′ as a function of the magnetic field (see Equation 3.17)
to describe the phase shift of the magnetisation and the microwave field (Figure
3.18) [109]. These values have been compared with experimental absorption. As a
result, the power was absorbed per unit volume P demonstrated the relationship








This equation demonstrates the relationship between power absorption by local
spin-wave modes and the local imaginary susceptibility, which can be used to
approximate the photovoltage line shape. The spatial map of the imaginary sus-
ceptibility shows the power absorbed over the sample at resonance.
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Chapter 4
Ferromagnetic Resonance of the
Individual Stripe
The ferromagnetic resonance theory was described in Section 2.7. Our experi-
mental results demonstrating confined spin-wave modes are presented and dis-
cussed in this chapter. This work demonstrates photovoltage spectroscopy as a
novel technique for detecting spin dynamics in submicron magnets. A magnetised
cobalt stripe generates an inhomogeneous internal magnetic field, which confines
localised spin wave modes near the poles. We show that a two-dimensional elec-
tron gas (2DEG) is highly sensitive to the dynamics of localised spin waves bound
to the surface and interfaces of ultrasmall magnetic elements.
Our results exhibit Damon–Eshbach modes that propagate along the long edge
parallel to the dc magnetic field at different frequencies and low temperatures.
Localised dipolar edge spin waves are observed in a magnetic field perpendicu-
lar to the long edge. Strong bulk-edge mode coupling is occurs as a bonding-
antibonding gap at resonance. These experimental measurements were compared
to micromagnetic simulation results using the OOMMF. Our photovoltage tech-
nique can detect the resonance of localised magnetic moments through the eddy
currents induced by the alternating stray magnetic field in a high mobility 2DEG.
In addition, we studied the photovoltage under multiple conditions of varying the
magnetic field orientation, Bdc, and geometry of the nanomagnets. The effect of
the magnetocrystalline anisotropy on ferromagnetic resonance is also investigated.
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4.1 Results
The purpose of photovoltage measurements at 77 K under a high magnetic field
on Hall bars decorated with Co stripe was to examine the sensitivity of the device
and spectral response prior to looking to 1.3 K. Multiple room temperature meas-
urements were performed involving the calibration curve of the magnetic field as a
function of distance to measure the microwave power spectrum using photovoltage
spectroscopy at 300 K.
Figure 4.1 Side view of the rig consisting of two permanent magnets; the sample
is placed at the centre of the bench, and the Whitworth screw displacing magnets
horizontally.
4.1.1 Calibration Curve Bdc versus Distance
The purpose of these experiments was to calibrate the magnetic field to magnetic
displacement and microwave frequency. A calibrated Hall junction measured the
magnetic field, Bdc, produced by the NdFeB magnets as a function of the distance
between the magnets (Figure 4.1). The calibration curve B = f(d), representing
72
the magnetic field decay when the magnets are moved away from the sample. The
measurement was taken using a Hall probe incremental value at the half distance
between magnets as shown in Figure 4.2. For example, at a displacement of 44.75
mm, the magnetic field is 0.1 T corresponding a resonance frequency of 3 GHz
whereas at 31 mm, the magnetic field is 0.2 T corresponding to 6 GHz. All these
values can be calculated using Equation 2.22.
Figure 4.2 The calibration curve of the magnetic field according to the distance
between two permanent magnets. Measured with a Hall probe incremental value
at the half distance between magnets
4.1.2 Photovoltage Measurements at 300K
We perform photovoltage measurements at 300 K on Hall bars decorated with Co
stripe to demonstrate the sensitivity of the Hall sensors to microwaves at room
temperature. The measurements were achieved by placing the sample into the
microwave cavity and sweeping the external magnetic field, Bdc. We varied mi-
crowave frequency between 3 and 21 GHz to determine the position and width of
the resonance absorption peak for bar magnets. We irradiated the samples using
microstrip antenna by sending the train of control signals through LabVIEW to
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Figure 4.3 Experimental results of photovoltage measurements as a function
of magnetic field at 300 K with power -20 dBm at different frequency for sample
[Ta(30A), [Co/Ni]×9]x2, a) 3 GHz, b) 6 GHz, c) 9 GHz, d) 12 GHz, e) 15 GHz, f)
18 GHz, g) 21 GHz.
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Figure 4.4 Experimental results of photovoltage Measurements as a function
of magnetic field at 300 K with power -30 dBm at different frequency for sample
[Ta(30A), [Co/Ni]×9]x2, a) 3 GHz, b) 6 GHz, c) 9 GHz, d) 12 GHz, e) 15 GHz, f)
18 GHz, g) 21 GHz.
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the microwave generator in continuous wave mode (CW). We used a range of
microstrip antenna, PCB, to cover the range 3 GHz to 21 GHz. The microwave
power was -20 dBm to maintain the experiment at a safe level which is equal to
10 µWatt, and -30 dBm is equal to 1 µWatt. These experiments involved modu-
lating the microwaves and demodulating the resulting photovoltage with a lock-in
amplifier at a modulation frequency of 830 Hz to remove noise and background
signals as explained in Section 3.1.2. A lock-in detector was used to pick up the
voltage between 8 µm probes of the Hall bar device and feed the analogue output
into the digital multimeter, which can be read by LabVIEW. As shown in Figure
4.3 (a), at 3 GHz the peak position is at 0.11 T experimentally. This matches
the position of the theoretical peak at 0.1 T. At 6 GHz, the experimental peak
position was observed at 0.21 T, and predicted to be at 0.2 theoretically using
Equation 2.22, as shown in Figure 4.3 (b). Meanwhile, Figure 4.3 (c) exhibits the
results at 9 GHz, where the peak position is at 0.29 T experimentally compared to
the theoretical peak at 0.3 T. At 12 GHz the experimental and theoretical peaks
are at 0.4 and at 0.4, respectively, as shown in Figure 4.3 (d). At 15 GHz, the
experimental peak position at 0.46 T corresponds to the theoretical peak at 0.5
T, and at 18 GHz, the experimental and theoretical peaks are at 0.54 T and 0.6
T, respectively, Figures 4.3(e) and 4.3(f). Finally, at 21 GHz, the experimental
peak position of 0.61 T is near the predicted peak at 0.7, Figures 4.3(g).
To identify the effect of varying power on the micromagnetic stripe, Figure 4.4
displays the same information at Figure 4.3, but at -30 dBm instead of -20 dBm.
The experimental peaks shown in Figure 4.4 correspond to the theoretical peaks
located at 0.11, 0.2, 0.31, 0.35, 0.46, 0.54 and 0.61 T for 3, 6, 9, 12, 15, 18 and
21 GHz, respectively. The values of the resonances markedly shift with increas-
ing microwave frequency. Thus, there is a good agreement between theory and
experiment at low frequency, but less agreement at higher frequency. The devices
work better and are more sensitive at low temperatures, explaining the better
agreement at low temperature.
On the other hand, the amplitude of the resonance at 3 GHz is about 0.2 mV at
-20 dBm, while at -30 dBm it is approximately 0.031 mV, as shown in Figures
4.3(a) and 4.4(a). At 6 GHz, the amplitude is about 0.18 mV at -20 dBm and
0.03 mV at -30 dBm, as shown in Figures 4.3(b) and 4.4(b). The amplitude of
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the resonance at 9 GHz and 12 GHz at -20 dBm are about 0.13 mV and 0.09 mV,
respectively (Figures 4.3(c) and 4.3(d)), while at -30 dBm they are around 0.029
mV and 0.027 mV, respectively (Figures 4.4(c) and 4.4(d)). These results show
good agreement between the experiment and the theory, which predicted that the
amplitude of the resonances would decrease with decreasing power, as explained
in Section 3.1.3, Equation 3.11.
However, the bandwidth of the peak resonance becomes wider with increasing
frequency as measured by the full width at half maximum FWHM. FWHM is
an expression of the extent of function given by the difference between the two
extreme values of the independent variable at which the dependent variable is
equal to half of its maximum value. In theory, the bandwidth is proportional to
the resistance of the waveguide, and the waveguide is the resistor. The resonance
is defined by the inductance (L) and capacitance (C) between the parallel plates,
which will create the RLC circuit. When we apply a microwave frequency, the
resonance frequency of the peak is:




where the resonant frequency, ω0, is expressed in natural units (radians per









Here, f0 is the resonant frequency, ∆f is the bandwidth of the resonance and R


















∆f = R× ω20 (4.4)
Figure 4.5 plots the calculated relationship between
√
∆f and ω0. At f = 3 GHz,√
∆f is 1.37 GHz and ω0 = 18.84 rad/s, while at 12 GHz,
√
∆f is 2.74 GHz and ω0
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Figure 4.5 The calculations of the square root of the bandwidth as a function
of the resonance frequency at different frequencies.
= 75.36 rad/s. This is compared to the experimental
√
∆f = FWHM extracted
from Figure 4.4 and displayed as the symbols in Figure 4.5. Each experimental
observation of the signal bandwidth increases with the frequency and is in good
agreement with the corresponding calculated values shown in Figure 4.5.
4.1.3 Photovoltage Measurement at Low-temperature
The results presented in this section were obtained using the experimentala Hall
bar decorated with individual cobalt stripes that are 80 nm wide and 30 nm thick.
At low magnetic field, the sample was refrigerated to 1.3 K. Furthermore, in such
experiments, microwaves were guided by an overmoded waveguide to the sample
space of a 17 T superconducting magnet. This experiment has been performed
in Grenoble by Alain Nogaret, Maksym Steblyi, and Jean–Claude Portal. The
Co micromagnets were magnetised with an external magnetic field Bdc in-plane
with respect to the sample. When the Co stripe is magnetised, magnetic poles
are formed in the facets perpendicular to the field Bdc. The sample was cooled
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Figure 4.6 Schematics of the magnetic stripe (Co) magnetised in the plane of
the 2DEG by Bdc and driven to resonance by Bac. Magnetic momentsM undergo
precession at frequency ω0 in magnetic field Bdc.
Figure 4.7 The spatial variation of the in-plane dipolar magnetic field in the
cobalt stripe. The superlattice is supposed to be magnetised to saturation along
y. The edges of the stripe are indicated by the full lines in the y0z plane. Adapted
from ref [3]
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down using liquid helium and preserved at 1.3 K by a variable temperature insert
[111]. A collection of backward wave oscillators was used to generate microwaves
over frequencies ranging from f = ω/2π = 30 to 130 GHz. The magnetic field
component of these microwaves, Bac, drives spin resonance and the oscillations
of the magnetisation induce a Faraday electric field that generates ac currents in
the 2DEG which induce an alternating fringe field Bm at the site of the 2DEG
[112, 85]. Bm deflects eddy currents via the Hall effect along the orientation
perpendicular to the magnetic stripe. The rectified Hall voltage generated across
the magnetic stripe is [113]:
PhV = µ0µ
2S〈MzṀx −MxṀz〉 (4.5)
where µ is the electron mobility in the 2DEG, µ0 is the magnetic permeability,
S refers to the effective surface, which is approximately the square of the decay
length of the stray magnetic field, and Mx and Mz are magnetisation components
(Figure 4.6). Considering the effect of the static magnetic field Bdc applied either
parallel or perpendicular to the magnetic stripe, the Co magnetisation precesses at
a frequency ω0, which is proportional to the magnitude of the field Bdc. At reson-
ance ω = ω0, the magnetisation oscillates back and forth parallel and antiparallel
to Bdc, giving rise to the photovoltage peaks in accordance with Equation 4.5 and
the resonance condition of localised spin-wave excitations was explained in Section
2.7.2. Under the conditions of resonant with Bdc is parallel to x, the oscillations
of magnetisation components My and Mz induce stray radio frequency magnetic
fields at the site of the 2DEG. However, in the large magnet, we can ignore the
spins effects at the edge compared to the bulk, however in the nanomagnet, the
edge play a key role in magnetic properties. We further will represent the effect
of the orientation of the dc magnetic field which is parallel or perpendicular to
the long edge of the nanomagnet (Co stripe).
4.1.3.1 Bdc parallel to the long axis of Co stripe
In the case presented in this study, we used the experimental setup that we were
explained at Section 3.1.2 with cooling the sample until 1.3 K. The magnetostatic
boundary conditions are the spin-wave modes to the surface of the magnets. The
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stripe then exhibits a backward volume magnetostatic waves modulated by Da-
mon–Eshbach modes, which propagate along the edges parallel to Bdc, meaning
that the dynamic amplitude of the precession is distributed across the thickness
[114, 115]. These resonant peaks are indicated by several distinct arrows labelled
I, II, and III at frequencies: 35 GHz, 41 GHz, 55 GHz, 75 GHz and 95 GHz in
Figures 4.8 and 4.9.
Figure 4.8 a) The calculation of the imaginary susceptibility in parallel mag-
netic field, Bdc, at different frequencies: 35 GHz, 41 GHz5, 55 GHz, 75 GHz,
and 95 GHz. b) Spatial distribution of magnetisation oscillation amplitude for
different resonance peaks at 55 GHz.
Quantitatively, Figure 4.8(a) implies the OOMMF calculation of imaginary sus-
ceptibility depending on the frequency identifieds peaks corresponding to the po-
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Figure 4.9 Experimental dependence of the photovoltage with Bdc parallel to
the stripes at different frequencies 55 GHz, 75 GHz and 95 GHz at -10 dBm of
power. The stripe then exhibits a backward volume mode modulated by Da-
mon–Eshbach modes, which propagate along the edges parallel to Bdc. Several
distinct peaks are labeled I , II, and III corresponding to various quantized spin-
wave modes.The amplitude of the resonance decreases with increasing frequency.
T = 1.3 K. The magnetic element is not perfectly centred on the Hall bar which
can give asymmetry with respect to change of sign of the magnetic field.
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sitions of B1 = 0.73 T (I), B2 = 1.00 T (II) and B3 = 1.25 T (III) at 35 GHz,
B1 = 0.98 T and B2 = 1.46 T at 41 GHz, B1 = 1.4 T, B2 = 1.98 T and B3 =
2.34 T at 55 GHz, B1 = 2.13 T and B2 = 2.7 T at 75 GHz, and B1 = 2.8 T
and B2 = 3.38 T at 95 GHz. It is seen that at low frequencies, the spectrum
exhibits several peaks but, as frequency increases, the separation between peaks
increases according to equation (2.22) that explained the peak positions which
is same at the negative and positive. The susceptibility amplitude of the first
resonant peak at 35 GHz and 41 GHz are χ′′ = 2.2 and χ′′ = 1.22, respectively.
Meanwhile, the peak amplitude of the first peat at 55 GHz is χ′′ = 0.4 but the
amplitude of the first resonant peak at 75 GHz is χ′′ = 0.2 and the amplitude at
95 GHz is χ′′ = 0.06. Figure 4.8(b) depicts Spatial distribution of magnetisation
oscillation amplitude for different peaks at 55 GHz at 0.25 T, 1.2 T and 2.25 T
that corresponding to the green circles at Figure 4.8(a).
Figure 4.9 demonstrates the position of ferromagnetic resonance in the experi-
mental photovoltage which are B1 = 2 T, B2 = 2.2 T and B3 = 2.43 T at 55 GHz,
B1 = 2.6 T and B2 = 3.1 T at 75 GHz, and B1 = 3.4 T and B2 = 3.6 T at 95
GHz. Therefore, the internal magnetic field of the peaks at different frequencies
can be calculated through Equation 2.22 for one of the peaks and there are some
additional peaks. In additions, the amplitude of the first resonant peak at 55 GHz
is 0.15 µV but at 75 GHz, the amplitude is about 0.03 µV while at 95 GHz, the
amplitude of resonances is around 0.011 µV. By comparing the position and the
amplitude of resonance, there is an agreement between theory and experiment,
when we increase the frequency, the magnetic field and the position of the peak
will be increased and shifted as well. The magnetic element is not perfectly centred
on the Hall bar which can give asymmetry with respect to change of sign of the
magnetic field. As can be seen in Figures 4.8 and 4.9, the experimental resonances
are shifted to the higher magnetic field by the magnetocrystalline anisotropy of
Co whereas magnetocrystalline anisotropy is difficult to include in OOMMF cal-
culations because the Co film is polycrystalline. This shift is Hc = 2Ku/MSµ0 =
0.6 T at 55 GHz, 0.47 T at 75 GHz, and 0.6 T at 95 GHz. The average of shifting
is about +0.5 T, where Ku = 5.5 ×105Jm−3, at low temperature.
Meanwhile, the amplitude of the resonant peaks increases with decreasing fre-
quency, which agrees well with the theory that expounded in Section 3.3 (Equa-
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tion 3.19). Both the amplitude of resonant peaks in micromagnetic simulation
and in the photovoltage spectroscopy decreases with increasing frequency. This
is because, although the microwave power P remained constant, P = n × ~ω,
the increase in photon energy ~ω caused the number of photons n to decrease.
The amplitude of resonance is proportional to the number of the photon which is
absorbed. This is why the amplitude of resonant peaks decreases with increasing
frequency. However, the dispersion curve of Damon-Eshbach modes is discussed
in detail in Section 2.7.2.1.
However, the reasons for comparing the photovoltage peak with the simulations
for the imaginary susceptibility are that Equation 4.5 expresses a proportional
relationship with the average of the magnetisation, and that the imaginary sus-
ceptibility has a proportional relationship with the magnetisation which is always
perpendicular and dissipative χ′′ = M⊥/H whereas the real susceptibility is al-
ways parallel in a complex plane χ′ = M‖/H.
4.1.3.2 Bdc is Perpendicular to the Long Axis of the Co Stripe
In the chapter on localised spin wave excitations, we then observe an experimental
spin-wave resonance of the magnetic stripe at various frequencies at 1.3 K. The
creation of confined spin waves involves the quantum mechanical exchange inter-
action and classical confinement by the magnetostatic potential. The exchange
interaction aligns spin chains of itinerant electrons. The magnetostatic potential
creates the boundary conditions confining the spin waves. The discrete energy
levels produced in the confinement of spin are comparable to those of electrons
which are confined in a narrower quantum well as described in Figure 2.20.
The investigation now focuses on the impact of applying Bdc perpendicular to the
long axis of the magnetic stripe. The spin waves were confined to the opposite
edges and overlapped to create a localised bonding state at the centre of the stripe
and a localised antibonding state at the site of the two magnetic wells at the edges.
These bonding states are the main peaks that occur at the low magnetic field while
the antibonding states are the minor peak, as indicated by the arrows labelled I
and II, respectively, (Figures 4.10 and 4.11).
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Figure 4.10 The calculation of the imaginary susceptibility in perpendicular
magnetic field, Bdc, at different frequencies: 35 GHz, 55 GHz, 75 GHz, and 95
GHz. b) Spatial distribution of magnetisation oscillation amplitude for different
resonance picks at 55 GHz.
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Figure 4.11 Experimental dependence of the photovoltage with Bdc perpendic-
ular to the magnetic stripes at -10 dBm at 55 GHZ, 75 GHz and 95 GHz. The
bonding states are the main peaks that occur at the low magnetic field while
the antibonding states are the minor peak, as indicated by the arrows labelled
I and II, respectively. The amplitude of the resonance decreases with increasing
frequency. T = 1.3 K
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Figures 4.10 and 4.11 provides an instructive comparison between the location
of the peaks from the simulation and experiment for various frequencies. Figure
4.10(a) predicts the precise position of the resonances for the micromagnetic sim-
ulation (OOMMF) at B1 = 0.91 T and B2 = 1.49 T at 35 GHz, B1 = 1.61 T and
B2 = 2.2 T at 55 GHz, B1 = 2.29 T and B2 = 2.87 T at 75 GHz, and B1 = 3 T
and B2 = 3.62 T at 95 GHz. The maximum susceptibility of the resonant peak at
35 GHz is χ′′ = 29474, at 55 GHz is χ′′ = 20669, at 75 GHz is χ′′ = 15150 and at
95 GHz is χ′′ = 11774. Figure 4.10(b) presents the spatial distribution of magnet-
isation oscillation amplitude for different peaks at 55 GHz at 0.3 T, 1.6 T, 1.8 T
and 2.3 T that corresponding to the green circles at Figure 4.10(a). Experiment-
ally, the corresponding peak positions are observed by photovoltage spectroscopy
occurred at B1 = 1.87 T and B2 = 2.25 T at 55 GHz, B1 = 2.34 T and B2 = 2.95
T at 75 GHz, and B1 = 3.1 T and B2 = 3.7 T at 95 GHz (Figure 4.11). The ex-
perimental observations display a series of small resonances (1-5) associated with
quantised dipolar edge spin-wave modes including bonding-antibonding peaks. In
most cases, the general solution of the B = ~ω/gµB equation gives the right po-
sition of the peak at the bulk mode, but when we have the localised mode, this
equation will explain the position of the main peak and the shifting of resonances.
The resonances shift linearly with increasing frequency, Figures 4.10 and 4.11.
There are additional experimental resonances not explained theoretically, which
most likely arise from 3D volume spin waves not accounted for by OOMMF mag-
netic stimulation and are indicated by blue arrows, Figures 4.11. The narrowness
of the dips and their occurrence below the ferromagnetic resonance is suggestive
of localised spin waves, as shown in detail in Section 2.7.2.2.
The results obtained by the OOMMF simulation are in qualitative agreement with
the experimental results for the predicted positions of resonance, Figures 4.10
and 4.11. These suggest the formation of bonding–antibonding pairs of edge spin
waves. One difficulty in indexing these peaks is that the experimental resonances
are shifted by the higher magnetic field, possibly due to the magnetocrystalline
anisotropy of Co. This shift is Hc = 2Ku/MSµ0 = 0.26 T at 55 GHz, 0.05 T at
75 GHz, 0.1 T at 95 GHz, and the average of the shifting is around +0.13 T. For
example, accounting for this +0.26 T shift from theoretical to experimental one
is able to relate the position of the bonding and antibonding resonances I and II
as we have now indicated in Figures 4.10 and 4.11.
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Figure 4.11 shows that the amplitude of the resonant peak is 1.6 µV at 55 GHz,
0.2 µV at 75 GHz and 0.04 µV at 95 GHz. The positions of peaks I and II from the
OOMMF simulation match the peaks observed with photovoltage spectroscopy.
The position of the main peak can be calculated using Equation 2.22. In addition,
the amplitude of the resonant peaks in both theory (micromagnetic simulations)
and experiment (photovoltage spectroscopy) decreases with increasing frequency,
which is in close agreement with the theory interpreted in Section 3.3 and the
results presented in Figures 4.10 and 4.11.
However, in practice, Figure 4.10 does not show the microwave heating effect seen
in experiments. Microwave heating can increase the photovoltage background.
Thus, there is a mismatch between the background signal of the simulation, which
can be greater than the photovoltage signal in Figure 4.11. Consequently, there
is rectification by Ohmic contacts in the sample which adds a background photo-
voltage and causes differences in the actual values of the signal in Figure 4.11 as
described in Section 3.1.1.
Figure 4.12 displays the photovoltage of the Co stripe at microwave frequencies
ranging between 36 GHz and 83 GHz at -20 dBm. The results were obtained at
-10 dBm (Figure 4.11), both at a temperature of 1.3 K. It also shows a broadening
of the ferromagnetic resonance band, which hosts a complex series of subsidiary
resonances. We observe that the resonances shift linearly with frequency and the
dotted line shows that the distance between the peaks becomes larger with in-
creasing frequency (see Figure 4.12). This indicates that dipolar interactions are
more effective in stabilising the magnetisation perpendicular to the stripes. Ac-
cordingly, the onset of the end of the ferromagnetic resonance is plotted to provide
a precise comparison between experiment and simulation. Figure 4.13 indicates
the ferromagnetic onset (red circles) and cut-off (blue circles) that demonstrate
how the width of the ferromagnetic resonances increases from 0.94 T at 36 GHz to
2.77 T at 83 GHz. Figure 4.14 details the 50 GHz curves at the resonances with
dipolar edge spin-wave modes and their dependence on the microwave powers -15
dBm, -20 dBm, and -30 dBm taken at a temperature of 1.3 K and when Bdc
is perpendicular to the Co stripe. The resonances with dipolar edge spin waves
modes according to the microwave powers shows an equal bandwidth which is
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Figure 4.12 Photovoltage spectroscopy of magnetic excitation as a function of
magnetic field strength Bdc and microwave frequency, taken at a temperature of
1.3 K the microwave power was applied is -20 dBm. The dotted line marks the
guide to the eye for the magnetic field dependence of the onset and the cutoff of
the bulk ferromagnetic resonance. At lower magnetic field, the arrows indicate a
series of smaller dips induced by microwaves.
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Figure 4.13 The fan diagram of frequency dependence of the microwave reson-
ances in the photovoltage of Co stripe under 1.3 K temperature for the data of
Figure 4.13.
about 0.23 T but the amplitude of the resonances proportional with the power as
Equation 3.11.
However, on further analyses, the magnetic resonance spectra of the Co stripes
were calculated using OOMMF and were compared when Bdc is along the short
and long axes at 4 K with power (-10 dBm) as shown in Figure 4.15. Shown in the
same figure is the difference between the amplitude of the magnetic resonance at
41 GHz with Bdc in perpendicular and parallel orientations to the Co stripe. The
maximum susceptibility of the resonant peak at 41 GHz with the perpendicular
orientation is about χ′′ = 22546 while in the parallel orientation, the amplitude
of resonance is approximately χ′′ = 26. The peak at perpendicular orientation is
586 times larger than the peak in parallel orientation which is very weak theoret-
ically, Figure 4.15. Nevertheless, the locations of ferromagnetic resonance in the
micromagnetic simulation are the following: B1 = 1.14 T (I) and B2 = 1.69 T
(II) at 41 GHz in the perpendicular orientation, while in the parallel orientation
are the following: B1 = 0.287 T (I) B2 = 0.97 T (II) and B3 = 2.6 T (III) at 41
90
Figure 4.14 The 50 GHz curves which shows the resonances with dipolar edge
spin waves modes according to the microwave powers for the Co stripe and at Bdc
perpendicular to the long axis. The arrows indicate resonances with quantised
DESWmodes in singal Cobalt stripe. The bandwidth of the resonance is delimited
by the dash-dotted lines.
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Figure 4.15 The comparison of magnetic resonance spectra of individual mag-
nets between when Bdc is parallel or perpendicular to the magnetic stripe using
OOMMF micromagnetic simulation.
Figure 4.16 The experimental comparison of magnetic resonance spectra of
individual Co stripe probed by photovoltage spectroscopy. The distances between
the curves were adjusted using the y-offset. The photovoltage is measured across
voltage probes 8 µm apart, when Bdc parallel and perpendicular to the long edge
of the Co stripe. The measurements were taken under T = 4 K and -10 dBm
power. The arrows point to a discrete structure of localised spin excitations.
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GHz. Additionally, photovoltage peaks always occurred at higher magnetic fields
than was expected from theory.
In contrast, Figure 4.16 shows the experimental distinction of magnetic resonance
spectra of a cobalt magnetic stripe at 41 GHz in parallel and perpendicular d.c.
magnetic field at the long edge of the stripe at 4 K. The hybrid devices with
the Hall probes used to detect Photovoltage which was measured using lock-in
detection at the modulation frequency of the microwave power (830 Hz). The
magnetic stripe creates a peak of about 0.31 µV when magnetised perpendicular
and 0.19 µV when parallel to the Co stripe. The peak at perpendicular orientation
is 1.63 times larger than the peak in parallel orientation experimentally, Figure
4.16. Moreover, the peak position at perpendicular orientation are about B1 =
1.37 T (I) and B2 = 1.55 T (II) at 41 GHz. Consequently, the series of resonances
calculated using OOMMF matches the magnetic fields corresponding to the peak
positions observed by photovoltage spectroscopy. It can be concluded that the
amplitude when Bdc perpendicular is greater than when Bdc parallel to the long
edge, Figures 4.15 and 4.16. These measurements show the localisation of edge
spin waves in Bdc perpendicular is stronger than that in the Damon–Eshbach
mode when Bdc parallel to the Co stripe. Also, the influence of temperature
on the resonant peaks at 4 K which is very similar to the results at 1.3 K, as
summarised in Figures 4.10 and 4.11.
4.1.4 The effect of Magnetocrystalline Anisotropy on the
Ferromagnetic Resonance
The magnetic anisotropy of ferromagnetic materials plays a dominant role in the
magnetisation curves and ferromagnetic resonance spectra, and in the position
of the measured spectra. The hexagonal cobalt lattice structure implies that the
easy axis is perpendicular to the plane. The anisotropy is determined by the field
required to tilt the magnetisation from the easy to the hard axis, with the easy axis
indicated by the vector (x, y, z). The effect of magnetocrystalline anisotropy on
ferromagnetic resonance is more complex as precession causes the magnetisation
vector to probe a 3D volume before settling in its new steady state. The dipolar
easy axis is the long axis of the micromagnet. In our Co micromagnetic stripes,
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Figure 4.17 Ferromagnetic resonance calculated at 35 GHz for different orienta-
tions of the magnetocrystalline anisotropy 〈100〉, 〈010〉, and 〈110〉. The resonance
splits into multiple resonances owing to the finite size of the stripe. As the easy
axis tilts progressively along the long axis the resonance moves to higher Bdc.
The inset shows a schematic view of the orientations of the magnetocrystalline
anisotropy in the Co polycrystalline and Bdc is along the short axis of the stripe.
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Figure 4.18 Ferromagnetic resonance calculated at 35 GHz for different orient-
ations of the magnetocrystalline anisotropy 〈590〉, 〈390〉, 〈290〉, and 〈010〉. The
resonance splits into multiple resonances owing to the finite size of the stripe. As
the easy axis tilts progressively along the long axis the resonance moves to higher
Bdc. The inset shows a schematic view of the orientations of the magnetocrys-
talline anisotropy in the Co polycrystalline and Bdc is along the short axis of the
stripe.
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the easy dipolar axis is along the longest edge in a polycrystalline Co film the
resonance is shifted to higher for all orientations of Bdc. The anisotropy field can
be expressed by: ∆H = 2Ku/MSµ0, where 2Ku is the constant anisotropy of Co
and is 5.5× 105J/m3, at low-temperature [116].
We calculated the micromagnetic simulation using OOMMF by applying a small
ac magnetic field to the polycrystalline Co which is on the top of the semicon-
ductor, and considered the magnetocrystalline anisotropy field which is perpen-
dicular to the Co stripe. Bdc is therefore along the short axis of the strip. Changes
in the magnetisation were then recorded. Figure 4.17 identifies the position of the
ferromagnetic resonance at 35 GHz for the different orientations of magnetocrys-
talline anisotropy: 〈100〉, 〈010〉, 〈110〉. As shown in Figure 4.17, the resonance
splits into multiple resonances owing to the finite size of the stripe. As the easy
axis tilts progressively along the long axis the resonance moves to another Bdc po-
sition. Figure 4.18 shows the ferromagnetic resonance (also at 35 GHz) for various
directions of magnetocrystalline anisotropy (〈590〉, 〈390〉, 〈290〉, and 〈010〉). Dif-
ferent peaks appear because the resonances shift to a new position as the easy
axis tilts gradually along the long axis.
4.2 Discussion
We explained the results on the discrete structure of spin-wave resonance as a
function of the shape of the magnets, the magnetic field orientation (parallel or
perpendicular to the magnetisation), the magnetocrystalline anisotropy and the
geometry of the approximately 80 nm wide nanomagnets. When the magnetic
field is parallel, a series of resonances determined using the OOMMF calculation
of imaginary susceptibility χ′′ matched the position of magnetic fields observed
by photovoltage spectroscopy that correspond to the peak positions for each fre-
quency (Figures 4.8 and 4.9). The relative peak amplitudes when the magnetisa-
tion is parallel to the long axis of the stripe indicate that Damon-Eshbach modes
are much weaker than dipolar edge spin wave modes when Bdc is perpendicular
to the long axis. The relative peak amplitudes when the magnetisation is parallel
to the long axis of the stripe indicate the Damon-Eshbach modes. There are also
small additional peaks with a vanishing magnetic field and the amplitude of the
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resonant peaks decreases with increasing frequency, both theoretically and exper-
imentally (Figures 4.8 and 4.9). The experiment cannot confirm whether there is
a peak at zero, as predicted theoretically.
For the perpendicular field orientation case, interpretation is more straightfor-
ward because the formed magnetostatic potential confines spin waves in bonding-
antibonding peaks, as shown in Figure 4.10(a). The peak positions observed by
OOMMF simulation and experiment match (Figures 4.10 and 4.11). The amp-
litude of the resonant peaks in the micromagnetic simulation and photovoltage
spectroscopy decrease with increasing frequency as well, and no peaks exist at
zero frequency in the simulation (Figure 4.10). The decreases of resonances with
increasing frequency are unavoidable irrespective of the temperature or orienta-
tion of the magnetic field. The simulation differs from the experimental structure
below the main resonance and, practically, there is a mismatch in the amplitude of
resonance between the simulation which is much higher compared with the struc-
ture observed by photovoltage (Figures 4.8, 4.9, 4.10 and 4.11). The resonance
amplitude of the Damon-Eshbach (DE) mode is considerably weaker than that of
the dipolar edge spin waves (DESWs) mode when Bdc is perpendicular to the long
axis. The susceptibility resonances when Bdc is perpendicular are better defined
than when Bdc is parallel to the Co stripe. On the other hand, the amplitude of
the experimental ferromagnetic resonance attenuates faster as the microwave fre-
quency increases when Bdc is perpendicular, rather than parallel, to the magnetic
stripe.
The results obtained at 4 K (shown in Figures 4.15 and 4.16) confirm that the
localisation of edge spin waves is stronger than the DE mode when Bdc is perpen-
dicular, as observed at 1.3 K (Figures 4.10 and 4.11). However, the influence of
the magnetocrystalline anisotropy of Co splits into multiple resonances owing to
the finite size of the stripe and shifts to a new position with higher amplitude than
with no applied the anisotropy field. There are no experimental measurements
for the magnetocrystalline anisotropy effect as there exist only its calculation via
OOMMF simulation. It is difficult to model true polycrystalline anisotropy and




Ferromagnetic Resonance of the
Magnetic Disk
The previous chapter compared the results from micromagnetic simulations and
experimental measurements when Bdc propagate along the short edge and the long
edge of the magnetic stripe at varying frequencies. In this chapter, we demon-
strate the properties of a magnetic disk at varying frequencies in order to find the
resonance peak as a function of the microwave frequency, with the measurements
performed at 4 K. The magnetic disks are therefore well suited to studying photo-
voltage spectroscopy as a part of this thesis. The modulation magnetic field was
generated by an 80 nm diameter Co disk. There is no distinction between the par-
allel orientation and the perpendicular magnetic field for symmetry reasons. This
disk is magnetised the in-plane, parallel to the 2DEG. In this case, a 2D potential
is created at opposite ends of the magnetised disk. A bonding state is located at
the centre of the disk, and the antibonding states occur at the sites of the two
magnetic wells on the edges. The ferromagnetic resonances of the magnetic disk
is similar to the case when the stripes are magnetised along their short axis [117].
The photovoltage spectra calculation will be explained as a part of this chapter
which shows the shape of the resonance (Lorentzian shape).
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Figure 5.1 Schematic of the magnetic Co dot magnetised in the plane of the
2DEG by Bdc and driven to resonance by Bac. Magnetic moments M undergo
precession at frequency ω0 in magnetic field Bdc under 4 K temperature.
5.1 Results
The photovoltage measured on the disks will show multiple steps involving the
discrete structure of spin-wave resonance as a function of the shape of Co ferromag-
nets. The photovoltage spectra will also be modelled using OOMMF simulation.
The positions and amplitudes of the experimental spin-wave resonances will be
compared with the micromagnetic simulation of the spectra. We will also describe
the numerical calculation of the photovoltage for different magnetic fields using
MatLAB to solve Equation 4.5.
Figure 5.1 illustrates a schematic of the Co dot magnetised in the plane of the
2DEG by Bdc and driven on resonance by Bac. We manufactured a 30 nm deep
GaAs/Al0.33Ga0.67As heterojunction to minimize the decay of the stray magnetic
field Bm from Co micromagnets fabricated at the surface. A homogenous mag-
netic field Bdc was applied to induce precession of magnetic moments, M . The
microwaves, moreover, was applied at frequency ~ω to the Co disk, which was
linearly polarized with an electric field and the magnetic field. The Bac field will
drive the precession of the magnetisation, M , at a frequency ω0, as seen in Figure
5.1. The Mx and Mz components produce the time-dependent magnetic modula-
tion Bm(x, t). The magnetic modulation produces an eddy current contribution.
The Mx and Mz components induce an oscillating (e.m.f.) in the 2DEG. This
e.m.f. oscillates at high frequency giving high-frequency photocurrent. The aver-
99
age voltage induced by these currents doesn’t vanish however due to rectification
by the Hall effect. The rectification mechanism is explained by considering Ohm’s
law:
J = σE + µ(B⊥)J ×B (5.1)
where J is the current in the 2DEG, σ is the conductivity, E is the electric field,
B⊥ is the magnetic field perpendicular to the 2DEG and µ = 1.5×106cm2V −1s−1
in the electron mobility of the GaAs/AlGaAs heterojunction at B = 0. The
principle of the rectification is based on the there is Bac which drives the spin
resonance. The oscillations of the magnetization induce a Faraday electric field
which drives a.c. currents in the 2DEG. These currents result from oscillations
of the magnetization which induce an a.c. fringe field B⊥ at the 2DEG. This
field will couple with the electric field driving eddy currents to produce a d.c.
rectified photovoltage across the stripe. At resonance, ω = ω0, the magnetisation
oscillates between being parallel and antiparallel to Bdc, giving photovoltage peaks
in accordance with Equation 4.5.
5.1.1 Photovoltage Measurement at Low-temperature
We now come back to the measured results for the disk, which are similar to the
case of magnetic stripes when the stripes are magnetised along their short axis.
These results show the difference in the positions of peaks and the amplitude of
the resonant peaks, both theoretical and experimental, as a function of frequency,
at 4 K, Figures 5.2 and 5.3.
The micromagnetic simulation was obtained by applying a small magnetic field
to record the magnetisation and define the power absorption of micromagnetic
materials, as described in Section 3.3. The bonding state occurs at a lower mag-
netic field, whereas the other is the antibonding state. These states are indicated
by arrows (I) and (II), respectively, in Figure 5.2. The resonances in the micro-
magnetic simulation occur at B1 = 1.01 T and B2 = 1.25 T in the 35 GHz range.
At 55 GHz, the locations of the resonances in the micromagnetic simulation are
B1 = 1.71 T and B2 = 1.95 T, while at 75 GHz the resonances are at B1 = 2.42
T and B2 = 2.72 T, as shown in Figure 5.2. Figure 5.2(b) depicts the spatial
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Figure 5.2 Disk. (a) Dependences of the amplitude of magnetisation oscillation
on the value of magnetising field for different frequencies 35 GHz5, 55 GHz, and 75
GHz. (c) Spatial distribution of magnetisation oscillation amplitude for different
resonance picks at 55 GHz.
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Figure 5.3 Experimental dependence of the photovoltage spectroscopy of mag-
netic excitation was magnetised in-plane parallel to the 2DEG at different fre-
quencies 35 GHz, 55 GHz, and 75 GHz. The microwave power was 6 dBm. The
bonding states are the main peaks that occur at the low magnetic field whereas
the antibonding states are the minor peak, as indicated by the arrows labelled
I and II, respectively. The amplitude of the resonance decreases with increasing
frequency. T = 4 K. Curves are vertically offset for clarity.
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distribution of the magnetisation oscillation amplitude for different peaks at 55
GHz and magnetic fields of 0.25 T, 1.2 T, and 2.25 T. In contrast, the positions of
the ferromagnetic resonances in the experimental photovoltage spectrum are B1
= 1.3 T (I) and B2 = 1.48 T (II) at 35 GHz. At 55 GHz the resonances occur at
B1 = 1.58 T (I) and B2 = 2.02 T (II), and at 75 GHz they appear at B1 = 2.9 T
(I) and B2 = 3.17 T (II), as seen in Figure 5.3. Several additional peaks occur in
the experiment (blue arrows) that are not predicted by theory.
The location of the peaks at different frequencies can be calculated using Equation
2.22, which describes the magnetic field and the precise location of the main
peak. For example, at 35 GHz the calculated magnetic field is 1.16 T, which
corresponds closely to the main peak in the micromagnetic simulation at 1.01 T
and to the photovoltage resonance, which is around 1.3 T. Similarly, at 55 GHz,
the calculated magnetic field is 1.83 T, the peak in the OOMMF simulation is
around 1.71 T, while the photovoltage spectroscopy gives a peak at 1.58 T. At 75
GHz, the calculation of the magnetic field gives nearly 2.5 T and the OOMMF
simulation peak is around 2.42 T and the photovoltage peak is located at 2.9
T. This demonstrates general agreement between experiment and theory in the
predicted resonance positions, indicating the formation of bonding-antibonding
pairs of edge spin waves. However, the precise positions of the peaks differ between
theory and experiment. The experimental resonances are shifted to a higher
magnetic field by the magnetocrystalline anisotropy of Co. The resonance shift
at low temperature becomes Hc = 0.27 T at 35 GHz, 0.13 T at 55 GHz, 0.48 T
at 75 GHz and the average of shifting is about 0.29 T, as observed. However,
the agreement between the experiment and theory is about 75.6%. A significant
discrepancy between experiment and theory is found at 75 GHz, while at lower
frequencies, there is little difference. The reason for this is that the peak is very
sharp at low frequencies, while at high frequencies the peak becomes broader
making it difficult to accurately identify it when there are many other minor
resonances. The shifting suggests that there is a preferential alignment of the
easy axis, If there is no shift, that means the field is parallel to the easy axis (C
axis). But, if there is a shift, that suggests that the Bdc is perpendicular to the
easy axis for the Co grows at GaAs. In the case of the magnetic stripe, at Bdc
parallel to the long axis, the shift is about 0.5 T, but at Bdc perpendicular to the
long axis, the component of the field is much smaller about 0.13 T. At the case
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of the magnetic disk, the average of shifting is about 0.29 T, which makes sense,
as it is the average of the shifting in magnetic stripe for 0.5 T and 0.13.
Figure 5.2(a) shows the susceptibility amplitude of the bonding state, which is χ′′
= 2.55 at 35 GHz. The susceptibility amplitudes of the main resonances are χ′′ =
1.08 and χ′′ = 0.46 at 55 GHz and 75 GHz, respectively. Likewise, experimentally,
at 35 GHz the peak amplitude is about 0.2 µV, while at 55 GHz it is around 0.015
µV and at 75 GHz it is approximately 0.013 µV (see Figure 5.3). In both cases,
the peak amplitude decreases with increasing frequency, which completely matches
the theory that was introduced in Section 3.3. The results are shown in Figures
5.2 and 5.3.
In Figure 5.4, the photovoltage spectroscopy of the magnetic excitations of the
Co disk is repeated over a range of microwave frequencies between 35 GHz and 96
GHz. This measurement was recorded at 4 K with the microwave power changed
to -6 dBm. The microwaves produce a range of discrete resonances at a lower
magnetic field that indicated by the arrows, Figure 5.4. We observe that the
resonances shift linearly with increasing frequency. Remarkably, no effect on the
ferromagnetic band from the change of the microwave power can be observed.
Where the broadening of the ferromagnetic resonance band increases significantly
with increasing frequency in both -20 dBm and -6 dBm, Figures 4.12 and 5.4.
The dotted line shows that the distance between the peaks becomes larger with
increasing frequency. These experimental results allow a more accurate compar-
ison with the theoretical predictions. Additionally, the onset (red circles) and
the cutoff (blue circles) of the ferromagnetic resonance range are plotted in Fig-
ure 5.5. The onset and cutoff points of the magnetic field range are taken from
the ferromagnetic resonance data in Figure 5.4. Furthermore, the width of the
ferromagnetic resonances increases from 0.45 T at 35 GHz to 3.1 T at 96 GHz.
Figure 5.6 exhibits the resonances of the Co disk at 50 GHz and their dependence
on the microwave power, which is set to 0 dBm and -6 dBm. These measurements
were taken at 4 K. The bandwidth of the main resonances is the same for both
power levels, which is approximately 0.152 T. On the other hand, the amplitude
of the resonances decreases from about 0.02 µV at 0 dBm to around 0.005 µV
at -6 dBm. Experimentally, the amplitude of the resonances is proportional to
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Figure 5.4 Photovoltage spectroscopy of magnetic excitation as a function of
magnetic field strength Bdc and microwave frequency, taken at a temperature of 4
K the microwave power was applied is -6 dBm. The dotted line marks the guide
to the eye for the magnetic field dependence of the onset and the cutoff of the
bulk ferromagnetic resonance. These arrows at the lower magnetic field indicated
a series of small dips that induced by microwave frequencies.
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Figure 5.5 The fan diagram of frequency dependence of the microwave reson-
ances in the photovoltage of Co disk under 4 K temperature for the data of Figure
5.4
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Figure 5.6 The 50 GHz curves which shows the resonances with dipolar edge
spin waves modes according to the microwave powers for the Co disk. The band-
width of the resonance is delimited by the dash-dotted lines.
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the microwave power, which is in agreement with the theoretical prediction as
described in Equation 3.11 and Figure 3.9.
5.2 Spectra Calculation
Figure 5.7 The calculation of photovoltage spectra obtained for different fre-
quencies using OOMMF simulation which used to calculate the magnetisation
Mx and Mz. The magnetisation Mx is rotating but not flipping. At the same
time the magnetisation Mz oscillates and flips by 180 degrees. MatLAB is used
to calculate the derivatives as a function of time, Ṁx and Ṁz, in order to obtain
the average 〈MzṀx−MxṀz〉. Multiplying the average by µ0µ2A to calculate the
photovoltage using Equation 5.3. Several points have been calculated, at 1, 3, 5,
7, 8, 10, 12, 13, 15, 17, and 19 GHz, the maximum amplitude at 10 GHz.
The purpose of this section is to explain the calculation of the spectra by relating
it to the results of the OOMMF simulation (imaginary susceptibility χ′′). It also
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shows that the photovoltage formula (4.5) yields a Lorentzian shape, which is the
shape of the resonance.
Multiple steps must be taken to generate the calculation of the spectra. Firstly,
use the OOMMF code to create the magnetisation in the x-direction (Mx) and
the z-direction (Mz). The magnetic moment Mx is rotating but not flipping. At
the same time the magnetisation Mz oscillates and flips by 180 degrees. MatLAB
is used to calculate the derivatives as a function of time, Ṁx and Ṁz, in order
to obtain the average 〈MzṀx −MxṀz〉 [118, 119]. The photovoltage may then
be calculated numerically by multiplying the average by µ0µ2S, where µ is the
electron mobility in the 2DEG, µ0 is the magnetic permeability, and S is the







The photovoltage formula, Equation 4.5, may then be rewritten in a time-dependent
form:







where T = 40τ and τ is the period of the oscillation of M. Figure 5.7 shows the
calculated resonance absorption. Several points have been calculated, at 1, 3, 5,
7, 8, 10, 12, 13, 15, 17, and 19 GHz, using Equation 5.3. At 10 GHz, the equation
is satisfied, producing resonance which leads to maximum amplitude. Physically,
when we have a magnetic element, there is an oscillation, but when there are two
resonances, we obtain a very large and slow oscillation.
The response of an atom to the resonant absorption of electromagnetic radiation
can be explained by the susceptibility which consists of two parts [120]. The
real part, χ′ , is a measure of the speed of an electromagnetic wave in a medium,
and is related to the refractive index n = c/v. The imaginary part χ′′ of the
susceptibility corresponds to the absorption of energy. Therefore, the frequency
dependence of the absorption χ′′ has a Lorentzian shape and the width of the
resonance is related to the damping parameter α. Often, the so-called full-width-
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at-half-maximum (FWHM) is used to characterise the width of the peak. It




Hence, the damping coefficient, α, can be determined by the width of the res-
onance curve for any oscillator. The corresponding exponentially damped wave
exhibits oscillations whose amplitude and frequency decrease within a decaying
exponential envelope.
Figure 5.8 The damped oscillations. Notice that the curve is a cosine function
inside an exponential envelope, e−kt.
By analogy with the propagation of waves in the dielectrics, the frequency in
the dielectric is ω = k(c/n), where c is the speed of light in vacuum. We use the
electric susceptibility χ as an analogue of the magnetic susceptibility. The relative
dielectric constant can be expressed as:
n2 = εr = 1 + χ (5.5)
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Additionally, if we examine the incident and transmitted portions of the wave,













where k′ = n′ω/c, and k′′ = n′′ω/c. In most dielectrics χ  1, which leads to
n′ = 1 + χ′ and n′′ = χ′′/2. The envelope of the absorption is connected to χ′′,
and this is what has been calculated in the OOMMF simulation.
5.3 Discussion
This investigation has shown that we can improve the discrete structure of spin-
wave resonance by changing the shape of the magnet, using a disk with a diameter
of 80 nm. The most intriguing of our results concerns the parallel orientation of
the magnetic field to the plane. There is no difference between the parallel and
perpendicular orientations because of symmetry. The OOMMF simulation results
show bonding–antibonding peaks, whereas the photovoltage spectroscopy displays
a bonding–antibonding resonance as well as a series of additional resonances not
predicted by theory, as seen in Figures 5.3 and 5.4.
Simultaneously, the amplitudes of the resonance peaks in the OOMMF simulation
and the photovoltage spectroscopy increase with decreasing frequency. There are,
therefore, peaks at zero field which are not predicted by theory, particularly at 35
GHz and 75 GHz (see Figure 5.3). The amplitude of the resonance peak observed
in the photovoltage spectroscopy experiments is much smaller than the amplitude
calculated by OOMMF simulation, as shown in Figures 5.2 and 5.3.
The photovoltage spectra are modelled by Equation 4.5 for different frequencies
(see Figure 5.7). It shows the spectra that have been fitted with Equation 5.3.
The photovoltage formula works very well as it gives the absorption which has




6.1 Summary and Key Insights
A new method for electrical detection of electron spin resonance in two-dimensional
electron gases, utilising perpendicular and parallel magnetic fields, has been demon-
strated. The 2DEG detects microwaves amplified by the nanomagnet over the 30
- 110 GHz frequencies range down to -70 dBm of applied microwave power.
The results presented in Chapters 4 and 5 show that photovoltage spectroscopy
using micron size Hall junctions is capable of sensing the magnetisation dynam-
ics of nanomagnets with a size of 80 nm, which is inaccessible by Brillouin light
scattering, which is limited to samples at least greater than the wavelength of
light > 500 nm. The results show that the discrete structure of spin-wave res-
onances depends on the shape of the magnets, the orientation of the magnetic
field orientation relative to the magnetisation, the shape and the geometry of
the nanomagnets. The sensitivity of this technique reveals the theoretically pre-
dicted fine structure of confined spin waves. There are additional experimental
resonances not explained theoretically, which most likely arise from 3D volume
spin waves not accounted for in OOMMF simulations. Localised spin-waves mode
are observed which were confined in spin-wave wells near the pole surfaces. It
is further given that hybrid structures provide a highly sensitive probing of the
magnetisation dynamics down to -70 dBm at liquid helium temperature. The
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technique complements established techniques such as BLS by providing access
to remarkably small magnets, utilising submicron Hall junctions.
The relative peak amplitudes of photovoltage when the magnetisation is parallel to
the long axis of the stripe indicate that Damon-Eshbach modes are much weaker
than the dipolar edge spin-wave modes present when Bdc is perpendicular to the
long axis. Bonding-antibonding pairs of edge spin waves are observed to form when
the static magnetic field is perpendicular to the long axis. The larger magnitude of
the photovoltage signal in this field orientation makes this case easier to interpret
than other orientations.
The effect of magnetocrystalline anisotropy shifts the resonance to a new position
relative to the prediction of the OOMMF simulation. The spectral calculation also
confirms that the photovoltage formula given in Equation 4.5 works well and gives
a Lorentzian-type line-shape. Overall, there is no remarkable difference between
the results obtained from the magnetic stripe and the magnetic disk.
However, spin waves are likely to provide further insight into the magnetic char-
acteristics of individual nanomagnets and their ability to channel information
carried by spin waves. The rising interest in spin waves has been motivated by
three major factors. The first is the rapid advances being made in nanotechnology.
Second, the recent development of new experimental techniques has facilitated the
study of high-frequency magnetisation dynamics. A third factor is the concept of
a novel functional magnetic-field-controlled devices that depend integrally on spin
waves. The emerging research field was sparked by the discovery of the potential
of magnons as information carriers. Magnonics promises further opportunities
in various fields of wave physics. Research into magnons stands to aid the de-
velopment of theories of spin-wave excitation, propagation, and control within a
medium that possesses continuously varying properties [121]. The use of magnons
for new forms of information processing could greatly influence the future of elec-
tronics, as the spin waves of magnons have the potential to carry and process
analogue signals and digital data simultaneously. Such magnonic technology may
enable new devices that take advantage of the dynamic properties of magnons
and do not rely on as change transport like conventional electronic devices and
Joule dispersion. Making use of the spectrum of magnons, such devices could
be easily reconfigurable and tuneable by means of an external magnetic field or
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spin-polarised currents. Furthermore, magnonic devices offer practical potential,
as the wavelengths of magnons are smaller by orders of magnitude than those
of photons with an identical frequency (at the GHz to THz frequency range).
Magnonic devices could, therefore, be reduced to nanoscale dimensions [122, 123].
Many engineering procedures rely on the measurement of small amplitude mag-
netic fields and increasingly require highly sensitive detectors capable of identi-
fying weak magnetic fields. Furthermore, high densities of magnetic recording
also require tiny magnetic elements and the ability to read small magnetic signals
and change magnetisation states of GHz frequencies. A highly sensitive sensor is
therefore required to precisely detect such a weak magnetic field, then, read the
recorded signals. Giant magnetoresistance sensors have played a significant role in
magnetic detection [124]. Amongst the wide range of available magnetic sensors,
the giant magnetoimpedance (GMI) element and the superconducting quantum
interference device (SQUID) are two examples of highly sensitive sensors. The
GMI element typically possesses a detectable field sensitivity of 10−8 Oe. SQUIDs
have a field sensitivity of 10−10 Oe, but are not suitable for detecting all types of
magnetic systems because they are restricted to operating at low temperatures.
It is acknowledged that there is a shortage of superconducting constituents that
operate at ambient temperature. Despite having a hundred-fold lower field sens-
itivity than the SQUID, the GMI element is more widely used in a broad range
of engineering applications. This is due to its soft magnetic composition, which
allows it to operate effectively at room temperature. Therefore, for a proper ap-
plication of the SQUID, we need to develop a room-temperature superconductor,
whereas for the GMI element; we necessitate to develop a magnetically consider-
ably softer material, which does not exist yet.
On the other hand, microwave sensors possess attractive features that make them
suitable for different sensing applications at both low temperature and room tem-
perature [125, 126]. The microwave sensor is completely different than the SQUID
sensor, where the microwave sensor is measuring the power sensitivity depending
on the magnetic field that oscillating per second, Bac while the SQUID and GMI
sensors are measuring the static magnetic field. Nevertheless, the advantages
of the microwave sensor include simple structure and operation, high sensitiv-
ity, low manufacturing costs. Applications within the growing sectors of sensing,
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security, networks, and communications that utilise RF and microwave techno-
logy have also played a part in maintaining momentum in these areas. GaAs
metal-semiconductor field-effect transistors (MESFETs) are commonly selected
for hybrid and monolithic integrated circuits operating above 10 GHz, as they
may be employed very effectively at frequencies in the millimetre-wave range.
With low intrinsic noise and high gain, they have proven to be a notable devel-
opment within microwave technology [96]. Fundamental applications in the fields
of remote sensing, wireless communications, GPS, and radar have been based on
these transistors.
6.2 Prospects and Extensions of this work
Figure 6.1 The position of the region in the magnetic stripes; the magnetisation
at the full stripe (reg_1), the end of the stripe (reg_2), the edge centre (reg_3)
and the centre reg_4.
The work presented here opens numerous avenues for future study. Previously,
using OOMMF, the spectral dependencies and spatial distribution of magnetisa-
tion precession were obtained by analysis of magnetic susceptibility. The results
obtained by OOMMF for the full stripe are in qualitative and quantitative agree-
ment with those previously obtained in experiments, Figures 4.8, 4.9, 4.10, 4.11,
4.15, 4.16 in chapter 4, and Figures 5.2 and 5.3 in chapter 5.
Our experimental results shows some small peaks which could not be explained
by the existing theory. To account for these peaks in the simulations, we propose
a modification of the finite-element computation, in which different regions of the
magnetised stripe are considered separately. Four different magnetisation regions
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are considered: the full strip reg_1 (2040 nm × 220 nm), the region reg_2 on
the end (110 nm × 220 nm), reg_3 in the centre with the edge (220 nm × 55
nm), and reg_4 in the centre (220 nm × 55 nm). The magnetisation in the centre
oscillates differently than in other regions. So the advantage of the theory is that
it can identify whether the peaks comes from the centre or the corner or the edge,
making it more precise. Then these steps can be repeated with the micromagnetic
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