We show that in the classical (fixed monomer concentration) Becker-Döring equations truncated at finite cluster size, the slow evolution (metastability) of solutions can be explained in terms of the eigensystem of this linear ODE system. In particular, for a common choice of coagulation-fragmentation rate constants there is an extremely small nonzero eigenvalue which is isolated from the rest of the spectrum. We give estimates and bounds on the size of this eigenvalue, the gap between it and the second smallest, and the size of the largest eigenvalue. The bounds on the smallest eigenvalue are very sharp when the system size and/or monomer concentration are large enough.
Introduction
The process of coagulation and fragmentation of clusters of particles is important in physics, astronomy, polymer physics, atmospheric physics and colloid chemistry. In 1935, Becker and Döring [2] introduced a model of the dynamics of cluster formation in a system composed of identical particles, where clusters can only gain or lose single particles called monomers and are uniformly distributed in space. Their model has fixed monomer concentration and is an infinite system of ODEs for the concentration of clusters of different sizes. It was originally formulated as a model of condensation.
One of the main subjects of interest in studies of the Becker-Döring model and its variants is the slow evolution (metastability) of solutions. The metastable time scale determines how long processes like condensation and polymerisation reactions take. Penrose [9] summaries the history of and problems encountered in work on Becker-Döring metastability and goes on to give rigorous estimates for the time scale of metastable solutions. Refinements of that work can be found in [6, 7] and Section 2 below. A detailed numerical analysis is given in [3] , and various reduced models which reproduce the metastable behaviour are derived and tested in [5] .
In this work we consider the truncated version of classical (fixed monomer concentration) Becker-Döring equations given by 
is the net rate at which r-clusters are converted to (r + 
where the coefficient matrix M is the N −1 × N −1 tridiagonal
and for convenience c = (c 2 , c 3 , . . . , c N ) T . There is a unique equilibrium solution given component-wise byc
where
With rate constants (3),
The formula (6) is found by noting that J r ≡ 0 for equilibrium in (1) and using the definition (2) for J r .
In 1979 Penrose and Leibowitz [8] proposed an alternative Becker-Döring model with fixed system density instead of fixed monomer concentration, giving rise to a nonlinear system of ODEs. Since then there has been a great deal of work on the metastable behaviour (slow evolution) of solutions of the original and Penrose-Leibowitz versions. See for example [1, 6, 7, 8, 9] and [3] for detailed numerical analysis. In fact there are more than two variants of the basic equations. These studies have considered either fixed monomer concentration or fixed system density (Cases A and B of [9] ) and either infinite or finite system size. The truncation to finite system size also takes different forms. One way is to set all concentrations c r (t) ≡ 0 for r > N, givinġ
(see for example [7, 9] ), and another is to set all fluxes J r (t) ≡ 0 for r ≥ N giving the form used in (1) (see for example [1, 3, 6] ). The equilibrium solution (6) is common to all the usual versions except those truncated by (7) . In this paper we show that solutions of the linear Becker-Döring equation (1) can evolve extremely slowly and give estimates for the time scales involved. In Section 2 we construct upper and lower bounds on a class of solutions as they evolve in time, and use this to obtain an estimate for the speed of approach to equilibrium of these solutions. In Section 3 we use analysis borrowed from numerical linear algebra to give some very accurate estimates of the size of the important eigenvalues of the coefficient matrix (5) and hence obtain estimates of the time scales in the solution of (1). We finish with some illustrative examples in Section 4 and conclusions in Section 5.
Upper and lower bounds on the solution
Here we show that a class of solutions of (1) is trapped between upper and lower bounds, and use this information to estimate how fast this class of solutions approaches equilibrium. This follows work in [6, 9] for other versions of the Becker-Döring equations. Many of the results in this section rely on the non-negativity property of the Becker-Döring equations (1): solutions satisfy c r (t) ≥ 0 for r = 1, . . . , N and all t ≥ 0. This is physically reasonable since the c r are concentrations.
We start by showing that a wide class of solutions of (1) approach the equilibrium solution from below.
Lemma 1
If initial data c r (0) ≤c r (the equilibrium solution (6) ), for r = 1, . . . , N, then the solution of (1) satisfies c r (t) ≤c r for all t ≥ 0.
Proof. Set c r =c r − u r and substitute in (1) to geṫ
with u 1 = 0 and u r (0) ≥ 0. This system of ODEs inherits the non-negativity property of (1) and the result follows directly.
The next results are for solutions with initial data of the form c r (0) = M r (z, y) for z, y > 0 where the function
with
A key observation is that M r satisfies the identity
The function M r plays an important part in the analysis for linear and nonlinear Becker-Döring equations in [6, 7, 9] and it is used again in the next section.
Lemma 2 If initial conditions
, for all t ≥ 0 and all relevant cluster sizes r.
Proof. The upper bound on J (0) ensures that the initial data are non-negative.
By inspection of the definition (8) 
and Lemma 1 guarantees that the last inequality is satisfied. To show that c r (t) ≥ c r (0) define u r (t) = c r (t) − M r (z, J (0)) and substitute into (1) to getu
The result follows in the same way as the proof of Lemma 1 since the inhomogeneous term J (0) is non-negative.
For the upper bound set v r (t) = M r (z, J (t)) − c r (t) and substitute into (1) to geṫ
with v 1 = 0 and v N = 0. The inhomogeneous terms come from the time derivative of M r (z, J (t)) and are non-negative sinceċ N ≥ 0 (shown below). The result is obtained in the same way as the previous part.
To show that J r (t) ≤ J (0) first note that c(t) is a solution of (1) if and only if J(t) is a solution ofJ (9) and show that if K r (0) ≥ 0 then K r (t) ≥ 0 for all t ≥ 0 using the same argument as for the previous part.
To show that (9) and follow the same argument as for the previous part.
The results forċ N follow directly from those for J N−1 .
The previous results lead directly to the following estimate of the time taken to approach the equilibrium solution. Distance from equilibrium of a solution c(t) of (1) is measured by
r|c r − c r (t)| using a weighted 1-norm which measures in terms of number of particles per unit volume. This norm is common in studies of Becker-Döring equations (see for example [1] ).
Theorem 1 Using the same initial conditions for (1) as in Lemma 2, the distance d eq (t) of the solution from equilibrium satisfies
1 − t Q N z N N−1 k=1 A k (z) ≤ d eq (t) d eq (0) ≤ 1 . Thus t = Q N z N N−1 k=1 A k (z
) is a lower bound on the time scale of the approach to equilibrium.
Proof. From Lemma 2 we have c r (0) ≤ c r (t) ≤c r and hence
and the result is proved.
Remark 1 With parameters (3), the time scale of the approach to equilibrium given in the previous theorem is
which is exponentially large in system size N for monomer concentrations z > 1.
In the next section we take a different approach to estimating the time scales of the problem, and connect our main result from Theorem 1 above with the results derived below for the eigenvalues of the coefficient matrix (5) (see Remark 2) . Results from both sections are examined and plotted for a range of values of system size N and monomer concentration z in Section 4.
Eigensystem of the Becker-Döring equation
The main aim of this section is to explain the behaviour of solutions of the linear ODE system (1) in terms of the eigensystem of its coefficient matrix M given above in (5) .
One of the important relationships used below is the similarity transform
where D is the real, diagonal matrix D =diag( √c 2 , . . . , √c N ) and S is the real, symmetric, tridiagonal matrix
The elements of D are the square roots of the equilibrium solution defined in (6). Kreer [7] also uses similarity transforms to obtain information about another version of the Becker-Döring equations.
The link between M and the symmetric matrix S allows us to extract a great deal of information about its eigensystem, and hence to explain how solutions of the ODE (4) behave. In particular, we show that the eigenvalues λ j of M are real, distinct and satisfy 
which can be very small. See Remark 1.
In this section we obtain more detailed estimates of eigenvalues λ 1 , λ 2 and λ N −1 and we show that for the common choice of parameters (3) The Gerschgorin lemma and the similarity transform (10) linking M to the symmetric matrix S allow us to prove the next theorem about the eigenvalues of M .
Theorem 2
The matrices M and S share the same eigenvalues which are real, distinct and strictly negative. Hence, after ordering, the eigenvalues satisfy
and we note in particular that M is not singular. 
and above by
Proof. The first result is obtained by application of the Gerschgorin Lemma 3 to M
T and the second uses the Rayleigh quotient Lemma 4 with x = (1, −1, 0, . . . , 0) T .
Remark 3 If a r , b r are given by (3), then Theorem 3 implies that
−2z − e ≤ λ N−1 ≤ −z − 1.35 √ z − 2.26 so that λ N−1 = O(1) if z = O(1).
Theorem 4 The second smallest eigenvalue
2 (S) comes from applying the Gerschgorin Lemma 3 to the leading principal submatrix S of degree one less than S to get an upper bound on λ 1 (the maximum eigenvalue of S ). All the eigenvalues of S are real because it is symmetric, and hence they all lie ≤ the rightmost limit of the union of the Gerschgorin disks. Further, because S is real and symmetric, the eigenvalues of S are interleaved with those of S (see for example [10, Ch. 2 .47]) giving
The result that we need is λ 2 ≤ λ 1 . The result λ 2 ≤ λ 
Remark 4 With parameter choice (3), Theorem 4 gives
which is algebraically rather than exponentially small as N → ∞.
Finally in this section we use the results above to derive bounds on the maximum eigenvalue λ 1 of M and S. We already know from Theorem 2 that λ 1 < 0, and we are now going to establish more definite bounds on its size. We find one lower bound and three upper bounds which apply in different parameter regions. Two of the upper bounds on λ 1 come by application of the Gerschgorin Lemma 3 to M and S respectively. The lower bound and the third upper bound are found using the Rayleigh Quotient Lemma 4 applied with a very good guess at the eigenvector associated with λ 1 .
Our guess at the eigenvector associated with eigenvalue λ 1 comes from results for the nonlinear Becker-Döring equation in [6] . They indicate that the solution eventually behaves like
where J (t) → 0 as t → ∞ and M r was defined in (8) 
making the algebraic manipulations required below relatively simple.
Theorem 5 The smallest eigenvalue λ 1 of M and S is bounded below by
wherep is given in (16). It is bounded above by λ 1 < 0,
and
Further, when λ
is defined in Theorem 4.
Proof. The sharper lower bound in (18) comes from the first part of Lemma 4 and the observation (17) while the weaker bound follows from:
The upper bound λ 1 < 0 comes from Theorem 2 while (19) and (20) are obtained by application of the Gerschgorin Lemma 3 to M and S respectively. The final upper bound (21) comes from the second part of Lemma 4 after some algebra and the observation that if λ
Remark 5 With parameters (3) and monomer concentration z > 1, inequality (18) of Theorem 5 gives
so that λ 1 is exponentially small as N → ∞. When combined with Theorem 4, we see that
which is also exponentially small as N → ∞. However, when z = 1 the inequality (19) gives
which is not exponentially small.
The results of this and the previous section are linked through the observations in Remarks 1 and 5. The same exponentially small function appears in each.
Illustrative examples
In this section we illustrate how the eigenvalues λ 1 , λ 2 and λ N−1 influence solutions of (1), then examine their behaviour and that of the estimates derived in the previous two sections over a range of values of z and N . Figure 1 . If N and/or z are increased, then the ratio λ 2 /λ 1 will increase dramatically (see Remark 5) and this plateau period will be much longer.
To get some idea of the time scales possible, the eigenvalue estimates from the previous sections are plotted in Figures 2 and 3 and compared with the results of a standard numerical eigenvalue routine (bisection based on Sturm sequences [4, Ch. 5.3.4] ). We note that using any numerical method there are great difficulties in resolving extremely small eigenvalues, and the calculations are very time consuming for large matrices. For these reasons we were not able to get direct numerical approximations of the smallest values of λ 1 in the figures, although the upper and lower bounds provide a very accurate value for λ 1 there. Figures 2 and 3 show the estimate of λ 1 given in (12) and obtained from Theorem 1 in Section 2. It overestimates the size of λ 1 (and hence underestimates the time scale of the approach to equilibrium) over most of the range shown, but it does get better as z and/or N increase. We plot the tightest bounds on λ N−1 and λ 2 from Theorems 3 and 4 in Figures 2  and 3 and see that they do not vary much in comparison with λ 1 . In fact for large N and fixed z = 1.12 in Figure 3 , the upper bound on λ 2 reaches a constant value given by λ 
Concluding Remarks
The behaviour of the Becker-Döring equation (1) can be explained by looking at the extremal eigenvalues of its coefficient matrix M given by (5):
• The smallest eigenvalue λ 1 can become extremely small as the system size and/or monomer concentration increase, leading to very slow evolution of solutions. See for example Remark 2 and Remark 5.
• λ 1 can also become isolated from the rest of the spectrum (Remark 5), giving a long metastable period between time |λ 2 | −1 and |λ 1 | −1 where solutions can appear not to change. See the figures for illustrations of this.
The eigenvalues can be estimated in various ways with varying degrees of accuracy depending on the system parameters. However, for parameters (3) with large enough system size and/or monomer concentration, the upper and lower bounds on λ 1 in Theorem 5 agree to better than 15 significant digits.
Different versions of the Becker-Döring equations were described in the Introduction. One apparently minor variation on the system (1) is to replace the truncationċ N = J N−1 byċ N = J N−1 − z a N c N , and this system has been studied in [7, 9] as an intermediate step to obtain estimates for the infinite Becker-Döring equations. It is interesting to note that the ODE system that results from this minor modification does not have an exponentially small eigenvalue (with parameters (3)) and so does not exhibit metastability for finite system size. The proof of this follows directly from that in Theorem 4 and Remark 4.
Finally we note that our results cannot be used directly to estimate the duration of the metastable time scale in the nonlinear (constant density) version of the truncated equations. In the constant density case the time scale decreases as the metastable monomer concentration value increases (see [3, Figure 4 .1]) while in the constant monomer concentration case the time scale increases as monomer concentration increases. Suitable estimates for the constant density finite system size case can be found in [6] . 
