Abstract
Introduction
This work addresses the description problem of a target class in the presence of negative samples or outliers. A typical application is face recognition and verification. The system needs to identify one or multiple clients (recognition) and perform reliable rejection of impostors (verification) as well. Most often those tasks are handled as a conventional classification problem. Aiming at distinguishing one class from others, the classification systems assume that every sample comes from one of the classes which have been predefined during the training process. As a result, difficulties arise when rejection output is required, which unfortunately is the case for the problem under study. Even Support Vector Machines (SVM), a proven powerful tool for discrimination, is known as not able to reject uncharacteristic samples well and therefore suffers from false alarms [1] .
To achieve the task of pattern verification, a very simple scheme using output threshold has been extensively adopted, which unfortunately does not adequately solve the problem [2] . For this reason, the problem of class description or so-called one-class classification (OCC) has attracted attention of many researchers [3] [4] [5] [6] [7] . By modeling the support of the class where the data predominantly reside, OCC can recognize the new samples that resemble the training set and detect uncharacteristic samples, or outliers, to avoid the ungrounded classification. By far, the well-known examples of OCC are studied in the context of SVM. The one-class SVM proposed by Tax and Duinin [4] is named support vector domain description (SVDD), which seeks the minimum hypersphere that encloses all the data in the target class. Two alternative approaches are developed in [5] and [6] which use hyperplanes to describe the class. One common limitation of the latter two methods, however, is the restriction for the samples to be unit norm.
In many recognition and verification systems, a twostep procedure is designed. First, the decision of acceptance or rejection is made by an OCC algorithm. Then the accepted sample will be further classified by conventional classifiers. The difficulty is that the samples drawn from different classes may show great diversities and consequently describing them as a whole by a single OCC may not be able to deliver desired performance. A one-step approach is proposed in [8] , which constructs multiple one-class SVMs with one for each class. If all classifiers reject the input sample, the system rejects it; otherwise, it is assigned to the class with the highest confidence level of acceptance. Unlike the two-step procedure, each one-class classifier is now responsible for both recognition and rejection. However, because of the descriptive nature of OCC, the factor of the separation between classes is not considered in the formulation and therefore the discrimination issue is overlooked.
In this work, we propose a novel one-class classifier in the context of SVM, which is named the minimum enclosing and maximum excluding machine (MEMEM). Similar to SVDD, MEMEM models the support of the target class by a hypersphere, but unlike SVDD it seeks an additional hypersphere that excludes the negative samples by a wide shell. By doing so, the discriminating ability of the classifier is enhanced while its descriptive ability is preserved.
The rest of the paper is organized as follows. Section 2 presents the formulation of MEMEM. Then experimental results are provided in Section 3 which is followed by conclusions and discussions in Section 4.
MEMEM
For the problem of class description, an assumption is usually made that the separation boundary drawn by the classifier is closed [2] . SVDD, for example, imposes a hypersphere B(a, R), which is characterized by the center a and radius R, as the separating surface around the samples. The spherical shape of the boundary, however, is a rigid model which fortunately can be made flexible by using kernel functions as by SVM. For its simplicity, we also models the boundary as a hypersphere.
Suppose we are given N training samples (x i , y i ) with
, where the target class is defined as class 1. When the training samples are spherically separable, two concentric hyperspheres can be found such that all the samples from class 1 are enclosed by the inner hypersphere B(a, R 1 ) and all the samples from class -1 are excluded by the outer hypersphere B(a, R 2 ).
Similar to SVDD, we want the inner hypersphere B(a, R 1 ) to be as small as possible for good description of the target class. In the meantime, to separate the two classes we want the outer hypersphere B(a, R 2 ), which pushes the negative samples away, to be as large as possible, and we call the one with the largest radius the maximum excluding sphere. Recall in SVM the discrimination between two classes is achieved by maximizing the margin as shown in Fig. 1(a) . Inspired by this idea, to obtain good discriminating ability for the hyperspheres we maximize the width or equivalently the area of the shell between B(a, R 1 ) and B(a, R 2 ) (the shaded area in Fig. 1(b) ), which is proportional to the quantity R 
2ΔR
2 . Then the resulted boundary would be B(a, R) where R = (R 2 1 + R 2 2 )/2 as shown as the dashed line in Fig. 1(b) .
The simplest way to achieve the objective of both description (small R 2 1 ) and discrimination (large ΔR 2 ) is to minimize the quantity R
With the motivations explained above, we now propose MEMEM as min
where a non-negative parameter γ replaces the constant 1 3 in Eq. (1) to give users the flexibility to balance the importance of a small enclosing ball and a large shell. When the training samples are scarce, γ should be set close to 1. One extreme is y i = 1 for all i, which means no negative samples are available. In this case, γ should be equal to 1 and MEMEM only cares about the minimization of the enclosing hypersphere, which reduces it to SVDD. On the other hand, if the classes are well sampled such that the decision boundary can be supported from both sides, γ should be close to 0. By doing so, MEMEM lays emphasis on the separation of the two classes as conventional SVM. Fig. 2 shows how the resulted hypersphere changes when different γ are used. By introducing multipliers α i for the inequality constraints, we obtain the duel problem of Eq. (2) as
It can be shown that the center a of the hypersphere is a linear combination of the training samples as a = N i=1 α i y i x i /γ . Similar to SVM, the optimization of (3) is a quadratic programming problem, and as a result many α i are zeros. In other words, the center are determined by a few training samples and we also call them support vectors. It is easy to check that the parameter γ should satisfy 0 ≤ γ ≤ 1 for (3) to have feasible solutions.
When the samples cannot be separated by a sphere, we have to allow some negative samples inside the enclosing hypersphere and/or some positive samples outside the excluding hypersphere. In analogy to what SVM does in the situation, slack variables ξ i ≥ 0 are introduced and Eq. (2) becomes min 
Note one additional constraint ΔR
2 ≥ 0 is added in Eq. (4) to force the enclosing ball to be inside the excluding ball, which is not assured in the non-separable case.
The dual problem of (4) is very similar to that of (3). The differences lie in the the upper bound of α i and the additional multiplier β associated with the constraint ΔR 2 ≥ 0:
It can be shown that by choosing γ = 1, Eq. (4) becomes the soft-margin SVDD, and therefore with or without the negative samples, MEMEM has SVDD as one special case when MEMEM only deals with the task of description.
Experimental Results

Synthetic Data
Before conducting experiments on real-life data, we try MEMEM on a 2-D synthetic data set that is uniformly dis- tributed in a 10 × 10 square to illustrate the performance. The target class and the non-target class are defined as the samples inside and outside the ball centered at (5, 5) with radius 3 respectively. First, we randomly generate 26 training samples with 13 from each class, and the decision boundaries produced by SVDD and MEMEM (γ = 0.5), which are averaged over 100 simulations, are listed as the second row in Table 1 . Unbalanced training data are also generated. We test two cases: (1) η = 5/2; and (2) η = 2/5, where η denotes the ratio of the number of training samples in the target class and the non-target class. The average center and radius of the ball produced by SVDD and MEMEM are listed in Table 1. Both SVDD and MEMEM find the center very well, which we believe is because the shape of the true boundary (a circle) fits well the model chosen by both methods. The major difference, however, is the radius. Due to its descriptive nature, the emphasis of SVDD is to make the ball as small as possible and therefore it produces a much smaller ball than the true one. MEMEM, on the other hand, also considers the separation between the classes. As a result, the resulted boundary is very close to the true boundary even when the samples are scarce.
To test how MEMEM performs when the training set is relatively abundant, we conduct the second series of simulations by utilizing 100 training samples. Again, we run both balanced and unbalanced data, and list the results in Table 2 . As one can see, with more training data, the ball found by SVDD is expanded and closer to the true boundary. However, it is still outperformed by MEMEM, which almost produces the perfect decision boundary. 
Medical Diagnosis Data
For the real-life data, we investigate the performance of MEMEM on the Biomed data set from the Statlib data archive [9] , which contains 194 observations with 127 normal samples from healthy patients and 67 abnormal samples from disease carriers.
First, we train MEMEM with the balanced data (η = 1). In total, 100 samples are randomly chosen with 50 each from normal and abnormal classes. We are left with 77 normal observations and 17 abnormal observations, which are used as the test samples. RBF, which is reported as a good choice for this data set [6] , is adopted as the kernel function. The generalization accuracy is estimated by using different parameters in Eq. (4). More specifically, we try C = [0.1, 0.2, . . . , 1] and γ = [0.05, 0.1, 0.2, . . . , 1], which provides 10 × 11 = 110 combinations, to find the best pair (C, γ) that yields the highest classification accuracy on the test samples.
SVDD and SVM are also employed to make the performance comparison. Different from MEMEM, SVM and SVDD have only one parameter to tune, which shares the same notation as C in the formulation. For SVM, we test 13 choices as C = 10
. SVDD, however, requires the parameter to be 0 ≤ C ≤ 1 and thus we vary C from 0 to 1 with a step size of 0.1. Again, each machine is trained for every choice of C and the highest classification accuracy is selected for the performance comparison.
Other scenarios that test how MEMEM performs on unbalanced data set are also simulated. The description of the data shows that because the disease is rare, there are only a few carriers of the disease from whom data are available. For this reason, we always have the training set contain more normal observations than abnormal ones to make the simulations practical. Three cases are experimented and the results are listed in Table 3 . As one can see, for all the scenarios simulated, MEMEM consistently performs the best or comparably the best among the three learning machines. When η = 1, SVM and MEMEM yield comparable performance. This is because with ample normal and abnormal samples this problem can be approached by a traditional binary classifier. However, when η = 8 : 1 for which the number of abnormal samples are relatively few, SVM, which focuses on discrimination between classes, is outperformed by both SVDD and MEMEM. Actually, the accuracy yielded by MEMEM, which is 81.4%, is significantly higher than that of the other two machines, which are 76.3% and 72.3% respectively.
Conclusions
MEMEM, a new algorithm for robust classification is proposed. Rooted in one-class SVM, MEMEM retains the descriptive capability of the positive data by enclosing them with a small hypersphere. As a result, it is able to reject uncharacteristic patterns. In the meantime, MEMEM exploits the discriminating information provided by the negative samples and therefore is more robust for recognition.
