In single-objective optimization it is possible to find a global optimum, while in the multi-objective case no optimal solution is clearly defined, but several that simultaneously optimize all the objectives. However, the majority of this kind of problems cannot be solved exactly as they have very large and highly complex search spaces. Recently, meta-heuristic approaches have become important tools for solving multi-objective problems encountered in industry as well as in the theoretical field. Most of these meta-heuristics use a population of solutions, and hence the runtime increases when the population size grows. An interesting way to overcome this problem is to apply parallel processing. This paper analyzes the performance of several parallel paradigms in the context of population-based multi-objective meta-heuristics. In particular, we evaluate four alternative parallelizations of the Pareto simulated annealing algorithm, in terms of quality of the solutions, and speedup.
Introduction
Solving real optimization problems requires efficient algorithms. When the complexity of the problem to solve is high, such as with NP-complete problems [1] , it is often useful to employ heuristic methods. Heuristics often allow us to tackle large-size problems instances by delivering satisfactory solutions in a reasonable runtime. Meta-heuristics are general-purpose heuristics that split into a number of categories including evolutionary algorithms (EA) and local-search methods (LS). While EAs allow a better exploration of the search space, LS strategies have the power to intensify the search in a particular region. However both, EA and LS, have in common that the quality of the solutions depends on parametric settings, like population size, number of iterations, etc. In many cases, the use of a single-processor computer implies very large runtimes, which can be unacceptable for some real applications. One way to overcome this weakness is the use of parallel processing.
Most real optimization problems entail simultaneous optimization of distinct and conflicting objectives. In recent years, the number of strategies proposed to solve complex multi-objective optimization problems has increased considerably. Population-based strategies are very frequently used in multi-objective meta-heuristics (MOMHs) [2] [3] [4] [5] [6] [7] . In addition, the complexity of some of these methods [3, 5, 7] is even higher because they use a secondary population, which saves the promising solutions found in the search. These, and other parameters, such as the number of objectives to optimize, complicate even more the design of meta-heuristics in comparison with the single-objective case. In this context, the use of parallel and distributed strategies become a powerful tool to obtain good solutions in acceptable runtimes. Thus far, most of the parallel implementations in multi-objective optimization are related to EA-based MOMHs, while LS-based MOMHs have been studied to a lesser extent. This paper analyzes the behavior of four parallel paradigms in Pareto simulated annealing, a well known population-based MOMH.
The remainder of the paper is organized as follows. Section 2 describes the multi-objective optimization concept, and reviews the main simulated annealing-based MOMHs proposed to date. Section 3 gives an overview of parallel and distributed strategies, and details how to extend them to the analysis of population-based MOMHs. Section 4 presents the results of the parallel models proposed in Section 3, in a multi-objective formulation of the graph-partitioning problem. Finally, Section 5 provides the conclusions of this empirical analysis.
Multi-objective optimization: aims and methods

General concepts in multi-objective optimization
Although single-objective optimization (SOO) methods model many real problems, there exist a large number of applications where they are inappropriate, because it is nearly impossible to obtain a single solution which simultaneously optimizes all the objectives. In the last years, authors have proposed several multi-objective optimization (MOO) strategies to overcome this situation. In the following, we present some general concepts of MOO. Definition 1. Multi-objective optimization (MOO) is the process of searching one or more decision variables that simultaneously satisfy all constraints, and optimize an objective function vector that maps the decision variables to two or more objectives. Definition 2. Decision vector or solution (s) = (s 1 , s 2 , . . . , s n ) represents accurate numerical qualities for an optimization problem. The set of all decision vectors constitutes the decision space. 
Definition 5. Multi-objective optimization-mathematical form minimize=maximizeðf k ðsÞÞ 8k 2 ½1; K subject to s 2 F .
Pareto-optimization in multi-objective optimization
Most sophisticated and efficient methods [4] [5] [6] [7] use the Pareto-optimization concept [8] . Let P be a MOO problem, with K P 2 objectives. Instead of giving a scalar value to each solution, a partial order is defined according to Pareto-dominance relations, as we detail below. 
. The function ND(S 0 ) returns the set of non-dominated solutions from S 0 : ND(S 0 ) = {"s 0 2 S 0 js 0 is non-dominated by any other s 00 , s 00 2 S 0 }. Fig. 1 graphically describes the Pareto-dominance concept for a minimization problem with two objectives (k 1 and k 2 ). Fig. 1(a) shows the location of several solutions. The filled circles represent non-dominated solutions, while the non-filled ones symbolize dominated solutions. Fig. 1(b) shows the relative distribution of the solutions in reference to s. There exist solutions that are worse (in both objectives) than s, better (in both objectives) than s, and indifferent (better in one objective and worse in the other).
It is important to remark that there exist real problems where the optimal solutions cannot be found in a polynomial time, due to their extremely large search spaces. This includes many (but not all) instances of NPcomplete problems [1] . This fact implies that these problems must be treated by heuristic methods to obtain an approximation to the (unknown) Pareto-optimal front.
Annealing-based multi-objective meta-heuristics methods
In the context of multi-objective optimization, many strategies have been proposed in recent years. These strategies can be classified according to if they are based on evolutionary algorithms (MOEA) or in localsearch algorithms (MOLSA). MOEAs [3] [4] [5] work with a set of solutions (individuals), which evolve in successive iterations (generations) persuing an established objective. In the multi-objective context, it is necessary to design strategies that obtain good solutions in all the objectives. Some of them [2, 3, 5] use the Pareto-dominance concept. On the other hand, MOLSAs [7, 9, 10] are based on the concept of a neighborhood. Given a solution s, its neighborhood is the set of solutions that are, in some sense, close to s; usually because they can be easily reached from s. Local search-based methods, like simulated annealing, allow an exhaustive examination of a specific region of the solution space.
Simulated annealing (SA) [11] is a stochastic relaxation technique based on the analogy to the physical process of annealing a metal. As a solid is heated the particles take random configurations. Then, the temperature is slowly decreased to let them reach a state of minimal energy. In theory, with SA it is possible to reach the global optimum. In a single-objective SA, better neighboring solutions are always accepted, whereas worsening solutions are accepted with a certain probability, which is dependent on a parameter-the temperature. In a multi-objective context, it can be seen as always accepting a new solution (s * ) if it dominates the current one (s); and to accept s * with a certain probability if it is dominated by s. However, there is a special case to consider when both are indifferent (s $ s * ).
The first multi-objective formulation of SA was proposed by Serafini (SMOSA [9] ). This strategy, and others like UMOSA [10] , uses a single solution during the search process. However, when the search space is very large, these methods have difficulties in covering the search space, and MOEAs become better tools to solve the problem. An obvious idea to overcome this handicap is to extend them to a population-based scheme. Some years ago, Czyzak and Jaszkiewicz presented a population-based version of SMOSA. This method, named Pareto simulated annealing (PSA) [7] , is based on accepting neighboring solutions with a certain probability, which depends on the temperature parameter, as with SMOSA and UMOSA. However, PSA uses a population of solutions which are improved at the same time. Like other multi-objective strategies [3, 5, 7] , PSA uses an external population, usually know as the archive (A) [12] , which stores the best solutions found in previous iterations (see Fig. 2 ). Furthermore, PSA uses dynamically controlled objective weights to ensure an adequate dispersion of the non-dominated solutions. A high weight associated with a given objective implies a lower probability of accepting new solutions that decrease the quality in this objective. This parametric control is automatically performed at runtime.
Algorithm 1 presents the PSA pseudo-code. Input parameters are the population size, initial temperature, cooling rate, stop condition, number of objectives to minimize, and a parameter. In the first part of the algorithm the population and the archive are initialized. The second part, corresponding to loop while repeats the search process until the stop condition is fulfilled. In all the iterations, each solution of the population is modified obtaining a neighboring solution. This new solution is then accepted or rejected according to the current temperature, and its relative quality in comparison with other solutions of the population (using the variable k in combination with the parameter a). Finally, the archive, which contains the best solutions found in the search, is returned.
Algorithm 1 (Czyzak and JaszkiewiczÕs Pareto simulated annealing (PSA)).
Parallel strategies for population-based MOLSAs
Parallel and distributed computing may be considered as a mechanism to speedup the search process when solving large MOO problems. Furthermore, the simultaneous use of parallelism and cooperation allows the improvement of the quality of the non-dominated solutions sets.
EAs/MOEAs are very suitable for parallelization, due to the fact that mutation and evaluation can be performed independently on each individual of the population. However, in the selection and crossover processes it is necessary to compare or combine between individuals which may be handled on different processors. This implies communications between processors. Parallelization of EAs/MOEAs has been properly studied in the last decade [13, 14] . Most important parallel models are:
• The master-worker model allows us to keep the sequentiality of the original algorithm. The master centralizes the population and manages the selection and the replacement steps. It sends sub-populations to the workers that execute recombination and evaluation tasks. The workers return back newly evaluated solutions to the master. This approach is efficient when the cost of generating and evaluating new solutions is high. In some cases the island model improves the quality of the solutions reached because the islands help to maintain diversity. • The island model divides the entire population into several sub-populations distributed among different processors. Each processor is responsible for the evolution of one sub-population. It executes all the steps of the meta-heuristic, and occasionally individuals migrate among islands. Although this model breaks the sequentiality of PSA, the goal is to obtain solutions with, at least, the same quality than the master-worker model, but in a shorter runtime. • The diffusion model works with a population. Each processor is responsible for either a single individual or at most a small number. The difference with respect to the island paradigm is that the diffusion-based scheme requires a neighborhood structure of processors to perform the recombination and selection.
In the case of MOLSAs, the parallelization models vary substantially. Here, we may distinguish two categories, according to whether the model manages a single solution, or a population of solutions. As it is explained in [15] , when using a single solution, the parallel models are:
• The parallel neighborhood model, which divides the neighborhood into partitions that are explored in parallel. It is particularly interesting when the evaluation of each solution is costly, and/or when the neighborhood size is large.
• The multi-start model consists of executing in parallel several local searches, without any information exchange. This model tries to improve the quality of the search taking advantage of the diversity dispensed by each independent run (maybe using different parameters).
As our goal is to analyze the parallelization of population-based MOLSAs, we have implemented four parallel versions of PSA (pPSA): multi-start, master-worker, islands, and islands with search space division.
Parallel PSA using the multi-start model
When the performance of a certain algorithm is analyzed, it is usual to consider the following question: is it better to execute a single run during R iterations or executing N heterogeneous runs during R/N iterations? We analyze this aspect by designing a multi-start version (MS), which consists of executing np independent runs of PSA, during R/np iterations each. In our experiments, np is the number of processors used. Thus, the total number of iterations is the same in all cases.
Parallel PSA using the master-worker model
The main advantage of the master-worker paradigm (MW) is that keeps the sequentiality of the algorithms. As we detailed above, one of the characteristics of PSA is the use of a parameter that is dynamically modified according to the dominance relations among individuals (see parameter k in Algorithm 1). Given this circumstance, the unique parallelization that preserves the sequentiality of PSA is the search for neighboring solutions. Thus, master processor creates and distributes the initial population among the other processors. Each processor evaluates jPsj/np solutions (note that the master processor also computes a sub-population). Afterwards, all them are submitted to the master, and are evaluated as in the standard PSA. The same process is repeated until the stop condition is fulfilled, at which point the non-dominated solutions located in the archive (A) of the master processor are returned.
Parallel PSA using the island model
There exist applications where the communication among processors is so expensive that the master-worker scheme becomes a very slow mechanism. A way to reduce the runtimes, is to make use of the island paradigm (I), where each processor runs PSA independently, using a separate sub-population. However, periodically the processors cooperate by exchanging certain individuals found in each island, in order to continue the search process in the promising areas of the search space, represented by these solutions. The adequate selection of a migration rate (mR) becomes another challenge in this model. One alternative consists of comparing the performance using several mR configurations, as we do in our experiments.
3.4. Parallel PSA using the island model with search space division A new parallelization scheme for MOEAs [16] consists of dividing the search space in a certain number of regions (e.g. np regions). Then, the entire population is also divided up in np sub-populations, and each subpopulation works in a particular region. The performance of this paradigm (Issd) is also evaluated in our experiments. Table 1 summarizes the differences between the parallel models described above.
Experimentation in graph partitioning
The graph-partitioning problem is a NP-complete problem [1] which occurs in many real applications, such as load balancing [17] , sparse matrix computation [18] , image processing [19] , etc. The general formulation of the GPP is detailed in the following:
Definition 10. Graph-partitioning problem (GPP). Let G = (V, E) be a undirected graph, where V is the set of vertices, jVj = n, and E the set of edges that determines the connectivity of V. The GPP consists of dividing V into SG balanced sub-graphs, V 1 , V 2 , . . . , V SG , such that the number of edges that connect vertices belonging to different sub-graphs (cutsize) is minimized, verifying that V i \ V j = /, 8i 6 ¼ j; and [ In single-objective GPP, the aim is to minimize the cutsize, while the imbalance degree, defined by M, is considered a constraint. Thus, if the maximum allowed imbalance is x%, the partition must ensure that M 6 ((n/SG) * ((100 + x)/100)). The main inconvenience of this model is the high dependence of the imbalance constraint. Fig. 3 shows two partitions, s and s * in the solution space. For instance, if the maximum allowed imbalance is x = 30%, the solution s is selected as the best. However, if this constraint is x = 20%, the best is s * , due to s having a forbidden imbalance, though having a smaller cutsize. Nevertheless, in a multi-objective context, where the reduction of the imbalance is also considered a constraint, like the cutsize, both solutions are considered (they are indifferent). To date a small number of multi-objective formulations of the GPP have been proposed [20, 21] . In [20] authors adapted the SPEA algorithm [5] to the GPP. They tested the performance of this adaptation, obtaining unsatisfactory results. The main cause of these disappointing results is the redundancy in the representation of the solutions in this problem, which causes the evolutionary operators to perform badly. The experimental results indicated that the use of a local-search procedure improves the solutions in comparison with the SPEA adaptation. Previous studies [22] have demonstrated the good behavior of SA-based strategies in the single-objective formulation of this problem.
Experimental settings
The experiments were performed in a Linux cluster of 16 nodes, interconnected via Gigabit Ethernet. Each node is a dual Intel Xeon 3.06 GHz processor with 2 GB of RAM memory. The parallel programs were implemented in standard C, using the message-passing interface (MPI). Table 2 describes the main characteristics of the test graphs used in the evaluation of the parallel implementations. These graphs belong to a public domain set [23] frequently used to compare graph/mesh partitioning algorithms [24] . Information about the number of vertices and edges, maximum connectivity (max) (number of neighbors of the vertex with the highest neighborhood), minimum connectivity (min), and average connectivity (avg) is provided. All them have thousands of vertices and edges.
The initial solutions were obtained by using the graph growing algorithm (GGA) [25] , by applying the random interval selection proposed in [26] . We considered the parameter a = 1.05 (see Algorithm 1). The localsearch process was accomplished by applying a mutation operator as is illustrated in Fig. 3(a) and (b) . With the aim of evaluating the impact of the population size, we use two different configurations: jPsj = {32, 128}. As PSA also removes the dominated solutions of the archive, it has not been size-limited. Determining adequate annealing parameters is often a difficult task. Typical annealing values are T i = 100, T cr = 0.99. Considering that the optimization process stops when temperature falls below 0.01, these values imply a total number of iterations equal to 920. However, in order to accommodate the effect of selecting the annealing parameters, we used an independent annealing scheduling in each solution of the population. In particular, we applied the strategy proposed in [26] , which obtained good results in the single-objective context. In the analysis of the speedup, np = {1, 2, 4, 8, 16} processors were used. With the intention of evaluating the impact of using different migration rates in the island-based models, we utilized the following values mR = {5, 20, 100, 920} (mR = 1 would be similar to the MW model, due to each island communicates with the others in all iterations, while mR = 920 allows migration only when the search process finishes). When mR increases, the independence of each island also increases, while the number of communications (and runtime) decreases. The results shown here, correspond to the partitioning of the test graphs into SG = 16 sub-graphs. Additionally, an indirect way to evaluate the quality of the partitions got by the parallel versions, is to make a comparison with single-objective strategies [23] . With this purpose, we added an additional constraint consisting of discarding those solutions with an imbalance greater than 5% (M 6 1.05 in Definition 10).
Performance measures
We measured the performance of the parallel implementations using the metrics proposed in [5] . They are described below: 
The value C(X, X 0 ) = 1 means that all points in X 0 are dominated by the points of X. In Fig. 4(a) we can observe that the non-dominated set X covers the majority of the solutions of X 0 .
Definition 12. Average size of the space covered (S). Let X = (x 1 , x 2 , . . . , x n ) be a set of solutions. The function S(X) returns the average volume enclosed by the union of the polytopes p 1 , . . . , p n , where each p i is formed by the intersection of the following hyperplanes arising out of x i , along with the axes: for each axis in the objective space, there exists a hyperplane perpendicular to the axis and passing through the point (f 1 (x i ), . . . , f k (x i )).
In the bi-dimensional case, each p i represents a rectangle defined by the points (0, 0) and (f 1 , f 2 ).
Fig . 4 (b) displays a useful example to understand the meaning of metric S. Let us observe as the non-dominated solutions of set X. Each solution x i encloses an area of size [cutsize(x i ) * imbalance(x i )]. Metric S determines the quality of the non-dominated sets according to the smaller enclosed area. As the non-dominated sets usually have a different number of solutions it is necessary normalize this value to obtain an average enclosed area (see function (2)). In Fig. 4(b) it is clear that the average area covered by X is smaller than the area of X 0 , which induces us to think that X is closer to the (unknown) Pareto-optimal front than X 0 . As the objectives in the GPP (cutsize and imbalance) have different scales, it is necessary to define the work area. This area is defined by the maximum imbalance (5%), and the worst initial solution. To ensure equitability in the comparison, the initial solutions in all the parallel versions are identical. Therefore, the work area in the GPP is ([0, max cutsize ], [0, max imbalance ]).
Empirical results
Results analysis is divided in two parts. Firstly, we analyze the performance of the parallel models in terms of quality of the solutions using metrics C and S. Then the multi-start version is compared with PSA; the island model with several migration rates are evaluated; and a global comparison including all the parallel versions is performed. The evaluation of the advantages of the parallelization in terms of speedup corresponds to the second part of this analysis. Table 3 displays the runtimes obtained by the multi-start model using np = {1, 2, 4, 8, 16} processors. As we can observe, the increase in the number of multi-starts, involves a decrease in the runtime. However, when the number of multi-starts increases, the number of iterations of each multi-start is reduced, which is why the quality of the solutions is worse. Table 4 shows the quality of the non-dominated solutions obtained by MS using np = {4, 16} processors, in comparison with sequential PSA, using metric C. The first part of the table shows the coverage ratios in each graph in the same order as displayed in Table 2 , while second part shows the average ratio obtained by the six graphs. In average, the non-dominated solutions obtained by the serial PSA dominate to the 80% and 83% of the non-dominated solutions obtained by MSnp4 and MSnp16, respectively. On the other hand, non-dominated solutions of PSA are dominated only by 8% and 6% of the non-dominated solutions of MSnp4 and MSnp16. Thus, the reduction in the runtime provided by the multi-start paradigm involves an important loss in the quality of the solutions. The reason for this behavior is because the optimization performance in simulated annealing-based strategies is a function of the annealing schedule. Thus, as each separate multi-start run has fewer iterations than the serial version, the annealing is faster, and the quality of the solution is worse.
Multi-start model
Island model
One of the advantages of the island model arises in the low communication cost among processors. However, as we explained above, the quality of the solutions and the runtimes can vary according to the selected migration rate (mR). Results obtained (see Table 5 ) indicate that higher values of mR (migrations every 100 iterations or more), lead to an improvement in the quality of the non-dominated solutions. In particular, when the migration is performed only every 100 iterations (mR = 100), the non-dominated solutions (I100) dominates 55%, 33%, and 50% of the non-dominated solutions obtained by I5, I20, and I920. Further, this set is dominated by less than 36% of the non-dominated solutions in the other configurations. Thus, mR = 100 (I100) seems to be an accurate value. np1  np2  np4  np8  np16   add20  388  277  162  105  79  3elt  270  241  197  100  83  uk  292  97  88  109  71  add32  354  302  182  110  97  crack  454  349  207  136  112  wing_nodal  1760  856  404  254  175   Table 4 Comparing the MS model with serial PSA using metric C (Ps = 32, np = 16) Table 6 presents the comparison in metric C for the best alternatives of each parallel model. The quality of the non-dominated solutions for the island model with search space division (Issd) often improves on those obtained by the other models. However, non-dominated sets of the master-worker model (MW) and I100 have good quality in comparison with MS. It is worth noting that, as the master-worker model maintains the sequentiality of PSA, non-dominated solutions obtained by MW and PSA are similar.
Global comparison
In addition to the metric C, we compare these parallel models with the metric S. First and second numerical columns of Table 7 exhibit the absolute and relative number of non-dominated solutions (jNDj) obtained by each parallel version. MW and I100 obtain the largest sets, while Issd sets only have, on average, 2.5 solutions. The third and fourth numerical columns show the absolute and relative enclosed area, respectively. The best results in this metric are provided by Issd. The great difference with respect to the other methods suggests that Issd obtains very good solutions in one of the objectives. With the purpose of clarifying this aspect, Fig. 5 shows the non-dominated solutions obtained by the parallel versions in the partitioning of uk into SG = 16 sub-graphs. As we can observe, even though Issd only has one non-dominated solution for this graph, it is not dominated by another obtained by other method, because it has a very low imbalance, which explains Table 5 Impact of mR in the island model using metric C (Ps = 32, np = 16)
In each graph
In average   I5  I20  I100  I920  I5  I20  I100  I920   I5 Table 6 Comparing all the methods using metric C (Ps = 32, np = 16) the good performance in metric S. On the contrary, this solution dominates 100%, 50% and 33% of the nondominated solutions obtained by MS, MW, and I100, respectively (see Table 6 ). Other important aspect to analyze is the improvement in the quality of the solutions when the population size increases. Fig. 6 shows the non-dominated sets obtained by Issd, using Ps = {32, 128}. As is shown, nondominated solutions obtained with Ps = 128 improve to those obtained with Ps = 32.
We can indicate that, although we have solved the multi-objective formulation, the results obtained are close to the best known solutions for the single-objective case. In fact, the cutsize in MW for graph add20 is cutsize = 2121, which improves the best solution found until now [23] .
The second part of the results analysis is focused to determine which model obtains the best speedup. Fig. 7 offers information in two ways: The first conclusion we reach is that the island paradigm with search space division, Issd, obtains the best speedup results, while the speedup in MW is the worst (see Fig. 7(left) ). The reason of this difference arises in the great disparity in the communication cost among the approaches. This separation accentuates when the number of processors increases. Results for I100 slightly worse than Issd due to each island works in a concrete area of the search space, and communications among islands are only performed in the last iteration. The second conclusion from this figure is that using large-size populations involves a loss of speedup, because the system becomes communications bound. This fact is even more aggravated in the master-worker scheme, as we observe in the efficiency (see Fig. 7(right) ). The reason is that the number of communications is hugely greater than the other models.
Conclusions
This paper analyzes the benefits of using parallel strategies to improve the Pareto simulated annealing algorithm. In concrete, we have implemented four parallelizations: multi-start, master-worker, island, and island with search space division. The multi-start paradigm consists of executing in parallel several local searches, without any information exchange. In the master-worker model, the master processor centralizes the population and manages the selection and the replacement steps, while the worker processors perform recombination and evaluation tasks. The island-based models divide the entire population into several sub-populations distributed among different processors. Each processor is responsible for the evolution of one sub-population, and occasionally individuals migrate among islands. The real problem we have used as basis of this analysis is a multi-objective formulation of the graph-partitioning problem. In terms of quality of the solutions, results denote that the multi-start model is not adequate in simulated annealing-based multi-objective meta-heuristics, due to the application of several independent runs for fewer iterations impacts negatively in the annealing schedule. The master-worker model maintains the sequentiality of Pareto simulated annealing, but obtains worse solutions than the island paradigm. On the other hand, we can remark that the island model that uses search space division obtains the best results in terms of domination and space covered. In terms of execution time, the island-based implementations obtain an important speedup gain. On average, the master-worker has the worst behavior, mainly when population size increases. Last but not least, solutions obtained for this problem are very close to those obtained by single-objective methods and can even improve on them. We hope that these conclusions can offer very useful guidelines for the parallelization of other population-based multi-objective meta-heuristics.
