Processat i visualització d'entorns big data by Blesa Sierra, César
  
Treball de Fi de Grau 
 
GRAU D'ENGINYERIA INFORMÀTICA 
 
Facultat de Matemàtiques 








César Blesa SIerra 
 
 
Director: Enric Biosca 
Realitzat a: Departament de Matemàtica 
 Aplicada Anàlisi. 
Barcelona, 20 de Juny de 2014 
 






Antes de empezar a desarrollar la explicación del proyecto, me gustaría agradecer a una              
serie de personas las cuales han sido partícipes en la realización del proyecto de una               
manera u otra. 
 
Primeramente me gustaría agradecer al tutor del proyecto Enric Biosca ,el apoyo dado             
durante todo el proceso, así como las ideas y las correcciones que ha aportado que han                
hecho mejorar el resultado final. 
 
Seguidamente me gustaría agradecer a mi familia su comprensión, sobre todo en los             
momentos más críticos, y apoyo incondicional en todo momento. 
 
Por último me gustaría agradecer a los compañeros con los que he compartido todo este               























1.  INTRODUCCIÓN 13 
 
1.1. Motivación 13 
 
1.2. Objetivo 16 
 
1.3. Resumen de los capítulos 17 
1.3.1. Antecedentes y Análisis del problema  
1.3.2. Diseño  
1.3.3. Implementación  
1.3.4. Experimentos y resultados  
1.3.5. Planificación  
1.3.6. Conclusiones y posibles ampliaciones  
 
2. ANTECEDENTES Y ANÁLISIS DEL PROBLEMA 19 
 
2.1. Antecedentes presentación + Big Data 19
 
2.2. Herramientas Big data 20 
2.2.1. Hadoop  
2.2.2. Hive  





PROCESSAT I VISUALITZACIÓ D’ENTORNS BIG DATA César Blesa Sierra 
 
 
2.3. Herramientas de Visualización 23 
2.3.1. Pentaho BI suite 
 
3. ANÁLISIS 24 
 




3.3. Dashboards 29 
 
4. DISEÑO 33 
 
4.1. Arquitectura  general del prototipo 33 
 
4.2. Arquitectura BI 34 
 
4.3. Arquitectura de un informe 36 
 
4.4. Arquitectura de un Dashboard 37
 
 
5. IMPLEMENTACIÓN 39 
 
5.1. Explotación de los datos 40 
5.1.1. Descarga 
5.2. Data warehouse 40 
5.2.1. almacenamiento en hadoop 
5.3. Explotación de los datos 42 
5.3.1. Implementación de informes 





PROCESSAT I VISUALITZACIÓ D’ENTORNS BIG DATA César Blesa Sierra 
 
 
6. EXPERIMENTACIÓN Y RESULTADOS 47 
 
6.1. Experimentos 47 
6.1.1. Infraestructura  
6.1.2. Dataset  
 
6.2. Resultados 50 
6.2.1. Ficheros  
6.2.2. Reports  
6.2.3. Dashboard  
 
7. PLANIFICACIÓN 60 
 
7.1. Gestión del tiempo 60 
 
7.2. Costos 63 
 





8.2. Posibles ampliaciones 65 
 
9. BIBLIOGRAFÍA 67 
 










Índice de figuras 
 
1.1 Tendencias sobre hadoop y Big Data. 13 
1.2  Tres V’s  Big Data 15
 
2.1  Representación de la estructura interna de HDFS 20  
2.2  Esquema simplificado de la integración de Hive en Hadoop 21 
2.3  Representación del funcionamiento de MapReduce 22 
 
3.1 Layout de los informes 26 
3.2 Layout dashboard datos generales de wikipedia 31 
3.3 Layout dashboard datos generales de wikipedia 32 
 
4.1  Estructura general prototipo 34 
4.2  Representación interconexión de los bloques del prototipo 35 
4.3 Representación de la creación de un informe 36 
4.4 Flujo de actividad para crear un dashboard con cdf. 38 
 
5.1 Visión que tiene el usuario de la plataforma 39 
5.2 Proceso de  descarga y almacenamiento de ficheros 41 
5.3 Estructura tabla que almacena los ficheros 41 
5.4 Entorno de trabajo para crear el layout 44 
5.5 Entorno para establecer conexión con Hive 44 
5.6 Entorno para definir los datasources del dashboard 45 
5.7 Entorno de trabajo para poder agregar  componentes 46 
 
6.1 Tiempo empleado por MapReduce para realizar una query 49 
6.2  Descarga y subida a Hadoop  de un fichero 50 
6.3  Comprobación subida a Hadoop 50 
6.4  Contenido del fichero descargado y subido a Hadoop 51 
5 
 
PROCESSAT I VISUALITZACIÓ D’ENTORNS BIG DATA César Blesa Sierra 
 
 
6.5  Informe número de búsquedas para un término 52 
6.6   Informe, comparativa de número de búsquedas entre dos términos 53 
6.7  Informe, top 10 de términos más buscados para un año dado. 54 
6.8   Informe Búsquedas por categorías agrupadas por año en un país. 55 
6.9  Informe Ranking de países con más búsquedas en un año 56 
6.10 Dashboard, datos generales de Wikipedia 57 
6.11 Dashboard, datos para un término 58 
6.12 Dashboard, comparativa de términos 59 
 
7.1  Diagrama de Gantt otoño 61 









Índice de tablas 
 
3.1  Representación del contenido de un fichero del dataset 25  
3.2  Requerimientos para el informe “Número de búsquedas para un término” 27
3.3 Requerimientos para el informe “Comparativa número de búsquedas entre dos  términos” 27 
3.4 Requerimientos para el informe “Ranking de los 10 términos más buscados” 28 
3.5 Requerimientos para el informe “Búsquedas por categorías” 28
3.6 Requerimientos para el informe “Ranking de los países con más búsquedas” 28
3.7 Requerimientos para el dashboard “Datos generales de Wikipedia” 30 
3.8 Requerimientos del dashboard comparativa de términos 30  
3.9 Requerimientos del dashboard comparativa de términos 31
 
6.1 Dataset utilizado en el proyecto 48 
 
7.1 Dataset utilizado 60 






















Este proyecto propone la unión de dos conceptos con una tendencia creciente en el sector               
tecnológico, como son Big Data y Business Intelligence, obteniendo como resultado una            
visualización interactiva para el usuario de un conjunto de datos públicos. 
 
Haciéndonos valer de herramientas Big data y Business Intelligence para grandes           
volúmenes de datos como Cloudera que se basan en el framework Hadoop,            
implementación del paradigma de programación distribuida MapReduce, desarrollado por         
Google, juega un papel muy importante por su escalabilidad y la facilidad para paralelizar un               
software. Además también hacemos uso de Pentaho BI Suite es un conjunto de             
programas libres para generar inteligencia empresarial (Business Intelligence), incluyendo         
herramientas integradas para generar informes. Por este motivo son utilizados en este            
proyecto . 
Partiendo de un gran conjunto de datos públicos referentes a Wikipedia sobre las             
búsquedas que se realizan a diario, estructuramos una arquitectura tradicional Business           
Intelligence para poder tratar, procesar y almacenar los ficheros mencionados          
anteriormente. Esta es la primera parte del proceso . 
 
La segunda parte del proceso consta de extraer aquella información que previamente            
hemos descargado y almacenado a través de ficheros del dataset con el objetivo mostrar              
la información de una forma que el usuario pueda extraer sus propias conclusiones, es              
decir, realizando informes. 
 
Por último, la creación de dashboards que va un paso más allá de la ejecución típica de una                   
visualización Business Intelligence, icomo son los informes. 
Para conseguir este propósito utilizaremos la mayoría de las herramientas que permiten            











Aquest projecte proposa la unió de dos conceptes amb una tendència creixent en el sector               
tecnològic, com són Big Data i Business Intelligence, obtenint com a resultat una             
visualització interactiva per a l'usuari d'un conjunt de dades públiques. 
 
Fent-nos valer d'eines Big Data i Business Intelligence per a grans volums de dades com               
Cloudera que es basen en el framework Hadoop, implementació del paradigma de            
programació distribuïda MapReduce, desenvolupat per Google, juga un paper molt          
important per la seva escalabilitat i la facilitat per paral · lelitzar 1 programari. A més                
també fem ús de Pentaho BI Suite és un conjunt de programes lliures per generar intel ·                 
ligència empresarial, incloent eines integrades per generar informes. Per aquest motiu           
són utilitzats en aquest projecte. 
 
Partint d'un gran conjunt de dades públiques referents a Wikipedia sobre les cerques que              
es realitzen diàriament, estructurem una arquitectura tradicional Business Intelligence per          
poder tractar, processar i emmagatzemar els fitxers esmentats anteriorment. Aquesta és           
la primera part del procés. 
 
La segona part del procés consta d'extreure la informació que prèviament hem            
descarregat i emmagatzemat a través dels fitxers del dataset amb l'objectiu de mostrar -la              
d'una manera que l'usuari pugui extreure les seves pròpies conclusions, és a dir, realitzant              
informes. 
 
Finalment, la creació de dashboards que va un pas més enllà de l'execució típica d'una                
visualització Business Intelligence, com són els nformes. 
Per aconseguir aquest propòsit utilitzarem la majoria de les eines que permeten els             












This project proposes the union of two concepts with a growing trend in the technology               
sector, such as Big Data and Business Intelligence, resulting in an interactive display to the               
user a set of public data. 
 
Making worth of Big Data and Business Intelligence tools for large volumes of data such as                
Cloudera based on the Hadoop framework, implementation of MapReduce distributed          
programming paradigm, developed by Google, plays an important role for its scalability and             
ease to parallelize one software. In addition we also make use of Pentaho BI Suite is a set                  
of free programs to generate business intelligence (BI), including integrated reporting           
tools. For this reason they are used in this project. 
Starting from a large set of public data on Wikipedia about the searches performed daily,               
structured a traditional Business Intelligence architecture to treat, process and store the            
files mentioned above. This is the first part of the process. 
 
The second part of the process consists of extracting information that have previously             
downloaded and stored through the dataset files in order to display the information in a               
way that the user can draw their own conclusions, ie, making reports. 
 
Finally, the creation of dashboards that goes a step beyond the typical implementation of               
a display Business Intelligence, icomo are reporting. 
To achieve this purpose we will use most of the tools that allow programs Pentaho BI                

























1.1. - Motivación 
 
Big Data. En los últimos años      
esta expresión se ha ido     
extendiendo en el ámbito de     
las ciencias de computación    
.Se define Big Data como un      
conjunto de técnicas para    
almacenar, capturar y   
procesar , en un tiempo     
razonable, una gran cantidad    
de datos .
Figura 1.1: Tendencias sobre hadoop y Big Data. 
 
Actualmente la incipiente evolución de los dispositivos móviles, como smartphones o           
tablets , ha dado lugar a un volumen de datos inmensos.. A día de hoy , se están generando                   
400 millones de tweets al día, cifra que irá creciendo de forma notoria. Haciendo un cálculo                
rápido , esto supone día la generación de 56GB de datos . 
Un dispositivo móvil puede recoger su posición GPS y enviarla a un servidor para hacer un                
registro y analizar a posteriori patrones de movimiento o trayectorias . Si esto se hace por                
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Se encuentran todavía más ejemplos del uso de Big Data :  
 
● Originalmente, decodificar el genoma humano comportaba 10 años de         
procesamiento. Actualmente se ha conseguido en 1 semana. 
 
● La Administración Obama puso en marcha la Big Data Research and Development             
Initiative, que investiga cómo el Big Data puede ser usado para abordar los             
problemas importantes que enfrenta el gobierno.  
 
● Amazon gestiona millones de operaciones al día. El núcleo de Amazon lo soportan  
las tres bases de datos sobre Linux más grandes del mundo, con capacidades de              
7.8TB, 18.5TB y 24.7TB.  
 
●  Facebook gestiona 50 mil millones de fotos de sus usuarios. 
 
 
A  Big Data le caracterizan las tres "V": volumen, variedad y velocidad: 
 
● Velocidad: Esto no se refiere a la velocidad en sí sino a la vida útil que tienen los                  
datos. De nada le sirve, por poner un ejemplo, al sector sanitario la mayor parte de la                 
información cuando se trata de historiales cerrados, finalización de tratamientos,          
etc. De hecho se ha destacado que hasta un 90% de lo que se genera de información                 
en las bases de datos de los hospitales es descartado. A este respecto, Big Data               
quiere sentar un precedente. 
 
● Volumen: La cantidad de datos será muy superior a las que actualmente existen con              
lo cual se obtiene un valor añadido. 
 
● Variedad: Para explicar esta característica, la mejor opción es imaginar la ingente            
cantidad de información que almacena Facebook sobre sus usuarios y lo diversa que             
es esta. En su base de datos se puede encontrar la edad, el sexo o el país de millones                   
de personas. Con big data esto es posible de una manera más sencilla. 
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Figura 1.2: Las 3 Vs del Big Data. No sólo se trata de grandes cantidades de datos, sino también de la variedad 
de las mismas y la rapidez con la que estos datos deben  ser tratadas. 
 
Todos estos datos a priori, en el momento de recogerlos, necesitan un proceso de              
refinamiento para convertirlos en información que aporte un conocimiento.  
 
Como se ha dicho, el mundo del Big Data también aborda las técnicas de procesamiento de                
estos datos y se ha generado una necesidad de nuevas técnicas, nuevos paradigmas y              
nuevos frameworks para abordar estos problemas de una forma eficiente y relativamente            
sencilla y no sólo focalizando la implementación del algoritmo que resuelve el problema.             
Frameworks que apuestan por la paralelización de los datos contra la optimización            
computacional, ya que llega el momento en que es mejor tener más unidades             
computacionales para grandes volúmenes de datos. MapReduce y Apache Hadoop hoy en            
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1.2. - Objetivo 
 
Anteriormente nuestro compañero Noël Torres-Caballé ya hizo un proyecto sobre          
una arquitectura Big Data tradicional, siguiendo esa línea, este proyecto tiene la            
intención de fusionar la parte tradicional de una arquitectura Big Data, explotación de             
los datos, con el apartado de la visualización de los datos que extraídos de un               
dataset. Lo que pretendemos conseguir son informes y dashboards dinámicos e           
intuitivos para el usuario, de tal manera que le permita llegar conclusiones de una              
forma más sencilla y eficaz. 
Para ello utilizaremos herramientas Open source, cuestión que le da un valor            
añadido a la idea que estamos planteando. 
 
Actualmente esta idea que estamos planteando está poco desarrollada en cuanto a            
herramientas open source, pero si que existen algunas plataformas como Tableau           
,Hortonworks entre otras  pero son previo pago de una licencia. 
 
Los objetivos de este proyecto ponen en común Big Data con la explotación de la               
información, obteniendo de ello un conocimiento. Se propone la implementación de una            
arquitectura BI (Business intelligence) clásica el sobre el framework Apache Hadoop. 
 
Más específicamente los objetivos son :  
 
● Montar una estructura Business Intelligence sobre Hadoop. 
 
● Obtener y estructurar un volumen de información  
 
● Obtener información relevante del conjunto de datos obtenidos        
anteriormente con una visualización en informes. 
 
● Implementar Dashboards, cuadro de mando, interactivo con toda aquella         
información relevante para el usuario.  
15 
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● utilizar el clúster montado en la universidad. 
 
1.4. - Resumen de los capítulos 
 
1.4.1.  Antecedentes y análisis del problema 
 
En este capítulo se introducen las diferentes bases de los conceptos que se utilizan 
en este proyecto  
 
1.4.2. - Análisis 
 
En este capítulo daremos una visión global de los apartados que desarrollaremos a             
lo largo del proyecto, así como también explicaremos qué tipo de datos estamos             
utilizando para llevarlo a cabo.  
 
1.4.3. - Diseño 
 
Una de las partes más importantes en el desarrollo de software es la de elaborar un                
modelo abstracto de la aplicación que se quiere implementar a posteriori: el diseño.             
Este modelo representa lo que se quiere implementar sin entrar en detalle de cómo se               
implementa a nivel de plataforma. En este capítulo se expone cuál es el diseño de la                
solución obtenida del proyecto. 
 
1.4.4. - Implementación  
 
La puesta en escena de un diseño es su implementación. De implementaciones puede             
haber tantas o más como plataformas en las que llevarse a cabo. La implementación              
del diseño debe ser tan fiel y optimizada como sea posible, de tal manera que las                
limitaciones de la plataforma sean mínimas. En este capítulo se revisará cuál ha sido              
la implementación del diseño propuesto para este proyecto, aproximando la          
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explicación al código sin llegar a verlo con tal de disipar todo aquello que no haya                
quedar del todo claro en la explicación del diseño. 
 
1.4.5. - Experimentos y resultados  
 
En este capítulo se explica qué experimentos se han realizado con el software             
desarrollado además de otros aspectos de interés relativos al proyecto. 
 
1.4.6. - Planificación  
 
Uno de los aspectos más importante que se adquieren en la universidad es como              
gestionamos nuestro tiempo mientras realizamos una tarea. En este capitulo veremos           
detalladamente este aspecto. 
 
1.4.7. - Conclusiones y posibles ampliaciones 
 
En este último capítulo se examinarán los objetivos planteadas al inicio y ofrecerá una              
conclusión global  del proyecto.  











Antecedentes y análisis del problema 
 
En este capítulo se introducen las diferentes bases de los conceptos que se utilizan en este proyecto 
 
2.1. - Antecedentes “Presentación +  Big data” 
 
La idea que estamos planteando en este proyecto no esta asentada en el mercado, puesto 
que no existen plataformas open source que realicen la fusión de estos dos mundos, como 
son la explotación de los datos así como la visualización de ellos. 
 
En los últimos años han surgido empresas que se dedican de una u otra forma al manejo de                  
grandes volúmenes de datos, tanto en relación al hardware, como al software y a los               
servicios asociados. Oracle, el gigante de las bases de datos, tiene un producto llamado              
Exadata en el que lo combina todo en lo que se denomina un appliance. IBM siempre ha                 
tenido productos relacionados con el mundo de Business Analytics. Hace poco compró            
Netezza, otro appliance en el que todo está incluido. Desde el punto de vista del software,                
muchas empresas han saltado al mercado con productos que manejan grandes cantidades            
de datos, los estructuran en cubos de información preprocesada y los atacan con             










PROCESSAT I VISUALITZACIÓ D’ENTORNS BIG DATA César Blesa Sierra 
 
 
2.2. Herramientas Big Data 
 
2.2.1. - Hadoop  
 
Hadoop, es el entorno Java de Apache en boga         
para el tratamiento de datos con un volumen muy         
grande (hasta petabytes). Incluyendo su propia versión       
del algoritmo de MapReduce, que fue presentada por        
Google . 
 
Primero vamos a introducir brevemente dos conceptos       
básicos de Hadoop: su sistema de archivos y el algoritmo de MapReduce , y luego vamos a                 
ilustrar esto con un ejemplo sencillo. 
Hadoop utiliza su propio sistema de archivos virtual “HDFS” ( Hadoop Distributed File             
System) , que se divide en un NameNode (maestro) y varios DataNodes (nodos de datos) . 
 
El grupo DataNodes, los bloques de datos en        
la replicación (por debajo , todos los bloques        
se replican tres veces) . El NameNode , por su          
parte, orquestar los datos, y contiene      
información sobre la ubicación de las      
réplicas. El NameNode secundario se     
utilizada para llevar a cabo los puntos de        
control regulares de NameNode reutilizados     
en caso de problemas . 
A continuación se muestra una figura que        
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2.2.2. - Hive  
 
Hive es un subproyecto de Hadoop que le permite almacenar datos y            
realizar consultas con un lenguaje similar a SQL: HQL (Hive Query           
Language). A partir de datos (almacenados en el HDFS, sino también           
de datos locales), podemos crear las tablas, a través de Hive, que se             
almacenará en HDFS (esto subraya el carácter "almacén de datos"), y           
luego hacer consultas HQL. 
 
Uno sus intereses fundamentales es MapReduce: Hive es parte del ecosistema Hadoop, por             
lo que utiliza MapReduce para cada consulta HQL. Algunas consultas no requieren ninguna             
tarea a Reduce, pero en todos los casos esto es adecuado para aplicaciones distribuidas.              
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2.2.3. - Mapreduce 
 
MapReduce es un modelo de programación utilizado por Google para dar soporte a la              
computación distribuida sobre grandes colecciones de datos. MapReduce está inspirado en           
los nombres de dos importantes funciones que utiliza (Map y Reduce.). La implementación             
más empleada y desarrollada es Hadoop. 
Este modelo de programación se utiliza en la resolución práctica de algunos algoritmos             
susceptibles de ser paralelizados. No obstante MapReduce no es la solución para cualquier             
problema, de la misma forma que cualquier problema no puede ser resuelto            
eficientemente por MapReduce . 
Además, el hecho de trabajar generalmente con grandes cantidades de información hace            
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2.3.  - Herramientas de Visualización 
 
2.3.1. - Pentaho BI suite  
Pentaho es una plataforma de BI “orientada a la solución” y           
“centrada en procesos” que incluye todos los principales        
componentes requeridos para implementar soluciones     
basados en procesos y ha sido concebido desde el principio          
para estar basada en procesos. Las soluciones que Pentaho         
pretende ofrecerse componen fundamentalmente de una      
infraestructura de herramientas de análisis e informes       
integrado con un motor de workflow de procesos de         
negocio. La plataforma será capaz de ejecutar las reglas de          
negocio necesarias, expresadas en forma de procesos y        
actividades y de presentar y entregar la información adecuada en el momento adecuado. 
 
Productos utilizados :  
● Pentaho Reporting: Consiste en un motor de presentación, capaz de generar           
informes programáticos sobre la base de un archivo de definición XML. Sobre esta             
solución se han desarrollado muchas herramientas, por ejemplo informes,         
diseñadores de interfaz gráfica de usuario, y asistentes tipo wizard. Un uso notable             
de esta herramienta es el Generador de informes para OpenOffice.org. 
 
● Pentaho Dashboard: Es una plataforma integrada para proporcionar información         
sobre sus datos, donde se pueden ver informes, gráficos interactivos y los cubos             














En este capítulo daremos una visión global de los apartados que           
desarrollaremos a lo largo del proyecto, así como también explicaremos qué tipo            
de datos estamos utilizando para llevarlo a cabo.  
 
3.1. -  Introducción al dataset  
 
Para la realización del proyecto hemos usado un conjunto de datos público en relación con               
el número de búsquedas hechas sobre proyectos de Wikipedia. 
Dicho dataset está almacenando ficheros cada hora con los datos mencionados           
anteriormente, mostrando en la actualidad un volumen de ficheros bastante considerable,           
2007 a 2014. 
 
3.1.1. - Estructura del dataset 
 
Los ficheros del dataset tienen una estructura muy bien diferenciada. Como podemos ver             
en la tabla 3.1, la primera columna " fr.b " es el nombre del proyecto . Se usan las                   
siguientes abreviaturas : 
 
● wikibooks: ".b" 
● wiktionary: ".d" 
● wikimedia: ".m" 
● wikipedia mobile: ".mw" 
● wikinews: ".n" 
● wikiquote: ".q" 
● wikisource: ".s" 
23 
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● wikiversity: ".v" 
● mediawiki: ".w" 
 
Los proyectos sin un período y un carácter, son proyectos de wikipedia . 
La segunda columna es el título de la página recuperada, la tercera columna hace referencia               
al número de búsquedas, y por último ,la cuarta columna es el tamaño del contenido que                
estamos devolviendo al hacer una búsqueda . 
 
Aquí hay algunas líneas de muestra de un archivo : 
  
 fr.b  especial: Recherche / Achille_Baraguey_d % 5C % 27Hilliers 1 624 
 fr.b especial: Recherche / Acteurs_et_actrices_N  1 739 
 fr.b especial: Recherche / Agrippa_d / % 27Aubign % C3 % A9 1 743 
fr.b especial: Recherche / All_Mixed_Up  1 730 
fr.b especial: Recherche / Andr % C3 % A9_Gazut.html 1 737 
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3.2. - Informes  
 
Una de las partes importantes, de este proyecto, son los informes, documentos que             
aportan al usuario información relevante sobre wikipedia de una forma tradicional. 
 
Todos los informes siguen un estilo, es decir tienen la misma disposición de la información.               
Como se puede ver en la imagen, la estética del layout es simple, clara y dando prioridad al                  
contenido de la información. Por este motivo el área que contiene el título y la información                






























Una vez sabemos que pasos se llevan a cabo internamente al elaborar un informe en la                
arquitectura montada para este proyecto, estamos dispuestos a conocer en detalle los            
requerimientos que tendrá cada uno de los informes que vamos a elaborar. Los informes              
son los siguientes:  
● Número de búsquedas para un término 
● Comparativa número de búsquedas entre dos términos 
● Ranking de los 10 términos más buscados  
● Búsquedas por categorías 
● Ranking de los países con más búsquedas 
 
 
Título Número de búsquedas para un término  
Parámetros año,  país, término 
Agrupaciones año, país, término 
Descripción En este informe podemos apreciar el número de búsquedas para un           
término introducido por el usuario. También puede introducir otros         
parámetros como pueden ser el año o el país. 
 




Título Comparativa número de búsquedas entre dos  términos 
Parámetros año, término 1, término 2 
Agrupaciones año, término 1, término 2 
Descripción En este informe se puede apreciar una comparativa de número de           
búsquedas, de aquellos dos términos que el usuario establezca. Además          
de su respectivo histórico de número de búsquedas agrupado por años. 
 




PROCESSAT I VISUALITZACIÓ D’ENTORNS BIG DATA César Blesa Sierra 
 
 
Título Ranking de los 10 términos más buscados 
Parámetros año 
Agrupaciones año 
Descripción En este informe podemos observar una gráfica de barras donde se           
muestra el ranking de los 10 ficheros más buscados durante el año que             
el usuario seleccione en un desplegable. 
 
tabla 3.4: Requerimientos para el informe “Ranking de los 10 términos más buscados” 
 
 
Título Búsquedas por categorías 
Parámetros país 
Agrupaciones año, país, categorias 
Descripción En este informe podemos observar un conjunto de gráficos del tipo           
pie, donde se muestra el número de búsquedas de los distintas           
categorías del dataset. 
El usuario puede accionar un selector con diferentes países. 
 




Título Ranking de los países con más búsquedas. 
Parámetros año 
Agrupaciones año, país 
Descripción En este informe podemos observar el ranking de los países que hacen 
más búsquedas. 
El usuario podra seleccionar el año mediante un selector. 
 









3.3. -  Dashboards 
SI hacemos un poco de historia el nombre Dashboard se refiere al tablero de un automóvil,                
el cual ofrece al conductor información permanente sobre el estado del vehículo. El mundo              
de los negocios toma la palabra con un sentido similar pero en lugar de aplicarlo a los                 
automóviles lo refiere a la empresa. 
Así Dashboard es una página desarrollada en base a tecnología web mediante la cual se               
despliega en tiempo real información de la empresa extraída de varias fuentes o bases de               
datos. Su característica de tiempo real otorga a los usuarios un conocimiento completo             
sobre la marcha de la empresa y permite hacer análisis instantáneos e inteligencia de              
negocios. 
Cualidades  que deben  tenerse  en cuenta al diseñar un dashboard: 
1. Todo en una hoja 
Un dashboard debe contener en una sola página todos los datos y gráficos, de lo que se                  
trata es de tener en una sola vista todo lo que queremos mostrar. La información de ser                 
presentada de forma que veamos fácilmente lo que es importante y destacar lo que              
merece nuestra atención. 
2. Factores clave  
No se trata de meter en una hoja todos los datos que podemos extraer de la explotación,                 
de lo que se trata es de ir al grano, no perder el tiempo, enfocar el análisis de aquello que                    
realmente es importante, para algunos casos de negocio serán 4 para otros 40, no se trata                
de una cifra u otra sino de facilitar la toma de decisiones para mejorar los resultados. 
3. Visual 
Se trata de dar visión a alguien que tiene poco tiempo, cuanto más visual sea nuestro                
dashboard mejor. No se trata de llenar la hoja de dibujos, pero sí de utilizar recursos                
gráficos de forma astuta. Si utilizamos un gráfico éste debe aportar información sobre los              
datos, no decir lo mismo en el gráfico que en la tabla, estaríamos duplicando información y                









Durante la realización de este proyecto, se han elaborado, tres dashboards. La filosofía es              
facilitar al usuario de forma interactiva aquella información interesante extraída del           
dataset mediante una visualización intuitiva, dinámica y fresca.  Los dashboards son:  
 
● Datos generales de Wikipedia 
● Información de un término 
● Comparativa de términos 
 
Título Datos generales de Wikipedia 
Parámetros año , país 
Agrupaciones año 
Descripción En este dashboard podremos a disposición del usuarios todos aquellos          
datos que consideramos relevantes a partir del dataset que estamos          
utilizando de wikipedia. 
Dicho dashboard contendrá dos filtros, selector de año y un selector de            
países. De esta manera, estamos dando un dinamismo al panel. 
tabla 3.7: Requerimientos para el dashboard “Datos generales de Wikipedia” 
 
Título Información de un término 
Parámetros año , país, término 
Agrupaciones año, país, término 
Descripción Este dashboard tiene el mismo propósito que el ya mencionado          
anteriormente, de ofrecer al usuario la información más relevante         
pero de una forma más concreta, es decir el usuario podrá introducir un             
término. 










A continuación mostramos la disposición de la información en el layout que hemos             
confeccionado. Como se puede ver en la figura, hemos agrupado la informacion en cajas              





















Título Comparativa de términos 
Parámetros término/s, año, país 
Agrupaciones año,país y término/s 
Descripción Este dashboard nos permitirá observar mediante un gráfico de líneas,          
la evolución del número de búsquedas de aquellos términos que el           
usuario haya introducido previamente, hasta un número máximo de 3          
términos. 








A continuación mostramos, mediante un dibujo, la disposición de la información mediante            





















Una de las partes más importantes en el desarrollo de software es la de elaborar un modelo                 
abstracto de la aplicación que se quiere implementar a posteriori: el diseño. Este modelo representa               
lo que se quiere implementar sin entrar en detalle de cómo se implementa a nivel de plataforma. En                  
este capítulo se expone cuál es el diseño de la solución obtenida del proyecto. 
  
4.1. - Arquitectura del prototipo 
 
La arquitectura general del proyecto consta de una máquina, en nuestro caso un ordenador              
portátil, que está conectada a internet, y de dos servidores que están interconectados             
entre ellos. 
 
En uno de los servidores hemos instalado Virtualbox, software para poder tener una             
máquina virtual. La máquina virtual que hemos considerado oportuna para realizar el            
prototipo es Cloudera, de esta forma conseguimos una arquitectura BI que           
posteriormente os vamos a detallar. Además este servidor también cuenta con otra            
herramienta, Pentaho Report Designer, software que nos permite elaborar informes con           
información almacenada en un data warehouse. 
 
El otro servidor consta de Pentaho BI server, éste se encarga de recibir todos aquellos               
informes que hemos hecho en el otro servidor via IP. También se han instalado dos               
plugins,uno de ellos llamado CDE (Community Dashboard Editor) y CDF (Community           




























Figura 4.1: Arquitectura general del prototipo 
 
 
4.2. Arquitectura BI 
 
Como ya dijimos anteriormente hemos introducido una capa de visualización por encima            
de Hadoop, por lo tanto, podemos decir que la estructura BI consta de dos grandes bloques. 
En la capa de visualización es donde podemos encontrar los informes y dashboards creados              
en este proyecto, facilitando de una manera ostensible la información al usuario 
 
A continuación vamos hacer una radiografía de cómo interaccionan los dos bloques de la              
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4.3.-  Arquitectura  de un informe 
 
Como uno de los objetivos de este proyecto es elaborar informes, cada vez que              
ejecutamos un informe, se ejecutan una serie de acciones internamente que no            
observamos,  y que es interesante conocer . 
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4.4.- Arquitectura de un Dashboard 
 
Un dashboard elaborado con CDF(community dashboard framework) consta de: 
● Un fichero .xcdf donde se definen los metadatos del cuadro de mandos 
● Una plantilla html donde se definen los componentes del cuadro de mandos.  
● Uno o varios componentes 
Los dashboards CDF son páginas web que contienen componentes, donde se visualiza            
contenido BI (informes, gráficos, tablas Olap,etc). Cuando ejecutamos un dashboard en la            
plataforma BI, se produce la siguiente secuencias de acciones: 
1. El usuario utiliza el navegador en la plataforma BI para abrir un tablero. Esto genera               
una request HTTP que es enviada al servidor BI de Pentaho. 
 
2. El servidor reconoce una petición de Dashboard e intenta localizar el fichero .xcdf             
asociado. 
 
3. El fichero .xcdf determina el template o plantilla del dashboard. Es un fichero HTML              
parcial que contiene los huecos para los componentes y las instrucciones Javascript            
para llenar estos componentes. El dashboard template se combina con la plantilla            
del documento (outer template) para generar una página web (documento HTML).           
Este segundo template se especifica igualmente en el fichero .xcdf. 
 
4. La página es recibida por el navegador para ser mostrada al usuario. Como parte de               
este proceso, se inicializa el Dashboard y se ejecutan las instrucciones Javascript del             
documento, generando el contenido de los componentes. 
 
5. Después de la inicialización, se lanza la actualización de los componentes para            









6. El servidor Pentaho recibe las solicitudes recibidas por los componentes, que           
normalmente corresponden a la ejecución de secuencias de acciones (action          
sequence). 
7.  El servidor ejecuta la secuencia de acciones. 
 
8. El contenido generado por la secuencia de acciones es enviado como resultado, y es              
procesado para ser incluido en la página web. El resultado llena el correspondiente             
componente, lo que permite que el resultado sea visible en la página. 
 













La puesta en escena de un diseño es su implementación. De implementaciones puede haber tantas o                
más como plataformas en las que llevarse a cabo. La implementación del diseño debe ser tan fiel y                  
optimizada como sea posible, de tal manera que las limitaciones de la plataforma sean mínimas. En                
este capítulo se revisará cuál ha sido la implementación del diseño propuesto para este proyecto,               
aproximando la explicación al código sin llegar a verlo con tal de disipar todo aquello que no haya                  
quedar del todo claro en la explicación del diseño. 
 
La implementación del proyecto que estamos documentando, la hemos dividimos en           
tres grandes bloques, los cuales vamos a desarrollar a continuación. 
 
El usuario que utilice la plataforma que hemos montado, solo podrá interaccionar            
con dos de los tres grandes bloques, de tal forma que únicamente puede visualizar              














Figura 5.1: visión que tiene el usuario del prototipo  
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5.1.1. - Descarga de documentos 
 
Para realizar la descarga correlativa de ficheros hemos utilizado el lenguaje de            
programación JAVA, lenguaje orientado a objetos fácil de utilización, que permite           
abrir una conexión de manera rápida.  
El programa confeccionado se encarga de conectase a la pagina web donde se             
encuentran los ficheros, https://dumps.wikimedia.org/other/pagecounts-raw/ .     
Los ficheros que se van descargando, se almacenan en la carpeta temporal, ya que no               
necesitamos mantenerlos en memoria, debido a que posteriormente los vamos a           
subir a una tabla de Hive en Hadoop.  
 
 
5.2. -Data warehouse 
 
5.2.1. - Almacenamiento en Hadoop 
 
Una vez tenemos el fichero descargado en la carpeta temporal, es el momento de iniciar el                
proceso de pasar a tener el fichero en hadoop, para ello lo primero que hacemos es                
copiarlo en HDFS ( Hadoop Distributed File System). Una vez en este punto, creamos una               
tabla en Hive con la misma estructura que tienen los ficheros de tal manera que               

















Figura 5.3: Representación de la estructura de la tabla dentro de hadoop que almacena los ficheros que 










5.3. - Explotación de los datos 
 
5.3.1. - Implementación de Informes 
 
La implementación de los distintos informes presentados en el proyecto se han realizado             
mediante Pentaho Report Designer, es una herramienta de reporting que nos permite            
crear nuestros propios informes, bien para ejecutarlos directamente o para publicarlos en            
la plataforma BI y que desde allí puedan ser utilizados por los usuarios. 
La herramienta es independiente de la plataforma y forma parte del conjunto de             
herramientas de la suite de Pentaho. 
 
La complejidad de los informes realizados es de un nivel medio, ya que tanto el diseño,                
como la cantidad de parámetros, así como la inclusión de subinformes no es             
excesivamente elevada, debido a las limitaciones del tiempo de ejecución , puesto que la              
máquina con la que se esta haciendo el proyecto es un portátil. 
 
 
5.3.2 Implementación Dashboards 
 
Para crear un dashboard, es necesario tener pentaho bi-server activado.  
 
Tras muchas consideraciones teóricas por fin vamos a hacer nuestro primer cuadro de             
mandos con Pentaho y CDE. Community Dashboard Editor es un editor de cuadros de              
mando desarrollado por la comunidad de Pentaho. 
 
Realmente CDE es un editor de cuadros de mando a través de una interfaz web gráfica e                 
intuitiva aunque es mucho más que eso. Es la culminación de un proceso que empezó con: 
 
● CDF (Community Dashboard Framework): Framework de desarrollo que permitía         
hacer dashboards mediante html y javascript.  
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Para la creación de cada uno de los dashboards se ha establecido seguir una metodología de                
trabajo sencilla, con el objetivo de conseguir el resultado óptimo en el menor tiempo              
posible para obtener el mayor resultado posible. Los pasos  a seguir son : 
 
1.  Pensar la idea y hacer un boceto  
 
2. Diseñar  el layout 
 
3. Añadir el datasource 
 
4. Agregar y configurar componentes  
 
5. Vista previa del trabajo  
 
 
Durante los pasos 3,4 y 5 se define un loop, de tal manera que se propicia una repetición 
hasta llegar al objetivo establecido en los puntos definidos anteriormente. 
 
2. Diseñar  el layout 
 
Una vez tenemos las ideas claras de que información consideramos relevante e            
imprescindible que el usuario vea en el dashboard que hemos pensado y sabemos como              
vamos a posicionar esta información. Llega el momento de pasar del lápiz y papel al               
ordenador, para ello utilizamos el editor de pentaho, llamado CDE ( community dashboard             
editor).  
 
La elaboración del layout se realiza mediante la incorporación de filas y/o columnas, las              
cuales tienen asociadas una serie de propiedades de estilo que permiten ir colocando la              
información allí donde habíamos pensado previamente.  








Figura 5.4: Entorno de trabajo para crear el layout 
 
 
3. Añadir el datasource 
 
Para poder añadir un datasource     
previamente tenemos que dar    
visibilidad entre máquinas, que    
forman nuestra estructura BI. Una vez      
este punto se ha consolidado creamos      
una conexión que nos permita     
acceder a los datos que están en la        
otra máquina, únicamente debemos    
saber la ip de la otra maquina. En la         
figura 5.5 se muestra los campos que       
se han tenido que rellenar. 
 









Una vez ya tenemos la conexión entre máquinas hecha, seleccionamos el tipo de acceso              
que necesitamos para conectarnos a nuestra base de datos, en nuestro caso utilizaremos             
el driver sql over sqlJndi , realizamos la query y rellenamos aquellos campos que sean               


















 4. Agregar y configurar componentes 
 
Definir un componente no es tarea fácil, ya que existen muchos tipos de gráficos (pie, bar,                
dot , line , stacked line, stacked area , heat grid , bullet , waterfall , metric dot ). Se a                     
procurado utilizar un número razonable de propiedades que poseen los componentes de            
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Figura 5.7: Entorno de trabajo para poder agregar  componentes  
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 Experimentación y resultados 
 
En este capítulo se explica qué experimentos se han realizado con el software desarrollado además 
de otros aspectos de interés relativos al proyecto. 
 
6.1. - Experimentos 
 
En esta sección se expondrán las diferentes pruebas realizadas con el software            
desarrollado. 




6.1.1. - Infraestructura 
 
La elaboración de este proyecto Big data se ha llevado a cabo            
en un ordenador portátil con una máquina virtual con         
cloudera. Dicho ordenador es    
un HP Pavilion dv6 (mayo de      
2011) con una CPU Intel Core      
i7 - 2630QM a 2.0GHz i 8GB de        
memòria RAM.  
 
Para los experimentos se ha instalado virtualbox 4.3.2 con un servicio virtualizado de             
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6.1.2. - Dataset 
 
Como ya hemos ido explicando anteriormente, el dataset trata sobre Wikipedia. El            
conjunto de ficheros que conforman el dataset son ficheros que recogen información            
referente a las términos buscados hora a hora a nivel mundial.  
Estos ficheros tienen un tamaño medio de 70MB, por lo tanto si queremos un dataset               
representativo necesitamos 2TB. Vamos a explicar el porqué: 
 
1 año  → 12 meses → 30 dias → 24 horas  =  8640 ficheros  
 
8640 ficheros  x  70 MB = 604.8 GB 
 
De hecho, este proyecto no proporciona datos que puedan ser utilizados para obtener un              
beneficio en cuanto a la información obtenida pero sí muestra el proceso que se debe               
seguir para conseguirlo. 
 
A continuación vamos a mostrar mediante una tabla el número de ficheros que hemos              
utilizado para obtener los resultados que posteriormente mostraremos mediante capturas          
de pantalla.  
 
 

















Otro aspecto que consideramos importante resaltar es el tiempo que nuestra máquina            
necesita para realizar la computación. Este ha sido uno de los principales inconvenientes             
que nos hemos encontrado al realizar el proyecto, ya que partiendo de un dataset con un                
volumen no demasiado grande, el tiempo medio aproximado para realizar la extracción de             
datos mediante consultas Hql ( HiveQL) ha sido de 15 minutos. 
 
Por lo tanto creemos que una de las posibles mejoras es introducir un clúster con un 
número de nodos razonable que nos proporcione la información en un tiempo mucho más 
reducido. 
 
A continuación mostramos un ejemplo que está por encima de la media, en este caso 
MapReduce ha necesitado 38 minutos de computación. 
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6.2. - Resultados 
 
6.2.1. - Ficheros 
 
Figura 6.2: Descarga y subida a Hadoop  de un fichero 
 
 



































6.2.2. - Informes 
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6.2.3.  - Dashboard 
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 Planificación  
 
Uno de los aspectos más importante que se adquieren en la universidad es cómo gestionamos               
nuestro tiempo mientras realizamos una tarea. En este capítulo veremos detalladamente este            
aspecto. 
 
7.1. Gestión del tiempo 
 
En esta sección se hará un resumen de la metodología de trabajo y la gestión de proyecto, 
así como un repaso a los costes temporales. 
 
En cuanto a metodología de trabajo, se ha establecido un horario (tabla 5.4) de trabajo 
semanal y una reunión de entre una hora y dos con el director del trabajo, también                
semanal. 
 
Lunes Martes Miércoles Jueves Viernes Sábado Domingo 
4 4 5 5 0 4 2 
 
Tabla 7.1: Horario semanal. Las horas expresadas son en promedio y no han sido las mismas todas las 
semanas. 
 
Debido a un problema de salud no pude presentar el proyecto durante el semestre de               
primavera, lo que me ha permitido ampliar algunos apartados del proyecto durante este             
semestre. 
En cuanto a la planificación temporal que se ha seguido durante el semestre de otoño y                
primavera, en la figura 7.1 y 7.2 se observa el diagrama de tiempo y de dependencias del                 
proyecto, marcando el período aproximado de cada tarea general. 
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Figura 7.1: Diagrama de Gantt otoño 
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Figura 7.2: Diagrama de Gantt primavera 
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Seguidamente vamos a proponer un presupuesto,  
  
Tareas / Software / Hardware Horas Precio Hora Valor 
1 servidor BI   1500 € 
1 servidor   1500 € 
4 Ordenadores   3200 € 
Montar una arquitectura BI 50 30 € 1500 € 
Mano de obra 320 30 € 9600€ 
Licencias    0 € 
 
Total   17300 € 
 
 
















 Conclusiones y posibles ampliaciones 
 
En este último capítulo se examinarán los objetivos planteadas al inicio y ofrecerá una conclusión               
global  del proyecto.  
Además se realizarán propuestas de trabajo futuro destinadas tanto a mejorar el software. 
 
8.1. - Conclusiones 
 
El apunte final de la memoria corresponde a este capítulo. Repasando los objetivos             
específicos planteados en la introducción, se han alcanzado las siguientes metas:  
 
● Se ha montado una estructura Business Intelligence sobre el framework Apache           
Hadoop. 
 
● Se ha implementado la forma de obtener y estructurar un conjunto de información  
 
● Se han implementado informes, explotando la información sobre  
 
● Se han implementado Dashboards, interactivos con toda aquella información         
relevante para el usuario.  
 
El objetivo principal de este proyecto que intentaba dar solución a conseguir una             
plataforma Business Intelligence totalmente open source que fuese capaz obtener, tratar           
y explotar un gran volumen de datos de tal forma que el usuario pueda obtener aquella                








No obstante no todo han sido éxitos , ya que uno de los objetivos de este proyecto era                  
poder utilizar el clúster que había montado en la universidad, pero después de varios              
intentos, el resultado no fue el esperado, así que decidimos dejarlo como una posible              
mejora para el futuro  
 
Aunque bajo mi punto de vista este proyecto ha sido bastante ambicioso, ya que se ha                
tratado desarrollar una plataforma Big Data open source desde cero, que dependiera de             
otros servicios externos, cosa que añade complejidad a la tarea. 
 
Todo lo que ha tenido de ambicioso también lo ha tenido de satisfactorio, ya que he                
aprendido a utilizar nuevas herramientas como es la suite de Pentaho y también he              
ampliado mis conocimientos en Java, html y Javascript. El hecho de poder visualizar el              
resultado de los avances que se van cometiendo a medida que se desarrolla la plataforma               
también ha ayudado y motivado para seguir adelante. 
 
Los problemas derivados del conjunto de datos han supuesto numerosos dolores de            
cabeza y han hecho replantear parte del diseño de la plataforma, incluso en algún punto ha                
habido problemas que no se han podido solucionar. Esto se debe a las limitaciones de la                
máquina con la que hemos trabajado. 
 
Una vez visto el producto final me siento orgulloso del resultado y creo que es una                
plataforma útil y que aporta un valor añadido a los existentes en el mercado, aunque               
seguramente le falte madurar un poco para poder ser utilizado de forma regular con un alto                














8.2. - Posibles ampliaciones 
 
Hay puntos en el prototipo donde se podrían aplicar mejoras o ampliar el servicio. A               
continuación se pondrán algunos ejemplo de mejoras que me hubiera gustado añadir pero             
por motivos de tiempo o de otro tipo no fue posible. 
 
● Utilizar un dataset con más posibilidades 
 
● Incorporar un cluster, para mejorar el rendimiento de la plataforma 
 
Una de las ampliaciones más necesarias e inmediatas sería introducir un clúster que             
se dedicara a realizar el cómputo computacional en paralelo de tal manera que el tiempo               
de respuesta fuese menor. 
 
● Informes y dashboards más atractivos/funcionales 
 
Tanto los informes como los dashboards se ha hecho básicamente para poder            
mostrar los datos de la plataforma y permitir hacer una simulación para comprobar que el               
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I. Anexo:  Manual de usuario 
 
Antes de explicar como hacer uso de la plataforma que hemos desarrollado en este              
proyecto para visualizar los resultados, es conveniente conocer que programas/servicios          
se necesitan para hacer uso de ella:  
 
● Cloudera 4.4 
● Pentaho BI server 5.0.1 
○ CDE (Community Dashboard Editor) 
○ CDF ( Community Dashboard Framework ) 
 
Una vez tenemos todos los programas y plugins instalados, lo pasos que tenemos que              
seguir son : 
 
1. Activar Hive en Cloudera 
 
Debemos acceder a Cloudera, abrir un terminal y activar Hive mediante un comando,ya             
para visualizar informes y dashboards es necesario acceder a la información almaneda en             
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2. Activar y Realizar el login en Pentaho BI server 
 
Después de activar Hive, ahora debemos activar el servidor de pentaho.Una vez            
activado abrimos el navegador e introducimos la siguiente ruta         
http://localhost:8080/pentaho/login. Ahora debemos introducir el usuario y       
contraseña para acceder a la plataforma. El usuario que debemos introducir es            














3. Navegar en carpetas y visualizar resultados 
 
Una vez logueados, estamos dentro de la plataforma, tendremos que buscar Browse Files             
en el selector que aparece en el margen superior izquierdo. 
Como se puede ver en la figura inferior, aparece un navegador de carpetas, el trabajo               
realizado durante el proyecto se encuentra en una carpeta llamada TFG.  
 
Se ha divido el trabajo en dos carpetas Informes y Dashboard, de tal manera que el                
usuario pueda tener una navegación sencilla, clara y cómoda. En la carpeta de informes,              
como su propio nombre indica podremos encontrar los 5 informes que se han realizado.              
Dentro de la carpeta Dashboard se han creado tres carpetas: comparativaTerminos           










Por último solo queda que seleccionar un informe o dashboard, abrirlo y observar el              
resultado. 
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