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Abstract
We propose a new algorithm for the multiplication of vectors with Fourier matrices of the
form Atf = (e−2ixkvj /N )N/2−1j,k=−N/2, where both xk and vj are arbitrary knots in [−N/2,
N/2). The algorithm is based on an approximate factorization of the transform matrix Atf
into sparse matrices which entries are chosen to minimize the Frobenius norm of certain error
matrices. Numerical experiments demonstrate that the approximation error introduced by our
new algorithm is about 102 times smaller than the approximation error of previously reported
algorithms with the Gaussian or B-splines as window functions and as good as a previous
algorithm with the Kaiser–Bessel function as window function.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Fast evaluations of sums of the form
f (vj ) =
N/2−1∑
k=−N/2
fke
−2ixkvj /N (j = −N/2, . . . , N/2 − 1), (1)
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i.e. fast matrix–vector multiplications
fˆ = Atf f, Atf =
(
e−2ixkvj /N
)N/2−1
j,k=−N/2 , (2)
where f = (fk)N/2−1k=−N/2 and fˆ = (f (vj ))N/2−1j=−N/2, are of great interest in many appli-
cations. Here the index tf indicates that we deal with Fourier matrices with non-
equispaced knots in both the time and the frequency domain. In general, we assume
that we can fix the knots xk, vj ∈ [−N/2, N/2) for a specific application so that
precomputations including only the knots are possible.
For equispaced data xk = k and vj = j , the matrix–vector multiplication (2) co-
incides with the uniform discrete Fourier transform
fˆ = FN f, FN =
(
e−2ikj/N
)N/2−1
j,k=−N/2 , (3)
which can be evaluated with O(N logN) arithmetical operations by various algo-
rithms [14,21]. The first well known algorithm for the evaluation of (3), the so-called
fast Fourier transform (FFT) was developed by Cooley and Tukey [4] in 1965. ‘Once
the FFT method was established it became clear that it has a long and interesting
prehistory going back as far as Gauss. But until the advent of computing machines it
was a solution looking for a problem.’ [12, p. 499].
Algorithms for the fast computation of discrete Fourier transforms with nonequi-
spaced knots in either the time or the frequency domain, i.e., algorithms for fast
matrix–vector multiplications
fˆ = At f, At =
(
e−2ixkj/N
)N/2−1
j,k=−N/2 (4)
or
fˆ = Af f, Af =
(
e−2ikvj /N
)N/2−1
j,k=−N/2 (5)
are younger [1–3,5–7,10,15,18,20]. Note that the index t (f) emphasizes that we
deal with nonequispaced knots in the time (frequency) domain. For an overview see
[16,22]. All these algorithms are of approximate nature. In particular, a frequently
used algorithm for the fast computation of (4), the so-called gridding algorithm,
was known in the signal processing society for about 15 years. This algorithm was
reinvented by Dutt and Rokhlin [6] for the Gaussian window function and by Beylkin
[2] for B-splines as window functions. However, these authors were the first who
gave theoretical estimates of the approximation error introduced by the algorithm
in dependence on its speed. These estimates were further improved in [5,20] and
estimates for other window functions like Kaiser–Bessel functions were added [9].
Using a discrete approach, Nguyen and Liu [13] have constructed an algorithm
for the evaluation of (4) which reduces the approximation error of the Dutt/Rokhlin
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algorithm considerably. However, Nguyen and Liu did not modify their algorithm
for the solution of (2) and (5).
In this paper, we present a new algorithm for the solution of (2), (4) and (5). Our
algorithm approximates the Fourier matrix by the product of sparse matrices. The
entries of the involved sparse matrices were computed by minimizing the Frobenius
norm of the corresponding error matrices. Indeed, for the solution of (4), our ap-
proach is related to the algorithm of Nguyen and Liu but appears to be more straight-
forward. Even our numerical results are slightly better than those in [13]. Our new
algorithm for the fast computation of Fourier transforms with nonequispaced knots
both in time and frequency, i.e., for the solution of (2), profits from the algorithm
introduced by one of the authors in [8].
Compared to previous algorithms [2,6,8] with Gaussian bells or B-splines as win-
dow functions our algorithm improves the approximation error by a factor of 102 at
least up to a ‘bandwidth’  8 of one of the involved matrices in the sparse factoriza-
tion of the Fourier matrix.
Finally, we have incorporated computations with Kaiser–Bessel functions [11] as
window functions. Our numerical results underline the good time–frequency local-
ization of these functions which can be considered as approximate versions of zero-
order prolate spheroidal functions [19]. Here our new algorithm does not improve
our algorithm in [8] applied with Kaiser–Bessel functions as window functions.
This paper is organized as follows. To understand the basic ideas of the algo-
rithm we consider the case of nonequispaced knots in either time or frequency in
Section 2. Section 3 presents the algorithm for nonequispaced knots both in time and
frequency.
2. Fourier matrices with nonuniform knots either in time or frequency
In this section, we suggest a factorization of the Fourier matrix Af in (5) into
sparse matrices. Since At in (4) is simply the transpose of a matrix of the form (5),
this implies also a sparse factorization of At. Note that we have applied algorithms
for the fast computation of (4) and (5) for reconstructing functions from their Radon
transform [17].
We follow the approach in [20], where the reader can find further details. Problem
(5) is equivalent to the evaluation of the 1-periodic function
f (w) =
N/2−1∑
k=−N/2
fke
−2ikw (6)
at the knots wj = vj /N ∈ [−1/2, 1/2) (j = −N/2, . . . , N/2 − 1). This can be re-
alized in an efficient way by approximating f by the sum of translates of a 1-periodic
function with good localization in time and frequency. Let ϕ ∈ L2(R) be given such
that its 1-periodic version
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ϕ˜(w) =
∑
r∈Z
ϕ(w + r)
has an absolutely convergent Fourier series. We further assume that ϕ is even so that
ϕˆ is real-valued. In the following, we choose ϕ˜ by the above periodization. Of course
one can use other 1-periodic functions ϕ˜ not arising from a function ϕ.
Set n = αN with an oversampling factor α > 1. We suppose that the Fourier
coefficients
ϕˆ(k) =
∫
R
ϕ(w)e2ikw dw =
∫ 1/2
−1/2
ϕ˜(w)e2ikw dw (k ∈ Z)
of ϕ˜ become sufficiently small for |k| > n/2 and that ϕˆ(k) /= 0 for k = −N/2, . . . ,
N/2 − 1, so that we can approximate f by
f (ω)≈
n/2−1∑
k=−n/2
gˆkϕˆ(k)e
−2ikw +
∑
r∈Z\{0}
n/2−1∑
k=−n/2
gˆkϕˆ(k + nr)e−2i(k+nr)w
=
∑
k∈Z
gˆkϕˆ(k)e
−2ikw, (7)
where
gˆk = gˆk+rn
=
{
fk/ϕˆ(k), k = −N/2, . . . , N/2 − 1,
0, k = −n/2, . . . ,−N/2 − 1;N/2, . . . , n/2 − 1. (8)
In general the approximation (7) introduces a so-called aliasing error. Only in case
that ϕ is bandlimited in [−n+N/2, n−N/2], e.g., for suitably dilated Kaiser–Bes-
sel window functions ϕ, we have equality in (7). The last sum can be rewritten as
f (w) ≈
n/2−1∑
t=−n/2
glϕ˜
(
w − l
n
)
, (9)
where
gl =
N/2−1∑
k=−N/2
gˆke
−2ikl/n. (10)
We suppose that ϕ if is sufficiently small (relative to ϕ(0)) outside some interval
Im = [−m/n,m/n] (m N) so that we can approximate it by a compactly sup-
ported function ψ , e.g., ψ = 1Imϕ, where 1I denotes the characteristic function of
the interval I . Then we obtain instead of (9) the sparse sums
f (wj ) ≈
[wjn]+m∑
l=[wjn]−m
glψ˜
(
wj − l
n
)
(j = −N/2, . . . , N/2 − 1). (11)
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Here [a] denotes the integer next to a. In general (11) introduces a truncation error.
Only in case that ϕ is supported in Im, e.g., for suitably dilated cardinal B-splines ϕ,
we have ψ = ϕ and thus equality in (11).
In summary, the whole algorithm for the fast approximate computation of (6)
consists in the computation of the N multiplications (8), the computation of (10)
by the (reduced) FFT and the sparse summations (11) and requires O(N + n log n+
(2m+ 1)N) = O(N logN) arithmetic operations.
In matrix–vector form our approximation can be written as
Af f ≈ BFnD˜f, (12)
where
D˜ = (0N,(n−N)/2|D|0N,(n−N)/2)T, D = (diag(1/(nϕˆ(k))))N/2−1k=−N/2
with the (N, (n−N)/2)-zero matrices 0N,(n−N)/2, and where B =
(bj,k)
N/2−1,n/2−1
j=−N/2,k=−n/2 denotes the ‘nearly banded’ matrix with
bj,k =
{
ψ˜
(
wj − kn
)
, k = ([nwj ] −m) mod n, . . . , ([nwj ] +m) mod n,
0 otherwise.
Here a˜ = a mod n denotes the integer in {−n/2, . . . , n/2 − 1} with a˜ ≡ a mod n.
This setting takes the periodicity of ψ˜ into account. Regarding the FFT factoriza-
tion of the ‘equispaced’ Fourier matrix Fn into sparse matrices, (12) gives a sparse
factorization of Af.
To keep the aliasing error and the truncation error small several window func-
tions ϕ with good localization in time and frequency were proposed for the above
factorization (12), e.g., the Gaussian [5,6,20]
ϕ(w) = (b)−1/2e−(nw)2/b
(
b = 2α
2α − 1
m

)
, (13)
ϕˆ(k) = 1
n
e−(k/n)2b,
cardial central B-splines [2,5,20] and Kaiser–Bessel functions [9,10,11]
ϕ(w) = 1


sinh(a
√
m2−n2w2)√
m2−n2w2 for |w| 
m
n
(
a = 
(
2 − 1
α
))
,
sin(a
√
n2w2−m2)√
n2w2−m2 otherwise,
(14)
ϕˆ(k) =
{ 1
n
I0(m
√
a2 − (2k/n)2) for k = −(n−N/2), . . . , n−N/2,
0 otherwise,
where I0 denotes the modified zero-order Bessel function. For these functions ϕ and
for a fixed oversampling factor α > 1, it was proved in the above papers that the
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approximation error ‖Af f − BFnD˜f‖∞/‖f‖1 decays exponentially with the ‘band-
width’ m of B. Thus we have a relation between the ‘bandwidth’ of B which deter-
mines the speed of the algorithm and the approximation error. For the decay of the
approximation error with respect to α see e.g. [9,20].
In the following, we want to reduce the approximation error by choosing a sparse
factorization of Af of the form (12) with different entries of the matrix B. For this we
note that
‖Af f − BFnD˜f‖2  ‖Af − BFnD˜‖F‖f‖2,
where ‖A‖F denotes the Frobenius norm of A. Since ‖x‖∞  ‖x‖2  ‖x‖1 this also
implies that
‖Af f − BFnD˜f‖∞  ‖Af − BFnD˜‖F‖f‖1.
Now we intend to choose the (2m+ 1)N nonzero entries ofB so that ‖Af − BFnD˜‖F
becomes minimal. By
‖Af − BFnD˜‖2F
=
N/2−1∑
j=−N/2
N/2−1∑
k=−N/2
∣∣∣∣∣∣e−2ikwj −
[nwj ]+m∑
l=[nwj ]−m
bj,l mod n e
−2ikl/n 1
nϕˆ(k)
∣∣∣∣∣∣
2
it follows with
ej =
(
e−2ikwj
)N/2−1
k=−N/2 , bj = (bj,l)
[nwj ]+m
l=[nwj ]−m,
Tj =
(
e−2ikl/n
)N/2−1,[nwj ]+m
k=−N/2,l=[nwj ]−m
that
‖Af − BFnD˜‖2F =
N/2−1∑
j=−N/2
‖ej − DTjbj‖22.
The above expression becomes minimal iff
‖ej − DTjbj‖22 = min (15)
for all j = −N/2, . . . , N/2 − 1. The solution of (15) is given by
bj =
(
T¯Tj D
2Tj
)−1
T¯Tj Dej . (16)
The matrix T¯Tj D2Tj is the (2m+ 1)× (2m+ 1) Toeplitz matrix
T¯Tj D
2Tj =
 N/2−1∑
k=−N/2
(
1
nϕˆ(k)
)2
e−2ik(r−s)/n
2m
r,s=0
,
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which is independent of j and can be precomputed once for all j . Note again that
the entries bk,l are treated n-periodically with respect to l.
A similar algorithm for the fast multiplication with At was introduced by Ngyuen
and Liu [13]. Instead of (15) these authors suggested to minimize
‖D−1ej − Tjbj‖22
for all j = −N/2, . . . , N/2 − 1. We will see below that their algorithm leads to
a similar improvement of the results as our algorithm does. However, due to their
different point of view, which was inspired by the paper of Dutt and Rokhlin [6],
they could not generalize their result to the setting (2).
Tables 1 and 2 and Figs. 1 and 2 present numerical results. The algorithms were
implemented in C and tested on a HP C3600 in double precision. The figures show
the arithmetic means of the errors
Eˆ2 = ‖Af f − BFnD˜f‖2/‖Af f‖2
and
E∞ = ‖Af f − BFnD˜f‖∞/‖f‖1
taken over 10 runs of the algorithm. Note that the variances are very small, see Table
2. The above norms were considered in [6,13]. The knots vj were randomly chosen
Table 1
Comparison of ‖Af − BFnD˜‖F (EF) and ‖Af f − BFnD˜f‖2/‖f‖2 (E2) for B in ALGauss, NLGauss
and FRGauss, where α = 2 and N = 256
m ALGauss NLGauss FRGauss
EF E2 EF E2 EF E2
2 2.40e−01 8.52e−02 6.47e−02 5.01e−03 2.16e−02 4.81e−03
3 2.91e−02 8.46e−03 3.02e−03 2.35e−04 8.56e−04 2.12e−04
4 3.74e−03 8.54e−04 1.48e−04 1.13e−05 4.69e−05 9.56e−06
5 4.53e−04 9.21e−05 4.94e−06 3.86e−07 1.68e−06 3.55e−07
6 5.53e−05 9.25e−06 3.28e−07 2.30e−08 9.42e−08 2.28e−08
7 6.86e−06 1.15e−06 1.26e−08 9.63e−10 3.18e−09 6.13e−10
8 8.52e−07 1.27e−07 3.88e−08 2.92e−09 3.00e−09 5.87e−10
Table 2
Variances of Eˆ2 according to Fig. 2 (left)
m ALGauss NLGauss FRGauss ALKBessel NLKBessel FRKBessel
2 1.91e−06 6.84e−08 6.06e−08 9.41e−09 9.60e−09 9.75e−09
4 4.04e−10 1.48e−13 1.08e−13 2.47e−16 1.59e−16 1.27e−16
6 1.66e−14 1.73e−19 3.79e−20 8.62e−25 1.54e−24 5.58e−25
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Fig. 1. Comparison of the approximation errors Eˆ2 (left) and E∞ (right) of the three algorithms with
Gaussian window function and Kaiser–Bessel window function for α = 2, m = 6 and different transform
lengths N .
Fig. 2. Comparison of the approximation errors Eˆ2 (left) and E∞ (right) of the three algorithms with
Gaussian window function and Kaiser–Bessel window function for α = 2, N = 256 and different ‘band
widths’ m.
in [−N/2, N/2 − 1] and the input data fk were taken as complex numbers with
real and imaginary parts in 1/2 + [−1/2, 1/2] with randomly chosen numbers in
[−1/2, 1/2].
We have tested our algorithm with Gaussian bells (13), centered cardinal B-
splines [20] and Kaiser–Bessel functions (14) as window functions ϕ and ψ˜ = 1Imϕ˜.
Since the computations with B-splines led to similar results as those with Gaussian
bells, we restrict our presentation to Gaussian bells and Kaiser–Bessel functions. We
use the following abbreviations:
• ALGauss: algorithm with function values of ψ˜ as entries of B and Gaussian win-
dow function,
• ALKBessel: algorithm with function values of ψ˜ as entries of B and Kaiser–Bessel
window function,
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• NLGauss: modified (for (5)) algorithm of Ngyuen and Liu with Gaussian window
function,
• NLKBessel: modified (for (5)) algorithm of Ngyuen and Liu with Kaiser–Bessel
window function,
• FRGauss: algorithm with minimal Frobenius norm of the difference matrix and
Gaussian window function,
• FRKBessel: algorithm with minimal Frobenius norm of the difference matrix and
Kaiser–Bessel window function.
First, Table 1 presents the Frobenius norm ‖Af − BFnD˜‖F and the corresponding
error ‖Af f − BFnD˜f‖2/‖f‖2 for the three different choices of B according to AL-
Gauss, NLGauss and FRGauss. We see that the Frobenius norm works as a good
qualitative error indicator.
Figs. 1 and 2 present the performance of the three algorithms AL (−), NL (− · −)
and FR (· · ·) for the two different window functions, respectively. The comparison of
the three algorithms shows qualitative differences for the Gaussian window function
and for the Kaiser–Bessel window function: our algorithm FRGauss works more than
102 times more accurate than the previous algorithm ALGauss and slightly better
than NLGauss for m  8. For m  9, the numerical error introduced by the solution
of the linear systems of equations (16) using the classical LU-factorization becomes
very large (cond T¯Tj D2Tj ≈ 1013 for m = 9). This leads to increasing approximation
errors Eˆ2 and E∞. Here more sophisticated solution methods for the linear system
(16) may be used.
Because of the good time–frequency localization of the Kaiser–Bessel function,
the algorithm ALKBessel introduces only a very small approximation error and both
NLKBessel and our new algorithm FRKBessel cannot improve its accuracy. Form 
6 and N = 256 the later two algorithms behave similar as ALKBessel, see Fig. 2. In
order to improve NLKBessel and FRKBessel for larger values of m one has again to
be more careful with the solution of the linear system (16).
Table 2 shows the variances (of the 10 runs) according to Fig. 2 (left).
Finally, we want to give a remark concerning other window functions. The sim-
plest periodic window function, namely the Dirichlet kernel (2M + 1) sin((2M +
1)w)/ sin(w), has the Fourier coefficients ϕˆ(k) = 1 for (k = −M, . . . ,M) and
ϕˆ(k) = 0 otherwise. In order to have no aliasing error in (7) and a small trunca-
tion error in (11), we set M = n−N/2 − 1. Then D = IN and our algorithm coin-
cides with the algorithm of Ngyuen and Liu. Based on this setting, our computations
show that AL with the Dirichlet kernel as window function achieves a good accuracy
for small values of m, but the accuracy does not improve for increasing m. More
precisely, we have that Eˆ2 and E∞ are approximately 4 × 10−5 for N = 256 and
m = 2, . . . , 10. In contrast, our algorithm FR and consequently also NL achieves the
above accuracy only for m  4. But the accuracy decreases exponentially with in-
creasing m (m  10). For m = 8, we obtain for example an error < 5 × 10−9 which
is comparable with the error in ALGauss.
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3. Fourier matrices with nonuniform knots in both time and frequency
We start the development of our sparse factorization of Atf by reviewing our ap-
proach in [8]. The main difference with respect of the previous section is that the
character group {e−2ik· : k ∈ Z} is related to periodic functions, while {e−2iv· : v ∈
R} corresponds to functions defined on R.
As in the previous section, let ϕ1 ∈ L2(R) denote a sufficiently smooth and even
function with Fourier transform
ϕˆ1(v) =
∫
R
ϕ1(x) e
−2ivx dx,
where ϕˆ1(v) /= 0 for all v ∈ [−N/2, N/2). Then we obtain for
G(x) =
N/2−1∑
k=−N/2
fkϕ1
(
x − xk
N
)
(17)
that
Gˆ(v)
ϕˆ1(v)
=
N/2−1∑
k=−N/2
fk e
−2ixkv/N = f (v) (v ∈ [−N/2, N/2)). (18)
By (1), we have to ask for a fast computation of Gˆ(vj ) (j = −N/2, . . . , N/2 − 1).
Let n1 = α1N (α1 > 1) and m1  N . We approximate ϕ1 by a function ψ1
with support in [−(m1 + 1/2)/n1, (m1 + 1/2)/n1]. Then we obtain for all xk ∈
[−N/2, N/2) that
suppψ1
(
x − xk
N
)
⊆
[
xk
N
− m1 + 1/2
n1
,
xk
N
+ m1 + 1/2
n1
]
⊆
[
−a
2
,
a
2
]
,
where
a = 1 + 2m1 + 1
n1
.
Now we conclude by (18) and (17) that
fˆ (vj )ϕˆ1(vj )=
N/2−1∑
k=−N/2
fk
∫
R
ϕ1
(
x − xk
N
)
e−2ixvj dx
≈
N/2−1∑
k=−N/2
fk
∫ a/2
−a/2
ψ1
(
x − xk
N
)
e−2ixvj dx.
Evaluating the integral by the rectangular rule, we obtain
fˆ (vj )ϕˆ1(vj ) ≈
N/2−1∑
k=−N/2
fk
1
n1
an1/2−1∑
l=−an1/2
ψ1
(
l
n1
− xk
N
)
e−2ilvj /n1 .
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Here we have to ensure that an1/2 = aα1N/2 ∈ Z. Finally this can be rewritten
as
fˆ (vj )ϕˆ1(vj )n1 =
an1/2−1∑
l=−an1/2
(∑
k∈Il
fkψ1
(
l
n1
− xk
N
))
e−2ilavj /(an1), (19)
where Il = {k : l − (m1 + 12 )  xkn1/N  l + (m1 + 12 )}. After the computation of
the inner sums the computation of (19) reduces to a problem of the form (5) which
can be solved by an algorithm from the previous section.
In matrix–vector notation we have approximated Atf by
Atf ≈ D1AfBT1 , (20)
where
D1 = diag
(
1/(n1ϕˆ1(vj ))
)N/2−1
j=−N/2, Af =
(
e−2ilvj /n1
)N/2−1,an1/2−1
j=−N/2,l=−an1/2
and
B1 = (b1,k,l)N/2−1,an1/2−1k=−N/2,l=−an1/2
with
b1,k,l =
{
ψ1
(
1
n1
− xk
N
)
, l = [n1xk
N
]−m1, . . . , [n1xkN ]+m1,
0 otherwise.
Note that in contrast to the entries of the matrix B, the entries of B1 were not arranged
periodically. For a = 1 and periodic or nonperiodic entries of B1, the algorithm does
not work. See also [8].
Now we apply (12) in (20) with n2 = α2an1 (α2 > 1), m2  N and with a 1-
periodic window function ϕ˜2 and its truncated version ψ˜2 which have to satisfy the
assumptions from the previous section. Then we obtain
Atf ≈ D1B2Fn2D˜2BT1 , (21)
where
D˜2 = (0an1,(n2−an1)/2|D2|0an1,(n2−an1)/2)T,
D2 = diag(1/(n2ϕˆ2(k)))an1/2−1k=−an1/2
and where
B2 = (b2,j,k)N/2−1,n2/2−1j=−N/2,k=−n2/2
with
b2,j,k =

ψ˜2
(
vj
n1
− k
n2
)
, k = ([n2vj /n1] −m2) mod n2, . . . ,
([n2vj /n1] +m2) mod n2,
0 otherwise.
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As in the previous section we intend to replace the nonzero entries of B1 and B2 in
(21) by more appropriate values. For this we consider the error∥∥Atf f − D1B2Fn2 D˜2BT1 f∥∥2

∥∥Atf − D1B2Fn2 D˜2BT1∥∥F‖f‖2

(‖Atf − D1AfBT1‖F + ‖D1‖F‖Af − B2Fn2 D˜2‖F‖BT1‖F)‖f‖2.
Now we minimize ‖Atf − D1AfBT1‖F in the first step which provides the entries of
B1 and of ‖Af − B2Fn2 D˜2‖F in the second step to obtain the entries of B2. It follows
that
‖Atf − D1AfBT1‖2F = min
⇔ ‖e1j − D1T1jb1j‖22 = min ∀j = −N/2, . . . , N/2 − 1
⇔ b1j = (T¯T1jD21T1j )−1T¯T1jD1e1j ∀j = −N/2, . . . , N/2 − 1,
where
e1j =
(
e−2ixj vr /N
)N/2−1
r=−N/2 , b1j = (b1j , l)
[n1xj /N ]+m1
l=[n1xj /N ]−m1 ,
T1j =
(
e−2ilvr /n1
)N/2−1,[n1xj /N ]+m1
r=−N/2,l=[n1xj /N ]−m1
.
As in the previous section we have to solve systems of equations with the same
coefficient matrix
T¯T1jD
2
1T1j =
 N/2−1∑
k=−N/2
(
1
n1ϕˆ1(vr )
)2
e2i(r−s)vk/n1
2m1
r,s=0
for all j = −N/2, . . . , N/2 − 1. Similarly, we obtain in the second step that
‖Af − B2Fn2 D˜2‖2F = min
⇔ ‖e2r − D˜2T2rb2r‖22 = min ∀r = −an1/2, . . . , an1/2 − 1,
⇔ b2r = (T¯T2r D˜22T2r )−1T¯2r D˜2e2r ∀r = −an1/2, . . . , an1/2 − 1,
where
e2r =
(
e−2ijvr /n1
)an1/2−1
j=−an1/2
, b2r = (b2r,l)[n2vr/n1]+m2l=[n2vr/n1]−m2 ,
T2r =
(
e−2ilj/n2
)an1/2−1,[n2vr/n1]+m2
j=−an1/2,l=[n2vr/n1]−m2
.
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Again, T¯T2j D˜
2
2T2j is a Toeplitz matrix
T¯T2j D˜
2
2T2j =
 an1/2−1∑
j=−an1/2
(
1
n2ϕˆ2(j)
)2
e2i(r−s)j/n2
2m2
r,s=0
.
Of course, using the above considerations, we can also generalize the method of
Ngyuen and Liu.
Figs. 3 and 4 demonstrate the performance of the different algorithms which
we abbreviate as in the previous section. The input knots xk and vj were random
numbers in [−N/2, N/2 − 1] and the input data fk were chosen as in Section 2.
Again we have used Gaussian bells (13) and Kaiser–Bessel functions (14) as window
Fig. 3. Comparison of the approximation errors Eˆ2 (left) and E∞ (right) of the three algorithms with
Gaussian window function and Kaiser–Bessel window function for a = N/(N − (m+ 12 )), α1 = 2/a,
α2 = 2, ‘band widths’ m1 = m2 = 6 and different transform lengths N .
Fig. 4. Comparison of the approximation errors Eˆ2 (left) and E∞ (right) of the three algorithms with
Gaussian window function and Kaiser–Bessel window function for a = N/(N − (m+ 12 )), α1 = 2/a,
α2 = 2, N = 256 and different ‘band widths’ m1 = m2 = m.
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functions ϕ1 = ϕ2. Figs. 3 and 4 present the algorithms for n2 = 4N , i.e., we apply
an FFT which length is four times larger than those of the input vector.
The results are similar as in the previous section. For m  8 our algorithms
NLGauss and FRGauss perform up to 102 times more accurate than our previous
algorithm ALGauss. Note that no improvement of the algorithm ALGauss can be
achieved if we only minimize the Frobenius norm with respect to either B1 or B2
and use the second matrix with the old entries of values of ψ or ψ˜ , respectively.
If we use Kaiser–Bessel functions as window functions our ‘discrete algorithms’
achieve nearly the same accuray as ALKBessel for N = 256 and m1 = m2 less or
equal than 6, see Fig. 4. However, we see in Fig. 3 that for larger transform lengths
N ALKBessel works up to 10 times more accurate than NLKBessel and FRKBessel.
Finally we want to mention that the algorithm does not work if we set a = 1 and
use a periodic or nonperiodic treatment of the indices in B1.
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