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Resumo
Neste trabalho sa˜o apresentados alguns conceitos ba´sicos da Teoria de Liouville e N = 1
Super Liouville, enfatizando o ca´lculo das func¸o˜es de treˆs pontos dessas teorias. Uma in-
troduc¸a˜o a Teoria de Campos Conformes (CFT) e a Supersimetria tambe´m sa˜o inclu´ıdas,
as quais constituem ferramentas ba´sicas da presente pesquisa.
1
Abstract
In this dissertation we present some basic features about Liouville and N = 1 Super
Liouville Theory, and focus in the computation of their three point functions. Addition-
ally, we include an introduction to Conformal Field Theories (CFT) and Supersymmetry,
which are the basic tools of the present research.
2
Chapter 1
Introduction
Liouville theory has been extensively studied for several years in the context of two
dimensional quantum gravity. This theory is understood as a toy model in order to
try to understand some technical and conceptual problems arising within this field [17],
without the inconvenience or difficulty of facing the mathematics of quantum gravity in
higher dimensions.
Its origin was in the highly regarded work by Poincare´ [1]. However, for physicists the
main source was the seminal paper written by Polyakov [12]. That paper gave rise to a
revolution in the dark days of string theory. With the fresh point of view it was possible
to have a bosonic string theory in a dimension which would not be necessarily 26. Such
a theory has been called non-critical string theory. In this way, non-critical string theory
appears on the scene, and a vital part of this field is Liouville theory. Liouville theory
could be also understood as the quantum theory of the world-sheet.
An important cornerstone in the development of Liouville theory was the discovery of the
Dorn-Otto-Zamolodchikov-Zamolodchikov proposal also named as the DOZZ formula.
It was first derived by H. Dorn, J. Otto [25] and A. Zamolodchikov, Al. Zamolodchikov
[23]. Such formula is an exact expression for the structure constant of the Liouville three
point function.
In recent years with the advent of the AdS/CFT correspondence, the DOZZ formula
gains more importance. Because, as it was proposed by O. Coussaert, M. Henneaux
and P. van Driel in [22], there exists a particular case of the correspondence called
AdS3/CFT2 correspondence, where the CFT2 is identified as the Liouville theory. In this
sense, Liouville theory, viewed as a CFT in two dimensions, should have a gravitational
dual theory living in an three dimensional Anti - de Sitter space-time AdS3. Hence, if
we were able to find such a gravitational theory and then compute the minimal surface
3
Chapter 1. Introduction 4
formed by fixing three points at the boundary, it would be possible to compare that
result with the DOZZ formula. A comparison of an exact expression, in both sides of
the duality, would be an important step in the difficult task for proving the AdS/CFT
correspondence. Nonetheless, the comparison between the minimal surface cited above
and the DOZZ formula is currently an unsolved question.
Therefore, due to its important role the DOZZ formula needs a careful and detailed
examination. In order to study such an important result, in Chapter 2 we will develop
the necessary mathematical tools, which come from Conformal Field Theory (CFT).
From there, bosonic Liouville theory will be studied in Chapter 3.
The usual way to compute the DOZZ correlator is by applying the so-called Coulomb
Gas method. Nonetheless, we will perform this computation by applying an alternative
method initially given in the papers of O’Raifeartaigh, J. Pawlowski and V. Sreedhar
[20] [21]. Such a method will be named the OPS method. The main importance of
the OPS method lies in the fact that it provides explicitly the lattice of poles, which
are located in the denominator of the DOZZ formula. Whilst the Coulomb gas method
maintains such lattice of poles hidden within its Taylor expansion of the exponential
potential µebφ. We will discuss these points further in Chapter 4.
Natural questions arise when we want to incorporate fermionic fields into Liouville the-
ory. What does conformal invariance look like?, Is it still possible to compute precisely
the new tree point function? If this is the case, what does it look like? In order to
answer the first question, it will be necessary to introduce the machinery of Supersym-
metry, which we will perform in Chapter 5. The main objective of Chapter 5 lies in
the second question. We will also perform the computation of the Super Liouville three
point function in this chapter. Our result follows previous research by E. Abdalla et al.
[45], L. Alvarez-Gaume and Ph. Zaugg [47] [48] and R. Rashkov, M.Stanishkov [46]. In
contrast to our previous computation, we used the usual Coulomb Gas method for the
super Liouville three point function.
Chapter 2
Conformal Field Theory
2.1 The beginning of Conformal field theory: Ising model
at critical phase transition
The critical behaviour of some systems at second order phase transitions is described by
Conformally invariant Quantum Field Theory. The emblematic example is, of course, the
Ising model in two dimensions. This model, with a constant interaction , is described
by the Hamiltonian,
HI = −
∑
〈ij〉
σiσj , (2.1)
where σi represents the spin which takes the values σi = ±1 and the notation 〈ij〉
indicates summation only over pairs of nearest neighbour sites. The spin distribution is
on the sites of a square lattice, as shown in Fig. 2.1.
Figure 2.1: Spins σi = ±1 are distributed on the square lattice.
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In addition, when the system is subject to a constant external magnetic field h, we have
a total hamiltonian given by
H = −
∑
〈ij〉
σiσj − h
∑
i
σi. (2.2)
One of the most important quantities in this model is the magnetization M . As usual
we define it as the expectation value of the spin M = 〈σi〉. Because the magnetic field
h is acting on our system, we define another important statistical quantity in the Ising
model, the magnetic susceptibility χ. In this way, it is not difficult to imagine that
magnetic susceptibility measures the response of our system when a magnetic field is
acting on it. Thus, we have
χ =
∂M
∂h
∣∣∣∣
h=0
. (2.3)
After a small calculation, it is found that magnetic susceptibility is proportional to the
variance of the total spin σTot =
∑
i σi. In this context it is also usual to define the
connected pair correlation function as Γc(i − j) = 〈σiσj〉 − 〈σi〉〈σj〉. Hence, using such
a function our magnetic susceptibility is rewritten as [3]
χ = β
∑
i
Γc(i) (2.4)
where β = 1/T , using the Boltzmann constant kB = 1.
Closer to the critical point, characterized by the critical temperature Tc, the functions
defined above have a very special form. Around criticality there exists another important
parameter, the correlation length ξ. For instance, the correlation function Γi is expressed
as
Γ(i− j) ∼ e−
|i−j|
ξ(T ) . (2.5)
However, the correlation length closer to the critical point is given by an expression
proportional to |T − Tc|−1, diverging at Tc. At criticality Tc, one obtains that Γ(i − j)
becomes proportional to |i − j|2−d−η (for a d dimensional space). Hence, for d = 2 we
have |i− j|−η, and for the two dimensional Ising model η = 1/4.
Finally, in this regimen it is usual to use the so called “Scaling hypothesis”. This
hypothesis establishes that the free energy F near the critical point is a homogeneous
function of its parameters, the external field h and the reduced parameter τ = TTc − 1.
In this case, parameters a, b and a scaling parameter λ exists such that
F (λaτ, λbh) = λF (τ, h). (2.6)
Chapter 2. Conformal Field Theory 7
This scaling property around criticality gives rise to the idea of Conformal Field Theory
(CFT). The study of CFT is the main objective of this chapter and is the basis of String
theory, in particular, Liouville theory which is the central issue of the work presented.
2.2 Conformal Theories in d dimensions
2.2.1 Conformal group in d dimensions
We started by considering the space Rp,q (where d = p+ q is the total dimension) with
flat metric gµν = ηµν . In this space we construct the line element ds
2 = gµνdx
µdxν and
analyse how the metric gµν transforms under a change of coordinates x 7→ x′. We have
g
′
µν(x
′) =
∂xα
∂x′µ
∂xβ
∂x′ν
gαβ(x). (2.7)
On the other hand, we define the conformal group as the subgroup of coordinate trans-
formations that leaves the metric invariant, up to a scale change such as
g
′
µν(x) = Ω(x)gµν(x). (2.8)
These transformations preserve the angle between two vectors. For instance, in the case
of two vectors v and w which belong to a finite dimensional Euclidean Vector Space V
we know from Calculus that
θ = arccos(v.w/(v2w2)1/2). (2.9)
From this equation it is easy to see that the angle θ given by eq.(2.9) is preserved.
According to the definition of the scalar product v.w = gµνv
µwν , we have
θ′ = arccos
(
(v.w)′
(v2w2)′1/2
)
= arccos
(
g
′
µνv
µwν
(Ω(x)2v2w2)1/2
)
= arccos
(
Ω(x)gµνv
µwν
Ω(x)(v2w2)1/2
)
= θ.
Now using, Ω(x) = 1, in eq.(2.8), we are led to the invariant metric g
′
µν(x
′) = gµν(x).
In this way, we find that the Poincare´ group 1 is a subgroup of the conformal group.
In order to find a closed expression for generators of the conformal group, we analyse
1Poincare´ Group=Translations⊗ Lorentz transformations.
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first the infinitesimal coordinate transformation xµ −→ x′µ = xµ+εµ. If it is substituted
into eq.(2.7) along with the definition of line element ds2, we get
ds2 −→ ds′2 = ds2 + (∂µεν + ∂νεµ)dxµdxν . (2.10)
Therefore, if we want an expression obeying conformal invariance as given by eq.(2.8),
we need the second term in eq.(2.10) to be proportional to the line element ds2. This is
achieved if we have
∂µεν + ∂νεµ = kηµν , (2.11)
where k is an scalar function. In order to obtain such a constant, we multiply eq.(2.11)
by ηµν as follows,
ηµν [∂µεν + ∂νεµ] = kη
µνηµν
2(∂.ε) = k(d)
k =
2(∂.ε)
d
.
Hence, eq.(2.11) can be written as,
∂µεν + ∂νεµ =
2(∂.ε)
d
ηµν . (2.12)
For our purposes eq.(2.12) should be rewritten in a more convenient form. We explicitly
compute it below,
∂µ∂
µ [d∂µεν + d∂νεµ] = ∂µ∂
µ [(∂.ε)ηµν + (∂.ε)ηµν ] ,
2∂µ∂
µnµν(∂.ε) = nµν(∂.ε) + d∂µ∂ν(∂.ε),
where we used ηµνn
µν = d. Finally, we obtain
(nµν+ (d− 2)∂µ∂ν)(∂.ε) = 0. (2.13)
Eqs.(2.13) or (2.12) are called the condition for conformal locality.
Let us first analyse the general case d > 2 in the condition of conformal locality. In the
next section, we will analyse the very special case d = 2 in eq.(2.12).
It is not difficult to see that if d > 2, there are third derivatives applied on . Hence,
in order to maintain eq.(2.13), we require that  should be at most a quadratic expres-
sion on xµ. In this way, it is usual to classify these different expressions of  in four
parts. By defining two arbitrary constant vectors aµ, bµ and a constant λ, we write this
classification as:
Chapter 2. Conformal Field Theory 9
1. Translations: µ = aµ, zero order in xµ,
2. Rotations: µ = ωµνxν , first order in xµ,
3. Scale transformations: µ = λxµ, first order in xµ,
4. Special conformal transformations: µ = bµx2 − 2xµ(b · x), second order in xµ.
These four transformations give rise to the so called conformal group. We return to this
point later. In the next section, as mentioned above, the special case of two dimensions
will be analysed.
2.2.2 Conformal algebra in 2 dimensions
Here we study the conformal algebra in two dimensions d = 2 arising from eq.(2.12).
Taking into account the euclidean metric given by gµν = δµν , this equation becomes the
Riemann Cauchy equations:
∂ε1
∂x1
=
∂ε2
∂x2
,
∂ε2
∂x1
= − ∂ε1
∂x2
(2.14)
Now, let us define the following complex relations z = x1 + ix2, z = x1− ix2 and ε(z) =
ε1 + iε2, ε(z) = ε1 − iε2. From eq.(2.14) it follows that our two dimensional conformal
transformations are nothing less than the analytic complex coordinate transformations
eq.(2.15),
z −→ f(z), z −→ f(z). (2.15)
On the other hand, our differential line element, which in R2 is defined as ds2 = (dx1)2 +
(dx2)2 turns into ds2 = dzdz. Under these analytic transformations we analyse how the
line element ds2 transforms,
ds2 = dzdz −→ ds′2 =
∣∣∣∣∂f∂z
∣∣∣∣2 dzdz. (2.16)
This relation is nothing more than our definition of conformal transformations by re-
placing the conformal factor by Ω = |∂f/∂z|2. Now, we can derive the commutation
relations of generators associated with infinitesimal transformations. The infinitesimal
(anti-) holomorphic transformations are
z −→ z′ = z + εn(z), z −→ z′ = z + εn(z), (2.17)
where n ∈ Z. Explicitly, we find that the functions εn(z) and εn(z) are given by
εn(z) = −zn+1, εm(z) = −zm+1. (2.18)
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Hence, the following infinitesimal generators are obtained,
ln = −zn+1∂z lm = −zm+1∂z. (2.19)
The commutator between two of these generators [lm, ln] is obtained by applying it over
an arbitrary function Ψ(z, z). We have,
[lm, ln]Ψ(z, z) = (lmln − lnlm)Ψ(z, z)
= lmlnΨ(z, z)− lnlmΨ(z, z)
= (−zm+1∂z)(−zn+1∂z)Ψ(z, z)− (−zn+1∂z)(−zm+1∂z)Ψ(z, z)
= (n−m)zm+n+1∂zΨ(z, z).
However, −z(m+n)+1∂z is the generator lm+n. Thus, in operator form we get
[lm, ln] = (m− n)lm+n. (2.20)
For the other commutators [lm, ln] and [lm, ln] we proceed analogously. In this way, we
have the next two relations,
[lm, ln] = (m− n)lm+n , and [lm, ln] = 0. (2.21)
The latter equation shows that the local conformal algebra is the direct sum of two
independent (perhaps isomorphic) sub-algebras H
⊕
H. Due to this relation, we can
regard z and z as two independent coordinates. Each of these sub-algebras, H and H
are defined by [lm, ln] = (m − n)lm+n and [lm, ln] = (m − n)lm+n, respectively. By
using ln, we can define the vector field W(z). According to this, we could then say that
holomorphic conformal transformations are generated by the vector field W(z), as is
clear from eq.(2.22):
W(z) = −Σnanln (2.22)
W(z) = Σnanzn+1∂z (2.23)
If we want non-singularity as z → 0 for an 6= 0, the requirement is n + 1 ≥ 0. As a
result, our first restriction for n is
n ≥ −1. (2.24)
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We can now proceed analogously as z goes to ∞. In this order, let us define the fol-
lowing transformation by z = −1/w. The next step is to build the vectorial field W(z).
Therefore, we have:
W(z) = Σnan
(
− 1
w
)n+1( dz
dw
)−1
∂w, (2.25)
W(z) = Σnan (−w)1−n ∂w. (2.26)
Applying the same analysis as before, eq.(2.26) gives us another restriction, 1− n ≥ 0.
Hence, we have also the restriction for n,
n ≤ 1. (2.27)
Due to (2.24) and (2.27), W(z) is globally 2 defined only for a certain range of values
for n (n ∈ Z):
− 1 ≤ n ≤ 1, n ∈ Z (2.28)
As n is an integer, it only takes three values: n = −1, 0, 1. From this limited number
of allowed values for n, we can conclude that in two dimensions we only have three
generators, for each sub-algebra H, H, of the global conformal group. Explicitly, they
are labelled by l−1, l0, l1 ∈ H and l−1, l0, l1 ∈ H. For instance, it is possible to identify
l−1 and l−1 as the translation generators. In the same way, dilatations are identified
with l0 + l0 and rotations with i(l0 − l0). Finally, l1 and l1 are the generators of special
conformal transformations.
2.2.3 Constraints imposed by conformal invariance in d dimensions
In this section we analyse some constraints imposed by conformal invariance, in the
general d-dimensional case, to the N -point functions of a quantum theory. In the next
section, we will deal with the very special case of a d = 2 conformal theory.
We start by defining some general properties about a theory which possesses conformal
invariance, then we define the quasi-primary fields, along with certain properties about
these fields. Finally, these definitions and properties are used to find the general form
of the two, three and four point functions, up to their structure constants.
It is important to point out that it is not possible to find these structure constants
by using conformal field methods only. In fact, they depend on the particular kind of
Lagrangian we use.
Now, fields in a conformal theory have the following properties:
2Here, we mean by global in the sense W(z) is defined over all Riemann sphere.
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1. In a conformal field theory, we have a set CF of fields Fi ,which are labelled by the
index i (to denote different fields). Hence, we have the set {Fi}. This set of fields
is, in general, infinite and in particular includes derivatives of fields Fi.
CF = {Fi} (2.29)
2. There exists a subset of CF called the set of quasi-primary fields {ϕj},
{ϕj} ⊂ CF. (2.30)
Quasi-primary fields transform under a global conformal transformation x → x′
according to the rule
ϕj(x) =
∣∣∣∣∂x′∂x
∣∣∣∣∆j/d ϕj(x′), (2.31)
where ∆j is the dimension associated to ϕj . Eq. (2.31) imposes the next
transformation for correlation functions:
〈ϕ1(x1) . . . ϕn(xn)〉 =
∣∣∣∣∂x′∂x
∣∣∣∣∆1/d
x1
. . .
∣∣∣∣∂x′∂x
∣∣∣∣∆n/d
xn
〈ϕ1(x′1) . . . ϕn(x′n)〉 (2.32)
indexes xj=1,...,n on Jacobians mean that they are evaluated for these points.
3. Any other element of CF can be expressed as a linear combination of the quasi-
primary fields and their derivatives. Thus, if ψk ∈ CF we have,
ψk =
∑
i∈N
aikϕi (2.33)
where ϕi’s are the quasi-primary fields and a
i
k’s are the coefficients of this linear
expansion.
4. There is a vacuum |0〉 invariant under the global conformal group.
From eq.(2.32) we impose some restrictions over the two and three point functions, under
the global conformal group. Remember that the global conformal group is made up by
the Poincare´ group, scale transformations and special conformal transformations, they
are listed below:
a. Translations, εµ = aµ.
b. Rotations, εµ = Θµνxν .
c. Scale transformations, εµ = λxµ.
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d. Special conformal transformations, εµ = bµx2 − 2xmub.x.
In order to obtain the desired general form for the N - point functions, we should analyse
how they are restricted by the cited transformations.
a. Translation invariance:
From the usual properties of translations, it is easy to conclude that a general N -
point function depends not on N independent coordinates xi, but rather only on their
difference xi − xj . A simple combinatorial analysis shows us that the total independent
quantities are N(N − 1).
b. Rotation invariance:
For simplicity we consider spinless objects. Rotational invariance tell us that for a
dimension d large enough 3, N - point functions only depend on the N(N−1)/2 distances
rij = |xi − xj |. Note that here we label the difference between xi,j only by rij .
c. Scale invariance:
A scale transformation is defined by:
xk → λxk (2.34)
Therefore, it is also valid for the following relation:
rij → λrij .
From this last equation, scale invariance allows only dependence on the ratios rij/rkl,
because the scale factor is cancelled.
d. Special conformal transformation:
From the above transformation, we have
r′2ij =
r2ij
(1 + 2b.xi + b2x2i )(1 + 2b.xj + b
2x2j )
. (2.35)
3In lower dimensions the N - point functions have linear relations among their coordinates which
reduce the number of independent quantities.
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According to this, we see that the so called cross-ratios,
rijrkl
rikrjl
(2.36)
are invariant not only under special conformal transformations, but also under the full
conformal group.
Having defined these restrictions, we find out how they affect the two and three point
functions. From eq.(2.31), the 2-point function of two quasi-primary fields ϕ1 and ϕ2
has a covariant transformation law given by eq.(2.32), thus we have:
〈ϕ(x1)ϕ(x2)〉 =
∣∣∣∣∂x′∂x
∣∣∣∣∆1/d
x=x1
∣∣∣∣∂x′∂x
∣∣∣∣∆2/d
x=x2
〈ϕ(x′1)ϕ(x′2)〉. (2.37)
As stated above, invariance under translation and rotation fix our two point function to
be dependent on r12 = |x1 − x2|. On the other hand, invariance under dilatation, say
x→ λx, impose that r12 is raised to ∆1 + ∆2. Finally, special conformal transformation
implies that ∆1 = ∆2 = ∆ or the two point function vanishes otherwise. In this way,
our two point function has the following expression
〈ϕ(x1)ϕ(x2)〉 =

C12
r2∆
∆1 = ∆2 = ∆
0 ∆1 6= ∆2
On the other hand, for the three point function by using similar arguments about in-
variance under the conformal group we obtain:
〈ϕ(x1)ϕ(x2)ϕ(x3)〉 =
∑
ijk
Cijk
ri12r
j
23r
k
13
(2.38)
Here, due to special conformal transformations, we have:
i = ∆1 + ∆2 −∆3 (2.39)
j = ∆2 + ∆3 −∆1 (2.40)
k = ∆3 + ∆1 −∆2 (2.41)
2.3 Conformal Theories in 2 dimensions
Here, we focus on the special case of conformal theory in two dimensions. One of the
most important notions is the concept of primary fields, thus it will be the next point
to focus on.
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2.3.1 Primary fields
In order to generalize eq.(2.16), we start by defining the primary fields. A primary field
ϕ(z, z) of conformal weight (h, h) in a 2d conformal field theory is a field which has a
transformation rule, under the analytical maps z → f(z) and z → f(z), defined by
ϕ(z, z)→
(
∂f(z)
∂z
)h(∂f(z)
∂z
)h
ϕ(f(z), f(z)), (2.42)
where h, h ∈ R. It is important to point out that h is not the complex conjugate of
h. An equivalent way to define eq.(2.42) is by the quantity ϕ(z, z)dzhdzh. By imposing
that this expression is invariant under the analytical transformations described above,
we obtain:
ϕ(z, z)dzhdzh = ϕ(f(z), f(z))df(z)hdf(z)h (2.43)
Not all fields are primaries, this is a problem because in this case we do not know their
transformations rule. Fortunately, these non-primary fields in a conformal field theory
can be expressed in terms of primary fields only, this is why primaries are so important!
In addition, these non-primary fields are called secondary fields.
In virtue of eq. (2.42), all primary fields are automatically quasi-primaries. Therefore,
we can conclude that primary fields satisfying eq.(2.31) under the global conformal
group.
As usual in quantum field theory, it is useful to analyse how such a transformation
behaves for infinitesimal transformations z −→ z + (z) and its anti-holomorphic coun-
terpart z −→ z + (z). By inserting these transformations into eq.(2.42), we obtain
(
∂(z + (z))
∂z
)h
= (1 + ∂z(z))
h = 1 + h∂ (z), (2.44)(
∂(z + (z))
∂z
)h
= (1 + ∂z(z))
h = 1 + h ∂(z), , (2.45)
where ∂z = ∂ and ∂ z = ∂ are a short notation for holomorphic and anti-holomorphic
partial derivatives, respectively. The Taylor expansion of ϕ(z+, z+), around (z0, z0) =
(0, 0), at first order yields
ϕ(z + , z + ) = ϕ(z, z) + ∂ϕ(z, z) + ∂ϕ(z, z). (2.46)
Chapter 2. Conformal Field Theory 16
Substituting eqs.(2.44), (2.45) and (2.46) into eq.(2.42), we have
ϕ(z′, z′) = (1 + h∂ )(1 + h ∂)(ϕ(z, z) + ∂ϕ(z, z) + ∂ϕ(z, z))
= (1 + h∂+ h ∂)(ϕ(z, z) + ∂ϕ(z, z) + ∂ϕ(z, z))
= ϕ+ (h∂+ h ∂+ ∂ + ∂)ϕ(z, z). (2.47)
According to the above equation, an expression for transformation of a primary field
with conformal weight (h, h), under the infinitesimal conformal transformation described
before is obtained. From eq.(2.47) the infinitesimal variation of a primary field is given
by the expression,
δϕ(z, z) =
[
(h∂+ ∂) + (h∂z+ ∂z)
]
ϕ(z, z). (2.48)
Following the same lines as in quantum field theory, we assume that this infinitesimal
transformation arise from a Taylor expansion at first order on its generator. Such a
generator is understood as a conserved charge. Hence, our next step is to examine what
role the conserved charge plays in this context.
2.4 Conserved charges and Radial ordering
According to quantum theory, to each symmetry we can associate a conserved current
jµ, which is conserved,
∂µj
µ = 0. (2.49)
Along with this current, due to Noether’s theorem, we can associate a conserved charge
Q. In a d dimensional quantum field theory, with d − 1 spacial dimensions, we obtain
such a conserved charge by performing the integral,
Q =
∫
dd−1xj0. (2.50)
From quantum theory we also know that for any field Φ, its infinitesimal variation can
be expressed as
δΦ =  [Q,Φ] . (2.51)
This charge Q, generating the local coordinates transformation, can be constructed from
the energy-momentum tensor Tµν by using eq.(2.50). Because the current jµ could be
constructed as
jµ = Tµνx
ν , dilatation current, (2.52)
jµ = Tµν
ν , other currents. (2.53)
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In a conformal theory Tµν is traceless, this restriction is known as the scale invariance
condition. From the dilatation current (due to scale invariance) eq.(2.52) and the con-
served current eq.(2.49), we directly obtain ∂µ(T
µ
ν xν) = T
µ
µ = 0. Thus, these expressions
are given by:
∂µj
µ = Tµµ = 0, for dilatation current, (2.54)
∂µj
µ =
1
2
Tµµ (∂.) = 0, other currents. (2.55)
Now, we want to explore the scale invariance condition for conformal theories. We use
a general metric ds2 = gαβdx
αdxβ, obtaining
gµβ∂µTαβ = 0. (2.56)
In a flat Euclidean space gµν = δµν and its line element can be expressed as ds
2 = dzdz
(gz z = gz z = 0). The traceless condition takes the form
Tzz = 0. (2.57)
Along with eq.(2.56) and gz z = gz z = 0, it implies
∂zTzz = 0, and ∂zTzz = 0. (2.58)
To find the charge Q in terms of the energy-momentum tensor Tµν , we replace eq.(2.53)
into eq.(2.50), and write
Q =
1
2pii
∮
{dzTzz+ dzTzz} . (2.59)
The constant factor in front of the contour integral is a suitable factor for a posteriori
calculation. Hence, eqs.(2.51) and (2.59) yields
δϕ(w,w), =
1
2pii
∮
C
dz [Tzz, ϕ(w,w)] +
1
2pii
∮
C
dz [Tzz, ϕ(w,w)] . (2.60)
We should be careful with the commutators [Tzz, ϕ(w,w)] and [Tzz, ϕ(w,w)] inside
the latter integrals. Because they are thought to be working into path integrals later.
Hence, these commutators have to be time ordered.
The well known time ordering in quantum field theory becomes radial ordering in con-
formal field theory. Holomorphic (resp. antiholomorphic) transformations z → f(z) are
complex mappings of the form eτ+iσ, where τ can be understood as the physical time.
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Therefore, it is possible to identify this transformation over the complex plane as
r eiθ = eτ eiσ. (2.61)
Thus, radial displacements are related to time variations. From this statement we are
able to define the ordering of operator products as A(z)B(w). For instance, it is easy
to see that
A(z)B(w), for |z| < |w|
does not make sense, since this is not equivalent to the time-ordering in quantum field
theory (QFT). Because in QFT we place operators evaluated at later times to the left.
Therefore, we find that a product of operators A(z)B(w) is defined as |z| > |w|. In
this way, we denote radial ordering for two operators as R(A(z)B(w)) and define it as
follows:
R{A(z)B(w)} =
{
A(z)B(w) for |z| > |w|
B(w)A(z) for |w| > |z|
(2.62)
By taking the contour integral of the commutator expression [A,B] = AB−BA. Where
A(z)B(w) and B(w)A(z) are defined by eq.(2.62), we have:∮
|z|>|w|
A(z)B(w)dz −
∮
|w|>|z|
B(w)A(z)dz =
∮
C
R(A(z)B(w))dz
The difference between contour integrals in the complex plane C is best illustrated in
Fig.2.2:
Figure 2.2: Contour integration used to define radial ordering, R(A(z)B(w)).
Note that if the operators involved are fermionic we have to be careful, because we get a
minus sign from each permutation. All above definitions allow us to promote the equal
time commutator with the spatial integral [
∫
dxA,B]E.T. to the contour integral of the
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radial ordering product
∮
dzR{A(z)B(w)}. Now, from eq.(2.60) it is easy to obtain
δϕ(w,w), =
1
2pii
∮
C
dz R{Tzzϕ(w,w)}+ 1
2pii
∮
C
dz R{Tzzϕ(w,w)} . (2.63)
Comparing (2.48) and (2.63), we see that
1
2pii
∮
C
dz R{Tzzϕ(w,w)} = [h∂w(w) + (w)∂w]ϕ(w,w), (2.64)
1
2pii
∮
C
dz R{Tzzϕ(w,w)} =
[
h∂w(w) + (w)∂w
]
ϕ(w,w). (2.65)
Now, taking into account the Cauchy’s residue theorem,∮
C
f(z)dz = 2pii
∑
k
Res(f, ak), (2.66)
where Res(f, ak) is the residue of f(z) around each one of its singularities ak. Separating
eq.(2.64) in two holomorphic terms, we obtain
h∂w(w)ϕ(w,w) =
1
2pi
∮
C(w)
dz h
(z)
(z − w)2ϕ(w,w), (2.67)
(w)∂wϕ(w,w)ϕ(w,w) =
1
2pi
∮
C(w)
dz
(z)
(z − w)∂wϕ(w,w), (2.68)
where C(w) is the contour around w. From eqs.(2.64), (2.65), (2.67) and (2.68), we find
R{Tzzϕ(w,w)} = h
(z − w)2ϕ(w,w) +
1
(z − w)∂wϕ(w,w). (2.69)
And similarly for the anti-holomorphic part R{Tzzϕ(w,w)}. We adopt the usual con-
vention of dropping the symbol R in all expressions involving product of operators, from
now on. Thus, we have for the holomorphic and the anti-holomorphic operator product
between the stress-energy tensor and the field ϕ
Tzzϕ(w,w) =
h
(z − w)2ϕ(w,w) +
1
(z − w)∂wϕ(w,w), (2.70)
Tzzϕ(w,w) =
h
(z − w)2ϕ(w,w) +
1
(z − w)∂wϕ(w,w). (2.71)
We always have to keep in mind that the left-hand side is understood as into a radial
ordering R.
In the next section we start by working with operator products, such as Tzzϕ(w,w). In
this context a natural problem is the divergence which arises when we wish to define
such an operator product in the same space-time point. This problem leads us to the
concept of Operator Product Expansion (OPE).
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2.5 Operator Product Expansion OPE
By analysing primary fields and their constraints for a Conformal Field Theory, we
have arrived at the concept of radial ordering and it has led to the concept of operator
products. Now, in this section we examine in detail the concept of Operator Product
Expansion which arises to deal with the problem of defining operator products at the
same point (in our context a point on the complex plane C). For this purpose let us
first start by describing what is understood by a local operator in a CFT.
In quantum field theory it is usual to reserve the term “ field ” for objects φ which
are placed in the path integral. On the other hand, in a CFT a field relates to any
local expression. For instance, the field φ as in QFT, but it also includes other local
expressions as ∂nφ or eiφ.
Now, let us explain in the next paragraphs, what is called an operator product expansion
(OPE). When we study the behaviour of local operators as they approach each other.
We start by giving ourself the idea of two local operators at nearby points. But what
happens when they are infinitesimally approximated? This is a natural question in this
context and to answer it, we first expose where the concept of OPE arises.
As was mentioned in Section 2.2, the Ising model is the birthplace of all these tools and
concepts. Hence, to understand how the concept of OPE arised, it is useful to look at
this model.
We recall that the Ising hamiltonian is described by H = −∑ij σiσj , where {i, j} are
labelling sites on a square lattice. Now, if each node of the lattice is labelled by r, then
σi means σ(ri). As we know, each node is associated to a binary-valued spin σi = ±1.
In addition, we promote the constant coupling interaction  to a variable one, and also
to depend on the distance between the nodes,
→ ij = (ri−rj). (2.72)
In this way, the Ising hamiltonian is given by:
H = −
∑
ij
ijσiσj (2.73)
Each configuration {i, j} allows us to define a statistical weight ω({i, j}) ∝ exp (∑ij ijσiσj),
where ij > 0. A local observable φn(r) in the lattice model is the sum of products of
nearby spins over some region.
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Defining the partition function as Z =
∑
ij ω({i, j}). Furthermore, correlation functions
are defined as the expectation values of local observables and are given by
〈φ1(r1) . . . φn(rn)〉 = Z−1
∑
ij
φ1(r1) . . . φn(rn)ω({i, j}). (2.74)
In general the connected pieces of these correlations functions fall off over the same
distance scale as the interaction ij . However, close to the critical point the correlation
length can become larger than the lattice length. We label such a lattice length by L.
The scaling limit is obtained as L → 0, while we keep the correlation length and the
domain fixed. Correlation functions, as defined above, do not posses a finite scaling limit
in general. Nonetheless, renormalization theory suggests that there is a combination of
local lattice observables which is multiplicatively renormalizable. This means that the
limit
lim
L→0
L−
∑n
k=1 xk〈φ1(r1) . . . φn(rn)〉 (2.75)
exists for certain values of {xk}. It is customary to denote this limit by the simpler
expression
〈φ1(r1) . . . φn(rn)〉. (2.76)
The numbers {xk} can be identified with our conformal weights. One important reason
why eq.(2.76) is not true in general is because of the limit in eq.(2.75) which in fact only
exists if the points {ri} are non-coincident. Thus, correlation functions given by eq.(2.76)
are singular as ri → rj . Nevertheless, the nature of these singularities is prescribed by
the OPE
〈φi(ri)φj(rj) . . . 〉 =
∑
k
Cijk(ri − rj)〈φk(ri + rj
2
) . . . 〉. (2.77)
The main point here is that, in the limit when |ri− rj | is much less than the separation
between ri and all the other arguments, which are represented by dots, the coefficients
Cijk are independent of these. As a result, eq.(2.77) is usually written as
φi(ri)φj(rj) =
∑
k
Cijk(ri − rj)φk(ri + rj
2
). (2.78)
It must be stressed that this is merely a short-hand for eq.(2.77).
Coming back to CFT, we consider the set of all local operators and denote it by {Oi}.
For Oi and Oj belong to {Oi}, the OPE is defined as has been stated above,
Oi(z, z)Oj(w,w) =
∑
k
Ckij(z − w, z − w)Ok(w,w). (2.79)
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The structure coefficients Ckij(z − w, z − w) are (singular) functions which only depend
on the distance between the operators. We have to recall here that these products are
always understood inside time-ordered correlation functions (or in our case inside radial
ordering) as follows,
〈Oi(z, z)Oj(w,w) . . . 〉 =
∑
k
Ckij(z − w, z − w) 〈Ok(w,w) . . . 〉 . (2.80)
Other operator insertions are represented by dots as before. Correlations functions
are always assumed to be radial ordered, it means that everything commutes since the
ordering of operators is determined inside the correlation function anyway. Then we
would have expressions, such as Oi(z, z)Oj(w,w) = Oj(w,w)Oi(z, z).
If operators are Grassmannian, we recall that they get a minus sign from each commu-
tation, even inside radial ordering products.
Operator product expansions have singular behaviour as z → w, and this singular be-
haviour will turn out to contain the same information as commutation relations. It
was shown by using the Cauchy theorem from complex analysis. In this way, singular
terms also tells us how operators transform under symmetries. Thus, we will pay special
attention to singular terms in the OPEs, as we did in a previous section for Tz zϕ(w,w).
The eq.(2.79) is an asymptotic expansion, however in a conformal theory it has been
argued to converge [8] [10]. The coordinate dependence of Ckij(z − w, z − w) can be
determined by dimensional analysis for operators of fixed scaling dimension ∆ and ∆.
Thus we have, from (2.79),
Ckij(z − w, z − w) ∼
1
|z − w|∆Oi+∆Oj−∆Ok |z − w|∆Oi+∆Oj−∆Ok
.
2.6 Bosonic Field, the first example
Let us illustrate how such a formalism works for the free scalar field. We start by using
the string theory action, the so called Polyakov action [12],
SB =
1
4piα′
∫
d2σ
√
g gαβ∂αX
µ∂βXµ. (2.81)
Taking into account the canonical choice gαβ = e2φδαβ by using the reparametrization
invariance to fix the metric on the right hand side to be proportional to the flat Euclidean
metric. Thus, eq.(2.81) is reduced to
SB =
1
4piα′
∫
d2σ ∂αX
µ∂αXµ. (2.82)
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From equation eq.(2.82), the classical equation of motion is ∂2X = 0. Now, we will start
by familiarizing ourselves with some techniques using path integrals, in order to derive
an analogous statement at the quantum level.
As we recall from ordinary calculus that the integral of a total derivative vanishes. We
promote this statement to the path integral language
0 =
∫
DX δ
δX(δ)
e−S =
∫
DX e−S
[
1
2piα′
∂2X(σ)
]
, (2.83)
but this is nothing more than the Ehrenfest theorem. This theorem states that expec-
tation values of operators obey classical equations of motion,
〈
∂2X(σ)
〉
= 0. (2.84)
2.6.1 Propagator of the X field.
Deriving the propagator of the X field by using the path integral technique which has
been developed above. We apply the same argument of taking the integral of a total
derivative that vanishes. However, the integrand is taken to be e−SX. The computation
follows as
0 =
∫
DX δ
δX(σ)
[
e−SX(σ′)
]
=
∫
DXe−S
[
1
2piα′
∂2X(σ)X(σ′) + δ2(σ − σ′)
]
,
〈
∂2X(σ)X(σ′)
〉
= −2piα′δ2(σ − σ′). (2.85)
Eq.(2.85) is the differential equation for the propagator 〈X(σ)X(σ′)〉. Thus, we can
write
∂2
〈
X(σ)X(σ′)
〉
= −2piα′δ2(σ − σ′). (2.86)
To solve this equation, we checked the standard result from complex calculus,
∂2 ln(σ − σ′)2 = 4piδ2(σ − σ′). (2.87)
From eqs.(2.86) and (2.87), we conclude that the expression of the propagator of a free
scalar field in two-dimensions is given by
〈
X(σ)X(σ′)
〉
= −α
′
2
ln(σ − σ′)2. (2.88)
We realize that this propagator has an ultra-violet divergence which is common to all
field theories. In addition, it also has an infra-red divergence as |σ − σ′| → ∞.
Chapter 2. Conformal Field Theory 24
After a change of coordinates z = σ1 + iσ2, the classical equation of motion ∂
2X(σ) = 0
can be written in the convenient form ∂∂X(z, z) = 0. It allows us to split X as left-
moving (holomorphic) and right-moving (anti-holomorphic) pieces,
X(z, z) = X(z) +X(z). (2.89)
They have propagators
〈X(z)X(w)〉 = −α
′
2
ln(z − w), (2.90)〈
X(z)X(w)
〉
= −α
′
2
ln(z − w). (2.91)
From these relations it follows that the field X(z) is not itself a conformal field. However
its derivative has a rather nice looking short distance expansion,
〈∂X(z)∂X(w)〉 = −α
′
2
1
(z − w)2 + . . . (2.92)
where dots mean non-divergent terms.
2.6.2 The Energy-Momentum Tensor and Primary Operators
To compute the OPE of the energy-momentum tensor Tzz with other operators plays
a vital role in a CFT. For instance, the classical theory of the free scalar field has an
energy-momentum tensor which is given by
T (z) = − 1
α′
∂X(z)∂X(z), (2.93)
where T (z) = Tzz. It involves a product of two operators defined at the same point z.
This fact reminds us of an OPE expansion. In addition, as we have seen from eq.(2.88),
it has an infra-red and ultra-violet divergence due to its logarithmic behaviour.
In the same way as it usually performed in QFT, we define the normal ordering. It is
well known that normal ordering naively means to put all annihilation operator modes
to the right. Another equivalent way to do this, which is more convenient in CFT, is by
defining normal ordering, usually denoted by : · · · :. We adopt this notation as follows,
T (z) = − 1
α′
: ∂X(z)∂X(z) :
.
= − 1
α′
lim
z→w(∂X(z)∂X(w)− 〈∂X(z)∂X(w)〉). (2.94)
It is not difficult to see that 〈T (z)〉 = 0.
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From eq.(2.70) we already know what is the general form of an OPE between the energy-
momentum operator and one primary field. Thus, such a form is expected for the
energy-momentum operator described by eq.(2.93) and a suitable primary field.
By using eq.(2.88), we will compute two illustrative examples of OPEs. The first one
is T (z)∂X(w) and the other T (z)eikX(w) . In this calculation we need to be aware of
the fact that both OPEs are inside radial ordering. We recall that radial ordering is an
analogous of time ordering in QFT. Hence, radial ordering and normal ordering should
be also connected in CFT.
Fortunately, the well known Wick’s theorem still holds. It states that a normal or-
dered product can be split into several pieces which only involve time ordered products.
Formally, we have for arbitrary operators Ok 4,
R[
∏
k
Ok] = :
∏
k
Ok : +
∑
k=µ,ν
〈OµOν〉× :
∏
k 6=µ,ν
Ok : +
∑
cross-contractions. (2.95)
Using Wick’s theorem and eq.(2.88) we find T (z)∂X(w),
T (z)∂X(w) =
∂X(w)
(z − w)2 +
∂2X(w)
z − w + . . . (2.96)
By comparing this last expression with eq.(2.93), we become aware that ∂X(w) is a
primary field of conformal weight h = 1.
The other OPE is computed in two parts [8]. First, we compute the OPE
∂X(z) : eikX(w) : =
∞∑
j=0
(ik)j
j!
∂X(z) : Xj(w) :
= − iα
′k
2
: eikX(w) :
z − w + . . . (2.97)
Now, we can compute
T (z)eikX(w) = − 1
α′
: ∂X(z)∂X(z) : : eikX(w) :
=
α′k2
4
eikX(w)
(z − w)2 +
∂we
ikX(w)
z − w + . . . (2.98)
Finally, we also write the OPE between two energy-momentum tensors. Using eq.(2.96),
we have
T (z)T (w) =
1/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w . . . (2.99)
We will come back to study this OPE later.
4Here, for pedagogical purposes we write explicitly the radial ordering by R[. . . ].
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2.7 The second example, the Fermionic Field
Another important example of a two dimensional conformal field theory is provided
by the theory of a single massless Majorana-Weyl fermion. We recall that Majorana
condition is equivalent to the requirement of reality condition [4]. On the other hand,
Weyl condition defines a chirality for our spinor, that is, a two dimensional analogue of
the well known four-dimensional γ5. Once both conditions are established, this theory
is described by the massless fermion action,
SF = − 1
2pi
∫
dσ2ψ∂ψ + ψ∂ψ. (2.100)
In two dimensions the usual Dirac action takes the form given in eq.(2.100), because we
can decompose σµ∂µ as
∂̂ = σx∂x + σy∂y =
(
0 ∂x − i∂y
∂x + i∂y 0
)
=
1
2
(
0 ∂
∂ 0
)
(2.101)
and also (
ψ
ψ
)
=
1
2
(1 + σz)
(
ψ
0
)
+
1
2
(1− σz)
(
0
ψ
)
. (2.102)
In eq.(2.100) as much as eq.(2.102), σx, σy and σz are the Pauli matrices. Here, σz plays
a similar role of γ5.
From the fermionic action the energy-momentum tensor is obtained as is usual in QFT.
As in the bosonic case, the fermionic energy-momentum tensor has a holomorphic and
an anti-holomorphic part. We will use only the holomorphic part, thus we only give
such an expression. The holomorphic part is given by
Tψ(z) =
1
2
ψ(z)∂ ψ(w), (2.103)
Tψ(z) =
1
2
ψ(z)∂ ψ(w). (2.104)
By applying the same technique as in the bosonic action, we mean that the total func-
tional derivative of a path integral vanishes and we obtain
0 =
∫
DψDψ δ
δ ψ(z)
[
ψ(w)e−SF
]
=
∫
DψDψe−SF
[
1
pi
∂ψ(z)ψ(w) + δ2(z − w)
]
(2.105)
thus its propagator is given by
〈ψ(z)ψ(w)〉 = − 1
z − w. (2.106)
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Following the same lines as before (for the bosonic OPE) the operator product expansion
between the energy momentum operator and the fermionic field is
Tψ(z)ψ(w) =
1/2
(z − w)2ψ(w) +
1
z − w∂ψ(w) + . . . (2.107)
By comparing this last equation and our general OPE expression between the energy-
momentum T (z) and a primary field eq.(2.70), we become aware that this fermionic
OPE eq.(2.107) is describing a primary field of conformal weight h = 1/2.
In the present fermionic case, it is important to point out that on the cylinder we can
define two kinds of boundary conditions for Majorana-Weyl fermions. They can be either
periodic or anti-periodic boundary conditions. Under periodic boundary conditions they
are called the Neveu-Schwarz type (NS), and under anti-periodic ones they are called
the Ramond type (R), we explicitly write these conditions on the plane as: 5
Neveu-Schwarz: ψ(e2piiz) = +ψ(z),
Ramond: ψ(e2piiz) = −ψ(z). (2.108)
2.8 Central Charge and Virasoro algebra
An important topic to observe in CFT is with regard to the OPE between two energy-
momentum tensors. The first question that we could ask is if this operator is a primary
field. To answer this question we analyse its OPE and compare with eq.(2.70), which is
our general OPE expression for a primary field. Hence, by dimensional and analyticity
reasons this OPE is described as
T (z)T (w) =
c/2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂wT (w) + . . . (2.109)
Because the first term (c/2)/(z − w)4 is present there, we realize that T (Z) is not
a primary field. However, this OPE is still an important result, because from this
expression is possible to derive an equivalent representation which is called the Virasoro
algebra.
In order to arrive at this important result, we recall the general expression of an OPE
for a primary field ϕ,
T (z)ϕ(w,w) =
h
(z − w)2ϕ(w,w) +
1
(z − w)∂wϕ(w,w), (2.110)
5We realize that a periodic fermion on the cylinder becomes an anti-periodic fermion on the plane
and vice versa [4].
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where we do not care about non-singular terms. We also recall that by taking into
account the Laurent expansion of T (z), where L̂n’s are the operational modes. When
these operator modes act on ϕ, we obtain the next contour integral,
L̂mϕ(w) =
∮
dz
2pii
(z − w)m+1T (z)ϕ(w). (2.111)
Now, we want to build a commutator relating two of these operator modes. To get this
commutator relation we compute the action of L̂nL̂m and L̂mL̂n on a primary field ϕ.
Explicitly, we have the next double contour integrals,
L̂nL̂mϕ(w) =
∮
C2
dz2
2pii
∮
C1
dz1
2pii
(z2 − w)n+1(z1 − w)m+1T (z2)T (z1)ϕ(w), (2.112)
L̂mL̂nϕ(w) =
∮
C1
dz1
2pii
∮
C2
dz2
2pii
(z2 − w)m+1(z2 − w)n+1T (z1)T (z2)ϕ(w). (2.113)
Subtracting these equations in order to build the commutator
[
L̂n, L̂m
]
, we have
[
L̂n, L̂m
]
ϕ(w) =
∮
Cw
dz1
2pii
(z1 − w)m+1
∮
Cz1
dz2
2pii
(z2 − w)n+1T (z2)T (z1)ϕ(w), (2.114)
where the contour integrals are graphically explained in Fig.(2.3).
Figure 2.3: Contours involved in eq.(2.114).
After computing this contour integrals, we find the so-called Virasoro algebra. Thus,
this algebra is defined by the commutator[
L̂n, L̂m
]
= (n−m)L̂n+m + c
12
n(n2 − 1)δn+m,0. (2.115)
2.9 In and Out states
We can recall that the complex coordinates, which are a natural way to describe the
infinite conformal algebra arising in d = 2, was made up by using the coordinates ξ1 and
Chapter 2. Conformal Field Theory 29
ξ2. Explicitly, we have for the holomorphic (anti-holomorphic) coordinate z = ξ1 + iξ2
(z = ξ1−iξ2). We will see in the next chapter that Liouville theory arises in the context of
string theory. When we take into account Liouville contributions such a theory is called
non-critical string theory. Therefore, it is natural to ask ourselves how this complex
coordinates arise in the string theory context.
In String Theory instead of a world line, which could be parametrized by a proper-time
τ , we describe the theory on the world sheet. Thus, it is parametrized by to coordinates,
say τ and σ. For our purposes, we take into account the closed string. In this context,
those parameters have the ranges τ ∈ R and 0 < σ < 2pi. For instance if we consider
only a section of R, these parameters are describing a cylinder. Nonetheless, if we want
to describe this theory in a complex plane C, it is necessary to map the cylinder to the
plane. This is performed by the holomorphic transformation
z = eτ+iσ (2.116)
where the anti-holomorphic coordinate is z = eτ−iσ. From eq.(2.116) it is easy to see
that we can identify the origin and the infinity of the complex plane as
z = 0, as τ → −∞, (2.117)
z = ∞, as τ →∞. (2.118)
Additionally, from Chapter 2 we learned that if the point z = 0 is well defined, the L̂n
operators are constrained to n ≥ −1. Combining the last statement and eq.(2.117), it
is possible to define the in-vacuum state |0〉 in a CFT (which correspond to τ → −∞)
to be invariant under the global conformal group. Such a vacuum state vanishes when
L̂n acts on it, thus we have
L̂n|0〉 = 0, as n ≥ −1. (2.119)
In the same way, we can obtain the so called in-states. These states are determined by
the limit
|Oin〉 ≡ lim
z,z→0
O(z, z)|0〉, (2.120)
where, as we mentioned before, they are defined at the past infinite τ → −∞. In CFT
we also define other states, these ones are called out-states. To define such states, we
first start by using eq.(2.119) and get
〈0|L̂−n = 0, n ≥ −1. (2.121)
Therefore, in a similar way as we defined in-states, it is defined the out-states. Before
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performing this, we make the next change of variables z → w = 1/z. We recall that such
a transformation was made in Chapter 2, to define correctly the L̂n operators at infinity
on the Riemann sphere. Thus, as z → ∞ we have w → 0, and a similar expression for
the anti-holomorphic coordinate. Now, we are prepared to give the expression for the
out states,
〈Oout| ≡ lim
w,w→0
〈0|O(w,w), (2.122)
where, in contrast to in-states, eq.(2.122) is determined at τ → ∞. Considering the
operators which give rise to the in- and out-states as primaries of conformal dimensions
h and h, they have a well defined transformation rule. By using this transformation for
primaries and the mappings z → w = 1/z, z → w = 1/z, we obtain
O(w,w) = O(1/w, 1/w)(−w−2)h(−w−2)h. (2.123)
From this equation, it is easy to see that the out-states could also be defined as
〈Oout| = lim
z,z→∞
〈0|O(z, z)z2hz2z. (2.124)
From eq.(2.123) it is natural to define the adjoint state | . . . 〉† by:
[O(z, z)]† ≡ O (1/z, 1/z) 1
z2h
1
z2h
(2.125)
This is a natural definition indeed, by using eqs.(2.123), (2.124) and (2.125), we have
〈Oout| = lim
w,w→0
O(w,w) = 〈0|O (1/z, 1/z) 1
z2h
1
z2h
, (2.126)
= lim
z,z→0
〈0| [O(z, z)]† =
[
lim
z,z→0
O(z, z)|0〉
]†
= |O〉†in. (2.127)
Therefore, we obtain the usual expression 〈Oout| = |O〉†in.
2.9.1 Positive norm of primary states in CFT
In the same way that we defined primary operators, we are now able to define the so
called primary states. They are defined similarly as we did for the in- and out-states
|h, h〉 = lim
z,z→0
ϕh,h(z, z)|0〉, (2.128)
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where ϕh,h is a primary field. Once we define these states, we use eq.(2.70) to compute
the commutator[
L̂n, ϕh,h(z, z)
]
=
∮
dw
2pii
wn+1T (w)ϕh,h(z, z) (2.129)
=
(
zn+1
d
dz
+ (n+ 1)znh
)
ϕh,h(z, z). (2.130)
After applying the vacuum state |0〉, we compute
[
L̂n, ϕh,h(z, z)
]
|0〉 and realize that for
n > 0 the limit in eq.(2.128) vanishes
(L̂nϕh,h − ϕh,hL̂n)|0〉 = (zn+1
d
dz
+ (n+ 1)znh)ϕh,h|0〉
L̂n lim
z,z→0
ϕh,h|0〉 − 0 = limz,z→0(z
n+1 d
dz
+ (n+ 1)znh)ϕh,h|0〉
L̂n|h, h〉 = 0. (2.131)
For n = 0 we obtain
L̂0|h, h〉 = h|h, h〉, (2.132)
L̂0|h, h〉 = h|h, h〉. (2.133)
These equations define what is called highest-weight states. In addition, by using
eq.(2.115) and our definition of primary states, it is easy to see that the central charge c
and the conformal dimension should be both larger than zero, in order to define a pos-
itive norm in the Hilbert space of CFT. By applying the Virasoro algebra on primary
states |h〉, we get
〈h|L†−nL−n|h〉 =
(
2nh+
c
12
n(n2 − 1)
)
〈h|h〉 > 0 (2.134)
and finally, this result implies c > 0 and h > 0.
Chapter 3
Liouville Theory
3.1 Introduction
Liouville theory or Liouville Quantum Gravity emerges as a 2D toy model which tries
to understand and answer some technical and conceptual problems about the difficult
issue of the quantization of gravity.
The present chapter analyses some basic aspects about the 2D Classical and Quantum
Liouville Theory. We explicitly use some results taken from Chapter 2.
3.2 The beginning of the Liouville Theory
Liouville theory initially arose at the end of nineteenth century into Poincare’s works [1].
Liouville theory was extensively studied because of its connection with the uniformiza-
tion problem of Riemann surfaces. In this section we make and outline this mathematical
point of view. First of all, let us define a Riemannian manifold 12 X with a local chart
(Uα, zα)
3 and a local metric associated to Uα,
ds2 = eϕαdz2α. (3.1)
1A manifold is a topological space that remind us an Euclidean space in the neighbourhood of each
point as it is shown in Fig. 3.1.
2A Riemannian manifold or (smooth) Riemannian space (M, g) is a real smooth manifold M equipped
with an inner product gp on the tangent space TpM at each point p that varies smoothly from point to
point in the sense that if X and Y are vector fields on M , then p 7→ gp(X(p), Y (p)) is a smooth function.
3Combination of open subsets Uα on X and the coordinates zα associate to each patch is called a
local chart.
32
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Figure 3.1: For an ant walking around a neighbourhood of a point on a manifold, it
looks like a plane.
This metric is sometimes called a hyperbolic metric. It has a constant negative curvature
R = −1, that is,
R = −2e−ϕα∂∂ϕ = −1. (3.2)
From this last expression we can find the following differential equation by taking into
account the latter equality,
∂∂ϕα =
1
2
eϕα . (3.3)
This is the well known Liouville equation and the origin of the name “Liouville” for
the present theory. On the other hand, let us denote by D either the Riemann sphere
P1 = C∪{∞}, the complex plane C, or the upper half plane H = {w ∈ C|Imw > 0}. The
uniformization theorem states that every Riemann surface Σ is conformally equivalent to
the quotientD/Γ with Γ a freely acting discontinuous group of fractional transformations
preserving D.
Let us consider the case of Riemann surfaces with universal covering H and denote by
τ the complex analytic covering τ : H → Σ. In this case Γ (the automorphism group of
τ ) is a finitely generated group 4 Γ ⊂ PSL(2,R) = SL(2,R)/Z25 acting on H by linear
fractional transformations as defined in Chapter 2.
Following [11], we can express eϕα as
‖(τ−1)′‖2
(Imτ−1)2
. (3.4)
4Called the Fuchsian group.
5Remember that we will extend SL(2,R) to SL(2,C).
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Therefore, it is evident that from the inverse map τ−1 we can find ϕα. Conversely to
find τ−1 in terms of ϕα, we use the Schwarzian equation
{
τ−1, zα
}
= Tzα (3.5)
where { , } is the Schwarzian derivative 6 and Tzα is identified as the energy-momentum
tensor and explicitly it takes the form
Tzα =
∂2ϕα
∂z2α
− 1
2
(
∂ϕα
∂zα
)2. (3.6)
The linearised version of eq.(3.5) is the so called uniformization equation [11]
d2uα
dz2α
+
1
2
Tzαuα = 0. (3.7)
with the property that its two independent solutions u1α and u
2
α define the inverse map
τ−1 in the way
τ−1 =
u2α
u1α
. (3.8)
As a result, solutions of eq.(3.7) also define φ. On the other hand, from eqs.(3.3) and
(3.6), it is easy to see that ∂ Tzα = 0. Indeed,
∂ Tzα = ∂(∂∂ϕα) +
1
2
∂(∂ϕα)
2
= ∂(
1
2
eϕα)− (∂ϕα)(1
2
eϕα)
= 0.
In this way Tzα does not depend on zα. In other words, Tzα is a holomorphic function.
Let us define now an n-punctured sphere. An n-punctured sphere is defined as the
manifold X = P1 {z1, z2, ..., zn}, where {z1, z2, ..., zn} are removed points.
For the very special cases n = 1, 2, we have:
1. P1 {z} for n = 1.
2. P1 {z1, z2} for n = 2.
The first case is homeomorphic to C and the other to C∗ ≡ C− {0}. However, no case
carries us to a hyperbolic metric. Thus, the first non-trivial case appears as n = 3.
6{f, z} = f ′′′
f ′ − 32
(
f ′′
f ′
)2
.
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The Riemann sphere with three punctures P1 {z1, z2, z3} is homeomorphic to C−{0, 1}.
Furthermore, it is a non-compact Riemann surface whose total area is finite. We are
interested in this particular case.
For n ≥ 3, we would have a Riemann sphere with n - punctures P1z1, . . . , zn. Addi-
tionally, such a set of points is homeomorphic to C − {z˜1, z˜2, . . . , z˜n−1}. Hence, we are
now interested in studying how the hyperbolic metric eq.(3.1) behaves over the Riemann
sphere with n - punctures.
On the Riemann sphere, which has a constant positive curvature R = +1, the points
removed are placed at the infinity. Hence, it is necessary to insert infinity positive
curvature metrics at the punctured points, in order to balance the negative curvature
of the hyperbolic geometry described by ds2 = eϕαdzαdzα. This process is illustrated in
Fig.3.2.
Figure 3.2: A Riemann sphere with insertions of infinite positive curvature metrics,
at its punctured points.
Near these insertions, the metric density given by the conformal factor in eq.(3.1) has
an asymptotic behaviour given by
eϕ(z,z) ' 1|z − zi|2 log2 |z − zi|
, as z → zi. (3.9)
Moreover, as z → z∞ 7 this metric density has a similar form,
eϕ ' 1|z|2 log2 |z| . (3.10)
7z∞ is representing the point at the infinity.
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All these results will be reinterpreted in the framework of two dimensional Classical and
Quantum Liouville theory [7][12][43][28][13][17][20][21]. There, ϕ is reinterpreted as a
scalar field 8 living on a Riemann surface, along with a local metric tensor gµν .
3.3 Classical Liouville Theory
Let us start by equipping a two dimensional surface Σ with a metric gµν . As such,
Liouville theory is defined as the theory of metrics gµν on Σ. The Liouville field ϕ, also
called the Liouville mode, is defined as the exponent of the conformal factor. Another
way to contemplate that conformal factor is as a link between the metrics gµν and ĝµν
9. Thus, they are related by the familiar expression:
gµν︸︷︷︸
Physical metric
=
Conformal factor︷︸︸︷
eϕ × ĝµν︸︷︷︸
Reference metric
(3.11)
Following the notation given in [13] [28], the Classical Liouville action is given by
SL[ϕ, ĝ] =
1
2pi
∫
Σ
d2z
√
ĝ
(
1
2
ĝµν∂µϕ∂νϕ+ R̂ϕ+ Λe
ϕ
)
(3.12)
The Euler-Lagrange equation leads to the next equation of motion
∆ĝϕ+ R̂+ Λe
ϕ = 0, (3.13)
where ∆ĝ is the Beltrami-Laplace operator associated to ĝ
10. From eq.(3.11) we have
the next useful and crucial result
√
gR =
√
ĝ
(
R̂+ ∆ĝϕ
)
, (3.14)
where R = R[g] and R̂ = R[ĝ] are the scalars of curvature for the physical and the
reference metric respectively. In addition, from eqs.(3.13) and (3.14), it is easy to see
that the scalar of curvature of the physical metric is given by
R(σ) = −Λ. (3.15)
8Properly ϕ is not an scalar field, due to its anomalous transformation law, under a change of
coordinates. For instance, if z → w(z), we have ϕ(z)→ ϕ(w) + 2 ln |∂w/∂z|.
9Sometimes gµν is called physical metric and ĝµν as reference metric or fiducial metric.
10∆ĝ = − 1√
ĝ
∂µĝ
µν
√
ĝ∂ν .
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Thus, this classical configuration describes a two dimensional surface Σ with constant
curvature equal to −Λ. If we fix Λ = 1, we obtain the curvature described at the
beginning of this section.
As in the last section, we have taken the line element as ds2 = eϕdzdz 11. Hence,
the reference metric is taken as an Euclidean two dimensional flat metric expressed in
complex coordinates (z, z). Following this reasoning we fix the reference metric ĝ as
ĝµν =
(
0 1/2
1/2 0
)
(3.16)
and the reference line element is given by
dŝ2 = dz dz. (3.17)
Using these coordinates the Laplace-Beltrami operator is reduced to ∆ĝ = −4∂∂, and
we have R̂ = 0. Replacing these results into eq.(3.13), we obtain the second order
differential equation
4∂ ∂ϕ = Λeϕ. (3.18)
By comparing eqs.(3.3) and (3.18), we recognize this last expression as the Liouville
equation again. Its solutions can be written in terms of the solutions of the associated
differential equation mentioned in the first section. Such an equation is rewritten as
4∂2zU(z) + T (z)U(z) = 0, (3.19)
where T (z) is the holomorphic part of energy-momentum tensor associated to the Li-
ouville action eq.(3.12). If U1(z) and U2(z) are two linearly independent solutions of
eq.(3.19), from the theory of differential equations their Wronskian, denoted by W1,2, is
a constant
W1,2 =
∣∣∣∣∣ U1(z) U2(z)∂zU1(z) ∂zU2(z)
∣∣∣∣∣ = constant. (3.20)
Moreover, by a suitable choice of the basis in the space of solutions we can choose this
constant as unit. In addition, let us define U(z) and U(z) as:
U(z) =
(
U1(z)
U2(z)
)
= (U1(z), U2(z))
T , and U(z) =
(
U1(z), U2(z)
)
(3.21)
11Here we disappear the sub-index α, because an n ≥ 3 - punctured sphere is always homeomorphic to
C− {z1, . . . , zn−1}. Thus, it is possible to cover these manifolds by a single coordinate chart C, except
at the removed points.
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Using the Wrosnkians W1,2 = 1 and W1,2 = 1 we can build a combination of U(z) and
U(z) which satisfies the Liouville differential eq.(3.18). Such a combination also uses an
Hermitian matrix Λ which has determinant −Λ. We have
ϕ(z, z) = −2 log (U(z)ΛU(z))+ log 8 (3.22)
From the latter equation, we realize that it solves the Liouville equation (3.18). Because
if we replace eq.(3.22) into eq.(3.18), we obtain
4∂∂ϕ = 4∂∂(−2 log (U(z)ΛU(z))+ log 8) (3.23)
= −8∂ ∂(UΛU)
UΛU
(3.24)
= −8(∂(UΛ)∂U)(UΛU)− (∂(UΛ)U)(U∂U)
(UΛU)2
. (3.25)
In the latter expression, the numerator is reduced to the product of the WrosnkianW1,2
and the relation
U1∂ U2 − U2∂ U1 = det(Λ) = −Λ. (3.26)
Combining these results we obtain
4∂∂ϕ = 8
Λ
(UΛU)2
(3.27)
= Λeϕ. (3.28)
The matrix Λ could assume a convenient form depending on if we are working with a
positive or negative curvature. For instance, the most useful forms are [17]
Positive curvature (Λ < 0) : Λ =
√−Λ
(
1 0
0 1
)
(3.29)
Negative curvature (Λ > 0) : Λ =
√
Λ
(
1 0
0 −1
)
(3.30)
Some elementary solutions of Liouville equation with positive curvature eq.(3.29) are
described below.
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3.3.0.1 Sphere
This is the simplest classical solution. In this case the functions U1(z) and U2(z) are
U1(z) = 1
U2(z) = z (3.31)
From eq.(3.22), we have
ϕ(z, z) = −2 log(1 + zz) + log
(−8
Λ
)
(3.32)
where Λ < 0, for positive curvature. This solution has a corresponding metric given by
eϕ(z,z)dz dz =
−8
Λ
dz dz
(1 + zz)2
. (3.33)
The latter metric describes a sphere of constant area −8pi/Λ.
3.3.0.2 Pseudosphere
This solution is also called Poincare´ disk. It is the elementary solution for negative
curvature eq.(3.30) (Λ > 0). In this case we also use U1(z) and U2(z) given by eq.(3.31).
However, instead of eq.(3.29) we will use eq.(3.30), and we obtain
ϕ(z, z) = −2 log(1− zz) + log
(
8
Λ
)
. (3.34)
In contrast to eq.(3.33), the metric for the pseudosphere is given by
eϕ(z,z)dz dz =
8
Λ
dz dz
(1− zz)2 . (3.35)
So far, we revised some basic features about classical Liouville theory. Starting from
the next section, we will see how quantum Liouville theory possesses an anomalous term
called the central charge and later on derive the Liouville action from string theory.
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3.3.0.3 Liouville theory and the Virasoro algebra
The energy-momentum tensor associated to eq.(3.12) can be split into three parts as
Tz z = −∂
2ϕ
∂z2
+
1
2
(
∂ϕ
∂z
)2, (3.36)
Tz z = −∂
2ϕ
∂z2
+
1
2
(
∂ϕ
∂z
)2, (3.37)
Tz z = Tz z = 0. (3.38)
In order to get eq.(3.38) we have used the equation of motion explicitly.
On the other hand, to maintain our conformal transformation eϕ(z)dz
2
= eϕ(w)dw2, we
have to impose an unusual transformation law for the Liouville field ϕ, under an arbitrary
analytic transformation z −→ f(z),
ϕ(z) −→ ϕ(f) = ϕ(z)− 2 ln
∣∣∣∣∂f∂z
∣∣∣∣ . (3.39)
As pointed out by Ginsparg and Moore [28], this linear shift in ϕ under a conformal
transformation allows its interpretation as a Goldstone boson for broken Weyl invariance.
Using eq.(3.36) and ∂zϕ(z) −→ ∂zϕ(z) = dfdz∂fϕ(f)− ddz 1γ ln
∣∣∣∂f∂z ∣∣∣, we get that the energy-
momentum tensor transforms as
Tzz −→
(
df
dz
)2
Tff +
c
12
S[f ; z], (3.40)
where S[f ; z] is a new notation for the already known Schwarzian derivative, and c is
the central charge. At the beginning of this chapter we just gave an expression for this
derivative, but here we can derive that expression for the Schwarzian derivative
S[f ; z] = −1
2
(
∂z ln
∣∣∣∣∂f∂z
∣∣∣∣)2 + d2dz2 ln
∣∣∣∣∂f∂z
∣∣∣∣ (3.41)
=
f ′′′
f ′
− 3
2
(
f ′′
f ′
)2
. (3.42)
The central charge c arises because the anomalous transformation for the energy-momentum
tensor eq.(3.40). Therefore, using the decomposition of the energy-momentum tensor in
term of generators L̂n,
L̂n =
∮
Cz0
dz
2pii
(z − z0)n+1Tzz (3.43)
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and its anti-holomorphic counterpart, we find that they satisfy the Virasoro algebra,[
L̂n, L̂m
]
= (n−m)L̂n+m + c
12
n(n2 − 1)δn+m,0, (3.44)[
L̂n, L̂m
]
= (n−m)L̂n+m + c
12
n(n2 − 1)δn+m,0. (3.45)
We already saw this algebra at the end of the Chapter 2. The anomalous term called
central charge which disappears in the global conformal group (for n = −1, 0, 1) arose
from the anomalous tranformation of the energy-momentum tensor. As also pointed
out in Chapter 2, the central charge c of a conformal theory depends on the particular
lagrangian used. As we progress, we will discover what its value in Liouville theory.
In the next section, we will investigate how Liouville theory appears in the context of
string theory from the Polyakov action.
3.4 Non-critical string theory: From Polyakov to Liouville
action
The well known principle of general covariance allows us to establish that any quantum
field theory may be coupled to gravity. The result is an action of the form S[g,X]. The
fields Xµ are called “matter fields”, and as usual gαβ denotes the world-sheet metric.
At classical level, S[g,X] coupled to gravity in two dimensions is always a conformal
field theory, because the Liouville equation of motion implies that Tµµ = 0. In complex
coordinates this condition becomes Tzz = 0. However, at quantum level we study
correlation functions computed by using the path integral formalism. Thus, we are
interested in expressions of the kind
〈O1 . . .On〉 = 1
Z
∫ DgDX
VDiff
e−k
∫
R−µA−S[g,X]O1 . . .On. (3.46)
In this expression we have labelled by Oi the covariant operators and VDiff represents the
volume of the orbit of the diffeomorphism group. By using the usual conformal gauge,
defined as gαβ = e
φδαβ, Polyakov [12] showed that the initial matter-gravity theory
could be expressed as a tensor product of the Liouville theory and the matter theory
SMatter. Note that in order to use the conformal gauge, it is assumed that the original
matter theory is also conformally invariant. Otherwise the resulting theory could not
be a simple tensor product [28].
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Recalling that the Polyakov action is
SB =
1
4pi
∫
d2ξ
√
ggαβ∂αX
µ∂βXµ, (3.47)
where we fix the Regge slope α′ to be one. Additionally, we adopt the convention that the
first Greek letters α, β, . . . denote world-sheet coordinates and the middle ones µ, ν, . . .
space-time coordinates. Therefore, we will consider the Euclidean partition function 12
Z =
∫ DgDX
VDiff
e−SB [g,X]−
µ0
4pi
∫
d2ξ
√
g. (3.48)
Before we continue with the treatment of the latter partition function, it is important
to point out some things about the measures DX and Dg. First, the measure DX of
matter fields is determined by ∫
Dg δX e−||δX||2g = 1. (3.49)
In this equation we are denoting by ||δX||g to the norm of X fields. This norm is defined
as ||δX||2g =
∫
d2ξ
√
g(δX)2.
Such a measure remains invariant under the action of diffeomorphic transformations.
However, the same measure is not more invariant under conformal transformations be-
cause the exponential conformal factor spoils the linear behaviour of DgX. Fortunately,
as pointed out by Y. Nakayama [43], the non-trivial measure transformation under
conformal mappings is obtained by using some algebraic techniques developed by T.
Fujikawa et. al [14]. Following their results, we use such a measure transformation
DgX = e
cM
48pi
S˜L[φ]DĝX (3.50)
where S˜L is the Liouville action
13 and cM is the central charge of the matter sector.
On the other hand, the metric measure Dg is defined by:
1 =
∫
Dgδg e− 12 ||δg||2g (3.51)
||δg||2g =
∫
d2ξ
√
g(gαγgβλ + Cgαβgγλ)δgαβδgγλ (3.52)
A variation on the metric, say δg(x), has two contributions. The first is due to dif-
feomorphisms, and the second to Weyl invariance. Under an infinitesimal changes of
coordinates xα → xα + εα, reparametrization invariance gives rise to the metric varia-
tion δgαβ(x) = ∇αεβ(x) +∇βεα(x). In addition, local Weyl invariance contributes with
a variation of the metric tensor which is proportional to the local metric gαβ and the
12We arrive to this partition function after a Wick rotation.
13Note that we change σ → φ.
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variation of Liouville mode, this is δgαβ = gαβδφ. If both symmetries are present, the
total metric variation is
δgαβ = gαβδφ+∇αεβ(x) +∇βεα(x). (3.53)
We need to point out that in the definition of Dg, it was divided by the volume of the
space of diffeomorphisms VDiff. Because the infinitesimal change of coordinates can be
contemplated as a gauge transformation. Sometimes it is useful to contemplate this
space as the space of the vector fields εα(x) [17].
It is also important to point out that the value C in eq.(3.52) does not affect our results
[2] [8] [9] [17] [33].
Eq.(3.53) can be rewritten by adding and subtracting the term gαβ∇ · ε, thus we have
δgαβ = gαβ(δφ+∇ · ε) + (∇αεβ(x) +∇βεα(x)− gαβ∇ · ε). (3.54)
Here, we can redefine the Liouville mode to be δφ′ = δφ + ∇ · ε, thus the first term
is only related to conformal transformations. On the other hand, if we call by Eαβ to
∇αεβ(x) + ∇βεα(x) − gαβ∇ · ε, we realize that gαβEαβ = 0. Hence, it is describing a
space orthogonal to the metric. This fact allows us to rewrite eq.(3.52) as
||δg||2g =
∫
d2x
√
g
[
P(δφ(x))2 + EαβEαβ
]
, (3.55)
where P = 2(1 + 2C). Because of the Gaussian form of EαβEαβ in the metric norm,
it gives rise to a functional determinant, as is the case for QFT. The only remaining
dependence is on the Liouville mode φ. Therefore, it defines a measure Dφ. In this way,
we obtain the next contribution from both symmetries,
det [E ]Dφ. (3.56)
It is customary in QFT to write the functional determinant as a Gaussian functional
integral over fermionic variables. We follow this procedure and as usual call this Gaussian
integral as the ghost partition function. It is given by
det [E ] = Zghost =
∫
DbDc e−Sghost[b,c] (3.57)
The ghost action is
Sghost[b, c] =
1
2pi
∫
d2x
√
g bαβ∇αcβ (3.58)
where bαβ is symmetric and traceless.
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As we mentioned in the first part of the present chapter, we deal with a theory defined
on a sphere. For others topologies we would need to deal with a measure of the moduli
space
∫
moduli dµ(g). Hence, in the present case we do not deal with moduli.
In the same way as the matter fields, there is a transformation law of DgbDgc under the
conformal transformations g → eφĝ. Such a transformation is given by
DgbDgc = e− 2648pi S˜L[φ]DĝbDĝc. (3.59)
From now on we write D(gh) = DgbDgc for the ghost measure.
A non-trivial task is about the measure Dφ. From eq.(3.55), and after integrating the
Gaussian part, we can define the norm for the Liouville mode,
||δφ||2g = P
∫
d2x
√
g (δφ)2. (3.60)
Due to Weyl invariance in the total partition function, we observe that this norm gives
rise to a non-linear measure. Explicitly, we have, under a conformal transformation
g → eφĝ,
||δφ||2g = P
∫
d2x
√
ĝ eφ(δφ)2. (3.61)
Following the Distler-Kawai hypothesis [42], we change this non-linear measure to a
linear one by adding some additional terms which are proportional to those already
present in the action S˜L. We will use these additional terms to build our renormalized
Liouville action in the next section. Hence, this hypothesis allows us to change eq.(3.61)
to a linear norm,
||δφ||2g = P
∫
d2x
√
ĝ (δφ)2, (3.62)
which is obviously invariant under φ(x) → φ(x) + f(x), where f(x) is an arbitrary but
fixed function.
Now the total partition function has contributions coming from matter fields X, ghosts
bαβ, cα and the Liouville mode φ. Therefore, such a partition function is described as
Z =
∫
DgXDg(gh)Dgφ e−SB [X,g]−Sghost[b,c,g]. (3.63)
Under the conformal transformation g = eφĝ, and using eqs.(3.50), (3.59) we get the
next transformation for the total measure:
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DgXDg(gh)Dgφ = e
cM−26
48pi
∫
d2x
√
ĝ[ 12 ĝ
αβ∂αφ∂βφ+R̂φ]DĝXDĝ(gh)Dĝφ (3.64)
Thinking of a future renormalized theory, we introduce two local terms with dimensional
coupling constants Λ and Γ. They make up the action Sgrav[g] which depends on the
metric g only. In fact, this action could have many other local terms, which could
be powers of the scalar of curvature R. However, these terms have some problems in
defining the theory [17]. Therefore, we only take into account the first two terms
Sgrav[g] = Λ
∫
d2x
√
g + Γ
∫
d2x
√
gR(x) (3.65)
where the first term is identified as the cosmological term. By appealing to the Gauss-
Bonnet theorem we find that the second term is a topological invariant term, thus for
the sphere this term does not contribute.
After this analysis the final form of the total partition function is
Z =
∫
DĝXDĝ(gh) e−SB [X,ĝ]−Sghost[b,c,ĝ]
∫
Dĝφ e
cM−26
48pi
∫
d2x
√
ĝ[ 12 ĝ
αβ∂αφ∂βφ+R̂φ+Λe
φ]︸ ︷︷ ︸
Liouville Partition function
(3.66)
This is the way Liouville theory arises in the context of non-critical string theory cM 6=
26. Liouville partition function is given by the last term in eq.(3.66).
3.5 Quantum Liouville Theory
In this section we analyse the quantum aspects of Liouville theory. Quantum Liouville
Theory was extensively studied because its connection to non-critical String Theories [2]
[12] [13] [15] [17] [18]. As we stated in the previous section, Quantum Liouville Theory
is also viewed as the quantum theory of the world-sheet. Here we follow the notation
given in [15] [23].
To start, let us recall our Liouville action obtained from eq.(3.66),
SL =
26− cM
48pi
∫
d2x
√
ĝ
[
1
2
ĝαβ∂αφ∂βφ+ R̂φ+ Λe
φ
]
. (3.67)
As already mentioned, the Distler-Kawai hypothesis states that we can get a linear
measure Dφ by adding additional terms of the type presented in eq.(3.67). Thus, the
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renormalized Liouville action is given by
SL[φ] =
1
8pib2
∫
d2x
[
1
2
ĝαβ∂αφ∂βφ+ qR̂φ+ λ e
φ
]
. (3.68)
We change our notation to the one commonly used in general literature. First, we
rewrite the field φ as 2bφ and define the constants Q = q/b and µ = λ/(8pib2). With
these definitions the Liouville action becomes
SL =
1
4pi
∫
d2x
√
ĝ
[
ĝαβ∂αφ∂βφ+QR̂φ+ 4piµe
2bφ
]
. (3.69)
Here, the conformal factor relating the reference metric and the physical metric is e2bφ.
Therefore, the usual expression relating to conformal metrics is given by
gαβ = e
2bφĝαβ. (3.70)
The reference metric ĝ is just an auxiliary one. In other words, it can be chosen at
will. As pointed out by A. and Al. Zamolodchikov [17], the physical results should not
depend on what choice we make. Such a statement is called background independence.
Using the background independence we derive a relation between the parameters Q and
b defined above. To get that relation we start redefining the reference metric ĝ. This
is made by using a conformal transformation. In this case our conformal factor has the
same form as in eq.(3.70), but the function σ = 2bφ changes. We label the new exponent
of the conformal factor as σ˜. Thus, we define
ĝαβ = e
σ˜ g˜αβ. (3.71)
It is useful to analyse this problem in two parts. First, we treat the case µ = 0. Addi-
tionally, we take into account the well known relation between the scalars of curvature√
ĝ R̂ =
√
g˜ (R˜−∆[g˜]σ˜). By replacing this curvature relation and eq.(3.71) into eq.(3.69),
we obtain
SL[e
σ˜ g˜, φ̂]|µ=0 = 1
4pi
∫
d2ξ
√
g˜
[
g˜αβ∂αφ̂∂βφ̂+QR˜φ̂− Q
2
2
(
R˜σ˜ +
1
2
g˜αβ∂ασ˜∂βσ˜
)]
(3.72)
where φ̂ = φ+ (Q/2) σ̂. Due to the Distler-Kawai hypothesis, the measure associated to
φ is invariant under this shift, Dφ = Dφ̂. In the derivation of eq.(3.66) we saw that under
a conformal transformation in the integrand of the partition function there appeared an
exponential term whose power is proportional to Liouville action. We apply the same
argument here, but now with the conformal transformation ĝαβ = e
σ˜ g˜αβ. Thus, under
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conformal transformations this measure transforms as
Dĝφ = e
1
48pi
∫
d2x
√
g˜[ 12 g˜
αβ∂ασ˜∂β σ˜+R˜σ˜]Dg˜φ. (3.73)
Combining eqs.(3.66), (3.72) and (3.73) we get,
exp
{
cM − 26 + 1 + 6Q2
48pi
∫
d2x
√
g˜
[
1
2
g˜αβ∂ασ˜∂βσ˜ + R˜σ˜
]}
. (3.74)
The requirement of background independence is satisfied if cM − 26 + 1 + 6Q2 = 0. This
leads us to the relation
Q2 =
25− cM
6
. (3.75)
Now, we return to µ 6= 0. In this case, we need to take into account the term
µ
∫ √
ĝe2bφd2x. Under a conformal transformation ĝ(x)→ g˜(x) there are three different
sources which contribute to this term. The first comes from
√
ĝ = eσ˜
√
g˜. (3.76)
Our second source is due to the shift φ̂→ φ+ (Q/2)σ˜. We have:
e2bφ = e−bQσ˜e2bφ̂ (3.77)
Finally, due to the Distler-Kawai hypothesis, we know that all terms have to be renor-
malized, as in eq.(3.68), by adding a proportional term to the ones already present
there. In this way, the exponential part of the action has an additional dependence on
the background metric [
e2bφ
]
ĝ
= eb
2σ˜
[
e2bφ
]
g˜
. (3.78)
From eqs.(3.76), (3.77) and (3.78), we obtain for the exponential term
µ
∫
d2x e(1−bQ+b
2)σ˜e2bφ. (3.79)
In order to maintain this term invariant, we obtain the famous relation between Q and
b,
Q = b+
1
b
. (3.80)
We may also say that Q and b are related in this way to ensure background independence.
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3.5.1 Liouville energy-momentum tensor
The energy momentum tensor in Liouville theory is defined as usual by
Tµν = − 4pi√
g
δSL
δgµν
. (3.81)
In order to find the expression for the energy-momentum tensor in Liouville theory, we
separate this action in three parts and use eq.(3.81) to calculate this tensor.
From eq.(3.69), we have
SL = S1 + S2 + S3 (3.82)
where
S1 =
1
4pi
∫
d2x
√
g gαβ∂αφ∂βφ (3.83)
S2 =
Q
4pi
∫
d2x
√
gRφ (3.84)
S3 = µ
∫
d2x
√
ge2bφ. (3.85)
We will consider each contribution to the energy-momentum tensor separately.
3.5.1.1 The free Field S1
It is easy to see that this is a free field action for φ. We use the fact that the path
integral of a functional derivative vanishes, leading to the standard result:
〈φ(x)φ(x′)〉 = −1
2
log |x− x′|2. (3.86)
It is possible also to express this relation in complex coordinates,
〈φ(z)φ(w)〉 = −1
2
log |z − w|. (3.87)
where z = x1 + ix2, z = x1 + ix2 and w = x
′
1 + ix
′
2, w = x
′
1 + ix
′
2. We will use this result
later.
We recall the well known variation of the metric tensor,
δg = g gαβδgαβ, (3.88)
or, by using gαγgγβ = δ
α
β , we obtain δg = −g gαβδgαβ.
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Combining eqs.(3.81), (3.83) and (3.88), it is easy to obtain
Tαβ =
1
2
δαβ(∂φ)
2 − ∂αφ∂βφ. (3.89)
3.5.1.2 The curvature term S2
In a naive derivation of Liouville energy-momentum tensor, we could chose the flat
conformal gauge first, and later to compute Tαβ. However, if we proceed in this way,
we will lose a contribution from the curvature term φδR. To see this, we need some
identities from Differential Geometry.
The Christoffel symbols and the Riemann curvature tensor, using the Levi-Civita con-
nexion, are given by
Γµνλ =
1
2
gµγ (∂νgγλ + ∂λgγν − ∂νλ) , (3.90)
Rαµβν = ∂βΓ
α
µν − ∂µΓαβν + ΓατβΓτµν − ΓατνΓτµβ. (3.91)
In addition, the Ricci tensor is defined as Rαµαν . Other useful identities involving Γ
α
µν
are
Γααλ = ∂λ(log
√
g), (3.92)
gαβΓµαβ = −
1√
g
∂ν(g
µν√g). (3.93)
The next step is to analyse the variation of R. Due to R = gαβRαβ, we have δR =
δgαβ R + gαβδRαβ. Nonetheless, because the first term of δR involves derivative of g,
they will vanish after taking the flat limit case. Hence, we only consider the second
term, δR = gαβδRαβ. Now, we recall that Rαβ = R
µ
αµβ, thus we have from eq.(3.91) for
the Ricci tensor,
gαβRαβ = g
αβ∂µΓ
µ
αβ − gαβ∂αΓµµβ + ΓµλµgαβΓλαβ − gαβΓµλβΓλαµ. (3.94)
We need to keep in mind that at the end of this calculation we use the conformal flat
gauge. We have to be aware that we are using a normal coordinate system. Because of
this normal coordinate system, the last two terms in eq.(3.94) disappear. Taking this
reasoning into account and using eqs.(3.92), (3.93), the last equation is reduced to
gαβδRαβ = ∂λ(g
αβδΓλαβ − gαλΓγβγ). (3.95)
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Hence, we are able to compute this curvature contribution to the energy-momentum
tensor,
δS1 =
Q
4pi
∫
d2x
√
g φ δR (3.96)
=
Q
4pi
∫
d2x
√
g φ ∂λ(g
αβδΓλαβ − gαλΓγαγ) (3.97)
=
Q
4pi
∫
d2x
√
g (∂λφ) δ
(
1√
g
∂γ(g
λγ√g) + gλα∂α(ln√g)
)
(3.98)
=
Q
4pi
∫
d2x
√
g (∂λ∂γφ)δg
λγ +O(∂g). (3.99)
Finally, the flat conformal gauge causes O(∂g)→ 0, we get
Tαβ = Q∂αφ∂βφ. (3.100)
3.5.1.3 The exponential term S3
In order for Liouville action to remain invariant under a conformal transformation, we
found that the parameters Q and b are related by the expression Q = b + 1/b, as in
eq.(3.80). This duality between Q and b ensures that the exponential term in S3 should
not depend on what choice of field φ we make. In particular, if we choose φ  0 the
exponential contribution e2bφ turns off. It means the exponential term S3 does not
contribute to the energy-momentum tensor.
Finally, we are able to combine the contributions from S1, S2 and S3 to build the energy-
momentum tensor. From eqs.(3.89) and (3.100), we have in a general background metric
gαβ
Tαβ =
1
2
δαβ(∂φ)
2 − ∂αφ∂βφ+Q∂αφ∂βφ. (3.101)
Considering the flat metric expressed in complex coordinates which is described in
eq.(3.16), we have for Tzz, Tz z, Tz z and Tz z,
Tz z = −∂
2φ
∂z2
+Q(
∂φ
∂z
)2, (3.102)
Tz z = −∂
2φ
∂z2
+Q(
∂φ
∂z
)2, (3.103)
Tz z = Tz z = 0. (3.104)
3.6 The central charge cL
As we saw in Chapter 2, the central charge is one of the most important objects in CFT
due to its direct relation with the Virasoro algebra. Here, we are interested in computing
Chapter 3. Liouville Theory 51
the Liouville central charge. This central charge is usually denoted by cL.
We thus compute the OPE TzzTww. In this order, we use the free field correlator given
in eq.(3.87) and replace it into eq.(3.102). Thus, we have
TzzTww =
[
−∂
2φ(z)
∂z2
+Q(
∂φ(z)
∂z
)2
] [
−∂
2φ(w)
∂w2
+Q(
∂φ(w)
∂w
)2
]
(3.105)
=
(
1
2
+ 3Q2
)
1
(z − w)4 + . . . , (3.106)
where dots mean non-singular terms as usual. By comparing with eq.(2.109), we find
cL = 1 + 6Q
2. (3.107)
Based on Polyakov partition function we get a total central charge placed in front of
Liouville’s contribution equal to cM − 26. Hence, this anomalous contribution from the
central charge could disappear if we take cM = 26. It gives rise to the so called critical
String Theory. On the other hand, if cM 6= 26 we need to be careful because of the
contribution of the Liouville action in the Polyakov partition function. However, are we
doomed to have a non-vanishing central charge? To see this better let us to take into
account all central charge contributions that come from the matter, ghosts and Liouville
sector, thus we observe that
cTot = cM − 26 + cL. (3.108)
By replacing eqs.(3.75) and (3.107) into (3.108) we obtain that the total central charge
vanishes. Therefore, we do not have this anomalous term anymore.
3.7 Liouville primary fields e2αiφ
In addition to eq.(3.105), we usually analyse another important OPE, the operator
product between the energy momentum tensor and the primary fields of the concerned
theory.
Are the fields φ in Liouville theory primaries? To answer this question we need to
remember that a primary field has a well defined transformation law under an arbitrary
coordinate transformation, say z → w. This transformation law was studied in Chapter
2. Nonetheless, in order to maintain conformal invariance in Liouville action we find
that the field φ transforms as
φ(w,w) = φ(z, z)− Q
2
ln
∣∣∣∣∂w∂z
∣∣∣∣2 . (3.109)
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It is easy to see that such a field does not have a suitable behaviour to be a primary
field. However, due to the logarithmic term in the right hand side of eq.(3.109), we
consider an exponential expression of φ which could have a more suitable behaviour. In
fact, we define Liouville primary fields also called vertex operator as e2αiφ(z,z), where
i = 1, 2, . . . . From eq.(3.109) we can arrive at the transformation law
e2αiφ(w,w) =
(
∂w
∂z
)−αiQ(∂w
∂z
)−αiQ
e2αiφ(z,z) (3.110)
and thus define our primary fields as such exponential functions. In addition, from
eq.(3.110) we can infer that the classical holomorphic and anti-holomorphic conformal
dimensions are given by αQ. From now on, instead h and h, we use the usual notation
for conformal dimensions ∆ and ∆ [17] [15]. Hence, the last statement means ∆class =
∆class = αQ.
It is interesting to compare the classical conformal dimensions with its quantum coun-
terpart. We analyse the OPE between Tzz with e
2αφ(w) (despite the sub-index i from
αi), in the same way as we did in Chapter 2. We have,
Tzze
2αφ(w) =
[
−(∂φ
∂z
)2 +Q
∂2φ
∂z2
][ ∞∑
k=0
(2α)k
k!
φk(w)
]
= −
[
−(2α)2
(
− 1
2(z − w)
)2
+
Qα
(z − w)2
] ∞∑
k=0
(2α)k
k!
φk(w) + . . .
=
α(Q− α)
(z − w)2 e
2αφ(w) + . . . (3.111)
To arrive from the first to the second line, we have used eq.(3.87). Therefore, in contrast
to ∆class = αQ analysing eq.(3.111) we get that the quantum conformal dimension is
given by
∆i = αi(Q− αi). (3.112)
In this last expression we come back to label Liouville operators by i = 1, 2, . . . .
On the other hand, if we consider the exponential term in Liouville action and apply
the latter result on the conformal dimension, it is easy to see that we get ∆b = b(Q− b).
Now, considering that this term is placed into the Liouville action, to be integrated
correctly with the surface term it must have a conformal dimension ∆b = 1, because of
the definition eq.(2.42). Therefore, we have b(Q− b) = 1 and thus it is straightforward
to obtain the well known relation:
Q = b+
1
b
. (3.113)
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Liouville three point function
4.1 Liouville correlation functions
In Chaper 3 we already pointed out that the structure of Liouville primary operators
are given by exponential functions. Classically, these operators have the following trans-
formation law
e
2αφ
′
(z
′
,z
′
) =
(
∂w
∂z
)−αQ(∂w
∂z
)−αQ
e2αφ(z,z) . (4.1)
We denote these operators as Vα ≡ e2αφ(z,z) . We find that Vα is a conformal operator
with classical conformal weights ∆class = ∆class = αQ. The constant α is called the
Liouville momentum. Surprisingly, such weights change in the quantum case. In other
words, conformal weights are modified by the introduction of radial quantization. This
fact can be seen clearly from the OPE between e2αφ(z,z) and the energy-momentum
tensor Tzz, as done in Chapter 2. Quantum conformal weights are modified by a factor
of −α2, that is,
∆ = ∆class − α2, (4.2)
∆ = ∆class − α2. (4.3)
Thereby, Liouville quantum conformal weights are given by the expressions
∆ = α(Q− α), (4.4)
∆ = α(Q− α). (4.5)
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We now consider correlation functions in Liouville theory by using the path integral
formulation of QFT. Such correlation functions are defined as [17] [2]
〈
e2α1φ(z1,z1) ...e2αnφ(zn,zn)
〉
≡
∫
Dφc e−SL
n∏
i=1
exp (2αiφ(zi, zi)) . (4.6)
We can also write Vα(z, z) = e
2αφ(z,z) [17] and thus obtain
〈Vα1(z1, z1)...Vαn(zn, zn)〉 ≡
∫
Dφ e−SL
n∏
i=1
exp (2αiφ(zi, zi)) . (4.7)
Following [20], for purposes of calculation it is useful to label eq.(4.7) as HN (xI , αI).
Additionally, we will rewrite φ by φ˜. Hence, eq.(4.6) or eq.(4.7) are rewritten as
HN (xI , αI) =
〈
N∏
I=1
e2αI φ˜(xI )
〉
=
∫
Dφ˜ e−SL+2
∑N
I=1 αI φ˜(xI ) , (4.8)
where SL is given by eq.(3.69). Later on, we will compute this function explicitly for
N = 3, which means computing the Liouville three-point function. Such a correlator was
derived independently for the first time by H. Dorn & H. Otto [25] and A. Zamolodchikov
& Al. Zamolodchikov [23], for this reason that expression is also called the DOZZ
formula.
4.2 Computing Liouville N - point functions
4.2.1 Coulomb gas method
The Coulomb gas method is the usual way to compute correlation functions in Liouville
theory. Shortly we will explain this method and how it is applied.
From eq.(3.69), we realize that the basic problem for computing correlation functions
will be to find a way to deal with the exponential function arising from Weyl invariance
µe2bφ. Such a term could be contemplated as a kind of exponential potential. The
Coulomb gas method consists of expanding such an exponential term, which is placed
within the path integral, as an infinite sum,
HN =
∫
Dφe−
∫
d2z
√
gµe2bφ ... =
∑
s
(−µ)s
s!
∫
Dφ
(∫
d2z
√
gµe2bφ
)s
... =
∑
s
HsN .
(4.9)
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It is therefore possible to extract the familiar expression (−1)s/s!, which is nothing but
the pole of the Gamma function Γ(z) at z = −s. Poles are important for two reasons.
First, the remnant part of the correlator is raised to powers of s, thus s ∈ N. Hence
we must deal with the poles of the Gamma function. The second reason lies in the fact
that we are dealing with a two dimensional theories which is isomorphic to the complex
plane, where the residue theorem is a beautiful cornerstone. In fact, it was proposed by
several authors [17] [23] [25] [20] [43] [45] [46] (we will also adopt this statement) that
at the end of the computation of the Liouville N -point function, the following relation
holds:
Res(
∑
s=(Q−∑I αI)/b
HN ) = HsN . (4.10)
The left hand side is the residue of the entire correlator HN evaluated at the poles
s = (Q −∑I αI)/b, while the right hand side is the sth of the expansion of HN as
an infinite sum, such a expansion arises because the exponential potential is Taylor
expanded.
In contrast to the Coulomb gas method, L. O’Raifeartaigh, M. Pawlowski, and V. Sreed-
har (OPS) [20] proposed a novel way to perform this computation. Instead of expanding
the exponential potential as an infinite sum, they used the Sommerfeld-Watson trans-
form [26]. We follow this path to compute the Liouville three point function and call it
the OPS method.
4.2.2 The OPS method
In Chapter 3 we concluded that to maintain conformal invariance on the quantum side of
Liouville theory, it is required that the holomorphic conformal dimension eq.(4.4) of the
exponential term in the Liouville action SSL must be equal to 1. In this way a relation
between Q and b could be derived. Let us recall that expression:
Q = b+
1
b
. (4.11)
From this relation it is easy to see that Q is invariant under b −→ 1/b. Hence, this
invariance makes reference to a type of quantum duality within Liouville theory, which
is not present in the classical regime. Such a duality makes its second appearance in the
fact that conformal weights are invariant with respect to the transformation
α −→ (Q− α). (4.12)
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An immediate consequence of this duality is that there are two primaries of the form
e2αφ, for each conformal weight ∆. That is, using eq.(4.4), we obtain
α1,2 =
Q±
√
Q2 − 4∆
2
, (4.13)
as well as another analogous relation for its anti-holomorphic counterpart.
O’Raifeartaigh et. al [20] used this fact to re-derive the DOZZ formula in a slightly
different way as compared to the traditional one, which usually uses the Coulomb gas
method. They argued that the lattice of poles, which appears in the DOZZ formula, has
a quantum origin in the duality given by eq.(4.13). Such a duality is introduced within
Liouville theory through the insertion of another exponential potential of the form e2
1
b
φ.
However, this is not the first time where such an idea is used, in fact there are previous
works which deal with a double potential theory, we cite [27] for example.
Following [20], we re-derive the DOZZ formula. In this process we will find some sub-
tleties to be highlighted.
To begin with, we want to get a compact expression for the N - point function. As
stated above, we consider not only contributions from the potential µe2bφ˜, but also
contributions from µe2
1
b
φ˜ [20] [21]. Therefore, for purposes of calculation, we write these
potentials as Wb and W 1
b
:
Wb = µbe
2bφ˜, (4.14)
W1/b = µ 1
b
e2
1
b
φ˜. (4.15)
Moreover, in a two dimensional compact 1 Riemann surface it is possible to separate the
field φ˜(x) as the sum of two pieces φ0 and φ(x) [49]. In this way for the field φ˜(x) we
have:
φ˜(x) = φ0 + φ(x). (4.16)
In eq.(4.16), φ0 is called the zero mode and the other field φ(x) belongs to the Kernel
of the scalar Laplacian operator ∇2. Hence, φ0 is understood as a constant field, while
φ(x) generates the space of functions orthogonal to the Kernel. This means,
∇2φ0 = 0 ;
∫
d2x φ(x) = 0. (4.17)
1Recall that this surface was “compacted” with the insertion of infinity positive metrics on its punc-
tured points.
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On the other hand, from eq.(4.16) we have the following relation between the measures
of φ˜(x), φ0 and φ(x) [21] [43] [49],
Dφ˜ = Dφ0Dφ(x), (4.18)
where we are also using the fact that all measures in Liouville theory are linear (see
Chapter 3).
By taking into account the insertion of the dual potential W1/b, we have for the Liouville
action:
SL =
1
4pi
∫
d2x
√
ĝ
[
ĝαβ∂αφ∂βφ+QR̂φ+ 4piµbe
2bφ + 4piµ1/be
2( 1
b
)φ
]
. (4.19)
Now, we insert eq.(4.16) into eq.(4.19) and obtain
SL =
1
4pi
∫
d2x
√
ĝ φ∆φ(x) +QR̂(φ0 + φ(x))
+ 4piµbe
2b(φ0+φ(x)) + 4piµ1/be
2( 1
b
)(φ0+φ(x)), (4.20)
where we dropped the surface term coming from the kinetic part and rewrote the Lapla-
cian operator ∇2 as
∆ = − 1√
ĝ
∂α(
√
ĝ ĝαβ ∂β). (4.21)
For simplicity we relabel µ1/b = µb˜ in eq.(4.20), from now on. Thus, we write for the
exponential potentials
Ub =
∫
d2x
√
ĝ µbe
2bφ(x) , and U
b˜
=
∫
d2x
√
ĝ µ
b˜
e2(
1
b
)φ(x) . (4.22)
After replacing eq.(4.22) into eq.(4.20) we realize that the following potentials Ub e
2bφ0 ,
U
b˜
e2(
1
b
)φ0 are now part of the Liouville action. In this way, eq.(4.20) becomes:
SL =
1
4pi
∫
d2x
√
ĝφ(x)∆φ(x) +
1
4pi
∫
d2x
√
ĝ QR̂φ0︸ ︷︷ ︸
Gauss-Bonnet term
+
1
4pi
∫
d2x
√
ĝ QR̂ φ(x)︸ ︷︷ ︸
Coupling to the curvature
+ Ub e
2bφ0 + U
b˜
e2(
1
b
)φ0 . (4.23)
The Gauss-Bonnet term has this name because when we separate Q and φ0 out of the
integrand, we still have a remnant contribution
∫
d2x
√
ĝR̂. Such expression is part
of the well known mathematical statement called the Gauss-Bonnet Theorem. Such a
theorem states that the total curvature over a surface Σ is characterized completely by
a topological invariant quantity called the Euler characteristic χΣ . This theorem is
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explicitly written as: ∫
Σ
d2x
√
ĝR̂ = 4piχΣ. (4.24)
For a space topologically equivalent to a 2-sphere, χsphere = 2. In consequence,
∫
d2x
√
ĝR̂
only contributes with a constant factor.
Taking into account eqs.(4.18),(4.22) and (4.24), HN (xI , αI) becomes
HN (xI , αI) =
∫
Dφ0e−2Qφ0+2
∑
I αIφ0
∫
Dφ(x) e−Ube
2bφ0
e−Ub˜e
2( 1
b
)φ0 × (4.25)
exp
{
−
∫
d2x
√
ĝ
[
1
4pi
φ(x)∆φ(x) +
Q
4pi
R̂φ(x)
]
+ 2
∑
I
αIφ(xI)
}
.
As mentioned in subsection 4.2.1, in the context of conformal theories, the so called
Coulomb gas expansion is usually used to solve this type of path integrals.
Instead, the OPS method makes use of the Sommerfeld-Watson transform [20] of the
exponential function, which is expressed in the parameter space s as:
et =
1
2pii
∫ ∞
−∞
ds
(−t)is
Γ(1 + is)
pi
sinh(pis)
. (4.26)
It is worth commenting that in contrast to the Coulomb gas expansion, where singular-
ities are not obvious because they are placed within Ub and Ub˜, the Sommerfeld-Watson
transform has manifest singularities in the denominator.
Additionally, we use the following notation
Θ = Q−
∑
I
αI , (4.27)
in eq.(4.25). Such a term forms part of the exponential part of HN (xI , αI) associated
to the zero mode φ0. That exponential factor is
e−2Θφ0 . (4.28)
The field φ has a smooth behaviour over the sphere or a topologically equivalent surface,
except at its punctured points. The field φ near such points have the following expression
[17] [23] [25] [18] [43]
φi(z, z) = −2Q log |z − zi|, (4.29)
where zi are the punctured points. These points produce an important restriction relat-
ing Θ and αI . In order to see it let us replace eq.(4.29) into eq.(4.28), we have
e−2Θφi = |z − zi|4QΘ. (4.30)
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The expression above shows how the field φi behaves near the punctures. In particular,
we compute eq.(4.30) for the zero mode φ0. It is easy to see from eq.(4.25) that the
constraint of Θ is a consequence of the integral over the zero mode. From eq.(4.30) and
the requirement that the zero mode integration has to be finite, we obtain
Θ > 0. (4.31)
By using eq.(4.27), we must have
Q−
∑
I
αI > 0. (4.32)
The equation (4.32) is obtained in a different manner in [17] [15]. Following [20] we
replace eq.(4.26) into eq.(4.25) and perform the analytic continuation Θ −→ iΘ. There-
fore, we get for HN (zI , αI) the functional integral:
HN (zI , αI) = −1
4
∫
Dφ0Dφd s d l e
−2i(Θ−b s− l
b
)φ0
sinh(pis) sinh(pil)
(Ub)
is
Γ(1 + is)
× (4.33)
(U
b˜
)il
Γ(1 + il)
× exp
{
−
∫
d2z
√
g(z)
[
1
4pi
φ∆φ+
Q
4pi
R̂φ
]
+ 2αIφ(zI)
}
.
In order to evaluate eq.(4.33), we define FN (b, b˜;αI ; is, il) as
FN (b, b˜;αI ; is, il) =
∫
Dφ (Ub)
is
Γ(1 + is)
(U
b˜
)il
Γ(1 + il)
×
exp
{
−
∫
d2z
√
g(z)
[
1
4pi
φ∆φ+
Q
4pi
R̂φ
]
+ 2αIφ(zI)
}
.
(4.34)
Therefore, eq.(4.33) becomes
HN (zI , αI) = −1
4
∫
Dφ0 d s d l e
−2i(Θ−bs− l
b
)φ0
sinh(pis) sinh(pil)
FN (b, b˜;αI ; is, il). (4.35)
Our next step will be computing the integral over the zero mode φ0. This integration
gives rise to a delta function δ2(Θ− bs− (1b )l). Hence, eq.(4.35) becomes
HN (zI , αI) = −1
8
∫
d s d l
δ2(Θ− bs− (1b )l)
sinh(pis) sinh(pil)
FN (b, b˜;αI ; is, il). (4.36)
We must point out that to compute eq.(4.35), the values of is and il are restricted to
be integers, m and n respectively, otherwise it is not possible to compute that integral
for the general case [20].
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Substituting eq.(4.22) into eq.(4.34), it is easy to obtain
FN (b, b˜;αI ; is, il) =
µmb µ
n
b˜
m!n!
∫ m∏
i=1
d2xi
√
g(xi)
n∏
r=1
d2yr
√
g(yr)J ([φ]), (4.37)
where
J ([φ]) =
∫
Dφe−
∫
d2z
√
g(φ ∆
4pi
φ+ Q
4pi
R̂(z)φ)−2∑NI=1 αIφ(zI)−2∑mi=1 bφ(xi)−2∑Nr=1 1bφ(yr). (4.38)
Some terms of eq.(4.38) are transformed by applying the basic property of delta functions∫
φ(y)δ(x− y) = φ(x). Thus, we have
2
N∑
I=1
αIφ(zI) =
∫
d2z
√
g(
N∑
I=1
2αI√
g
δ2(z − zI))φ(z), (4.39)
2
m∑
i=1
b φ(xi) =
∫
d2z
√
g(
m∑
i=1
2b√
g
δ2(z − xi))φ(z), (4.40)
2
n∑
r=1
1
b
φ(yr) =
∫
d2z
√
g(
n∑
r=1
2
b
√
g
δ2(z − yr))φ(z). (4.41)
If we replace eqs.(4.39), (4.40) and (4.41) into eq.(4.38), it is not difficult to obtain
J ([φ]) =
∫
Dφ exp
{
−
∫
d2z
√
g
[
φ
∆
4pi
φ+ jφ
]}
, (4.42)
where we have introduced a source j(z). This function is given by
j(z) =
Q
4pi
R̂(z)−
N∑
I=1
2αI√
g
δ2(z − zI)−
m∑
i=1
2b√
g
δ2(z − xi)−
n∑
r=1
2
b
√
g
δ2(z − yr). (4.43)
Hence, eq.(4.42) can be seen as a Gaussian path integral. In order to compute it, we
define the functional inner product 〈 , 〉 as
〈ψ,Aξ〉 =
∫
d2z
√
g(z)ψ(z)Aξ(z), (4.44)
where A is an arbitrary operator. Thus, we can rewrite eq.(4.42) as
J ([φ]) =
∫
Dφ e{−( ∆4pi )〈φ+ 12 ( ∆4pi )−1j,φ+ 12 ( ∆4pi )−1j〉+〈 12 ( ∆4pi )−1j, 12 ( ∆4pi )−1j〉}, (4.45)
=
∫
Dφ e−( ∆4pi ){〈φ+ 12 ( ∆4pi )−1j,φ+ 12 ( ∆4pi )−1j〉}e( ∆4pi ){〈 12 ( ∆4pi )−1j, 12 ( ∆4pi )−1j〉}.
It is easy to see from the latter equation that only the first exponential term is a func-
tional of φ. Therefore, the second exponential factor could be put out of the functional
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integral. We have
J ([φ]) = 1√
det( ∆4pi )
× exp
{
(
∆
4pi
)
〈
1
2
(
∆
4pi
)−1j,
1
2
(
∆
4pi
)−1j
〉}
. (4.46)
As in QFT we identified the inverse of ∆, as the Green function G(x, y). This fact arises
from the Green equation,
∆G(x, y) =
pi√
g
δ2(x, y). (4.47)
In operator form, we can build from eq.(4.47) the Green function G(x, y) as follows
G(x, y) =
pi√
g
1
∆
,
√
g G(x, y) =
1
4
(
∆
4pi
)−1. (4.48)
From eq.(4.48). we observe in eq.(4.46) that the exponent could be written as〈
1
2
j,
1
2
(
∆
4pi
)−1j
〉
=
∫
d2z
√
g(z)
∫
d2z′
√
g(z′)j(z)G(z, z′)j(z′), (4.49)
and finally eq.(4.46) becomes,
J ([φ]) = 1√
det( ∆4pi )
× e
∫
d2z
√
g(z)
∫
d2z′
√
g(z′)j(z)G(z,z′)j(z′). (4.50)
Replacing eq.(4.50) into eq.(4.37),
FN (b, b˜;αI ;m,n) =
µmb µ
n
b˜
m!n!
1√
det( ∆4pi )
∫ m∏
i=1
d2xi
√
g(xi)
n∏
r=1
d2yr
√
g(yr)
×e
∫
d2z
√
g(z)
∫
d2z′
√
g(z′)j(z)G(z,z′)j(z′), (4.51)
and by substituting the currents j(z), j(z′) into eq.(4.51), we get:
FN (b, b˜;αI ;m,n) =
exp
{
Q2
16pi2
∫
d2z
√
g(z)
∫
d2z′
√
g(z′)R̂(z)G(z, z′)R̂(z′)
}
√
det( ∆4pi )
×
µmb µ
n
b˜
m!n!
exp

N∑
I 6=J
4αIαJG(zI , zJ)

exp
{
−2Q
N∑
I=1
αIP (zI)
}
× IN . (4.52)
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Functions P (z) and IN are defined in eq.(4.52) and are given as:
P (z) =
1
pi
∫
d2z′
√
g(z′)G(z, z′)R̂(z′), (4.53)
IN (b, b˜;αI ;m,n) =
∫ m∏
i=1
d2xi
√
g(xi)e
−2bQP (xi)
∫ n∏
i=1
d2yr
√
g(yr)
e−2
1
b
QP (yr) × e[Gb(xi,x)+Gb˜(yr,y)+8G(xi,yr)]. (4.54)
Additionally, Gb, Gb˜ are defined as:
Gb(xi, x) = 8b
N∑
I=1
αIG(xi, zI) + 4b
2
m∑
j=1
G(xi, xj), (4.55)
G
b˜
(yr, y) = 8
(
1
b
) N∑
I=1
αIG(yr, zI) + 4
(
1
b
)2 n∑
s=1
G(yr, ys). (4.56)
O’Raifeartaigh et. al [20] points out that the factor proportional to Q2 placed in front
of the integral eq.(4.52) gives rise to the contribution 1 + 6Q2 which is the central
charge of the Virasoro algebra in Liouville theory, as mentioned before. Moreover, the
denominator is a functional determinant which comes from the integration over the zero
mode. All these factors do not play any other role in our calculations. Thus, to simplify
our computation we drop them.
Let P (z) be expressed in conformal coordinates, thus it could be reduced to (see Ap-
pendix A ),
P (z) −→ 1
2
ln
√
g(z). (4.57)
On the other hand, the Green function G(x, y) defined in eq.(4.47), has a singular
ultraviolet behaviour. It means that this function becomes divergent when its points
are infinitesimally close. This fact can be seen from the next expression for the Green
function [20]
G(x, y) = −1
2
ln
|x− y|
Λ
, (4.58)
where the parameter Λ is a dimensional cut-off (do not confuse this with the cosmological
constant introduced in the classical Liouville action). When we want to evaluate what
happens to G(x, y) as x→ y, the introduction of Λ as a renormalization scale is useful.
Therefore, limx→y G(x, y) becomes G(x, x)R0 . The renormalized Green function as x→ y
is given by (see Appendix B)
G(xi, xi)
R
0 =
1
4
ln
√
g(xi). (4.59)
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where i = 1, 2. By inserting eqs.(4.57), (4.59) into eq.(4.54), it is not difficult to show
that this integral could be written in conformal coordinates as
IN (b, b˜;αI ;m,n) =
∫ m∏
i=1
d2xi
√
g(xi)
βb
∫ n∏
i=1
d2yr
√
g(yr)
β
b˜
×e
[
GRb (xi,x)+GRb˜ (yr,y)+8G(xi,yr)
]
, (4.60)
where βb = 1 − Qb + b2 and βb˜ = 1 − Q(1b ) + (1b )2. Therefore, since Q = b + 1/b, βb
and β
b˜
must be equal to zero. This result could also be obtained by appealing to the
constraints imposed by Weyl invariance.
Constraints imposed by Weyl Invariance
Weyl symmetry offers a good way to impose constraints in eq.(4.60). To see this, we
perform a Weyl transformation
√
g −→ e2αϕ√g, (4.61)
where e2αϕ is our conformal factor. In order to simplify our calculation, we represent
the conformal factor by Ω = e2αϕ. By using this convention, we have to figure out how
the function IN transforms under Weyl transformations; it is easy to realize that the
contributions to the integral come from
√
g(xi)
βb
and
√
g(yr)
β
b˜ . Hence, IN transforms
as:
IN −→ Ωmβb+nβb˜IN . (4.62)
However, this factor can be reabsorbed into the dimensional parameters µb and µb˜ by
imposing the suitable scaling
µb −→ Ω−βbµb and µb˜ −→ Ω−βb˜µb˜. (4.63)
Analysing eqs.(4.62) and (4.63), we find that the expression
µmb µ
n
b˜
IN , (4.64)
is Weyl invariant. However, we still have the factors Wb and Wb˜ into FN . These factors
transform to:
Wb −→ Ω−βbWb, (4.65)
W
b˜
−→ Ω−βb˜W
b˜
. (4.66)
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In order to ensure Weyl invariance of the N-point function, we impose the constraints:
βb = 0, (4.67)
β
b˜
= 0. (4.68)
We realize from these relations that it is another way to re-derive the well known duality
equation between Q and b,
Q = b+
1
b
. (4.69)
It is worthwhile to recall that this requirement is a necessary condition for background
independence (see Chapter 3).
After performing the renormalization program and using eqs.(4.58), (4.67), (4.68) we
are able to rewrite eq.(4.60) as,
IN (b, b˜;αI ;m,n) =
∫ m∏
i=1
d2xi
∫ n∏
i=1
d2yre
[
GRb (xi,x)+GRb˜ (yr,y)−4 ln
|z−z′|
Λ
]
. (4.70)
Renormalized functions GRb (xi, x) and GRb˜ (yr, y) are defined by inserting the Green func-
tion given by eq.(4.58), into eqs.(4.55) and (4.56). Therefore, these equations become:
GRb (xi, x) = −4b
N∑
I=1
αI ln
|xi − zI |
Λ
− 2b2
m∑
i 6=j
ln
|xi − xj |
Λ
,
GR
b˜
(yr, y) = −4(1
b
)
N∑
I=1
αI ln
|yr − zI |
Λ
− 2(1
b
)2
n∑
r 6=s
G ln
|yr − ys|
Λ
.
Replacing the latter equations and also eqs.(4.67), (4.68) into (4.70), we get for IN :
IN (b, b˜;αI ;m,n) =
∫ m∏
i<j
n∏
r<s
d2xid
2yr|xi − xj |−4b2 |yr − ys|−4( 1b )2 |xi − yr|−4
×
m∏
i=1
n∏
r=1
N∏
I=1
|xi − zI |−4bαI |yr − zI |−4( 1b )αI . (4.71)
Let us define the following measure Df(xi, yr) as,
Df(xi, yr) =
m∏
i<j
n∏
r<s
d2xid
2yr|xi − xj |−4b2 |yr − ys|−4( 1b )2 |xi − yr|−4. (4.72)
Therefore, we rewrite eq.(4.71) by using the measure Df(xi, yr),
IN (b, b˜;αI ;m,n) =
∫
Df(xi, yr)
m∏
i=1
n∏
r=1
N∏
I=1
|xi − zI |−4bαI |yr − zI |−4( 1b )αI .
(4.73)
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The Dirac delta function in eq.(4.36) imposes a restriction over m and n,
mb+ n(
1
b
) = Θ = Q−
∑
I
αI . (4.74)
From eqs.(4.71) and (4.73), we realize that the cut-off Λ does not appear. This fact
occurs because if we put all Λ contributions together, the next expression is obtained,
(
Λ
ds
)2Q2
× (µb(ds)2)m × (µb˜(ds)2)n × ( |Λ0|ds
)−2[∑I α2I−(∑I αI)2]
, (4.75)
where ds is the usual “space-time” interval and Λ0 is the unit length in which the external
points zI are measured. Consequently, we can absorb the first term in the normalization
of the partition function because it does not depend on which points the correlator
is evaluated. On the other hand, the other three terms could be reabsorbed in the
normalization of µb, µb˜ and unit length Λ0. O’Raifeartaigh et al. [20] after normalizing
theses cosmological constants write eq.(4.75) as
(
µRb
µ
)m
×
(
µR
b˜
µ
)n
. (4.76)
In contrast, to make contact with the usual notation given in the literature of the DOZZ
formula we just write µmb ×µnb˜ for this parametric dependence. However, we must always
keep in mind that they are renormalized quantities. Translational invariance of eq.(4.73)
is explicit because it only involves terms which are functions of the difference between
two points. Nevertheless, the scaling zI → λzI is not a trivial issue.
Scale covariance of IN
The scaling of zI coordinates is written as,
zI −→ λzI , (4.77)
where λ is chosen as a scaling parameter. Now, we analyse how the measure defined in
eq.(4.72) transforms under that scaling.
As pointed out by O’Raifeartaigh et al. [20], substituting eqs.(4.74), (4.77) into eq.(4.73)
we get the next transformation for IN under the scaling of zI :
IN → |λ|−2(Q−
∑
I αI)
∑
I αIIN . (4.78)
Eq.(4.78) only involves a scaling factor which could be seen as the Jacobian of the scaling
transformation given above, thus it is considered that IN is a covariant expression.
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SL(2,C) covariance
It is well known that transformations of the full conformal group could be expressed as
a SL(2,C) transformation [6]. Such transformation is defined as the map,
z → z′ = az + b
cz + d
, (4.79)
where ad − bc = 1. From eq.(4.79), it is easy to see that the differential dz and the
difference between two points are given by:
dz → dz
(cz + d)2
, (4.80)
zi − zj → zi − zj
(czi + d)(czj + d)
. (4.81)
Substituting the latter equations into eqs.(4.71) and (4.72), it is not difficult to show
that the integral IN transforms according to:
IN →
N∏
I=1
(
1
|czI + d|
)−4(Q−∑I αI)αI
IN . (4.82)
We must realize that due to eq.(4.80), we can rewrite eq.(4.82) in a more suitable way.
Hence, IN is given by
IN →
N∏
I=1
∣∣∣∣∂z′I∂zI
∣∣∣∣−(Q−
∑
I αI)αI
IN , (4.83)
where IN has the expected covariant expression for a point function (see Chapter 2).
Moreover, we observe that it has a conformal dimension ∆IN =
∑
I αI(Q−
∑
I αI).
From this fact, we conclude that IN is SL(2,C) covariant. If we only consider the
real part of those transformations that group has 3 free parameters. Therefore, in the
complex case we have a total of 6 real free parameters, or 3 pair of points over the
Riemann sphere. By using this fact, we can fix three points of C freely. We use this
freedom to choose three suitable points z′1 = R, z′2 = 0 and z′3 = 1, where at the end of
the calculation we will take R→∞.
By using SL(2,C) covariance, we can change to arbitrary coordinates z1, z2 and z3.
Hence, we have
z′1 =
az1 + b
cz1 + d
= R, (4.84)
z′2 =
az2 + b
cz2 + d
= 0, (4.85)
z′3 =
az3 + b
cz3 + d
= 1, (4.86)
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where a, b, c and d are related by the condition ad − bc = 1 as in eq.(4.79). Such a
system of equations, along with the condition cited before between a, b, c and d, becomes
solvable. After solving eqs.(4.84), (4.85) and (4.86), we obtain for a, b, c and d [20]:
a =
√
Rz31
(R− 1)z23z12 , (4.87)
b = −z2
√
Rz31
(R− 1)z23z12 , (4.88)
c =
Rz23 + z12√
R(R− 1)z12z23z31
, (4.89)
d =
Rz1z23 + z3z12√
R(R− 1)z12z23z31
. (4.90)
In order to use eq.(4.82), we explicitly build its transformation factor under SL(2,C)
transformations. This factor is given by
N∏
I=1
(
1
|czI + d|
)−4(Q−∑I αI)αI
=
N∏
I=1
∣∣∣∣∣
√
R(R− 1)z12z23z31
z12z3I +Rz23z1I
∣∣∣∣∣
−4(Q−∑I αI)αI
, (4.91)
and the integral IN evaluated at the points z′1, z′2 and z′3:
IN (z′1, z′2, z′3) =
∫
Df(xi, yr)
∏
i,r
N∏
j=4
|xi − rj |−4bαj |yr − rj |−4( 1b )αj |xi −R|−4bα1
|xi|−4bα2 |xi − 1|−4bα3 |yr −R|−4( 1b )α1 |yr|−4( 1b )α2 |yr − 1|−4( 1b )α3 .
(4.92)
For the latter equation we have defined rj as,
rj =
Rzj2z31
z12z3j +Rz23z1j
, (4.93)
where j ≥ 4, because the first three points were already fixed.
By inserting eqs.(4.91), (4.92) into eq.(4.82) and taking the limit as R→∞, it is possible
to obtain:
IN =
∣∣∣∣z12z31z23
∣∣∣∣−2(Q−
∑
I αI)α1 N∏
I=2
∣∣∣∣z12z31z23
∣∣∣∣2(Q−
∑
I αI)αI
|z1I |4(Q−
∑
I αI)αI ×
∫
Df(xi, yr)
∏
i,r
N∏
j=4
|xi − rj |−4bαj |yr − rj |−4( 1b )αj ×
|xi|−4bα2 |xi − 1|−4bα3 |yr|−4( 1b )α2 |yr − 1|−4( 1b )α3 .
(4.94)
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It is worthwhile to point out that the R dependence is cancelled by putting together all
the contributions coming from eqs.(4.91) and (4.92). Hence, there is no divergent terms
after taking R→∞.
4.3 Computing N=3 by the OPS method
After replacing eqs.(4.52) and (4.94) into eq.(4.36) and fixing the number of Liouville
primaries to be 3, we find that the function HN (xI , αI) can be rewritten as:
H3(z1, z2, z3;α1, α2, α3) = N3 |z12|2(∆3−∆1−∆2) |z23|2(∆1−∆3−∆2) |z31|2(∆2−∆3−∆1) .
(4.95)
In this equation, N3 is defined by the following relation,
N3(α1, α2, α3) = −1
8
∫
dsdl
I3(is, il)
Γ(1 + is)Γ(1 + il)
δ(bs+ (1b )l −Θ)
sinh(pis) sinh(pil)
µisb µ
il
b˜
. (4.96)
We have to recall that Θ = Q−∑I αI . The next task is to compute eq.(4.96). In order
to do this, we take integers values of is and il again, this means is → m and il → n,
where m and n are integers. After this replacement, from eq.(4.94) as N = 3 we find
that I3 becomes,
I3(m,n) =
∫
Df(xi,yr)
m∏
i=1
n∏
r=1
|xi|−4bα2 |xi − 1|−4bα3 |yr|−4(1/b)α2 |yr − 1|−4(1/b)α3 .
(4.97)
To clarify eq.(4.97), we have to recall that Df(xi,yr) is defined as an integral measure.
Such a measure was defined by the following expression,
Df(xi,yr) =
m∏
i<j
n∏
r<s
d2xid
2yr |xi − xj |−4b
2 |yr − ys|−4(1/b)
2 |xi − yr|−4 . (4.98)
We are now interested in solving the integral defined by eqs.(4.97) and (4.98). To achieve
this we will use the result given by Dotsenko and Fateev [19] (see Appendix C) and use
the Zamolodchikovs function Υ(x) [23]:
I3(m,n) = −m!n!φmb φn1/b
Υ′(0)
Υ′
(−bm−( 1
b
)n)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ−2αI)
. (4.99)
The Zamolodchikovs function is defined in the real strip 0 < Re(x) < Q by the following
integral:
log Υ(x) =
∫ ∞
0
dt
t
(Q
2
− x
)2
e−t −
sinh2
(
Q
2 − x
)
t
2
sinh bt2 sinh
t
2b
 . (4.100)
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Functions φb and φ1/b, given in eq.(4.99), are defined as:
φb = pib
Υ(2b)
Υ(b)
, (4.101)
φ1/b =
pi
b
Υ(2( 1
b
))
Υ( 1
b
)
. (4.102)
Eq.(4.100) along with its simple zeros is defined as quasi-periodic [23][20], in the sense
that under a displacement x→ x+ b, it is possible to obtain [15]
Υ(x+b) = Υ(x)γ(bx)b
1−2bx, with γ(x) =
Γ(x)
Γ(1−x)
. (4.103)
In addition to the definition of Zamolodchikovs function, we mention that Υ(x) is an
entire function with simple zeros at x = −(mb+n(1/b)) and x = (m+1)b+(n+1)(1/b))
for all m,n ≥ 0 [23]. This fact can be seen from eq.(4.103). Moreover, it is easy to see
from eq.(4.100) that Υ(x) has the so called reflection symmetry property Υ(x) = Υ(Q−x).
We must also realize that eq.(4.100) remains invariant under the inversion b→ 1/b.
As a result, the analytic continuation of m!n!φmb φ
n
1/b to Γ(1+is)Γ(1+il)φ
is
b φ
il
1/b is performed
in a straightforward manner. Therefore, we replace the latter result into eq.(4.99) to
get:
I3(is, il) = −Γ(1+is)Γ(1+il)φisb φil1/b
Υ′(0)
Υ′
(−bs−( 1
b
)l)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ−2αI)
. (4.104)
By substituting eq.(4.104) into eq.(4.96), we have
N3 = 1
8
∫
dsdl
δ(bs+ (1/b)l −Θ)
sinh(pis) sinh(pil)
(µφb)
is (µφ1/b)il Υ′(0)Υ′
(−bs−( 1
b
)l)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ−2αI)
.
(4.105)
The integral P(Θ), which has all contributions from s and l, is defined by:
P(Θ) =
∫
dsdl
δ(bs+ (1/b)l −Θ)
sinh(pis) sinh(pil)
(µφb)
is (µφ1/b)il . (4.106)
From this integral expression, we can derive a transformation under the displacement
Θ→ Θ + ib,
P(Θ + ib) = − 1
µφb
{
P(Θ)− 2(µφ1/b)
ibΘ
sinh(pibΘ)
}
, (4.107)
for more details about this procedure see [20]. We must realize that eq.(4.107) has poles
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at Θ = ±(mb + n/b). The latter equation has a similar form that Υ(Θ) under the
displacement of Θ→ Θ + b. From eq.(4.103) we have [20] [17] [23]
Υ′(Θ + b)
Υ(Θ + b)
=
Υ′(Θ)
Υ(Θ)
+
γ′(bΘ)
γ(bΘ)
− 2 ln b. (4.108)
Therefore, following the assumption of L.O’Raifeartaigh et. al [20] we identified that
under a suitable limit both functions behave similarly. The constant part placed at
the end in eq.(4.108) is identified as an integration constant in eq.(4.107). Such a
suitable limit mentioned above is defined by using eqs.(4.100) and (4.106), because
while Υ′(Θ)/Υ evaluated at its poles has a residue equal to 1, P(Θ) has a residue equal
to (µφb)
m(µφ1/b)
n. As such, we have
lim
Θ→mb+n/b
P(Θ)
Υ′(Θ)/Υ(Θ)
= (µφb)
m(µφ1/b)
n. (4.109)
By using the OPS gauge, which is defined as (µφb)
1/b = (µφ1/b)
b [20] [23], eq.(4.106)
becomes,
P(Θ) = (µφb)
Θ
b
∫
dsdl
δ(bs+ (1/b)l −Θ)
sinh(pis) sinh(pil)
. (4.110)
It is useful to define from eq.(4.110) the following integral,
P0(Θ) =
∫
dsdl
δ(bs+ (1/b)l −Θ)
sinh(pis) sinh(pil)
, (4.111)
where we only take into account the remnant contributions of s and l. Insertion of
eqs.(4.110) and (4.111) into eq.(4.105) lead to
N3 = 1
8
(µφb)
Θ
b Υ′(0)
P0(Θ)
Υ′(−Θ)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ−2αI)
. (4.112)
After taking the OPS gauge, P0(Θ) has a residue equal to ±1 depending on if we are
taking either positive or negative values for m and n. In contrast, Υ′(Θ)/Υ(Θ) has a
residue equal to 1 valid for positive values of m and n. Hence, we have the following
limit
lim
Θ→mb+n/b
P0(Θ)
Υ′(Θ)/Υ(Θ)
= 1, (4.113)
for positive m and n. We extrapolate this limit to positive and negative values of the
poles Θ = ±(mb+ n/b). Hence, we can write
lim
Θ→mb+n/b
P0(±Θ)
Υ′(±Θ)/Υ(±Θ) = 1. (4.114)
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In addition, we consider that because the poles of P0(Θ) are Θ = ±(mb + n/b), the
integral P0(Θ) evaluated close to them satisfies
lim
Θ→mb+n/b
P0(Θ)
P0(−Θ) = 1. (4.115)
Using eqs.(4.114) and (4.115) into eq.(4.112) evaluated at its poles, we have
N3 = lim
Θ→mb+n/b
1
8
(µφb)
Θ
b Υ′(0)
P0(Θ)
Υ′(−Θ)
P0(−Θ)
P0(Θ)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ − 2αI)
= lim
Θ→mb+n/b
1
8
(µφb)
Θ
b Υ′(0)
P0(−Θ)
Υ′(−Θ)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ − 2αI)
= lim
Θ→mb+n/b=Q−∑I αI
1
8
(µφb)
Θ
b
Υ′(0)
Υ(−Θ)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ − 2αI)
. (4.116)
In this way, from eq.(4.116) we obtain for N3
N3 = 1
8
(µφb)
Q−∑I αI
b
Υ′(0)
Υ(
∑
I αI −Q)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ − 2αI)
. (4.117)
Additionally, from eq.(4.101) we have
φb = pib
Υ(2b)
Υ(b)
= pibγ(b2) b1−2b
2
. (4.118)
Finally, substituting eqs.(4.118), (4.117) into eq.(4.95) we achieve the DOZZ formula
H3(z1, z2, z3;α1, α2, α3) =
[
piµγ(b2)b
(2−2b2)
](Q−∑I αI)/b Υ′(0)
Υ(
∑
I αI −Q)
3∏
I=1
Υ(2αI)
Υ(
∑
J αJ − 2αI)
×
|z12|2(∆3−∆1−∆2) |z23|2(∆1−∆3−∆2) |z31|2(∆2−∆3−∆1) .
(4.119)
In order for eq.(4.119) to make contact with the usual form of the DOZZ formula, we
reabsorbed the 1/8 factor by redefining µ.
Chapter 5
N = 1 Supersymmetric Liouville
Theory
5.1 Introduction
So far we have studied the bosonic Liouville theory, our next task is to extend it to the
fermionic case.
It is well known that particles can be classified as bosons and fermions. It is also known
that bosons have an integer spin value s ∈ Z+0 . In contrast, fermions posses a half-integer
spin value, this is s ∈ Z+0 + 12 . This fact gives rise to very different physical properties
between bosons and fermions.
Additionally, particles such as electrons, neutrinos (leptons) and quarks, which form the
usual matter, are fermions. Thus, in order to have a more realistic toy model about two
dimensional quantum gravity, we need to incorporate fermions to Liouville theory. To
achieve this, we will need to introduce a new kind of symmetry which relates bosons and
fermions. Such a new symmetry is named supersymmetry.
Supersymmetry gives rise to a conserved charge by appealing to the Noether theorem.
We label such a conserved charge by Q. As usual it is promoted to the status of the
generator of this symmetry. At this point, we find the basic feature of supersymmetry.
The generator Q̂ acting on a bosonic state turns it into a fermionic one, and vice versa.
Mathematically it means,
Q̂|Boson〉 = |Fermion〉, (5.1)
Q̂|Fermion〉 = |Boson〉. (5.2)
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5.2 Supersymmetry
5.2.1 Poincare´ group
In Chapter 1, we studied the group arising from conformal invariance, it was called
Conformal group. It was also noted that such a group includes the so-called Poincare´
group as a sub-group.
In addition, it is well known that the Poincare´ group is built up by the Lorentz group
and translations. For instance, under a transformation xµ → x′µ, we have
x′µ = Λµν x
ν︸ ︷︷ ︸
Lorentz transf.
+ ξµ︸︷︷︸
Translations
, (5.3)
where Λµν is a boost and ξν is a translation in space-time. For a four dimensional
flat space-time, where ηµν is the Minkowski metric, we can express the Lorentz and
translation generators as:
(Mρσ)µν = i(η
µσδρν − ηµρδσν ), (5.4)
Pµ = −i∂µ. (5.5)
These generators give rise to the following commutation relations
[Pµ, P ν ] = 0 (5.6)
[Mµν , P σ] = i(Pµηνσ − P νηµσ) (5.7)
[Mµν ,Mρσ] = i(Mµσηνρ +Mνρηµσ −Mµρηνσ −Mνσηµρ), (5.8)
which form the Poincare´ algebra. From the latter commutators, we realize that Mµν
or P ν by themselves do not close the algebra. To do this eq.(5.7) is necessary. Such a
mixture commutator is associated to the Thomas precession [35].
5.2.2 Lorentz group and Spinors representation
In four space-time dimensions, the Lorentz algebra has six generators. They are: three
spatial rotations (combinations of xy, yz and zx) and three boosts (rotations around
tx, ty and tz). Following the usual language given in the literature [29][30][31][32] [34], we
denote these generators by Ji and Ki, i = 1, 2, 3 , for rotations and boosts, respectively.
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In addition, Ji and Ki satisfy the following commutation relations:
[Ji, Jj ] = iijkJk, (5.9)
[Ki,Kj ] = −iijkJk, (5.10)
[Ji,Kj ] = iijkKj . (5.11)
At this point it is usual to introduce the complex linear combinations J±i . These oper-
ators are defined by the following expressions,
J±i =
1
2
(Ji ± iKi) . (5.12)
By replacing eq.(5.12) into eqs.(5.9), (5.10) and (5.11), it is not hard to see that the
commutation relations which describe the Lorentz group are described now by two com-
muting SU(2) algebras. We have[
J±i , J
±
j
]
= iijkJ
±
k , (5.13)[
J±j , J
∓
j
]
= 0. (5.14)
As a result, the Lorentz group SO(3, 1) can be expressed as the direct sum SU(2) ⊗
SU(2).
We also point out that eqs.(5.9), (5.10) and (5.11), together with the following equations
[Ji, Pj ] = iijkPk , [Ji, P0] = 0, (5.15)
[Ki, Pj ] = −iP0 , [Ki, P0] = −iPj . (5.16)
give rise to the more compact expressions eqs.(5.7) and (5.8), by identifying M0i = Ki
and Mij = ijkJk.
Moreover, a homomorphism exists between the Lorentz group SO(3, 1) and SL(2,C).
In this particular case, for each element of SO(3, 1) there are two elements of SL(2,C).
In mathematical terms, SL(2,C) is the universal cover of the Lorentz group. To explic-
itly see the homomorphism between SO(3, 1) and SL(2,C), we make use of the Pauli
matrices which are given by
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, (5.17)
σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (5.18)
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In addition, the function X = xµσ
µ is defined together with the usual expression for
the four-position xµ = (x0, x1, x2, x3). Such a function X is explicitly written by using
Pauli matrices as,
X =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
. (5.19)
We also know that the four position norm |x| under a Lorentz transformation x → Λx
is an invariant. Thus, we have:
|x′|2 = |Λx|2 = x20 − x21 − x22 − x23 (5.20)
Furthermore, by calling G to an element belonging to SL(2,C), we find that the map-
ping X → GXG† preserves the determinant of eq.(5.19), which is exactly the invariant
interval given in eq.(5.20):
detX ′ = det(GXG†) = x20 − x21 − x22 − x23. (5.21)
As already mentioned, in order to obtain eq.(5.21) we require the homomorphism be-
tween SO(3, 1) and SL(2,C) must be 1− 2. For example, in case of the trivial identity
transformation of the Lorentz group Λ = 1 ∈ SO(3, 1), the corresponding elements for
SL(2,C) are G = ±1 [32]. This is basically the origin of the two inequivalent represen-
tations when we write the Lorentz group by using G ∈ SL(2,C). In the literature that
representation is called spinor representation.
In this way, we conclude that in spinor representation there are two inequivalent repre-
sentations of the Lorentz group.
Now, let us introduce the mathematical objects called spinors by defining them as the
objects ψ transforming under a matrix transformation G ∈ SL(2,C). On the other
hand, because elements of SL(2,C) are 2 × 2 matrices, the spinor ψ has to be of the
form:
ψ =
(
ψ1
ψ2
)
. (5.22)
Therefore, it is usual in QFT to express the transformation of ψ, in spinor representation,
by labelling its components. For instance, if G ∈ SL(2,C) we have
ψα → ψ′α = Gβαψβ, (5.23)
where α, β = 1, 2.
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Recalling that we have found two inequivalent representations in SL(2,C). We will label
the matrices belonging to each representation by G and G∗. These representations are
called [32]:
1. Fundamental representation
ψ′α = G
β
αψβ. (5.24)
2. Conjugate representation1
χ′α˙ = G
∗ β˙
α˙ χβ˙. (5.25)
In addition, we have another non-independent representation:
3. Contravariant representation
ψ′α = ψβ(G−1)αβ , χ
′α = χβ(G∗−1)αβ . (5.26)
Sometimes, the representation carried out by the matrices Gβα is denoted as
(
1
2 , 0
)
. In
contrast, for the matrices G∗βα we have
(
0, 12
)
.
Analogously to the metric tensor ηµν , which is an invariant under SO(3, 1), to raise or
lower indices within SL(2,C), we use
gαβ =
(
0 1
−1 0
)
, (5.27)
where gαβ = −gαβ. In the context of particle physics, eq.(5.27) is written as ε instead
of g. Once in a while eq.(5.27) is called the flat fermionic metric. Nonetheless, to build
a generalization of the bosonic metric in the supersymmetric case it is convenient to
contemplate eq.(5.27) as a metric which raises or lower indices. Hence, we have the next
transformations for the fundamental and conjugate representations
ψα = gαβψβ, (5.28)
χα = gαβχβ. (5.29)
Therefore, it is easy to see that contravariant representation is not independent.
We could also introduce the above results in a four-component formalism. For instance,
if we define the Dirac matrices as
γµ =
(
0 σα
σµ 0
)
, (5.30)
1It is usual to denote indices in the conjugate representation by dotted indices; however we will not
care about this point from next section on.
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and γ5 = iγ
0γ1γ2γ3. The four-component Dirac spinor is made from the two component
spinors ψα and χ
α: (
ψα
χα
)
. (5.31)
These spinors, which has a defined chirality, are called Weyl spinors. Another kind of
spinors are Majorana spinors, they are reached by imposing χ = ψ in the definition of
Dirac spinors, thus the four component spinor is rewritten as(
ψα
ψ
α
)
. (5.32)
It is well known that only in a certain number of dimensions it can be achieved to have
both type of spinors. For instance, it is possible in two and ten dimensions. This is an
important point because we will deal with spinors in two dimensions, then they could
be Majorana-Weyl spinors and this fact will reduce some further calculations.
The Lorentz generator given by eq.(5.4), in a tensor representation, is going to be ex-
pressed in spinor representation. It means that we rewrite Mρσ by using the Dirac
matrices. Hence, we have:
(Mρσ)µν =
i
2
(γρσ)µν =
i
4
(γργσ − γσγρ)µν . (5.33)
Of course, eq.(5.33) satisfies the commutators given by eqs.(5.8) and (5.7). Replacing
eq.(5.30) into eq.(5.33), it is no hard to obtain
(Mρσ)µν =
(
(σρλ)βα 0
0 (σρλ)β˙α˙
)
, (5.34)
where we have defined its components as:
(σρλ)βα =
i
4
(σρσλ − σλσρ)βα,
(σρλ)β˙α˙ =
i
4
(σρσλ − σλσρ)β˙α˙,
(5.35)
In the latter expressions for (σρλ)βα and (σρλ)
β˙
α˙, each one satisfies the same commutation
relations as eq.(5.4) or eq.(5.33). As we already said, it is because we can express the
covering group SL(2,C) as SU(2)⊗ SU(2).
From the next section on, we will focus on spinors in two dimensions. Furthermore, they
will be chosen to be Majora-Weyl spinors.
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5.3 Spinors in flat and curved space-time
As in the bosonic case, the supersymmetric extension of Liouville theory also lies in
the field of string theory. Therefore, it is quite natural to think that we will need to
incorporate fermionic degrees of freedom into the string. In order to perform this, we
must couple fermions to the world-sheet; thus, we will deal with two dimensional spinors,
as mentioned earlier.
Following the usual references in this field [33] [34] [39] [41] [42] [44] [45], we adopt the
next convention for index notation:
• letters from the middle of the Greek alphabet, such as µ, ν, . . . , will be used to
label space-time indices,
• letters at the beginning of the Greek alphabet, such as α, β, . . . for spinorial indices,
• lower-case letters at the beginning of the Latin alphabet, such as a, b, . . . , until l
for world-sheet indices,
• lower-case letters at the middle of the Latin alphabet, such as m,n, . . . , until y for
vectors belong to Tx(M).
To begin with, we consider two general mathematical statements about general coordi-
nate transformations in a d-dimensional space-time [33] [44]:
1. Under a general space-time coordinate transformations, the bosonic fields will
transform under a representation of GL(d,R) 2.
2. There are no spinorial representation of GL(d,R).
Therefore, under a change of coordinates xµ → x′µ we have
vν
′
=
∂xν
′
∂xµ
vµ = T ν
′
µ v
µ. (5.36)
In the case of spinorial representations, the bilinear covariant expression ψ(x)γµψ(x)
needs a similar transformation:
ψ(x′)γν
′
ψ(x′) = T ν
′
µ ψ(x)γ
µψ(x). (5.37)
2The general linear group GL(d,R) is built up of d× d-matrices of real numbers, whose determinant
is non-zero.
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From eq.(5.37), we realize that for the flat d = 4 case the only requirement is Lorentz
invariance. We saw that there is a spinorial representation of the Lorentz group SO(3, 1),
this is given by
ψ(x′)γn
′
ψ(x′) = Λn
′
mψ(x)γ
mψ(x), (5.38)
where Λm
′
m are Lorentz transformations expressed in the form of a boost or its Euclidean
equivalent an SO(n) element. However, without spinorial representations in the general
case, we cannot accomplish it in a straightforward manner.
How can we avoid this problem?, we will see in the next subsection that the solution
relays in the fact that any space-time is locally flat and introduce, at the tangent space,
the so-called moving frame field.
5.3.0.1 Moving frame field eµm
As in general relativity, a moving frame field is a choice of an orthonormal basis of tangent
vectors eµm living on the tangent space Tx(M) of a manifold M . That orthonormal basis
field eµm is called:
1. Zweibein in 2 dimensions
2. Vierbein in 4 dimensions
3. Vielbein in n dimensions.
We already mentioned above that the Greek indices from the middle of the alphabet
indicate that eµm transforms as an space-time vector embedded in a curved background.
On the other hand, the lower-case latin letter indicates that eµm transforms as a vector
living on a flat tangent space. Hence, the well known orthonormality implies,
gµνe
µ
me
ν
n = ηmn. (5.39)
In addition, associated to each moving vector frame there is an orthonormal basis enν
which belongs to the dual space or also called cotangent space T ∗x (M). We have the
next relations between eµm and enν :
eµme
m
ν = δ
µ
ν , (5.40)
emµ e
µ
n = δ
m
n . (5.41)
Since the lower index m on eµm transforms under a Lorentz transformation as
eµn′ = Λ
m
n′e
µ
m, (5.42)
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the moving frame field is certainly not unique. Note that this transformation occurs in
the tangent space of one point x ∈M .
Under a change of coordinates, the µ index still transforms as a space-time vector,
eν
′
m = T
ν′
µ e
µ
m. (5.43)
Transformations given by eqs.(5.42) and (5.43) allow us to satisfy eq.(5.37). Therefore,
we define the desired curved spinors as
γµ(x) = eµm(x)γ
m, (5.44)
where γm are the usual flat space Dirac matrices satisfying {γm, γn} = 2ηmn. By using
these transformations, we can get
{γµ(x), γν(x)} = 2gµ ν(x), (5.45)
ψ(x′)γν
′
ψ(x′) = T ν
′
µ ψ(x)γ
µψ(x). (5.46)
Therefore, to couple fermions in an invariant manner we must use γµ(x) as defined by
eq.(5.44).
Clearly, we are free to perform a different Lorentz transformation on each tangent space
and still get the same result. To avoid this, we must gauge this local Lorentz transfor-
mation by introducing a gauge field which is called the spin connection.
5.3.1 Covariant derivative Dµ and spin connection sµ.
As stated above, in order to avoid the ambiguity arising from local Lorentz transfor-
mation in Tx(M) we introduce a gauge field. That gauge field is a connection called
the spin connection and written as sµ. In the same way as in general relativity, such a
connection gives rise a covariant derivative. That covariant derivative is defined by,
Dµψ = (∂µ + sµ)ψ. (5.47)
It is worthwhile to note that sµ must transform as follows,
sµ → GsµG−1 − (∂µG)G−1, (5.48)
to maintain covariant Dµ under ψ → G(Λ)ψ. Here, G(Λ) is a spinorial representation
of the Lorentz group as in eq.(5.23).
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As in the well known case of Yang-Mills theory, the connection sµ is expanded in terms
of the gauge group generators. For us, the spinorial representation of the Lorentz group
sµ =
1
4
smnµ σmn, (5.49)
where σmn = [γ
m, γn]/2. In eq.(5.49) the gamma matrices are the Dirac ones in an
arbitrary number of dimensions. In particular, we will use γ0 = σ2 and γ1 = iσ1 for the
two dimensional case.
Our next task will be to study all these features in the so-called Ramond-Neveu-Schwarz
(RNS) action. That action possess the two dimensional supersymmetry we require
and describes the superstring. Nonetheless, the RNS action is still a two dimensional
supersymmetrical theory which does not explicitly have the supersymmetric behaviour
yet.
5.3.2 The Ramond-Neveu-Schwarz action SRNS
We begin by writing the RNS action in Minkowski signature space-time [33], then we
change to Euclidean space by performing the well known Wick rotation. Therefore, the
RNS action is given as follows
SRNS = −1
2
∫
dσdτ
√−g
(
gab∂ax
µ∂bxµ − iψµγa∂aψµ
)
−1
2
∫
dσdτ
√−gχaγbγaψµ∂bxµ
−1
8
∫
dσdτ
√
gψµψ
µχaγ
bγaχb. (5.50)
In order to explicitly get the spin connection given in eq.(5.49), for the flat 2 dimensional
Minkowski space. We use the two γ matrices,
γ0 =
(
0 −i
i 0
)
, γ1 =
(
0 i
i 0
)
, (5.51)
these matrices satisfy {γm, γn} = 2ηmn. We should realize that they are related to the
sigma matrices given in eqs.(5.17) and (5.18) by γ0 = σ2 and γ1 = iσ1. It is also useful
to define γ3 = γ0γ1 = σ3 and σ01 = γ3.
Hence, the covariant derivative in two dimensions is expressed as
Daψ = ∂aψ +
1
2
ωaγ5ψ. (5.52)
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From the relation for curved γa matrices,
γa = eamγ
m (5.53)
where eam is the world-sheet zweibein (two dimensions). The moving frame is related to
the world sheet metric by the relation:
gab = eame
b
nη
mn. (5.54)
From the latter expression, we are able to get
√−g =
√
| det gab| = e = det(ema ). (5.55)
Eq.(5.55) ensures that SRNS is a reparametrization invariant action.
It was already mentioned that the RNS action has the desired supersymmetry but in a
non-explicit way. To see it, we will study the symmetries present into eq.(5.50).
5.3.3 Symmetries of the RNS action
By defining an infinitesimal arbitrary Majorana spinor α(σ, τ), the symmetries of the
RNS action are given by the next relations:
δxµ = αψµ, δψµ = −iγaα(∂axµ − 1
2
ψ
µ
χa), (5.56)
δχa = 2Daα, δe
m
a = −iαγmχa. (5.57)
It is easy to realize that these transformations are relating bosonic components, such
as xµ, to fermionic ones, such as ψµ. In order to get the invariance of SRNS under the
latter equations, we make use of some gamma matrices properties in two dimensions,
for instance we have
ψγmγnγpψ = 0, (5.58)
ωnpm ψγmσnpψ = 0. (5.59)
Eqs.(5.58) and (5.59) explains why the covariant derivative does not appear in the RNS
action eq.(5.50).
As stated above, the symmetry arising from the invariance of the RNS action under
eqs.(5.56) and (5.57) has a special name, this is called supersymmetry. In summary, from
those equations we can realize that local world-sheet supersymmetry is parametrized by
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an infinitesimal arbitrary Majorana spinor and the RNS action is invariant under the
local supersymmetry transformations given above.
In addition to local supersymmetry, the action is invariant under the Weyl transforma-
tions
xµ → xµ, ema → Ωema , (5.60)
ψµ → Ω−1/2ψµ, χa → Ω1/2χa, (5.61)
where Ω = Ω(σ, τ) is an arbitrary function.
We point out that in the context of supersymmetry, the χa field is called: the gravitino
field. It is a field with spin 3/2 and also the supersymmetric partner of ema .
Finally, the RNS action is also invariant under
χa → χa + γaη, (5.62)
where η(σ, τ) is also an arbitrary Majorana spinor. To derive the invariance eq.(5.62),
we use another property of two dimensional gamma matrices:
γmγnγm = 0. (5.63)
The symmetry arising from eqs.(5.60), (5.61) and (5.62) together means that the action
describes a superconformal theory.
In summary, the RNS action possesses:
1. World-sheet reparametrization invariance
2. Local Lorentz invariance at the world-sheet
3. Local world-sheet supersymmetry
4. Super Weyl invariance.
In addition, ema and χa act like Lagrange multipliers. Therefore, their equations of
motion generate the conservation of stress-energy tensor and supercurrent at the classical
level, thus we have
T am = −
2
e
δSRNS
δema
= 0, (5.64)
Ja =
1
2
γbγaψ
µ∂bxµ = 0. (5.65)
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As our next point, we will deal with the Euclidean version of the RNS action. In order to
achieve this, we will perform a Wick rotation over one of the two world-sheet coordinates.
5.3.4 The Euclidean RNS action
After performing Wick rotation, we will identify the world-sheet coordinates σ and τ
as σ = ξ1 and τ = −iξ2 and to maintain the factor γm∂m invariant, we must change
γ0 to be γ0 = −iγ2, due to γ2∂2 = γ0∂0. As a result, the anticommutation relation
{γp, γq} = 2ηpq is now given by
{γm, γn} = −2δmn. (5.66)
Moreover γ3 = iγ1γ2 = σ3. Finally, the euclidean RNS action is as follows:
SERNS =
1
2
∫
d2ξ
√
g
(
gab∂ax
µ∂bxµ − iψµγa∂aψµ
)
−1
2
∫
d2ξ
√
g
(
χaγ
bγaψµ
)(
∂bx
µ − 1
4
(χbψ
µ)
)
. (5.67)
Additionally, the superconformal gauge is defined as [38] [33]
ema = exp(φ(ξ)/2)δ
m
a , χ
a = γaχ, (5.68)
where χ is a constant spinor. In this gauge, χ disappears from the gauge fixed action.
Hence, the action under this superconformal gauge is
Ssconf =
1
2
∫
d2ξ (δmn∂mx
µ∂nxµ − iψµγm∂mψµ) . (5.69)
We should realize that there are still some symmetries. Such a remnant part of local
supersymmetry is called global supersymmetry
δxµ = εαψµα, δψ
µ
α = −i(γm)βαεβ∂mxµ, (5.70)
where εα is a constant spinor.
5.4 Super Riemann Surfaces
It is not obvious that the actions given by eq.(5.69) and eq.(5.50) are globally and locally
supersymmetric, respectively. Therefore, we want to rewrite these actions in a way which
makes supersymmetry manifest. In order to do this, we first introduce the superspace
formalism and later the supersurface language.
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5.4.1 Superspace
The first attempts to introduce superspace were in 1974 by Salam and Strathdee [36, 37].
From its introduction its applications has been increasing. We adopt this formalism in
the next lines.
Basically, when superspace is considered, we deal with an extension of the usual bosonic
(commuting) coordinates to fermionic ones. In this way, our space is not only described
by the coordinates (z, z), it is now given by (z, z; θ, θ) 3 instead. Where θ and θ are
called: fermionic, Grassmann or simply odd variables. Their main properties are
θθ = −θθ, (5.71)
θθ = 0, (5.72)
θθ = 0. (5.73)
Such properties have deep consequences to this theory. For instance, if we define a
function depending on θ only, say F (θ), we have that due to eq.(5.72) only the first two
terms do not vanish,
F (θ) =
∞∑
n=0
Fn(θ)
n = F0 + F1θ +
∞∑
k=0
Fk+2 (θ)
2(θ)k = F0 + F1θ. (5.74)
If there are no boundary terms the following properties are satisfied:∫
dθ = 0, (5.75)∫
dθθ = 1. (5.76)
A direct consequence of eq.(5.76) is that δ(θ) = θ. Another consequence is due to
eqs.(5.74), (5.75) and (5.76), thus in odd variables we have an equivalence between
integrals and partial derivatives ∫
dθF (θ) =
∂F
∂θ
. (5.77)
If a function as eq.(5.74) is extended to bosonic variables as well, it becomes a special
function which is called a superfield. For instance, the superfield X(z, θ) is expanded as
X(z, θ) = x(z) + θψ + θ ψ + θθf. (5.78)
From eq.(5.78) it is not difficult to see that the first term is its bosonic part and the rest
are constrained because of Grassmman variables.
3Recall we are working in two dimensions.
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In case of two variables, eq.(5.76) should be replaced to be∫
dθ1
∫
dθ2θ2θ1 = 1. (5.79)
Why to introduce superspace?
The main point of introducing superspace is because supersymmetry becomes a geo-
metric transformation. Because odd variables are now points within the superspace, its
transformations are a type of superdiffeomorphism. Hence, we have
δz = −iεθγzθθθ = −εθθ , δz = −iεθγzθ θθ = εθθ, (5.80)
δθ = εθ , δθ = εθ, (5.81)
where ε is a Grassmann constant spinor.
Under an infinitesimal supersymmetry transformation, the superfield X such as eq.(5.78)
transforms as
δX = δz∂zX + δz∂zX + δθ∂θX + δθ∂θX (5.82)
= εθQθX + ε
θQθX, (5.83)
where
Qθ = ∂θ − iθγzθθ∂z = ∂θ − θ∂z, (5.84)
Qθ = ∂θ − iθγzθ θ∂z = ∂θ + θ∂z. (5.85)
On a flat supersurface, the supercovariant derivative Dθ is easy to construct. In order
to satisfy the anticommutation relations {Dθ, Qθ} = {Dθ, Qθ} = {Dθ, Qθ} = 0, we have
Dθ = ∂θ + θ∂z, Dθ = ∂θ − θ∂z. (5.86)
Therefore, the quantity
I =
∫
d2zd2θDθXDθX, (5.87)
is supersymmetric invariant.
5.4.2 Supersurface notation and flat metric
We will follow the notation given in [33] [44] [41]. For N = 1 superspace, supercoor-
dinates are labelled by zM = (z, z; θ, θ) and superdifferentials by ∂M = (∂z, ∂z; ∂θ, ∂θ).
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Furthermore, tangent space indices are written as A = (η, η; +,−). On the other hand,
local Lorentz transformation is restricted to the SO(1, 1) subgroup of the more general
super-rotation. As a result, tensors transform with the U(1) charge under local Lorentz
transformation.
Flat supersurface has the metric
gMN =
(
δmn 0
0 δαβ
)
, (5.88)
where,
δmn =
(
0 1
1 0
)
, δαβ =
(
0 1
−1 0
)
. (5.89)
The latter metrics are recognized as the flat two dimensional bosonic and fermionic
metric, respectively.
5.4.3 Global RNS action in supersurface language
Now we want to show the explicit form of the action given by eq.(5.69), also called global
RNS action, in supersurface language. In eq.(5.78) we defined a superfield for one degree
of freedom. In order to make contact with global RNS action, it is defined the collection
of d superfields, XI(I = 1, ..., d) as
XI = xI + θψIθ + θψ
I
θ
+ θθF I . (5.90)
Furthermore, we already saw that a supersymmetric invariant way to express an action
in a non-trivial way in supersurface language is given by eq.(5.87). Therefore, for a
superfield of d degrees of freedom, we have that the action
S =
1
2
∫
d2zd2θDθX
IDθXI , (5.91)
is supersymmetric invariant. In fact, the action given by eq.(5.91) when is expressed in
components is equivalent to the one given by eq.(5.69) [33] .
On the other hand, the superspace formulation of the full locally supersymmetric RNS
action requires the introduction of curved supersurfaces. That requirement is equivalent
to introducing a generalization of the already known zweibein which from now on will
be called the superzweibein.
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5.5 Curved supersurfaces
5.5.1 The superzweibein EMA
The supersurface extension of the ordinary zweibein is the superzweibein EMA which
consists of 16 superfield components. The M index transforms as an ordinary supersur-
face coordinate under the superdiffeormorphism group, whilst the A index transforms
as living in a flat tangent space. Hatfield [33] indicates that 6 superfield components can
be fixed. These superfields are: one superfield which is necessary to fix the flat super-
surface action eq.(5.91), four superfields to describe superdiffeomorphisms and finally
one superfield which parametrize rotations in the Tangent space.
However, what happens to the remaining 10 superfields which have been not fixed? As
pointed out by Eric D’Hoker and D.H. Phong [44], it is possible to choose the following
constraints over the torsion field Tmαβ, in order to fix those remaining 10 superfields:
Tmαβ = 2(γ
m)αβ, (5.92)
Tαβγ = T
m
np = 0. (5.93)
Nonetheless, in a equivalent and more useful way, we can replace such constraints by
another gauge where the curvature Rαβ be proportional to (γ5)αβ. This constraint
replaces the another one given by Tmnp = 0. We adopt this choice as our gauge [44] [43].
Therefore, we rewrite the constraints given by eq.(5.92) as
Rαβ = −2i(γ5)αβY , (5.94)
Tαβγ = 0, (5.95)
Tmαβ = 2(γ
m)αβ, (5.96)
where Y is understood as the supercurvature scalar.
5.6 N = 1 Supersymmetric Liouville Theory
In the same way as we did in the bosonic case, it is instructive to analyse how Super
Liouville theory arose in the context of 2D supergravity.
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The generalization of eq.(5.52) is given by the definition of the covariant superderivative
which is given as follows:
DMVA = ∂MVA + ΩMEBAVB, (5.97)
DMV A = ∂MV A + V BEABΩM . (5.98)
In this case, the generator of the Lorentz transformation is defined as Eba = 
b
a, E
β
a =
Ebα = 0, E
β
α =
1
2(γ5)
β
α [33] [42] [43] [44].
By using eq.(5.91), the partition function of the string theory with local supersymmetry
on the world sheet is given by:
Z =
∫
[DEAM ][DXI ]e−S[X,E]. (5.99)
The matter part, for our purposes, is taken to be
S =
1
8pi
∫
d2Z EDαXIDαXI . (5.100)
The super-field XI was defined in eq.(5.90) as
XI = xI + θαΨIα + iθθF
I , (5.101)
where F I is an auxiliary field, θαΨIα = θ
+ΨI+ +θ
−ΨI− and ΨI is a Majorana spinor. The
integration measure is given by:
d2Z E = d2zdθdθ Sdet(EAM ). (5.102)
On the other hand, the Super Gauss-Bonnet theorem for a supersurface M is defined
as:
χ(M) = 1
2pi
∫
d2Z E Y. (5.103)
In the present gauge, given by eqs.(5.94), (5.95) and (5.96), the supersurface version of
Gauss-Bonnet theorem eq.(5.103) becomes the usual Gauss-Bonnet theorem, thus we
obtain:
χ(M) = 1
2pi
∫
d2Z E Y =
1
4pi
∫
d2z
√
gR. (5.104)
At this point, it is important to point out that the surfaceM will be taken topologically
equivalent to the sphere, thus χ(M) = 2. From eq.(5.104), we have:∫
d2Z E Y = 4pi. (5.105)
Chapter 5. N = 1 Supersymmetric Liouville Theory 90
Since the matter field part eq.(5.100) into the partition function eq.(5.99) is Gaussian,
the path integration give an straightforward result,
e−Sm[E] = Ω
[
8pi2 Sdet′()E∫
d2Z E
]−d/2
, (5.106)
where  = D+D− [42] and we recall d is the number of superfields (I = 1, 2, . . . , d).
The effective action Sm[E] is not invariant under the following super Weyl transformation
[33] [39] [44] [43] [41] [42] :
EaM = e
ΦÊaM , (5.107)
EαM = e
Φ/2[ÊαM + Ê
a
M (γa)
αβD̂βΦ]. (5.108)
It is common in the literature [42] to abbreviate this transformation as EAM = e
ΦÊAM .
On the other hand, Nakayama [43] points out that the variation of the effective action
under super Weyl transformations is as follows:
log
(
Sdet
Sdet′̂
)
= c− SSL(Φ). (5.109)
As a consequence, the effective action has the following transformation,
Sm[E]→ Sm[eΦE] = Sm[E]− 2
3
cmSSL[Φ, E]. (5.110)
where cm = 3d/2.
As in the bosonic case, we now proceed to fix the gauge of EAM . This gauge is called the
superconformal gauge and is given as follows,
f ∗ (E) = eΦÊ(Γ). (5.111)
We explain briefly the meaning of eq.(5.111). The measure DEAM will be decomposed
into the superdiffeomorphism volume, super local Lorentz transformations, super Weyl
transformations and the moduli Γ.
After dividing it by the volume of the gauge group, the supervielbeinDEAM is decomposed
as, ∫
[DEAM ] =
∫
{dΓ}[DEΦ]DEBDEC e−Sgh[B,C;E], (5.112)
where B(z) = β(z) + θb(z), C(z) = c(z) + θγ(z). The super ghost path integral is also
Gaussian (as in eq.(5.110)). Hence, the following equation can be obtained [43]
Sgh[E]→ Sgh[eΦE] = Sgh[E]− 2
3
cghSSL[Φ, E], (5.113)
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where cgh = −15. From Eqs.(5.99) and (5.112), in this superconformal gauge the parti-
tion function is given by:
Z =
∫
dΓ[DEΦ]e−Sm[eΦÊ]−Sgh[eΦÊ]. (5.114)
Combining Eqs.(5.110), (5.113) and (5.114) we have,
Z =
∫
dΓ[D
Ê
Φ]e−Sm[Ê]−Sgh[Ê] e−(10−d)SSL[Φ,E]︸ ︷︷ ︸
Super Liouville part
. (5.115)
For critical dimension d = 10, the Φ integration yields a constant. If d 6= 10, we have to
evaluate this integral.
As in the bosonic case, the measure is defined by the norm:
||δΦ||2
Ê
=
∫
d2Z E(δΦ)2 =
∫
d2Z ÊeΦ(δΦ)2, (5.116)
Therefore, the measure D
Ê
Φ is defined through∫
D
Ê
Φ e
−||δΦ||2
Ê = 1. (5.117)
However, the norm ||δΦ||2
Ê
is neither Gaussian nor invariant under the translation in the
functional space. In order to linearise this norm we follow the supersymmetric version
of the Distler-Kawai hypothesis 4 [44] [41]. Therefore, the linearised norm is now given
by:
||δΦ||2
Ê
=
∫
d2Z Ê(δΦ)2. (5.118)
From all of these contributions, the form of SSL[Φ, E] is explicitly given as
SSL[Φ, E] =
1
4pi
∫
d2Z Ê
(
1
2
D̂αΦD̂αΦ +QŶ Φ + µebΦ
)
. (5.119)
In the next section, by following E. Abdalla et. al [45] and R. Rashkov and M. Stanishkov
[46], we will study the N - super point function. Our starting point will be the action
described by eq.(5.119).
5.7 N - super point function
Current research on Liouville theory and its supersymmetric generalization have been
focused on finding the exact form of its N -point functions. Nonetheless, this is a difficult
task. Therefore, researchers have concentrated all their effort to first compute the basic
4This hypothesis was already mentioned in Chapter 3.
Chapter 5. N = 1 Supersymmetric Liouville Theory 92
case when N = 3. As stated at the beginning of this work, the focus of present research
has been to find the exact form of the 3-point function in the bosonic and supersymmetric
case. Literature on this topic shows a variety of approaches [17] [25] [45] [46]. In order
to obtain that point function in the supersymmetric case, we need to first find the exact
integral expression of the N -point function.
The super Liouville action is given by [45] [46],
SSL[Φ, E] =
1
4pi
∫
d2Z E
(
1
2
DαΦDαΦ +QY Φ + µ ebΦ
)
, (5.120)
where d2Z E = d2zd2θ SdetEAM and Φ = φ+ θψ + θ ψ + θ θF . Now, vertex operators in
the Neveu-Schwarz sector are represented by [45] [46]:
Vα = e
αΦ(Z,Z). (5.121)
Its superconformal dimension is given by [43]:
∆(α) =
1
2
α(Q− α). (5.122)
We should notice that ∆(α) = ∆(Q−α). As in the bosonic case, it reflects a duality in
our supersymmetric theory.
Hence, the N - point function of vertex operators is given by eq.(5.121) it is then defined
as: 〈
N∏
I=1
eαIΦ(ZI)
〉
=
∫
[DEΦ] e−SSL
N∏
I=1
eαIΦ(ZI). (5.123)
5.7.1 Computing the N - super point function
In this subsection we will compute a suitable expression for the N - point function. From
eq.(5.123) we have
GN =
〈
N∏
I=1
eαIΦSL(ZI)
〉
=
∫
[DEΦ] e−SSL
N∏
I=1
eαIΦSL(ZI), (5.124)
where the N - point function is represented by GN . In the same way we did in the bosonic
case, integration over the zero mode will be performed. As usual we separate in two
pieces the superfield ΦSL. Therefore, the Liouville superfield ΦSL decomposes as follows,
ΦSL(Z) = Φ0 + Φ(Z), (5.125)
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where DαD
αΦ0 = 0 and
∫
d2Z ÊΦ(Z) = 0. Replacing eq.(5.125) into eq.(5.120) and
also using eq.(5.103) gives rise to
SSL = QΦ0 +
1
4pi
∫
d2Z E
[
1
2
DαΦD
αΦ +QY Φ + µ eb(Φ0+Φ)
]
. (5.126)
The next step will be to use the fact that Φ0 is the constant mode of the super field
ΦSL. Hence, we have
µ
4pi
∫
d2Z E eb(Φ0+Φ) =
µ
4pi
ebΦ0
∫
d2Z E ebΦ. (5.127)
This means that eq.(5.126) is written as
SSL = QΦ0 +
µ
4pi
ebΦ0
∫
d2Z E ebΦ +
1
4pi
∫
d2Z E
[
1
2
DαΦD
αΦ +QY Φ
]
, (5.128)
where we recognize the last term as the super Liouville action without the exponential
term ebΦ. Therefore, it is useful to denote such a term as the free super Liouville action
S0SL:
S0SL =
1
4pi
∫
d2Z E
[
1
2
DαΦD
αΦ +QY Φ
]
. (5.129)
Taking into account eq.(5.125), the measure DEΦSL splits as [46]
DEΦSL = DEΦ0DEΦ. (5.130)
From eqs.(5.120), (5.125) and (5.130), we have
GN =
∫
[DEΦ0][DEΦ]
N∏
I=1
eαIΦ0 eαIΦ(ZI) e−SSL . (5.131)
Thus, GN becomes:
GN =
∫
[DEΦ0]
∞∑
s=0
e(
∑
I αI−Q+sb)Φ0 (−1)s
s!
( µ
4pi
)s ×
∫
[DEΦ]
N∏
I=1
eαIΦ(ZI)
(∫
d2Z E ebΦ(Z)
)s
e−S0SL . (5.132)
Following E. Abdalla et. al [45] we choose the “on-shell” condition:
s =
1
b
[
Q−
N∑
I=1
αI
]
. (5.133)
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Reabsorbing the constant mode contribution into normalization of GN , we arrive to
GN =
∞∑
s=0
(−1)s
s!
( µ
4pi
)s〈(∫
d2Z E ebΦ(Z)
)s N∏
I=1
eαIΦ(ZI)
〉
S0SL
. (5.134)
We can rewrite GN as an expansion in terms of GsN ,
GN =
∞∑
s=0
GsN . (5.135)
Comparing eqs.(5.134) and (5.135), we realize that GsN is given as
GsN =
(−1)s
s!
( µ
4pi
)s〈(∫
d2Z E ebΦ(Z)
)s N∏
I=1
eαIΦ(ZI)
〉
S0SL
. (5.136)
It is also well known that the residue of the Gamma function Γ(z) is
Res(Γ,−s) = (−1)
s
s!
, (5.137)
where s ∈ N. In addition we rewrite the residue of Gamma function for negative integer
values Res(Γ,−s) as follows
ΓR(−s) = (−1)
s
s!
. (5.138)
In this way, we are able to rewrite GsN as
GsN = ΓR(−s)
( µ
4pi
)s〈(∫
d2Z E ebΦ(Z)
)s N∏
I=1
eαIΦ(ZI)
〉
S0SL
. (5.139)
Despite the factor which is independent of Φ(Z), we just focus in to compute the expec-
tation value 〈. . . 〉S0SL . Moreover, if we realize that αIΦ(ZI) =
∫
d2ZαIΦ(Z)δ
2(Z −ZI)
and an analogous relation for bΦ(ZI), it is not difficult to obtain〈(∫
d2Z E ebΦ(Z)
)s N∏
I=1
eαIΦ(ZI)
〉
S0SL
=
N∏
I=1
∫
[DEΦ] (5.140)
s∏
i=1
∫
d2ZiEi e
− 1
4pi
∫
d2Z E [ 12DαΦD
αΦ−j(Z)Φ].
Note that in eq.(5.140), we put together the linear contributions on Φ in order to build
the current j(Z). Hence, such a current in eq.(5.140) is given as
j(Z) = 4pi
∑
I
αI E
−1δ2(Z − ZI) + 4pib
∑
I
E−1δ2(Z − Zi)−QY. (5.141)
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From eq.(5.140), it is not difficult to realize that the following expression is a Gaussian
integral: ∫
[DEΦ] e−
1
4pi
∫
d2Z E[ 12DαΦD
αΦ−j(Z)Φ]. (5.142)
Additionally, we define the inner product
〈f, g〉 =
∫
d2Z E[f(Z).g(Z)]. (5.143)
Hence, by neglecting the surface terms due to the kinetic term we are now able to rewrite
eq.(5.140) as the Gaussian functional integral
s∏
i=1
∫
d2ZiEi
{∫
[DEΦ] e−〈Φ,( 4pi )Φ〉
}
e〈
j
4pi
,( 
4pi
)−1 j
4pi
〉, (5.144)
where we should recall  = D+D−. In addition, Polchinski [40] gives an expression for
the generalized super Green function which satisfy the next kind of Poisson equation:
D+D−G(Zi, Zj) = piδ2(Zi − Zj). (5.145)
Therefore, the super Green function is written in supersurface notation as
G(Zi, Zj) = −1
2
ln |Zi − Zj |2, (5.146)
where |Zi − Zj | = |zi − zj − θiθj | [40] [41] [47, 48]. From eq.(5.145) it is possible to
identify (

4pi
)−1
→ 4G(Zi, Zj), (5.147)
as in the bosonic case. Substituting eqs.(5.141), (5.146), (5.147) into (5.140), we obtain
1[
Sdet( 4pi )
]1/2 s∏
i=1
∫
d2ZiEi e
〈 j
4pi
,( 
4pi
)−1 j
4pi
〉 =
1[
Sdet( 4pi )
]1/2 s∏
i=1
∫
d2ZiEi
×e
∑
I,J αIαJG(ZI ,ZJ ) × e
∑
J
∑
i αJ bG(ZJ ,Zi)
×eQ
∑
J αJ
∫
d2W
EW
4pi
G(ZJ ,W )Y × eb
∑
j
∑
I αIG(Zj ,ZI)
×eb2
∑
j
∑
iG(Zi,Zj) × ebQ
∑
j
∫
d2W
EW
4pi
G(Zj ,W )Y (W )
×eQ
∑
I αI
∫
d2X
EX
4pi
G(X,ZI)Y (X)
×eQb
∫
d2X
EX
4pi
∑
iG(X,Zi)Y (X)
×e Q
2
16pi2
∫
d2X E(X)
∫
d2W E(W )Y (X)G(X,W )Y (W ).
(5.148)
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The last term on the right hand side is recognized again (see Chapter 4) as the Polyakov
term [20] which contributes to the central charge with the factor proportional to Q2.
As in the bosonic case that term will not have further implication for our purposes 5.
Therefore, the integrand of eq.(5.148) can be rewritten as
e
∑
I,J αIαJG(ZI ,ZJ ) × eQ
∑
J αJP (ZJ ) × eQ
∑
I αIP (ZI) × eFb(Zj) × ebQ
∑
j P (Zj) × ebQ
∑
i P (Zi),
(5.149)
where we have defined the functions P (Z) and Fb(Z) as:
P (X) =
1
4pi
∫
d2WEW G(X,W )Y, (5.150)
Fb(Zj) = 2b
∑
j
∑
I
αI G(Zj , ZI) + b
2
∑
i
∑
j
G(Zi, Zj). (5.151)
In the definition of P (X), X and W are supercoordinates. Replacing eq.(5.146) into
eq.(5.149), we arrive to
N∏
I<J
|ZI − ZJ |−2αIαJ × lim
ZI→ZJ
e
∑
I,J αIαJG(ZI ,ZJ ) × e2Q
∑
I αIP (ZI) ×HN (5.152)
where HN is given as
HN =
s∏
i
∫
d2ZiEi e
2bQP (Zi) ×
N∏
I=1
|ZI − Zi|−2bαI
∏
i<j
|Zi − Zj |−2b2 × lim
Zi→Zj
eb
2G(Zi,Zj).
(5.153)
In order to write HN , the integral P (X) has been defined as follows
P (X) =
1
4pi
∫
d2W EG(X,W )Y (W ). (5.154)
At this point, Distler et. al [42] apply a flat super conformal transformation, which in
terms of the super determinant of EAM is E → eΩÊ, thus we obtain
P (X) =
1
4pi
∫
d2W Ê eΩG(X,W )Y, (5.155)
where Ê is a reference superzweibein. Following [44] [42] we use the transformation
between Y and Ŷ ,
Y = e−Ω
(
Ŷ − 2D+D−Ω
)
. (5.156)
5For a more complete treatment about superconformal currents and charges we refer to S. Ketov [4],
R. Blumenhagen and E. Plauschinn [5] and E. Martinec [41].
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Therefore, by substituting the latter relation into eq.(5.155), we have
P (X) = − 1
2pi
∫
d2W G(X,W )Ω(W ), (5.157)
where we have also used the flat conformal gauge which implies SdetÊAM = Ê = 1 and
thus Ŷ = 0. After integrating by parts we obtain
P (X) = − 1
2pi
∫
d2W [G(X,W )] Ω(W ) + surface terms. (5.158)
Disregarding the surface terms and taking into account eq.(5.145),
P (X) = −1
2
∫
d2W δ2(X −W ) Ω(W ). (5.159)
Finally, we arrive at a compact expression for P (X) in the flat conformal gauge:
P (X) = −1
2
lnEX . (5.160)
Additionally, we consider the following relations [33] [47]
EAM =
∂Z ′N
∂ZM
ÊAN , (5.161)
dZM =
∂ZM
∂Z ′N
dZN . (5.162)
From eqs.(5.161) and (5.162) we define dSA = EAM dZM = ÊANdZ ′N and the scalar
invariant dS2 = dSAdSA. Introducing a renormalization scale L in eq.(5.146) and using
the definition of dS, we have
lim
Zi→Zj
G(Zi, Zj) = − lim
Zi→Zj
ln
∣∣∣∣Zi − ZjL
∣∣∣∣
= − ln
∣∣∣∣dZiL
∣∣∣∣
= lnEi − 1
2
ln
∣∣∣∣dSL
∣∣∣∣2 . (5.163)
As in the bosonic case the second term on the right hand side of eq.(5.163) is used to
renormalize the cosmological constant µ. Therefore, we can disregard this term and only
define eq.(5.163) as
GR(Zi) = lnEi. (5.164)
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Using eqs.(5.160) and (5.164) into eq.(5.153) it is possible to obtain
HN =
s∏
i=1
∫
d2Zi (Ei)
1−bQ+b2
N∏
I=1
|ZI − Zi|−2bαI
s∏
i<j
|Zi − Zj |−2b2 . (5.165)
By recalling the relation Q = b+ 1b , we have that 1− bQ+Q2 = 0. Hence, the exponent
of the super zweibein vanishes, and eq.(5.165) is simplified to
HN =
s∏
i=1
∫
d2Zi
N∏
I=1
|ZI − Zi|−2bαI
s∏
i<j
|Zi − Zj |−2b2 . (5.166)
We can easily recognize the latter equation as the supersymmetric extension of the
Dotsenko-Fateev integral [19] [47, 48]. Much research on this topic obtained an exact
expression for eq.(5.166). In particular, we will use the results of L. Alvarez-Gaume and
PH. Zaugg [47, 48] for this integral. Carrying on with the computation, from eq.(5.152)
and the result given above, we have
lim
ZI→ZJ
e
∑
I,J αIαJG(ZI ,ZJ ) × e2Q
∑
I αIP (ZI) ×
N∏
I<J
|ZI − ZJ |−2αIαJ (5.167)
s∏
i=1
∫
d2Zi
N∏
I=1
|Zi − ZJ |−2bαI
s∏
i<j
|Zi − Zj |−2b2 .
Hence, we must now compute this expression for the particular case N = 3. This is the
task for the next section.
5.8 N = 3 superpoint function
So far, we have discussed a general expression for the N point function in N = 1 Super
Liouville theory. Now we will focus particularly on the special case N = 3. Following L.
Alvarez-Gaume and Ph. Zaugg [47, 48] and E. Abdalla et. al [45], the usual procedure
to perform the present computation is to fix the following points z′1 = 1, z′2 = 0, z′3 = R,
θ′1 = θ′2 = 0 and θ′3 is chosen to be Rη 6. The invariant parameter η will be defined soon.
Thereby, the holomorphic part of the superpoints considered are Z ′1 = (1, 0), Z ′2 = (0, 0)
and Z ′3 = (R,Rη). After replacing such points in eq.(5.167) the parameter R will be
taken as going to infinity. It means that the pair (z′3, z¯′3) is identified again as the infinity
of the Riemann sphere as R→∞.
6Because z′3 and θ
′
3 dependent on R, they are fixing only one degree of freedom.
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Before we proceed with such a computation, it is important to point out some definitions.
First of all, the difference between super coordinates will be written as
ZIJ = ZI − ZJ . (5.168)
In addition, the parameter η used to write θ′3 = Rη is defined as a SL(2|1) invariant
quantity given as [47, 48]
η =
θ1Z23 + θ2Z31 + θ3Z12 + θ1θ2θ3
(Z12Z13Z23)1/2
. (5.169)
To perform a SL(2|1) transformation from Z → Z ′, we use the following relations [47, 48]
z′(Z) =
az + b+ αθ
cz + d+ βθ
, θ′(Z) =
αz + β +Aθ
cz + d+ βθ
, (5.170)
along with their conjugate expressions. We also have that A =
√
ad− bc− 3αβ, α¯ =
(aβ − cα)/(√ad− bc) and β¯ = (bβ − dα)/(√ad− bc) in eq.(5.170). On the other hand,
Alvarez-Gaume and Zaugg [47] express the superdifferential dZ transforming as
dZ = Dθ dZ ′, (5.171)
where according to the chain rule we have |∂Z/∂Z ′| = Dθ. Furthermore, they pointed
out that
Dθ =
Sdetg
|cz′ + d+ βθ′|2 , (5.172)
|ZIJ | = Sdetg |Z
′
IJ |
(cz′I + d+ βθ
′
I)(cz
′
J + d+ βθ
′
J)
, (5.173)
where Sdetg = ad− bc− αβ. Now we rewrite eq.(5.167) as
F3(Z ′) =
N∏
I<J
|ZI − ZJ |−2αIαJ
s∏
i=1
∫
d2Zi
N∏
I=1
|Zi − Z ′J |−2bαI
s∏
i<j
|Zi − Zj |−2b2 .
(5.174)
In this equation we must realize that the supercoordinates ZI were just relabel as Z
′
I
(I = 1, 2, 3). Moreover, by using eq.(5.173) the first factor
∏N
I<J |Z ′I − Z ′J |−2αIαJ was
transformed to
∏N
I<J |ZI − ZJ |−2αIαJ . Hence, we obtain an extra contribution coming
from the factor |cz + d + βθ| which acts as a Jacobian in eq.(5.173). Putting together
such contributions we obtain that F3 transform under the SL(2|1) supergroup as
F3(Z ′) =
3∏
I=1
|czI + d+ βθI |2(Q−
∑
I αI)αI F3(Z). (5.175)
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As studied in the bosonic case (Chapter 4) to find the coefficients of the SL(2|1) trans-
formations given in eq.(5.170) we must must solve the system of equations
z′1 =
az1 + b+ αθ1
cz1 + d+ βθ1
= 1, (5.176)
z′2 =
az2 + b+ αθ2
cz2 + d+ βθ2
= 0, (5.177)
z′3 =
az3 + b+ αθ3
cz3 + d+ βθ3
= R, (5.178)
θ′1 =
α¯z1 + β¯ + A¯θ1
cz1 + d+ βθ1
= 0, (5.179)
θ′2 =
α¯z2 + β¯ + A¯θ2
cz2 + d+ βθ2
= 0, (5.180)
which becomes solvable by adding the extra condition ad − bc − 3αβ = 1. From the
latter equations the really important quantities are c, d and β, since
∏3
I=1 |czI + d +
βθI |2(Q−αI)αI is the factor which acts as a Jacobian in eq.(5.175). We compute this
coefficients using Mathematica [52] and write them in Appendix D. As we are interested
in how such a Jacobian behaves as R → ∞, we just write this contribution directly 7
[47]
R2(Q−
∑
I αI)α3 ×
∣∣∣∣ Z23Z12Z31
∣∣∣∣(Q−
∑
I αI)α1
×
∣∣∣∣ Z31Z12Z23
∣∣∣∣(Q−
∑
I αI)α2
×
∣∣∣∣ Z12Z13Z23
∣∣∣∣(Q−
∑
I αI)α3
.
(5.181)
Putting together eqs.(5.175) and (5.181), we have
H3(Z) = lim
R→∞
R2(Q−
∑
I αI)α3
∣∣∣∣ Z23Z12Z31
∣∣∣∣(Q−
∑
I αI)α1
×
∣∣∣∣ Z31Z12Z23
∣∣∣∣(Q−
∑
I αI)α2
×∣∣∣∣ Z12Z13Z23
∣∣∣∣(Q−
∑
I αI)α3
× |Z12|−2α1α2 |Z23|−2α2α3 |Z13|−2α1α3
s∏
i=1
∫
d2Zi |Z ′1 − Zi|−2bα1 |Z ′2 − Zi|−2bα2 |Z ′3 − Zi|−2bα3
s∏
i<j
|Zi − Zj |−2b2 .
(5.182)
Using the fixed points z′1 = 1, z′2 = 0, z′3 = R, θ1 = 0, θ2 = 0, θ′3 = Rη and eq.(5.168),
we have
lim
R→∞
R2(Q−
∑
I αI)α3 |Z12|−δ12 |Z23|−δ23 |Z13|−δ13
s∏
i=1
∫
d2Zi |zi|−2bα1 |1− zi|−2bα2
|R− zi −Rηθi|−2bα3
s∏
i<j
|Zi − Zj |−2b2 , (5.183)
7In this expression we disregard factors which are proportionals to R−1.
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where δij = ∆i + ∆j −∆k, i 6= j 6= k. Additionally, taking into account that
∏s
i=1 |R−
zi −Rηθi|−2bα3 = R−2bsα3
∏s
i=1 |1− ziR − ηθi|−2bα3 , we obtain
lim
R→∞
R2(Q−
∑
I αI)α3 ×R−2bsα3 |Z12|−δ12 |Z23|−δ23 |Z13|−δ13
s∏
i=1
∫
d2Zi |zi|−2bα1
|1− zi|−2bα2 |1− zi
R
− ηθi|−2bα3
s∏
i<j
|Zi − Zj |−2b2 . (5.184)
Based on the on-shell condition eq.(5.133) we realize that there is no dependence on R
in eq.(5.184), this fact is in accordance with the results from [47, 48] [45]. Hence, the
next step is to deal with the remaining integral. In order to do this, it is usual in the
literature [45] [47] [46] to take η small, thus eq.(5.184) becomes
|Z12|−δ12 |Z23|−δ23 |Z13|−δ13
s∏
i=1
∫
d2Zi |zi|−2bα1 |1− zi|−2bα2
|1 + 2bα3η
s∑
i=1
θi|
s∏
i<j
|Zi − Zj |−2b2 . (5.185)
Following E. Abdalla et. al [45], R.C. Rashkov and M. Stanishkov [46] and L. Alvarez-
Gaume and Ph. Zaugg [47, 48], we rewrite the latter equation in a general form as〈
3∏
I=1
eαIΦ(ZI)
〉
= |Z12|−δ12 |Z13|−δ13 |Z23|−δ23 (Deven +Dodd ηη) , (5.186)
where Deven represents the contribution due to an even number of fermionic variables
θ (s even), while Dodd comes from an odd number of these variables (s odd). In this
way, the integral in eq.(5.185) is identified with the factor Deven +Dodd ηη in eq.(5.186).
Such an integral is written as
Js+1(α1, α2, b;Z) =
∫ s∏
i=1
d2Zi |zi|−2bα1 × |zi − 1|−2bα2 × |1 + 2bηα3
s∑
i=1
θi|
×
s∏
i<j
|Zi − Zj |−2b2 , (5.187)
where we have labelled this integral by Js+1(α1, α2, b;Z). L. Alvarez-Gaume´ and Ph.
Zaugg [48] writes that integral as
∫ k∏
i=1
d2Zi z
2a
i × |zi − 1|2b × |1− 2cη
k∑
i=1
θi| ×
k∏
i<j
|zi − zj − θiθj |−2ρ. (5.188)
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Hence, from eqs.(5.187) and (5.188) it is no difficult to identify that
k = s, (5.189)
a → −bα1, (5.190)
b → −bα2, (5.191)
c → −bα3, (5.192)
ρ = b2. (5.193)
In this way, by taking into account the result of the supersymmetric extension of the
Dotsenko-Fateev integral obtained in [47, 48], we have
pikk!
(
∆(
ρ+ 1
2
)
)k (−ρ
2
)2[ k2 ] k∏
i=1
∆(
−ρ+ 1
2
i−
[
i
2
]
)
k−1∏
i=0
∆(−a− c+ ρ(k − 1) + −ρ− 1
2
i+
[
i
2
]
)
∆(1 + a+
−ρ− 1
2
i+
[
i
2
]
)∆(1 + c+
−ρ− 1
2
i+
[
i
2
]
).
(5.194)
By using eqs.(5.189), (5.190), (5.191), (5.192) and (5.193), eq.(5.194) becomes
pis s!
(
∆(
b2
2
+
1
2
)
)s(−b2
2
)2[ s2 ] s∏
j=1
∆(
−b2 + 1
2
j −
[
j
2
]
)
s−1∏
j=0
∆(bα1 + bα2 + b
2(s− 1) + −b
2 − 1
2
j +
[
j
2
]
)
∆(1− bα1 + −b
2 − 1
2
j +
[
j
2
]
)
∆(1− bα2 + −b
2 − 1
2
j +
[
j
2
]
). (5.195)
Then we analyse the argument ∆(bα1 + bα2 + b
2(s− 1) + −b2−12 j +
[
j
2
]
),
bα1 + bα2 + b
2(s− 1) + −b
2 − 1
2
j +
[
j
2
]
= bα1 + bα2 + b
2s− b2 − b
2
2
j − j
2
+
[
j
2
]
= b(α1 + α2 + bs)− b2 − b
2
2
j − j
2
+
[
j
2
]
= b(Q− b)︸ ︷︷ ︸−α3b− j2 +
[
j
2
]
− b
2
2
j
= 1 − α3b− j
2
+
[
j
2
]
− b
2
2
j. (5.196)
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As such, eq.(5.195) can be written as:
pis s!
(
∆(
b2 + 1
2
)
)s(−b2
2
)2[ s2 ] s∏
j=1
∆(
−b2 + 1
2
j −
[
j
2
]
)
s−1∏
j=0
3∏
j=1
∆(1− bαj − b
2
2
j − 1
2
j +
[
j
2
]
).
(5.197)
The result for the sth term in the expansion of GN is obtained by combining eqs.(5.136)
and (5.197) [45] [46]:
GsN=3 =
(
−µ
4
∆(
b2 + 1
2
)
)s(−b2
2
)2[ s2 ] 3∏
I<J
|ZI − ZJ |−δij
s∏
j=1
∆(
−b2 + 1
2
j −
[
j
2
]
)
s−1∏
j=0
3∏
j=1
∆(1− bαj − b
2
2
j − 1
2
j +
[
j
2
]
).
We realize that GsN=3 changes by depending on s. In this way, we have
GsN=3 = |Z12|−δ12 |Z13|−δ13 |Z23|−δ23
Deven ; s ∈ 2N,Doddηη ; s ∈ 2N+ 1.
Hence, by applying the results of eq.(5.197) and the “on-shell” condition s = (Q −∑
I αI)/b, Deven and Dodd are given as
Deven =
(
µb2
8
∆(
b2 + 1
2
)
)(Q−∑I αI)/b 3∏
I<J
|ZI − ZJ |−δij
(Q−∑I αI)/b∏
j=1
∆(
−b2 + 1
2
j −
[
j
2
]
)
(Q−∑I αI)/b−1∏
j=0
3∏
j=1
∆(1− bαj − b
2
2
j − 1
2
j +
[
j
2
]
),
(5.198)
Dodd = −b
2
2
(
µb2
8
∆(
b2 + 1
2
)
)(Q−∑I αI)/b 3∏
I<J
|ZI − ZJ |−δij
(Q−∑I αI)/b∏
j=1
∆(
−b2 + 1
2
j −
[
j
2
]
)
(Q−∑I αI)/b−1∏
j=0
3∏
j=1
∆(1− bαj − b
2
2
j − 1
2
j +
[
j
2
]
),
(5.199)
where ∆(x) = Γ(x)Γ(1−x) .
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Additionally, following the usual interpretation of the sth term under the on-shell con-
dition [49] [50] [51] [46] [45] [23] [25],
Res(
∑
s=(Q−∑I αI)/b
G3) = Gs3. (5.200)
Finally, such prescription allows us to give an exact result for the three point function
into N = 1 Super Liouville theory, which by using eqs.(5.198) and (5.199) is
G3 = |Z12|−δ12 |Z13|−δ13 |Z23|−δ23(Deven +Dodd ηη). (5.201)
Chapter 6
Final Remarks
One of the main purposes of this dissertation has been to give a pedagogical introduction
to Liouville field theory. Another important purpose was to demonstrate one of the more
remarkable aspects of such a theory; this is, the exact computation of the three point
function in the bosonic and supersymmetric case.
For computing Liouville correlators, it is usual to use the Coulomb Gas method [17]
[43] [28] [2] [4]. In contrast, we used an alternative method for our first case, which
was called the OPS method [20, 21]. That method showed to be a good alternative for
obtaining the DOZZ formula, because the lattice of poles appeared in a natural way due
to the introduction of the Watson-Sommerfeld transform [26] [20].
However, for computing the supersymmetric version of the DOZZ formula we applied
the usual Coulomb Gas method [45] [46] [47, 48]. Therefore, further research should be
done in order to check if the OPS method also works in the supersymetric case.
As stated in the introduction, there is a potentially interesting use of the Liouville theory
which lies in the field of the AdS/CFT correspondence. We recall a very interesting
result given by O. Coussaert, M. Henneaux and P. van Driel [22]. In that paper they
related a three dimensional Einstein theory of gravity with negative cosmological con-
stant (AdS3), and a two dimensional conformal field theory, which was identified to
be the Liouville field theory (CFT2). Hence, they stated a correspondence of the kind
AdS3/CFT2. They achieved such correspondence in a straightforward manner. In this
way, it is natural to ask ourselves if the minimal surface created by fixing three points
at the boundary, as on the Liouville side, will correspond to the exact form of the DOZZ
formula. As far as we know, this is an unsolved question. Another interesting issue is
the existence of a duality Gravity/SuperLiouville. Based on a lack of research on this
issue, it is viewed as an open problem which is subject to future investigation.
Finally, we hope this dissertation provides a starting point for future research in this
field.
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A.1 Conformal Coordinates
Here, we obtain a convenient expression for eq.(4.53) in conformal coordinates. In
order to do this, we take into account the conformal transformation between a general
coordinate y and a euclidean flat one y′:
ds2(y) = e2σds2Euclidean, (A.1)
ds2(y) = e2σ(dy′21 + dy
′2
2). (A.2)
From the latter relation we get,
gµν(y) =
(
e2σ 0
0 e2σ
)
. (A.3)
Therefore, it is straightforward to obtain:√
det(g)(y) = e
2σ. (A.4)
The relation between the physical scalar of curvature R and the reference one R̂ is given
by:
R = e−2σ(R̂−∇2σ). (A.5)
Additionally, we recall
∆ = − 1√
g
∂µ
√
g gµν ∂ν . (A.6)
By using this definition and eq.(A.5) we get,
e2σ R = R̂+ e2σ∆σ. (A.7)
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If we now set the reference metric as ĝµν = δµν , it is possible to simplify eq.(A.7) because
of R̂ = 0. Therefore, we obtain a simple form for the physical scalar of curvatureR = ∆σ.
By combining eq.(4.47) and the latter equation of R, we are able to write (we use x and
y as arbitrary variables):
P (x) =
1
pi
∫
d2y
√
g(y)G(x, y)R[g](y),
P (x) =
1
pi
∫
d2y e2σG(x, y)∆gσ(y),
P (x) =
1
pi
∫
d2y e2σ(∆gG(x, y))σ(y) + surface terms,
P (x) =
1
pi
∫
d2y pi δ2(x, y)
1
2
ln
√
det g(y) + surface terms,
P (x) =
1
2
∫
d2y δ2(x, y) ln
√
det g(y) + surface terms.
(A.8)
Disregarding the surface terms, such as
∫
d2y∆(G(x, y) ln
√
det g(y)) ,∫
d2y∆(G(x, y) ln
√
det g(y) ) −→ 0.
Finally, we obtain the desired expression for P (x):
P (x) =
1
2
ln
√
det g(x). (A.9)
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Appendix B
B.1 UV behaviour of 2D Green functions
Starting by introducing the conformal relation in complex coordinates:
ds2 =
√
gdzdz. (B.1)
We want to analyse the special limit of G(x, y) as x→ y,
lim
x→yG(x, y). (B.2)
From eq.(4.58) we have,
G(x, y) = −1
2
ln
|x− y|
Λ
. (B.3)
Hence, the limit given by eq.(B.2) becomes:
lim
x→yG(x, y) = −
1
2
ln
|dz|
Λ
(B.4)
= −1
2
ln
(g)−1/4|ds|
Λ
(B.5)
= −1
2
ln
|ds|
Λ
+
1
4
ln(
√
g). (B.6)
Therefore, by reabsorbing the geodesic invariant distance |ds| into the renormalization
scale Λ and also by defining GR(x, x) = limx→y G(x, y), we have
GR0 (x, x) =
1
4
ln(
√
g). (B.7)
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This computation along with the one given in Appendix A are also valid in the Super-
symmetric case. We performed analogous computations in supersymmetric language in
Chapter 5.
Appendix C
Appendix C
C.1 The Dotsenko-Fateev integral
In this last Appendix we derive eq.(4.99) by starting from the result obtained by Dot-
senko and Fateev [19]. They solve the integral
I3(m,n) =
m∏
i<j
n∏
r<s
∫
d2xid
2yr|xi − xj |4ρ|yr − ys|4ρ′
|xi − yr|−4|xi|2α|xi − 1|2β|yr|2α′ |yr − 1|2β′ .
(C.1)
By identifying the parameters ρ, ρ′, α, α′, β and β′ as
ρ = −b2, ρ′ = − 1
b2
, α = −2bα1,
β = −2bα2, α′ = −2α1
b
, β′ = −2α2
b
, (C.2)
we realize that the latter expression is equal to eq.(4.97). Applying the dictionary given
by eq.(C.2) and using the result by Dotsenko and Fateev [19], into eq.(C.1). We have
I3(m,n) =
[
m!n!pim+nb−8mn(γ(−b2))−m(γ(−b−2))−n]( 3∏
I=1
m−1∏
t=0
γ(2bαI + tb
2)
)−1
(
3∏
I=1
n−1∏
t=0
γ(2bαI +m+ tb
−2)
)−1( m∏
t=1
γ(1 + tb2)
n∏
t=1
γ(1 +m+ tb−2)
)−1
.
(C.3)
In order to extrapolate the latter result to non-integer values of m and n, we will trans-
form the latter three terms in eq.(C.3) and express them by using the Zamolodchikov’s
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function Υ(x). From eq.(4.103), we have [15]
γ(bx) =
Υ(x+ b)
Υ(x)
b2bx−1. (C.4)
Hence, by replacing x→ x+ tb it is possible to obtain the following recursion relation
γ(bx+ tb2) =
Υ(x+ (t+ 1)b)
Υ(x+ tb)
b2bx+2tb
2−1. (C.5)
Additionally, from eq.(C.5) it is possible to obtain
m−1∏
t=0
γ(bx+ tb2) =
Υ(x+mb)
Υ(x)
bm[(2bx−1)+(m−1)b
2], (C.6)
m∏
t=1
γ(bx+ tb2) =
Υ(x+ (m+ 1)b)
Υ(x+ b)
bm[(2bx−1)+(m+1)b
2]. (C.7)
Replacing eqs.(C.6) and (C.7) into the first and second term of eq.(C.3)
(
3∏
I=1
m−1∏
t=0
γ(2bαI + tb
2)
)−1
= (b)−m[4b
∑
I αI−3+3(m−1)b2]
3∏
I=1
Υ(2αI)
Υ(2αI +mb)
, (C.8)
(
3∏
I=1
n−1∏
t=0
γ(2bαI +m+ tb
−2)
)−1
= (
1
b
)−n[
4
b
∑
I αI−3+6m+ 3(n−1)b2 ]
3∏
I=1
Υ(2αI +mb)
Υ(2αI +mb+
n
b )
.
(C.9)
For the remaining term in eq.(C.3) we must be careful, because as we mentioned in
Chapter 4 the Zamolodchikov’s function Υ(x) has poles at x = −mb − n/b and x =
(m + 1)b + (n + 1)/b. To avoid this issue, we introduce a non-zero parameter  and
compute what we want. As usual at the end of the calculation we will take the limit
→ 0. Hence, we have(
m∏
t=1
γ(1 + tb2 + )
n∏
t=1
γ(1 +m+ tb−2 + )
)−1
= (b)n[(1+2m)+
(n+1)
b2
]−m[1+(m+1)b2] ×{
Υ(b+ 1b + )
Υ((1 +m)b+ (n+1)b + )
}
.
(C.10)
Now we use the relation Q = b+ 1/b in the latter equation. Thus, it is easy to obtain
lim
→0
bn[(1+2m)+
(n+1)
b2
]−m[1+(m+1)b2]
{
Υ(Q+ )
Υ(Q+mb+ nb + )
}
. (C.11)
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Additionally, we use the reflection property Υ(x) = Υ(Q − x) into eq.(C.11). In this
way, the last equation involving Υ(x) functions becomes
Υ(Q+ )
Υ(Q+mb+ nb + )
=
Υ()
Υ((−mb− nb )− )
. (C.12)
Applying the well-known L’Hospital’s rule, we easily find
lim
→0
{
Υ()
Υ((−mb− nb )− )
}
= − Υ
′(0)
Υ′(−mb− nb )
. (C.13)
Therefore, eq.(C.10) becomes
− (b)(nb−mb)(2Q−
∑
I αI)−2mn Υ
′(0)
Υ′(−mb− nb )
. (C.14)
Finally, combining eqs.(C.8), (C.9) and (C.14), we have
I3(m,n) = −m!n!φmb φn1/b
Υ′(0)
Υ′
(−bm−( 1
b
)n)
N=3∏
I=1
Υ(2αI)
Υ(
∑
J αJ−2αI)
, (C.15)
where φb and φ1/b are defined by eqs.(4.101) and (4.102).
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Appendix D
D.1 c, d and β
In this last appendix we show the result for the variables c, d and β which were computed
by using Mathematica. Recalling that the system of equations to be solved is
z′1 =
az1 + b+ αθ1
cz1 + d+ βθ1
= 1, (D.1)
z′2 =
az2 + b+ αθ2
cz2 + d+ βθ2
= 0, (D.2)
z′3 =
az3 + b+ αθ3
cz3 + d+ βθ3
= R, (D.3)
θ′1 =
α¯z1 + β¯ + A¯θ1
cz1 + d+ βθ1
= 0, (D.4)
θ′2 =
α¯z2 + β¯ + A¯θ2
cz2 + d+ βθ2
= 0, (D.5)
ad− bc− 3αβ = 1. (D.6)
Therefore, we have:
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c = -4 Α R Θ2^2 z1^2 + 6 Α i R Θ2^2 z1^2 + 4 Α R^2 Θ2^2 z1^2 - 12 Α i R^2 Θ2^2 z1^2 +
9 Α i^2 R^2 Θ2^2 z1^2 + 8 Α R Θ2 Θ3 z1^2 - 6 Α i R Θ2 Θ3 z1^2 - 8 Α R^2 Θ2 Θ3 z1^2 +
12 Α i R^2 Θ2 Θ3 z1^2 - 4 Α R Θ3^2 z1^2 + 4 Α R^2 Θ3^2 z1^2 - 4 Α Θ1 Θ2 z1 z2 +
8 Α R Θ1 Θ2 z1 z2 - 6 Α i R Θ1 Θ2 z1 z2 + 9 Α i^2 R Θ1 Θ2 z1 z2 - 4 Α R^2 Θ1 Θ2 z1 z2 +
12 Α i R^2 Θ1 Θ2 z1 z2 - 9 Α i^2 R^2 Θ1 Θ2 z1 z2 + 4 Α Θ2^2 z1 z2 - 6 Α i Θ2^2 z1 z2 -
6 Α i R Θ2^2 z1 z2 + 9 Α i^2 R Θ2^2 z1 z2 - 4 Α R^2 Θ2^2 z1 z2 + 12 Α i R^2 Θ2^2 z1 z2 -
9 Α i^2 R^2 Θ2^2 z1 z2 + 4 Α Θ1 Θ3 z1 z2 - 8 Α R Θ1 Θ3 z1 z2 + 6 Α i R Θ1 Θ3 z1 z2 +
4 Α R^2 Θ1 Θ3 z1 z2 - 6 Α i R^2 Θ1 Θ3 z1 z2 - 4 Α Θ2 Θ3 z1 z2 + 6 Α i Θ2 Θ3 z1 z2 - 8 Α R Θ2 Θ3 z1 z2 +
6 Α i R Θ2 Θ3 z1 z2 + 12 Α R^2 Θ2 Θ3 z1 z2 - 18 Α i R^2 Θ2 Θ3 z1 z2 + 8 Α R Θ3^2 z1 z2 -
8 Α R^2 Θ3^2 z1 z2 + 4 Α Θ1^2 z2^2 + 6 Α i Θ1^2 z2^2 - 4 Α R Θ1^2 z2^2 - 6 Α i R Θ1^2 z2^2 -
4 Α Θ1 Θ2 z2^2 + 9 Α i^2 Θ1 Θ2 z2^2 + 12 Α i R Θ1 Θ2 z2^2 - 18 Α i^2 R Θ1 Θ2 z2^2 +
4 Α R^2 Θ1 Θ2 z2^2 - 12 Α i R^2 Θ1 Θ2 z2^2 + 9 Α i^2 R^2 Θ1 Θ2 z2^2 - 4 Α Θ1 Θ3 z2^2 +
8 Α R Θ1 Θ3 z2^2 - 6 Α i R Θ1 Θ3 z2^2 - 4 Α R^2 Θ1 Θ3 z2^2 + 6 Α i R^2 Θ1 Θ3 z2^2 +
4 Α Θ2 Θ3 z2^2 - 6 Α i Θ2 Θ3 z2^2 - 4 Α R^2 Θ2 Θ3 z2^2 + 6 Α i R^2 Θ2 Θ3 z2^2 -
4 Α R Θ3^2 z2^2 + 4 Α R^2 Θ3^2 z2^2 + 4 Α Θ1 Θ2 z1 z3 - 8 Α R Θ1 Θ2 z1 z3 +
6 Α i R Θ1 Θ2 z1 z3 - 9 Α i^2 R Θ1 Θ2 z1 z3 + 4 Α R^2 Θ1 Θ2 z1 z3 - 12 Α i R^2 Θ1 Θ2 z1 z3 +
9 Α i^2 R^2 Θ1 Θ2 z1 z3 - 4 Α Θ2^2 z1 z3 + 6 Α i Θ2^2 z1 z3 + 8 Α R Θ2^2 z1 z3 -
6 Α i R Θ2^2 z1 z3 - 9 Α i^2 R Θ2^2 z1 z3 - 4 Α R^2 Θ2^2 z1 z3 + 12 Α i R^2 Θ2^2 z1 z3 -
9 Α i^2 R^2 Θ2^2 z1 z3 - 4 Α Θ1 Θ3 z1 z3 + 8 Α R Θ1 Θ3 z1 z3 - 6 Α i R Θ1 Θ3 z1 z3 -
4 Α R^2 Θ1 Θ3 z1 z3 + 6 Α i R^2 Θ1 Θ3 z1 z3 + 4 Α Θ2 Θ3 z1 z3 - 6 Α i Θ2 Θ3 z1 z3 -
8 Α R Θ2 Θ3 z1 z3 + 6 Α i R Θ2 Θ3 z1 z3 + 4 Α R^2 Θ2 Θ3 z1 z3 - 6 Α i R^2 Θ2 Θ3 z1 z3 -
8 Α Θ1^2 z2 z3 - 12 Α i Θ1^2 z2 z3 + 8 Α R Θ1^2 z2 z3 + 12 Α i R Θ1^2 z2 z3 + 12 Α Θ1 Θ2 z2 z3 -
18 Α i^2 Θ1 Θ2 z2 z3 - 8 Α R Θ1 Θ2 z2 z3 - 18 Α i R Θ1 Θ2 z2 z3 + 27 Α i^2 R Θ1 Θ2 z2 z3 -
4 Α R^2 Θ1 Θ2 z2 z3 + 12 Α i R^2 Θ1 Θ2 z2 z3 - 9 Α i^2 R^2 Θ1 Θ2 z2 z3 - 4 Α Θ2^2 z2 z3 +
6 Α i Θ2^2 z2 z3 + 6 Α i R Θ2^2 z2 z3 - 9 Α i^2 R Θ2^2 z2 z3 + 4 Α R^2 Θ2^2 z2 z3 -
12 Α i R^2 Θ2^2 z2 z3 + 9 Α i^2 R^2 Θ2^2 z2 z3 + 4 Α Θ1 Θ3 z2 z3 - 8 Α R Θ1 Θ3 z2 z3 +
6 Α i R Θ1 Θ3 z2 z3 + 4 Α R^2 Θ1 Θ3 z2 z3 - 6 Α i R^2 Θ1 Θ3 z2 z3 - 4 Α Θ2 Θ3 z2 z3 + 6 Α i Θ2 Θ3 z2 z3 +
8 Α R Θ2 Θ3 z2 z3 - 6 Α i R Θ2 Θ3 z2 z3 - 4 Α R^2 Θ2 Θ3 z2 z3 + 6 Α i R^2 Θ2 Θ3 z2 z3 +
4 Α Θ1^2 z3^2 + 6 Α i Θ1^2 z3^2 - 4 Α R Θ1^2 z3^2 - 6 Α i R Θ1^2 z3^2 - 8 Α Θ1 Θ2 z3^2 +
9 Α i^2 Θ1 Θ2 z3^2 + 8 Α R Θ1 Θ2 z3^2 + 6 Α i R Θ1 Θ2 z3^2 - 9 Α i^2 R Θ1 Θ2 z3^2 +
4 Α Θ2^2 z3^2 - 6 Α i Θ2^2 z3^2 - 4 Α R Θ2^2 z3^2 + 9 Α i^2 R Θ2^2 z3^2 -
2 R Θ2 z1
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL +
3 i R Θ2 z1
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL +
2 R Θ3 z1
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL +
2 Θ1 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL -
2 Θ2 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL +
3 i Θ2 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +L LL +
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��2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 R Θ2 z2
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
3 i R Θ2 z2
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 R Θ3 z2
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 Θ1 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 Θ2 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
3 i Θ2 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3����� ��4 ��1 � R� R �z1 � z2� �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� � ��2 � 3 i� Θ2 �z1 � z3���z2 � z3��
2     Coefficient_c.nb
Printed by Wolfram Mathematica Student Edition
Appendix D. 116
d = I-4 Α Θ2^2 z1^2 z2 + 6 Α i Θ2^2 z1^2 z2 + 4 Α R Θ2^2 z1^2 z2 - 9 Α i^2 R Θ2^2 z1^2 z2 +
4 Α Θ2 Θ3 z1^2 z2 - 6 Α i Θ2 Θ3 z1^2 z2 - 8 Α R Θ2 Θ3 z1^2 z2 + 6 Α i R Θ2 Θ3 z1^2 z2 +
4 Α R^2 Θ2 Θ3 z1^2 z2 - 6 Α i R^2 Θ2 Θ3 z1^2 z2 + 4 Α R Θ3^2 z1^2 z2 -
4 Α R^2 Θ3^2 z1^2 z2 + 8 Α Θ1 Θ2 z1 z2^2 - 9 Α i^2 Θ1 Θ2 z1 z2^2 - 8 Α R Θ1 Θ2 z1 z2^2 -
6 Α i R Θ1 Θ2 z1 z2^2 + 9 Α i^2 R Θ1 Θ2 z1 z2^2 - 4 Α Θ1 Θ3 z1 z2^2 + 8 Α R Θ1 Θ3 z1 z2^2 -
6 Α i R Θ1 Θ3 z1 z2^2 - 4 Α R^2 Θ1 Θ3 z1 z2^2 + 6 Α i R^2 Θ1 Θ3 z1 z2^2 - 4 Α Θ2 Θ3 z1 z2^2 +
6 Α i Θ2 Θ3 z1 z2^2 + 8 Α R Θ2 Θ3 z1 z2^2 - 6 Α i R Θ2 Θ3 z1 z2^2 - 4 Α R^2 Θ2 Θ3 z1 z2^2 +
6 Α i R^2 Θ2 Θ3 z1 z2^2 - 8 Α R Θ3^2 z1 z2^2 + 8 Α R^2 Θ3^2 z1 z2^2 - 4 Α Θ1^2 z2^3 -
6 Α i Θ1^2 z2^3 + 4 Α R Θ1^2 z2^3 + 6 Α i R Θ1^2 z2^3 + 4 Α Θ1 Θ3 z2^3 - 8 Α R Θ1 Θ3 z2^3 +
6 Α i R Θ1 Θ3 z2^3 + 4 Α R^2 Θ1 Θ3 z2^3 - 6 Α i R^2 Θ1 Θ3 z2^3 + 4 Α R Θ3^2 z2^3 -
4 Α R^2 Θ3^2 z2^3 + 4 Α Θ2^2 z1^2 z3 - 6 Α i Θ2^2 z1^2 z3 - 6 Α i R Θ2^2 z1^2 z3 +
9 Α i^2 R Θ2^2 z1^2 z3 - 4 Α R^2 Θ2^2 z1^2 z3 + 12 Α i R^2 Θ2^2 z1^2 z3 -
9 Α i^2 R^2 Θ2^2 z1^2 z3 - 4 Α Θ2 Θ3 z1^2 z3 + 6 Α i Θ2 Θ3 z1^2 z3 + 4 Α R^2 Θ2 Θ3 z1^2 z3 -
6 Α i R^2 Θ2 Θ3 z1^2 z3 - 12 Α Θ1 Θ2 z1 z2 z3 + 18 Α i^2 Θ1 Θ2 z1 z2 z3 + 8 Α R Θ1 Θ2 z1 z2 z3 +
18 Α i R Θ1 Θ2 z1 z2 z3 - 27 Α i^2 R Θ1 Θ2 z1 z2 z3 + 4 Α R^2 Θ1 Θ2 z1 z2 z3 -
12 Α i R^2 Θ1 Θ2 z1 z2 z3 + 9 Α i^2 R^2 Θ1 Θ2 z1 z2 z3 + 4 Α Θ2^2 z1 z2 z3 -
6 Α i Θ2^2 z1 z2 z3 - 8 Α R Θ2^2 z1 z2 z3 + 6 Α i R Θ2^2 z1 z2 z3 + 9 Α i^2 R Θ2^2 z1 z2 z3 +
4 Α R^2 Θ2^2 z1 z2 z3 - 12 Α i R^2 Θ2^2 z1 z2 z3 + 9 Α i^2 R^2 Θ2^2 z1 z2 z3 +
4 Α Θ1 Θ3 z1 z2 z3 - 8 Α R Θ1 Θ3 z1 z2 z3 + 6 Α i R Θ1 Θ3 z1 z2 z3 + 4 Α R^2 Θ1 Θ3 z1 z2 z3 -
6 Α i R^2 Θ1 Θ3 z1 z2 z3 + 4 Α Θ2 Θ3 z1 z2 z3 - 6 Α i Θ2 Θ3 z1 z2 z3 + 8 Α R Θ2 Θ3 z1 z2 z3 -
6 Α i R Θ2 Θ3 z1 z2 z3 - 12 Α R^2 Θ2 Θ3 z1 z2 z3 + 18 Α i R^2 Θ2 Θ3 z1 z2 z3 +
8 Α Θ1^2 z2^2 z3 + 12 Α i Θ1^2 z2^2 z3 - 8 Α R Θ1^2 z2^2 z3 - 12 Α i R Θ1^2 z2^2 z3 -
4 Α Θ1 Θ2 z2^2 z3 + 8 Α R Θ1 Θ2 z2^2 z3 - 6 Α i R Θ1 Θ2 z2^2 z3 + 9 Α i^2 R Θ1 Θ2 z2^2 z3 -
4 Α R^2 Θ1 Θ2 z2^2 z3 + 12 Α i R^2 Θ1 Θ2 z2^2 z3 - 9 Α i^2 R^2 Θ1 Θ2 z2^2 z3 -
4 Α Θ1 Θ3 z2^2 z3 + 8 Α R Θ1 Θ3 z2^2 z3 - 6 Α i R Θ1 Θ3 z2^2 z3 - 4 Α R^2 Θ1 Θ3 z2^2 z3 +
6 Α i R^2 Θ1 Θ3 z2^2 z3 - 8 Α R Θ2 Θ3 z2^2 z3 + 6 Α i R Θ2 Θ3 z2^2 z3 + 8 Α R^2 Θ2 Θ3 z2^2 z3 -
12 Α i R^2 Θ2 Θ3 z2^2 z3 + 4 Α Θ1 Θ2 z1 z3^2 - 9 Α i^2 Θ1 Θ2 z1 z3^2 - 12 Α i R Θ1 Θ2 z1 z3^2 +
18 Α i^2 R Θ1 Θ2 z1 z3^2 - 4 Α R^2 Θ1 Θ2 z1 z3^2 + 12 Α i R^2 Θ1 Θ2 z1 z3^2 -
9 Α i^2 R^2 Θ1 Θ2 z1 z3^2 - 4 Α Θ2^2 z1 z3^2 + 6 Α i Θ2^2 z1 z3^2 + 6 Α i R Θ2^2 z1 z3^2 -
9 Α i^2 R Θ2^2 z1 z3^2 + 4 Α R^2 Θ2^2 z1 z3^2 - 12 Α i R^2 Θ2^2 z1 z3^2 +
9 Α i^2 R^2 Θ2^2 z1 z3^2 - 4 Α Θ1^2 z2 z3^2 - 6 Α i Θ1^2 z2 z3^2 + 4 Α R Θ1^2 z2 z3^2 +
6 Α i R Θ1^2 z2 z3^2 + 4 Α Θ1 Θ2 z2 z3^2 - 8 Α R Θ1 Θ2 z2 z3^2 + 6 Α i R Θ1 Θ2 z2 z3^2 -
9 Α i^2 R Θ1 Θ2 z2 z3^2 + 4 Α R^2 Θ1 Θ2 z2 z3^2 - 12 Α i R^2 Θ1 Θ2 z2 z3^2 +
9 Α i^2 R^2 Θ1 Θ2 z2 z3^2 + 4 Α R Θ2^2 z2 z3^2 - 6 Α i R Θ2^2 z2 z3^2 -
4 Α R^2 Θ2^2 z2 z3^2 + 12 Α i R^2 Θ2^2 z2 z3^2 - 9 Α i^2 R^2 Θ2^2 z2 z3^2 +
2 Θ2 z1 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL -
3 i Θ2 z1 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL -
2 R Θ3 z1 z2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL -
2 Θ1 z2^2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLL +
2 R Θ3 z2^2
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -L^2 +
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�3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 Θ2 z1 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
3 i Θ2 z1 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 R Θ2 z1 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
3 i R Θ2 z1 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 Θ1 z2 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
2 R Θ2 z2 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3���� �
3 i R Θ2 z2 z3
��Α^2 ��2 �1 � R� Θ3 �z1 � z2� � ��2 � ��2 � 3 i� R� Θ2 �z1 � z3� ��3 i ��1 � R� � 2 �1 � R�� Θ1 �z2 � z3��^2 � 8 R �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� ���2 � 3 i� Θ2 �z1 � z3�� �Θ3 ��z1 � z2� � Θ2 �z1 � z3� � Θ1 ��z2 � z3����� ��4 ��1 � R� R �z1 � z2� �2 �Θ3 �z1 � z2� � Θ1 �z2 � z3�� � ��2 � 3 i� Θ2 �z1 � z3���z2 � z3��
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Β =I-2 Α Θ2 z1 - 2 Α R Θ2 z1 + 3 Α i R Θ2 z1 + 2 Α Θ3 z1 + 2 Α R Θ3 z1 + 2 Α Θ1 z2 + 3 Α i Θ1 z2 + 2 Α R Θ1 z2 - 3
Α i R Θ1 z2 - 2 Α Θ3 z2 - 2 Α R Θ3 z2 - 2 Α Θ1 z3 - 3 Α i Θ1 z3 - 2 Α R Θ1 z3 + 3 Α i R Θ1 z3 + 2 Α Θ2 z3 +
2 Α R Θ2 z3 - 3 Α i R Θ2 z3 +
,HΑ^2 HH2 H1 + RL Θ3 Hz1 - z2L + H-2 + H-2 + 3 iL RL Θ2 Hz1 - z3L -H3 i H-1 + RL - 2 H1 + RLL Θ1 Hz2 - z3LL^2 + 8 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL +H-2 + 3 iL Θ2 Hz1 - z3LL HΘ3 H-z1 + z2L + Θ2 Hz1 - z3L + Θ1 H-z2 + z3LLLLM H2 R H2 HΘ3 Hz1 - z2L + Θ1 Hz2 - z3LL + H-2 + 3 iL Θ2 Hz1 - z3LLL
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