Abstract-Syntactic tracking aims to classify a target's spatiotemporal trajectory by using natural language processing models. This paper proposes constrained stochastic context-free grammar (CSCFG) models for target trajectories confined to a roadmap. We present a particle filtering algorithm that exploits the CSCFG model structure to estimate the target's trajectory. This metalevel algorithm operates in conjunction with a base-level target tracking algorithm. Extensive numerical results using simulated ground moving target indicator radar measurements show useful improvement in both trajectory classification and target state (both coordinates and velocity) estimation.
I. INTRODUCTION
C ONSIDER a moving target confined to the road network illustrated in Fig. 1 . Assume that the target is being tracked by a ground moving target indicator (GMTI) radar system. At each discrete time k, let x k denote target's kinematic state vector comprising position and velocity of the target as it moves in a two dimensional space. Let z k denote the noisy measurement of x k obtained from a GMTI radar. How can the constraints of a digital roadmap be exploited for tracking a target confined to a road network? Classical (base-level) target tracking algorithms have been well studied in the literature [1] - [5] . These include the variable structure interacting multiple model (VSIMM) tracker [4] , [5] . Let d k and l k denote, respectively, the direction of motion and location (road or intersection names) of the target. In a 25 } denotes the set of road intersections. E = {e ij |v i , v j ∈ V } denotes the set of directed roads where e ij denotes the road from v i to v j . Grey squares denote blocks. The red and green lines are examples of roadmap based anomalous trajectories discussed in this paper. We construct generative models for these trajectories using constrained stochastic context free grammars (CSCFG).
VSIMM tracker, the direction sequence d 1:k = (d 1 , . . . , d k ) is modeled as a Markov chain with state space dependent on the location sequence l 1:k = (l 1 , . . . , l k ). These direction and location sequences are chosen so that the target is confined to roads and intersections in a roadmap. Also [6] uses a jump Markov process to model vehicular mobility on an urban roadmap. At a higher level of abstraction (lower degree of spatial resolution and slower time scale), a moving target confined to a roadmap can be characterized by the string of symbols denoting the roads it traverses. For example, the trajectory (red and green dotted lines) illustrated in Fig. 1 describes a target performing anomalous (suspicious) patrol activities on two crosshatched blocks: circling the crosshatched blocks (red line) followed by circling the same blocks in the reverse order (green line). Given noisy radar observations, how can an automated system 1 detect such an anomalous trajectory [8] - [12] ? The main idea in this paper is to model such anomalous trajectories as symbols from a natural language generated by a constrained stochastic context free grammar (CSCFG). Put simply, the target trajectory speaks a language about its intent. 1 Traditionally, given track information, a radar (human) operator analyzes target trajectories to determine anomalous behavior. This paper develops natural language models and meta-level signal processing algorithms for estimating anomalous trajectories. Such "middleware" forms the interface between the physical signal processing layer and the radar operator; see also [7] for alternative models for intent using bridging distributions. This paper provides a method for maximum likelihood classification of anomalous trajectories via a "syntactic" enhancement to the baseline VSIMM tracker. The syntactic enhancement operates at a higher (meta) level and models anomalous trajectories. Our aim is to compute the maximum likelihood estimate of the target's trajectory:
Here, z 1:k = (z 1 , z 2 , . . . , z k ) denotes the noisy observation sequence recorded by a GMTI radar. G denotes a class of trajectories (such as all strings that result in trajectories are rectangles) which is a finite set of strings. G denotes the set of different classes of trajectories that a radar operator is interested in. The posterior probability mass function p(G|z 1:k ) in (1) takes into account the roadmap statistics (e.g., turning ratio from one road to another) obtained from traffic data.
A. CSCFG as a Generative Model
The syntactic tracker we propose in this paper consists of two parts: a meta-level tracker and a base-level tracker. The metalevel tracker uses tracklets generated by the base-level tracker to model higher level trajectories. The architecture of a syntactic tracker is illustrated in Fig. 2 .
Our key idea is that for each trajectory class G ∈ G in (1), we propose a generative model using a constrained stochastic context free grammar (CSCFG) [13] , [14] on a weighted, directed graph. By a generative model for trajectory class G, we mean the following necessary and sufficient condition: 1) Each string generated by the CSCFG with specified grammatical rules belongs to class G.
2) Each string in class G can be generated by the CSCFG.
Therefore, the class G of anomalous trajectories is equivalent to the corresponding CSCFG grammatical rules. So to classify a trajectory, we only need to classify the grammar within the family of CSCFGs. This is done in Sec. V-B via a particle filter algorithm that combines the functionalities of CSCFG and VSIMM.
B. Organization and Main Results
The organization and main results of this paper are: 1. Sec. II describes syntactic tracker architectures and gives more insight into the natural language models used in this paper. Specifically, the differences between CSCFGs, SCFGs and template matching are discussed. 2. Sec. III describes the construction of a natural language driven model for the roadmap based syntactic tracking problem in (1) . The main idea is that we facilitate CSCFGs as generative models for target trajectories on a directed, weighted graph formulated from the roadmap. This CSCFG model operates in conjunction with the baseline VSIMM which has measurements from a GMTI radar. 3. Sec. III-B details the construction of CSCFG generative models for the roadmap confined target trajectories. Several important examples of anomalous trajectories are modeled. 4. Sec. V-B presents a particle filtering algorithm to classify the target trajectory given noisy radar observations. The novelty of this algorithm is that it exploits a modified Earley Stolcke parser (arising in natural language parsing of CSCFGs) to compute the one step prediction and likelihood of the target trajectory. 5. Sec. VI presents numerical studies of the CSCFG syntactic tracker. Compared to the baseline VSIMM tracker, the CSCFG syntactic tracker enables anomalous trajectory detection and has smaller state estimate error.
II. SYNTACTIC TRACKER ARCHITECTURES AND CSCFGS

A. Syntactic Tracker Architectures
To give context into the main ideas of this paper, we describe two architectures for syntactic trackers, namely (i) CSCFG syntactic tracker proposed in this paper and (ii) stochastic context free grammar (SCFG) syntactic tracker proposed in earlier works [15] , [16] .
The SCFG syntactic tracker in previous works [17] - [19] was used to classify shapes (lines, arcs or m-rectangles) of trajectories. In such a tracker, the direction sequence d 1:k is modeled via a stochastic context free grammar (SCFG) at the meta-level. The architecture of the SCFG syntactic tracker is illustrated in Fig. 3(a) ; see also [20] for an excellent review.
The key new idea in this paper is to combine a Markov chain and a SCFG which results in a constrained stochastic context free grammar (CSCFG). A CSCFG forms a generative model for the distinct roads that the target traverses, namely
In (3), q k denotes the road the target moves on at time k. u(.) denotes a function on a string that removes repetitions in the Fig. 3 . Architectures of (a) the SCFG syntactic tracker and (b) the CSCFG syntactic tracker to assist radar operator in detecting anomalous trajectories. z k denotes the noisy observation recorded by a GMTI radar at time k and x k denotes the target's state vector. G shape and G denote two different classes of trajectories.
is the sequence of roads the target travels until time k. The posterior probability p(G|z 1:k ) of anomalous trajectories is fed to the radar operator.
string, e.g., u("122343") = "12343". The trajectory (red and green lines) in Fig. 1 
The transition from one road to another is modeled as a Markov chain based on the traffic statistics. The blocks that the target traverses are modeled via a SCFG. Hence, the road sequence in (3) is a combination of a Markov chain and a SCFG which is equivalent to a CSCFG: see [13] , [14] . The structure of the CSCFG syntactic tracker is illustrated in Fig. 3(b) . In contrast, it is important to note that the SCFG is not a generative model for the directed road sequence in (4 
The sequence in (5) describes a target moving from e 6,11 to e 12,17 which is physically impossible because e 6,11 and e 12, 17 are not connected via an intersection on the roadmap in Fig. 1 . To summarize, a CSCFG is essential as a generative model for spatial trajectories that are physically realizable. The syntactic tracker architecture can be viewed as "middleware" which interfaces the physical signal processing layer with the radar operator (human decision maker).
B. Context. CSCFG vs SCFG vs Markov Chain vs Template Matching: A Toy Example
To give further insight into the key ideas of this paper, we give a toy example to illustrate the difference between trajectories generated by a Markov chain, SCFG and CSCFG. The Chomsky hierarchy of natural languages [21] says implying that CSCFGs generate trajectories with much more complex dependency structures than a Markov chain can. Markov Chain (serial dependency): Consider a first-order Markov chain with trajectory a 1 , . . . , a m for some fixed time m. The dependency structure is a chain graph as shown in Fig. 4 14, 9 is an example of a SCFG generated arc trajectory: the number of road segments directed northwards that the target traverses equals the number of road segments that the target traverses southwards. The dependency structure of a SCFG has a tree type graphical representation as shown in Fig. 4(b) . It can be proved via a pumping lemma [21] 12, 7 . The Markovian property constrains the road directions from a vertex to ensure that physically unrealizable trajectories such as (5) do not occur. The dependency structure of a CSCFG is a tree-chain graph as shown in Fig. 4 
III. ROADMAP BASED SYNTACTIC TRACKING: A 3-LEVEL MODEL
In this section, we construct a model for the roadmap based syntactic tracking problem. Our model operates at three levels of abstraction. At the highest level of abstraction, we have the roadmap which is modeled as a directed, weighted graph. At the second level, we model the target's trajectory constrained to a roadmap as a string generated from a CSCFG. Finally at the lowest level (physical sensor layer), the directed road sequence u(q 1:k ) defined in (3) drives a baseline VSIMM state space model which has measurements from a GMTI radar. Fig. 1 as a 
A. Level 1: Roadmap as a Directed, Weighted Graph
Here, we model the roadmap as a directed, weighted graph G with vertices V , directed edges E and weights θ
The set of vertices V = {v 1 , v 2 , . . . , v n } denotes intersections. The set of directed edges E = {e ij |v i , v j ∈ V } denotes directed roads. The set of weights θ = {θ(e ij ) ∈ {north, south, east, west}, ∀e ij ∈ E} denotes directions of roads with respect to a reference coordinate. The directed, weighted graph for the roadmap in Fig. 1 is presented in Fig. 5 . Denote the vertex (road intersection)
Note that the road network directed graph model described above does not require the road map to be a rectangular (Manhattan) grid.
B. Level 2: Trajectories and CSCFG Modeling on Directed, Weighted Graph
The second level of our 3-level model is a CSCFG that serves as a generative model for the target's trajectories. These trajectories determine the target's directed road sequence:
Here, u(.), E are defined in (3) and (7). into(.) and from(.) are defined in (8) . Recall q k denotes the road the target moves on at time k.
A CSCFG is a 5-tuple of the form 3 CSCFG = {N , T , S, R, P} where N is a finite set of nonterminals (hidden states) and T is a finite set of terminals (observations) such that N ∩ T = ∅. S ∈ N is chosen to be the start symbol. R is a set of production rules of the form X → λ|a where X ∈ N ∪ S, a ∈ T λ : a string of nonterminals and terminals which indicates the nonterminal X can be replaced with λ if the previous terminal is a. P : R → [0, 1] is a probability function over production rules in R such that n X a P (X → λ|a) = 1. n X a denotes the number of production rules in R associated with the nonterminal X and terminal a. Starting from S, repetitively replace the leftmost nonterminal (such deviations can be represented as a parse tree [22] ) according to the production rules in R and probabilities in P until the resulting string only comprises terminals.
A stochastic parsing algorithm in natural language processing computes the one-step conditional probabilities
and the prefix conditional probabilities
Here, a 1:k = (a 1 , a 2 , . . . , a k ) denotes a string of terminals. The parsing algorithm for CSCFGs is a generalization of the well known forward filtering algorithm for HMMs. It operates over a parse tree via a top-down and then bottom-up manner. Appendix A gives a short description of SCFGs and CSCFGs.
C. Level 3: VSIMM Base-Level Model
Here, we describe the third and final component of our 3-level roadmap constrained target model. The model is almost identical to the classical VSIMM except that the variable q k below couples the model with the target's trajectory (modeled as a CSCFG in Level 2). We construct a VSIMM for the baseline target's kinematics 4 which are measured by a GMTI radar system. The target's kinematic state evolves as
Here,
is the 4-dimensional state vector of the target at time k that comprises position and velocity components in the x and y directions. d k denotes the target's moving direction. q k , θ(.), from(.) are defined in (9), (7) and (8). B(.) denotes the target's meta-level location (road or intersection name at time k), that is B(.) maps the target's state vector to an edge (road) or a vertex (road intersection) in the graph G defined in (7) . F in (10) is a nonlinear function and models the target's state process:
Here, T is the sampling interval between GMTI measurements. (10) is a zero-mean iid Gaussian 4 Our setup assumes a single target with no missing measurements or data association errors. Actually, missing measurements are easily handled at both the syntactic and base-level trackers. Data association is handled by the baseline tracking algorithm and not the meta-level tracker.
process with covariance matrixQ k (d k ) computed as
Here, denotes transpose, σ The observation equation specifies the GMTI radar measurements:
Here, z k = [r k ,ṙ k , a k ] denotes the 3-dimensional noisy observation vector recorded by a GMTI radar at time k. r k ,ṙ k , a k denote, respectively, the range, range rate and azimuth (in degrees, (−180
is the 4-dimensional state vector for the phase center of the GMTI radar's antenna on the aircraft it is mounted on. The vector c k comprises position and velocity components in the x and y directions. We assume that z c k is the (constant) altitude of the aircraft and the (constant) altitude of the target is zero. atan2 denotes the four-quadrant inverse tangent (in radians).
The observation noise v k in (13) is assumed to be a zero-mean white Gaussian process with covariance matrix
where σ r k , σṙ k and σ θ k are standard deviations for range, range rate and azimuth, respectively. Note that R is a diagonal matrix reflecting the assumption that the errors in the range, range rate and azimuth are uncorrelated. To summarize, the VSIMM model above is a CSCFG modulated stochastic state space model; where the CSCFG is a generative model for the complex spatial trajectory of the target. In comparison, classical VSIMM deals with a Markov modulated model. 
IV. TRAJECTORIES AND CSCFG MODELING
Given the 3-level model of Sec. III, we now elaborate on Level 2 of the model, namely spatial trajectories and CSCFG generative models described in Sec. III-B. In particular, we discuss three important anomalous trajectories: (i) Equal effort search (ii) Asymmetric search and (iii) Patrol. These trajectory classes exhibit a tree-chain dependency (recall Sec. II-B) and CSCFG forms generative models for these classes. That is, the necessary and sufficient condition (2) holds. Markov chains and SCFGs are not generative models for these examples.
A. Example 1: Equal Effort Search Trajectory Class
How can an intent inference algorithm determine if a target has spent equal effort patrolling two distinct sites? The aim is to characterize targets whose intent is to spend equal amount of resources patrolling two distinct sites. As shown below, the resulting equal effort search trajectory class is an CSCFG.
In the equal effort search trajectory class G equal , a target (searcher) spends equal effort searching two rows of blocks (blocks are defined in Fig. 1 ) The trajectory for searching each block is characterized by a string of 4 roads that surround the block. For example, searching the northwest crosshatched block in Fig. 6 is described by any string from the set {e 12 
Here, block (i, j) represents the block located at ith column, jth row, e.g. , block (2, 3) indicates the northwest crosshatched block in Fig. 6. b 1 b 2 . . . b m denotes a string of edges directing from block (i N , j) to block (m 1 , n). into(.) and from(.) are defined in (8) .
The key two points to note in (15) are: (i) the length of the strings a 1 a 2 . . . a N and c 1 c 2 . . . c N are equal (tree dependency) (ii) current edge directs from the vertex that its previous edge directs into (red arrows, chain dependency). Therefore, the class of spatial trajectories G equal exhibits a tree-chain dependency. The CSCFG production rules that yield a generative model for G equal are given in Appendix C.
B. Example 2: Asymmetric Search Trajectory Class
Here we characterize a target that searches one site more times than another site. Moreover, we incorporate the precedence constraint that the target first searches the low priority region and then the high priority region. Such asymmetric search trajectories 5 with precedence constraints reflect that the target poses a higher threat to the second site, and that search of the first site, causally affects search of the second site. The corresponding asymmetric search trajectory class G asym is as follows: a target makes N round trips of block (i, j) followed by N + Δ round trips of another block (m, n). Both N and Δ are random positive integers. An example of the trajectory G asym is illustrated in Fig. 7 . In general, G asym is defined by the class of strings
In (16), b 1 b 2 . . . b m denotes a string of edges directing from block (i, j) to block (m, n). In G asym : (i) the length of substring containing c is longer than that containing a (tree dependency) (ii) current edge directs from the vertex that its previous edge directs into (red arrows, chain dependency). Therefore, the class of spatial trajectories G asym exhibits a tree-chain dependency. The CSCFG production rules that serve as a generative model for G asym are provided in Appendix C.
C. Example 3: Patrol Trajectory Class
The patrol trajectory class G patrol specifies a target patrolling several blocks followed by patrolling the same blocks in the reverse order. G patrol signifies a routine patrol behavior: in the morning, the target moves to some other edge while patrolling specific blocks in a pre-designed order; in the afternoon, it patrols the same blocks in the reverse order and returns to its origin. An example of the trajectory class G patrol is illustrated by the red and green lines in Fig. 1 . In general, G patrol is defined by the class of strings (spatial trajectories)
In (17), G patrol is a palindrome (tree dependency) with chain constraints (red arrows). Therefore, the class of spatial trajectories G patrol exhibits a tree-chain dependency. The CSCFG production rules that constitute a generative model for G patrol are provided in Appendix C.
D. Anomalous Trajectories Involving Interacting Targets
Apart from the 3 examples above, the CSCFG formalism also serves as a generative model for several other important classes of anomalous spatial trajectories. Here we briefly outline two examples that consist of two interacting targets (To save space the production rules that generate these trajectories and numerical studies are omitted).
Example 4. Accompany Rectangle: The accompany rectangle trajectory class G ar consists of two interacting targets. The trajectory of target A is a rectangle which indicates surveillance activities. Target B accompanies A and moves within one block away from A to do auxiliary work, e.g., clear safety threats around A. An example of G ar is illustrated in Fig. 8 . G ar is defined by the class of spatial trajectories In the palindrome anomalous trajectory class G fp , target A starts from road e ij , moves to road e m n and then retraces its path to e j i . The trajectory of target A is a palindrome illustrated in Fig. 8 . Target A can be a person that goes from home to office and then retraces his path to back home. Target B intentionally follows target A by moving on either the same road as A or the previous road A travelled (so B can constantly monitor A). G fp is defined by the class of spatial trajectories
Here, m is a random positive integer. The trajectory of target A is a palindrome which represents the tree dependency [17] . The trajectory of target B is a Markov chain which indicates the chain dependency. Therefore, the class G fp which combines the trajectories of targets A and B exhibits a tree-chain dependency and a CSCFG forms a generative model.
E. Summary
We summarize the main ideas in this section with the following theorem and then describe some extensions.
Theorem 1: For the spatial trajectories in Examples 1 to 5: 1) A CSCFG constitutes a generative model, i.e., the necessary and sufficient condition (2) holds. Markov chains are not generative models and naive template matching (Sec. II-B) requires an exponential number of templates.
2) The CSCFG models are consistent: they generate finite length strings with probability one (proof in Appendix C).
Velocity Tracklets: A target's velocity profile can also indicate anomalous activities. In Fig. 8 , the target moves slowly on the road (densely dotted black dots) close to the embassy (orange filled rectangle) and then speeds up (loosely dotted black dots) after it turns into another road. This velocity profile can indicate suspicious surveillance of the embassy. To incorporate the target's velocity into syntactic tracking, we simply augment the position tracklet (road name e ij ) with the quantized speed, e.g.,: [e ij , slow] or [e ij , fast] which denotes the target moving on road e ij at a low or high speed. The base-level tracker estimates the target's speed on an individual road, maps it to the augmented tracklet and then the meta-level tracker uses these tracklets for inferring intent.
Other Examples of Anomalous Trajectories: In general anomalous trajectories are defined by radar operators and can be codified into production rules. [17] has several additional examples of trajectories that have SCFG generative models including move-stop-move, two targets meeting at a specific region and then departing, trajectories that are constrained to visit specific regions such as checkpoints, etc.
V. CSCFG-DRIVEN PARTICLE FILTER TRACKER
Thus far, we have discussed a 3-level model for the roadmap syntactic tracking problem. Sec. III-B gave several examples of anomalous trajectories. In this section, given GMTI radar observations z 1:k of the target, we exploit the 3-level model to develop a syntactic enhanced VSIMM algorithm for real time estimation of the posterior of the target trajectory as Recall (9) that u(q 1:k ) is the sequence of distinct roads traversed from time 1 to k. G denotes the set of trajectory models discussed in Sec. IV. Evaluating p(G|z 1:k ) in (18) requires computing the posterior distributions p(G| u(q 1:k )) and p(q 1:k |z 1:k ). These are discussed below.
A. Context
Given the architecture of CSCFG syntactic tracker in Fig. 3(b) and (18), the computation of the posterior p(G|z 1:k ) of trajectory class G proceeds in three steps:
1) The meta-level tracker computes the one step prediction p(q k |q 1:k −1 ) and feeds it to the base-level tracker. These probabilities depend on the road traffic statistics and are computed in (22) below (via the Earley Stolcke parser). 2) The base-level tracker receives the one step prediction, computes the posterior p(q 1:k |z 1:k ) in (18) given radar observations z 1:k and returns q k to the meta-level tracker. 3) The meta-level tracker receives q k and computes the posterior p(G| u(q 1:k )) in (18) as
Here, p(G), ∀G ∈ G is the pre-defined prior distribution of different classes of trajectories. p(u(q 1:k )|G) denotes the likelihood of the road sequence given the grammatical model. The particle filtering algorithm described in Sec. V-B is based on the above 3 steps to estimate the posterior distribution p(G|z 1:k ) in (18) . The novelty of this algorithm is that it exploits the CSCFG natural language model for the target trajectory class as follows: a modified Earley Stolcke parser 7 for CSCFGs (see Appendix B) is used to compute the one step prediction p(q k |q 1:k −1 ) in step (1) and target trajectory likelihood p(u(q 1:k )|G) in step (3).
B. CSCFG-Driven Particle Filter Algorithm
For the 3-level model proposed in Sec. III and Sec. III-B, direct computation of the posterior distribution p(q 1:k |z 1:k ) is intractable. 8 Therefore, given the noisy observation sequence z 1:k , we estimate the posterior distribution
Here, m 1:k +1 = (m 1 , m 2 , . . . , m k +1 ) and m k denotes the length of the directed road sequence u(q 1:k ) in (9) . That is, m k is the number of distinct roads the target has traversed until time k. Recall q k is the road the target is on at time k.
The particle filter algorithm below uses the approximation
where N p is the number of particles. Then the real time posterior probability mass function of trajectory G given radar observations in (18) is computed as
The particle weights w i k are computed recursively as
We choose the bootstrap proposal distribution
The first term in (21) is computed as
In (22) (19) . Using the dynamics in (10), the second term in (21) is
Here, d i k is specified in (10) . (12) . The third term in (21) is updated as
Here, B(.) is defined in (10) and T is the sampling interval in (11) . (24) 
where H(.), c k are defined in (13) and R is defined in (14) . With the above definitions, the CSCFG-driven particle filtering algorithm is presented in Algorithm 1. The output of Algorithm 1 is the real time estimate of the posterior of each trajectory model given radar observations, namely p(G|z 1:k ), ∀G ∈ G in (18) . Algorithm 1 also computes the target's state estimate (denoted asx k ) to compare with the VSIMM tracker in Sec. VI.
VI. NUMERICAL EXAMPLES
This section presents three numerical examples for detecting roadmap based anomalous trajectories of a target. 10 The CSCFG syntactic tracker (Algorithm 1) proposed in Sec. V-B provides real time classification of the trajectory of a target as it moves on a roadmap given GMTI radar observations. Recall 9 The particles q i k , i = 1, . . . , N p are sampled to ensure that they are consistent with the specific CSCFG trajectory model. 10 We emphasize again that we do not consider data association in this paper. 
A. Simulation Setup
The prior probabilities of the anomalous trajectories of interest are assumed to be uniformly distributed. The initialization of the ith particle s Here, x 1 is the target's true state vector at the initial time and B(.) defined in (10) denotes the target's meta-level position (road or intersection name).
The empirical performance of the CSCFG syntactic tracker is evaluated by simulating measurements from a GMTI radar for a target moving on a 6 × 6 (number of blocks) roadmap; see Fig. 9 . The length and width of each directed road is assumed (14) . T is the sampling interval in (11) . σ a and σ o are the standard deviations along and orthogonal to the direction of motion in (12) . to be 100 m and 5 m, respectively. The aircraft (on which a GMTI radar is mounted) starts from (−500 m, −500 m), and then moves along the perimeter of the roadmap with (constant) altitude 3000 m and constant speed 100 m/s; see Fig. 9 . Table I specifies the kinematic parameters used in the particle filter.
Our results below involve 20 independent simulation trials for each trajectory model over a sweep of increasing observation noise variances. In each trial: (i) The target's trajectory that follows either G equal , G patrol or G asym discussed in Sec. III-B is simulated. The target's speed is initialized to 10 m/s. (ii) A GMTI measurement sequence is simulated. (iii) The CSCFG syntactic tracker is run to compute the real time trajectory posterior p(G|z 1:k ) and the state estimatex k in Algorithm 1. Finally, these state estimates are compared to that of the classical VSIMM tracker.
The performance of our CSCFG syntactic tracker (Algorithm 1) is evaluated using two criteria: 1) Normalized detection delay defined as time instant when anomalous trajectory is detected total time instants of GMTI observations (26) We consider an anomalous trajectory to be detected when the posterior probability of the trajectory exceeds 0.9 for a period. 2) State estimate improvement which is computed as
Here,x i k , x i k denote the estimated and true state vector of the target in the ith trial at time k. In (27) , M = (20 × 3) denotes the total number of simulation trials over all trajectory models. N i is the total time instants of the ith simulation trial.
B. Equal Effort Search Trajectory Model
The trajectory model G equal was discussed in Sec. IV-A and Fig. 6 . We generated 20 independent simulation trials where the target follows the G equal trajectory model. In each trial, we select two rows in the roadmap randomly and choose N to be either 2, 3 or 4 with probability 1/3. Recall N is the number of blocks to be searched in each row by the target in (15) . Then we compute the normalized detection delay (26) .
Results: G equal has the largest average (over 20 simulation trials) normalized detection delay (=80%) compared with G patrol (= 43%) and G asym (= 42%); see Fig. 10(a) . This is because it takes more time to distinguish between G equal and G patrol . Specifically, the difference between the posteriors p(G equal |z 1:k ) and p(G patrol |z 1:k ) becomes sufficiently large only after the target searches 4 blocks. 
C. Asymmetric Effort Search Trajectory Model
The asymmetric effort search trajectory model is described in Sec. IV-B and Fig. 7 . We generated 20 independent simulation trials where the target follows the G asym trajectory model. In each trial, we choose N to be either 1, 2 or 3 with probability 1/3 and Δ to be either 1 or 2 with probability 1/2. N , Δ are the number of searches of block A and number of additional searches of block B in (16). Then we compute the normalized detection delay (26) .
Results: The average (over 20 simulation trials) normalized detection delay of G asym is 42%; see Fig. 10(a) . We present simulation results based on N (= 1, 2, 3) and Δ(= 1, 2). 1) N = 1; Δ = 1; normalized detection delay = 100% Fig. 10(c) shows an example of G asym detection where the target's trajectory consists of N = 1 search of block A followed by N + Δ = 2 searches of block B. p(G patrol |z 1:k ) drops to zero because the target stops its movement (no GMTI radar input) rather than searching block A. 2) N = 2, 3; Δ = 1, 2; normalized detection delay ≈ 10% Fig. 10(d) displays the posterior probability of trajectory class G asym where the target makes successive searches (≥ 2) of block A. Based on the posterior probabilities, G asym is detected during the target's 2nd search of block A. The value of the posteriors p(G equal |z 1:k ) and p(G patrol |z 1:k ) drop rapidly with k because consecutive searches of block A are not permitted in the trajectory classes G equal and G patrol .
D. Patrol Trajectory Model
The patrol trajectory model was presented in Sec. IV-C and Fig. 1 . We generated 20 independent simulation trials where the target follows the G patrol trajectory model. In each trial, we choose N to be either 2, 3 or 4 with probability 1/3 where N is the number of different blocks searched by the target in (17) . Then we compute the normalized detection delay (26). Results: The average (over 20 simulation trials) normalized detection delay of G patrol is 43%; see Fig. 10 (a). 1) N = 2; normalized detection delay ≈ 70% Fig. 10(e) illustrates an example of G patrol detection where two different blocks (blocks A, B) are patrolled and repatrolled in the reverse order by the target. In Fig. 10(e) , the posterior p(G equal |z 1:k ) becomes insignificantly small during the target's 2nd search of block B. This is because the trajectory class G equal does not allow consecutive searches of the same block. Given the target's partial trajectory (which consists of 1 search of block A followed by 2 searches of block B), the difference between the posterior probabilities p(G patrol |z 1:k ) and p(G asym |z 1:k ) is small. As a result, the radar operator cannot determine the target's trajectory model. Subsequently, the target moves from block B to block A and its trajectory is classified to be G patrol . 2) N = 3, 4; normalized detection delay ≈ 30%
In Fig. 10(f) , 3 different blocks (blocks A, B, C) are repetitively patrolled by the target. During the target's movement from block B to C, p(G patrol |z 1:k ) increases monotonically whereas p(G equal |z 1:k ) and p(G asym |z 1:k ) decline to negligible values. The reason is that the trajectory family G equal only permits search in two block rows; while blocks A, B, C are located at three different rows; see Fig. 10(f) . Also, the target does not make extra searches of block B; therefore the posterior p(G asym |z 1:k ) decreases to zero as k increases. Fig. 11 shows that for the trajectory classes of G equal , G asym and G patrol , the CSCFG syntactic tracker improves the state estimate accuracy (defined in (27) ) by 19% compared with the classical VSIMM tracker. The reason is that, in the VSIMM tracker, trajectories from q k to q k +n consist of all possible trajectories on the roadmap. By comparison, in the CSCFG syntactic tracker, trajectories from q k to q k +n are constrained by the meta-level trajectory estimates which is a subset of those considered by the VSIMM tracker. To illustrate this, consider Fig. 10(d) where a target follows G asym trajectory class. In the CSCFG syntactic tracker, once G asym is detected (based on its posterior probability exceeding 0.9), q i k predicted by the metalevel tracker for each particle equals its right-handed road at an intersection. As a result, particles tend to explore right turns at intersections to search the second region. By comparison, particles in the VSIMM tracker try all possible trajectories and thus have larger state estimate errors.
E. Syntactic Tracker Improves State Estimate Accuracy
F. Syntactic Tracker vs Template Matching
Here we illustrate via numerical examples the performance of template matching for detecting anomalous trajectories. Let M , N denote the number of block rows and columns of the roadmap; see Fig. 9 . The number of possible templates for each trajectory model (G equal , G patrol and G asym ) proposed in Sec. III-B grows exponentially with M × N . By comparison, the number of production rules of a CSCFG only grows linearly with M × N . In other words, CSCFG serves as a more efficient generative model for these anomalous trajectories. We conducted 50 independent simulation trials. In each trial: (1) 5 templates for each anomalous trajectory model were stochastically generated. (2) Template matching was run on each of the simulated 60 anomalous targets in Sec. VI-B, Sec. VI-C and Sec. VI-D. The target's trajectory is classified to the anomalous trajectory model which has the template with the least edit distance. The edit distance is defined as the minimal number of replacements, insertions and deletions required to change from one string to another [11] .
Results: The performance of template matching is measured by the successful classification rate (SCR): number of successful classifications of anomalous targets divided by the number of anomalous targets. The average SCR for template matching over 50 independent trials is 45.20%. In comparison using the CSCFG based syntactic tracker, the SCR is 90%. The reason for the poor performance of template matching is that we only used 5 templates for each anomalous trajectory model; this cannot cover all trajectories that belong to a specific trajectory class. (Recall from Sec. II-B that we would need an exponential number of templates to cover all possible trajectories.)
G. Syntactic Tracker Performance with Missing Tracklets
Here we illustrate the performance of the CSCFG syntactic tracker when some tracklets are missing due to missed radar observations. The performance is evaluated using 60 independent trials (20 trials for each of the anomalous trajectory models G equal , G patrol and G asym ) over a sweep of increasing percentage tracklets loss.
First we consider randomly missing measurements from the entire measurement sequence. In this case the average normalized detection delay of CSCFG syntactic tracker remains virtually unchanged. The reason for this insensitivity to tracklet loss is that with high probability most of the missing tracklets are not at/around intersections-it is at these intersections where most uncertainty occurs. Therefore, we now focus on missing tracklets at road intersections. We simulated two types of radar observation processes with missing tracklets: 1) Case 1: Missing tracklets appear at 10% to 50% intersections. 20 tracklets at and after an intersection are uniformly chosen to be missing. 2) Case 2: Missing tracklets appear in bursts at 10% to 50%
intersections. Intersection tracklets and 20 road tracklets after an intersection are chosen to be missing. Results: The performance of CSCFG syntactic tracker with missing tracklets is shown in Fig. 12(a)(b) . The performance metric is the increase in the average detection delay defined in (26) compared to the case without tracklet loss. For Case 1, increasing tracklets loss from 10% to 50% results in negligible changes in the average detection delay; see Fig. 12(a) . For Case 2, see Fig. 12(b) , the average detection delay increases with increasing tracklet loss. The reason for the difference between Case 1 and 2 is as follows: Consider a sequence of tracklets 
H. Syntactic Tracker With Perturbed Anomalous Trajectory
Here we evaluate the performance of the syntactic tracker when the target's anomalous trajectory is a small perturbation from the specified families G ∈ {G equal , G patrol , G asym }; see Fig. 13 . We conducted simulations on 60 independent trials (20 trials for each anomalous trajectory model: G equal , G patrol , G asym ). In each trial:
Step 1. One unique directed sequence u(q 1:N ) ∈ G was generated. Recall, u(q 1:N ) is a sequence of alphabets (road names).
Step 2. Randomly select one segment (3 ∼ 5 alphabets) in u(q 1:N ) and replace this segment with a different trajectory. Note that this new inserted segment is constrained to make the resulting trajectory physically feasible, e.g., jump from a road to a non adjacent road is not allowed.
Step 3. The CSCFG meta-level parser was run to parse u(q 1:N ) until the parser stopped; denote this stopping time as t forward .
Step 4. The reverse CSCFG meta-level parser 11 was run to parse the reverse string of u(q 1:N ) until the parser stopped, denote this stopping time as t reverse . The target is classified to the trajectory model that has maximal t forward + t reverse . 12 We also ran template matching for comparison.
11 A reverse CSCFG meta-level tracker models the reverse string of the anomalous trajectory. 12 The reason is that we seek to find the maximum possible trajectory length that is consistent with the model.
Results:
The performance is evaluated in terms of the SCR defined in Sec. VI-F. SCRs for CSCFG syntactic tracker and template matching are 85.00%, 45.07%, respectively. This shows that the proposed CSCFG syntactic tracker makes significant improvement in classifying anomalous trajectories with small perturbations compared with template matching. 
I. Insensitivity to Road Length and Width
VII. CONCLUSION
We constructed a 3-level model for the roadmap based syntactic tracking problem using a natural language model called the constrained stochastic context free grammar (CSCFG). At the highest level of abstraction, the roadmap was modeled as a weighted, directed graph; at the second level, trajectories were modeled via a CSCFG; finally the base level kinematics of the target (physical sensor level) were modeled by a VSIMM.
The key idea is that the CSCFG is a generative model for a variety of complex anomalous trajectories. The CSCFG model substantially generalizes earlier work [15] - [18] in syntactic tracking and allows us to incorporate realistic continuity constraints imposed by roadmaps. We also presented a CSCFGdriven particle filtering algorithm to compute the posterior probability of each trajectory model-the algorithm combines the functionalities of IMM and the Earley Stolcke parser (from natural language processing). In numerical examples, the CSCFG syntactic tracker enables anomalous trajectory detection and improves the state estimate accuracy by up to 19% compared to the classical VSIMM tracker.
APPENDIX A WHAT IS SYNTACTIC TRACKING?
Since readers in target tracking may not be familiar with natural language models, we present a short description of stochastic context free grammars here; see [17] , [28] for details.
The aim of syntactic tracking is to classify a target's trajectory using natural language processing based generative models. We view the spatial-temporal trajectory of a target as a sequence (string) of noisy symbols (alphabets).
Both SCFG and CSCFG are 5-tuples of the form {N , T , S, R, P}. Here, N is a finite set of nonterminals and T is a finite set of terminals. S ∈ N denotes the starting symbol. R is a finite set of production rules and P denotes a probability function over production rules in R. In a SCFG, the production rule is of the form X → λ, X ∈ N with probability p λ : a string of nonterminals and terminals (28) The production rule in (28) says we can replace the nonterminal X with the string λ with probability p. For example, in Fig. 14(a) , the production rule A → a[0.8] represents we replace the nonterminal A with terminal a with probability 0.8. The derivation of a SCFG is illustrated via a parse tree (see Fig. 14(b) ) and its output is a string of terminals. The probability of a parse tree is the product of probabilities of production rules applied to it; see Fig. 14(b) .
APPENDIX B A PARSING ALGORITHM FOR THE CONSTRAINED STOCHASTIC CONTEXT FREE GRAMMAR (CSCFG)
Here, we present a Bayesian parsing algorithm (with polynomial time computation cost) for the CSCFG = {N , T , S, R, P} defined in Sec. III-B. The aim of this parsing algorithm is to compute the one step prediction p(q k +1 |q 1:k , CSCFG) and the prefix probability p(q 1:k |CSCFG) for the CSCFG. q k ∈ T denotes the clean terminal at time k andq 1:k = (q 1 ,q 2 , . . . ,q k ) denotes a string of noisy symbols (alphabets). These two probabilities are used in the particle filtering algorithm in Sec. V-B. The parsing algorithm for CSCFGs is a modified version of the classic Earley Stolcke parser, and to the best of our knowledge, new.
The classic Earley Stolcke parser is used to compute the one step prediction probability and the prefix probability for the stochastic context free grammar (SCFG) [22] . The Earley state is defined as
where X ∈ N and λ, β, μ denote strings of nonterminals and terminals. k is the current epoch and k is the back pointer to the epoch when this Earley state is generated by the prediction operation. The dot '.' marks that the portion on its left handed side that has been parsed or recognized by the parser. α and γ are called the forward probability and the inner probability, respectively [22] . We expand the Earley state so that it can record its associated terminals
In (30), k, k , X, λ, β, μ, α, γ are defined in (29) . s is called the start symbol and denotes the previous terminal when X is rewritten by λβμ in epoch k . f is called the finish symbol and denotes the final terminal that has been parsed before the dot. After computing the left corner and unit relations between nonterminals, we can get the reflexive, transitive left corner matrix R l and the unit production relation matrix R u . See [22] for details.
The parsing algorithm for the CSCFGs is shown in Algorithm 2. The one step prediction probability is computed as 
APPENDIX C CSCFGS FOR META-LEVEL MODELING AND CONSISTENCY Fig. 15 presents the CSCFG production rules that constitute generative models for the 3 anomalous trajectory classes discussed in Sec. III-B, namely, G equal , G patrol and G asym . Next, we show that the generative models for these trajectory classes are well posed. i.e., the CSCFG models generate finite length strings (trajectories). In natural language processing, such models are said to be consistent; mathematically, the Galton Watson branching process is sub-critical.
We now prove that the production rules for G asym in Fig. 15 are consistent. The proofs of consistency of G equal and G patrol are similar and omitted. For G asym , the stochastic mean matrix [29] is given by (33) shown at the bottom of this page where (X, B) denotes the expected number of variables B resulting from rewriting X. It can be verified that the absolute value of the largest eigenvalue of the matrix (33) is max((X, X), (D, D), (NE, NE), (NW, NW ), (SE, SE), (SW, SW )) and each diagonal element is less than one in magnitude. For example, given any terminal e ij , (X, X) equals the probability of the production rule X → BXB|e ij which is less than one. Hence the absolute value of the largest eigenvalue of (33) is less than one and therefore the CSCFG for modeling G asym is consistent. Proofs of the consistency of CSCFGs for modeling G equal and G patrol are similar. 
