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Kurzfassung— Diskret Massive Systeme stellen eine hypothetische Alternative zu konventionellen technischen Informationsver-
arbeitungssystemen dar. Sie sind geeignet, die innere Physik eines dynamischen Prozesses unmittelbar nachzubilden, gewisser-
maßen “in vitro”. Dementsprechend durchschnittsfremd sind die Einzugsbereiche beider Systeme hinsichtlich ihrer Anwendung. In 
einem diskret Massiven System bewegen sich von Prozessor zu Prozessor Verkehrsströme, getrieben durch Referenzierungen 
zwischen den Prozessoren und zwangsgerichtet durch die Topologie des Verbindungsnetzwerkes zwischen den Prozessoren. Die 
Verarbeitungsleistung des Systems beruht auf der Überlagerung und Verdrängung von Verkehrsströmen. 
Beschreiben lassen sich diskret Massive Systeme vektoranalytisch als Diffusionsprozess mit Hilfe einer Fokker-Planck-Gleichung. 
Eine solche Gleichung wird für ein n-dimensionales Raumkontinuum aufgestellt und deren Parameter Diffusionskoeffizient und 
Beweglichkeitsvektor in einen m-dimensionalen orthonormalen diskreten Raum überführt, dem Aktionsraum eines diskret Massiven 
Systems. Verkehrsströme eines diskret Massiven Systems werden durch Korpuskelströme entlang von Flusslinien in einem diskre-
ten Aktionsraum nachgebildet. Die beschreibenden Parameter Diffusionskoeffizient und Beweglichkeitsvektor für Korpuskelströme 
lassen sich durch Zeitmessungen ermitteln.       
 
Schlüsselwörter — Informationsverarbeitungssystem, Interprozessorkommunikation, Diffusion, Drift, Systemtheorie, stochastische 
Informationsverarbeitung, massiver Parallelismus 
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1 EINFÜHRUNG 
 
echnische Informationsverarbeitungssysteme lassen 
sich typisieren nach der Art der Informationsverarbeitung 
(seriell oder parallel), nach der Kommunikationsstrategie 
(determiniert oder stochastisch) und nach der Separierung 
oder Integration von Informationsverarbeitung und –
speicherung.  Gegenwärtige Informationsverarbeitungssys-
teme zeichnen sich durch eine parallele Informationsverar-
beitung und eine determinierte Kommunikationsstrategie 
aus; in ihnen besteht eine strikte Trennung zwischen den 
Ressourcen zur Informationsverarbeitung und denen zur 
Informationsspeicherung. Ein diskret Massives System wä-
re eine dazu hypothetische Alternative. Während in einem 
konventionellen technischen Informationsverarbeitungssys-
tem zwischen den Prozessoren Daten ausgetauscht werden, 
üben in einem diskret Massiven System eine Vielzahl von 
Prozessoren Referenzierungen aufeinander aus. Träger der 
Referenzierungen sind Verkehrsströme. Auf deren Rich-
tung und Mächtigkeit ist in einem diskret Massiven System 
die Informationsverarbeitung begründet. Die Verkehrs-
ströme überlagern sich, verdrängen sich, vereinzeln sich 
usw. Demnach definiert sich ein diskret Massives System 
auch über ein anderes Architekturprinzip. Träger der In-
formation ist nicht mehr die Struktur eines Datums, son-
dern die stochastisch orientierte Spur eines Korpuskel-
stroms. Unter diesem Gesichtspunkt sind die Einzugsgebie-
te der gegenwärtigen Informationsverarbeitungssysteme 
und der diskret Massiven Systeme durchschnittsfremd. 
Ein diskret Massives System eignet sich zur Nachbil-
dung der inneren Physik dynamischer Prozesse “in vitro“, 
das heißt, sie eignen sich zur Nachbildung dieser Prozesse 
so, wie sie sich tatsächlich ereignen. Repräsentatives Bei-
spiel ist die Nachbildung von Strömungsprozessen. Als 
Strömungsprozess wird die Änderung eines beweglichen 
Teilchens in Raum und Zeit entlang einer Flusslinie in ei-
nem flussfähigen Medium bezeichnet. Einerseits können 
derartige Prozesse durch ein System partieller Differential-
gleichungen beschrieben und analysiert werden, anderer-
seits kann der Verlauf der Flusslinien aber auch durch Re-
ferenzierungen zwischen den Prozessoren nachgebildet 
werden. Der Variation von  Hindernissen im Strömungs-
prozess entsprechen Änderungen der Topologie des Ver-
bindungsnetzwerkes zwischen den Prozessoren. In beiden 
Fällen wird ein Richtungszwang auf den Flusslinienverlauf 
ausgeübt, den es zu analysieren gilt. Bereits in [BEZ 83] 
wird auf ein stochastisches Lösungsverfahren, bezeichnet 
als Irrfahrtmethode, als eine zu analytischen Verfahren alter-
native Methode zur Lösung partieller Differentialgleichun-
gen verwiesen. Weitere Ansätze enthalten [PT 02] [KR 95].  
Ein nächstes Anwendungsgebiet für diskret Massive 
Systeme ist die Nachbildung geschlossener Erregerkreise 
[PG 97] [KR 95] in Neuronenpopulationen, zum Beispiel 
von Erregerkreisen im Hippocampus zur Untersuchung 
des Kurzzeitgedächtnisses. Derartige Erregerkreise unter-
liegen einer Reihe von Beeinflussungen sowohl durch das 
adaptive Verhalten der Neuronen als auch durch unter-
schiedliche Konzentrationen im extrazellulären Raum, de-
ren Wechselwirkungen sich mit einem diskret Massiven 
System vorteilhaft untersuchen ließen. 
Nicht zuletzt eignen sich diskret Massive Systeme auch 
zur Erstellung von Bewegungs- und Belastungsprofilen in 
Verkehrsabläufen. Aus der Kenntnis lokalen Übergangs-
verhaltens einer Verkehrsbewegung innerhalb eines endli-
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chen Zeitintervalls lässt sich mit Hilfe eines diskret Massi-
ven Systems die globale Empfindlichkeit des Verkehrsrau-
mes auf lokale Störungen prognostizieren. Diesbezügliche 
Aussagen würden die Steuerung von Verkehrsleitsystemen 
unterstützen, wären geeignet zur Prognose von Lastkon-
zentrationen, zur vorauseilenden Spureinweisung usw. 
In einem diskret Massiven System ereignen sich von 
Prozessor zu Prozessor Verkehrsströme, getrieben durch 
Referenzierungen zwischen den Prozessoren und zwangs-
gerichtet durch die Topologie des Verbindungsnetzwerkes 
zwischen den Prozessoren. Und gerade darin ist die Verar-
beitungsleistung eines diskret Massiven Systems begrün-
det. Charakteristische Parameter des Systems sind der Rich-
tungszwang auf den Verlauf der Verkehrsströme und die 
Durchlässigkeit der Topologie des Verkehrsfeldes dafür. 
Sowohl der Zusammenhang zwischen beiden Parametern 
als auch deren Ermittlung durch Zeitmessungen so genann-
ter Korpuskelströme wird nachfolgend herausgestellt.  
 
          
2. Serielle, Parallele und diskret Massive 
Systeme 
 
Nach der Flynnschen Definition werden diskrete Rechner-
systeme nach der Vielfachheit von Daten- und Befehlsflüs-
sen, die den Rechnerkern (Fig. 2.1) durchsetzen, typisiert. 
Man unterscheidet formal zwischen single oder multiple 
instruction streams (SI/MI) in Verbindung mit single oder 
multiple data streams (SD/MD). Als Daten gelten sowohl 
Operanden als auch Resultate. Im Hinblick auf seriell und 
parallel strukturierte Rechnersysteme ist diese Typisierung 
als Unterscheidungsmerkmal geeignet, im Hinblick auf 



















Fig. 2.1    Seriell strukturierter Rechnerkern aus Hauptspeicher 
und Prozessor  (MAR: Speicheradr.register, PC: Befehlszähler, 
IR: Befehlsregister, VE: Verarbeitungseinheit, MMU: Speicher-
verwaltungseinheit) 
Die Abläufe innerhalb eines Prozessors lassen sich in Pha-
sen einteilen, so zum Beispiel beim DLX-Prozessor mit load 
store Architektur [PH 05]. Einer instruction fetch phase folgt 
die instruction decode phase, der sich die execution phase zur 
Implementierung des Befehls anschließt. Speicherzugriffe 
erfolgen ausschließlich in der memory phase und das Rück-
schreiben der Resultate in die Registerbank des Prozessors 
in der abschließenden write back phase. Die memory manage-
ment unit (MMU) überführt die virtuelle Adresse im prgram 
counter (PC) in eine physisch reale Hauptspeicheradresse, 
abgelegt im memory address register.  Außerdem unterstützt 
die MMU die Segmentierung des main memory für das mul-
titasking.  
 
1.1 Seriell strukturierter Rechnerkern (SISD) 
 
Die Geschwindigkeit des Prozessors lässt sich sehr wesent-
lich durch Befehlspipelining steigern. Pro Phase läuft ein 
Maschinenbefehl in das Befehlsregister des Prozessors ein, 
alle eingelaufenen Maschinenbefehle absolvieren im Zeit-
schatten zueinander ihre Phasenfolge. Die dabei entstehen-
den Hazards, untergliedert in Struktur-, Daten- und Steu-
erhazards, reduzieren den Befehlsdurchsatz und verlangen 
eine aufwendige Steuerung der Ressourceninanspruch-
nahme im Prozessor.   
 
1.2 Parallel strukturierte Rechnersysteme S(M)IMD 
 
Entsprechend der Flynnschen Definition fallen hierunter 
sowohl die SIMD-Systeme, unterteilt in Vektor- und Feld-
verarbeitungssysteme als auch die Multiprozessorsysteme 
MIMD. Prinzipiell arbeiten mehrer Prozessoren im Zeit-
schatten zueinander an einem Datensatz. Von Bedeutung 
ist die laufzeitaktuelle Verfügbarkeit der Daten aus diesen 
Sätzen. MIMD-Systeme können als Oberklasse der SIMD-
Systeme (Fig. 1.2) angesehen werden. In einem Multipro-
zessorsystem können alle Datensätze voneinander ver-
schieden sein und über unterschiedliche Befehle implemen-
tiert werden.  
In einer shared memory architecture  erfolgt der Datenaus-
tausch zwischen den Prozessoren über einen Globalspeicher. 
Jedem Prozessor werden Zugriffsrechte auf ein und diesel-
be Speicherzelle des Globalspeichers zugewiesen. Das Da-
tum verbleibt generell in der Speicherzelle, lediglich die 
Zugriffsrechte auf die Speicherzelle werden vergeben (ar-
bitriert). Von Nachteil ist, dass der physisch kompakte Spei-
cherraum zur kritischen Systemressource wird, sein Ausfall 
bedingt den Ausfall des gesamten Systems.   
In einer distributed memory architecture ist jedem Prozes-
sor physisch dezentral ein lokaler Speicher zwecks Kommu-
nikation zugeordnet. Über diesen erlangt jeder Prozessor 
Zugriff auf jeden anderen. Von Vorteil ist, daß der Ausfall 
eines Lokalspeichers nicht den Ausfall des gesamten Sys-
tems bedingt. Von Nachteil ist der erhöhte Steuerungsauf-
wand gegenüber dem erstgenannten Architekturprinzip. 
 























SE VE Prozessorfeld . . . SE VE 
Verkehrsfeld 
Prozessorfeld 
SHARED MEMORY ARCHITECTURE 





































R   Datenblock 
C
C 








































Fig. 2.2    Ausführungsformen eines parallel strukturierten Rechnersys-
tems vom Typ MIMD 
 
 
Während sich die Unterscheidung der Kommunikationsar-
chitekturen in shared oder distributed architectures auf die 
physische Verteilung des Speicherraums bezieht, nimmt 
eine Unterscheidung der Kommunikationsarchitekturen in 
datenbasierte oder nachrichtenbasierte Kommunikation Bezug 
auf die Art des angesprochenen Adressraums als Speicher- 
oder Interfaceadressraum.  
Im Falle einer datenbasierten Kommunikation greifen die 
Prozessoren auf einen Speicheradressraum zu, das Verkehrs-
feld hat die Aufgabe, einen Datenstrom zu transferieren. Im 
Falle einer nachrichtenbasierten Kommunikation adressieren 
die Prozessoren nur einen Interfaceadressraum, aus dem ein 
Nachrichtenpaket gesendet bzw. in dem ein Nachrichten-
paket empfangen werden soll. Das Nachrichtenpaket selbst 
besteht aus einem Datenblock, ergänzt mit einer Kopfin-
formation, die zum Beispiel neben der Quell- und Zielad-
resse des Datenblocks auch ein CRC-Polynom zur soft-
waregestützten Fehlerkontrolle enthält. Aufgabe des Ver-
kehrsfeldes ist der Transfer solcher Nachrichtenpakete (Fig. 







Fig. 2.3    Struktur eines Nachrichtenpakets zur nach-
richtenbasierten Kommunikation im Verkehrsfeld einer 
distributed memory architecture (Nachrichtenarchitektur)  
 
Ausgetauscht werden Daten oder Nachrichten (messages) 
entweder über einen gemeinsamen Speicher (shared memory) 
oder über ein Verbindungsnetzwerk (message  passing). Ein Ver-
bindungsnetzwerk nimmt einen Nachrichtenstrom entgegen, 
transportiert diesen und übergibt ihn am Zielort dem Empfänger.  
Es entstehen Zugriffskonflikte, wenn mehrere Prozessoren um die 
Zugriffsberechtigung auf das Verkehrsfeld konkurrieren. Derarti-
ge Konflikte lassen sich unter anderem beseitigen durch [SC 03] 
• Ausschluss (!) von Kommunikationsaktivitäten 
über das Verkehrsfeld  
• Vervielfachung der Ressourcen im Verkehrsfeld. 
 
 
Durchsatzanalyse eines parallel strukturierte Rechner-
systems:  Prinzipiell wird von einem Multiprozessorsystem 
als ein parallel strukturiertes Rechnersystem erwartet, dass 
proportional zur wachsenden Anzahl von Prozessoren 
auch dessen Rechenleistung (speed up) ansteigt. Diese Er-
wartung ist nicht zu erfüllen, weil mit wachsender Anzahl 
von Prozessoren auch der Kommunikationsoverhead zwi-
schen ihnen zunimmt. 
 
Speed up:   In [EK 06] ist S die Implementierungsgeschwin-
digkeit der seriellen Fraktion f eines gegebenen Algorith-
mus und V die Implementierungsgeschwindigkeit der dazu 
komplementären Fraktion  (1-f),  die parallel abgearbeitet 
wird. Bezogen auf eine Folge von N Gleitkommaoperatio-
nen resultiert nach dem Amdahl’schen Gesetz die Effizienz 
der Implementierung aus dem Verhältnis zwischen dem 
Zeitaufwand 
S
NtS =  für die serielle Abarbeitung dieser 
Folge und dem Zeitaufwand ( )f1
S
Nt P −=  für die parallele 
Abarbeitung der Fraktion f dieser Folge, bezeichnet als 
speed-up ∞<−=< f1
1E0 A .  Hingegen definiert der Ansatz 
von Gustafson [QU 04] einen speed-up  EG  aus dem Verhält-
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nis zwischen dem seriellen Zeitanteil tS und dem verblei-
benden parallelen Zeitanteil tP zur Implementierung von N 





g += , woraus ( )( ) 1G1GA 1ENE1E −− −−=  folgt. Bei-
den Ansätzen liegt der zur Implementierung erforderliche 
Zeitbedarf zu Grunde. Offen bleibt die Frage nach dessen 
Ursache. In [BM 89] wurden zu ihrer Beantwortung der 
Begriff Verlustklassen  eingeführt. 
 
Kommunikationsoverhead: Angenommen ein Multiprozes-
sorsystem aus n Prozessoren hat N Maschinenbefehle mit 
einem mittlerer Befehlsholeabstand tb zu implementieren. 
Insgesamt entstehe dabei eine Menge α zu transferierender 
Daten. Deren Transfer ist vorzubereiten und durchzufüh-
ren. Sei c die Kommunikationsvorbereitung- und q die 
Kommunikationsdurchführungszeit. Angenommen, der 
Datenbestand von α Daten verteilt sich paritätisch auf alle n 
Prozessoren, dann ist ρ die Kommunikationshäufigkeit ei-
nes einzigen Prozessors bei gegebener Anzahl α zu transfe-
rierender Daten. Diese Parameter nehmen Einfluss auf die 
Durchsatzzeit ( )α,nTp  zur Implementierung von N Befeh-
len in einem Multiprozessorsystem aus n Prozessoren. 
  
( ) ( ) qncn
n
Nt
,nT bp α+ρ+=α                         (2.1)  
 
Plausibel sinkt die Kommunikationshäufigkeit ρ eines Pro-
zessors mit wachsender Anzahl n von Prozessoren (Fig. 
2.4).  Mit den in Fig. 2.4 dargestellten Randbedingungen 











Ntn ρ≈  (grob näherungsweise) jene Zahl von 
Prozessoren, für die ( ) ( )nTnT min ≤  gilt. Grundsätzlich sind 
alle α Daten zu transferieren. Bei gegebener Anzahl n von 
Prozessoren ist ( ) ( )nnnd ρ
α=  die Vielfachheit der pro Kom-
munikationsphase transferierten Daten. 
 
Fig. 2.5 zeigt für einen angenommenen Parametersatz ( ) ( )20 ,1 ,030 ,10 ,50 ,500,q,,c,t,N 2b =ρα  die dementspre-
















Fig. 2.4  Verlauf der Kommunikationshäufigkeit ρ eines Prozessors in 








































Fig. 2.5.a Durchsatzzeit ( )α,nTp  bei Implementierung von N Befehlen 
in einem MIMD-System aus n Prozessoren, Vielfachheit ( )nd  der pro 
Kommunikationsphase transferierten Daten und Referenzhäufigkeit ( )αρ ,n  zwischen den Prozessoren 
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Fig. 2.5b    Detaillierte Darstellung der Verläufe von 
Tp(n,) (: Durchsatzzeit) und d(n,α) (: Anz. Kommunika-




Der Transfer von Binärwörtern in einem Multiprozessor-
system aus n Prozessoren ist nicht nur  durchzuführen son-
dern auch vorzubereiten. Informationsträger eines Binärwor-
tes ist dessen Struktur, seine Verarbeitung geschieht auf 
Grundlage einer determinierten Algebra. Unbedeutend dabei 
ist der Weg, den das Binärwort durch ein Verbindungs-
netzwerk nimmt. Jedoch erlischt für n größer n1 diese Inva-
rianz. Nicht mehr jeder vorbereiteten Kommunikationspha-
se folgt mindestens ein transferables Datum. Demzufolge 
kann als Informationsträger nicht mehr die Struktur eines 
Binärwortes in Betracht kommen. Informationsträger ist 
vielmehr der Weg, den eine Markierung durch ein Netz-
werk nimmt. Ist dieser Weg stochastisch orientiert, könnte 
die Informationsverarbeitung auf Grundlage einer stochasti-
schen Algebra erfolgen. Es ist erforderlich, die Wegenahme 
einer solchen Markierung sowohl zu beeinflussen als auch 
zu bewerten, nachfolgend erörtert am Beispiel der sto-











∂=Δ  (:Laplacesche Differentialgleichung) 
mit ( )y,xuu =  für R∈y,x  in den Grenzen ∧∧≤≤ Y,Xy,x0  
innerhalb eines kontinuierlichen Integrationsgebietes B, d.h. ( ) By,x ∈ . Speziell gelte für den Gebietsrand RB von B 
( ) ( )y,xfy,xu =  (Randwert) [BGZ 82]. 
Die diskrete Berechnung von Δu erfordert eine Diskreti-
sierung des Integrationsgebietes ∗→ BB  und die Überführung 
von Δu in eine äquivalente Differenzengleichung U∗Δ .  Sei for-
mal ∗B  ein diskretes Gebiet mit ( ) ∗∈ Bq,p  als Koordinaten-
position in ∗B  und Pp,q  als zugeordneter Gebietspunkt 
unter N∈q,p  für ∧∧≤≤ Q,Pq,p0 . Ist speziell xpx Δ= , 
ypy Δ=  unter ( ) ( )y,xmody,x0 Δ≡  (Δ: Punktabstand) für 
N∈q,p , dann gilt ( ) ( )q,py,x ≅  (: punktuelle Kongruenz) 
und ∗B  ist das dem kontinuierlichen Integrationsgebiet B 
zuzuordnende diskrete Integrationsgebiet, d.h. ∗≅ BB  (: 
topologische Kongruenz). Charakterisiert ist ∗B  in jeder 
Richtung durch äquidistante Punktabstände Δ zwischen 
unmittelbar benachbarten Gebietspunkten P in ∗B , disjun-
giert in ∗BR  (: Gebietsrand von 
∗B ) und ∗G  (: von ∗BR  
eingeschlossenes Gebiet). 
Anschaulich ist u(x,y) das aus 0u =Δ  bilanziertes Poten-
tial in ( ) By,x ∈  und q,pU  entsprechendes Potentialäquiva-
lent von Pp,q über 
∗B  aus 
0U4UUUUU q,p1q,p1q,pq,1pq,1p =−+++=Δ +−+−∗ . Es 
ist  0U =Δ∗ eine zu 0u =Δ  äquivalente Differenzenglei-
chung, d.h. Uu ∗Δ≅Δ  (: algorithmische Kongruenz). Das 
Äquivalenzpotential q,pU  in q,pP  resultiert aus Randwer-
ten und Erreichbarkeitswahrscheinlichkeiten, ermittelt aus 
beeinflussten und bewerteten Irrfahrten in ∗B   (Fig. 2.6). Es 
ist  
• ( ) νννν π=π ,'' P,P   Erreichbarkeitswahrscheinlichkeit 
von Pν’ aus Pν’ in 
∗B ,  
• speziell 0, =π νμ  und 1, =π νν  für ∗∈νμ BRP,P ,  
• ( )( )∑∗μ∈ μ =πGP q,p, 1  für ∗∈μ BRP ( ) ∗∈GP q,p  und  
• ( ) ( ) ( ) ( ) ( )25,0 1q,p,q,pq,1p,q,p =π=π=π ±±  Über-
gangswahrscheinlichkeit ∀ ( ) ∗∈±± G1q,1p .  
 
Mit dem Ansatz: ( )( )∑∗μ∈ μμ π= BRP q,p,q,p FU   (: Randwertindu-
ziertes Potential von Pp,q ) mit 'q,'pUF =μ  für ∗∈ B'q,'p RP  
15 [ms
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Prozessor 
folgt aus der Substitution  
( ) ( ) ( ) ( ) ( )[ ]1q,p,1q,p,q,1p,q,1p,q,p, −μ+μ−μ+μμ π+π+π+ππ=π  
unmittelbar 
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und daraus für 25,0=π  schließlich  0U =Δ∗  als orts-




















Fig. 2.6   Übergangs- und Erreichbarkeitswahrscheinlichkeiten in ∗B  
 
Die numerische Berechnung von 0u =Δ setzt unabhängig 
vom verwendeten Verfahren die Diskretisierung des Integ-
rationsgebietes B nach BB ⊆∗  voraus. Verfahrensunter-
schiede bestehen in der Implementierung von 0u =Δ∗ . Die 
Implementierung in einem Multiprozessorsystem kann erfol-
gen über die Rekursion des aus 0u =Δ∗  abgeleiteten Diffe-
renzensterns [ ]1q,p1q,pq,1pq,1pq,p UUUU25,0U +−+− +++=  
über alle ( ) ∗∈ Bq,p . Hingegen kann die Implementierung 
in einem diskret Massiven System  über die Wichtung von 
Erreichbarkeitswahrscheinlichkeiten ( )q,p,μπ  mit der Rand-
wertbelegung 'q,'pUF =μ  längs ∗BR  erfolgen, bezeichnet als 
randwertinduziertes Potential ( )( )∑∗μ∈ μμπ= BRP q,p,q,p FU  über 
alle ( ) ∗∈ Bq,p .  
2.3 Architektur eines diskret Massiven Systems 
 
Ein diskret Massives System (dMS) existiert formal als zwei-
schichtige Anordnung aus Prozessor- und Verkehrsfeld. 
Beide Schichten stehen in Wechselwirkung zueinander und 
sind Komponenten der Architektur des diskreten Aktionsrau-
mes eines dMS: Topologie des Verkehrsfeldes (Kanalstruk-
tur) mit den  darüber definierten Referenzierungen des 
Prozessorfeldes (Fig. 2.7). 
 
  
Fig. 2.7   Diskret Massives System als zweischichtige und zu-
einander in Wechselwirkung stehende Anordnung aus Prozes-
sor- und Verkehrsfeld.  
Über das Verkehrsfeld wird ein markierter Verkehrsfluss getrie-
ben, dessen Orientierung sowohl durch die Topologie zwischen 
den Knoten als auch durch die Referenzverteilung zwischen 
den Prozessoren des Prozessorfeldes bestimmt ist.  
 
 
Im übergeordneten Verkehrsfeld ist jedem Prozessor genau 
ein Verkehrsknoten zugeordnet. Über alle Knoten hinweg 
driftet ein markierter Verkehrsfluss, dessen Orientierung 
sowohl durch die Topologie des Verkehrsfeldes als auch 
durch die Referenzierungen des Prozessorfeldes bestimmt 
ist. Formal unterscheidet sich auf dieser Abstraktionsebene 
ein dMS nicht von einem System aus mehreren Prozessoren 
zur parallelen Informationsverarbeitung. Allerdings er-
schließen dMS ein darüber hinausgehendes Einsatzgebiet: 
Direktimplementierung von Algorithmen, charakterisiert durch 
die Übereinstimmung von System- und Algorithmenstruk-
tur. Ein dMS ist in der Lage, einen physikalisch-technischen 
Prozess ursächlich nachzubilden. Bereits erwähntes Beispiel 
ist die Modellierung von Strömungsprozessen, unter ande-
rem zur Ursachenfindung von Verwirbelungen. Ein dMS 
definiert sich nicht durch die Anzahl der in ihm enthalte-
nen Prozessoren, sondern durch die dezidierten Wechsel-
wirkungen zwischen ihnen. Die Prozessoren sind nicht 
durch einen programmgesteuerten Datenaustausch charak-
terisiert, sondern durch die Verteilung  ihrer Referenzdich-









( )q,p,μπ  
( )q,1p, +μπ  
( )25,0=π  
Pμ
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vitation bezeichnen könnte. Unter diesem Aspekt zeigt ein 
dMS gegenüber einem Mehrprozessorsystem eine Reihe 
von Besonderheiten: 
 
1. Der lokalen Nachbarschaft von Prozessoren entspricht 
auch ihre logische Nachbarschaft, bestimmt durch den zu 
implementierenden Prozess. 
2. Anzahl und lokale Dichte der Prozessoren erlauben eine 
quasikontinuierliche Zustandsbeschreibung des zu imple-
mentierenden Prozesses in einem Raum-Zeit-Kontinuum. 
3. Das Verhalten eines einzelnen Prozessors ist ohne Signifi-
kanz für das Verhalten des Gesamtsystems. 
 
Somit unterscheidet sich die Architektur eines konven-
tionellen Systems zur Informationsverarbeitung von der 
Architektur eines dMS (I). Informationsträger in einem 
dMS sind nicht mehr Binärworte, sondern sind die spezi-
fisch orientierten Verkehrsströme. Derartige Ströme treffen 
längs ihres Verlaufs in den jeweiligen Verkehrsknoten auf 
die Verläufe anderer Ströme (Fig. 2.7). Den daraus resultie-
renden Informationsgehalt ermittelt der dem Verkehrskno-
ten zugeordnete Prozessor. In ihm werden immittierte Ver-
kehrsströme hinsichtlich ihres Quell- und Zielortes,  hin-
sichtlich ihrer temporären Richtung und hinsichtlich ihrer 
Zeitlage ausgewertet, der Prozessor weist der Emission von 
Verkehrsströmen eine Flussrichtung zu. Demnach transpor-
tiert jeder Verkehrstrom eine Markierung, mit Hilfe derer 
sich die Richtungen aller Verkehrsströme in Raum und Zeit 
voneinander unterscheiden lassen. Es entfällt die Trennung 








Anwendungsgebiete von dMS sind unter anderem  
• Steuerung von Verkehrsflüssen durch ein 
Verkehrsleitsystem,  
• Ausbreitung von Schadstoffen in einem diffusi-
onsfähigen Medium,  
• Analyse von Bewegungsprofilen in einem Spur-
verfolgungssystem,  
• Ausbreitung von Epidemien nach der Feststellung 
von Infektionsherden und nicht zuletzt die  
• Analyse sich verändernder Luft- und Wasser-
strömungen infolge stattfindenden Klimawandels.  
 
Summa summarum handelt es sich sämtlich um Vertei-
lungsprozesse, in denen sich die Orts- und Zeitlagen 
von Teilchen sowohl durch bestehende Konzentrati-
onsunterschiede als auch durch Energieeinwirkungen 




3. ELEMENTARER ABLAUF EINES ZEITINVARIANTEN 
 UNGESTÖRTEN VERTEILUNGSPROZESSES 
 
Angenommen, genau N Teilchen sind in einem abgeschlos-
senen System, bestehend aus m Verteilungsstellen, zu ver-
teilen (Verteilungsprozess). Die Verteilung ereignet sich als 
sukzessive Überführung eines Initialvektors ( )1m0 x,...,x −=x  
durch eine Übergangsmatrix (0)Y in einen gleichmächtigen 










 (Fig. 3.1). 
 





0 =∑  und ( )( )( ) 2j,i j,i0 my0 <<σ< ∑  mit 
( ) 10x =>σ  ( )sonst 0 =  (Existenzbedingung) ( ) ( )
m,mj,i
00 y=Y  
schwach besetzte m-dimensionale Matrix in Ereignislage 0, 
deren Elemente ( )y0  relative Übergangshäufigkeiten genannt 
werden, so zum Beispiel ( ) j,i0 y  relative Häufigkeit eines 
Übergangs von Verteilungsstelle (i) nach (j). Erreichbarkeit 
vorausgesetzt entwickelt sich durch die Aufeinanderfolge 
einer Vielzahl von Überführungen aus der Übergangsmatrix 
(0)Y die Referenzmatrix 
m,mj,i
y=Y , deren Elemente y rela-










  knoten) 
Flusslinien von Verkehrsströmen 
Zielknoten
eines Verkehrsstroms




















)0( y   −  
j,i
)0( y    
( )1m0 x,...,x −=x  ( )1m0 z,...,z −=z  
(virtuelle)Flusslinie 
 
Fig. 3.1   Sukzessive Überführung eines Initialvektors x 




In Ereignislage [ν] gilt [ ]
[ ]
[ ]Sν
νν = PY   für  ,...2,1=ν  mit  
( ) [ ] [ ] [ ]
j,i
10 pνν−ν == PPY  und [ ] [ ]
( )∑ νν = j,i j,ipS , speziell 
[ ] ( ) YP 00 =  und daraus  schließlich  
 





j,i =∑  
 
Die Referenzmatrix Y transformiert (unnormiert) einen 
Initialvektor ( )1mi0 x,...,x,...,x −=x  in einen Finalvektor ( )1mi0 z,...,z,...,z −=z . Um einen gleichmächtigen Finalvek-
tor zu erhalten, ist die Normierung des Finalvektors mit 
einem geeigneten Faktor (3.2) erforderlich. 
 
Aus 
→=⋅ δxY   (: Hilfsvektor) 




                  (3.2) 











































10 ⋅= −Y ,       (3.3.1) 
welche die oben formulierte Existenzbedingung erfüllt, 









10 ⋅= −Y ,    (3.3.2) 




j,i =∑  erfüllt.  
Einen gegebenen Initialvektor ( )T194 ,325 ,167 ,170 ,144=x  
transformiert die Referenzmatrix Y unter 6,4
s
S ≈  in einen 
gleichmächtigen Finalvektor ( )T192 161, 197, 220, ,230=z  
(Fig. 3.1). Die Überführung zxY →:  erfolgt längs (virtuel-
ler) Flusslinien (Fig. 2.8) von der Quelle (:Initialvektor x) zur 
Senke (:gleichmächtiger Finalvektors z). Die Referenzmatrix 
Y bestimmt die Entstehung des Finalvektors. Eine solche 
Annahme trifft auf ein dMS nicht zu!  
Informationsträger in einem dMS sind spezifisch orien-
tierte Korpuskelströme entlang von physisch realen  Fluss-
linien. In einem dMS existieren für Flusslinien weder Quel-
len noch Senken. Flusslinien verlaufen längs geschlossener 
Kreise und sind damit Ausdruck für einen sich selbst ver-
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ursachenden Prozess. Verkehrsknoten emittieren und im-
mittieren Korpuskelströme. Die Steuerung von Mächtigkeit 
und Richtung der Korpuskelströme geschieht nicht nur 
über die Referenzierungen zwischen den Prozessoren des 
Prozessorfeldes, sondern auch über die Topologie des Ver-
kehrsfeldes. Da im dMS die Informationsverarbeitung so-
wohl auf der Mächtigkeit getriebener Ströme als auch auf 
der Durchdringung von Flusslinien beruht, ist es plausibel, 
den Einfluss der Topologie auf den Richtungszwang analy-
sieren zu wollen.  
 
Folgende Vorgehensweise besteht:  Für einen n-
dimensionalen kontinuierlichen Aktionsraum n0Z  wird ein 
in Raum und Zeit kontinuierlicher Partikelfluss angenom-
men. Ein berechneter Parameter b für den Richtungszwang 
auf den Partikelfluss im n0Z  wird als Parameter b* in einen 
in Raum und Zeit diskreten Aktionsraum mλZ  projiziert. 
Entspricht der Korpuskelfluss im diskreten Aktionsraum 
dem Verkehrsfluss im dMS, dann ist der berechnete Para-
meter b* für den Richtungszwang im mλZ  geeignet zur de-
zidierten Beeinflussung von Richtungen realer Flusslinien 
für Verkehrsströme in einem dMS.   
 
 
4. Partikelfluss in einem kontinuierlichen 
Aktionsraum  
 
Gegeben sei ein kontinuierliches, räumlich begrenztes 
Medium (Kontinuum), das infinitesimal kleine Masseteil-
chen (Partikel) in flüchtiger Ortslage mit unterschiedlicher 
Dichte einschließt. Diffusion bezeichnet einen durch lokale 
Dichteunterschiede getriebenen Ausgleichsprozess [CX 06] 
[HR 06] der endet, wenn das Kontinuum keine Dichteun-
terschiede mehr aufweist, Drift ist eine übergeordnete Par-
tikelbewegung, die unter dem Einfluss eines Kraftfeldes 
stattfindet. Beide Prozesse ereignen sich als Partikelfluss 
kontinuierlich in Raum und Zeit, beschrieben durch die 
Fokker-Planck-Gleichung (FPG).  
 
Beschrieben wird der Partikelfluss in einem n-
dimensionalen kontinuierlichen Aktionsraum n0Z  als ein von 
einer Hüllfläche AV vollständig umgebenes Raumkonti-
nuum mit dem Volumen VA, das unendlich viele Raum-
punkte P einschließt. Ist r Ortsvektor von P, dann ist n0Z  














0 RerrZ   
(R: Menge reeller Zahlen)                        (4.1) 
Alle Einheitsvektoren e im n0Z  stehen senkrecht aufeinan-
der, jee ⊥i  für ji ≠  (Orthogonalsystem).   
Diffusion und Drift sind in Raum und Zeit stattfindende 





modtlim0 , t| Ttt
0
00 RT         (4.2) 
Sind Z und Z’ Zustände im  n0Z , ist Z’ unmittelbar nach-
folgender Zustand von Z, dann heißt die bedingte Wahr-
scheinlichkeit ( ) ( )( )t,X|tt,'XA j0 rr ρ=Δ+ρ=  Übergangs-
wahrscheinlichkeit von Z in (rj,t) nach Z’ in (0r, t+Δt), be-
zeichnet als ( )t;,A j0 rr , zu interpretieren als Affinität von ( )jP r  auf ( )r0P  zum Zeitpunkt 0t T∈ , auch anzusehen als 
dimensionslose Immissionsrate von Partikeln in ( )r0P  aus ( )jP r . 
 
3.1 Ausgleich von Ladungsdichten im n0Z  durch 
Partikelfluss  
 
Infolge bestehender Dichteunterschiede findet im kontinu-
ierlichen Aktionsraum ein ausgleichender Partikelfluss ver-
lustfrei statt. Ladungsdichte und Richtung des Partikelflus-
ses bedingen einander: Je unterschiedlicher lokale La-
dungsdichten, desto mächtiger der Partikelfluss zu deren 
Ausgleich und umgekehrt. Beide Prozesse sind gleichge-
wichtig. Gradient der Ladungsdichten und Richtung des 
Partikelflusses heben sich gegenseitig auf.   
Ein Partikel π bewegt sich im Aktionsraum n0Z  von ei-
nem Emissionspunkt 
⊗





P  insgesamt N Partikel π und benötigt ein 
Partikel π zu seiner Emission aus ⊗P  die Zeit q[s], dann ist 
Nq=Π [πs] Partikelladung des Emissionspunktes ⊗P , zent-
riert im Volumen V, eingeschlossen  von einer Hüllfläche 
A. Die Entladezeit aus V bestimmt die Partikelladung Π 
von 
⊗




0V→=ρ  Partikeldichte von 
⊗
P . Unterschiedlicher Parti-
keldichten gleichen sich in Raum und Zeit als Partikelstrom 
aus. Es ist 
t
I Δ
ΔΠ= [ ]π  Partikelstromstärke aus ⊗P .  
 
 

















zellularer Raum n0Z  
j
0rΔ  
( ) ( )t,t;,A jj0 rrr ρ⋅  
 
νν ⋅ξ e0  
11
0 e⋅ξ  
nn






00 er  
jr  
( )t;tt,0 Δ+λ r  
 
Fig. 4.1    Änderung der Partikeldichte durch Partikelfluss beim 
Übergang von t nach tt Δ+  für ( ) n00P Z∈r  
 
 
Eine Abbildung ( ) t;tt,0 Δ+λ r , von Wunsch1 eingeführt zur 
Beschreibung von Raumfortschritten in zellularen Syste-
men [WS 05],  markiert den Einzugsbereich von ( ) n00P Z∈r   
zum Zeitpunkt t, ab dem ein Partikelfluss auf ( )r0P  statt-
findet, der in tt Δ+  vollendet ist. So ist ( ) ( ) n00j t;tt,P Z⊆Δ+λ∈ rr , wenn ( )t;,A0 j0 rr<  gilt. Fig. 4.1 
zeigt die Änderung der Partikeldichte beim Übergang von t 
nach tt Δ+  für  ( )r0P  als Immittent zum Zeitpunkt tt Δ+  
und ( )jP r  als Emittent für ( )r0P  zum Zeitpunkt  t.  
Bei verlustfreiem Ausgleich von Partikeldichten ρ im 
n
0Z  erreichen alle auf den Raumpunkt P(0r) gerichteten Par-





rr  für ( ) ( )t;tt,P 0j Δ+λ∈ rr  gelten muss. Glei-
chung (4.3) ist Bilanzgleichung für den Ausgleich unter-
schiedlicher Partikeldichten ρ. 
 
 









rrrrr          (4.3) 
mit  ( ) t;tt,0 Δ+λ=λ r . j0j0 rrr −=Δ  
 
 
                                                             
1 G. Wunsch, Prof. em. an der TU Dresden 
 
Aus den Taylorentwicklungen 
für ( )tt,0 Δ+ρ r  und ( )t,j00 rr Δ−ρ  
bezüglich P(0r) und t folgt unter ( ) 0t,j0 →ΔΔ r  die Fokker-Planck-
Gleichung (FPG) als Änderungs-
beschreibung der Partikeldichte 




Der Beweglichkeitsvektor ( )t,0rb [ ]sm  definiert in t die 
Richtung und die Geschwindigkeit eines aus der Umge-
bung kommenden und auf P(0r) driftenden Partikelflusses, 
bestimmt durch die in t bestehende Verteilung der Über-
gangswahrscheinlichkeiten A auf P(0r) aus den Raumpunk-
ten der Umgebung von  P(0r) im n0Z . Es beschreibt b die 
Orientierung des driftenden Partikelstroms.   
Der Diffusionskoeffizient ( )t,D 0 r  [ ]sm2  beschreibt im n0Z  
die Durchlässigkeit des Raumpunktes P(0r) für Partikelströ-
















, mit der ein Partikel längs einer Wegstrecke j
0rΔ  den 
Raumpunkt P(0r) erreicht, genommen über alle Partikel, die 
P(0r) erreichen. In dieser Eigenschaft ist ( )t,D 0 r  Proportio-
nalitätsfaktor zwischen der Partikelstromdichte s, die auf 
dem Raumpunkt P lastet, und der auf  P gerichteten Kraft -
gradρ  zum Ausgleich von Dichteunterschieden im n0Z . 
 






m                      (4.4.3) 
(: Partikelstromdichte)      
( )ρ⋅=ρ⋅+∂
ρ∂  D 
t
graddivgradb           (4.4) 
für   ( )( )t,D,, 0 rbρ    













rrrb          (4.4.1) 
 (: Beweglichkeitsvektor) 















rrr   (4.4.2) 
 (: Diffusionskoeffizient) 
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ρgrad  2ξ  
( )L , aL −  






0 <ξ<  
( ) ( ) ( ) λ<π=ωξξρ=ρξω⋅λ−ξω=ρ 1  ,
L





ρ∂ e  




0 −=ξ  1
0 ξe  
2



















∫→= ASS dV1lim div 0V  
































Fig.  4.2  Gradient einer hypothetischen Partikeldichte ρ 
und daraus resultierende Flussrichtung der Partikelstrom-
dichte ( )( )2010 ,,D,  |  gradD ξξρρ⋅−= ss   (D: Diffusionskoeffi-
zient) 
 
Zur Veranschaulichung zeigt Fig. 3..2 (a) in den Grenzen ( ) Ly,x1 ≤≤ eine (zeitinvariante) hypothetische Dichtever-





ρ∂=ρ eegrad  orientierten Partikelfluss aus bzw. 




ein Partikelfluss nach  P(0r) entlang der Koordinatenachse 
1ξ  und infolge 
2
0 ξ∂
ρ∂<  ein Partikelfluss aus P(0r) entlang 
der Koordinatenachse 2ξ , woraus die Flussrichtung der 
Partikelstromdichte ( )t,0 rs  resultiert. Unter Berücksichti-
gung von (4.4.3) beschreibt (4.4) die Stromdichtebilanz (4.5) 





sb divgrad                         (4.5) 
 
4.2 Spezialfälle für den Ausgleichsprozess 
 
Raumpunkt P zentriert im n0Z  das von der Hüllfläche A 
eingeschlossene Volumen V. Die Divergenz des Vektor-
flusses S über A entspricht der Winkellage, die S mit der 
Flächennormalen dA einnimmt, genommen über die Hüll-
fläche A für kleiner werdendes Volumen V, das heißt 
∫→= ASSdiv dV1lim 0V .  Ändert sich in P zum Zeitpunkt t die 
Dichte ρ durch Raumfortschritt, dann wird die Hüllfläche A 
von Flusslinien durchsetzt in Richtung des Vektors der Flä-
chennormalen dA, d. h. ∫ρ=ρ → Agrad dV1lim 0V . Ändert sich 







→   den über P fließenden Partikel-
strom der Stärke 
t
I ∂













Fig. 4.3  Verknüpfung der Feldgrößen im n0Z  zur 










Die FPG wird zur Kontinuitätsgleichung [WU 73], demnach 
eine zeitliche Änderung der Partikeldichte ρ  nur durch 
einen Vektorfluss über die Hüllfläche A von V zustande 
kommt. Der über Raumpunkt P fließende Partikelstrom 
t
IT ∂
Π∂=  ist durch den Diffusionsstrom ∫= ASdIDiff  infol-
ge Hüllenfluss über A bestimmt, es gilt DiffT II −= . Die 
Winkellage ρ⊥  gradb  verhindert einen driftbedingten 





ρ∂ e  























 a  0=+ρ⋅ sb divgrad     (3.5.2) 
-----------------------------------------------------------  
Der n-dimensionale Aktionsraum n0Z  befindet sich für je-
den Zeitpunkt 0t T∈  in einem statischen Gleichgewichts-
zustand. Lediglich eine durch Drift verursachte Dichteän-







⎡ +ρ ∫∫→ ASAb  mit ( )( )t,,, 0 rb Sρ  besagt, dass 
die Stromstärke eines Partikelflusses über P(0r) in t lediglich 
von der Driftstromstärke ∫ρ= AdIDrift b  [π]abhängt. Wegen 
Wegen ρ⋅=ρ∫→ gradA bb dV1lim0V      
ist die Driftstromstärke DriftI  durch   




5.  KORPUSKELFLUSS IN EINEM DISKRETEN  
AKTIONSRAUM  
 
Zu Grunde liegt ein diskreter Aktionsraum zur Modellie-
rung und Simulation eines dMS (Fig. 2.7) auf der Basis von 
Korpuskelflüssen. Folgende Eigenschaften sind für das 
dMS relevant:   
 
1. Das dMS ist ein diskret strukturiertes System aus m Pro-
zessoren, die über ein Verkehrsfeld aus m Verkehrsknoten 
miteinander verkoppelt sind. 
2. Im Verkehrsfeld des dMS zirkulieren Verkehrsflüsse.  
3. Bei nur unvollständiger Vernetzung der Knoten im Verkehrs-
feld des dMS wird auf den zirkulierenden Verkehrsfluss ein 
Richtungszwang ausgeübt. 
 
Modelliert und simuliert wird das dMS in einem diskreten 
Aktionsraum, in welchen eine Raumordnungsvorschrift  eine 
Menge { }m21 P,.,P,P=P  von Raumpunkten P zur Positionie-
rung der Verkehrsknoten projiziert. Algebraisch existiert 
der diskrete Aktionsraum  als Orthogonalsystem. Die Topo-
logie des dMS wird zunächst durch Projektion einer Kanali-
sierungsvorschrift in den diskreten Aktionsraum modelliert. 
Anschließend wird das Orthogonalsystem in ein (alge-
braisch vorteilhafteres) Orthonormalsystem überführt, um 
in ihm die Verkehrsflüsse des dMS adäquat den Partikelflüs-
sen  im kontinuierlichen Aktionsraum  durch Korpuskelflüsse 
simulieren zu können. 
 
n-dimensionaler diskreter Aktionsraum nλZ :  Die Raum-
punkte im kontinuierlichen Aktionsraum n0Z  sind infinitesi-
mal eng benachbart; der Dichteausgleich erfolgt als zeitkon-
tinuierlicher Partikelfluss der endet, wenn sich alle lokalen 
Dichten unter Zeitverbrauch ausgeglichen haben. Da keine 
Raumrichtung für den Partikeltransfer ausgeschlossen ist,  
besteht auf den genommenen Transportweg auch kein 
Richtungszwang. In dieser Eigenschaft unterscheidet sich 
der kontinuierliche vom diskreten Aktionsraum sehr wesent-
lich. Außerdem ereignen sich die Ausgleichsprozesse nur 
raum- und zeitdiskret.  
Per Definition bezeichne nλZ  einen n-dimensionalen dis-
kreten Aktionsraum, der über eine Raumordnungsvorschrift 
nm R→
 (5.1) aus einem gegebenen Vorrat P Raumpunkte P 
einschließt, die in einem durch R∈λ<0  bemessenen dis-
kreten Abstand in Nachbarschaft zueinander stehen. 
mit  { }m21 P,.,P,P=P           (5.1) 
 
Entsprechend dieser Definition gilt n0
n ZZ ⊆λ , demnach die 
Änderungsbeschreibung der Partikeldichte im n0Z  auf die 
Beschreibung von Ausgleichsprozessen im nλZ  raumbezo-
gen übertragen werden kann.  Die zur Beschreibung der 
Ausgleichsprozesse im nλZ  notwendigen diskreten Zeit-
punkte Δτ enthält eine Zeitskala τΔT  (5.2).  
{ }τΔτ≡∈ττΔ<Τ≤τ≤τ=τΔ mod0 ,,0 | 0 RT                   (5.2) 
Bei der Übertragung der Änderungsbeschreibung im n0Z  
auf Ausgleichsprozesse im nλZ  ist der topologiebedingte 
Richtungszwang auf den Korpuskelfluss im nλZ   zu be-
rücksichtigen. Eine Kanalisierungsvorschrift →
nm K  projiziert 
über die Ortslagen aller m Raumpunkte im nλZ  eine Topo-
logie, quantifiziert durch die Adjazenzmatrix ( )A0 .  
 




nm a:K =→→ AZ                                 (5.3.1) 
 mit ( ) 1a j,i0 =  für eine bestehende unmittelbare 
   Verbindung von P(rj) nach P(ri) und (=0 sonst) 
 
Für den Fall ( ) 0a j,i0 =  besteht eine nur mittelbare Verbin-
dung von P(rj) nach P(ri) über mindestens ( ) M∈>1l j,i  (: 
Mindestmatrix) Bögen hinweg [SC 03].  Korrespondierend 
zum n0Z  ist ( )τ∗ ;r,rA ji  im nλZ  die zum diskreten Zeitpunkt 
τΔ∈τ T  auf ( )iP r  aus ( )jP r  ausgeübte Referenzierung. 
Während im n0Z  ein Partikelfluss von ( )sP r  nach ( )dP r  
längs des kürzesten (euklidischen) Weges verläuft, ereignet 
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( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ){ }dl,101'lls0s,d P,...,1a|P,P,...,PP s,d eeee == ν↑ν↑νν←
sich ein Korpuskelfluss im nλZ  längs eines Pfades 
s,d
P←  über 
ld,s Teilwege hinweg (5.3.2).  
 
    
                                                                                               
             (5.3.2) 
 
Bezeichnet ν↑ν ,1S  die reale Länge des Teilweges von ( )νrP  
nach ( )1P ↑νr  längs s,dP← , dann bezeichnet Ld,s (5.3.3) die 
topologische Länge über Transitpunkte ( )νrP  hinweg von 
Quellpunkt ( )sP r  nach Zielpunkt ( )dP r . 













                                   (5.3.3) 
 
m-dimensionaler diskreter Aktionsraum m2Z :  Der 
nλZ  
eignet sich in Raum und Zeit für die Überführung differen-
tieller Konstrukte im n0Z  in algebraische, die euklidischen 
Abstände zwischen den Raumpunkten des n0Z  sind aus 
den topologischen Längen zwischen den Raumpunkten im 
nλZ  rekonstruierbar. Von Nachteil ist aber, dass sich die 
algebraischen Konstrukte im nλZ  wegen nm ≠ nicht aus-
schließlich über Einheitsvektoren definieren und dement-
sprechend rechenintensiv sind. Hilfsweise wird deshalb die 
bestehende Raumordnungsvorschrift nm R→  nach 
mm R→  abge-
wandelt und die Projektion m2
mm P:R Z→→  vorgenommen.  
Dabei werden die m Raumpunkte P aus P in den Spitzen 
von m Einheitsvektoren mji0 ,...,,...,,..., eeee  mit ( )ji,  ji ∀⊥ ee  
positioniert, zwischen denen die (identischen) euklidischen 
Abstände 2  bestehen (Orthonormalsystem). Von Vorteil 
ist, dass der m2Z  auf seine den Ursprung umgebende Ein-
heitskugel reduziert wird, weshalb algebraische Operationen 
im m2Z  extrem einfach verlaufen, was den 
m
2Z  zur Über-
führung der differentiellen Konstrukte des n0Z  in algebrai-
sche favorisiert. Von Nachteil ist, dass im m2Z  die real be-
stehenden euklidischen Abstände zwischen den Raum-
punkten P im Herkunftsraum nicht mehr vorhanden sind. 
Dieser Nachteil wird ausgeglichen durch die Einführung 
eines metrischen Kalküls κ, abgeleitet aus den Verhältnissen 
im nλZ . 
 
Metrisches Kalkül: Die topologische Weglänge sd,L  von 
P(rs) nach P(rd) im nλZ  ist zeitinvariant und resultiert aus 
der Summe aller lokalen Teilwege ν↑ν ,1S  unter 
( ) 1a ,10 =ν↑ν  
(5.3.1) im nλZ  längs des Pfades 
s,d
P←  (5.3.3). Zeitabhängig 
verläuft jedoch der längs  S im nλZ  genommene Wegefort-
schritt ΔS. Je größer Δτ, desto größer ( )τΔΔ=Δ ν↑νν↑ν ,1,1 SS . 
Dementsprechend zeitabhängig ist auch der in Δτ längs 
s,d
P←  genommene Wegefortschritt ( )τΔΔ=Δ s,ds,d LL . Daraus 
resultiert das metrische Kalkül ( )τΔκ=κ s,ds,d .   
 




L τΔΔ=τΔκ  (: metrische Kalkül)        (5.4) 
In (5.4) ist sd,L  die topologische Weglänge von P(rs) nach 
P(rd)  und ( )τΔΔ sd,L  der Wegefortschritt entlang s,dP←  beim 
Zeitfortschritt um Δτ 
 
Richtungszwang auf Korpuskelfluss: Entsprechend (4.4.1) 
beschreibt der Beweglichkeitsvektor ( )τ,deb  im m2Z  die 
Herkunftsrichtung des Korpuskelflusses auf ( )dP e  in τ. 
 













        (5.5) 
 
Bei zeitkonstanter Topologie und Übergangswahrschein-
lichkeit A* bleibt die Herkunftsrichtung (5.5) ohne Ände-
rung in τ, demzufolge ( )
j
d





d =∑ . 
Jedoch variiert das metrische Kalkül (5.4) ( )τΔκ jd,  in Δτ. Es 
beschreibt den längenbezogenen Wegefortschritt ( )τΔΔ jd,L  
längs 
j,d←P  beim Zeitfortschritt um Δτ.  
Die bezogene Länge jd,L  resultiert aus der Summe aller 
Teilstrecken S (5.3.3). Zu beachten ist, dass der Wegefort-
schritt ν↑νΔ ,1S  in Δτ nicht größer sein kann als ν↑ν ,1S , dem-
zufolge ν↑νΔ ,1S  zu diskriminieren ist.  Es gilt 
 










,1 ,   (5.6) 
















(5.6) bedingt ( ) ( )τΔ⇒τ ,    , dd ebeb  in (5.5).    Mit jdjd eee −=  
und 2j
d =e  folgen daraus zwei auf  Δτ  bezogene An-








( ) yyzxxzzz yy2 eeeeb −−=  
[ ]xzxz y ee −  
[ ]yzyz y ee −  
[ ] ( )τΔκ− x,zxzxz y ee  [ ] ( )τΔκ− y,zyzyz y ee  
( )τΔτΔ ,2 zeb  
( )τΔφ ,ze  
kunftsvektoren ( )τΔτΔ ,2 deb  und ( )τΔτΔ ,2 deb  in Rich-
tung ( )dP e . 
 
( ) ( ) ( )







dd y2 eeeb ∑
≠
−=                      (5.7.2) 
mit ( ) ( )
( )∑ τΔ=τΔ j jdd hH , ( ) ( )τΔκ⋅=τΔ j,djdjd yh  aus (5.4) 
 
(5.7.1) beschreibt die Herkunftsrichtung des Korpuskel-
stroms auf ( )dP e  bei nur unvollständiger Vernetzung ( )( )10 j,d ≤τΔκ<  und (5.7.2) die Herkunftsrichtung bei voll-
ständiger Vernetzung ( )( )1j,d =τΔκ  zwischen allen Raum-
punkten P im m2Z . Deren Winkellage ( )τΔφ ,de  zueinander 
beschreibt den Richtungszwang (5.8) auf den Korpuskelfluss, 
veranschaulicht für  3 2Z  in Fig. 5.1. 
 
 



















Fig. 5.1    Winkellage ( )τΔφ ,cos ze  zwischen Herkunftsrichtung des 
Korpuskelstroms auf ( )zP e  bei unvollständiger ( )( )10 ≤τΔκ<  und 
vollständiger Vernetzung ( )1j,d =κ  zwischen allen Raumpunkten P im 
( ) ( ) ( ){ }zyx3 2 P,P,P eee=Z .   
Eine vollständige Vernetzung aller Raumpunkte im m2Z  
schließt jeden Richtungszwang aus ( ( ) 1j,d =τΔκ , somit 
( ) 1Hd =τΔ ), demnach ( )τΔφ ,cos de =1.    
 
Durchlässigkeit  für Korpuskelflüsse bei zeitkonstanter 
Topologie: Topologie und Übergangswahrscheinlichkeit A* 
des Korpuskelflusses auf den Raumpunkt P im m2Z  seien 
(auch hier) ohne Änderung in τ.  
Die Durchlässigkeit eines Raumpunktes P im n0Z  resul-
tiert aus der Summe aller zu P hinführenden Wegsstrecken 




längs Δr für 0→Δ , bezeichnet als Diffusionskoeffizient D. In 
(4.4.2) wird die Länge einer jeden (!) Wegstrecke mit der 
Übergangswahrscheinlichkeit A auf P gewichtet. In gleicher 
Weise wie bei der Berechnung des Richtungszwangs auf 
Korpuskelflüsse im m2Z  kann unter Berücksichtigung des 
metrischen Kalküls ( )τΔκ   auch die Durchlässigkeit für Kor-
puskelflüsse im m2Z berechnet werden. Der Diffusionskoef-
fizient D ist abhängig vom zeitbeding-
ten Wegefortschritt, d. h. ( )τΔ⇒ DD . 
Allerdings gilt auch hier, dass der We-
gefortschritt ν↑νΔ ,1S  in Δτ nicht größer 
als ν↑ν ,1S  sein darf, demzufolge D ge-
mäß (5.6) zu diskriminieren ist.  
Für 
( ) ( )















leitet aus (4.4.2) für den n0Z , folgt für ( ) ( )τΔκ=τΔΔ j,djdjd ee  
mit jdj
d eee −=  und 


















),(e        (5.9.1) 




1),(),(D0 dd ≤τΔτΔδ=τΔ< ee .       (5.9.2) 
(:Diffusionskoeffizient) 
 
Äquivalent zu (5.9.1) besteht die vektorielle Darstellung  







d y eef für die 
( )
( ) ( )
( )
( )( ) ( )
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Referenzierung und   ( ) ( )[ ]
( )∑ τΔκ=τΔ j j2j,dd , eek  für die 
Vielfachheit des Wegefortschritts bei Inkrementierung von Δτ.  
 
 
1.   Spezialfall: Die topologische Weglänge sd,L  längs 
des Pfades 
s,d
P← von P(es) nach P(ed) im 
m
2Z  sei 
SlL s,ds,d ⋅= . Zwischen allen Raumpunkten P im m2Z  be-
stehe unter ( ) 1a0 =  der Abstand 1S = . Der Zeitfortschritt 






Δ=  erfüllt ist.  
 
 
Erklärung:  Simuliert wird für n Raumpunkte P im m2Z  der 
Fall, dass von einem Raumpunkt P zu einem anderen unter 
( ) 1a0 =  die Fortschrittsgeschwindigkeit v so groß ist, dass 
bereits innerhalb eines Bruchteils von τΔ  die Distanz von 
P zum anderen Raumpunkt absolviert wird, weswegen für 
alle Raumpunkte P im m2Z  die globale Annahme 1S =  
unter ( ) 1a0 =  gerechtfertigt ist. 








ee      
 
 
2.   Spezialfall: Die topologische Weglänge zwischen 
allen Raumpunkten P im m2Z  sei 1L = , damit auch  1S = , 
demnach 1l =  unter SlL ⋅= .  Der Zeitfortschritt τΔ sei so 
bemessen, dass SS =Δ  für alle P im m2Z  erfüllt ist.  
   
Erklärung: Die Topologie des m2Z  verkoppelt jeden 
Raumpunkt P mit jedem anderen, außer mit sich selbst, 
demzufolge 1SL == . Die Fortschrittsgeschwindigkeit v 
längs eines jeden Pfades ist so groß, dass bereits innerhalb 
eines infinitesimal kleinen Bruchteils des Zeitintervalls τΔ  
ein Pfad absolviert wurde.  
Ergebnis: 





6. DIFFUSIONSKOEFFIZIENT D UND WINKEL DER 
FEHLABWEICHUNG φ FÜR EIN AUSGEWÄHLTES 
ANWENDUNGSBEISPIEL 
 
Im Ausführungsbeispiel Kap. 2 zur stochastischen Lösung 
der Laplaceschen Differentialgleichung  0u =Δ  endet eine 
im inneren Gebietspunkt 0P des diskreten Integrationsge-
bietes B* gestartete Irrfahrt eines Teilchens bedingungslos 
in einem Gebietspunkt P längs des Gebietsrandes ∗BR  von 
∗B . In einer nächsten in 0P gestarteten Irrfahrt endet diese 
bedingungslos in P’ usw. Orientiert werden die Irrfahrten 
durch definierte Übergangswahrscheinlichkeiten zwischen 
den Gebietspunkten P  im Innern des Integrationsgebietes 
B*.  Die Verteilung der Ankünfte längs ∗BR  aller in 
0P ge-
starteten Irrfahrten gibt Auskunft über die Erreichbarkeits-
wahrscheinlichkeit von 0P aus allen Gebietspunkten längs 
∗BR , worauf, wie dargestellt in Kap. 2, das Prinzip zur sto-
chastischen Lösung von 0u =Δ  beruht. Demnach repräsen-
tiert die stochastische Orientierung der Irrfahrten in ∗B  die 
Lösung von 0u =Δ . Die Belastung des Verkehrsfeldes eines 
dMS zur stochastischen Lösung der Differentialgleichung  
ist bestimmt durch die simultane Vielfalt solcher Irrfahrten, 
durch deren Überlagerung, durch den topologiebedingten 
Richtungszwang,  durch die Durchlässigkeit der Verkehrskno-
ten für simultan stattfindende Irrfahrten, um nur einige 
Parameter zu nennen.   
An einem ausgewählten Anwendungsbeispiel soll die 
Abhängigkeit der Parameter Richtungszwang und Durchläs‐
sigkeit für eine gewählte Topologie des Verkehrsfeldes mit 
definierten Referenzierungen zwischen den Prozessoren 
des Prozessorfeldes erörtert werden. 
 
Ausgewähltes Anwendungsbeispiel zur Simulation von 
Teilchenflüssen im Meter- und Sekundenbereich sei ein 
dMS  entsprechend Fig. 2.7, bestehend aus 5 Prozesso-
ren/Verkehrsknoten. Den in Fig. 6.1 angegebenen Topolo-
giegraphen des Verkehrsfeldes beschreibt die Adjazenz-
matrix ( ) ( )
5,5
j,i
00 a=A  mit ( ) ( )( )j,i0j,i0 ya σ=  aus (3.3.1) unter 
( ) 10x =>σ  )sonst 0(= . Fig. 6.1 enthält die topologiebeding-
te Weglänge  Ld,s [m] von jedem Quellknoten (s) zu jedem 
Zielknoten (d) und den Wegefortschritt ( )[m] S j,i τΔΔ  unter 
( )  1a j,i0 = und  j,ij,i SS ≤Δ  entlang s,d←P  beim Zeitfortschritt 





j,zj,z lSL ⋅=  
S
1S =Δ  
S  









[ ] 125,03,1y0 =  
118,0=  =094,0  
[ ] 119,03,4y0 =  
[ ] 147,04,0y0 =  














































    Quellknoten s(,j): Ziel-k.  
d,(i): 0 1 2 3 4 
0 379 175 255 365 330 
1 204 379 80 190 534 
2 284 80 160 270 140 
3 455 240 160 250 125 
4 330 505 140 125 660 
 topologiebedingte Weglängen Ld,s, Si,j [m] 
0 ⋅⋅ /  13,89 ⋅⋅ /  ⋅⋅ /  13,89 
1 13,89 ⋅⋅ /  13,89 13,89 ⋅⋅ /  
2 ⋅⋅ /  13,89 ⋅⋅ /  ⋅⋅ /  13,89 
3 ⋅⋅ /  ⋅⋅ /  13,89 ⋅⋅ /  13,89 
4 13,89 ⋅⋅ /  13,89 13,89 ⋅⋅ /  
 
Wegefortschritt ( )[m] j,iS τΔΔ  
unter ( )  1j,ia0 = und s1=τΔ  
 
Fig. 6.1   Topologiegraph eines dMS au 5 Prozessoren 
/Verkehrsknoten, topologiebedingte Weglänge Ld,s [m] von jedem 
Quellknoten (s) zu jedem Zielknoten (d) und Wegefortschritt 
( ) S j,i τΔΔ unter ( )  1a j,i0 = und ( ) S j,i τΔΔ entlang  
s,d←
P  beim Zeitfort-
schritt um s1=τΔ  
 
Die Übergangsmatrix ( )Y0  konvergiert (Kapitel 4) ge-
gen die Referenzmatrix 
5,5j,i
y=Y , deren Elemente relati-
ve Referenzhäufigkeiten zwischen den Verkehrsknoten des 
dMS sind. Speziell konvergiert die Übergangsmatrix ( )Y0  
gem. (3.3.1) für die in Fig. 6.1 gegebene Topologie eines 
dMS gegen die Referenzmatrix Y (3.3.2) zwischen allen 
Knoten des Verkehrsfeldes. Die der Topologiebewertung zu 
Grunde liegenden Parameter Durchlässigkeit und Richtungs‐
zwang ändern sich mit zunehmendem Wegefortschritt ΔS in 
Δτ, diskriminiert durch SS ≤Δ  unter ( ) 1a0 = .  
Fig. 6.2 zeigt die Verhältnisse bei paritätischer 
Vervielfachung n aller Wegefortschritte in 
Δτ ( )s1= . Während sich der Diffusionskoeffi-
zient D proportional zu n entwickelt, verläuft 
die Entwicklung des Winkels φ der Fehlab-
weichung disproportional. Die Knoten (1) und 
(2) weisen zwischen 1n =  und 5n =  einen 
konstanten Winkel φ der Fehlabweichung 
(WdF) auf. Ab 6n =  besteht zwischen beiden 
Knoten gegenseitige Erreichbarkeit in nur ei-
ner Zeiteinheit Δτ ( )'AA . Ab 6n >  reduzieren 
sich für beide Knoten (allerdings unterschied-
lich) die WdF φ1 und φ2. Für 14n > gilt 
°=φ 02 ( )'BB .   
 
Bei wachsender Vervielfachung n des Wegefortschritts in 
Δτ ändern sich für jeden Knoten i ( )4,...,0=  Diffusionskoeffi-
zient D und Winkel der Fehlabweichung φ. Plausibel reduzie-
ren sich bei wachsendem n aber auch die Erreichbarkeits-
zeiten eines jeden Knotens aus allen anderen Knoten ein-
schließlich aus sich selbst. 
 
Unter ( ) 0a s,d0 =  ist entsprechend (5.3.2) 
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ){ }dl,101'lls0s,d P,...,1a|P,P,...,PP s,d eeee == ν↑ν↑νν←  der 
im Netz genommene Pfad aus Knoten (s) nach (d) und ( )τΔΔ s,dL der in Δτ genommene  Wegefortschritt längs die-
ses Pfades. n-fache Vervielfachung des Wegefortschritts 
bewirkt ( ) ( )τΔΔ⋅→τΔΔ s,ds,d LnL , darin inbegriffen 
( ) ( )τΔ⋅→τΔΔ ν↑νν↑ν ,1,1 SnS  längs  s,dP←  bei Diskriminierung 
( ) ( )τΔ≤τΔ⋅ ν↑νν↑ν ,1,1 SSn . Es bezeichnet [ ] s,dn γ  die dezidierte 
Restzeitrate beim Wegefortschritt in Δτ von ( )τΔΔ⋅ s,dLn  
nach (d) aus (s) und  [ ] [ ]
( )∑ γ=γ s s,dndn  die globale Restzeitrate  
(6.1) beim Wegefortschritt in Δτ von ( )τΔΔ⋅ s,dLn  nach (d) 
aus alle (s). 
 
[ ] [ ]
( )
( )



















             (6.1) 
 
Entsprechend (4.8) bestimmt der Wegefortschritt Δ eines 
Korpuskelflusses längs eines auf einen Verkehrsknoten ge-
richteten Pfades P, formuliert über das metrische Kalkül κ, 
den Winkel φ der Fehlabweichung eines Korpuskelflusses 
auf diesen Knoten. 
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[ ]
0D














n φ  [ ]
1
n φ  
[ ]
2
n φ  
[ ]
3
n φ  
[ ]
4
n φ  












1      3      5      7      9    11    13    15    17    19    21    23    25 
             (: Vervielfachung des Wegefortschritts in Δτ) 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )




































1      3      5      7      9    11    13    15    17    19    21    23   
           (: Vervielfachung des Wegefortschritts in Δτ) 
[ ] [ ] [ ] ⎟⎠⎞⎜⎝⎛= ΓΦ,ΓΦ, nnn r
[ ] [ ] [ ] ⎟⎠⎞⎜⎝⎛= ΦΦ cosnnn D,D,r  







































Fig. 6.2   Änderung der Parameter Durchlässigkeit D und 
Winkel φ der Fehlabweichungf bei n-facher Zunahme des 
Wegefortschritts ΔL in ( )s1=τΔ , diskriminiert in LL ≤Δ  aus 
SS ≤Δ unter ( ) 1a0 =  
 
 
Das metrische Kalkül κ relativiert den Wegefortschritt 
Δ eines Korpuskelflusses auf einen Verkehrsknoten. Auf 
den Korpuskelfluss wirkt entsprechend dem genommenen 
Wegefortschritt Δ ein Richtungszwang, bemessen durch 
den Winkel φ der Fehlabweichung (4.8). Andererseits be-
stimmt das metrische Kalkül κ die Restzeitrate γ beim Kor-
puskelfluss auf den Knoten. Dementsprechend besteht ein 
Zusammenhang zwischen Winkel φ der Fehlabweichung 
und der Restzeitrate γ.  
 
Fig. 6.3 zeigt den Verlauf ausgewählter Korrelationen r zwi-
schen 
[ ] [ ]{ }4,...,0i|inn =γ=Γ  {: globale Restzeitrate} 
















Fig. 6.3   Entwicklung der Korrelation r zwischen Winkel φ der 
Fehlabweichung, Diffusionskoeffizient D globaler Restzeitrate 
γ bei n-facher Zunahme des Wegfortschritts ΔL in ( )s1 =τΔ , dis-
kriminiert durch SS ≤Δ  unter ( ) 1a0 =  mit 
[ ] [ ]{ }4,...,0i|inn =γ=Γ  {: globale Restzeitrate} [ ] [ ]{ }4,...,0i|inn =φ=Φ  {: Winkel der Fehlabweichung} [ ] [ ]{ }4,...,0i|coscos inn =φ=Φ   und [ ] [ ]{ }4,...,0i|Dinn ==D  {: Diffusionskoeffizient} 
 
 
Für wachsende Vielfachheit n der Wegefortschritte in 
Δτ konvergieren die Korrelationen [ ] [ ] [ ]( )ΓΦ,ΓΦ, nnn =r  und 
[ ] [ ] [ ]( )ΦΦ nnn cos,Dr cosD, =  gegen +1 und die Korrelation 
[ ] [ ] [ ]( )ΓΓ nnn ,DrD, =  gegen -1 (Fig. 6.3). Somit besteht zwi-
schen allen 3 Größen (Winkel φ der Fehlabweichung, Diffusi‐
onskoeffizient D und globale  Restzeitrate γ) ein Zusammen-
hang; alle drei Größen bedingen sich einander. Demnach 
lassen sich sowohl der Winkel der Fehlabweichung φ als auch 
der Diffusionskoeffizient D durch Zeitmessungen der Kor-
puskelflüsse im Verkehrsfeld bestimmen. Einen solchen 
Zusammenhang herauszustellen war Ziel des Beitrages 
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