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Abst ract - -We study buckling of a rectangular plate with elastic support and restraint along two 
edges and simple support along the other two edges. This corresponds to a bifurcation analysis of 
the yon K~rm~n equations with Robin boundary conditions. Of special interest is the phenomenon 
of mode jumping in deformation of the plate. We discretize the von K£rm~n equations with the 
finite difference methods. The solution curves branching from the first two simple bifurcation points, 
resulted from splitting of a double bifurcation point, are numerically traced with respect o the 
increase of the load by using the continuation methods. Our numerical results show that mode 
jumping depends on length of the plate and stiffness of the elastic support. (~) 1999 Elsevier Science 
Ltd. All rights reserved. 
Keywords - -von  K~h'mgm equations, Robin boundary conditions, Mode jumping, Bifurcation, 
Continuation methods. 
1. INTRODUCTION 
Deformat ion of a full three-dimensional  elastic plate under compression is modeled approx imate ly  
by the yon K£rm£n equat ions 
1 
A2f  -t- ~ [w, w] : 0, 
02w 
A2w -{- A-~-x2 -- If, w] ---- 0, 
in ~. (1.1) 
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Here ~ represents the shape of the plate in its flat state, f is the Airy  stress function descr ibing 
the averaged stress over the thickness of the plate, w(x, y) is the deformat ion of the plate under 
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action of the external load A, A 2 is the biharmonic operator in the plane, and the bracket operator 
[-, .] is defined by 
[u, v] = uxxv~ - 2ux~v~y + u~v~.  
The von KArmAn equations are derived as leading terms in the asymptotic expansion of de- 
formation of the three-dimensional plate, in which the load is coupled with the thickness of the 
plate, see e.g., [1, Chapter 14; 2]. The simply supported boundary conditions 
w : Aw : 0, (1.2a) 
f = A f  = O, on Oft (1.2b) 
are often imposed on the von KArmAn equations for simplifying mathematical nalysis, although 
they are hard to realize experimentally, see e.g., [3,4]. For the Airy stress f Schaeffer and 
Golubitsky showed in [3] that physically the boundary conditions 
of o 
cg--n = ~nn (Af)  = 0, on 0f~ (1.3) 
are more appropriate than (1.2b). Here and below ~ denotes the exterior normal derivative. 
Solving f formally as a function of w from the equation 
1 
i 2 f  = -- ~ [W, W] 
under the boundary conditions (1.3) and the restriction fa fdx = O, we obtain 
1 -2 
f---- -~A N [W,W], 
where AN 1 denotes the inverse operator of the Laplacian with the homogeneous Neumann bound- 
ary conditions (1.3). Consequently, (1.1) is equivalent to the semilinear elliptic equation 
A2w + Ab-~x2 + 5 (1.4) 
Similar conclusion holds for f with respect o the simply supported boundary conditions (1.2b). 
This indicates that different ypes of boundary conditions for f have no influence on the linear 
instability of the flat state of a plate. 
The impact of the Airy stress f on deformation of the plate come in via secondary bifurcations, 
e.g., mode jumping, which is a remarkable characteristic of experimental studies of the post- 
buckling of plate. Holder and Schaeffer [5] and Schaeffer and Golubitsky [3] interpreted the 
phenomenon of mode jumping in terms of secondary bifurcations which occur when the primary 
solution branches lose stability through further bifurcations. More precisely, it is known that a 
double bifurcation can be split into two simple bifurcations by perturbation. For the von KArmAn 
equations if the solution curves branching from the first two simple bifurcation points, which 
correspond to the splitting of the first double bifurcation point, are connected by a secondary 
solution branch, then we say that mode jumping occurs, see [6] for detailed iscussions on spring 
models. Mode jumping has been predicted by Schaeffer and Golubitsky [3] for the rectangular 
plate 
fl := [0,£] x [0, 1] (1.5) 
with boundary conditions 
~w 
w= O--n=0' fo rx=0,  g, 
w---- Aw = 0, for y = 0,1, 
(1.6) 
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2. L INEAR STABIL ITY  ANALYS IS  
To study stabilities of the fiat state w = 0, f ~ 0 of the plate for ~ • R, we examine the 
linearization of (1.4) 
c02w 
A2w + A~x 2 = 0, (2.1) 
imposed with the Robin boundary conditions 
W-~0, 
Aw = 0, 
--g0(p)-~.~ w  + gl (p)~w = 0, 
g0(~)~ + gl(~)Aw = 0, 
ox  
on Oft, 
for y = 0, 1, 
for x -- 0, 
for x = g, 
(2.2) 
where g0(~), gl(#) satisfy condition (1.8). This is a generalized eigenvalue problem. For any non- 
trivial solution (w, A) of (1.8), A is called the eigenvalue and w is the corresponding eigenfunction. 
The spectrum of (2.1) reveals stability of the flat state of the plate. 
In the space 
C04(fI) := {u • C4(12) : u satisfies (2.2)}, 
the operator A 2 o2 + )~-~ is self-adjoint and positive definite for A < 0 with respect o the L2(~) -
norm. In fact, for all u, v • C~(~), and # ~ 1 we have 
9f u (A2v--k )~2)  dxdy 
= AuAvdxdy+ \ On On/ ds-A -~x-~xdxdy+A U~xdS 
= AuAvdxdy - AVOn nds - )~ "~x-~x d dy 
Av--  - f~=t Av-~n = f AuAvdxdy-A f~OUOV dxd - Ou 
Since the last equality is symmetric with respect o u and v, the operator A 2 +A~ is self-adjoint. 
Moreover, this operator is singular only if A is equal to some eigenvalues of (2.1), which satisfies 
--~ [f~(Aw) 2 dxdy  --~ (gl(~)/go(]A)) (L=o(Aw) 2 48 -~- L=~(Aw) 2ds)]  
[f. 
for the corresponding eigenfunction. This implies that all eigenvalues A are positive. Bifurcation 
points of the von K~rm~n equations on the trivial solution curve are given by (0, A0) with A0 > 0 
as an eigenvalue of (2.1). 
To study variations of the eigenvalues of (2.1) along the homotopy of boundary conditions (2.2), 
we apply the rule of separation of variables to (2.1), see also [3]. We consider the following form 
of solutions of (2.1): 
w(x, y) = u(x). v(y) ~ 0. 
Substituting it into (2.1) yields 
u (4) + l u "  2 u"v" v (a) + + = 0. (2.3) 
u uv  v 
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Substituting (2.8) into (2.5) yields a linear system for the 0/i, i = 1, 2, 3,4 
0/1 "~ 0/2 "~- 0/3 "4- 0/4 ~-~ 0, 
0/l e al t -I t- 0/2e aet Jr- 013 eas~" -}- 0/4e a4£ .-~ O, 
4 4 
-go(.) ~ a~0/~ +gl(.) ~ a~.~ = O, (2.111 
i~ l  i= l  
4 4 
go(.) F_. a'0/~ e°'~ + gl(.) ~_,.,~ = O. 
i~ l  i~ l  
On the other hand, the function 
4 
~(~) = Z:  0/.~°'~ = ~°~ (0/~ e~ + 0/~-'~1 + ~-°~ (0/~ e- '~ + 0/~e~) 
i=1 
is real if and only if 
0/1 = 0/--3, c~2 = 0/-~. (2.12) 
Together with (2.11) we obtain an over-determined system for 0/i, i = 1, 2, 3, 4, which only has 
trivial solution. 
2.2. Case A -- 4m2~r 2 
In this case, we derive from (2.7) that 
a l  ~- -a2- - - -a3=- -a4  =mTr . i .  
The solution u(x)  of (2.6) is of the form 
U(X) ----- O~ 1 COS m~rx + 0/2 sin mTrx. .  
Therefore, the boundary conditions (2.5) imply 0/1 = 0 and 
a l  cos mgr + 0/2 sin mgr = 0, 
-go(p)0 /2mTr  - gl  (#)o / i ra  27r2 = 0, 
g0(p)m~r(--0/t sin mglr + 0/2 cos rng~r) -- gl (#)m27r2(0/1 cos mgTr + 0/2 sin roger) = 0. 
Hence, we have either 
0/1 = 0/2 = 0 ~ u(x )  - O, (the trivial solution) 
or  
0/1 = O, go(#)  = O, ~ ~ N ~ u(x )  = 0/2sinkTrx, 
which reduces to the case of simply supported boundary conditions. 
2.3. Case A > 4m2~r 2 
In this case, we have 
61 ~- - -a2  : iO.)l, 
a3 ~ - -a4  ---- iw2, 
(2.13) 
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For these pure imaginary values, we can write the solution u(x) of (2.6) as 
U(X) --~ (21 COS 0)1X -t- (22 sin0)lx + a3 cos 0)2x + (24 sin 0)2x. (2.14) 
Thereafter,  the boundary  conditions (2.5) reduce to 
(21 ~-(23 --~ 0, 
(21 cos 0)1g + (22 sin 0)1g + (23 cos 0)2g + (24 sin 0)2~ = 0, 
-go(#)((220)1 + (240)2) - g l (#) (0)2(21 + 022(23 ) = 0, (2.15) 
go(it) (-a10)1 sin 0)15 + a2wl coswlg - (23w2 sin 0)2t! + (240)2 cos w2i) 
-91(~) ((210)2 cos0),e + (220)2 sin0)ie + (230)2 cos0)2e + (240)2 sin 0)2e) = o 
REMARK. If  go = 0, then (21 = a3 = 0, and 
u(x) = a2 sin0)lX + a4 sin0)2x. (2.16) 
I f  gl = 0, then aa = -a l ,  aa = -(220)1/w2. Thereafter,  the solution u(x) in (2.8) can be writ ten 
as 
0)1 . 
u(x) = a l  (cos0)lX - cosw2x) + a2 sin0)lX - - -  sm0)2x_ 
w2 ] 
These coincide with the results in [3]. 
In the sequel, we restrict the discussion to go • gl ¢ 0. It  follows from (2.15) that  
(23 ~- --(21, 
1 [ gl(#) ] 
"4  ~- - -  (0)12 - -0 )2 ) "1 - -0 )1(22  • 
0)2 [ -  go-;~ ] 
Subst i tut ing them into (2.14) and multiplying with the factor go(#)0)2 yields 
U(X) = (21 (goW2(COSWl x -- COS0)2X) -- g l  (0)2 -- 0)2) sir l0)2x )
+ a2go (0)2 sin 0)1x - 0)1 sin0)2x). 
(2.17) 
Thereafter ,  the boundary  conditions (2.5) reduce to a system for (21, a2, namely, 
?n11(21 n u m12(22 ~-~ 0, 
m21(21 -I- m22(22 ~--- 0, 
(2.18) 
where 
/gtl I ---- 90012 (COS0)I~ -- COS0)2~) -- g l  (0)2 -- 0).)2) sin0)2~, 
rn12 = go (0)2 sin0)le - 0)1 sin0)2~), 
2 2 m21 ---- 92 [--Wl0)2 sin0)11~ -1- w2 sin0)2~] + 910)2 (0)2 - -0)2) s inw2~ (2.19) 
+ g0gi [-0)20)2 cos0)le + 0)~ cos 0)2e - 0)2 (0)2 - 0)2) cos0)2e], 
m22 = 9200)20)1 (cos wl~ - cos 0)2~) - goglw20)t (0)1 sin 0)1~ - w2 sin 0)2~) • 
The homogeneous ystem (2.18) has nontrivial solutions if and only if the determinant  of its 
coefficient matr ix  vanishes, i.e., 
fr~llm22 -- m12m21 ---- 0. 
This gives an equation for A with #, m, and ~ as parameters,  i.e., 
q(),, ~, e, m) := go 2 [20)10)2 (1 - cos0)lt cos0)2e) - (w2 + 0)2) sinwlesin0)2e] 
+ gogl [2 (0)2 _ 0)2) (0)1 sin0)2e cos0)le - 0)2 s inwle cos 0)2e)] (2.20) 
+ g2 (0)2 -0)2)2sinwlesin0)2 e = O. 
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Recall that •1, W2 are defined in (2.13). We calculate solutions of equation (2.20) by using the 
numerical continuation methods with respect o the parameter £ or #. For each solution Am (£, #) 
of (2.20), by (2.17) equation (2.6) generically has a one-dimensional solution space spanned by 
Urn(X ) = OLI¢I(X ) Jr OZ2¢2(X ). (2.21) 
Here O~1, a2 satisfy (2.18), and 
¢1(x) := go(#)w2(coswlx - cosw2x) - gl(#) (Wl ~ - w22) sinw2x, 
¢2(x) := go(#)(w2 sinwlx - Wl sinw2x) 
(2.22) 
are implicit functions of the parameters £ and/z, as well as the mode number m in the y-direction, 
see also (2.17). 
We conclude the discussion above as follows. 
THEOREM 1. Any eigenpair of the linear eigenvalue problem (2.1) with boundary conditions (2.2) 
is of the form (Am,Wm(x,y)), m E N, where Am is greater than 4m27r 2 and satisfies equa- 
tion (2.20), and win(x, y) is given as 
win(x, y) = (a1¢1 (x) + a2¢2(x)) sin tory 
with 01, ¢2 in (2.22) and (OZl, ¢12) satisfying the linear system (2.18). 
Some special solutions of (2.20) are related directly to the classical results. 
(a) Simply supported boundary conditions (# = 1). 
Since g0(1) = 0, the equation q(A, 1, £, m) = 0 reduces to 
- g~(1) (A - 4m27r2) sin ( ~/A/2 - m21r2 - y/A (A/4 - m27r2)~  
sin(~c/A/2-m27r2+v/A(A/4-m2~r2)£ ) =0,
which can be also derived directly from (2.16) and (2.5). Thus by A > 4m27r 2, we obtain 
( < <~ ) )1 /2 )  1/2 
)' m27r 2 g kTr, for k E N. -- :=[= A -- m27r 2 ---- some 
Therefore, 
(b) Clamped edges (# = 0). 
k2\2 £2 
A= (m2+~-~)  ~-~Tr 2-
We obtain from gl(0) = 0, g0(0) # 0, and q(A, 0, £, m) = 0 that 
2m27r 2(1 - coswl~COS~d2~ ) - (~ - 2m2~r 2) sinwl£sinw2g ---- 0. 
(2.23) 
(2.24) 
Now, if we choose wig = kTr, w2i = (k + 2n)Tr, i.e., 
\ \ 1/2\ 1/2 
= kTr, (2.25) 
£ ---- (k -{- 2n)Tr (2.26) 
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for some k, n E N,  then we obtain 
e = ± 4k(k + 2n), 
m 
A = 4m21r 2 (k + n) 2 
k(k + 2n) '  
(2.27) 
which coincide with the results in [3]. However, equation (2.24) may have other solutions than 
those given in Section 2.3, (2.27) and in [3]. For example, if we choose 
\ \ ~/2\ 1/2 
e = (k + a)~, 
g = (2n+ 1 - k -  a ) r ,  
we obtain 
12= (k+a) (2n+l -k -a )  
m 2 
A = m27r 2 (2n + 1) 2 
(k + a) (2n + 1 - k -  ~) '  
for all c~ satisfying equation (2.24), which reduces to 
2m2~r 2 (1 + cos 2 a~r) - (A - 2m27r 2) sin 2 a~r = 4m2~r 2 - Asin 2 a r  
= 4m27r2 _ rn27r2 (2n + 1) 2 sin 2 aTr 
(k + c~)(2n + 1 - k -  a)  
~--- 0, 
or equivalently, 
sin 2 aTr = 4(k + (~)(2n + 1 - k - c~) 
(2n + 1) 2 =: fk~(a). (2.28) 
Equat ion (2.28) is independent of m and has at least one solution for k, n = 1, 2 , . . . ,  see e.g., 
Figure 2. 
2.4. Path  Fo l low ing  o f  the  So lu t ion  Curves  o f  q(A,/z, g, m) = 0 for  # E [0, 1] 
We can calculate solutions of (2.20) either from p =0 to # =1 or backward from # =1 to # =0 
by using the numerical continuation methods [9] as follows. 
1. Start ing with # = 1 and the solutions in (2.23), we trace the solution curve down to # = 0. 
2. Start  with # = 0 and fix g. First, we solve (2.24) for m = 1, 2 , . . . ,  see e.g., Figure 3. 
Next, we trace the solution curves until p = 1 is reached. 
ALGORITHM 2. Path  following for q(A, #, g, m) = 0. 
* Let m = 1 ,2 , . . . .  Starting from A0, #0 = 0, for j = 1 ,2 , . . . ,N  do. 
• Choose predictor A0 = Aj, #j  = #j -1  + 1/N. 
• Do corrections 
Ai = A i - l -qx  (Ai- l ,#j, l ,m) -1 
),3 = ),K, for some K. 
q)~(Ai-l,#j,l ,m), i=1 ,2 , . . . ,  
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3. B IFURCATION ANALYSIS  
Different from the variational formulations in [3], we consider directly the yon K£rm£n equa- 
tions in C4(12) with the boundary conditions (1.7), which are satisfied weakly in the Sobolev 
spaces. We are interested in nontrivial solutions at simple bifurcation points and the phenom- 
enon of mode jumping at the first double bifurcation point on the trivial solution curve. To 
this end, we consider the load A, the length g of the rectangle, and the homotopy variable # as 
bifurcation parameters. 
To emphasize the length g of the rectangle as the second bifurcation parameter, we make it 
appear explicitly in the equations by the transformation (x, y) +-+ (gi, y) of the domain ~ ~-+ ~} := 
[0, 1] x [0, 1] as done in [3]. Then we rewrite problem (1.4) as an operator equation 
(1 l) G(w,A,g,I~):=w-T(A,g,#) w---~[AN2[W, Wl,W =0,  (3.1) 
where T(A,g,#) : C(~) --~ C4(~t) is the linear operator with T(A,g,#)g := u, defined as the 
solutions of the problem 
1 04U 2 04U 04U A 02U 
g-X Ox---~ + g20x2Oy----~ + ~ + ~ ~ + u = 9, in • = [0,1] x [0,1], 
go(u) Ou gl(u) 02u 
+ = 0, for x = 0, ~. Ox g2 Ox 2 
90(lz) OU gl(#) 02u 
+-- - -  --0, fo rx=l ,  g Ox g2 Ox2 
02u 
= 0, for y = 0, 1, 
Oy 2 
u = 0, on Off. 
(3.2) 
For convenience here we have replaced the variable ~ by x. Note that the dependence of G on 
the parameter/z in the boundary conditions (1.7) is expressed implicitly in the linear operator 
T(A,g, #). 
However, the homotopy parameter # may appear explicitly in the equation if we consider 
the weak form of (3.1) in the Sobolev space H2(12) defined by a bilinear form which includes 
appropriate boundary integrations to realize the boundary conditions (1.7), see e.g., [10] for 
semilinear second-order lliptic problems. To simplify the discussion, we avoid here the techniques 
involved in the justification of smoothness of solutions of (3.1) with respect o g,/z and remind 
that it is ensured for rectangular domain with appropriate boundary conditions, see e.g., [11]. 
Obviously, G(0, A, g, #) = 0, furthermore, bifurcation points along the trivial solution consist 
of (0,)~(g, #, m)) with A(g, ~, m) as solutions of (2.20). 
3.1. Simple Bifurcation Points 
Let m E N be arbitrary. For A(g,#,m) > 4m27r 2 which satisfies (2.20), Theorem 1 shows that 
the linearized equation (2.1) has a nontrivial solution, i.e., the associated eigenfunction 
¢(x, y) -- (alibi (x) + a2~b2 (x)) sin retry, 
where ~bl, ¢2 are defined in (2.22) and (al, a2) is a solution of the linear system (2.18). Moreover, 
the eigenspace associated with A(g, #, m) is one dimensional for almost all g > 0, /z c [0, 1], i.e., 
ker (DwG (0, A(g, #, m), g, #)) = span [¢1. 
In other words, (0, A(g, 14 m)) is a simple bifurcation point of the von K£rm£n equations. Without 
loss of generality we choose a point # = #0 ¢ 0, g -- go > 0 and study solutions of the von KArm£n 
equations at (0, A0), A0 := A(g0, #0, m) with the well-known Liapunov-Schmidt method (cf. [12]). 
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In the sequel, DGo, D~Go,. . . ,  will denote evaluations of the derivatives DG(w, A, ~, #), D~G 
(w, A, g, #) , . . . ,  at (0, A0, g0, #0)- Consider the spaces 
X := C4(Q) := {u E C4's(~); u satisfies (2.2)}, Y := C(~), 
and the L2(~) product. Here ck,s(f~) is the space of k-times differentiable and HSlder continuous 
functions of exponent s on the closure of f~. 
Since the operator 
D,~Go = I - T(A0, £0, #0) 
is self-adjoint and Fredholm of index zero, we have the decompositions 
X = ker(DwG0) • M, Y = N @ Im(DwGo), with dim(N) --- dim(ker(DwGo)). (3.3) 
Here ~ denotes orthogonal sum with respect o the L2(~) product. Therefore, we write w, A, g, # 
as 
w = a¢+ v, v E M, 
A=Ao+~, 
= ~o + 6, (3.4) 
#:#o+v.  
Define a projection Q : Y --* Im(DwGo) with 
Qw := w - a(¢, w)¢, for all w E Y. 
We decompose quation (3.1) into two parts 
QG(a¢ + v, A0 + f~, e0 + 6, #0 + v) = 0, 
(¢, C(~¢ + v, ~0 + ~, ~0 + ~, /-,0 ÷ v)> = 0. 
Equation (3.5) is equivalent o 
with To := T(A0, g0, #0) and 
v - ToY = -Qr (a ,  ~, v), 
<¢, v> = 0, 
/OToOTo _~) 
r(~,~,~,~,v) : =-  ~ -  + -~+~ (~¢+, )  
+ 1T(A, 2, #) [AN2 [a¢ + v, a¢  + v], a¢  + v] 
+ o (ll(~,,~,,.,)ll2). 
This equation is uniquely solvable for v as a function of a, ~, 6, and v. Moreover, 
v(o,o,o,o) = o, v(~,,~,~, ~,)=o(11(~,~,~,.)112). 
Substituting this into (3.6) yields the reduced bifurcation equations, which are equivalent o 
(3.5) 
(3.6) 
(3.7) 
<¢, r(a,Z,&v,v(a,Z,~,v))> =o. (3.8) 
Therefore, solutions of equations (3.8) have a one-to-one correspondence to those of the yon 
K~rm~in equations via the solution v(c~, f~, 5, u) of (3.7). The analysis of determinacy with mul- 
tiple scalings in the singularity theory ensures that the reduced bifurcation equations of the yon 
Kelrm£n equations, truncated at cubic order, are sufficient for a qualitative description of the 
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bifurcation scenario at the simple and double bifurcation points on the trivial solution curve, 
see (121 for more details. Taking (3.8) and the structure of w into account, we calculate the 
Taylor expansion of the left-hand side of (3.8) up to the cubic order 
(apa f bp + cS)a + dcr3 = 0, (3.9) 
where 
d := (4, To [Ag2 [4,4], 41) .
From the reduced equation (3.9), we see that bifurcation of the von K&m&n equations at (0, X0) 
for I_L = ~0, e = JJo is pitchfork with respect to all three parameters X, p, e. Our numerical results 
in Section 5 verify this aspect. 
Evidently, if the eigenfunction 4 is known, the coefficient d can be calculated directly. However, 
the coefficients a, b, c involve derivatives of the operator T(X, I, p) with respect to X, e, CL, and need 
more consideration. For any arbitrary function g E C(a), let 
According to definition (3.2) of T(& e, cl), the function $$(A, C, b) = $$-(A, C, p)g satisfies 
2 64 f&+-- e2 ax2ay2 
=- ( 4 a4 4 a4 2x a2 ----_---- 
e5 a24 e3 ax2ay2 e3 ax2 1 0, e, 14, 
in fi = [0, l] x [0, 11, 
( go(P) a + id4 a2 --- -- e ax e2 ax2 > E(x,e+) = $J$x,e,d, de for x = 0, 
( 
h go(p) a 
e ax+ 
91(P) a2 
(3.10) 
e2d22 
) 
z(x,e,p) = $Z$p,e,d, for x = 1, 
$$&ww = 0, for y = 0, 1, 
$(x,e,p) = 0, on a0 
Here we have utilized the boundary conditions of u(e,p). One could solve this equation nu- 
merically and then calculate the L2(S1)-product with 4. On the other hand, note that in the 
calculations of the coefficients a, b, c in (3.10), the derivatives of T(X,e, ,u) are not used di- 
rectly. Hence, let u(X,e,p) := T(X,e,h)4, ~0 := ~(xo,eo,~o) = 4. At x = x0, e = eo, ~1 = po, 
multiplying (3.10) with 4 and integrating over d, we obtain 
This result coincides with the one in [3] for simply supported and for clamped boundary condi- 
tions. The Robin boundary conditions change coefficients of the reduced bifurcation equations 
not only through the basis vector 4, but also through boundary integrations. 
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Similar discussions lead to 
¢' / oz2 / a= - T0~-~x2 (T0¢)> = <¢, 02¢\  (3.12) 
and 
b=g_~l~o lO¢( ,O  02 )¢x= ° 1 ( 02 )¢x= 1 -~x go'~x - g~ ~ dy - gl 1 ~oo 0¢ 0 "~x g°'~x '}- gl-~x2 dy. (3.13) 
3.2. Doub le  B i furcat ion  Po ints  
Assume that Aim (g, #) and A~ (~, #) are two different solution curves of (2.20). The corresponding 
nontrivial solutions of the linearized von Khrm~n equation (2.1) are 
el(X, y) :--- (O~¢I(x) -1- O~I~)I(x)) sinmTry, ¢2(x, y) = (a2¢2(x) + ~2¢22(x)) sin kTry, 
where ~ ~ (ch, c 2), i = 1, 2 satisfy (2.18) and ¢], ¢~, i -- 1, 2 are defined by (2.22) corresponding to
Aim and A~, respectively. 
We consider both the homotopy parameter # and length g as bifurcation parameters. Suppose 
that at some point g -- go, # = #0 the equality 
A2( t0 , ,0 )  = =: 
holds. If m ~ k, the functions ¢1 and ¢2 are linearly independent and (0, A0) is a double 
bifurcation point of (1.1) with 
( o2) 
ker A 2 + A00-~x 2 = span [¢1, ¢2]. 
If m ---- k, and ¢1, ¢2 are still linearly independent, then the coefficient matrix of Eq-alpha12 has 
two independent ull vectors (a~, ~) ,  i = 1, 2, and thus must vanish. In this situation, C 0, Ao) is 
a still double bifurcation point of (1.1). Moreover, ¢1 and ¢2 can be chosen as 
¢ , :=  [go (#)w2 (cos WlX - cos w2x) + gl (#) (w 2 - w~) sin w2x] sin m~ry, 
¢2 :-- go(#) (w2 sinwlx - Wl sinw2x) sin m~ry. (3.14) 
For gl(0) -- 0, i.e., the clamped edges, the elements ¢1,¢2 in (3.14) reduce to those in [3]. 
Similarly, for the simply supported boundary conditions, i.e., go (1) = 0, statement (3.14) coincides 
with the classical definitions, see also [3]. 
Suppose that C 0, A0) is a double bifurcation point of the von K£rm~ equations for g = ~0 
and # -- 0, i.e., the partially clamped boundary conditions. Fixing ~ and varying the homotopy 
parameter #, we shift the boundary conditions from partially clamped to simply supported. 
Generically, the double bifurcation (0, A0) persists along the homotopy, namely, dimension of the 
nullspace ker(A 2 + A0o°-~x 2 ) remains to be two for all # e [0, 1]. Bifurcation analysis at a double 
bifurcation point of the von K~rm~n equations with Robin boundary conditions (1.7) is lengthy 
and will be discussed elsewhere. 
4. CENTRAL D IFFERENCE APPROXIMATIONS 
FOR THE VON K / i rRM/ i rN  EQUATIONS 
In this section, we consider the central difference approximations Of (1.1) with the Robin 
boundary conditions (1.7). 
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4.1. D isc re t i za t ion  for the  L inear i zed  von K~irm~n Equat ion  
To start with, we consider the linearized von Khrmhn equation 
.02w 
A2w + A-~-Cx 2 = O, 
w = go(~)~nn +g~(~)Aw = O, 
w = Aw = O, 
in £ = [0, g] x [0, 1], 
on x = 0, e, 
on y = 0, 1. 
(4.1) 
We discretize (4.1) by the 13-point central difference approximations with uniform meshsize 
h = 1/(L + 1) on the x- and y-axis, respectively. For convenience we assume that ~ is divisible 
by h, say g/h = K + 1 for some positive integer K. Let W(xi ,  yj) = Wi j  be the net function 
defined on the set of mesh points 
{(xi,yj) 10<i<K+l ,  0<j<L+I} ,  where K=t(L+l ) - l .  
At the discrete points the function w(x,y)  is approximated by a net function W(xi ,y j ) .  The 
boundary conditions on y = 0 and y = 1 imply that 
Wi, j+ l  = -Wi , j _ l  , j = O, L + 1, 
while the boundary conditions on x -- 0 and x = g imply that 
-g0(#) WI,j 2h- WI j  + gl(#) W1j - 2WOJh 2 + WI j  + O (h 2) = 0, 
g°(~)Wg+2'J2h-WKJ + gl(~)" \WK+2,3 -- 2WK+I,j+WK,Jh 2 + O(h  2) = 0. 
Neglecting the discretization errors and noting that Wi,j -- 0, on 0f~, we have 
W-1j  = go(#)h - 2g1(#) 
go(#)h+2gl (#)  W1J' 
go(#)h - 2gl(#)WKj.  
WN+2j = go(#)h'~2gl(#) 
Thus, we obtain the discretization matrix A associated to the operator A 2 
1 
A=-~ 
AK1 
P~: 
I~: 
PK IK 
AK2 PK IK 
PK A~:3 PK Ig  
".. ". .  ". .  " .  ".. 
• ". .o ,o Ig 
I g  PK AK~_1 PK 
Ig  PK AK~. 
E R KLxKL , (4.2) 
where 
AK~ 
( ai +5 -8  1 
-8  ai -8  1 
1 -8  ai -8  1 
",o ",,  ". .  ". .  ". .  
1 -8  as -8  
1 -8  a~ 
1 -8  
1 
-8  
a i+5 
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with 
and 
= go(#)h-2g l (p)  and a i :=  ~ 19, i= l ,  L, 
go(#)h+2gl(l~) [. 20, i = 2 . . . .  , L -  1, 
(4.3) (82 
2 -8  2 
PK = ".. ".. ".. E R KxK. 
2 -8  
0 2 
0 2 Let D be discretization matrix corresponding to the differential operator ~-~ defined on [0, g] x 
[0, 1]. Then 
= ~d iag(CK, . . . ,  CK) E R KLxKL  (4.4) D 
with 
-2  1 / 
1 -2  1 
C K = ".. ".. ".. (3_. 1{ KxK. 
1 -2  1 
1 -2  
The central difference analogue of (4.1) can be written as 
H(W, A) = AW + ADW = 0. (4.5) 
Let .4 be the discretization matrix corresponding to the operator A 2 defined on [0, g] x [0, 1] 
with simply supported boundary conditions• Note that A is positive definite, see [13]. Let 
D := diag (1 +6,0 , . . . ,0 ,1  +6)  E R Kxg,  we have A = A+IL  ®/7). By definition (4.3) of 6, for 
g0(P) -> 0 and gl(#) _> 0 we have 
-1  = -go(l~)h - 2g1(#) < go(#)h - 291(#) < go(#)h + 291(#) = 1. 
g0(U) + 2gl ( /~) 9o(#)h + 291(#) 9o(#)h + 291(#) 
Thus, [6[ _< 1. More precisely, we consider the following two eases. 
CASE 1. If 6 = --1, then b = 0 and A = .4 which is symmetric and positive definite. 
CASE 2. If --1 < 6 _< 1, then we note that IL ® b is a diagonal and positive definite matrix. It 
is obvious that A is symmetric and positive definite. 
4.2. D iscret izat ion for the  Non l inear  von Kf i rm~n Equat ions  
For f~ = [0,£] × [0, 1], we discretize the yon K£rm~n equations (1.1) with Robin boundary 
conditions (1.7). 
0 ~ Denote the discretization matrices corresponding to ~y-~ and ~ by E and V, respectively: 
1 E=-~ 
/ --2IK Ik 
1g --2IK IK 
Ig  --2IK 
1K --2IK 
which can be expressed as E = h-2CL ® IK, and 
-vK o vK 
1 • . • 
V= ~-~ ". .'. .'. 
-VK 
E R KLxKL, 
E R KLxKL ,  (4.6) 
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where 
VK = 
We have V = h-2VL ® VK. 
[ o 1  -1  0 1 "'. "'. "'. G R Kxg. ' . .  ".. 
-1  
For convenience we will define a vector-vector multiplication and a matrix- vector multiplication 
as follows. The operation will be denoted by "* " 
DEFINITION 1. For any x = (x l , . . .  ,XN) T, y = (Yl, . . .  ,YN) T E R N, we define x * y c R N by 
x*  y = (x ly l , . . .  ,XNYN) T. For any A = (a l , . . .  ,aN) T, where aTi denotes the i th row of A, and 
x = (x l , . . . ,  xg )  T E 1~ N, we define A * x E a yxN by A * x = (x la l , . . . ,  XNaN) T. 
With Z = (F, W)  v E a 2KL, the discrete analogue of the von K~rm~n equations with Robin 
boundary conditions is 
g(z, )~)  = (HI(Z,A),  H2(Z,,~)) T = 0, (4.7) 
where 
H i (Z ,  A) := BF + (DW)  • (EW)  - I (VW)  * (VW), 
H2(Z, A) := AW - (DW)  • (EF)  - (EW)  • (DF) + I (VW)  • (VF)  + ADW. 
Here A is defined as in (4.2), and B has the same form as A except that we use discretization of 
the boundary conditions 
Of O(Af)  
-- -- 0, on Off. 
On On 
The Jacobian matrix corresponding to (4.7) is 
DH(Z,  A) = (DzH(Z ,  A), D~H(Z, A)) 
-M(Z)  B(Z,  ),) 0 
E R 2KLx(2KL+I), (4.8) 
where 1 
M(Z,  A) := D ,  (EW)  + E • (DW)  - =V • (vw)  
8 
and 1 
/~(Z, A) := A - D • (EF)  - E • (OF) + ±Y • (VF)  + AD. 
8 
On the trivial solution curve F =- 0, W = 0 the Jacobian matrix DH in (4.8) reduces to (o0:) 
DH(0,  A) = 
0 A+AD 
(4.9) 
Since B is symmetric and positive definite, the singularity of DH is determined by A ÷)~D, which 
is just the coefficient matrix in (4.5). 
In the context of central difference approximations, the techniques in [14] can be adapted to 
perform error analysis for the discrete solution branches of (4.7), see [13] for more details. 
For branch switching at simple bifurcation point we take local perturbation in the context of 
numerical continuation of solution curves. Suppose that y* = (z*,)¢) is a detected bifurcation 
point on the curve c E H- l (0 ) .  Let V E -R N+l be a bounded open neighborhood of y*. Let 
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Figure 4. The first four solution curves in Example 1. 
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0 0 lambda=74.59 
. .  " : - . .  
. . . .~"  • . 
0 0 lambda=82.98 
Figure 5. The contours of the W1 solution branch in Example 1. 
f : R N+I ---* let be a smooth  mapping such that f (y )  = O, for y ~ V and f (y )  > 0 for y E V 
Instead of solving H(y)  = O, we trace the solution curves of the perturbed problem 
Hd(y) = H(y)  + f (y ) .  d, y = (z, A). 
We refer to [13,15] for details and other branch-switching techniques. 
von K£rmeln Equations 103 
2 .. . . . .  i ' i  ...... 
0 0 lambda=48.68 
. . ,  . . . . - "~  " " " " i  " "  • . .  
2 .. . . . .  i i ...... 
0 0 JambOa;56.95 
. . . . ' ' : - . .  
2 .. . . . .  : i i " .  
0 0 lambda=64.89 
..,,-~" " ' ' i ' " - . . .  
2•  i i i 
i ...... i 
0 0 lambda=72.94 
Figure 6. The contours of the W2 solution branch in Example 1. 
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Figure 7. The contours of the W3 solution branch in Example 1. 
5. NUMERICAL  RESULTS 
We start from the first two simple bifurcation points on the trivial solution curve of the von 
K£rm~n equations with Robin boundary conditions, which are obtained by the splitting of the 
first double bifurcation point via domain perturbation. We wish to trace the bifurcating solution 
branches by using the numerical continuation methods [9], where the direct method is used as 
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Figure 8. The contours of the W4 solution branch in Example 1. 
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Figure 9. The contours of the secondary solution branch in Example 1. 
the linear solver, see [13]. In particular, we are interested in mode jumping of the von K~rmhn 
equations, namely, secondary bifurcations which connect solution branches bifurcating from these 
two bifurcation points on the trivial solution curve. Throughout our numerical experiments, the 
stopping criterion for the Newton corrector is 5 * 10 -4. The computations were performed on an 
IBM SP2 computer at National Chung-Hsing University. 
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Figure 10. The first four solution branches in Example 2. 
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Figure 11. The contours of the W1 solution branch in Example 2. 
In  our  numer ica l  exper iments ,  we  chose  the  fo l low ing  Rob in  boundary  cond i t ions :  
~w 
w=(1-#) -~n +#Aw=0'  onx=0andx=6,  
w = Aw = 0, on y = 0 and  y = 1, 
= O(A f )  : O, on 
On On 
(5 .1)  
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Figure 12. The contours of the W2 solution branch in Example 2. 
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Figure 13. The contours of the W3 solution branch in Example 2. 
The von K~rm~n equations are discretized by the central difference approximations with uniform 
meshsize h. We choose h = 0.1 because of the l imitat ion of our computer facilities. 
EXAMPLE 1. ]~ ---- 0.9 and £ = 1.3. To study whether mode jumping occurs, we perform local 
per turbat ion  and domain perturbat ion simultaneously with g = 1.3. Figure 4 shows that  the 
first four solution curves of the von K~rm~n equations, and the solution curves bifurcating from 
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Figure 14. The contours of the W4 solution branch in Example 2. 
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Figure 15. The first four solution curves in Example 3, E -- 1.6. 
(0, A1) ~ (0, 42.24) and (0, A3) ~, (0, 72.08) are connected with each other. Note that two sec- 
ondary bifurcation points are detected at A ~ 61.0390 and A ~ 48.9517 on the solution curve 
branching from (0, A1) and (0, A2) ~ (0,47.02), respectively. These two secondary bifurcation 
points are connected by a secondary solution branch. Thus, mode jumping occurs in this physi- 
cal system. Moreover, the W1, W3 and the W2, W4 solution branches are connected with each 
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Figure 16. The first four solution curves in Example 3, £ = 1.7. 
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Figure 17. The first four solution curves in Example 3, £ = 1.8. 
other, respectively. Specifically, our numerical result shows that  the W4 solution branch has 
oscillating behavior. Figures 5-8 show that  the contours of the solution curves branching from 
(0, ~1), (0, ~2), (0,)~3), and (0, A4) ~ (0, 107.35) for different value of )~. In Figure 9, we observe 
that  the contour of the secondary solution branch vary with respect o ,k. 
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Figure 18. Contours of the W1 solution branch in Example 3. 
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Figure 19. Contours of the W2 solution branch in Example 3. 
EXAMPLE 2. ~ ~- 0.9 and t = 1.5. Figure 10 shows the nontrivial solution branches from 
(0, A1) ~ (0,42.72), (0, A2) ~ (0,48.18), and (0, A3) ~ (0,60.7), and (0, A4) ~ (0,87.6). Our 
numerical output shows that there is no secondary bifurcation point on the first two solution 
curves. Thus, mode jumping does not occur in this system. Note that the W2, W3 and W1, W4 
solution branches are connected with each other. The contours for the first four solution branches 
are given in Figures 11-14. 
EXAMPLE 3. We consider # = 0.1 with different lengths t = 1.6, 1.7, and 1.8, respectively. 
Figures 15-19 show that the bifurcation scenario of these three systems are very similar. In 
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Figure 20. Contours of the W3 solution branch in Example 3. 
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Figure 21. Contours of the W4 solution branch in Example 3. 
particular, mode jumping occur in each of these three systems. For example, in Figure 15 a 
secondary bifurcation points is detected on the W1 solution branch for A E (86.0928, 86.1716), 
and on the W2 solution branch for A E (104.1482, 104.2391). These two points are connected by a 
secondary solution branch. Figures 18-21 show the contours of the first four solution branches in 
Figure 15. The contours of the secondary solution branch in this system are shown in Figure 22. 
6. DISCUSSION 
If we impose simply supported and partially clamped boundary conditions on the von Khrm£n 
equations defined on a rectangular domain, respectively, then mode jumping occurs in the latter 
system but not in the former, see e.g., [3]. We have connected these two different boundary 
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Figure 22. Contours of the secondary solution branch in Example 3. 
conditions with a homotopy path, i.e., the Robin boundary conditions, investigating how mode 
jumping depends on the length of the domain and the homotopy parameter which corresponds 
to the torsional rigidity. The numerical results show that mode jumping may occur in the 
system. Moreover, this phenomenon is independent of the length of the domain if the boundary 
conditions are close to the partially clamped case. However, if the boundary conditions are close 
to the simply supported case, mode jumping is sensitive to the length of the domain. 
Actually, there are various ways to formulate the Robin boundary conditions. For example, in 
the context of mixed finite element schemes, the totally clamped boundary conditions 
O.f  Ow 
I - On  - O, w - On  - O, (6.1) 
are often used, see e.g., [12; 16, Chapter 25, pp. 290-291]. In this case, we may consider the 
system with the Robin boundary conditions which connect (6.1) with the simply supported or 
the partially clamped boundary conditions, respectively. It would be interesting to investigate 
mode jumping of the system with different Robin boundary conditions. 
In this paper, we did not discuss how to handle linear systems associated to the discrete prob- 
lem. In practice, either direct methods or iterative methods can be used to solve the discretized 
linear systems. For example, the direct solver was used in this paper and in [13,15], while a 
robust continuation-unsymmetric Lanczos algorithm was proposed in [7] to trace solution curves 
of certain bifurcation problems. Note that an efficient linear solver for bifurcation problems 
should be used to detect ill conditioning of the discretization matrices as well. Recently, Brown 
and Walker [17] show that the GMRES [18] can be exploited to efficiently and reliably detect 
singularity or ill conditioning of the coefficient matrix of a linear system. We believe that it is 
possible to develop a more reliable and stable continuation--GMRES algorithm for bifurcation 
problems. 
Finally, we note that in discretization ofthe von K£rm£n equations (1.1) the coefficient matrices 
of the linearized problems are nonsymmetric. On the other hand, by multiplying the factor -1  to 
one of the equations in (1.1) we obtain the self-adjointness of the linearized problem. Nevertheless, 
eigenvalues of the associated linear operator scatter over the whole real axis. Thus we cannot 
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apply the iterative methods directly to solve the associated linear problems. This aspect and 
details of a cont inuat ion - -GMRES algorithm will be discussed elsewhere. 
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