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Notationslista
H0 Ha¨ndelsen att stickprovet kommer fr˚an nollfo¨rdelningen N(µ0, σ
2)
H1 Ha¨ndelsen att stickprovet kommer fr˚an den alternativa fo¨rdelningen N(µ1, σ
2)
S Ha¨ndelsen att en studie a¨r signifikant och publiceras
B Ha¨ndelsen att en publicerad studie har omedveten bias
pi Andelen av studier da¨r stickprovet kommer fr˚an alternativa fo¨rdelningen,P(H1)
1− pi Andelen av studier da¨r stickprovet kommer fr˚an nollfo¨rdelningen,P(H0)
b Andelen av studier som publicerats och har omedveten bias,P(B)
σ Standardavvikelse
n Stickprovsstorlek
Kan vi lita p˚a forskning?
2005 publicerade John Ioannidis en artikel vars titel lo¨d Why Most Research Findings are False
och efter framfo¨randet av artikeln publicerade m˚anga andra forskare artiklar inom samma a¨mnes-
omr˚ade. Denna explosion av nya studier startade en intensiv debatt i vetenskapsva¨rlden; a¨r de
statistiska metoder som anva¨nds inom vetenskaplig forskning i dagsla¨get bristfa¨lliga? Precis denna
fr˚aga menade en grupp av blivande ingenjo¨rer och matematiker p˚a Chalmers- och Go¨teborgs Uni-
versitet att besvara i deras examensarbete. Genom att simulera miljontals studier som efterfo¨ljde
dagens statistiska metoder i verklig forskning lyckades gruppen ta fram och konkretisera vissa av
dessa debatterade brister.
Studenternas resultat visade att de statistiska metoder dagens vetenskap vilar p˚a framfo¨r allt har
en brist: den ma¨nskliga faktorn. Gruppen visade att det inte hade funnits n˚agra problem med att
anva¨nda dagens vanligt fo¨rekommande statistiska metoder fo¨r validering av forskningshypoteser
under ideella fall. Ett par f˚a felaktiga procent av studier till fo¨ljt av en felmarginal skulle fortfaran-
de publiceras men dessa felaktiga studier skulle snabbt komma till ytan s˚a la¨nge som alla forskare
delade med sig av samtliga resultat, s˚ava¨l positiva som negativa. Dessva¨rre jobbar forskarlag som
tar fram studier separat och inte i stora na¨tverk, det i kombination med en enorm konkurrens go¨r
att negativa resultat inte delas med andra. Bristen p˚a kommunikation och sammankoppling till˚ater
de f˚a felaktiga antalet studier att finnas kvar i vetenskapsva¨rlden da¨r fler och fler felaktiga studier
ackumuleras.
Studenterna drar slutsatsen i deras uppsats att den d˚aliga kommunikationen mellan olika forskarlag
a¨r en fo¨ljd av det mycket sto¨rre problemet bena¨mnt som publikationsbias. Med publikationsbias
menas en fo¨religgande stark vilja att bli publicerad. Att forskare har en publikationsbias a¨r inte fo¨r-
v˚anade, hur va¨rderar samha¨llet en enskild forskare egentligen och hur ser incitamentstrukturen ut
fo¨r forskare? Forskare bedo¨ms och belo¨nas i stor grad efter deras publikationer, b˚ade i prestige s˚ava¨l
som moneta¨r kompensation. Denna prestationspress go¨r troligen m˚anga forskare omedvetet eller
medvetet bena¨gna att manipulera sin data eller metod fo¨r att o¨ka sannolikheten att bli publicerade.
Vidare skapade studenterna nya simulerade studier som beaktade olika fall av manipulation av
data under de statistiska metoder forskare anva¨nder sig av i dagsla¨get, studenternas slutsats var
orova¨ckande. I princip vilket resultat som helst, oavsett om det sta¨mmer eller inte, kan valideras och
konfirmeras na¨r det finns medveten bias s˚a la¨nge forskaren har tillg˚ang till tillra¨ckligt mycket data.
Det finns dock hopp, genom att samla in delar av alla publicerade resultat inom en forskingsfr˚aga
eller forksningsfa¨lt kan en uppskattning go¨ras om hur mycket fusk som sker inom fr˚agan eller fa¨ltet.
Mot bakgrund av publikationsbias a¨r det inte fo¨rv˚anande att det inom vissa forskningsfa¨lt har det
visat sig otroligt sv˚art att reproducera studier och f˚a samma utfall. Ett exempel p˚a bristen av
reproducerbara studier har kartlagts i analyser av flera publicerade studier inom bland annat pre-
kliniska cancerstudier. Bioteknikfo¨retaget Amgens visade i ett projekt att de inte kunde replikera
47 av 53 prekliniska cancerstudier.
S˚a hur kan problemet lo¨sas? Studenterna argumenterade fo¨r att vi m˚aste g˚a till roten av problemet
vilket a¨r publikationsbias. Att sa¨tta artificiella krav p˚a tidsskrifter fo¨r att kvotera in replikations-
test i sina tidningar skulle kunna vara en lo¨sning men samtidigt a¨r problematiken antagligen mer
djupg˚aende a¨n s˚adan. Tidsskrifter har ett incitament att publicera studier som kommer att at-
trahera la¨sare som betalar fo¨r tja¨nsten. Om tidsskrifter inte publicerar replikationsstudier a¨r det
antagligen en fo¨ljd utav att de inte genererar lika m˚anga la¨sare och da¨rmed sa¨mre inta¨kter. Med den
utg˚angspunkten blir det extra viktigt att informera la¨sarna av vikten fo¨r forskning och vetenskap
att studier faktiskt replikeras, d˚a det a¨r la¨sarnas preferenser som a¨r basen till hur vi utva¨rderar
publikationer.
Bidrag till allma¨nheten
Uto¨ver den en popula¨rvetenskapliga artikel som a¨r specifik fo¨r arbetet har a¨ven ett bidrag till den
icke-vinstdrivande encyklopedin Wikipedia gjorts. Bidraget har skapats genom att producera och
publicera en artikel inom det fa¨lt kandidatarbetet behandlar. Syftet med artikeln a¨r att n˚a ut till
en bredare audiens och fo¨rklara delar av problematiken fo¨r allma¨nheten i verkligheten. Artikeln a¨r
i enlighet med gruppens och handledarens m˚al om att sta¨rka den entrepreno¨riella andan inom det
matematiska vetenskapliga a¨mnet p˚a Chalmers tekniska ho¨gskola.
Wikipedia artikeln kan finnas p˚a https://sv.wikipedia.org/wiki/Replikationskrisen
Sammanfattning
Det ha¨r kandidatarbetet studerar reproducerbarhet av vetenskapliga studier. A¨mnet a¨r vik-
tigt eftersom det har framkommit att m˚anga studier inte a¨r reproducerbara och s˚aledes att
forskningsresultat kan vara felaktiga. En orsak till icke-reproducerbara studier a¨r bias. Bias
kan vara medveten d˚a forskare manipulerar sin forskning i syfte att bli publicerad eller kan
vara omedveten som fo¨ljd av att forskaren har en fo¨rutfattad mening av vad resultatet ska bli
i en studie.
Fo¨r att f˚a en o¨versikt av problemet simulerades ett flertal studier fo¨r att representera ett
forskningsfa¨lt. En studie i det ha¨r arbetet representeras av ett p-va¨rde som a¨r antingen sig-
nifikant eller inte signifikant. I det ha¨r arbetet anva¨nds en signifikansniv˚a α = 0.05 fo¨r att
besta¨mma om ett p-va¨rde a¨r signifikant. I en studie kan stickprovet komma fr˚an fo¨rdelningen
fo¨r nollhypotesen eller den alternativa hypotesen. Det antas genomg˚aende i texten vara ka¨nt
vilken fo¨rdelning stickprovet kommer ifr˚an. Detta p˚a grund av att en viktig del av arbetet a¨r
att underso¨ka om det g˚ar att ha¨rleda om H0 eller H1 fo¨religger i en studie. De hypoteser som
anva¨nts i arbetet a¨r
H0 := stickprovet kommer fr˚an N(0, 5
2)
H1 := stickprovet kommer fr˚an N(1, 5
2)
Genom grafiska framsta¨llningar underso¨ks studierna, det vill sa¨ga p-va¨rdena. Fo¨rst underso¨ks
fo¨rdelningarna av p-va¨rdena under H0 respektive H1. Da¨refter implementerades en metod fo¨r
medveten bias i syfte att underso¨ka p˚averkan av medveten bias p˚a ett forskningsfa¨lt. Slutligen
kombineras p-va¨rdena under H0 och H1 b˚ade med och utan medveten bias fo¨r att kunna go¨ra
en mer realistisk bild av verklighetstillst˚andet.
Den andra formen av bias, omedveten bias, har underso¨kts med hja¨lp av det s˚a kallade posi-
tiva prediktiva va¨rdet (PPV). PPV a¨r sannolikheten att H1 fo¨religger givet att ett signifikant
p-va¨rde erh˚allits. Detta arbete betraktade proportionen av studier med omedveten bias som
ka¨nd.
Anva¨ndningen av bland annat dessa metoder resulterade i grafiska framsta¨llningar och tabeller
som visar p˚a en tydlig skillnad mellan fallen d˚a bias fo¨rekommer och d˚a det inte fo¨rekommer.
Resultaten i simuleringen har a¨ven ja¨mfo¨rts med en verklig studie och bekra¨ftar resultaten av
arbetet.
Slutsatsen av de grafiska representationerna av forskningsfa¨lt a¨r att det till exempel g˚ar att
utro¨na att medveten bias fo¨rekommit inom ett forskningsfa¨lt. En vidare slutsats a¨r att PPV
p˚averkas negativt av b˚ada formerna av bias och antalet studier med signifikanta p-va¨rden
kommer att o¨ka d˚a studier a¨r biased inom ett forskningsfa¨lt.
Abstract
The purpose of this bachelor’s thesis is to investigate the reproducibility of scientific studies.
The subject is important due to the debate about the reproducibility issue of studies which
indicates that published research findings may be false in several cases. One of the reasons for
non-reproducible studies is bias. There are two cases of bias that will be discussed in this the-
sis; unconscious and conscious bias. Conscious bias is the act of active manipulation of studies
in order to get published, and unconscious bias can arise when scientists are preconceived of
a certain outcome before the conduct of a study.
To better understand the problem, several studies were simulated to represent a field of re-
search. A study in this thesis will be represented by a p-value that either can be significant or
non-significant. This thesis used a significance level of α = 0.05 to decide whether a p-value
is significant.
The sample in a study can either come from the distribution for the null hypothesis or the
alternative hypothesis. It is assumed to be known throughout the thesis from which hypothesis
the distribution of the sample comes from. The reason why this assumption is necessary is
in order to investigate the possibility if one could derive the presence of H0 or H1 in a study.
The hypotheses that this thesis uses are the following
H0 := The sample comes from N(0, 5
2)
H1 := The sample comes from N(1, 5
2)
The studies or in other words, p-values, where analyzed by graphical representations. At first,
the distributions of p-values from H0 and H1 were analyzed. After analyzing the p-values, a
method for conscious bias was implemented with the purpose of analyzing the p-values further,
with respect to conscious bias in a field of research. Finally, the p-values from H1 and H0 were
combined with and without conscious bias to produce a more realistic picture of a scientific
field.
The second form of bias, unconscious bias, has been analyzed with a method called positive
predictive value (PPV). PPV is the probability that the sample comes from H1 given that a
significant p-value is present. This thesis considered the proportion of studies with unconscious
bias to be known.
The use of these methods among others resulted in graphical representations and tables, that
demonstrates an evident difference between the cases when bias is present and when it is not.
The simulations have been compared to results that are based on real studies which confirms
the results of this thesis.
One of the conclusions which was drawn is that the presence of conscious bias can be deducted
from the graphical representation of studies in a research field. Furthermore, the PPV is
negatively affected by both forms of bias. Moreover, the amount of studies with significant
p-values increases when bias is present within a research field.
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1 Inledning
Det p˚ag˚ar i dagsla¨get en diskussion huruvida p-va¨rdet ska anva¨ndas inom vetenskaplig forskning
och p˚a vilket sa¨tt det i s˚a fall ska anva¨ndas. Exempelvis har tidsskriften Basic and Applied Social
Psychology (BASP) fo¨rbjudit anva¨ndandet av p-va¨rden i de artiklar som de publicerat. Emellertid
har debatten nyanserats n˚agot av exempelvis Olle Ha¨ggstro¨m (2017) som argumenterar fo¨r att
p-va¨rdet kan anva¨ndas i kombination med en diskussion kring resultaten. Ytterligare ett bidrag
till debatten gav Christie Aschwanden (2015) som argumenterade fo¨r att a¨ven effektstorleken som
anger hur stor skillnad det a¨r mellan de tv˚a hypoteserna ska diskuteras uto¨ver p-va¨rdet d˚a p-va¨rdet
inte visar hur stark en effekt a¨r.
Bera¨kningar av p-va¨rden a¨r en metod fo¨r att ta beslut om hypoteser i forskningsfr˚agor och anva¨nd-
ningen av p-va¨rden a¨r utbredd inom vetenskaplig forskning. Det a¨r emellertid en slumpvariabel och
risken finns alltid att fel beslut tas om att fo¨rkasta en hypotes baserat p˚a p-va¨rdet.
Det kan vara ola¨mpligt att helt fo¨rbjuda p-va¨rden d˚a detta kan vara en bra analysmetod. Da¨remot
kra¨ver det att studien i o¨vrigt a¨r va¨lplanerad i termer av stickprovsstorlek och effektstorlek. Dess-
utom kan p-va¨rdet kompletteras med andra analysmetoder fo¨r att f˚a en tydligare bild av resultatet.
Det a¨r dock inte endast problemet att p-va¨rdet a¨r en slumpvariabel och att signifikanta s˚ava¨l som
icke-signifikanta va¨rden kan erh˚allas med metoden oavsett om verklighetstillst˚andet a¨r att den
hypotes som studeras a¨r sann eller inte som har identifierats inom forskningsva¨rlden. Inom vissa
forskningsomr˚aden fo¨rekommer det a¨ven brister i metoden samt utela¨mnad r˚adata (Begley och
Ellis, 2012). Dessa brister go¨r att studierna inte kan reproduceras och resultaten av bera¨kningen
av p-va¨rde blir a¨n mindre tillfo¨rlitliga.
Reproducerbarhet a¨r ett viktigt koncept inom vetenskaplig forskning och inneba¨r att en studie
skall kunna a˚terupprepas och a˚terf˚a samma resultat eller liknande resultat ifall ny data samlas.
I dagsla¨get finns det a¨mnesomr˚aden och forskningsfa¨lt da¨r det fo¨religger brist p˚a reproducerbara
studier. Ett exempel p˚a bristen av reproducerbara studier kartlades i analyser av flera publicerade
studier inom bland annat prekliniska cancerstudier da¨r bioteknikfo¨retaget Amgens i ett projekt
inte kunde replikera 47 av 53 cancerstudier (ibid). A¨mnesomr˚aden da¨r replikationsbristen r˚ader
a¨r dock ej begra¨nsad till medicinsk forskning. Ziliak och McCloskey (2008) granskade 369 artiklar
inom ekonomisk forskning, deras resultat visade att endast cirka en av fyra resultat sta¨mde med
det som presenterades i artiklarna de studerade.
Det finns flera olika anledningar till varfo¨r problemet har uppkommit. En betydande anledning a¨r
publiceringsbias, vilket a¨r en stark vilja fo¨r forskare att publicera signifikanta resultat. Flera stu-
dier har visat p˚a en tendens att endast statistiskt signifikanta resultat publiceras och att studier
som inte a¨r signifikanta bortses fr˚an (Ha¨ggstro¨m, 2016; Rosenthal, 1979). Detta kan ta¨nkas skapa
incitament fo¨r forskare, som ofta bedo¨ms utifr˚an antalet publicerade resultat och dess citeringar
av andra forskare, att omedvetet eller medvetet manipulera sin data eller metod fo¨r att o¨ka san-
nolikheten att bli publicerade.
Ovanna¨mnda problem har visat p˚a behovet av att go¨ra samlade bedo¨mningar av forskningsfa¨lt och
inte betrakta resultatet p˚a en enskild studie som fakta. I det ha¨r projektet kommer tre metoder
fo¨r evaluering av forskningsfa¨lt att presenteras baserat p˚a erh˚allna p-va¨rden. Projektet kan skapa
vidare fr˚agesta¨llningar kring hur samha¨llet kvantifierar och va¨rderar forskning. Hur kan forskares
neutralitet till sin egen forskning kontrolleras och hur stor p˚averkan har incitamentstrukturen p˚a
den forskning som produceras? To¨rs la¨saren lita p˚a alla forskningsresultat och hur viktigt a¨r det
att vara kritisk till det mottagaren la¨ser och anva¨nder?
1
1.1 Syfte
Med utg˚angspunkt i det beskrivna problemet betra¨ffande bristen av reproducerbarhet a¨r syftet
med rapporten att fo¨rklara fo¨r studenter som kommer komma i kontakt med forskningsresultat
i ett tidigt stadie om vad som kan orsaka felaktiga publicerade resultat. Uppsatsen kan ta¨nkas
resultera i en mer kritisk student som kan anva¨nda publicerad forskning mer effektivt i framtida
egen forskning och tilla¨mpning.
1.2 Problemformulering
Ma˚let a¨r att genom en simuleringsstudie av ett fiktivt forskningsfa¨lt kartla¨gga vilka studier som
hade publicerats d˚a p-va¨rdet anva¨nds som beslutsunderlag. Simuleringsstudien best˚ar av att upp-
repa ett frekventistiskt hypotestest fo¨r att bera¨kna ett p-va¨rde, s˚aledes st˚ar det en simulerad studie
bakom varje p-va¨rde.
Nedan formuleras de evalueringsmetoder som simuleringsstudien kommer underso¨ka.
• Simulering av p-va¨rde kurvorna inom ett fiktivt forskningsfa¨lt, som a¨r sammanslagningen av
studier under H0 och H1, fo¨r ja¨mfo¨relse mellan forskningsfa¨lt da¨r det fo¨rekommit medveten
bias med fallet da¨r ingen medveten bias fo¨rekommit.
– P-va¨rdenas fo¨rdelningar kommer att framsta¨llas grafiskt fo¨r att underso¨ka fo¨rekomsten
av vissa va¨rden p˚a p-va¨rdet under olika omsta¨ndigheter.
• En realisation av utfallsrummen i fallen d˚a det fo¨rekommer omedveten bias eller medveten
bias.
– Utfallsrummet best˚ar av de olika ha¨ndelserna som beskriver vad som leder till att en
studie publiceras eller inte.
• Post-studie sannolikheten fo¨r att en studie har dragit sitt stickprov fr˚an den alternativa
fo¨rdelningen tillho¨rande alternativhypotesen givet ett signifikant p-va¨rde
– Denna metod a¨r ta¨tt sammankopplad med realiseringen av utfallsrummen och g˚ar direkt
att ha¨rleda av de definierade ha¨ndelserna.
1.3 Avgra¨nsningar
• Kandidatarbetet kommer att presentera en fo¨renklad simulering av ett forskningsfa¨lt fo¨r att
besvara fr˚agesta¨llningen.
• Kandidatarbetet kommer inte att ta fram p-va¨rdens fo¨rdelningar fr˚an verkliga studier. Da¨r-
emot kommer en ja¨mfo¨relse go¨ras med befintliga artiklar som studerar verkliga p-va¨rde fo¨r-
delningar.
• Kandidatarbetet kommer endast att behandla en typ av medveten bias.
• Kandidatarbetet kommer inte ta upp problemet med att studier som borde publiceras inte
publiceras.
1.4 Etik
Det finns en risk att resultatet av denna rapport kan medverka till att la¨saren f˚ar sv˚arare att tro
p˚a studier, forskningsresultat och den vetenskapliga metoden. Da¨rfo¨r a¨r det av yttersta vikt att
rapporten inte blir anti-vetenskaplig eller uppmuntrar ma¨nniskor till att misstro vetenskap. Detta
problem kan tacklas genom att fo¨ra objektiva samt nyanserade resonemang och analyser.
Nyttan med det fo¨rva¨ntade utfallet av rapporten a¨r att la¨saren blir upplyst och ba¨ttre info¨rst˚add
kring de problem som idag finns med biased publikationer av forskningsresultat.
Rapporten kommer att underso¨ka ett strukturellt problem inom forskningsva¨rlden, och ska inte
anva¨ndas fo¨r att ogiltigfo¨rklara enskilda forskningsresultat och forskares integritet.
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2 Bayesiansk referensram fo¨r en studie i simuleringen
Fo¨r att kunna bygga upp flera studier i en simulering kra¨vs en specificering om vad som utgo¨r en
studie. I det ha¨r kapitlet presenteras den matematiska teorin om vad som ligger bakom en studie
och dess utfall i simuleringen som redogo¨rs fo¨r i kapitel (3).
Till grund fo¨r bera¨kning av p-va¨rdet ligger ett slumpma¨ssigt stickprov som dras fr˚an den valda
populationen. Vi kommer att anta att variansen p˚a populationen a¨r ka¨nd. Uttrycket studie kommer
i texten att anva¨ndas fo¨r att beskriva detta fo¨rfarande. I simuleringen kommer flera studier att tas
fram fo¨r att visualisera p-va¨rdenas fo¨rdelningar.
2.1 Bera¨kning av p-va¨rde
Innan en studie genomfo¨rs finns det en fo¨religgande hypotes som ska pro¨vas. Fo¨r att pro¨va hypo-
tesen bera¨knas p-va¨rdet fo¨r att underso¨ka fenomenet inom populationen.
Vi kommer att anta att populationen a¨r normalfo¨rdelad i studierna enligt N(µ, σ2) da¨r µ = µ0
eller µ = µ1 och utfo¨ra ett ensidigt hypotestest fo¨r att testa om µ0 < µ1. Det finns s˚aledes tv˚a
konkurrerande hypoteser, utfallet av en studie definieras da¨rav som
H0 := stickprovet a¨r fr˚an nollfo¨rdelningen N(µ0, σ
2)
H1 := stickprovet a¨r fr˚an den alternativa fo¨rdelningen N(µ1, σ
2)
Vi kommer att dra ett slumpma¨ssigt stickprov av storlek n fr˚an populationen fo¨r att bera¨kna
p-va¨rdet. Ett slumpma¨ssigt stickprov (x1, ..., xn) a¨r en ma¨ngd av element som a¨r en realisation
av (X1, ..., Xn) da¨r Xi i = 1, ..., n a¨r slumpvariabler. Realisationen anva¨nds fo¨r att bera¨kna det
observerade stickprovsmedelva¨rdet x¯ =
∑n
i=1 xi
n . Det observerade stickprovsmedelva¨rdet anva¨nds
fo¨r att bera¨kna teststatistikan zobs som beskrivs i uttryck (1).
zobs =
x¯− µ0
σ√
n
(1)
Teststatistikan anva¨nds fo¨r att bera¨kna p-va¨rdet, vilket a¨r sannolikheten att f˚a ett lika extremt eller
mer extremt va¨rde som den observerade teststatistikan givet att stickprovet dragits ur fo¨rdelningen
fo¨r H0. Komponenterna som anva¨nds fo¨r att bera¨kna p-va¨rdet a¨r Φ, Z och zobs da¨r Φ och Z
definieras nedan. Vi f˚ar att p-va¨rdet blir som i uttryck (2) och betecknas PV .
φ(x) =
1√
2pi
e−
x2
2 och Φ(t) =
∫ t
−∞
φ(x)dx
Z =
X¯ − µ0
σ√
n
, da¨r X¯ =
1
n
n∑
i=1
Xi
PV = P(Z > zobs|H0) = 1− Φ(zobs) (2)
Vi kallar ha¨ndelsen att vi f˚ar ett signifikant p-va¨rde S := PV ≤ α. Vidare antar vi i v˚ar modell
att alla studier som f˚att ett signifikant p-va¨rde publiceras. S˚aledes a¨r S ha¨ndelsen att en studie
publiceras.
2.2 P-va¨rden som slumpvariabel
Som tidigare na¨mnt finns det tv˚a fall fo¨r en studie: verklighetstillst˚andet a¨r antingen att stickprovet
kommer fr˚an H0 eller att stickprovet kommer fr˚an H1. Vi kommer da¨rfo¨r att analytiskt ha¨rleda
fo¨rdelningsfunktionerna fo¨r p-va¨rdena i de tv˚a fallen. P-va¨rdet PV beskrivs i uttryck (2).
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2.2.1 Fo¨rdelningen av p-va¨rden under H1
Fo¨r att sa¨ga n˚agot om p-va¨rdenas fo¨rdelning ha¨rleder vi fo¨rdelningsfunktionen, da¨r dess derivata
a¨r ta¨thetsfunktionen som beskriver kurvans utseende och da¨rmed p-va¨rdenas fo¨rdelning. Z (se ut-
tryck 1) va¨nteva¨rde blir
E(Z) =
E[X¯]− µ0
σ/
√
n
=
µ1 − µ0
σ/
√
n
vilket medfo¨r att Z ∼ N(µ1 − µ0
σ/
√
n
, 1),
och da¨rfo¨r blir fo¨rdelningsfunktionen FPV (p)
FPV (p) = P(PV ≤ p) = P(1− Φ(Z) ≤ p) = P(Φ(Z) > 1− p) = P(Z > Φ−1(1− p)) =
= 1− Φ(Φ−1(1− p)− µ1 − µ0
σ/
√
n
),
Derivatan av FPV (p) lo¨ses med hja¨lp av kedjeregeln och derivata fo¨r en invers funktion{
d
dx
(
f(g(x))
)
= f ′(g(x))g′(x) ,
d
dx
(
f−1(x)
)
=
1
f ′(f−1(x))
}
fPV (p) =
d
dp
(
1− Φ
(
Φ−1(1− p)− µ1 − µ0
σ/
√
n
))
= φ
(
Φ−1(1− p)− µ1 − µ0
σ/
√
n
) 1
φ(Φ−1(1− p))
Vilket leder till en ho¨gerskev fo¨rdelning av p-va¨rden.
2.2.2 Fo¨rdelning av p-va¨rden under H0
Med samma resonemang som i 2.2.1 f˚ar vi d˚a vi antar att Xi i = 1, ..., n tillho¨r H0 och att
E(X¯) = µ0, vilket medfo¨r att E(Z) = 0 och Z ∼ N(0, 1).
FPV (p) = P(PV ≤ p) = P(1− Φ(Z) ≤ p) = P (Φ(Z) > 1− p) = P(Z > Φ−1(1− p)) =
= 1− Φ(Φ−1(1− p)) = 1− (1− p) = p
Vilket leder till en likformigfo¨rdelninga av p-va¨rden under H0 enligt PV ∼ U [0, 1].
2.3 Utfallsrummen och omedveten bias
Mot bakgrund av tidigare definierade ha¨ndelser ska vi nu klargo¨ra vad utfallsrummen blir da¨r ele-
menten a¨r p-va¨rden fo¨r utfo¨rda studier.
Ha¨ndelserna som bygger upp utfallsrummet utan omedveten bias a¨r som fo¨ljer och ett Venndiagram
o¨ver dessa ha¨ndelser finns i figur (1).
H0 := stickprovet a¨r fr˚an nollfo¨rdelningen N(µ0, σ
2)
H1 := stickprovet a¨r fr˚an den alternativa fo¨rdelningen N(µ1, σ
2)
S := ha¨ndelsen att p-va¨rdet a¨r signifikant PV ≤ α
Sc := ha¨ndelsen att p-va¨rdet inte a¨r signifikant PV > α
Ett problem a¨r att detta utfallsrum inte tar ha¨nsyn till verklighetstillst˚andet. Da¨rav f˚ar vi intro-
ducera en ny ha¨ndelse B som inneba¨r att en publicerad studie a¨r p˚averkad av omedveten bias.
Ha¨ndelsen B kan da¨rfo¨r inneh˚alla p-va¨rden som inte hade varit signifikanta utan omedveten bias.
Vi har da¨rfo¨r att S ∪ B a¨r den nya ha¨ndelsen att en studie publiceras i utfallsrummet da¨r vi tar
ha¨nsyn till omedveten bias. Ett Venndiagram o¨ver ha¨ndelserna finns i figur (2).
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B := ha¨ndelsen att en studie som f˚att ett signifikant p-va¨rde a¨r p˚averkad av omedveten bias
Figur 1: Utfallsrummet i fallet d˚a omedveten
bias inte fo¨rekommer i ett forskningsfa¨lt.
Figur 2: Utfallsrummet d˚a omedveten bias
fo¨rekommer i ett forskningsfa¨lt.
Vi antar att ha¨ndelsen B a¨r oberoende av ha¨ndelserna H1, H0, S och S
c. Anledningen till anta-
gandet att B a¨r oberoende av H1 och H0 a¨r p˚a grund av att det a¨r omo¨jligt att p˚a fo¨rhand veta om
en hypotes sta¨mmer. Vidare antar vi att B a¨r oberoende av S eftersom p-va¨rdena blir signifikanta
oberoende av om de hade varit signifikanta utan bias eller inte.
2.3.1 Utfallstra¨d fo¨r en studie
Ha¨ndelsefo¨rloppet i en simulerad studie visualiseras i ett tra¨ddiagram i figur (3) som redogo¨r fo¨r de
tv˚a utfallen i en studie, S och Sc. Som tidigare na¨mnts finns det tv˚a ha¨ndelser, H0 och H1, och om
vi vidare antar att proportionen av studier da¨r verklighetstillst˚andet a¨r att H1 a¨r sant P(H1) = pi
blir s˚aledes proportionen av studier da¨r verklighetstillst˚andet a¨r att stickprovet kommer fr˚an H0
1− pi.
P (S|H1) a¨r sannolikheten att en studie har f˚att ett signifikant va¨rde givet att vi a¨r i den alternativa
fo¨rdelningen vilket a¨r styrkan (1−β), P(S|H0) a¨r sannolikheten att en studie har f˚att ett signifikant
va¨rde givet att vi a¨r i nollfo¨rdelningen vilket a¨r α.
Figur 3: Tra¨ddiagram o¨ver potentiella utfall i en studie da¨r ha¨ndelsen S inneba¨r att en studie
publiceras. Ha¨ndelserna att verklighetstillst˚andet a¨r H1 respektive H0 antas med sannolikhet pi
respektive 1 − pi. En studie publiceras om H1 intra¨ffat med sannolikhet 1 − β och om H0 intra¨ffat
med sannolikhet α.
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2.4 Positivt prediktivt va¨rde (PPV)
I denna sektion kommer sannolikheten att ett stickprov kommer fr˚an H1 givet att ett signifikant
resultat erh˚allits att ha¨rledas. Detta a¨r post-studie sannolikheten att ett stickprov kommer fr˚an
H1 och kallas fo¨r det positiva prediktiva va¨rdet (PPV). Det ha¨r va¨rdet ger en indikation p˚a hur
trova¨rdig en studie a¨r och kan anva¨ndas fo¨r att evaluera om ett p-va¨rde a¨r representativt fo¨r den
genomfo¨rda studien eller resultatet av slump.
2.4.1 PPV fo¨r en studie
Vi studerar nu utfallsrummet utan omedveten bias som definierades i 2.3 och syns i figur (2).
Ha¨ndelsen S a¨r att ett p-va¨rde a¨r signifikant, det vill sa¨ga PV ≤ α. A priori sannolikheten P(H1) =
pi betraktas som en parameter i v˚ar modell. Varje g˚ang vi utfo¨r en ny studie blir PPV fo¨r den studien
som i uttryck 3.
PPV = P(H1|S) = P(H1 ∩ S)P(S) =
P(H1)P(S|H1)
P(H1)P(S|H1) + P(H0)P(S|H0) =
pi(1− β)
pi(1− β − α) + α (3)
Uttryck 3 f˚ar vi genom definitionerna fo¨r α och (1−β). Vi har att 1−β = P(fo¨rkasta H0|stickprovet kommer fr˚an H1)
vilket blir P(S|H1) och att α = P(fo¨rkasta H0| stickprovet kommer fr˚an H0) vilket blir P(S|H0).
Ur uttryck (3) fo¨ljer att ju sto¨rre (1−β) a¨r, desto ho¨gre blir PPV fo¨r en studie. Det a¨r da¨rfo¨r av vikt
att planera styrkan (1−β) info¨r utfo¨randet av studien. (1−β) = P(Fo¨rkasta H0| stickprovet kommer fr˚an H1).
Styrkan p˚a en enskild studie fo¨r olika stickrprovsstorlek ha¨rleds genom bera¨kningen nedan.
1− β = P(Z > 1.645|H1) = P(X¯ − µ0
σ/
√
n
> 1.645|H1) = 1− Φ(1.645− µ1 − µ0
σ/
√
n
) (4)
I tabell 1 har vi ra¨knat ut styrkan fo¨r n˚agra olika stickprovsstorlekar fo¨r att visa hur stickprovs-
storleken p˚averkar styrkan.
n 30 35 40 50 100 1000
1-β 0.29 0.32 0.35 0.41 0.64 >0.9998
Tabell 1: Styrkan enligt ekvation (4), fo¨r n˚agra olika stickprovsstorlekar. Va¨rdena har tagits fr˚an
en tabell fo¨r standard normalfo¨rdelningen.
2.4.2 PPV fo¨r ett forskningsfa¨lt
Simuleringen kommer att bera¨kna PPV fo¨r ett forskningsfa¨lt. Ett forskningsfa¨lt a¨r en samman-
slagning av alla studier som utfo¨rts, det vill sa¨ga b˚ade H0 och H1. Detta kommer att go¨ras genom
att ra¨kna antalet studier som hamnar i ma¨ngden H1 ∩ S och dela p˚a antalet studier som hamnar
i ma¨ngden S.
2.5 Omedveten bias (OB) och dess p˚averkan p˚a PPV
Figur 2 beskriver utfallsrummet i forskningsfr˚agor d˚a det inte fo¨rekommer n˚agon form av felaktighet
i metod och genomfo¨rande av studier. Utfallsrummet i figur 3 tar ha¨nsyn till omedveten bias genom
ma¨ngden B. Det positiva prediktiva va¨rdet fo¨r en studie med ha¨nsyn till det nya utfallsrummet
blir nu
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PPVOB = P(H1|(S ∪B)) =
=
P((H1 ∩ S) ∪ (H1 ∩B))
P(S ∪B) =
=
P(H1 ∩ S) +P(H1 ∩B)−P(H1 ∩ S ∩B)
P(S ∪B) =
=
P(H1 ∩ S) +P(H1 ∩ S ∩B) +P(H1 ∩ Sc ∩B)−P(H1 ∩ S ∩B)
P(S ∪B) =
=
P(H1 ∩ S) +P(H1 ∩ Sc ∩B)
P(S ∪B) =
=
P(H1)P(S|H1) +P(H1)P(Sc|H1)P(B)
P(S ∪B) =
=
(1− β)P(H1) + βP(H1)P(B)
(1− β)P(H1) + αP(H0) + (1− α)P(H0)P(B) + βP(H1)P(B) =
=
pi(1− β + βb)
α+ b(1− α) + pi(1− β − α)(1− b)
PPVOB =
pi(1− β + βb)
α+ b(1− α) + pi(1− β − α)(1− b) (5)
Med samma metod som i 2.4.2 blir PPV fo¨r ett forskningsfa¨lt antalet studier som hamnar i (H1 ∩
S) ∪ (H1 ∩B) delat p˚a antalet studier som hamnar i S ∪B.
2.6 Medveten bias med hja¨lp av p-hacking
P-hacking a¨r en metod fo¨r att manipulera ett stickprov i syfte att erh˚alla ett signifikant p-va¨rde.
Genom att selektivt ta bort det minsta elementet ur stickprovet genereras ett sto¨rre va¨rde p˚a x¯−µ0
vilket ger upphov till en sto¨rre sannolikhet att framkalla ett signifikant p-va¨rde. P-hacking a¨r inte
att fo¨rva¨xlas med att ta bort extrema va¨rden efter noggrann bedo¨mning som go¨rs fo¨r att f˚a en
mer ra¨ttvis bild av data. Det scenario av p-hacking som kommer att anva¨ndas i simuleringsstudien
a¨r fallet d˚a medelva¨rdet p˚a stickprovet selektivt o¨kas fo¨r att o¨ka va¨rdet p˚a x¯ − µ0. Fo¨rh˚allandet
mellan medelva¨rdet p˚a stickprovet redogo¨rs i figur (4) under H0 och figur (5) under H1.
Figur (4) och (5) visar hur medelva¨rdet x¯ fo¨rflyttas na¨rmare µ1 vid p-hacking. Vi kan se fr˚an figur
(5) att det sannolikt kra¨vs mindre manipulation av data d˚a stickprovet dras fr˚an fo¨rdelningen fo¨r
H1 fo¨r en sto¨rre skattad effektstorlek.
Figur 4: Illustration av medveten bias d˚a stickproven dras fr˚an H0, x¯ − µ0 o¨kar och s˚aledes fram-
kallas ett signifikant p-va¨rde
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Figur 5: Illustration av medveten bias d˚a stickproven dras fr˚an H1, x¯ − µ0 o¨kar och s˚aledes fram-
kallas ett signifikant p-va¨rde
3 Redovisning och analys av simuleringar
I det ha¨r kapitlet kommer simuleringen av flera studier att presenteras med utg˚angspunkt i den be-
skrivna teorin i kapitel (2). Simuleringen av studier a¨r skapad i R och tar fram p-va¨rdefo¨rdelningar,
en grafisk framsta¨llning av studiernas utfallsrum samt bera¨knas de olika fallen fo¨r PPV. Fo¨r den
intresserade la¨saren finns koden fo¨r simuleringen i Appendix 2.
3.1 Hypotestest och bera¨kning av p-va¨rden utan medveten bias
Koden bygger p˚a att simulera studier med tillho¨rande p-va¨rden, b˚ade fo¨r den alternativa hypotesen
och nollhypotesen, se sektion (2.1) fo¨r betydelse av hypoteserna.
I bera¨kningen av p-va¨rdena antas parametrarna σ = 5, µ0 = 0, µ1 = 1, α = 0.05 vara fixa och
stickprovsstorleken n kommer att variera. Funktionen rnorm() genererade stickprov av olika storlek
n ur fo¨rdelningarna N(0, 52) respektive N(1, 52). Steget da¨refter var att bera¨kna zobs enligt uttryck
(1). Fo¨r att bera¨kna p-va¨rdena fr˚an de ensidiga hypotestesterna anva¨ndes funktionen 1-pnorm()
da¨r pnorm() a¨r fo¨rdelningsfunktionen fo¨r en standard normalfo¨rdelning.
3.1.1 Fo¨rdelning av p-va¨rden utan medveten bias
Fr˚an sektion (3.1) genereras 25 000 000 p-va¨rden fr˚an respektive fo¨rdelning som sammansta¨lls i
tv˚a olika diagram. Den grafiska framsta¨llningen av p-va¨rdenas fo¨rdelning ja¨mfo¨rs sedan med de
teoretiska ta¨thetsfunktionerna framtagna i (2.2.1) och (2.2.2) i respektive figur.
3.1.2 Visualisering av utfallsrummet och bera¨kning av PPV med och
utan omedveten bias
Med hja¨lp av teorin i (2.3) utfo¨rdes en visualisering av utfallsrummen i Venndiagram. B˚ada utfalls-
rummen a¨r skapade enligt figur (2), men i det ena fallet fo¨religger endast omedveten bias medan i
det andra fo¨religger a¨ven medveten bias. Totalt genererades 400 stickprov da¨r 200 stickprov kom
ifr˚an respektive fo¨rdelning N(0, 52) och N(1, 52).
Fo¨r att generera utfallsrummet i fallet d˚a studier p˚averkas av omedveten bias besta¨mdes para-
metern b = 10% och anva¨nds fo¨r att bygga upp ma¨ngden B, som i sin tur utgo¨r 10% slumpade
p-va¨rden ur utfallsrummet.
Uto¨ver att endast studera de genererade p-va¨rdena fr˚an sektion (3.1) bera¨knades PPV fo¨r ett
forskningsfa¨lt via metoderna som beskrivs i 2.4.2 och 2.5.
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3.2 Simulering av medveten bias
PPV med omevdeten bias bera¨knades genom att slumpma¨ssigt ta p-va¨rden fr˚an utfallsrummet
fo¨r att utgo¨ra ma¨ngden B. Det kan ta¨nkas att ett slumpma¨ssigt antal studier har n˚agon form
av omedveten bias, men i denna sektion vill vi utforska scenariot av ren manipulation av data.
Skillnaden na¨r en aktiv manipulation eller med andra ord medveten bias fo¨religger medfo¨r att
stickprovet justeras kontinuerligt fo¨r att generera fler signifikanta p-va¨rden enligt figurerna (4) och
(5); metoden fo¨r att uppn˚a detta redogo¨rs i loopen (6).
Likt tidigare fall bo¨rjar manipulationen med ett hypotestest som i (3.1), vilket genererar ett p-va¨rde
baserat p˚a ett stickprov. Na¨r medveten bias fo¨religger kontrolleras p-va¨rdet mot signifikansniv˚an,
om det a¨r signifikant sparas p-va¨rdet annars g˚ar stickprovet vidare i loopen. Na¨sta steg i loopen
a¨r att kontrollera att stickprovstorleken a¨r sto¨rre eller lika med 30. Ett stickprov som a¨r sto¨rre a¨n
eller lika med 30 beho¨vs och kan ej underskridas d˚a stickprovet a¨r precis tillra¨ckligt stort fo¨r att
kunna anva¨nda ett Z-test tillfo¨rlitligt (Sprinthall, R. C, 2011). Om storleksgra¨nsen p˚a stickprovet
ej uppn˚as sparas p-va¨rdet, annars g˚ar stickprovet vidare i loopen. Na¨sta steg a¨r det fo¨rsta och enda
steget r˚adata faktiskt manipulerades.
Genom att successivt ta bort det element med det minsta va¨rdet i stickprovet o¨kas medelva¨rdet av
stickprovet. Ett o¨kat medelva¨rde resulterar i sto¨rre chans att f˚a ett signifikant p-va¨rde som fo¨ljd av
den o¨kade skattade effektstorleken enligt sektion (2.6). Avslutningsvis itereras loopen tills antigen
ett signifikant p-va¨rde har uppkommit eller tills stickprovet inte la¨ngre a¨r sto¨rre eller lika med 30
d˚a loopen avbryts. Genom att justera det initiala stickprovstorleken till ett stort antal ges mer
utrymme fo¨r medveten bias medan ett litet stickprov ger mindre utrymme fo¨r manipulation.
Figur 6: Iterativ manipulation av stickrovet fo¨r att generera signifikanta p-va¨rden
3.3 Kombination av p-va¨rdens fo¨rdelningar
Efter 25 000 000 p-va¨rden genererats fr˚an respektive fo¨rdelning d˚a b˚ade medveten och ingen form
av bias fo¨rekommer har all simulerad data samlats in. Fo¨r att a˚terskapa ett forksningsfa¨lt da¨r
ingen samt medveten bias r˚ader sammansta¨lls p-va¨rdena i tv˚a olika diagram, respektive fa¨lt f˚ar
d˚a 50 000 000 p-va¨rden. I det ena diagrammet r˚ader ingen manipulation av stickproven medan
i det andra r˚ader manipulation av stickproven. Vidare sammansta¨lldes grafiskt de kombinerade
simulerade p-va¨rdenas fo¨rdelning d˚a ingen medveten bias fo¨religger i diagrammet som visar p˚a hur
manipulation p˚averkar forskningsfa¨ltet som referensm˚att.
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3.4 Ja¨mfo¨relse av simulering med verkliga studier
Steget da¨refter d˚a p-va¨rden har genererats b˚ade med och utan medveten bias a¨r att ja¨mfo¨ra resulta-
tet med verkliga existerande p-va¨rden. De verkliga p-va¨rdena inha¨mtas fr˚an existerande litteratur
som redogo¨r p-va¨rden da¨r manipulation av data starkt anas samt d˚a antagandet go¨rs att ingen
medveten bias fo¨religger.
D˚a data samlats in sammansta¨lldes grafiskt de verkliga p-va¨rde fo¨rdelningarna med antagandet att
de befinner sig under H0 med medveten bias eller H1 utan bias. Da¨refter ja¨mfo¨rs stickprovstorle-
kar av de simulerade p-va¨rdena tills det stickprovstorlek som ba¨st o¨verenssta¨mmer med respektive
fo¨rdelning framgick. Under H0 med medveten bias var stickprovsstorleken 34 och under H1 utan
bias var stickprovsstorleken 100. D˚a stickprovstorlekarna faststa¨llts slumpades 10 stycken fo¨rdel-
ningar med 50 signifikanta p-va¨rden ur respektive fo¨rdelning och sammansta¨lldes grafiskt i samma
diagram som de verkliga p-va¨rdena. A¨ven de simulerade fo¨rdelningarna med 25 miljoner p-va¨rden
utan n˚agon form av bias sammansta¨lldes grafiskt i respektive diagram fo¨r att f˚a ett referensm˚att.
4 Resultat
I det ha¨r kapitlet kommer resultaten av kapitel (3) att redovisas. Vad som da¨rmed fo¨ljer a¨r redo-
go¨relse av p-va¨rdenas fo¨rdelningar utan och med medveten bias, kombinerade p-va¨rde fo¨rdelningar
utan och med medveten bias, ja¨mfo¨relse av simulering med verkliga p-va¨rden, utfallsrummet med
och utan medveten bias samt olika fall av PPV fo¨r ett simulerat forskningsfa¨lt.
Stickprovsstorleken som tidigare bena¨mnts n kommer nu att bena¨mnas n0 och n1. Storleken n0 =
30 anva¨nder vi som standardstorlek p˚a stickprovet fo¨r ja¨mfo¨relse med de andra fallen. I texten
anva¨nds n1 fo¨r de fall da¨r stickprovsstorleken a¨r sto¨rre a¨n 30.
4.1 Simuleringar av p-va¨rdenas fo¨rdelningar
I den ha¨r sektionen kommer de olika p-va¨rde fo¨rdelningarna att redovisas grafiskt.
Figur 7: Simulerade fo¨rdelningen av 25 000 000 p-
va¨rden under H0, ja¨mfo¨rt med den analytiska ta¨thets-
funktionen under H0 fr˚an sektion (2.2.2). Sto¨rre stick-
prov medfo¨r en mer likformig fo¨rdelning
Figur 8: Simulerade fo¨rdelningen av 25 000 000 p-
va¨rden under H1, ja¨mfo¨rt med den analytiska ta¨thets-
funktionen under H1 fr˚an sektion (2.2.1). Sto¨rre stick-
prov medfo¨r brantare kurvor
Utifr˚an figur (7) syns p-va¨rdenas likformhet, och att de a¨r likformigt fo¨rdelade under H0 fo¨r samt-
liga stickprovstorlekar. Den heldragna raka linjen a¨r den teoretiska ta¨thetsfunktionen enligt sektion
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(2.2.2). I och med att kurvan a¨r simulerad kommer sto¨rningar framst˚a, i detta fall fluktuerar kur-
vorna mellan 0.9 och 1.1 procent.
Utifr˚an figur (8) syns det att d˚a ett stickprov dras fr˚an en fo¨rdelning da¨r det finns en skillnad mellan
µ0 och µ1 uppkommer en ho¨ger skev fo¨rdelning av p-va¨rdena i enlighet med beviset av ta¨thets-
funktionen i sektion (2.2.1). Den analytiska ta¨thetsfunktionen a¨r representerad av en streckad linje
och den simulerade p-va¨rdes fo¨rdelningen av en heldragen linje. Fo¨r figur (8) visas fo¨rdelningarna
av samtliga stickprovsstorlekarna.
Figur 9: Fo¨rdelningen av 25 000 000 p-va¨rden under
H0 na¨r medveten bias fo¨rekommer, fo¨r ja¨mfo¨relse a¨r
den heldragna kurvan n0 utan medveten bias
Figur 10: Fo¨rdelningen av 25 000 000 p-va¨rden under
H1 na¨r medveten bias fo¨rekommer, fo¨r ja¨mfo¨relse a¨r
den heldragna kurvan n0 utan medveten bias
Utifr˚an figur (9) syns det att p-va¨rdes fo¨rdelningarna a¨r va¨nsterfo¨rskjutna. Hur va¨nsterfo¨rskjutna
fo¨rdelningarna a¨r beror p˚a hur stort stickprovet a¨r, ett sto¨rre stickprov inneba¨r mera medveten bias
d˚a stickprovet till˚ats att g˚a igenom loopen i figur (6) flera g˚anger. Notera dock att inom intervallet
[0, 0.02] finns det mycket f˚a p-va¨rden b˚ade fo¨r stora och sm˚a stickprov.
Till skillnad fr˚an figur (9) kan det observeras i figur (10) att p-va¨rdena a¨r ho¨gerfo¨rskjutna inom
intervallet [0, 0.03] men blir va¨nster fo¨rskjuten i intervallet [0.03, 0.05]. Notera ha¨r att en sto¨rre
stickprovsstorlek inte no¨dva¨ndigtvis inneba¨r ett sto¨rre p˚aslag fo¨r va¨nsterfo¨rskjutningen under H1.
Exempel p˚a det fenomentet a¨r att n1 = 100 ger ett mindre p˚aslag a¨n n1 = 50 eller n1 = 40.
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Figur 11: Fo¨rdelningen av 50 000 000 p-va¨rden fo¨r de
kombinerade ha¨ndelserna under H0 och H1 utan med-
veten bias
Figur 12: Fo¨rdelningen av 50 000 000 p-va¨rden fo¨r de
kombinerade ha¨ndelserna under H0 och H1 med med-
veten bias
Figur (11) beskriver de sammanslagna p-va¨rdefo¨rdelningarna med olika stickprov fo¨r de b˚ada ha¨n-
delsernaH0 ochH1 d˚a ingen medveten bias fo¨religger. Notera ha¨r att fo¨r samtliga stickprovstorlekar
a¨r fo¨rdelningarna ta¨mligen lika om man bortser fo¨r det mer extrema stickprovet n1 = 1000.
Figur (12) beskriver de sammanslagna p-va¨rdefo¨rdelningarna med olika stickprov fo¨r de b˚ada ha¨n-
delserna H0 och H1 d˚a medveten bias fo¨religger. Notera att det g˚ar att tydligt se skillnad mellan
figur (11) och (12).
Figur 13: Fo¨rdelningen av 100 signifikanta p-va¨rden
under H0 med medveten bias fo¨r olika stickprov. Sim-
mons (2013), illustration av p-hacking redogo¨rs med
den punktade linjen.
Figur 14: Fo¨rdelningen av 100 signifikanta p-va¨rden
under H1 fo¨r olika stickprov. Simmons (2013), illust-
ration av p-hacking redogo¨rs med den punktade linjen.
Figur (13) ja¨mfo¨r verkliga p-va¨rden under H0 da¨r det starkt anas att n˚agon form manipulation av
data eller metod fo¨religger. De verkliga p-va¨rdena visas med den punktade heldragna linjen medan
de simulerade fo¨rdelningarna av 100 signifikanta p-va¨rden a¨r illustrerade med de stra¨ckande linjer-
na. Den likformiga streckade linjen, fo¨r n0, visar fo¨rdelningen av 25 miljoner p-va¨rden om ingen
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medveten bias r˚ader. Notera ha¨r att de simulerade fo¨rdelningarna inte a˚terspeglar den verkliga
fo¨rdelningen exakt.
Figur (14) ja¨mfo¨r verkliga p-va¨rden da¨r det starkt anas att ingen form manipulation av data
eller metod fo¨religger under H1. Likt figur (13) visas de verkliga p-va¨rdena med den punktade
heldragna linjen medan de simulerade fo¨rdelningarna av 100 signifikanta p-va¨rden illustreras med
de stra¨ckande linjerna. Den streckade linjen d˚a n0 r˚ader visar fo¨rdelningen av 25 miljoner p-va¨rden
med syfte att f˚a ett referensm˚att. Notera ha¨r att de simulerade fo¨rdelningarna inte a˚terspeglar den
verkliga fo¨rdelningen exakt.
4.2 Simuleringar av utfallsrummen med och utan manipulering
Figurerna o¨ver utfallsrummen visas i figur (15) och (16). Komponenterna i figuren beskrivs nedan
• Signifikanta p-va¨rden markeras med symboler under den v˚agra¨ta linjen och tillho¨r ha¨ndelsen
S
• P-va¨rden som p˚averkas av omedveten bias och da¨rmed publiceras markeras med punkter
efter de lodra¨ta linjerna och tillho¨r ha¨ndelsen B. Notera att p-va¨rdena a¨r signifikanta, men
hade inte varit det om de inte p˚averkats av bias. P-va¨rdena som syns i figurerna a¨r s˚aledes
de p-va¨rdena som skulle erh˚allits om inte omedveten bias hade p˚averkat resultatet.
• Signifikanta p-va¨rden som har uppst˚att till fo¨ljd utav medveten bias markeras med ifyllda
cirklar
• Figur (15) och (16) kan liksta¨llas med figur (2), d˚a det a¨r samma ha¨ndelser som avses.
Figur 15: Utfallsrummet da¨r varje punkt representerar en studie, utfallsrummet inneh˚aller totalt
400 studier
I figur (15) syns fo¨rdelningen av p-va¨rden under ha¨ndelserna H0 och H1. Notera att p-va¨rdena a¨r
glesare fo¨r sto¨rre p-va¨rden tillho¨rande H1 ja¨mfo¨rt med H0. Dessutom syns det att fler p-va¨rden
blir signifikanta i H1, medan p-va¨rdena a¨r mer ja¨mnt utspridda i H0.
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Figur 16: Utfallsrummet da¨r varje punkt representerar en studie da¨r medveten bias fo¨rkommer.
Utfallsrummet inneh˚aller totalt 400 studier
I figur (16) blir p-va¨rdena i hela utfallsrummet glesare na¨r de g˚ar mot sto¨rre p-va¨rden. Na¨r stick-
provet har manipulerats under H0 och H1 kan fler signifikanta p-va¨rden observeras.
4.3 PPV fo¨r forskningsfa¨lt
Nedanst˚aende tabell beskriver PPV fo¨r ett forskningsfa¨lt i standardfallet, d˚a det fo¨rekommer omed-
veten bias, medveten bias samt d˚a det fo¨rekommer omedveten och medveten bias. I simuleringen
har en a priori sannolikhet p˚a pi = 0.5 anva¨nts. Ur tabell (2) syns respektive va¨rde fo¨r stickprovs-
storleken fo¨r alla studier och vilket fall av PPV som bera¨knats. PPVMB bera¨kades fo¨r utfallet na¨r
medveten bias fo¨religger.
Notera att under n0, fo¨rekommer det inte n˚agon medveten bias i simuleringen och da¨rav a¨ndras
inte PPV d˚a medveten bias fo¨religger. Da¨remot blir PPV = 0.85 och PPVOB = 0.57.
n1 PPV PPVOB PPVMB PPVMB,OB
35 0.87 0.60 0.58 0.51
40 0.88 0.63 0.52 0.48
50 0.89 0.67 0.50 0.46
100 0.93 0.78 0.50 0.45
1000 0.95 0.87 0.50 0.45
Tabell 2: Va¨rden under kolumn ett visar standardfallet fo¨r PPV, kolumn tv˚a visar PPV med omed-
veten bias, kolumn tre visar PPV med medveten bias, kolumn fyra visar PPV med omedveten och
medveten bias. De olika raderna visar olika stickprovsstorlek n1
Ett antagande som gjorts a¨r att utfallsrummet inneh˚aller lika m˚anga studier under H1 som under
H0. Ifall antagandet i sta¨llet skulle go¨ras att alla studier l˚ag under H1 skulle PPV fo¨r alla stick-
prov f˚att va¨rdet 1 och om alla studier l˚ag under H0 skulle PPV fo¨r alla stickprov f˚att va¨rdet 0.
Fo¨r visualisering av hur relationen mellan antal studier da¨r stickprovet kommer fr˚an H0 och da¨r
stickprovet kommer fr˚an H1 p˚averkar PPV ha¨nvisas den intresserade la¨saren till Appendix I.
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5 Diskussion
Metod och resultat som framfo¨rts genererar tre metoder fo¨r utva¨rdering av ett forskningsfa¨lt el-
ler en forskningsfr˚aga som kommer att diskuteras i sektionerna nedan. Mer specifikt a¨r de tre
evalueringsmetoderna: realisering av utfallsummen, fo¨rdelningen av p-va¨rden samt PPV fo¨r forsk-
ningsfa¨lt.
5.1 De realiserade utfallsrummen
Figurerna i sektion (4.2) visar de realiserade utfallsrummen fo¨r den utfo¨rda simuleringen. Figur
(15) visar resultatet i fallet d˚a det inte fo¨rekommit n˚agon medveten bias i studierna och figur (16)
visar resultatet i fallet d˚a det fo¨rekommer medveten bias.
Resultatet som visas i figur (15) a˚sk˚adliggjorde att om 200 studier genomfo¨rts da¨r stickprovet dras
ur fo¨rdelningen fo¨r H0 publiceras 12 artiklar som drar slutsatsen att stickprovet kommer fr˚an H1.
Om de 188 studier som inte f˚ar ett signifikant resultat inte publiceras ser det d˚a ut som att det
finns god evidens fo¨r H1 i forskningsfr˚agan vilket a¨r ett problem.
En mo¨jlig lo¨sning till problemet med att studier publicerar resultat som argumenterar fo¨r att H1
a¨r sant na¨r stickprovet kommer fr˚an H0 a¨r att sa¨nka signifikansniv˚an α vilket kommer att minska
antalet signifikanta resultat d˚a stickprovet kommer fr˚an H0. En sa¨nkning av α kommer dock a¨ven
att minska antalet studier da¨r stickprovet kommer fr˚an H1 och da¨r ett signifikant p-va¨rde erh˚alls.
Det finns dock en tydlig skillnad i fo¨rdelning av p-va¨rden i figur (15) och fler studier publiceras na¨r
stickprovet kommer fr˚an H1. Ett la¨gre α kommer att medfo¨ra att ma¨ngden studier da¨r stickprovet
kommer fr˚an H1 som publiceras minskar.
Ma¨ngden B inneh˚aller som tidigare na¨mnts signifikanta p-va¨rden som p˚averkats av omedveten bi-
as. I den grafiska framsta¨llningen i figur (15) kan det tolkas som att p-va¨rdena som publiceras inte
alltid a¨r signifikanta, men i verkligheten hade de omedvetna biased studierna inte g˚att att urskilja
fr˚an de som inte a¨r omedvetet biased. Ma¨ngden B p˚averkar i synnerhet studier da¨r stickprovet
kommer fr˚an H0 eftersom p-va¨rden a¨r mer utspridda i detta fall. Det ga¨ller dock fo¨r b˚ade H0 och
H1 att fler resultat publiceras d˚a det fo¨rekommer omedveten bias i ett forskningsfa¨lt. Detta kan
ge en illusion av att en forskningsfr˚aga verkar mer sann a¨n falsk. Da¨remot g˚ar det att urskilja H0
fr˚an H1 genom att se att studierna a¨nd˚a a¨r mer utspridda under H0 och det finns en mer ja¨mn
spridning av p-va¨rden under H0.
Skillnaden i spridning av p-va¨rden som syns i figur (15) blir mindre d˚a data manipulerats, vilket
syns i figur (16). Det blir d˚a sv˚arare att se en skillnad mellan H1 och H0. I detta fall a¨r metoden
med realiserade utfallsrum bristfa¨llig och det blir sv˚art att evaluera forskningsfa¨ltet. Mot bakgrund
av detta go¨r medveten bias metoden sv˚arare att anva¨nda fo¨r att analysera ett forskningsfa¨lt.
En nackdel med metoden a¨r att den kra¨ver icke-signifikanta p-va¨rden som ofta inte publiceras
p˚a grund av publiceringsbias. I dagsla¨get finns det initiativ till att a¨ven negativa eller ova¨ntade
resultat ska publiceras i en egen journal eller databas, exempel p˚a detta a¨r International Journal
of Negative Results av Open Access Pub som ger fri tillg˚ang till genomfo¨rda studier med negativa
resultat. Initiativ som detta a¨r va¨rdefulla, men ett ytterligare problem a¨r att det finns en kultur
i vetenskapsva¨rlden som medfo¨r att forskare bedo¨ms p˚a antalet positiva resultat och citeringar. I
ett tidigt stadie av karria¨ren a¨r det i synnerhet viktigt att forskare publicerar intressanta artiklar
fo¨r att forskaren ska f˚a citeringar och vidare finansiering fo¨r sitt arbete. Vilket kan medfo¨ra att
negativa resultat aldrig publiceras och da¨rfo¨r inte kommer allma¨nheten tillhanda.
5.2 Fo¨rdelningen av p-va¨rden
En metod som inte kra¨ver att a¨ven icke-signifikanta va¨rden publiceras fo¨r att kunna analysera ett
forskningsfa¨lt a¨r att studera fo¨rdelningen av p-va¨rden. Fo¨r fallet d˚a p-va¨rdenas fo¨rdelning simule-
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rades under H0 och H1 utan medveten bias i figur (7) och (8) kan skillnader a˚sk˚adliggo¨ras. Den
noterbara skillnaden ha¨r a¨r de olika skevheterna i fo¨rdelningarna vilket fo¨rklaras matematiskt i
sektion (2.2.1) och (2.2.2). Det som ligger bakom de felaktigt publicerade studierna i figur (7) a¨r
signifikansniv˚an. Notera ha¨r att arean som ligger under grafen a¨r representativt fo¨r de ackumule-
rade antalet signifikanta p-va¨rden, ser vi till arean f˚ar vi att 5% av alla p-va¨rden blir signifikanta
vilket motsvarar signifikansniv˚an. P˚a motsvarande fo¨rdelning under H1 i figur (8) kan det obser-
veras att majoriteten av signifikanta p-va¨rden a¨r koncentrerade na¨rmre noll. En intressant slutsats
som da¨rmed kan dras ha¨r a¨r att en la¨gre signifikansniv˚a minskar antalet signifikanta p-va¨rden under
H0 oproportionellt mycket mer a¨n under H1. Men vad a¨r den optimala signifikansniv˚an fo¨r fallet
vi studerar?
Vid en signifikansniv˚a runt 1% kommer en ytterligare minskning av signifikansniv˚an sa¨nka anta-
let p-va¨rden under H1 i sto¨rre utstra¨ckning a¨n H0. Om proportionen av falskt positiva och sant
positiva resultat vill minimeras bo¨r signifikansniv˚an a¨ndras fr˚an den vedertagna 5% till den signi-
fikansniv˚an d˚a antalet procent av p-va¨rden a¨r densamma i H0 och H1, i v˚art fall uppg˚ar denna
signifikansniv˚a till 1%. En signifikansniv˚a p˚a 5% a¨r konvention inom m˚anga fa¨lt, men anledningen
till just denna signifikansniv˚a a¨r fra¨mst historisk (Ha¨ggstro¨m, 2017), slutsatsen vi drar a¨r att en
signifikansniv˚a p˚a 5% helt enkelt inte alltid a¨r optimalt i alla forskninsfa¨lt.
Da¨remot har vi simulerat p-va¨rden under specifika parametrar d˚a det inte fo¨religger n˚agon form
av bias fo¨r kunna dra slutsatser kring en optimal signifikansniv˚a; vad ha¨nder na¨r inte endast de
statistiska ka¨nda felen som α r˚ader vid hypotespro¨vningen? Fo¨r att besvara fr˚agan a¨r det va¨rde-
fullt att studera fallet vid manipulation av data som visas i figurerna (9) och (10). Intuitivt kan
la¨saren ta¨nka sig utifr˚an figurerna att man bo¨r sa¨nka signifikansniv˚an fr˚an 5% till 2% snarare a¨n
1% som vid fallet utan manipulation. Varfo¨r den sa¨nkningen a¨r intuitiv a¨r d˚a det finns mycket
f˚a presenterade positiva falska p-va¨rden under en signifikansniv˚a p˚a 2%. Intuition i det ha¨r fallet
a¨r dock missvisande, notera ha¨r hur manipulationen av data uppst˚ar i enlighet med figur (6). D˚a
manipulation fo¨religger justeras stickprovet av den besta¨mda signifikansniv˚an, en sa¨nkning eller
o¨kning av signifikansniv˚an kommer s˚aledes endast fo¨rskuta bo¨rjan av p-va¨rdenas procentuella o¨k-
ning bak˚at eller fram˚at. Det blir da¨rmed mycket sv˚arare att besta¨mma en optimal signifikansniv˚a
d˚a medveten bias fo¨religger, vi kan dock dra slutsatsen att sto¨rre stickprov kommer att beho¨vas fo¨r
att anva¨nda sig av medveten bias vid en la¨gre signifikansniv˚a som fo¨ljd utav den brantare lutningen
observerad av sto¨rre stickprov i figur (9).
N˚agot som a¨r va¨rt att notera a¨r att alla framtagna p-va¨rden bygger p˚a simuleringar, det a¨r da¨rmed
fo¨rst˚aeligt att ifr˚agasa¨tta hur va¨l p-va¨rdenas fo¨rdelningarna sta¨mmer o¨verens med verkligheten. I
figurerna (10) och (9) har 25 miljoner p-va¨rden genererats, att studera 25 miljoner studier da¨r man
anar starkt att medveten bias eller ingen bias fo¨religger a¨r antagligen na¨st intill omo¨jligt. Med det
i a˚tanke blir det intressant att ja¨mfo¨ra resultaten fr˚an simuleringen med existerande litteratur som
studerar verkliga studier da¨r medveten bias och ingen medveten bias fo¨religger. I publikationen
P-Curve: A Key to the File-Drawer av Joseph P. Simmons (2014) studerades det ha¨r fenomenet. I
artikeln studerades 20 stycken publicerade och da¨rmed signifikanta p-va¨rden da¨r det fanns en be-
fogad misstanke om medveten bias, samt 22 stycken da¨r ingen indikation av medveten bias kunde
observeras. Respektive fo¨rdelning av Joseph P. Simmons resultat kan se i de heldragna punktade
linjerna i figur (13) och (14).
Simmons p-va¨rden kan i sin tur ja¨mfo¨ras med de 100 stycken signifikanta p-va¨rdena som drogs fr˚an
v˚ar simulering under efterliknade fo¨rh˚allanden i respektive figur. Notera i figurerna (13) och (14)
att de simulerade p-va¨rdenas fo¨rdelning fo¨ljer ungefa¨r samma fo¨rdelningar, men inte exakt. Flera
orsaker kan ta¨nkas fo¨religga betra¨ffande varfo¨r det resultatet uppkommer. Fo¨rst och fra¨mst a¨r det
ett mycket begra¨nsat antal simulerade p-va¨rden fo¨rdelningar vilket till˚ater slumpen att bli mer
framtra¨dande. Fo¨r det andra studerar Simmons verkliga studier som inte no¨dva¨ndigtvis anva¨nder
samma metoder som simuleringen fo¨r generering av p-va¨rden, exempelvis kan det ta¨nkas att ett
tv˚a sidigt Z − test r˚ader vilket invaliderar v˚ar simulering av medveten bias etc.
Med de flera brister som kan ta¨nkas fo¨religga i a˚tanke kan slutsatsen dras att simuleringen a¨r n˚a-
16
gorlunda verklighetstrogen, vilket i sin tur go¨r slutsatserna dragna fr˚an simuleringen mer legitima.
Ytterligare kritik av simuleringen a¨r dock att flera olika former av p-hacking har studerats, bland
annat i en artikel av Bruns och Ioannidis (2016) da¨r resultaten visade att p-kurvorna var ho¨ger-
fo¨rdelade d˚a vissa illegitima metoder anva¨ndes vid framsta¨llning av studier. Bruns och Ioannidis
resultat visar p˚a motsatt effekt fr˚an Simmons och v˚art presenterade resultat.
En nackdel med att studera p-va¨rdenas fo¨rdelningar a¨r kostnaden att systematiskt ta reda p˚a
olika studiers p-va¨rden inom olika forskningsfr˚agor. Vidare beho¨vs m˚anga p-va¨rden fo¨r att f˚a en
visualisering av fo¨rdelningen som kan anva¨ndas fo¨r kategorisering. Att samla in m˚anga studier
inom samma fr˚aga kan ta¨nkas vara sv˚art, framfo¨rallt inom nya fa¨lt da¨r forskningen a¨r begra¨nsad.
Metoden blir da¨rfo¨r inte la¨mplig vid sm˚a forskningsfr˚agor.
Fo¨r att vara mer verklighetstrogen kan det ta¨nkas att p-va¨rden fo¨r ett helt forskningsfa¨lt samlas in,
om s˚adant a¨r fallet kommer det sannolikt finnas fler studier att analysera p-va¨rdena p˚a. Om alla
simulerade signifikanta p-va¨rdern motsvarar ett forskningsfa¨lt kan vi studera utfallet av p-va¨rde
fo¨rdelningarna genom att kombinera de p-va¨rdena under H0 och H1. De kombinerade p-va¨rdena
visas i figur (11) och (12) d˚a manipulation av stickproven r˚ader. N˚agot som kan ses direkt a¨r att
det a¨r mycket sv˚art att veta ifall ett forskningsfa¨lt endast studerar p-va¨rden under H1 eller om det
r˚ader en kombination av H1 och H0 d˚a ingen medveten bias fo¨religger. Teoretiskt borde endast
p-va¨rdets kurva under H1 fo¨rskjutas upp˚at med samma niv˚a som p-va¨rderan under H0 har.
D˚a medveten bias fo¨religger enligt figur (12) uppkommer tydligare skillnader. Genom att granska
p-va¨rdets fo¨rdelning inom ett forskningsfa¨lt da¨r manipulation av data fo¨religger kan en intressent
dra slutsatsen att det med stor sannolikhet r˚ader en tveksam metodik fo¨r produktion av studier.
5.3 PPV fo¨r forskningsfa¨lt
Fo¨r att kunna ge en specifik sannolikhet fo¨r H1 givet att ett signifikant p-va¨rde erh˚allits a¨r be-
ra¨kningen av PPV en la¨mplig metod vars uttryck ha¨rleds i sektion (2.4.2) och (2.5). I tabell (2)
visas hur de olika scenarion som presenterats i arbetet p˚averkar PPV. N˚agot som kan noteras a¨r
att ett sto¨rre stickprov per studie ger ho¨gre va¨rden p˚a ett samlat forskningsfa¨lts PPV, detta sker
indirekt som fo¨ljd utav den ho¨gre styrka ett sto¨rre stickprov medfo¨r. Tabellen visar a¨ven att PPV
med omedveten bias har la¨gre va¨rden a¨n fo¨r standardfallet samt att PPV med medveten bias har
la¨gre va¨rden a¨n b˚ade standardfallet och fo¨r fallet med omedveten bias. Dock blir va¨rdet p˚a PPV
la¨gre till en viss grad na¨r medveten bias fo¨rekommer, va¨rdet g˚ar inte under 0.5 fo¨r n1 ≥ 50 och
va¨rdet o¨kar fo¨r standardfallet och fallet med bias.
Eftersom stickprovsstorleken spelar stor roll i skattningen av en forskningsfa¨lts trova¨rdighet a¨r det
viktigt att den a¨r tillra¨ckligt stor fo¨r varje studie. Det finns flera faktorer som kan ta¨nkas spela
in vid val av en studies stickprov, aspekter som kan va¨ga in skulle kunna vara tidsbegra¨nsningar
och ekonomiska begra¨nsningar. En ytterligare begra¨nsning a¨r d˚a det r˚ader brist p˚a individer i en
population. Ett hypotetiskt exempel d˚a det r˚ader en s˚adan brist kan vara att en sa¨llsynt sjukdom
studeras da¨r populationen med personer som har sjukdomen a¨r liten vilket kommer att generera
ett la¨gre stickprov. Med detta i a˚tanke kommer studier med sto¨rre stickprov sannolikt att produ-
cera mer signifikanta resultat da¨r stickprovet kommer fr˚an H1, ja¨mfo¨rt med likartade studier da¨r
stickprovet a¨r litet. Ett exempel p˚a na¨r ett forskningsfa¨lt har l˚ag styrka som fo¨ljd av begra¨nsad
stickprovsstorlek a¨r i studien Power failure: why small sample size undermines the reliability of
neuroscience. Da¨r det visade sig efter analys av 48 relevanta studier inom neurovetenskap att den
genomsnittliga styrkan per studie var 21% (Katherine S. Button et al. 2013). Konsekvensen av en
s˚adan l˚ag styrka a¨r ineffektiv forskning och da¨rmed slo¨seri med resurser.
L˚ag styrka och stickprovsstorlek per studie a¨r inte ensamt problematiskt, en betydande nackdel
fo¨r PPV a¨r att det a¨r sv˚art att med sa¨kerhet veta vad a priori sannolikheten pi a¨r. Det a¨r i princip
omo¨jligt att p˚a fo¨rhand veta hur m˚anga studier som utfo¨rts i ett forskningsfa¨lt, eftersom studier
da¨r stickprovet kommer fr˚an H0 i m˚anga fall inte publiceras. Ioannidis (2005) anva¨nder i sin artikel
parametern R, ration mellan studier da¨r stickprovet kommer fr˚an H1 till studier da¨r stickprovet
17
kommer fr˚an H0. Na¨r R bera¨knas eller uppskattas a˚terspeglas inte direkt pi, men samma proble-
matik kvarst˚ar med att veta p˚a fo¨rhand hur m˚anga studier som a¨r utfo¨rda inom H0 respektive H1
inom ett fa¨lt.
Att studera PPV kan vara en bra metod vid ra¨tt fo¨rutsa¨ttningar, men det kra¨ver att man vet
mycket om forskningsfa¨ltet p˚a fo¨rhand. Man bo¨r veta det ungefa¨rliga antalet studier som utfo¨rts
och antalet studier da¨r stickprovet kommer fr˚an antingen H0 eller H1. Skall man uppskatta pi bo¨r
man ha bela¨gg fo¨r det.
5.4 Evaluering av metoderna fo¨r att studera ett forskningsfa¨lt
Metoden fo¨r realisering av utfallsrummen ger en god indikator p˚a vad den samlade bedo¨mningen
blir inom ett forskningsfa¨lt i de fallen d˚a medveten bias inte fo¨rekommer. En nackdel a¨r dock att
det a¨r omo¨jligt att generera utfallsrummen d˚a antalet studier som studerar en fr˚aga da¨r stickpro-
ven dras ur fo¨rdelningen fo¨r H0 respektive H1 a¨r oka¨nt. Den ha¨r metoden a¨r dessutom sv˚ar att
implementera med verkliga studier p˚a grund av publiceringsbias och s˚aledes a¨r nyttan av denna
metod l˚ag. Vidare lider bera¨kningen av PPV fo¨r hela forskningsfa¨lt av bristen att det a¨r sv˚art att
i verkligheten sa¨rskilja studier som lider av medveten bias och de som inte go¨r det och da¨rfo¨r kan
det vara bra att a¨ven i denna metod kombinera analysen med fo¨rdelning av p-va¨rden.
Metoden som visualiserar utfallsrummen a¨r oanva¨ndbar s˚a la¨nge det inte finns mo¨jligheter att f˚a
tag p˚a alla utfo¨rda studier, s˚ava¨l positiva resultat som negativa resultat. Det finns dock en lo¨s-
ning p˚a problemet med att negativa resultat inte kommer forskningsva¨rlden tillhanda och det a¨r
att studier ska registreras p˚a fo¨rhand. Skulle det finnas ett sa¨tt fo¨r forskare att f˚a tag p˚a studier
med negativa resultat eller studier som inte slutfo¨rts skulle samarbetet i forskningsva¨rlden o¨ka och
det skulle bli enklare att evaluera forskningsfa¨lt och f˚a en o¨versikt p˚a status i en viss forskningsfr˚aga.
Visualiseringen av fo¨rdelningen av p-va¨rden kra¨ver da¨remot varken negativa resultat eller en fo¨r-
kunskap om antalet studier som studerar fallet H0 eller fallet H1. P-va¨rdens fo¨rdelningar a¨r s˚aledes
en metod som kan vara enkel att implementera i verkligheten. Metoden a¨r a¨ven ett bra komple-
ment till de tv˚a andra metoderna. Det a¨r dock viktigt att klassificera en forskningsfr˚aga korrekt
och studera forskningsfr˚agor som a¨r liknande. Beroende p˚a tillg˚ang p˚a data och hur detaljerad en
intressent a¨r kan p-va¨rdets fo¨rdelningar antingen studeras p˚a en forskningsfr˚aga liksom ett helt
forskningsfa¨lt.
6 Slutsats och rekommendation fo¨r vidare forskning
I det ha¨r kapitlet kommer slutsatser och rekommendationer fo¨r vidare forskning att redogo¨ras fo¨r.
Omr˚aden som kommer att tas upp a¨r: a˚terga¨rder fo¨r o¨kning av vetenskaplig integritet, publika-
tionsbias p˚averkan p˚a forskning samt rekommendationer fo¨r vidare forskning.
6.1 Potentiella a˚tga¨rder fo¨r att o¨ka integriteten inom vetenskaplig
forskning
Nedan anges tre potentiella a˚tga¨rder fo¨r att minska problemet med att studier inte kan reprodu-
ceras. Det ska noteras att det som tidigare na¨mnts a¨r ett komplext problem som inte endast har
en lo¨sning och s˚aledes a¨r det inte sja¨lvklart att a˚tga¨rderna skulle vara effektiva.
6.1.1 Registrera studier p˚a fo¨rhand
En lo¨sning p˚a problemet med brister i metoder a¨r att studier ska registreras p˚a fo¨rhand. Det finns
redan initiativ p˚a att studier ska fo¨rregistreras som Registered Reports av Center for Open Science.
Registered Reports o¨ppnar fo¨r peer review redan innan data samlats in vilket kan o¨ka kvaliteten
p˚a enskilda studier och mo¨jliggo¨ra ba¨ttre evaluering av forskningsfa¨lt.
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6.1.2 Sta¨ll krav p˚a komplett r˚adata
Fo¨r att o¨ka reproducerbarheten i studier a¨r det viktigt med tillg˚ang till r˚adata. En lo¨sning kan
da¨rfo¨r vara att r˚adata registreras innan den processeras. Bristen p˚a tillg˚ang till r˚adata har iden-
tifierats av bland annat Begley och Ellis (2012) som studerade reproducerbarheten i prekliniska
cancerstudier.
6.1.3 Avlasta forskare genom att studenter replikerar studier
Det kan vara tidskra¨vande att reproducera en studie och det a¨r da¨rfo¨r fo¨rst˚aeligt att forskare inte
vill spendera fo¨r mycket tid p˚a detta arbete. En mo¨jlig lo¨sning a¨r att studenter p˚a kandidat- och
masterniv˚a f˚ar denna uppgift som del av sin utbildning. Emellertid a¨r en potentiell nackdel av
denna lo¨sning att studenter kanske inte har den kunskap som kra¨vs fo¨r att kunna go¨ra om en
studie p˚a ett korrekt sa¨tt.
6.2 Publikationsbias go¨r att vetenskap inte a¨r sja¨lvkorrigerande
Om ett forskarlag go¨r en studie och publicerar ett falskt resultat kan det ta¨nkas att resultatet finns
kvar utan att det felaktiga resultatet blir a˚tga¨rdat om ingen replikationsstudie go¨rs. Forskarlag har
f˚a incitament till att korrigera felaktiga eller falska studier och vill sja¨lva bedriva egen forskning
(Franco et al, 2014). En slutsats som kan dras fr˚an bristen av replikationsbarheten a¨r att veten-
skaplig forskning inte no¨dva¨ndigtvis korrigerar felaktiga slutsatser. Det a¨r a¨ven vanligt att flera
tidskrifter inom olika fa¨lt va¨ljer att inte publicera replikationsstudier (Yeung, Andy, 2017; Martin,
Clarke, Richard, 2017) vilket ytterligare minskar incitament fo¨r forskare att bedriva replikations-
studier. Samtidigt som de nuvarande kraven p˚a statistisk signifikans fo¨r publicering ger upphov
till problem m˚aste forskning kunna utva¨rderas. Forskning som bedrivs m˚aste kunna utva¨rderas
och faktum a¨r att ett ha¨pnadsva¨ckande positivt sant resultat antagligen medfo¨r mer va¨rde till
samha¨llet a¨n ett icke signifikant resultat.
En a˚tga¨rd fo¨r att la¨tta p˚a existerande publikationsbias a¨r att forskare bo¨rjar arbeta i na¨tverk. I
dagsla¨get arbetar forskare oberoende av varandra (Ioannidis, John P.A., 2005) och det kan vara
ba¨ttre om forskare arbetar i stora na¨tverk och samarbetar mellan forskarlag fo¨r att dra nytta av
varandras resultat och uppta¨ckter. Resultatet av det kan ta¨nkas vara att effektiv tid inte slo¨sas
som fo¨ljd av att forskare inte beho¨ver studera n˚agot som redan studerats. Uto¨ver minskningen av
a˚terupprepningar av forskning medfo¨r a¨ven tillg˚ang p˚a alla resultat att felen som uppst˚att som
fo¨ljd av signifikansniv˚an kan direkt utla¨sas genom att studera proportionen av signifikanta resultat
med icke signifikanta.
En annan mycket viktig aspekt a¨r att kravet p˚a replikationbarheten m˚aste stiga, framfo¨rallt inom
fa¨lt da¨r den a¨r som sa¨mst. Med utg˚angspunkten att det sto¨rsta incitamentet fo¨r forskare a¨r publi-
cering a¨r en lo¨sning fo¨r att o¨ka antalet replikationsstudier att sa¨tta artificiella krav p˚a tidsskrifter
fo¨r att kvotera in replikationstest i tidningar. Samtidigt a¨r problematiken antagligen mer djup-
g˚aende a¨n s˚adan. Tidsskrifter har ett incitament att publicera studier som kommer att attrahera
la¨sare som betalar fo¨r tja¨nsten. Om flera tidsskrifter inte vill publicera replikationsstudier a¨r det
antagligen en fo¨ljd utav att de inte genererar lika m˚anga la¨sare och da¨rmed sa¨mre inta¨kter. med
den utg˚angspunkten blir det extra viktigt att informera la¨sarna av vikten fo¨r forskning och veten-
skap att studier faktiskt replikeras, d˚a det a¨r la¨sarnas preferenser som a¨r basen till hur samha¨llet
utva¨rderar publikationer.
6.3 Rekommendation fo¨r vidare forskning
I den ha¨r studien har en fo¨renklad modell eller simulering gjorts fo¨r att uppskata ett teoretiskt
forskningsfa¨lt. A¨ven om simuleringen till viss grad sta¨mde o¨verens med verkliga observerade p-
va¨rden finns det flera problem som kan ta¨nkas a˚tga¨rdas i framtida forskning. Fo¨rst och fra¨mst
bo¨r modellen byggas ut med fler metoder av medveten bias, modellen tar endast ha¨nsyn av en
specifik form av manipulation na¨r det kan ta¨nkas finnas m˚anga tveksamma metoder fo¨r att f˚a fram
ett signifikant p-va¨rde. Till och med en s˚adan sak som otillra¨cklig eller tvetydig redovisning av
19
en metod fo¨r en studie kan go¨ra den na¨rtill omo¨jlig att reproducera (Begley, C.G., 2013), dessa
studiers resultat a¨r inte no¨dva¨ndigtvis felaktiga men m˚aste tas ha¨nsyn till.
Vidare kontrollerades resultatet av simuleringen med endast en studie och denna studie inneho¨ll
relativt f˚a p-va¨rden. Rekommendationen fo¨r att lo¨sa det problemet a¨r att samla in sto¨rre ma¨ngder
med verklig data.
I sektion (5.2) togs det upp att ett optimal α eller signifikansniv˚a kunde uppskattas fr˚an v˚ar
simulering i enlighet med figur (17) nedan.
Figur 17: Teoretisk illustration av optimal alpha d˚a p-va¨rden under H0 och H1 kan separeras
Om vidare forskning kan go¨ras inom omr˚adet kan det ta¨nkas resultera i en matematisk kvantifier-
bar optimal signifikansniv˚a ista¨llet fo¨r dagens historiskt motiverade signifikansniv˚a.
Fo¨r att kunna ta reda p˚a den optimala signifikansniv˚an m˚aste dock studier under H0 och studier
under H1 separeras. Separationen av ett helt forskningsfa¨lt a¨r da¨rmed ett va¨rdefullt potentiellt
bidrag till forskningen. I v˚ar simulering kan det ta¨nkas vara ta¨mligen enkelt att go¨ra denna se-
paration som fo¨ljd av att endast tv˚a forskningsfr˚agor studeras, den ena under H0 och den andra
under H1. Men g˚ar det att separera ett helt forskningsfa¨lt med hundratals olika forskningsfr˚agor?
Om s˚adant a¨r fallet kan b˚ade PPV bera¨knas samt optimal signifikansniv˚a framtas.
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Appendix 1
Figur 18: PPV d˚a det finns fa¨rre studier i H0
Figur 19: PPV d˚a det finns fa¨rre studier i H0
med omedveten bias
Figur 20: PPV d˚a det finns fa¨rre studier i H0
med medveten bias
Figur 21: PPV d˚a det finns fa¨rre studier i H0
med bias
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Figur 22: PPV d˚a det finns fa¨rre studier i H1
Figur 23: PPV d˚a det finns fa¨rre studier i H1
med omedveten bias
Figur 24: PPV d˚a det finns fa¨rre studier i H1
med medveten bias
Figur 25: PPV d˚a det finns fa¨rre studier i H1
med bias
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Appendix 2
1
2 ##############Beskr ivn ing###################
3 #
4 #
5 # S y f t e t med f o¨ l j ande kod a¨ r a t t ta fram f o¨ r d e l n i n g a r
6 # av p va¨ rden vid o l i k a senar i on . Uto¨ ver p va¨ rde f o¨ r d e l n i n g a r
7 # menar koden pa˚ a t t f ramst a¨ l l a ut fa l l s rummet g r a f i s k t f o¨ r
8 # dessa o l i k a senar i on . Det p o s i t i v a p r e d i k t i v a va¨ rdet (PPV) ber a¨ knas
samt framst a¨ l l s g r a f i s k t
9 # f o¨ r o l i k a propo r t i one r mellan a n t a l e t s t u d i e r i H 0 och H 1 . Fo¨ r a t t
j a¨mfo¨ ra s imu le r ingen med v e r k l i g h e t e n
10 # t i t t a r v i pa˚ p va¨ rdes f o¨ rde ln ingen f r a˚n a r t i k e l n ”P Curve : A Key to
the Fi l e Drawer av Joseph P. Simmons (2014) ”.
11 # Scenar ion som beaktas s tude ra r
12 # h y p o t e s t e s t e r na¨ r s t i c k p r o v e t kommer f r a˚n H 0 e l l e r H 1 samt na¨ r
13 # omedveten och medveten b ia s r a˚ der .
14 #
15 #
16 #
17 # Vid f a l l e t da˚ p va¨ rde f o¨ r d e l n i n g a r a¨ r a k t u e l l a a¨ndra p l o t f l a g t i l l
p l o t f l a g=FALSE
18 #
19 # Vid f a l l e t da˚ g r a f i s k sammsta¨ l l n i n g av ma¨ngderna a¨ r a k t u e l l t a¨ ndra
p l o t f l a g t i l l p l o t f l a g=TRUE
20 #
21 # Vid f a l l e t da˚ sammsta¨ l l n i n g av s t u d i e r f o¨ r a t t j a¨mfo¨ ra med a r t i k e l n ”
p curve ” a¨ndra s t u d i e f l a g t i l l s t u d i e f l a g=TRUE
22 #
23 # Vid f a l l e t da˚ g r a f i s k sammsta¨ l l n i n g av PPV a¨ r a k t u e l l t a¨ ndra PPVflag
t i l l PPVflag=1 e l l e r PPVflag=2.
24 # PPVflag=1 l e d e r t i l l a t t det f i n n s f a¨ r r e s t u d i e r som l i g g e r i H 0 j a¨
mfo¨ r t med H 1 och PPVflag=2 l e d e r t i l l motsatsen .
25 #
26 # Senaste j u s t e r a t datum : 16 Maj 2019
27
28 #####Simuler ing#####
29
30 temps < c (30 , 35 , 40 , 50 , 100 , 1000) #St ickproven f o¨ r va r j e i t e r a t i o n .
Observera a t t detta bara ga¨ l l e r f o¨ r na¨ r v i har t a¨nkt r i t a f o¨
rde ln ingarna f o¨ r p va¨ rdena .
31 #30 s t i c k p r o v a¨ r f o¨ r ingen medveten bias , 35 t i l l 40 f o¨ r mindre
medveten bias , 50 f o¨ r mede ls tor medveten b ia s och 100 t i l l 1000 f o¨ r
s t o r medveten b ia s .
32
33 s t u d i e f l a g < FALSE #Om vi v i l l j a¨mfo¨ ra med p kurvorna f r a˚n a r t i k e l n ”P
Curve : A Key to the Fi l e Drawer ” av Joseph P. Simmons (2014)
34
35 i f ( s t u d i e f l a g==TRUE) { #Skapar s t i ckproven som v i a¨ r i n t r e s e r a d e av at t
j a¨mfo¨ ra med a r t i k e l n
36 temps < seq (30 ,40 ,1 )
37 }
38
39 k1 < 50000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 0
40 k2 < 50000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 1
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41
42 PPVplot< 0 #Best a¨mmer om v i v i l l g r a f i s k t sammansta¨ l l a PPV
43
44 i f ( PPVplot==1){ #D˚a det f i n n s f l e r s t u d i e r i H 1 a¨n i H 0
45 temps < rep (50 ,1000) #St ickprov f o¨ r va r j e i t e r a t i o n
46 k1 < 10000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 0
47 k2 < 10000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 1
48 tempk1 < seq (10 , k1 , 1 0 ) #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven
kommer f r a˚n H 0
49 tempx < 100∗ seq (1/ l ength ( temps ) ,1 ,1/ l ength ( temps ) ) #Proport ionerna
mellan s t u d i e r f r a˚n H 0 och H 1
50 }
51
52 i f ( PPVplot==2){ #D˚a det f i n n s f l e r s t u d i e r i H 0 a¨n i H 1
53 temps < rep (50 ,1000) #St ickprov f o¨ r va r j e i t e r a t i o n
54 k1 < 10000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 0
55 k2 < 10000 #Totala a n t a l e t s t u d i e r da¨ r s t i ckproven kommer f r a˚n H 1
56 tempk2 < seq (10 , k2 , 1 0 ) #Totala a n t a l e t s t u d i e r da¨ r H 0 a¨ r f a l s k
57 tempx < 100∗ seq (1/ l ength ( temps ) ,1 ,1/ l ength ( temps ) )
58 }
59
60 tempH 0f < matrix (NA, l ength ( temps ) , k1 ) #Sparar a n t a l e t p va¨ rdes f o¨
r d e l n i n g a r med medveten b ia s f r a˚n H 0
61 tempH 1f < matrix (NA, l ength ( temps ) , k2 ) #Sparar a n t a l e t p va¨ rdes f o¨
r d e l n i n g a r med medveten b ia s f r a˚n H 1
62
63 tempH 0 < matrix (NA, l ength ( temps ) , k1 ) #Sparar a n t a l e t p va¨ rdes f o¨
r d e l n i n g a r med s t i c k p r o v f r a˚n H 0
64 tempH 1 < matrix (NA, l ength ( temps ) , k2 ) #Sparar a n t a l e t p va¨ rdes f o¨
r d e l n i n g a r med s t i c k p r o v f r a˚n f o¨ r H 1
65
66 PPV < matrix (0 , l ength ( temps ) , 4) #Sparar PPV med och utan b ia s f o¨ r
va r j e s t i c k p r o v
67
68 alpha < 0 .05 #s i g n f i k a n s n i v a˚n
69 mu 0 < 0 #Medelv a¨ rdet f o¨ r f o¨ rde ln ingen under H 0
70 mu 1 < 1 #Medelv a¨ rdet f o¨ r f o¨ rde ln ingen under H 1
71 sigma < 5 #Standardavv ike l sen f o¨ r den f o¨ r d e l n ing v i drar s t i c k p r o v f r a˚
n
72 b < 0 .1 #Andelen s t u d i e r som pa˚ ve rkat s av omedveten b ia s
73
74 p l o t f l a g < FALSE #Best a¨mmer om utfa l l s rummet f o¨ r ma¨ngderna ska framst a¨
l l a s g r a f i s k t .
75
76 f PV < f unc t i on (p , mu 1 , mu 0 , sigma , s t i c k p r o v ) { #Teroet i ska t a¨
t h e t s f u n k t i o n f o¨ r p va¨ rden
77 y < dnorm ( ( qnorm(1 p) ) (mu 1 mu 0) / ( sigma / s q r t ( s t i c kp r o v ) )
) / dnorm ( ( qnorm(1 p) ) )
78 re turn ( y )
79 }
80
81 f o r ( q in 1 : l ength ( temps ) ) {
82 s t i c k p r o v < temps [ q ] #Stor l eken pa˚ s t i ckproven a l l t s a˚ datan som en
s p e c i f i k s t u d i e anva¨ nder s i g av f o¨ r a t t go¨ ra e t t hypot e s t e s t .
Samma s t i c k p r o v anva¨nds f o¨ r ba˚da f o¨ rde ln ingarna .
83
25
84 i f ( p l o t f l a g == TRUE) { #Vi va¨ l j e r optimala va¨ rden f o¨ r ma¨ngderna
85 k1 < 200 #Totala a n t a l e t s t u d i e r f r a˚n H 0
86 k2 < 200 #Totala a n t a l e t s t u d i e r f r a˚n H 1
87 s t i c k p r o v < 33 #Stor l eken pa˚ s t i ckproven a l l t s a˚ datan som en
s p e c i f i k s t u d i e anva¨ nder s i g av f o¨ r a t t go¨ ra e t t hypot e s t e s t .
Samma s t i c k p r o v anva¨nds f o¨ r ba˚da f o¨ rde ln ingarna .
88 }
89
90 i f ( PPVplot == 1) { #Vi va¨ l j e r optimala va¨ rden f o¨ r ma¨ngderna
91 k1 < tempk1 [ q ] #Totala a n t a l e t s t u d i e r f r a˚m H 0
92 }
93
94 i f ( PPVplot == 2) { #Vi va¨ l j e r optimala va¨ rden f o¨ r ma¨ngderna
95 k2 < tempk2 [ q ] #Totala a n t a l e t s t u d i e r f r a˚n H 1
96 }
97
98 ####Generear p va¨ rden####
99
100 pval1 < rep (0 , k1 ) #Vektor av p va¨ rden med s t i c k p r o v f r a˚n H 0
101 pval2 < rep (0 , k2 ) #Vektor av p va¨ rden med s t i c k p r o v f r a˚n H 1
102 pvaltemp1 < rep (NA, k1 ) #Vektor av p va¨ rden f r a˚n s t i c k p r o v med
medveten b ia s f r a˚n H 0
103 pvaltemp2 < rep (NA, k2 ) #Vektor av p va¨ rden f r a˚n s t i c k p r o v med
medveten b ia s f r a˚n H 1
104
105 f o r ( i in 1 : k1 ) { #k1 stycken hypot e s t e s t da¨ r s tud i e rna antas vara f r
a˚n H 0
106 exper imenta l 0 < rnorm ( st i ckprov , mean = mu 0 , sd = sigma ) #Drar
s t i c k p r o v f r a˚n f o¨ rde ln ingen av H 0
107 Z < (mean( exper imenta l 0 ) mu 0) / ( sigma / s q r t ( s t i c kp r o v ) ) #
Test s t a t i s t i s k a f r a˚n normal f o¨ rde ln ingen
108 pval1 [ i ] < 1 pnorm(Z , 0 , 1) #Ber a¨ knar p va¨ rdet f r a˚n en standard
normal f o¨ r d e l n ing
109 i f ( pval1 [ i ] > alpha & s t i c k p r o v > 30) { #Om vi i n t e f a˚ r e t t
s i g i n i f i k a n t p va¨ rde da˚ minskar v i s t i c k p r o v e t
110 exper imenta l 0 < s o r t ( exper imenta l 0 ) #Sor t e ra r a l l a s t i c k p r o v
111 f o r ( j in 1 : ( s t i c k p r o v 30) ) { #Vi f o¨ r s o¨ ker f a˚ e t t p o t e n t i e l l t
s i g n i f i k a n t p va¨ rde som kommer t i l l f o¨ l j d av detta l i d a av
medveten b ia s
112 exper imenta l 0 < exper imenta l 0 [ 2 : l ength ( exper imenta l 0 ) ] #Vi
ta r bort det minsta s t i c k p r o v e t f r a˚n den t o t a l a ma¨ngden
113 Z < (mean( exper imenta l 0 ) mu 0) / ( sigma / s q r t ( l ength (
exper imenta l 0 ) ) ) #Vi minskar s t i c k p r o v e s s t o r l e k e n f o¨ r a t t
komma i f r a˚n mu 0 f o¨ r a t t f a˚ s i g n i f i k a n t a p va¨ rden
114 pvaltemp1 [ i ] < 1 pnorm(Z , 0 , 1) #Ber a¨ knar p va¨ rdet f r a˚n en
standard normal f o¨ r d e l n ing
115 i f ( pvaltemp1 [ i ] <= alpha ) {#Om vi lyckas f a˚ e t t s i g n i f i k a n t p
va¨ rde med medveten b ia s a v s l u t a r v i loopen t i d i g t
116 break
117 }
118 }
119 }
120 }
121
122 f o r ( i in 1 : k2 ) { #k2 stycken hypot e s t e s t da¨ r s tud i e rna antas vara f r
a˚n H 1
26
123 exper imental H 1 < rnorm ( st i ckprov , mean = mu 1 , sd = sigma ) #Vi
drar s t i c k p r o v f r a˚n H 1
124 #Vid s t o r t s t i c k p r o v antas medelv a¨ rdet av s t i ck rpoven b l i l i k a med
den a l t e r n a t i v a f o¨ r d e ln ingen s medelv a¨ rde
125 Z = (mean( exper imental H 1 ) mu 0) / ( sigma / s q r t ( s t i c k p r o v ) ) #
Test s t a t i s t i s k a f r a˚n normal f o¨ rde ln ingen
126 pval2 [ i ] < 1 pnorm(Z , 0 , 1) #Ber a¨ knar p va¨ rdet f r a˚n en standard
normal f o¨ r d e l n ing
127 i f ( pval2 [ i ] > alpha & s t i c k p r o v > 30) { #Om vi i n t e f a˚ r e t t
s i g i n i f i k a n t p va¨ rde da˚ minskar v i s t i c k p r o v e t
128 exper imental H 1 < s o r t ( exper imental H 1 ) #Sor t e ra r a l l a
s t i ckproven
129 f o r ( j in 1 : ( s t i c k p r o v 30) ) { #Vi f o¨ r s o¨ ker f a˚ e t t p o t e n t i e l l t
s i g n i f i k a n t p va¨ rde som kommer t i l l f o¨ l j d av detta l i d a av
medveten b ia s
130 exper imental H 1 < exper imental H 1 [ 2 : l ength ( exper imental H 1 )
] #Vi ta r bort det minsta s t i c k p r o v e t f r a˚n den t o t a l a ma¨
ngden
131 Z < (mean( exper imental H 1 ) mu 1) / ( sigma / s q r t ( l ength (
exper imental H 1 ) ) ) #Vi minskar s t i c k p r o v e s s t o r l e k e n f o¨ r
a t t komma na¨ rmare mu 1 f o¨ r a t t f a˚ s i g n i f i k a n t a p va¨ rden
132 pvaltemp2 [ i ] < 1 pnorm(Z , 0 , 1) #Ber a¨ knar p va¨ rdet f r a˚n en
standard normal f o¨ r d e l n ing
133 i f ( pvaltemp2 [ i ] <= alpha ) { #Om vi lyckas f a˚ e t t s i g n i f i k a n t p
va¨ rde a v s l u t a r v i loopen t i d i g t
134 break
135 }
136 }
137 }
138 }
139
140 i f ( s t i ckprov >30){ #Vi kan bara vara pa˚ verkade av medveten b ia s om v i
har e t t s t i c k p r o v s t o¨ r r e a¨n 30
141
142 pva l1 f < c ( pval1 [ pval1 <= alpha ] , pvaltemp1 [ ! i s . na ( pvaltemp1 ) ] ) #
Sl a˚ r ihop de s i g n i f i k a n t a p va¨ rdena samt de nya p va¨ rdena som a¨
r pa˚ verkade av medveten b ia s f r a˚n H 0
143
144 pva l11 f < sample ( pval1 f , k1 , r e p l a c e = FALSE) #Vi slumpar
ordningen av p va¨ rdena
145
146 pva l2 f < c ( pval2 [ pval2 <= alpha ] , pvaltemp2 [ ! i s . na ( pvaltemp2 ) ] ) #
Sl a˚ r ihop de s i g n i f i k a n t a p va¨ rdena samt de nya p va¨ rdena som a¨
r pa˚ verkade av medveten b ia s f r a˚n H 1
147
148 pva l22 f < sample ( c ( pval2 [ pval2 <= alpha ] , pva l 2 f ) , k2 , r e p l a c e =
FALSE) #Vi slumpar ordningen av p va¨ rdena
149
150 }
151
152 #####Ma¨ ngder utan medveten b ia s#####
153
154 H 1 < pval2 #Ma¨ngden s i g n i f i k a n t a p va¨ rden f r a˚n H 1
155
156 H 0 < pval1 #Ma¨ngden s i g n i f i k a n t a p va¨ rden f r a˚n H 0
157
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158 S1 < rep (NA, k1 ) #Ma¨ngden s i g n i f i k a n t a p va¨ rden f r a˚n H 0
159
160 f o r ( i in 1 : k1 ) { #Va¨ l j e r p va¨ rdena i ma¨ngden H 0 som a¨ r mindere a¨n
e l l e r l i k a med s i g n i f i k a n s niv a˚n
161 i f ( H 0 [ i ] <= alpha ) {
162 S1 [ i ] < H 0 [ i ]
163 H 0 [ i ] < NA
164 }
165 }
166
167 S2 < rep (NA, k2 ) #Ma¨ngden s i g n i f i k a n t a p va¨ rden f r a˚n H 1
168
169 f o r ( i in 1 : k2 ) { #Va¨ l j e r p va¨ rdena i ma¨ngden H 1 som a¨ r mindere a¨n
e l l e r l i k a med s i g n i f i k a n s niv a˚n
170 i f ( H 1 [ i ] <= alpha ) {
171 S2 [ i ] < H 1 [ i ]
172 H 1 [ i ] < NA
173 }
174 }
175
176 temp < round ( l ength ( S1 ) ∗ b) #Antalet p va¨ rden som a¨ r pa˚ verkade av
omedveten b ia s .
177
178 B1 < matrix (NA, k1 , 2) #Ma¨ngden s t u d i e r som har pa˚ verkat av
omedveten b ia s slumpas fram f r a˚n ma¨ngden H 1
179
180 f o r ( i in 1 : temp ) { #Ser t i l l a t t de p va¨ rden som a¨ r pa˚ verkade av
omedveten b ia s hamnar pa˚ r a¨ t t p l a t s i B2 vektorn
181 B1 [ i , 1 ] < H 0 [ i ]
182 B1 [ i , 2 ] < S1 [ i ]
183 }
184
185 H 0 [ 1 : temp ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨ rde i mer a¨
n en ma¨ngd .
186
187 S1 [ 1 : temp ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨ rde i mer a¨n
en ma¨ngd .
188
189 temp < round ( l ength ( S2 ) ∗ b) #Antalet p va¨ rden som a¨ r pa˚ verkade av
omedveten b ia s .
190
191 index < l ength ( S2 ) temp #Star t index f o¨ r va˚ r ma¨ngd B2
192
193 B2 < matrix (NA, k2 , 2) #Ma¨ngden s t u d i e r som har pa˚ verkat av
omedveten b ia s slumpas fram f r a˚n ma¨ngden H 1
194
195 f o r ( i in index : k2 ) { #Ser t i l l a t t de p va¨ rden som a¨ r pa˚ verkade av
omedveten b ia s hamnar pa˚ r a¨ t t p l a t s i B2 vektorn
196 B2 [ i , 1 ] < H 1 [ i ]
197 B2 [ i , 2 ] < S2 [ i ]
198 }
199
200 H 1 [ index : l ength ( H 1 ) ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨
rde i mer a¨n en ma¨ngd
201
202 S2 [ index : l ength ( S2 ) ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨
28
rde i mer a¨n en ma¨ngd
203
204 #####Ma¨ ngder med medveten b ia s#####
205
206 i f ( s t i ckprov >30){
207
208 H 1f < pva l22 f #Ma¨ngden s t u d i e r f r a˚n H 1 na¨ r v i har f a˚ t t fram
s i g n i f i k a n t a p va¨ rden pa˚ grund av medveten b ia s
209
210 H 0f < pva l11 f #Ma¨ngden s t u d i e r f r a˚n H 0 na¨ r v i har f a˚ t t fram
s i g n i f i k a n t a p va¨ rden pa˚ grund av medveten b ia s
211
212 S1f < rep (NA, k1 ) #S i g n i f i k a n t a p va¨ rden med medveten b ia s f r a˚n ma¨
ngden H 0
213
214 f o r ( i in 1 : k1 ) { #Va¨ l j e r p va¨ rdena med medveten b ia s f r a˚n ma¨ngden
H 0 som a¨ r mindere a¨n e l l e r l i k a med s i g n i f i k a n s niv a˚n
215 i f ( H 0f [ i ] <= alpha ) {
216 S1f [ i ] < H 0f [ i ]
217 H 0f [ i ] < NA
218 }
219 }
220
221 S2f < rep (NA, k2 ) #Ma¨ngden s i g n i f i k a n t a p va¨ rden med medveten b ia s
f r a˚n ma¨ngden H 1
222
223 f o r ( i in 1 : k2 ) { #Va¨ l j e r p va¨ rdena med medveten b ia s i ma¨ngden H 1
som a¨ r mindere a¨n e l l e r l i k a med s i g n i f i k a n s niv a˚n
224 i f ( H 1f [ i ] <= alpha ) {
225 S2f [ i ] < H 1f [ i ]
226 H 1f [ i ] < NA
227 }
228 }
229
230 temp < pva l1 f [ pva l 1 f <= alpha ] #Ma¨ngden s i g n i f i k a n t a p va¨ rden med
medveten b ia s
231
232 index < round ( k1 / l ength ( temp ) ) #Steg l a¨ngden
233
234 f 1 < rep (NA, k1 ) #Ma¨ngden p va¨ rden som har pa˚ verkat av b ia s
235
236 f o r ( i in 1 : l ength ( temp ) ) { #Ser t i l l a t t p va¨ rdena b l i r p lace rade
med j a¨mnt i n t e r v a l i en vektor
237 f 1 [ i ∗ index ] < temp [ i ]
238 }
239
240 temp < round ( l ength ( S1f ) ∗ b) #Antalet p va¨ rden som a¨ r pa˚ verkade
av b ia s (ba˚de omedveten och medveten b ia s )
241
242 B1f < matrix (NA, k1 , 3) #Ma¨ngden p va¨ rden som har pa˚ ve rkat s av
b ia s slumpas fram f r a˚n ma¨ngden H 1
243
244 f o r ( i in 1 : temp ) { #Ser t i l l a t t de p va¨ rdena som a¨ r pa˚ verkade av
b ia s hamnar pa˚ r a¨ t t p l a t s i B1 vektorn
245 B1f [ i , 1 ] < H 0f [ i ]
246 B1f [ i , 2 ] < S1f [ i ]
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247 B1f [ i , 3 ] < f 1 [ i ]
248 }
249
250 H 0f [ 1 : temp ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨ rde i
mer a¨n en ma¨ngd
251
252 S1f [ 1 : temp ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨ rde i mer
a¨n en ma¨ngd
253
254 f 1 [ 1 : temp ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨ rde i mer
a¨n en ma¨ngd
255
256 temp < pva l2 f [ pva l 2 f <= alpha ] #Ma¨ngden s i g n i f i k a n t a p va¨ rden pa˚
verkade av medveten b ia s
257
258 index < round ( k2 / l ength ( temp ) ) #Steg l a¨ngden
259
260 f 2 < rep (NA, k2 ) #Ma¨ngden p va¨ rden som har pa˚ verkat av b ia s (ba˚de
omedveten och medveten b ia s )
261
262 f o r ( i in 1 : l ength ( temp ) ) { #Ser t i l l a t t p va¨ rdena b l i r p lace rade
med j a¨mnt i n t e r v a l i en vektor
263 f 2 [ i ∗ index ] < temp [ i ]
264 }
265
266 temp < round ( l ength ( S2f ) ∗ b) #Antalet p va¨ rden som a¨ r pa˚ verkade
av b ia s .
267
268 index < l ength ( S2f ) temp #Star t index f o¨ r va˚ r ma¨ngd S2f
269
270 B2f < matrix (NA, k2 , 3) #Ma¨ngden s t u d i e r som har pa˚ verkat av b ia s
slumpas fram f r a˚n ma¨ngden H 1
271
272 f o r ( i in index : k2 ) { #Ser t i l l a t t p va¨ rdena som a¨ r pa˚ verkade av
b ia s hamnar pa˚ r a¨ t t p l a t s i B2 vektorn
273 B2f [ i , 1 ] < H 1f [ i ]
274 B2f [ i , 2 ] < S2f [ i ]
275 B2f [ i , 3 ] < f 2 [ i ]
276 }
277
278 H 1f [ index : l ength ( H 1f ) ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma
p va¨ rde i mer a¨n en ma¨ngd
279
280 S2f [ index : l ength ( S2f ) ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p
va¨ rde i mer a¨n en ma¨ngd
281
282 f 2 [ index : l ength ( f2 ) ] < NA #Vi s a¨ t t e r NA f o¨ r a t t i n t e f a˚ samma p va¨
rde i mer a¨n en ma¨ngd
283 }
284
285 i f ( p l o t f l a g == TRUE) { #Fo¨ r a t t g r a f i s k t sammansta¨ l l a ut fa l l s rummet
a v s l u t a r v i loopen ha¨ r e f te r som det kr a¨ vs bara en i t e r a t i o n f o¨ r
286 #att f a˚ va¨ rdena som bygger upp ut fa l l s rummet
287 break
288 }
289
30
290 #####PPV#####
291
292 PPV[ q , 1 ] < l ength ( pval2 [ pval2 <= alpha ] ) / ( l ength ( pval1 [ pval1 <=
alpha ] ) + length ( pval2 [ pval2 <= alpha ] ) ) #PPV. Eftersom S a¨ r pa˚
verkad av om vi ber a¨ knar omedveten b ia s i va˚ r model kan v i i n t e
anva¨nda S och anva¨ nder i s t a¨ l l e t l ength ( p v a l i [ p v a l i <= alpha ] ) ( i
=1 e l l e r 2 beroende pa˚ v i l k e n ma¨ngde v i anva¨ nder ) . Samma sak ga¨
l l e r f o¨ r H 1 och v i anva¨ nder i s t a¨ l l e t pval2 da˚ .
293 PPV[ q , 2 ] < l ength ( pval2 [ pval2 <= alpha ] ) / ( l ength ( S1 [ ! i s . na ( S1 ) ] ) +
length ( S2 [ ! i s . na ( S2 ) ] ) + length (B1 [ ! i s . na (B1) ] ) + length (B2 [ ! i s .
na (B2) ] ) ) #PPV med omdeveten b ia s . Fo¨ r H 1 ga¨ l l e r samma sak som
ovan .
294
295 tempH 0 [ q , 1 : k1 ] < pval1 #Sparar va˚ ra p va¨ rden f r a˚n H 0 f o¨ r e t t
s p e c i f i k t s t i c kp r o v
296 tempH 1 [ q , 1 : k2 ] < pval2 #Sparar va˚ ra p va¨ rden f r a˚n H 1 f o¨ r e t t
s p e c i f i k t s t i c kp r o v
297
298 i f ( s t i ckprov >30 ) { #Om vi har e t t s t i c k p r o v pa˚ mer a¨n 30 l i d e r minst
na˚ gra av va˚ ra p va¨ rden av medveten b ia s
299 PPV[ q , 3 ] < l ength ( pva l22 f [ pva l22 f <= alpha ] ) / ( l ength ( pva l11 f [
pva l11 f <= alpha ] ) + length ( pva l22 f [ pva l22 f <= alpha ] ) ) #PPV
med medveten b ia s Eftersom S1f a¨ r pa˚ verkad av om v i ber a¨ knar
b i a s i va˚ r model kan v i i n t e anva¨nda S1f och anva¨ nder i s t a¨ l l e t
l ength ( p v a l i i f [ p v a l i i f <= alpha ] ) ( i=1 e l l e r 2 beroende pa˚
v i l k e n ma¨ngde v i anva¨ nder ) . Samma sak ga¨ l l e r f o¨ r H 1f och v i
anva¨ nder i s t a¨ l l e t pva l22 f da˚ .
300 PPV[ q , 4 ] < l ength ( pva l22 f [ pva l22 f <= alpha ] ) / ( l ength ( S1f [ ! i s . na (
S1f ) ] ) + length ( S2f [ ! i s . na ( S2f ) ] ) + length ( B1f [ ! i s . na ( B1f ) ] ) +
length ( B2f [ ! i s . na ( B2f ) ] ) ) #PPV med b ia s . Fo¨ r H 1f ga¨ l l e r samma
sak som ovan .
301
302 tempH 0f [ q , 1 : k1 ] < pva l11 f #Sparar va˚ ra p va¨ rden med medveten b ia s
f r a˚n H 0 f o¨ r e t t s p e c i f i k t s t i c k p r o v
303 tempH 1f [ q , 1 : k2 ] < pva l22 f #Sparar va˚ ra p va¨ rden med medveten b ia s
f r a˚n H 1 f o¨ r e t t s p e c i f i k t s t i c k p r o v
304 } e l s e {
305 tempH 0f [ q , 1 : k1 ] < pval1 #Sparar va˚ ra p va¨ rden f r a˚n H 0 f o¨ r e t t
s p e c i f i k t s t i c k p r o v
306 tempH 1f [ q , 1 : k2 ] < pval2 #Sparar va˚ ra p va¨ rden f r a˚n H 1 f o¨ r e t t
s p e c i f i k t s t i c k p r o v
307 }
308
309 }
310
311 #####Plot av p va¨ rden######
312
313 i f ( p l o t f l a g == FALSE & s t u d i e f l a g==FALSE & ( PPVplot !=1 & PPVplot !=2) )
{ #Vi skapar f i g u r e r f o¨ r p va¨ rdes f o¨ rde ln ingarna
314
315 c o l o r < c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) # Fa¨
rge r f o¨ r f i g u r e r
316
317 #####Utan medveten b ia s#######
318 tempbreaks < c (20 ,19 ,18 ,16 ,13 ,601) #Beho¨ ver ska la a n t a l e t breaks
manuel lt
31
319
320 data < tempH 1 [ 1 , ] [ tempH 1 [ 1 , ] <= alpha ]
321
322 breaks < tempbreaks [ 1 ]
323
324 data < data [ data >= 0.05/ breaks ]
325
326 p < seq (0 . 05/ l ength ( data ) , 0 . 05 , 0 .05/ l ength ( data ) ) #Beho¨ ver ska la
a n t a l e t p va¨ rden som v i s a¨ t t e r in i t a¨ th e t s funkt i onen med a n t a l e t
breaks
327 #(kan t a¨nka pa˚ det som a n t a l e t s t a p l a r i e t t histogram f o¨ rrutom att
v i ha¨ r i n t e r i t a r s tap la rna utan drar en l i n j e kr ing dem)
328 #f o¨ r va˚ ra s imulerade p va¨ rden f o¨ r a t t f a˚ f i g u r e r med samma a n t a l e t p
va¨ rden s a˚ a t t v i kan j a¨mfo¨ ra dem .
329
330 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
331 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im=c (0 ,10 ) ,
xl im=c ( 0 , 0 . 0 5 ) , ylab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨
rden ” , main = expr e s s i on ( ”Fo¨ rde ln ing av p va¨ rden under H” [ 1 ] ) ,
type = ” l ” , l t y =1, c o l=c o l o r [ 1 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden
under H 1 . Notera skev f o¨ r d e l n ing a˚ t ho¨ ger .
332 l i n e s (p , f PV (p , mu 1 , mu 0 , sigma , temps [ 1 ] ) , type = ’ l ’ , lwd=2, l t y
= 2 , c o l=c o l o r [ 1 ] )
333
334 f o r ( q in 2 : l ength ( temps ) ) { #Sammansta¨ l l e r g r a f i s k t r e s t e n av va˚ ra p
va¨ rden f o¨ r andra s t i c kp r o v
335
336 data < tempH 1 [ q , ] [ tempH 1 [ q , ] <= alpha ]
337
338 breaks < tempbreaks [ q ]
339
340 data < data [ data >= 0.05/ breaks ]
341
342 p < seq (0 . 05/ l ength ( data ) , 0 . 05 , 0 .05/ l ength ( data ) )
343
344 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
345 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ” l ” ,
l t y =1, c o l=c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under H 1
. Notera skev f o¨ r d e l n ing a˚ t ho¨ ger .
346 l i n e s (p , f PV (p , mu 1 , mu 0 , sigma , temps [ q ] ) , type = ’ l ’ , lwd=2,
l t y = 2 , c o l=c o l o r [ q ] )
347
348 }
349
350 l egend ( x = ”top r i gh t ” , l egend = c ( exp r e s s i on ( ”n ”[ 0 ]∗”= 3 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n
”[ 1 ]∗”= 5 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) )
, c o l = c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) ,
l t y = 1 , cex = 0 . 6 )
351
352 data < tempH 0 [ 1 , ] [ tempH 0 [ 1 , ] <= alpha ]
353
354 breaks < 100
355
32
356 data < data [ data >= 0.05/ breaks ]
357
358 p < seq (0 . 05/ l ength ( data ) , 0 . 05 , 0 .05/ l ength ( data ) ) #I n t e r v a l f o¨ r
t e o r e t i s k a p va¨ rden
359
360 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
361 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im=c (0 , 2 ) ,
xl im=c ( 0 , 0 . 0 5 ) , ylab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨
rden ” , main = expr e s s i on ( ”Fo¨ rde ln ing av p va¨ rden under H” [ 0 ] ) ,
type = ” l ” , l t y =1, c o l=c o l o r [ 1 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden
under H 0 . Notera l i k f o r m i g f o¨ r d e l n ing .
362 l i n e s (p , f PV (p , mu 0 , mu 0 , sigma , temps [ 1 ] ) , type = ’ l ’ , lwd=2, l t y
= 2 , c o l=c o l o r [ 1 ] )
363
364
365 f o r ( q in 2 : l ength ( temps ) ) {
366
367 data < tempH 0 [ q , ] [ tempH 0 [ q , ] <= alpha ]
368
369 data < data [ data >= 0.05/ breaks ]
370
371 p < seq (0 . 05/ l ength ( data ) , 0 . 05 , 0 .05/ l ength ( data ) )
372
373 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
374 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ” l ” ,
l t y =1, c o l=c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under H 0
. Notera l i k f o r m i g f o¨ r d e l n ing .
375 }
376 l egend ( x = ”bot tomle f t ” , l egend = c ( exp r e s s i o n ( ”n ”[ 0 ]∗”= 3 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n
”[ 1 ]∗”= 5 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) )
, c o l = c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) ,
l t y = 1 , cex = 0 . 6 )
377
378
379 data < cbind ( tempH 1 [ 1 , ] , tempH 0 [ 1 , ] )
380 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
381 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im = c (0 , 5)
, y lab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨ rden ” , main =
expr e s s i on ( ”Fo¨ rde ln ing av kombinerade p va¨ rden ”) , type = ” l ”)
382
383 f o r ( q in 2 : l ength ( temps ) ) {
384 data < cbind ( tempH 1 [ q , ] , tempH 0 [ q , ] )
385 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
386 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = q , c o l = c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av kombinerade p
va¨ rden under H 0 och H 1
387 }
388 l egend ( x = ”top r i gh t ” , l egend = c ( exp r e s s i on ( ”n ”[ 0 ]∗”= 3 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n
”[ 1 ]∗”= 5 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) )
, c o l = c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) ,
l t y = 1 : l ength ( temps ) , cex = 0 . 7 )
389
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390
391 #####Medveten b ia s#####
392
393 tempdata < tempH 0f [ l ength ( temps ) , ]
394 temph < h i s t ( tempdata [ tempdata <= alpha ] , breaks = 100 , p l o t = FALSE
) #Vi beho¨ ver det s t o¨ r s t a procent a n t a l e t f r a˚n s t i ckproven pa˚ y
axe ln som v i f a˚ r f r a˚n detta s t i c k p r o v
395
396 data < tempH 0f [ 1 , ]
397 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
398 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im = c (0 , 5)
, y lab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨ rden ” , main =
expr e s s i on ( ”Fo¨ rde ln ing av p va¨ rden med medveten b ia s under H”
[ 0 ] ) , type = ” l ” , c o l = c o l o r [ 1 ] , l t y = 1)
399 #Ritar f o¨ rde ln ingen av p va¨ rden under H 0 utan medveten b ia s
400
401 f o r ( q in 2 : l ength ( temps ) ) {
402 data < tempH 0f [ q , ]
403 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
404 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = q , c o l = c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under
H 0 med medveten b ia s . Notera en va¨ n s t e r skev f o¨ r d e l n ing .
405 }
406 l egend ( x = ” t o p l e f t ” , l egend = c ( exp r e s s i on ( ”n ”[ 0 ]∗”= 3 0 ”) , exp r e s s i on
( ”n ”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 5 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i o n ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) ) , c o l = c ( ”
black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) , l t y = 1 :
l ength ( temps ) , cex = 0 . 7 )
407
408 data < tempH 1f [ 1 , ]
409 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
410 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im = c (0 , 5)
, y lab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨ rden ” , main =
expr e s s i on ( ”Fo¨ rde ln ing av p va¨ rden med medveten b ia s under H”
[ 1 ] ) , type = ” l ”)
411 #Ritar f o¨ rde ln ingen av p va¨ rden under H 1 utan medveten b ia s
412
413 f o r ( q in 2 : l ength ( temps ) ) {
414 data < tempH 1f [ q , ]
415 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
416 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = q , c o l = c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under
H 1 med medveten b ia s . Notera en u formad f o¨ rd e ln ing na¨ r v i
har medveten b ia s .
417 }
418 l egend ( x = ”top r i gh t ” , l egend = c ( exp r e s s i on ( ”n ”[ 0 ]∗”= 3 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n
”[ 1 ]∗”= 5 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) )
, c o l = c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) ,
l t y = 1 : l ength ( temps ) , cex = 0 . 7 )
419
420 data < cbind ( tempH 1f [ 1 , ] , tempH 0f [ 1 , ] )
421 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
422 p lo t ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , yl im = c (0 , 5)
, y lab = ”Procent av p va¨ rden [%] ” , xlab = ”P va¨ rden ” , main =
expr e s s i on ( ”Fo¨ rde ln ing av kombinerade p va¨ rden med medveten b ia s
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”) , type = ” l ”)
423
424 f o r ( q in 2 : l ength ( temps ) ) {
425 data < cbind ( tempH 1f [ q , ] , tempH 0f [ q , ] )
426 h < h i s t ( data [ data <= alpha ] , breaks = 100 , p l o t = FALSE)
427 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = q , c o l = c o l o r [ q ] ) #Ritar f o¨ rde ln ingen av kombinerade p
va¨ rden under H 0 och H 1 med medveten b ia s . Notera u formad f o¨
rd e ln ing .
428 }
429 l egend ( x = ”top ” , legend = c ( expr e s s i on ( ”n ”[ 0 ]∗”= 3 0 ”) , exp r e s s i on ( ”n
”[ 1 ]∗”= 3 5 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 4 0 ”) , exp r e s s i on ( ”n ”[ 1 ]∗”= 5 0 ”) ,
exp r e s s i on ( ”n ”[ 1 ]∗”= 1 0 0 ”) , exp r e s s i o n ( ”n ”[ 1 ]∗”= 1 0 0 0 ”) ) , c o l = c ( ”
black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ”) , l t y = 1 :
l ength ( temps ) , cex = 0 . 7 )
430
431 }
432
433 #####Ja¨mfo¨ r e l s e med kurvorna i a r t i k e l n ”P Curve : A Key to the Fi l e
Drawer av Joseph P. Simmons (2014)”#####
434
435 i f ( s t u d i e f l a g==TRUE) {
436
437 c o l o r < c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ” , ”
ye l low ” , ”cyan ” , ”brown ” , ”grey ” , ”pink ” , ” v i o l e t ”)
438
439 y < c (45 ,23 ,14 ,5 , 14 )
440
441 x < c ( 0 . 0 1 , 0 . 0 2 , 0 . 0 3 , 0 . 0 4 , 0 . 0 5 )
442
443 p lo t (x , y , xl im=c ( 0 . 0 1 1 , 0 . 0 4 9 ) , yl im=range (0 , 50 ) , xlab=”P va¨ rden ” ,
ylab=”Procent av p va¨ rden [%] ” ,
444 main = expr e s s i on ( ”Fo¨ rde ln ing av p va¨ rden under H” [ 1 ] ) , pch=16)
445 l i n e s (x , y , pch=16) #Ritar l i n j e n f r a˚n s tud i en ”P Curve : A Key to the
Fi l e Drawer ” av Joseph P. Simmons (2014)
446
447 data < tempH 1 [ 5 , ] #Antar a t t v i har 5 o l i k a s t i c kp r o v ha¨ r
448 data < data [ data<=alpha +0.006] #Vi beho¨ ver addera 0 .006 e f te r som
kommandot l i n e s va¨ grar a t t r i t a l i n j e n a¨nda fram t i l l 0 .05 utan
at t den .
449 breaks < 6
450
451 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
452 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ” l ” ,
l t y = 2 , c o l = c o l o r [ 2 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under
H 0 med medveten b ia s
453
454 tempd < matrix (0 ,10 ,100)
455
456 f o r ( q in 1 : 1 0 ) {
457
458 data < tempH 1 [ 5 , ]
459 data < data [ data<=alpha +0.006]
460 data < sample ( data , 100 , r e p l a c e = FALSE)
461 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
35
breaks ) , p l o t = FALSE)
462 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = 3 , c o l= c o l o r [ 3 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under H 0
med medveten b ia s .
463 tempd [ q , ] < data
464 }
465
466 l egend ( x = ”top r i gh t ” , l egend = c ( ”P va¨ rden f r a˚n Simmons ” , exp r e s s i on
( ”n ”[ 0 ]∗”= 3 0 ”) , exp r e s s i on ( ”Simulerade p va¨den da˚ n ”[ 1 ]∗”= 1 0 0 ”) ) ,
c o l = c ( ”black ” , ”blue ” , ”purple ” , ”red ” , ”green ” , ”orange ” , ”
ye l low ” , ”cyan ” , ”brown ” , ”grey ”) , l t y = 1 : 3 , cex = 0 .5 5 )
467
468 y < c (5 , 5 , 15 , 35 , 40 )
469
470 x < c ( 0 . 0 1 , 0 . 0 2 , 0 . 0 3 , 0 . 0 4 , 0 . 0 5 )
471
472 p lo t (x , y , xl im=c ( 0 . 0 1 1 , 0 . 0 4 9 ) , yl im=c (0 ,50 ) , xlab=”P va¨ rden ” , ylab
=”Procent av p va¨ rden [%] ” ,
473 main = expr e s s i on ( ”P va¨ rdes f o¨ r d e l n ing med medveten b ia s i H”
[ 0 ] ) , pch=16)
474 l i n e s (x , y , pch=16) #Ritar l i n j e n f r a˚n s tud i en ”P Curve : A Key to the
Fi l e Drawer ” av Joseph P. Simmons (2014)
475
476 data < tempH 0 [ 1 , ]
477 data < data [ data<=alpha +0.006] #Vi beho¨ ver addera 0 .006 e f te r som
kommandot l i n e s va¨ grar a t t r i t a l i n j e n a¨nda fram t i l l 0 .05 utan
at t den .
478 breaks < 6
479
480 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
481 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ” l ” ,
l t y = 2 , c o l = c o l o r [ 2 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under
H 0
482
483 tempp < c (34) 3 0 #P o s t i t i o n e r n a f o¨ r de o l i k a s t i ckproven som v i v i l l
ha
484
485 tempd < matrix (0 ,10 ,100)
486
487 f o r ( q in 1 : 1 0 ) {
488
489 data < tempH 0f [ tempp [ 1 ] , ]
490 data < data [ data<=alpha +0.006]
491 data < sample ( data , 100 , r e p l a c e = FALSE)
492 h < h i s t ( data , breaks = seq ( min ( data ) , max( data ) , l ength . out =
breaks ) , p l o t = FALSE)
493 l i n e s ( x = h$mids , y = 100 ∗ h$dens i ty / sum( h$dens i ty ) , type = ’ l ’ ,
l t y = 3 , c o l= c o l o r [ 3 ] ) #Ritar f o¨ rde ln ingen av p va¨ rden under H 0
med medveten b ia s .
494 tempd [ q , ] < data
495 }
496
497 l egend ( x = ” t o p l e f t ” , l egend = c ( ”P va¨ rden f r a˚n Simmons ” , exp r e s s i on
( ”n ”[ 0 ]∗”= 3 0 ”) , exp r e s s i on ( ”Simulerade p va¨den da˚ n ”[ 1 ]∗”= 3 4 ”) ) ,
c o l = c ( ”black ” , ”blue ” , ”purple ”) , l t y = 1 : 3 , cex = 0 . 5 5 )
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498
499 }
500
501 #####PPV plo t#####
502
503 i f ( PPVplot==1){ #Ritar f o¨ rh a˚ l l a n d e t mellan o l i k a ma¨ ngder s t u d i e r i H 0
och H 1
504
505 p lo t ( tempx , PPV[ , 1 ]∗1 0 0 , type=’ l ’ , yl im = c (85 , 100) , yaxt = ”n ” ,
ylab = ”Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t
mellan s t u d i e r f r a˚n H”[ 0 ] ∗ ”och H”[ 1 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”
Fo¨ rde ln ing av PPV”) ) #Fo¨ rde ln ing av PPV under o l i k a r e a l t i o n e r
mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
506
507 a x i s (2 , at=c (85 ,90 ,95 ,100) , l a b e l s=c (85 ,90 ,95 ,100) , l a s =2)
508
509 p lo t ( tempx ,PPV[ , 2 ]∗1 0 0 , type=’ l ’ , yl im = c (60 , 90) , yaxt = ”n ” , ylab =
”Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 0 ] ∗ ”och H”[ 1 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med omedveten b ia s ”) ) #Fo¨ rde ln ing av PPV med
omedveten b ia s under o l i k a r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
510
511 a x i s (2 , at=c (60 ,70 ,80 ,90 ) , l a b e l s=c (60 ,70 ,80 ,90 ) , l a s =2)
512
513 p lo t ( tempx ,PPV[ , 3 ]∗1 0 0 , type=’ l ’ , yl im = c (50 ,100) , yaxt = ”n ” , ylab =
”Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 0 ] ∗ ”och H”[ 1 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med medveten b ia s ” ) ) #Fo¨ rde ln ing av PPV med
medveten b ia s under o l i k a r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
514
515 a x i s (2 , at=c (50 ,60 ,70 ,80 ,90 ,100) , l a b e l s=c (50 ,60 ,70 ,80 ,90 ,100) , l a s =2)
516
517 p lo t ( tempx ,PPV[ , 4 ]∗1 0 0 , type=’ l ’ , yl im = c (40 , 100) , yaxt = ”n ” , ylab
= ”Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 0 ] ∗ ”och H”[ 1 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med b ia s ”) ) #Fo¨ rde ln ing av PPV bia s under o l i k a
r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
518
519 a x i s (2 , at=c (40 ,50 ,60 ,70 ,80 ,90 ,100) , l a b e l s=c (40 ,50 ,60 ,70 ,80 ,90 ,100) ,
l a s =2)
520
521 }
522
523 i f ( PPVplot==2){ #Ritar f o¨ rh a˚ l l a n d e t mellan o l i k a ma¨ ngder s t u d i e r i H 1
och H 0
524
525 p lo t ( tempx ,PPV[ , 1 ]∗1 0 0 , type=’ l ’ , yl im = c (0 , 100) , yaxt = ”n ” , ylab =
”Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 1 ] ∗ ”och H”[ 0 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV”) ) #Fo¨ rde ln ing av PPV under o l i k a r e a l t i o n e r
mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
526
527 a x i s (2 , at=c (0 ,20 ,40 ,60 ,80 ,100) , l a b e l s=c (0 ,20 ,40 ,60 ,80 ,100) , l a s =2)
528
529 p lo t ( tempx ,PPV[ , 2 ]∗1 0 0 , type=’ l ’ , yl im = c (0 , 70) , yaxt = ”n ” , ylab = ”
Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
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s t u d i e r f r a˚n H”[ 1 ] ∗ ”och H”[ 0 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med omedveten b ia s ”) ) #Fo¨ rde ln ing av PPV med
omedveten b ia s under o l i k a r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
530
531 a x i s (2 , at=c (0 ,10 ,20 ,30 ,40 ,50 ,60 ,70 ) , l a b e l s=c
(0 ,10 ,20 ,30 ,40 ,50 ,60 ,70 ) , l a s =2)
532
533 p lo t ( tempx ,PPV[ , 3 ]∗1 0 0 , type=’ l ’ , yl im = c (0 , 50) , yaxt = ”n ” , ylab = ”
Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 1 ] ∗ ”och H”[ 0 ] ∗ ” [ % ] ”) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med medveten b ia s ” ) ) #Fo¨ rde ln ing av PPV med
medveten b ia s under o l i k a r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
534
535 a x i s (2 , at=c (0 ,10 ,20 ,30 ,40 ,50 ) , l a b e l s=c (0 ,10 ,20 ,30 ,40 ,50 ) , l a s =2)
536
537 p lo t ( tempx ,PPV[ , 4 ]∗1 0 0 , type=’ l ’ , yl im = c (0 , 50) , yaxt = ”n ” , ylab = ”
Procent av PPV [%] ” , xlab = expr e s s i on ( ”Fo¨ rh a˚ l l a n d e t mellan
s t u d i e r f r a˚n H”[ 1 ] ∗ ”och H”[ 0 ] ∗ ” [%]” ) , main = expr e s s i on ( ”Fo¨
rde ln ing av PPV med b ia s ”) ) #Fo¨ rde ln ing av PPV bia s under o l i k a
r e a l t i o n e r mellan H”[ 0 ] ∗ ”och H”[ 1 ] ”
538
539 a x i s (2 , at=c (0 ,10 ,20 ,30 ,40 ,50 ) , l a b e l s=c (0 ,10 ,20 ,30 ,40 ,50 ) , l a s =2)
540
541 }
542
543 #####Plot av ma¨ ngder######
544 i f ( p l o t f l a g == TRUE) { #Vi skapar ma¨ngderna och deras f i g u r e r
545 p lo t ( H 0 [ H 0 > alpha ] , yl im = c (0 , 1) , pch = 1 , yaxt = ”n ” , c o l = ”
black ” , ylab = ”” , xlab = ”Stud i e r ” , main = expr e s s i o n ( ”H” [ 0 ] ) )
#Figure f o¨ r p va¨ rden frpn ma¨ngden H 0
546 po in t s ( S1 , pch = 1 , c o l = ”black ”)
547 po in t s (B1 [ 1 : k1 , 1 ] , pch = 1 , c o l = ”black ”)
548 po in t s (B1 [ 1 : k1 , 2 ] , pch = 1 , c o l = ”black ”)
549 a b l i n e (h = 0 .05 , c o l = ”black ”)
550 a b l i n e ( v = b ∗ k1 , c o l = ”black ”)
551
552 p lo t (H 1 , c o l = ”black ” , ylim = c (0 , 1) , pch = 1 , yaxt = ”n ” , ylab =
”P va¨ rden ” , xlab = ”Stud i e r ” , main = expr e s s i on ( ”H” [ 1 ] ) ) #
Figure f o¨ r p va¨ rden f r a˚n ma¨ngden H 1
553 po in t s ( S2 , pch = 1 , c o l = ”black ”)
554 po in t s (B2 [ 1 : k2 , 1 ] , pch = 1 , c o l = ”black ”)
555 po in t s (B2 [ 1 : k2 , 2 ] , pch = 1 , c o l = ”black ”)
556 a b l i n e ( v = (1 b) ∗ k2 , c o l = ”black ”)
557 a b l i n e (h = 0 .05 , c o l = ”black ”)
558
559 p lo t ( H 0f , c o l = ”black ” , ylim = c (0 , 1) , pch = 1 , yaxt = ”n ” , ylab
= ”” , xlab = ”Stud i e r ” , main = expr e s s i on ( ” St i ckprov med b ia s
under H” [ 0 ] ) ) #Figure f o¨ r p va¨ rden i ma¨ngden H 0 med b ia s
560 po in t s ( S1f , pch = 1 , c o l = ”black ”)
561 po in t s ( B1f [ 1 : k1 , 1 ] , pch = 1 , c o l = ”black ”)
562 po in t s ( B1f [ 1 : k1 , 2 ] , pch = 1 , c o l = ”black ”)
563 po in t s ( B1f [ 1 : k1 , 3 ] , pch = 1 , c o l = ”black ”)
564 po in t s ( f1 , pch = 16 , c o l = ”black ”)
565 a b l i n e ( v = b ∗ k1 , c o l = ”black ”)
566 a b l i n e (h = 0 .05 , c o l = ”black ”)
567
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568 p lo t ( H 1f , c o l = ”black ” , yl im = c (0 , 1) , pch = 1 , yaxt = ”n ” , ylab
= ”P va¨ rden ” , xlab = ”Stud i e r ” , main = expr e s s i on ( ” St i ckprov med
b ia s under H” [ 1 ] ) ) #Figure f o¨ r p va¨ rden i ma¨ngden H 1 med b ia s
569 po in t s ( S2f , pch = 1 , c o l = ”black ”)
570 po in t s ( B2f [ 1 : k2 , 1 ] , pch = 1 , c o l = ”black ”)
571 po in t s ( B2f [ 1 : k2 , 2 ] , pch = 1 , c o l = ”black ”)
572 po in t s ( B2f [ 1 : k2 , 3 ] , pch = 1 , c o l = ”black ”)
573 po in t s ( f2 , pch = 16 , c o l = ”black ”)
574 a b l i n e ( v = (1 b) ∗ k2 , c o l = ”black ”)
575 a b l i n e (h = 0 .05 , c o l = ”black ”)
576
577 }
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