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A decomposition for k-ary relations over a finite set with k 3 3 is defined as an extension of a 
decomposition for directed graphs. It is proved that a general decomposition theory can be 
applied to the decomposition of k-ary relations. A consequence is a theorem that asserts the 
uniqueness of a decomposition of any k-ary relation into smaller k-ary relations being either 
indecomposable or “highly” decomposable. Those “highly” decomposable k-ary relations are 
completely characterized. The connection of this decomposition of k-ary relations with the 
substitution decomposition is described. 
1. Introduction 
In this paper we deal with the split decomposition based on a general 
decomposition theory due to W.H. Cunningham and J. Edmonds [l]. This 
decomposition theory has been applied to matroids, directed and undirected 
graphs, set systems, submodular functions and distributive lattices [l-6]. Of 
central importance are the unique decomposition theorems that can be derived 
already in the general theory. These theorems guarantee the existence of a 
unique decomposition in indecomposable and certain highly decomposable 
structures. For the application of the decomposition theory to special discrete 
structures, the characterization of these highly decomposable structures is of main 
importance. 
On the other hand, the connection of the split decomposition with other 
methods of decomposition is of interest. Particularly, the split decomposition may 
be viewed as an extension of the substitution decomposition [7], which has been 
applied to many discrete structures, including also k-ary relations with applica- 
tions to non-deterministic automata, in which k-ary relations occur as control 
relations [8,9]. 
For most classes of structures, there is also a split decomposition theory if there 
is a substitution decomposition. The class of k-ary relations forms one of the rare 
exceptions (besides partial orders and Boolean functions). It is the aim of this 
paper to close this gap by introducing a split decomposition for k-ary relations, 
for k > 2, that is an extension of the split decomposition for directed graphs, and 
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fits into the general decomposition theory. As a consequence, we obtain the 
existence of a unique minimal decomposition, each of whose members is either 
indecomposable or highly decomposable. These highly decomposable k-ary 
relations, the so called brittle and semibrittle relations, are completely charac- 
terized. This characterization makes use of the knowledge about the brittle and 
semibrittle directed graphs [2], because they must appear as the binary projec- 
tions of the brittle and semibrittle k-ary relations. It turns out that these binary 
relations are interrelated in a small number of possible patterns. For instance, 
directed stars (a class of brittle binary relations) must have the same center, 
complete digraphs fulfill a transitivity relation and circles of transitive tourna- 
ments (the class of semibrittle binary relations) must be of the same type, namely 
a directed chordless cycle. As a consequence, the brittle and semibrittle k-ary 
relations have for k > 2, a more rigid structure than in the binary case. 
2. Decomposition frame 
In this section we introduce the general decomposition theory developed by W.H. 
Cunningham and J. Edmonds [l]. 
Let Y be a class of structures (e.g. directed graphs), and let M be a function 
defined on Y such that for each S E YM(S) is a finite set. Let --, be a relation 
associating elements S E Y to two-element subsets {S,, S,} of Y, written S+ 
{S,, S,>. M(S) may b e interpreted as the ground set of S, and S ---* {S,, S,} as 
decomposing S into two (smaller) structures S,, S,. 
The triple (S, M, --, ) is called a decomposition frame if the following four 
axioms are satisfied. 
Al. If S+ {S,, S,} then for some m $ M(S) and some partition {MI, M,} of M(S) 
with IMII, lM21 > 2, we have M(SJ = MI U {m} and M(h) = M2 U {m}. 
{S,, S,} is called a simple decomposition of S, m is called the marker of the 
simple decomposition and {MI, M,} is called the split of S corresponding to the 
simple decomposition. 
A2. For a split {MI, M,} of S E 9’ and m $ M(S) there is exactly one simple 
decomposition {S, , &} of S with marker m corresponding to {MI, M,}. 
For a split {MI, M,} of S and m $ M(S) we denote by S(M,; m), t = 1 and 2, 
the unique element of Y such that 
M(S(M; m)) = M U {m> and S-+ {S(M,; m), S(M2; m)}. 
A3. Let {MI, M,} be a split of S E .Y, let A c MI and m $ M(S). Then {A, M(S)\A} 
is a split of S if and only if {A, (MI U {m})\A} is a split of S(M,; m). 
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A4. Let {MI, M,}, { M3, M,} be splits of S E 9’ such that M3 c MI and let 
m, n $ M(S), m #n. Then 
S(MI; m)(M,; n) = S(M3; n) 
S(M,; m)(M,\M, U {m}; n) = S(M4; n)(M,\M, U {n}; m). 
In general, we call the elements S E 9 the objects of the decomposition frame and 
M(S) the set of cells of S. 
A decomposition D of S is defined inductively to be either {S} or a set obtained 
from a decomposition D’ of S by replacing an object S, of D’ by the objects of a 
simple decomposition of S,, where the marker of this simple decomposition is not 
a cell of any member of D’. If D” is obtained from D by a (non-empty) sequence 
of such operations, then D” is said to be a (strict) refinement of D. If the sequence 
consists of exactly one operation, the refinement is simple. Two decompositions 
D, 0’ of S are equivalent if D’ can be obtained from D by replacing some of the 
markers D by markers of D’. In the following we identify equivalent 
decompositions. 
The decomposition D of S is minimal with some property P if D has P and 
there does not exist a decomposition D’ of S also having P, such that D is a strict 
refinement of D’. A decomposition D is trivial if IDI = 1. An object S E Y is 
prime if it has no non-trivial decomposition. Partitions {A,, A*} and {B,, B2} of a 
set M are said to cross if AI rl B1, A, fl&, AZn B1 and A2 n B2 are all 
non-empty. A split of S E 9’ is a good split if it is crossed by no other split of S. 
Now, for a decomposition frame (9, M, +-) the following unique decomposi- 
tion theorems are true [l]: 
Theorem 1. Let S E 9’. Then S has a unique minimal decomposition, each of 
whose objects has no good split. 
Obviously a prime object of Y cannot have a good split. But there may exist 
non-prime objects of Y which have no good split. In order to characterize these, 
we mention another very important property. 
A decomposition frame (9, M, -+ ) has the intersection property if, whenever 
{Mi, Mz] and {M,, Ma] are splits of S E 9’ such that IMI n M31 3 2 and MI U M3 # 
M(S), then {MI rl M,, Mz U M4} is a split of S. 
We say that S E Y is brittle if [M(S)1 3 4 and every partition {MI, M2} of M(S) 
such that IMJ, lMzl 3 2 is a split of S. We say that S E 9’ is semibrittle if 
M(S) = {mo, ml, . . . , m,_1} and the splits of S are precisely the partitions of 
M(S) of the form {{mi+i, mi+z, . . . , mi+i>, {mi+j+l, mi+j+z, . . . , mi>>, where 
subscripts are modulo n and j, n - j 3 2. 
Theorem 2. Let (9, M, --* ) be a decomposition frame having the intersection 
property, and let S E 9. Then S has an unique minimal decomposition, each of 
whose objects is prime, brittle or semibrittle. 
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3. Decomposition of directed graphs 
W.H. Cunningham showed that this general decomposition theory can be applied 
to directed graphs [2]. We will see that the decomposition of k-ary relations, 
which will be defined in Section 4 is an extension of the decomposition of 
directed graphs, which can be interpreted as binary relations. Therefore we now 
‘present the most important results of the decomposition theory of directed 
graphs, that are needed later. 
Let G be a directed simple graph with finite vertex-set V(G) and edge-set 
E(G). $ is the class of all directed graphs, also called digruphs. 
Definition 1. Let G,, G2 be directed graphs having vertex-sets VI U {v}, V, U {v} 
respectively, where {VI, V,} is a partition of the set V and u $ V. We define a 
directed graph G = Gi * G2, the composition of G, with G,, to have vertex-set V 
and edge-set 
E(G) = (6, Y):(K Y) E E(G) UE(Gh x #II +Y) U {(x, Y):(x, ~1 EE(G) 
and (v Y) E E(G) or 6, ~1 E E(G) and (v Y) E E(G)). 
If G = (V, E) E 93 and G, = (V,U {v}, Et) E 3, t= 1 and 2, and {VI, V,} is a 
partition of V such that IV,l, IV,1 L 2 and v $ V, we define + to be: 
G-B {G,, G,} if and only if G = G1 * G2. 
The composition is illustrated in Fig. 1. 
Theorem 3. (G, V, * ) is a decomposition frame. 
As a consequence of Theorem 3 (G, V, -+ ) satisfies Theorem 1. The 
intersection property is not generally true for digraphs, so we state the following 
restriction. 
Definition 2. A digraph G is diconnected if for all, A, B c A c V(G) we have 
6(A):={(x,y):(x,y)~E(G),x~A,y4A}f0. 
It is easy to prove that, if G + { Gi, Gz}, then G is diconnected if and only if 
G,, G, are diconnected. Therefore the class of diconnected digraphs is closed 
Fig. 1. The composition G of G1 with Gz. 
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under decomposition and we are justified in restricting the digraph de- 
composition theory to diconnected digraphs. 
Theorem 4. Let 9 be the class of all diconnected digraphs. (3, V, + ) is a 
decomposition frame that has the intersection property. 
Hence each diconnected digraph has an unique minimal decomposition, each of 
whose members is prime, brittle or semibrittle. The brittle and semibrittle 
digraphs have been completely characterized. 
Definition 3. A digraph G is dicomplete if E(G) = {(x, y) :x, y E V(G), x # y }. 
G is a distar with center u E V(G) if E(G) = {(u, x), (x, u):x E V(G)\(u)}. G is 
a circle of transitive tournaments (CIT) if for some ordering uo, u,, . . . , u,,_~ 
of V(G) and integers O=pl<pz< - - - <pk <P~+~ = n we have E(G) = 
{{Vi, Vj} :3f E (1, . * - ) k} :pt ai <j dpt,,}. We say that the CIT is of type 
(k-PI, P3 -P2, * * * ) Pk+l -Pk)* 
A C’IT of type (1,2,4,2,3) is illustrated in Fig. 2. 
Now the following important unique decomposition theorem for diconnected 
digraphs is true. 
Theorem 5. Each diconnected igraph has a unique minimal decomposition, each 
of whose members is prime, dicomplete, a distar or a circle of transitive 
tournaments. 
We state another useful characterization of a split of diconnected digraphs, 
if and only if for t = 1 and 2, 
which is easy to prove. 
Lemma 6. {VI, V2} is a split of the digraph G 
(XI, XZ), (n, y2) E W9 implies h ~2) E S(V). 
Fig. 2. A CTT of type (1,2,4,2,3). 
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4. Decomposition of k-ary relations 
In this section a decomposition of k-ary relations is defined for k 2 2 which 
contains for k = 2 the decomposition of digraphs as a special case. It is shown that 
this definition fulfills the properties of the decomposition frame. As a consequence 
the main unique decomposition theorems are satisfied for k-ary relations. The 
brittle and semibrittle k-ary relations are then completely characterized. 
Let V be a finite set, k a positive integer and E E V’. R = (V, E) is a k-ary 
relation over V. Relations which differ only in tuples of the form (x, . . . , x) are 
equivalent. S?@‘ is the class of all k-ary relations, where k is arbitrary, but fixed. 
Definition 4. Let R = (V, E) E .9’ and R, = (V, U {v}, Et) E 5%’ for c = 1 and 2, 
where {VI, V,} is a partition of V such that 1 VJ, IV,( 5 2 and v 4 V. We define + 
to be: R+ {RI, R2} if and only if 
1. E, = (E - V,-,) U {a(‘) = (a’:‘, . . . , at)) : 3a E E such that a?’ = aj eaj E V,, 
a!‘) = v otherwise 
ai $ VW}. 
7 for i E { 1 > . * - 7 k}},whereE-V,_,:={aEE:Vj~{l,...,k} 
2. Va = (a,, . . . , a& b = (b,, . . . , bk) E E where 3i, j E (1, . . . , k}, ai, bi E V, 
and aj, bj E V+_, implies a’ = (a,, . . . , ai-1, bi, a,+l, . . . , ak) E E. 
Remark. Notice that Definition 4.2, for k = 2 is just the condition of Theorem 6. 
Hence Definition 4 contains the decomposition of digraphs as a special case. 
Example. Let R = (V, E) with V = (0, 1, 2, 3) and E = ((0, 1, 1), (1, 2, 2), 
(2, 3, 3), (0, 0, l), (1, 1, 2), (2, 2, 3)}, VI = (0, l}, V, = (2, 3). It is easy to verify 
that for the partition {VI, V,} of V condition 2 of Definition 4, is satisfied, and 
we have R+ {RI, R,}, where RI = (VI U {4}, E,) and R2 = (V2U {4}, EJ with 
El = ((0, 1, l), (1,4,4), (0, 0, I), (1, 1, 4)}, EZ = {(4,2,2), (2, 3, 3) (4, 4,2), 
(2, 273)). 
Theorem 7. (S?‘, V, + ) is a decomposition frame. 
Proof. Axioms Al and A2 are true because of Definition 4.1. A3 and A4 follow 
from Definition 4.2. 
As a consequence of the definition of ---, we obtain Theorem 8. 
Theorem 8. Let RI, R2 E 3’ where R, = (v U {v}, E,} for t = 1 and 2 and 
{V,, V,} is a partition of V, v 4 V. Let R = RI * R2 be the k-ary relation over V 
with 
E(R):= {a:a~EIUEpwithai#vforalli~{l,...,k}} 
U {a : 3a(‘) E E,\{(v, . . . , v)}, a(*) E E2\{(v, . . . , v)} 
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such that for all i E (1, . . . , k}, a$‘) = v iff ai # v and a, = a)‘) if a$‘) E VI, 
ai = a$*) if a!*) E V,}. (R is the composition of R, with R2.) 
Then R-, (R,, R2) implies R = R, *R,. 
Remark. For k-ary relations with k 2 3 the converse is generally not true, in 
contrast to the special case of digraphs, where compositions and decompositions 
are equivalent. 
Counterexample. Let R = (V, E) with V = (0, 1, 2, 3) and E = ((0, 1, 2), 
(1, 2, 3) (1, 3, O), (2, 0, l), (3, 2,O)). Then R = RI * R, where RI = (VI, E,) and 
R2= (V,, Rz) with V, = (0, 1, 4}, V,= (2, 3, 4) and El = ((0, 1, 4), (1, 4, 4), 
(1, 4, O), (4, 0, I), (4, 4, O)}, Ez = ((4, 4, 2), (4, 2, 3), (4, 3, 4), (2, 4,4), 
(3, 2, 4)). But {K\(4), b\(4)} is not a split of R, since (0, 1,2), (1,2,3) E E but 
(0, 123) $ E. 
The following definition and Lemma 9 will be very useful for the characteriza- 
tion of the brittle and semibrittle k-ary relations. 
Definition 5. Let R = (V, E) E 9’. Then the digraphs pr,(R) = (V, pr,(E)) with 
edge-set pr;j(E)={(x,y):3aEE, ai=x, aj=y andx#y} for i,jE{l,...,k}, 
i #j are called the projections of R on the ith and jth position. 
Lemma 9. If R = (V, E) E Sk where {VI, V,} is a split of R with corresponding 
simple decomposition {R,, R2} and marker v $ V, then {V,, V,} is a split of pr,(R) 
for all i, j E { 1, . . . , k} with corresponding simple decomposition {prij(R,), 
pr,(R,)} and marker v. 
Proof. The result follows easily from Definition 4 and Definition 5. 
Remark. By the above counterexample it is easy to see that the converse of 
Lemma 9 is generally not true. 
To ensure that the intersection property is satisfied we must, as in the case of 
digraphs, require certain connectedness properties. 
Definition 6. A k-ary relation R = (V, E) is strongly connected if for all 
A,OcAcV and for all i,jE{l,. ..,k} there exists a=(a,,.. . ,a,)EE such 
that ai EA and a, eAC (AC:= WA). 
Remark. R is strongly connected if and only if for all i, j E { 1, . . . , k} pr,(R) 
is diconnected. 
Theorem 10. If R E 9i!’ is strongly connected and R + {R, , R,}, then RI and R2 
are also strongly connected. 
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Proof. Consider the projections. 
Hence the class of strongly connected k-ary relations is also a decomposition 
frame and we are justified in restricting to the strongly connected k-ary relations. 
Theorem 11. Let ak be the class of all strongly connected k-ary relations. 
(ak, V, --, ) satisfies the intersection property. 
Proof. Let R = (V, E) E 28’ and {I’,, V,}, {V,, V,} be splits of R with 1 VI fl V,l 2 
2 and VI U V,# V. Let a, b E E with ai, bi E VI fl V, and aj, bi E V, U V,. If 
aj, bi E V, or ai, bi E V,, then 
a’ = (ai, . . . , aj-1, bi, aj+l, . . . , a& b’ = (b,, . . . , bj-1, aj, bj+l, . . . , bk) E E 
since {V,, V,}, {V,, V,} respectively are splits of R, and therefore {VI n V,, V, U 
V,} is a split of R too. 
So assume that ai E V,\V, = V, fl V, and bj E V,\V, = V, fl VI. Since R is strongly 
connected there exists a c E E with ci E VI U V, and cj E V, U V,. We may assume 
that ci E VI fl V,, for suppose ci E VI/V3 (the case ci E V,\V, is similar), then 
c’ = (ci, . . . , ci-l, aj, ci+l, . . . , ck) E E since {VI, V,} is a split of R and c’ has the 
required property that c: = ai E VI n V,, c,! = Cj E V, n V,. 
Hence c E E, ci E VI fl V,, Cj E V, n V,, a E E and {VI, V,} being a split of R 
imply that a’ = (aI, . . . , aj-1, Cj, aj+l, . . . , ak) E E, and since {V,, V,} is a split of 
R we have b’ = (bI, . . . , bi_I, ai, bi+l, . . . , bk) E E and a”= (aI, . . . , ai_,, bj, 
aj+i,. . . 7 ak) E E. Consequently {VI fl V,, V, U VI} is a split of R, as required. 
Now the general decomposition theory ensures: 
Theorem 12. Each strongly connected k-ary relation has a unique minimal 
decomposition, each of whose members is prime, brittle or semibrittle. 
We now present a few special types of strongly connected k-ary relations. 
Theorem 13 and Theorem 14 state that these are precisely the brittle and 
semibrittle k-ary relations if k > 3. 
Definition 7. Let V be a finite set, x E V and T = {T,, . . . , T,} be a partition of 
the index-set { 1, . . . , k}. Rx,= = (V, Ex,T) is the k-ary relation with 
E x,~:= IQ Ex,, 
where 
E x,T:={aEVk:aj#x+jE?;} 
for 1 G i sm. For a finite set V with ordering 0, . . . , n - 1 of V, R, = (V, E,) is 
the k-ary relation with E, := {a E Irk : 3 E { 1, . . . , k - l} 3s E V such that aj = 
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s Vj G i and ai = s + 1 Vj > i} where the addition is taken modulo IZ. If n is a 
permutation on the index-set (1, . . . , k}, R,, = (V, E,,) is the k-ary relation 
with E,, := {ant = (a,(+ . . . , a,(,)) : a = (a,, . . . , a,J E E,}. 
Remark. Let V be a finite set, k a possible integer. Special cases of Definition 7 
are: 
1. m=k, T,=(l) ,..., Tk = {k}, then for any x E V EX,r= {a E Vk:there is 
exactly one j l (1, . . . , k} such that a, = x Vi #j and aj E V}. It is obvious that 
every projection of this k-ary relation is precisely the distar with center X. 
2. m=l, T,={l,..., k}, then EX,.=E,UE,=Vk, where E,:={aE 
Vk:3i,jE{1,. . . ,k}, a,#aj} and E=:={aEVk:Vi,jE{l ,..., k} a,=aj}. 
Every projection of this k-ary relation is precisely the dicomplete digraph. 
3. l<m<k, then for any partition T={T, ,..., T,} of {l,..., k}, x~V, 
R = (VP E,, r) pr,(R) is dicomplete if and only if i, j E T, for any s E { 1, . . . , m} 
and pr,(R) is a distar with the center x if and only if i E T,, j $ T, for any 
s E (1, . . . , m}. 
4. For any ordering 0, . . . , n - 1 of V, any permutation JG on (1, . . . , k} and 
R = (V, E,,), for all i, j E { 1, . . . , k} the projection pr;j(R) is a CTI of the type 
(I,..., 1) with ordering 0, . . . , n - 1 of V or the reverse ordering. 
5. Obviously, the k-ary relations R,,. and R,, are strongly connected for any 
x~V,anypartitionTof{l,..., k}, and any permutation n on (1, . . . , k}. 
Assume k 2 3. 
Theorem 13. A strongly connected k-ary relation R = (V, E) is brittle if and only 
if there exist x E V and a disjoint partition T = {T,, . . , , T,} of the index-set 
(1, . . . > k} such that R is equivalent to the k-ary relation R,,T = (V, E,,=). 
Theorem 14. A strongly connected k-ary relation R = (V, E) is semibrittle if and 
only if there exists a permutation JC on the index-set (1, . . . , k} such that R is 
equivalent to the k-ary relation R,, = (V, E,,). 
The implication “ + ” is easy to prove for both theorems. 
Proof of Theorem 13 “G “. Let R = (V, E) be a k-ary relation, T = 
{T,, . . . , T,} a disjoint partition of {I, . . . , k} and x E V such that R is 
equivalent to the k-ary relation R,,T = (V, E,,,). Let {VI, V,} be an arbitrary 
partition of V such that IV,l, IV,1 > 2. We prove that for any a, b E E with 
ai, bi E V,, aj, bj E V3_,, t = 1 and 2, and i, j E (1, . . . , k}, the tuple a’ = 
(a,, . . . , a,_l, bi, a,+l, . . . , a,) E E. 
Case 1. There exists 1 E (1, . . . , m} such that a, b E EX,z. Then either i E T, and 
therefore a’ E E,,,\{(x, . ‘. . , x)} 5 E, or i E T; and therefore a’ = a E E. 
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Case 2. There exist 1, s E (1, . . . , m}, I #s, such that a E RX,,\{@, . . . , x)}, 
b E &,,W, . . . , x)>. 
Case 2.1. i E T,, then i E T: and therefore bi =x and hence ai #x # bi. This 
implies j E T fl T,, contradicting that T, and T, are disjoint. 
Case2.2. iE(TfnT:), thenaj=x=bianda’=aEE. 
Proof of Theorem 14 “ + “. Let R = (V, E) be a k-ary relation, n a permutation 
on (1,. . . , k} such that R is equivalent to the k-ary relation R,, = (V, E,,). For 
any partition {VI, V,} of V = (0, . . . , 12 - l}, such that VI = {i + 1, . . . , i + j - l} 
and V,={i+j,. . . , i}, IV,(, IV,( 32, and for any a, b E E, 1, s E (1, . . . , k} such 
thatal,b,EV1,a,#blwehavea,EV1orb,EV1. 
The proof of Theorem 13 “ +” uses Lemma 9, because, if the k-ary strongly 
connected relation R = (V, E) is brittle, then for any i, j E (1, . . . , k} pr,(R) is 
brittle too, i.e. prij(R) is dicomplete or a distar. So we must consider the 
following cases: 
All projections of R are distars. 
All projections of R are dicomplete. 
Certain projections of R are distars and certain projections of R are 
decomplete. 
It turns out, that all three cases occur, where different projections that are 
distars, have the same center. 
Analogously Lemma 9 implies for the proof of Theorem 14 “ + “, that if the 
strongly connected k-ary relation R = (V, E) is semibrittle, then for any 
i,jE{l,..., k} pr,(R) is brittle or semibrittle, i.e. pr,(R) is dicomplete, a distar 
or a CIT. Note, that because of the intersection property there do not exist 
non-brittle digraphs having more than the “semibrittle splits” [2]. From the many 
different cases, that arise from Lemma 9, only one case occurs, that is the case 
that all projections are CTT’s of type (1, . . . , 1). All other cases lead to a 
contradiction. 
The proof of Theorem 13 “ 3 ” is divided into a sequence of smaller results, 
which we prove under the following, weaker assumption: 
Let R = (V, E) be a strongly connected k-ary relation, (0, . . . , n - l} an 
ordering of V such that all partitions {V,, V,} of V of the form {{i + 1, . . . , i + 
j-l}, {i+j,. . . , i}} with IV,l, IV,1 2 2 are splits of R and all projections prq(R), 
i, j E (1, . . . , k} are brittle. (R may have more splits.) 
We will see, that this assumption leads to a contradiction if R is semibrittle, i.e. 
has precisely the splits of the above form. Hence for the proof of Theorem 14 
“ 3 ” it will suffice to assume that there are i, j E { 1, . . . , k}, such that prij(R) is 
a CCT. 
Since distars and dicomplete graphs are symmetric, we may neglect the order of 
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the i, j E (1, . . . , k} when considering the projection prq(R). Throughout the 
proof, we abbreviate {V,, V\V,} to {VI, - }. Any arithmetic in V = (0, . . . , n - 
l} is modulo n and the order < means: for i,j,leV i<j<l<i iff (i- 
i)mod n < (I - i)mod n where the last < is used in the ordinary sense. 
Proof of Theorem 13 “ + “. Let R = (V, E) be a strongly connected k-ary 
relation with V = (0, . . . , n - l} whose projections prq(R) are all brittle for 
i,jE{l,..., k} and where every partition {V,, V,} of V of the form {{i + 
1 , * . * , i+j-l}, {i+j,..., i}} with IV,l, IV,l a 2 is a split of R. 
Claim I. If there exist i, j E (1, . . . , k} such that prij(R) is the distar with center 
x E V (write C@,(R)) = ) x an a E E\E, with ai fx, then aj =x. d 
Proof of Claim 1. Let u E E\E, where ai = y f X, Uj ZX, then Ui = y since prq(R) 
is a distar with center x. Let w.1.o.g. x # y - 1. There exists s E { 1, . . . , k} with 
4 fY* 
Case 1. pr,(R) and pr,(R) are not both a distar with center y and a, fy - 1. 
ThereexistsbeEwithbj==y-landb,EV\{y-1,~). {{y-l,y}, -}beinga 
split of R, and aj, bj E {y - 1, y} and a,, b, $ {y - 1, y} imply that a’ E E with 
a,! = y and u,! = bj = y - 1, contradicting the fact that prij(R) is a distar with center 
X. 
Case 2. Let a, = y - 1. 
There exists b E E with bj = y + 1, b, $ {y, y + l}. {{y, y + l}, - } being a split 
of R, and Uj, bj E {y, y + l} and u,, b, $ { y, y + 1) imply that U’ E E with ai = y, 
u,! = y + 1 and ai = a, = y - 1, and hence x = y + 1. Since (y, y - 1) E pris(E), 
pr,(R) is not a distar with center y + 1. Therefore there exists c E E with 
cj =y +2 and c, $ {y + 1,y +2}. {(y + 1, y +2}, - } being a split of R, and 
ai, c, $ {y + 1, y + 2) and a,!, Cj E {y + 1, y + 2) imply that a” E E with a’, = y, 
a; = y + 2, contradicting the fact that pr,(R) is a distar with center x. 
Case 3. prjs(R) and pr,(R) are both distars with center y. 
There exists b E E with bj = x, bj $ { y - 1, y, x} and hence b, = y, and there exists 
cEEwithq=y-1, cj=xandhencec,=y. {{y-l,y}, -}isasplitofRwith 
b,, C, E {y - 1, y} and bj, Cj $ {y - 1, y}. This implies C’ E E with cl =y - 1, 
c,! E {y - 1, y, x}, contradicting that pr,(R) is a distar with center x. 
Claim 2. If there exist i, j, 1 E { 1, . . . , k} such that prij(R) is dicomplete and 
prjt(R) is dicomplete, then pr,(R) is dicomplete too. 
Proof of Claim 2. Assume that pr,(R) is a distar with center x E V. Since pr,(R) 
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is dicomplete, there exists u E E with ai = y E V\{x - 1, x} and Uj = x E V\{ y, x - 
1, x}. Because of C(pri,(R)) = x and Claim 1 we have al =x. Since prj,(R) is 
dicomplete, there exists b E E with bj = z and bl =x - 1. {{x - 1, x}, x}, - } is a 
split of R, where al, 61 E {X - 1, X} and Uj, bj $ {X - 1, X} implies that U' E E with 
ai = a, = y, u,! = uj = z and a; = bl =x - 1, contradicting the fact that pr,(R) is a 
distar with center x. 
Claim 3. If there exist i, j, I, s E (1, . . . , k} such that pr,(R) and pr,JR) are 
distars, then C(pr,(R)) = C(pr,(R)). 
Proof of Claim 3. Let first for i, j, 1 E (1, . . . , k} prij(R) be a distar with center x 
and prjl(R) be a distar with center y Zx. Assume that y #x - 1. (The other case 
is similar.) There exists a E E with Uj =x and Ui =x - 2, and therefore q = y. 
Moreover there exists b E E with bj =x - 1 and b, = y and thus bi =x. {{x - 
1, x}, - } being a split of R with Uj, bj E {x - 1, x} and a,, bl 4 {x - 1, x} implies 
a’ E E with ai =x - 2 and uj =x - 1, contradicting that C(pr,(R)) =x. 
If now prq(R) and pr,(R) are distars and {i, j} n {I, s} = 0, Claim 2 implies 
that prir(R) or pr,(R) is a distar. Moreover C(prg(R)) = C&g(R)) and 
C(prti(R)) = C@,(R)) respectively, and C@,(R)) = C(pr,(R)) and C(pr,(R)) = 
C(prk(R)) respectively, and thus C@,(R)) = C(pr,(R)). 
We now complete the proof of Theorem 13 “ + “. Applying Claim 2 we have: 
if T,, T2~ (1, . . . , k} such that pr,(R) is dicomplete for each i, j E TI and for 
each i, j E T,, and if there exist I E T,, t E T2 with pr,,(R) being a distar, then 
TI n T2 = 0. Hence there exists a partition T,, . . . , T, of (1, . . . , k} and x E V, 
such that prij(R) is dicomplete for each s E (1, . . . , m} and for each i, j E T,, and 
pr,(R) is a distar with center x for each 1 E T, and for each t E T:. Thus if a E E we 
have: for i, j E (1, . . . , k} Ui = Uj, or there exists s E { 1, . . . , m} such that ui =x 
for each i E Tt and therefore E c (EX,TU E=). 
Now let a E E&{(x, . . . , x)}. There exists s E (1, . . . , m} with u E Ex,T, and 
thus there exists i E T,, such that Ui #x, and if TS # 0 there exists j E Tz, such that 
uj =x, respectively if T,” = 0 there exists j E (1, . . . , k}\(i), such that ui #uj. 
Since pr,(R) is a distar, or dicomplete if T: = 0, there exists b E E with bi = ui and 
bj = uj. 
Define Zb:= {IE (1,. . . , k} : bl #a!}, r := min(Z,). Note that r E T, and thus 
pr,(R) is dicomplete. Moreover, if T,‘# 0, prjr(R) is a distar with center x, and 
otherwise PrjJR) is dicomplete too. We may now confine ourselves to the 
following four cases: 
Case 1. a, < ui < aj < b,. 
Because pr,(R) is dicomplete, there exists c E E with c, = a, and ci = a,. 
((6 + 1, . f . > b, - l}, - } being a split of R with bi, Ci E {a, + 1, . . . , b, - 1) and 
b,, c, $ {a, + 1, . . . > b, - l} implies that b’ E E with b: = a,, bJ = ui and b,f = uj, 
and by the definition of r, bl = a, for all s G r. 
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Case 2. ai < a, < ai < b,. 
If IV1 3 4, the case is analogous to Case 1, where we use the split {VI, - } with: 
VI = I 
{a,, a, + 1, . . . , 6, - 1, b,} if lV\V,la2, 
{b,, b, + 1, . . . , a, - 1, a,} otherwise. 
If IV1 = 4, we may assume that ai = 0, a, = 1, ai = 2 and b, = 3. Since prj,(R) is 
dicomplete or a distar with center 2, there exists c E E with Cj = 2 and c, = 0. 
{{3,0}, - } being a split of R with b,, c, E {3,0} and bj, Cj $ (3, 0} implies that 
b’ E E with bj = 0, b,f = bj = 2 and b: = c, = 0. Moreover there exists d E E with 
dj = 2 and d, = 1. ((0, l}, - } being a split of R with b:, d, E (0, l} and 
b,!, dj $ (0, 1) implies that b”E E with by= 0, by= 2 and b:‘= 1, and by the 
definition of r, b,” = a, for each s d r. 
Case3. a,=ai<aj<b,and(aj#a,+loraj#b,-1). 
Since pr,(R) is a distar with center x = aj or pr,(R) is dicomplete, there exists 
cEEwithcj=ajandc,=a,. {{aj,++l}, -} and{{+-l,aj}, -}respectively 
being a split of R with b,, C, $ {aj, aj + 1) and b,, C, $ {aj - 1, aj} respectively, and 
bj = Cj = aj imply that b’ E E with b’ having the desired properties. 
Case 4. a, = ai < aj s b, and (aj = a, + 1 = b, - 1 or a, + 1 = aj = b,). 
If aj = a, + 1 = b, - 1, then ai = a, $ {b, - 1, b,, b, + l}, and because pri,(R) is 
dicomplete, there exists d E E with di = aj = a, and d, = b, + 1. {{b,, b, + l}, - } 
being a split of R with b,, d, E {b,, b, + l} and bi, di $ {b,, b, + l} implies that 
b’ E E with bi = b, + 1, bf = bi, b,f = bj and bl = b, for all s s r. Since prj,(R) is 
dicomplete or a distar with the center x = aj, there exists c E E with cj = aj and 
c, = a,. {{b, - 1, b,}, - } being a split of R with cj, b,f E {b, - 1, b,} and 
b:, c, 4 {b, - 1, b,} implies that b” E E with b” having the desired properties. 
NOW let aj = b,, ai = b, - 1 = a, = bi and IV1 > 4. Since pri,(R) is dicomplete, 
there exists d E E with di = b, - 1 and d, = b, + 2. {{b, - 2, b, - l}, - } being a 
split of R with bi, dj E {b, - 2, b, - 1) and b,, d, $ {b, - 2, b, - l} implies that 
b’ E E with b: = b, + 2, bi = bi, b,! = bj and bj = b, for each s G r. Since prj,(R) is 
dicomplete or a distar with center x = aj = bj, there exists c E E with cj = b,! = bj 
and c, = a, = b, - 1. {{b,, b, + l}, - } being a split of R with b,!, Cj E {b,, b, + l} 
and b:, c, $ {b,, b, + l} implies that b” E E with b” having the desired properties. 
If IV] = 4, the proof is similar to the proof of Case 2. 
We may now repeat this procedure with Zb\{r}. Then, if IZ,( = t after 
having applied this procedure f-times, there exists b’ E E with b’ = a. Thus, 
E,,,\{(x, . . . , x)} G E. This completes the proof of Theorem 13. 
The proof of Theorem 14 “ + ” is also broken into several smaller results. 
Proof of Theorem 14 “ * “. Let R = (V, E) be a strongly connected semibrittle 
k-ary relation with V = (0, . . . , n - l} where 0, . . . , n - 1 is the semibrittle 
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sequence. By the proof of Theorem 13 “ +” there exist s, t E (1, . . . , k} such 
that pr,,(R) is semibrittle, i.e. a CIT. Because of Lemma 9, pr,,(R) is a CTT with 
the ordering 0, . . . , n - 1 of V. Therefore (v, u + 1) E pr,,(E) for each v E V, or 
(v, r~ - 1) E pr,,(E) for each u E V. We must now consider the order of s and t. 
Claim 1. If there exist i, j E { 1, . . . , k} such that pr,(R) is a distar with center X 
and a E E\E, with Ui #x, then aj = x. 
Proof. Let a E E\E, with ai = y # x and aj #X, then aj = y since pr,(R) is a distar 
with center X. There exists s E (1, . . . , k} such that a, # y. We may confine 
ourselves to the cases that pr,(R) is a distar with center y and prj3(R) is a CTT, or 
that pr,(R) and pr,(R) are both a C’IT, because we have proved the other cases 
in Theorem 13 “a”. 
Case 1. pr+(R) is a distar with center y and pr,(R) is a CIT. 
W.1.o.g. let (v, u + 1) E pr,(E) for each v E V. There exists 6 E E with bi = y and 
b, =y - 1. If a, fy + 1 (the case a, =y + 1 is similar), then {{y, y + l}, -} is a 
split of R with aj, bj E {y, y + l} and a,, b, r$ {y, y + 1) and thus U’ E E with 
a;=~, aj=yandai = 6, = y - 1. Then pr,(R) is a CTI of type (n) or (n - 1, n). 
Hence there exists dgE with di=y+l and d,=y-1. {{y,y+l}, -} is a 
split of R with a[, di E {y, y + 1) and al, d, $ { y, y + l} implies that a” E E with 
a; = di = y + 1, a; = uj = y and a: = al = y - 1. Moreover there exists c E E with 
ci = y + 2 and C, = y - 1. {{y + 1, y + 2}, - } is a split of R with. a;, ci E {y + 
1, y + 2) and aI, c, I$ {y + 1, y + 2) implies that a”’ E E with a’: = y + 2, UT = ai = 
y and a:= y - 1. Thus (y + 1, y) E pr,(E) and (y + 2, y) E pr,(E), contradicting 
pr,(R) being a distar with center x # y. 
Case 2. pr,(R) and pr,(R) are both a CTT, where for each v E V (v, TJ + 1) E 
pri,(E) and (v, v + 1) E prk(E). 
We omit the proof of Case 2. It is similar to Case 1. 
Case 3. pr,(R) and prjs(R) are both a CTT with (v, II + 1) E pr,(E) and 
(v, v + 1) E prp(E) for each v E V. 
We lead Case 3 to a contradiction under the general assumption that pr,(R) is a 
distar with center x. 
There exists u E E with ai = x and Uj = x - 2. 
Case 3.1. Let a, =x - 1. Since (x,x - 1) ~pr,(E), there exists b E E with 
bi=X+landb,=x-1. {{x,x+1},-}beingasplitofR,andai,bi~{X,x+l} 
and a,,b,~{x,x+l} imply that a’eE with ai=b,=x+l, a,!=uj=x-2 
and al = a, = x - 1, contradicting that pr,(R) is a distar with center x. 
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Case 3.2. Let a,=x. There exists beE with bj=x-2 and b,=x-1. {{X- 
1, x}, - } being a split of R, and aj, bj $ {x - 1, x} and a,, b, E {x - 1, x} imply 
that a’EE with ai=ai=x, af=aj=x-2 and a:=b,=x+l. This leads to a 
contradiction as in case 3.1. 
Case3.3. Leta,E{x+l,... ,x-2}. There exists b E E with bi=x and b,=x+l. 
{{x - 1, x}, -} being a slit of R, and ai, bi E {x - 1, x} and a,, b, $ {x - 1, x} imply 
that a’EE with aI=ai=x, a,!=aj=x-2 and ai=bs=x+l. Since (x-2, 
x + 1) E pr,(E) there exists c E E with Cj = x - 2 and c, =x. {{x, x + l}, -} being 
a split of R, and ai, Cj $ {x, x + 1) and ai, c, E {x, x + 1) imply that a” E E with 
al = x, a; =x - 2 and a: = x. This leads to a contradiction as in Case 3.2. 
Claim 2. For i, j E { 1, . . . , k} prij( R) is a CIT. 
Proof. If the assertion is not true, there exist i, j, s E (1, . . . , k} such that pr,(R) 
is a CIT and pr,(R) is not a CIT. 
We have to consider five cases. The proof of some of these cases will be left to 
the reader. 
Case 1. pr,(R) is a C’IT with (v, v + 1) E pr,(E) for each u E V, pr,(R) and 
prjs(R) are both dicomplete. 
There exists x E V such that (x - 1, y) 4 pr,(E) for each y E V\(x). There exists 
aeE with a,=x+2 and a,=x-1 and hence aje{x-1,x). If aj=x-1, 
consider b E E with bj = x and b, = x + 2. {{x - 1, x}, - } being a split of R with 
aj, bj E {X - 1, X} and as, b, $ {X - 1, X} imply that a’ E E with a] = ai =x - 1, 
a,!=bj=x and aj=x+2. There exists ceE with cj=x+l and c,=x+2. 
{{x, x + l}, - } being a split of R with aj (respectively a,!), cj E {x, x + l} and 
aj=a,, c,${x,x+l} implythata”eEwithaq=x-1, al=x+landaz=x+2, 
and thus (x - 1, x + 2) E prij(E). This is a contradiction. 
Case 2. prg(R) is a CTT with (u, u + 1) E pr;j(E) for each v E V, and pr,(R) and 
pr,(R) are both distars. 
This assumption leads also to a contradiction. 
Case 3. pr,(R) is a CTT with (v, v + 1) E pry(E) for each v E V, pr,(R) is 
dicomplete and pr,(R) is a distar with center x. 
There exists a E E with ai = x - 2, aj = x - 1 and thus a, =x. Moreover there 
exists b E E with bj =x - 1, b, =x + 1 and thus bi =x. {{x, x + l}, - } being a 
split of R with aj,bj${x,x+l} and a,,b,~{x,x+l} implies a’cE with 
af = a, =x - 2, aI = aj =x - 1 and ai = b, =x -t 1 contradicting that pr,(R) is a 
distar with center x. 
Case 4. PI,(R) is a CTT with (v, v + 1) E pr,(E) for each v E V. pr,(R) is also a 
CIT and pr,(R) is dicomplete. 
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The two cases (u, u + 1) E pr,(E) for each 21 E V and (v, 2) - 1) E pr,(E) for each 
u E V lead both to a contradiction. The proof is similar to the following case: 
Case 5. pr,(R) is a CTT with (v, u + 1) E pr,(E) for each v E V, pr,(R) is also a 
CIT and pr,(R) is a distar with center X. 
The Case 3 of Claim 1 was just the case that (v, v + 1) E pr,(E) for each v E V, 
and leads to a contradiction. Therefore we must only consider the case that 
pr,(R) is a CTT with (v, u - 1) E pr,(E) for each u E V. 
There exists a E E with Ui =x + 2 and a, =x + 1 and since pr,(R) is a distar 
with center X, aj =x. {{x, x + l}, - } being a split of R with ai, bi $ {x, x + 1) and 
u,,~,E{x,x+~} implies that b’eE with bf=x+2, bi=n+3 and b:=u,= 
x + 1, contradicting pr,(R) is a distar with center X. This completes the proof of 
Claim 2. 
Claim3. Fori,j,l,sE{l,... , k) pr,(R) = w.dR) or Prij(R) = m(R). 
Proof. The proof is broken into three parts. 
Part 1. Assertion: if for all i, j E (1, . . . , k} with i C j pr,(R) is a CTT with 
(t~,u+l)~pr~j(E)foreachueV, thenforalli,j,IE{l,...,k} withi<jand 
i < 1 we have pr,(R) = prg(R). Assume there exist i, j, 1 E { 1, . . . , k}, w.1.o.g. 
i <j < 1 with pr,(R) # prg(R). 
Case 1.1. There exists y E V and x E V\{y - 1, y} such that (x, y) E pr,(E) but 
(x9 Y) 4 pr,(E). 
There exists a E E with ui = X, Uj = y and aI E V\{ y}. If al E V\{ y - 1, y} (the case 
a,=~-1 is similar), consider beE with bj=y and b,=y+l. {{y-l,y}, -} 
being a split of R with aj, bj E {y - 1, y} and ~1, 61 $ {y - 1, y} implies that U' E E 
with ai =x, a,! = y and a; = b1 = y + 1, i.e. (x, y + 1) E pril(E) and (x, y) $ prg(E). 
But then x = y + 1. Thus we have x = y + 1 for each y E V and x E V\{ y - 1, y} 
with (x, y) E pr,(E) and (x, y) 4 prg(E). It follows that (y + 1, y) E prg(E), and 
therefore for each z E V\{y + l} (y + 1, Z) E pr,(E) and (y + 2, Z) E pr,(E). 
Since (y + 1, Y) 4 prir(E) also (Y + 1, Y - 1) $ prs(E) or (Y + 2, Y) 4 pril(E), 
(Remember that pri,(R) is a CTT!) and thus y + 2 =y + 1 or y + 1 =y, both 
contradicting 1 V( 3 4. 
Case 1.2. There exist y E V and x E V\{y - 1, y} such that (x, y) E prir(E) but 
(~9 y) $ prij(E). Th is case is similar to Case 1.1. 
Purr 2. For a semibrittle k-ary relation R = (V, E) with ordering 0, . . . , n - 1 of 
V define the following relation “CR” on { 1, . . . , k}. For i, j E { 1, . . . , k} i CR j if 
and only if pr,(R) is a CTT with (v, u + 1) E prq(E) for each TV E V. 
Assertion: CR is transitive. 
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Let i,j,IE{l,. . .) k} with i CR j and j cR 1, i.e. prij(R) and prjl(R) are CTT’s 
with (v, v + 1) E pr,(E) and (v, v + 1) E prjl(E) for each ‘u E V. There exists x E V 
such that y = x + 1 for each y E V\(x) with (x, y) E prjl(E). Moreover there exists 
aeEwitha,=x-1 andaj=x. Thenalsoale{x,x+l}. 
Assume 1 < R i. Let al = x + 1. (The case al = x is similar.) There exists b E E with 
bi=x-1 and b/=x-2. {{x-1,x}, -} being a split of R with aj, b,E{x- 
1, x} and al, b, $ {x - 1, x} implies that a’ E E with a; =x - 1, a,! =x and 
a;=bl=x-2 contradicting (x, x - 2) $ prjl(E). 
Now, since ‘<, is transitive, there exists a permutation n on (1, . . . , k} such 
that n(i) CR n(j) if and only if i Cj. 
Part 3. Assertion: If, for i, j E { 1, . . . , k} with i <j, pr,(R) is a CIT with 
(v, v + 1) E pr,(E) for each v E V, then pr,(R) = pr,(R) for i, j, 1, s E (1, . . . , k} 
withi<jandI<s. 
Let w.1.o.g. i < 1. This implies i <s and pr,(R) = pr,(R). Now there exists a 
permutation z on (1, . . . , k} such that R, = (V, En), with En := 
{(a n(l)9 * * * 9 an(k)): @I, . . . > ak) E E}, is semibrittle, and for i, j E (1, . . . , k} 
with i < j pr,(R) is a CTT with (v, v - 1) E prij(E,) for each 21 E V. This 
permutation Ed defined by n(i) = k + 1 -i for i E (1, . . . , k}. It follows that 
pr,(R,) = pr,(+,(R), and since n(s) < n(i) and X(S) < n(1) we have with Part 1 
of the proof that prncs)&Rn) = prn(s)n(l) (Rn). This implies that prsi(R) = pr,,(R) 
and thus pr,(R) = pr,(R) and finally prij(R) = pr,(R). 
We may now conclude the proof of Claim 3 with the following argument: There 
exists a permutation on n on (1, . . . , k} such that R, is semibrittle with ordering 
0 . . , n-lofV, andfori,je{l,... , k} with i <j we have pr,(R) = pr,(R,) 
&‘pr+(R) = prji(R,). Hence PI,(R) = pr,(R) for i, j, 1, s E (1, . . . , k} with i<j 
and 1 <s, and it follows that pr,(R) = pr,(R) or prij(R) = pr,[(R). 
Claim 4. For i, j E (1, . . . , k} pr,(R) is a CTT of type (1, . . . ,I). 
Proof. Let us first assume that pr,(R) = pr,(R) for i, j, 1, s E (1, . . . , k} with 
i<j and 1~s. W.1.o.g. (~,v+l)epr,(E) for i,jE{l,.., ,k} with i<j 
and for each ‘u E V. If there exists a projection which is not of the type 
(1, . . * , l), then pr&R) is not of the type (1, . . . , 1). Therefore there exists x E V 
with (x, x + 2) E pr&E), and for each y E V\{x - l} (x - 1, y) E pr&E) implies 
that y = x. There exists a E E with a2 = x and a3 = x + 2. Since pri3(R) = prz3(R), 
a1 fx - 1. Let a, #x. (The case al =x is similar.) There exists b E E with 
6,=x-2 and bz=x-1. {{x-1,x}, -} being a split of R with al,b,$ 
(x-1,x) andaz,bZe{x- 1,x} impliesthata’eEwitha~=a,, ai=b,=x-1 
and a; = x + 2, contradicting (x - 1, x + 2) 4 prz3(E). 
Hence for i, j E (1, . . . ,, k} prij(R) is of the type (1, . . . , 1) if prg(R) = pr,(R) 
for i, j, 1, s c (1, . . . , k} with i <j, 1 <s. Now there exists a permutation n on 
(1, . . . 7 k} such that, for i, j E (1, . . . , k} with i < j, pr,(R,) = pr,(R) or 
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Prij(&) = PrjdRh and, for i,j,l,SE{l,..., k} with i <j, 1 <s, pr,(R,) = 
pr,(R,). Thus for i, j E (1, . . . , k}, prij(R,) is of the type (1, . . . , l), and finally 
prij(Z?) is of the type (1, . . . , 1). 
Now we conclude the proof of Theorem 14 “j “. Let first (v, v+ 1) E pr,(E) 
for each i,jc{l,...,k} with i <j and for each u E V. Let a E EC, then there 
exists n E V and i E (1, . . . , k - 1) such that 
X for j d i, 
aj = 
I x + 1 otherwise. 
There exists b E E such that bi =x and bi+l =x + 1. Since for j <i pr,(R) and 
prji+i(Z?) are CTT’S of the type (1,. . . , 1) with (v, u + 1) E prji(E) and (v, u + 
1) E prji+i(E) for each u E V, bj = x for each j < i. Furthermore bj = x + 1 for j > i, 
andthusa=bEE,andE,cE. 
Now let a E E\E,. There exist x E V and i, j E (1, . . . , k} with Ui =x and 
uj #x. Let w.1.o.g. be i <j and j = min{t : i < t s k with a, Zx}. Since prij(R) is a 
C’ITofthetype(l,..., 1) with (u, u + 1) E pr,(E) for each u E V, we have that 
aj = x + 1. If s > j, a, E {x + 1, x + 2)) since pr,(E) is of type (1, . . . , 1) and 
(u, u + 1) E prjs(E) for each u E V. Analogously, a, E {x, x + l}, since pr,(R) is a 
CIT of type (1,. . . , 1) and (u, u + 1) E pr,(E) for each u E V. Thus a, = x + 1 
and ai =x for i >s and thus a E EC. Therefore E c (EC U E=). If there exist 
i,j,I,SE{l,..., k} with i <j and 1 <s such that pr,(R) # pr,(R) then there 
exists a permutation Jt on (1, . . . , k} such that R, is semibrittle and (u, u + 1) E 
prii(E,) for each i, j E (1, . . . , k} withi<jforeachuEV. ThusE,EE,s(E,U 
E=) and therefore E,-1,~ E c (En-t, U EC). This completes the proof of 
Theorem 14. 
For the omitted parts of the proof we refer to [lo]. 
5. Connection with the substitution decomposition 
The split decomposition may be viewed as a symmetric extension of the 
substitution decomposition [7] or X-join, which is known for many discrete 
structures, including k-ary relations. W.H. Cunningham showed that the split 
decomposition of directed graphs includes the substitution decomposition of 
directed graphs [2]. Similarly to the split decomposition, the substitution 
decomposition may be viewed as the inverse of a certain composition of graphs. 
This composition is as follows. For directed graphs G1 and G2 with disjoint 
vertex-sets VI and V, and u E VI, the directed graph G = GJG,; u] with vertex-set 
V(G) = V,\{u} U V, and edge-set 
E(G) = {(x, y) : (x, y) E E(G), x + I.J #Y) U E(G) 
U {(x, y) : (x, v> E E(G) and y E V(G), or (u, y) E E(G) and x E V(G)) 
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is the substitution composition of G1 and G2. If now G = (V, E), G1 = (VI, E,) 
and G2 = (V,, E2) are diconnected digraphs, and { V,\{v}, V,} is a partition of V 
with u E VI, v $ V, then {(G,, v), (G2, v)} is called a simple substitution de- 
composition of (G, V) with marker v if and only if G = G,[G,; v]. 
Now, let vG, be the directed graph with vertex-set V, U {v} and edge-set 
E(~JGz)=&U{(, ) x u :x E V,} U {(v, x):x E V,}, then GJG,; V] = G, * uG2. The 
graph vG2 is called pointed. 
A general substitution decomposition of (G, w) can be defined inductively to be 
{(G, w)} or a set D’ that is obtained from a subsitution decomposition D of 
(G, w) by replacing an object (G,, WJ of D by the objects of a simple substitution 
decomposition of (G,, wl) such that the marker of this simple substitution 
decomposition is neither a vertex of G nor an element w’ such that (G’, w’) is in 
D for some G’. We define refinement, equivalent, trivial and minimal just as for 
split decompositions. A directed graph G is called irreducible if (G, w) has no 
non-trivial substitution decomposition. 
Corollary 15. Zf G = (V, E) is a diconnected digraph, v $ V, then D is a 
substitution decomposition of (G, v) if and only if D’ = {v’G’:(G’, v’) E D} is a 
decomposition of vG. 
It is obvious, that vG is diconnected for each diconnected G. For pointed 
graphs, the prime, brittle and semibrittle directed graphs are related to certain 
other types of directed graphs. 
A directed graph vG is prime if and only if G is irreducible, vG is the complete 
digraph if and only if G is complete, vG is a distar if and only if G is the edgeless 
graph, and vG is a CTT of type (]V(G)l) if and only if G is a transitive 
tournament. All other types of CIT’s are not of the form UC. As a consequence 
the following theorem holds: 
Theorem 16. Zf G is a diconnected digraph and v 4 V(G), then (G, v) has a 
unique minimal substitution decomposition D, each of whose objects is irreducible, 
complete, edgeless or a transitive tournament. 
The substitution decomposition for k-ary relations, k 2 3, can only be related 
to the split decomposition in a weaker version. 
Definition 8. Let RI = (VI, E,) and R2 = (V,, E,) be k-ary relations, such that 
VI n V, =O and v E V,. The k-ary relation R = RJR*; v] such that V(R) = 
V,\{v} U V, and 
E(R) = 6% - {VI> u J% u U 
(IEE~\((V,...,U)} 
(Va, x. -. x Va,), 
VOi : = {ai} for aj E V,\{v}, V, = V,, is called the substitution composition of RI 
and RZ. If R = (V, E), RI = (VI, E,) and R2 = (V,, E2) are k-ary relations such 
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that {V,Vv), W is a partition of V, v E VI and w 4 V,, then {(R,, w), (R,, v)} is 
called the simple substitution decomposition of (R, w) with marker v if 
R = R1[R2; v], where vR2 is the k-ary relation with V(vR,) = V, U {v} and 
E(vR,) = E2 U (V, U {v})“\V’;. 
We define substitution decomposition, refinement, trivial and irreducible as for 
directed graphs. 
Now for k-ary relations we have R1[R2; v] = RI * vR2. 
Corollary 17. Zf R = (I’, E) is a connected k-ary relation, v $ V, then D is a 
substitution decomposition of (R, v), if D’ = {v’G’ : (G’, v’) E D} is a decomposi- 
tion of vR. 
The converse is not true. So, we cannot say anything about the k-ary relations 
R for which vR is prime. Respectively, for the brittle and semibrittle k-ary 
relations, there is only the relation R + = (V, E+), for which we have a k-ary 
relation R, such that vR = R,, namely the complete k-ary relation over the set 
V\(v), R = (V\{v}, V\{v}“). 
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