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Abstrakt
Často  řešeným problémem v  oblasti  biometrie  je  identifikace  osoby na základě obličeje.  Tato práce  se 
zabývá rozpoznáním obličeje za účelem detekce jednotlivých rysů (pozice očí, nosu, natočení hlavy apod.) 
a celkové  identifikace  jedince  z  termosnímku  obličeje,  tedy  snímku  pořízeném v infračerveném spektru 
světla. 
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Abstract
Images of human face are one of the most used biometric features in automatic identification. This article 
presents an approach which uses face images in thermal (infrared) spectrum for purpose of important face 
features (eyes position, head rotation) detection and identification. 
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Úvod
Jednou z oblastí  informatiky a umělé  inteligence je biometrie,  jejíž  hlavní  náplní  je  automatické 
rozpoznávání  lidských  jedinců  podle  jejich  fyzických  (anatomických)  dispozicí.  Pro  člověka  je 
přirozené  poznávat  a  identifikovat  další  osoby především podle  charakteristických rysů  obličeje. 
Máme-li pro stejný úkol použít počítač, pak se logicky nabízí zaměřit se na stejnou část lidského těla. 
Každoročně je publikováno mnoho článků o rozpoznání obličeje analýzou 2D, nebo dokonce 3D 
snímků obličeje v oblasti viditelného spektra. Mimo tento hlavní střed zájmu leží pak další metody 
založené na odlišných principech. Tato práce se zabývá právě jedním z méně tradičních způsobů, jak 
automaticky rozpoznat obličej, a to za pomoci teplotních snímků.
Jako každá z  biometrických metod  má  i  tato  svoje  přednosti  a  úskalí.  Velkou výhodou je 
nezávislost na vnějším osvětlení (snímat lze i za tmy) a minimalizace možnosti úspěšně podvrhnout 
snímacímu zařízení obraz jiné osoby.  Na druhou stranu rozpoznávání spoléhá na odezvu poměrně 
dynamické veličiny, kterou je teplota na povrchu obličeje. 
Využití  tohoto přístupu k rozpoznání obličeje je možné buď v samostatných aplikacích pro 
systémy,  kde  se  lze  spolehnout  na  nízké  výkyvy  teplot,  nebo  v  kombinaci  s  dalšími  přístupy 
(například spojení termosnímku s klasickým snímkem).
Cílem  projektu  je  vytvořit  program,  který  je  schopen  z  termosnímku  obličeje  rozpoznat 
význačné  vlastnosti  (například  natočení  hlavy,  pozice  očí  apod.),  a  případně  provést  klasifikaci 
jedince v rámci dostupné databáze.
V úvodní kapitole jsou podrobně popsány cíle práce. Kapitola Teoretický rozbor se detailněji 
zabývá  danou  problematikou  a  uvádí  některé  formální  základy.  Možným  způsobům  řešení 
jednotlivých problémů se věnuje kapitola Návrh řešení. V předposlední kapitole je uveden způsob 





V oblasti rozpoznání klasických snímků obličeje bylo vydáno nespočet publikací a článků. Oproti 
tomu rozpoznání a identifikace obličeje na termosnímku je oblast poměrně neprobádaná. Z několika 
málo dostupných zdrojů literatury na toto téma plyne,  že autoři  nových postupů obvykle  nahradí 
nějakou fázi z klasického rozpoznávání snímků nějakou vlastní metodou (například tvorba vektoru 
příznaků, detekce obočí apod.) a zbytek postupu bývá téměř vždy totožný. Málokterá práce zkouší 
využít kombinaci několika specifických přístupů během celého procesu zpracování termosnímku za 
účelem rozpoznání jedince. 
V tomto ohledu by měla tato práce jít dále. Pokusit se ke stávajícím postupům přidat nějaké 
nové (i třeba s neúspěšnými výsledky), otestovat i více metod pro získání jednoho druhu informace, 
tyto metody vyhodnotit, zavrhnout špatné, vybrat  dobré a případně je za účelem dosažení lepších 
výsledků zkombinovat.
1.2 Analýza požadavků
Výsledkem této práce by měl být program, který poskytuje základní prostředky pro detekci obličeje a 
jeho specifických rysů z termosnímku. Měl by být schopen porovnat konkrétní snímek proti existující 
databázi a sdělit patřičný výsledek. Program by měl fungovat ve více režimech – v základním, pro 
výše popsané účely, a potom ve specifických režimech pro potřeby navrhování, vývoje a testování 
různých dílčích postupů využívaných při procesu rozpoznávání.
1.2.1 Vstupy 
V hlavním (základním) režimu program na svém vstupu očekává databázi snímků, se kterou bude 
pracovat. Za běhu programu bude uživatel moci zadat konkrétní snímek (ať již v databázi obsažený 
nebo úplně nový), u kterého chce získat konkrétní výstupní informace. Aplikace si neklade za cíl 
dokázat detekovat, zda je na snímku opravdu lidský obličej. Předpokládá, že tomu tak je vždy.
1.2.2 Výstupy
Výstupem  aplikace  by  pak  v  základním  režimu  mělo  být  vyhodnocení  snímku  jak  z  hlediska 
rozpoznání  konkrétního  jedince  (identifikace  v  rámci  databáze),  tak  vyhodnocení  jednotlivých 
významných vlastností (obrys obličeje, pozice očí apod.).
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2. Teoretický rozbor
V následující  kapitole  jsou  popsány teoretické základy postupů a  operací,  jenž  jsou dále  v práci 
využívány.
2.1 Termosnímek obličeje 
Klasická CCD (charge–coupled device), nebo CMOS (complementary metal–oxide–semiconductor) 
kamera snímá obraz ve viditelném spektru světla. Oproti tomu termokamera pracuje v infračervené 
oblasti  [SCO]. Z toho vyplývá několik základních poznatků. Tím nejdůležitějším je ten, že obraz 
pořízený termokamerou není citlivý na vnější osvětlení. Jinak řečeno stejný snímek lze se stejnými 
výsledky pořídit za jasného denního i umělého světla, v šeru, nebo dokonce i v noci. 
Mezi  další  přednosti  termosnímků  patří  bezpochyby  také  výrazně  obtížnější  možnost 
zfalšování snímku druhé osoby tak, aby za ní systém falzifikátora skutečně považoval. U klasických 
kamer,  pracujících  se  2D  snímky,  teoreticky  stačí  člověka  vyfotografovat,  jeho  fotografii  si 
vytisknout  a při  pokusu o oklamání  rozpoznávacího systému si  ji  pouze podržet  před obličejem. 
Samozřejmě, že některé pokročilejší metody by toto měly být schopny odhalit. Je ovšem zřejmé, že u 
systémů pracujících s teplotními snímky, tento postup nebude fungovat. Lze si jen těžko představit, 
jak by se dal vytvořit teplotní duplikát jiné osoby.
Na  druhou  stranu  je  třeba  zmínit  některé  nevýhody.  Tou  nejvýznamnější  je  závislost 
výsledného  obrazu  na  poměrně  dynamické  charakteristice,  kterou  je  teplota  obličeje.  Ta  se 
samozřejmě může měnit v závislosti na teplotě okolního prostředí. Teplotní snímek osoby, která delší 
dobu pobývala v chladném prostředí bude zcela jistě značně odlišný od snímku téže osoby pořízené 
po několika málo hodinách strávených ve vytápěné místnosti. Na tepelné vyzařování obličeje pak má 
vliv i fyzická námaha nebo dokonce i emoce [CHEN].
Jednou  z  nevýhod  je  také  vyšší  pořizovací  cena  systému  založeného  na  rozpoznávání 
termosnímků obličejů než klasických snímků.
2.1.1 Zachycení termosnímku
Pro vytvoření  tepelného obrazu obličeje je zapotřebí speciálního zařízení,  nazývané termokamera. 
Pořízení takové kamery není v dnešní době neřešitelnou otázkou, nicméně zdaleka není tak rozšířená 
jako klasické kamery, což je způsobeno především pořizovací cenou, která se v současnosti pohybuje 
v řádu statisíců korun.
Před zachycením samotného obličeje je potřeba správně upravit nastavení kamery [BIO]:
• Zaostření na snímaný obličej
• Emisní koeficient kůže (e = 0,98)
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• Teplota okolí
• Relativní vlhkost okolí
Moderní kamery dokáží některé z těchto parametrů nastavovat automaticky.
Výstupem  snímání  by  měl  být  vlastní  teplotní  obrázek  s  přiloženými  daty  o  významu 
jednotlivých obrazových intenzit  (například informace  o snímaném teplotním rozsahu).  Takovýto 
snímek pak již obsahuje všechny informace potřebné pro další zpracování.
a) b)
Obrázek 2.1: Termosnímek: a) Barevná paleta, b) Šedotónová paleta.
2.1.2 Databáze obličejů
Zatímco volně dostupných databází s klasickými snímky obličeje vhodných pro vyvíjení a testování 
algoritmů je celá řada (mezi nejznámější patří databáze FERET), s databázemi termosnímků obličejů 
je problém. Jedna ze dvou pro studijní účely volně dostupných databází byla databáze poskytovaná 
firmou EQUINOX, nicméně v současné době byla  její  distribuce zrušena a databáze není  nadále 
dostupná. 
Jediná rozsáhlá a v současné době dostupná je databáze, kterou disponuje Univerzita v Notre 
Damu [ND1][ND2] (okolo 2.000 snímků). Mimo tuto databázi jsou v práci používány ještě databáze 
z německé Univerzity Siegen (300 snímků, 30 osob) a databáze, která souběžně s touto prací vznikla 
na Fakultě informačních technologií VUT v Brně (142 snímků, 30 osob).
2.2 Obraz jako matice hodnot
Základním pojmem, který je v této práci používán, je obraz (snímek). Z matematického hlediska jej 
lze chápat jako dvou-dimenzionální matici hodnot (oba pojmy jsou pro účely této práce vzájemně 
zaměnitelné). Tyto hodnoty mohou být strukturované (barevné složky), nebo jednoduché (intenzita 
pro černobílé fotografie). Konkrétně tedy snímek O získaný z termokamery v rozlišení [x,y] pixelů je 
obdélníková matice A, kde jednotlivé prvky  Aij (0<i < x; 0<j < y) znamenají teplotu v daném místě 
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obrazu  O. Pro další  práci  s  takovouto maticí  se nabízí  uložit  ji  jako obyčejný  šedotónový obraz 
v nějakém standardním formátu a připojit k němu informaci o významu jednotlivých intenzit (převod 
intenzita–teplota).
2.2.1 Filtrace
Se šedotónovým obrazem lze  provádět  operace běžné z  oblasti  zpracování  obrazu.  Tyto  operace 
pracují  obecně tak, že každý bod obrazu je nahrazen nějakou hodnotou vypočítanou z původního 
obrazu. Podle toho, z jakých informací se tato hodnota počítá, se filtrace dělí na:
• bodovou (nová hodnota je přímo funkcí původní hodnoty)
• lokální (nová hodnota se vypočítá z blízkého okolí původní hodnoty)
• globální (nová hodnota se počítá na základě výpočtu pracujícího s celým obrazem)




• morfologické transformace (dilatace a eroze)
Detaily ke každé operaci lze dohledat například v [ZPO].
2.3 Prostředky umělé inteligence
V procesu rozpoznávání jednotlivých rysů lze použít dva základní přístupy. První možností je využít 
našich  znalostí  o  daném rysu  a  s  jejich  pomocí  se  pokusit  vytvořit  co  možná  nejvíce  robustní 
algoritmus, který daný rys detekuje.
Druhý směr se ubírá cestou zcela automatického rozpoznávání. Jednoduše se vezme dostatečně 
velká množina trénovacích dat s předem známou hodnotou hledaného rysu. Tato množina se použije 
jako vstup pro nějakou klasifikační metodu z oblasti strojového učení. V případě, že se tato metoda 
správně naučí na trénovacích datech a potvrdí svoji dostatečnou schopnost zobecňovat na testovacích 
datech, lze tuto metodu s naučenými parametry použít přímo jako detektor tohoto rysu. 
V praxi  je  pak možné (a obvykle  vhodné) použít  kombinaci  těchto přístupů.  Lze například 
zlepšit schopnost detekce tím, že jako vstup klasifikační metody použijeme vhodně předzpracovaná 
data,  která  mohou  být  pro  daný  rys  významná.  Tím se  výrazně  snižují  nároky na  tuto  metodu. 
Možných způsobů kombinace přístupů je ovšem více. 
2.3.1 Neuronové sítě
Umělá neuronová síť je struktura napodobující chování biologické neuronové sítě. Tato struktura se 
skládá z umělých neuronů a jejich vzájemných propojení. Neurony jsou jednoduché objekty, které 
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jistým způsobem zpracují vstupní data (obvykle vážený součet) a transformují je na výstup (obvykle 
jistý omezený interval). Tato struktura se učí tím způsobem, že se postupně na vstup sítě vkládají data 
z trénovací  množiny a podle odezvy sítě  se patřičně upravují  váhy jednotlivých propojení.  Tento 
postup se opakuje tak dlouho, dokud se síť nenaučí (úspěch), nebo doba učení přesáhne stanovenou 
mez (neúspěch). Detailní principy jsou uvedeny v [SFC]. 
2.3.2 AdaBoost
Při  používání  klasifikačních metod  v oblasti  zpracování  obrazu se  nabízí  využívat  metody, 
které v této oblasti dosahují velmi dobrých výsledků. Jednou z takových metod je metoda AdaBoost 
(Adaptive Boosting), která je vhodná především pro binární klasifikaci.
Klasifikátor  H  produkuje  svoji  odezvu na  vstupní  vektor  x na  základě  lineární  kombinace 




t ht x  (2.1)
kde αt je váha t-tého klasifikátoru.
Učení této metody spočívá v postupném přidávání nejlepšího z množiny slabých klasifikátorů 
do  lineární  kombinace  a  v  postupném  upravování  vah  jednotlivých  prvků  trénovací  množiny. 
Podrobnosti lze opět nalézt v literatuře [VIO].
Tato metoda pak při použití na obrazových datech často pracuje s integrovaným obrazem a 
jednotlivé slabé klasifikátory obvykle používají prahovaný výstup jediného Haarova příznaku [VIO] 
vypočítaného  z  tohoto  obrazu.  Tato  metoda  je  velmi  rychlá  a  pracuje  poměrně  spolehlivě  jako 
detektor libovolných objektů [POV].
2.4 Rozpoznávání
Pojem rozpoznávání lze chápat různými způsoby. Pro účely této práce budeme rozpoznáním rozumět 
detekci  významných  obličejových  vlastností  (rysů)  a  pokus  o  správnou  klasifikaci  do  množiny 
předem daných vzorků na základě identity jedince. 
Pokud jde o vzájemný vztah obou činností, pak lze říci, že nalezení významných vlastností 
obličeje na snímku může mít využití i pro jiné účely, než pouze jako podpůrný prostředek klasifikace. 
Na  druhou stranu úspěšnost  klasifikace silně  závisí  na  korektnosti  detekovaných rysů  (pro účely 
normalizace). Pokud budou na vstupu klasifikačního algoritmu všechny obličeje správně zarovnané, 
budou mít stejnou velikost a alespoň přibližně stejný směr pohledu, pak budou výsledky klasifikace 




Normalizace obrazu se provádí za účelem snížení vnitrotřídní variability.  Okolností,  které zvyšují 
vnitrotřídní variabilitu je celá řada. Jako příklad lze uvést snímání osoby pod jiným úhlem, z jiné 
vzdálenosti, nebo jiným zařízením. Snímky nemusí být zachyceny ve stejném čase, na osobu mohou 
mezi snímky působit některé vlivy (růst vlasů a vousů, stárnutí), nebo se mohou změnit venkovní 
podmínky (osvětlení, teplota). 
Dokonalou normalizací  můžeme chápat jako zobrazení  φ obrazu  Op osoby  p do normalizovaného 
obrazu Op' takové, že pro všechny obrazy Op je Op' shodné. V praxi se tomuto zobrazení snažíme co 
nejvíce přiblížit pomocí přibližného zobrazení φ'. 
Pokud by bylo možné vyjádřit vliv různých faktorů exaktně (například pomocí matematických 
vztahů), byla by šance přiblížit se hledanému zobrazení  φ  vyšší. Jedním z faktorů, který lze tímto 
způsobem  uchopit  je  geometrická  transformace  (snaha  o  vyrovnání  změn  způsobených  změnou 
vzdálenosti kamery, natočení apod.). 
2.4.1.1 Bod v prostoru a jeho transformace
Libovolný bod v n-dimenzionálním prostoru je určen svými souřadnicemi [a1, … an]. V reálném světě 
se tento bod může pohybovat prostřednictvím translace (posunu) a rotace. Pokud pro reprezentaci 
bodu použijeme homogenní souřadnice [ZPO], lze libovolnou z těchto operací vyjádřit formou matice 
R  (rotace) a T  (translace). Skládání těchto transformací lze pak realizovat pomocí násobení matic, 
a vliv transformace na určitý bod A se spočítá jako násobení vektoru obsahující souřadnice bodu A 
s transformační maticí. Opačnou operaci lze vypočítat pomocí inverzní matice. Pomocí matice lze 
vyjádřit  i operaci projekce do dvourozměrného prostoru P (jak paralení, tak perspektivní). Detaily 
celé této teorie lze dohledat v literatuře [ZPO]. 
Snímek  osoby  lze  vyjádřit  jako  transformaci  bodů  b náležících  osobě  p do  snímku  s. 
Předpokládejme nějakou základní polohu osoby a označme ji jako bod 0. Snímek této osoby lze pak 
vyjádřit  jako  transformaci  bodů  b náležících  osobě  do prostoru  snímku  s.  Tato transformace  lze 
vyjádřit pomocí matice M složenou skládáním jednotlivých operací (posun, rotace, projekce). Snímek 
s tedy vznikne výpočtem s = Mb
Máme-li  dva snímky téže osoby a známe-li transformce  M1 a  M2,  pak lze body ze snímku 
s2 přepočítat na body snímku s1 následovně s1 = M1(M2-1 s2).
2.4.2 Detekce významných rysů
Mezi významné rysy u snímku obličeje lze řadit jakoukoliv vlastnost, která může mít přínos pro další 
využití (nejen v rámci klasifikace). Rysy lze dělit do tříd podle jejich povahy. V první třídě jsou rysy 
automaticky počítané (dále označované jako matematické rysy),  nemající v reálném obličeji žádný 
hmatatelný význam. Jsou jimi různé sumy nebo změny intenzit, statistické vlastnosti apod. V druhé 
kategorii  jsou potom rysy (fyzické),  které je schopen  v obrazu člověk nalézt bez použití  počítače 
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pouhým okem s využitím lidské inteligence (obrys hlavy,  natočení a sklon, pozice očí,  nosu, úst, 
detekce brýlí, pohlaví a další). U této skupiny rysů je možné zpětně vyhodnotit jejich vypočítanou 
hodnotu a případně určit míru chybovosti oproti manuálnímu určení. 
Matematické  rysy  se  využívají  často  jako  podklad  pro  výpočet  fyzických  rysů  nebo  jako 
vstupní data některých klasifikačních metod. Dále budou uvedeny některé fyzické rysy.
2.4.2.1 Obrys
Obrys  hlavy je  základním fyzickým rysem.  Jeho  správné  určení  je  důležitým předpokladem pro 
výpočet dalších rysů. 
2.4.2.2 Směr pohledu (natočení)
Směrem pohledu rozumíme úhel,  který svírá přímka spojující  kameru a střed obličeje s přímkou, 
která míří od obličeje ve směru pohledu osoby. Některé hodnoty tohoto úhlu mají slovní pojmenování 
(například α = 90° – levý profil, α = -90° – pravý profil, α = 0° – čelní pohled).
Hodnota  tohoto úhlu  se  nedá ze  2D snímku  přesně vypočítat,  nicméně  ji lze  aproximovat 
bezrozměrnou hodnotou  α',  která se spočítá jako poměr  vzdáleností  mezi  špičkou nosu  x k šířce 
celého obličeje v úrovni nosu y (2.2) (Obrázek 2.2a)
 '=x / y (2.2)
2.4.2.3 Sklon
Sklonem  je  myšlena  odchylka  přímky  spojující  obě  oči  s  horizontální  rovinou  (Obrázek  2.2b). 
Znalost této veličiny se pak může využít při normalizaci obličeje.
a) b)





Oblast okolo očí lze považovat za jeden z nejspolehlivějších rysů v procesu rozpoznávání obličeje. 
Tvar očí  se při  libovolné  mimice prakticky nemění.  U teplotních snímků se dokonce příliš  neliší 
snímek otevřeného a zavřeného oka. Oči nejsou závislé na fyzických změnách vzhledu (nový účes, 
vousy).  Pokud  je  absolutní  hodnota  úhlu  určujícího  směr  pohledu  dostatečně  malá,  pak  se  lze 
spolehnout, že obě oči budou na snímku dobře patrné (za předpokladu, že je nezakrývá nějaký externí 
objekt). Tímto se dostáváme k jedinému většímu úskalí, které je s tímto rysem spjato. Pokud jsou oči 
zakryté, pak to může zcela znehodnotit většinu algoritmů, které se právě na správnou detekci očí 
spoléhají.  V  době  kdy  velká  část  populace  nosí  brýle  (ať  již  sluneční  nebo  dioptrické),  lze 
předpokládat,  že  pravděpodobnost  tohoto  jevu  bude  poměrně  vysoká.  Je  tedy  vhodné  vytvořit 
spolehlivý  detektor  přítomnosti  brýlí,  a  na  základě  jeho  výstupu  pak  může  aplikace  požadovat 
opakované snímání s výzvou k odložení brýlí. Některé přístupy se dokonce pokoušejí místa obrazu 
ovlivněná brýlemi nahradit přibližným odhadem reálných hodnot [SID]. 
2.4.3 Klasifikace
Vyvíjená  aplikace  by  měla  být  schopna  identifikovat  či verifikovat  osobu  podle  termosnímku 
obličeje. Obě tyto úlohy jsou založeny na klasifikaci. Ta spočívá v zařazení vstupních dat do nějaké 
(obvykle existující) třídy. V případě obličejů je to tedy přiřazení třídy reprezentující konkrétní osobu 
k danému snímku.
Vstupní data lze chápat jako vektor, jehož dimenze N je určena velikostí těchto dat. Je-li číslo 
N příliš  velké,  lze  použít  redukci  vstupního  vektoru  N do  jiného  vektoru  M. Klasifikací  potom 
nazýváme přiřazení  konkrétní  třídy libovolnému bodu v  M-dimenzionálním prostoru (kde bod je 
jednoznačně určen transformovaným vstupním vektorem). Máme-li pouze omezený počet tříd, pak je 
nutné přiřazovat více bodům stejnou třídu. Klasifikuje-li se do předem známých tříd, pak lze každou 
takovou třídu vyjádřit jako jistý referenční bod v daném prostoru. Klasifikace libovolného vstupního 
vektoru  pak  obvykle  probíhá  na  základě  vzdálenosti  referenčního  bodu  třídy  a  bodu  určeného 
transformovaným  vstupním  vektorem.  Vstupní  vektor  pak  přiřadíme  do  té  třídy,  kde  je  tato 
vzdálenost minimální (Obrázek 2.3). 
V  případě  obličejů  lze  chápat  složky  vstupního  vektoru  jako  jednotlivé  pixely 
předzpracovaného  termosnímku  a  třída,  do  které  se  klasifikuje,  odpovídá  jednotlivým  osobám 
v databázi. 
Z předchozího textu je zřejmé, že je nutné řešit tři základní problémy: 
• Jaká data vložit na vstup?
• Jakým  způsobem  vhodně  transformovat  prostor  určený  vstupními  daty  pro  účely 
klasifikace? 
• Jak určit vzdálenost mezi dvěma body v klasifikačním prostoru?
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2.4.4 Vstupní data klasifikačních metod
Jako vstupní  data  lze  v  nejjednodušším případě  použít  přímo  data  získaná  ze  senzoru.  Nicméně 
klasifikační algoritmus by pak musel být robustní vůči vlivům jako natočení, posun, teplotní rozsah 
senzoru a podobně. Takový klasifikátor by se sestrojoval jen velmi obtížně. Proto je vhodnější využít 
detekované obličejové rysy a s jejich pomocí data normalizovat dříve, než se použijí jako vstup pro 
klasifikátor. 
Některé existující přístupy dokonce využívají jako vstup pro identifikaci obličeje nikoliv přímo 
vlastní obličejová data, ale provádějí nad nimi další výpočty ve snaze extrahovat z obličeje různé 
speciální vlastnosti. Mezi ně patří například metoda izotermálních čar, kde se na obrazu hledají místa 
se stejnou teplotou, z nich se pak vytvoří mapa teplotních center a ta je následně použita jako vstup 
[MOU]. Dalším z nových přístupů je klasifikace založená na hledání žilního řečiště [BUD]. 
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Obrázek 2.3: Schématický princip klasifikace.
Analyzovaný snímek
Vstupní data pro klasifikaci
(normalizovaný snímek)
Vstupní data 
jako bod v prostoru
Klasifikační prostorAnalýza vzdálenosti 
k referenčním obrazům
Transformace 























2.4.5 Transformace vstupu pro účely klasifikace
2.4.5.1 Přímé vyjádření
Nejjednodušším řešením je vstupní data pro potřeby klasifikace netransformovat vůbec. Toto řešení 
má své opodstatnění v případech, kdy klasifikační metoda je sama schopna vybírat relevantní data 
z rozsáhlého vstupního vektoru, nebo v případech, kdy je vstupní vektor sám o sobě malý. Nicméně 
i v tomto případě je často lepší data před klasifikací transformovat.
2.4.5.2 PCA
Jednou z oblíbených a v oblasti rozpoznání obličeje používaných způsobů redukce dimenze vstupních 
dat  je  metoda  PCA (Principal  Component  Analysis)  [WIKI].  Tato metoda  je  schopna redukovat 
vstupní  prostor na jiný výrazně menší  prostor na základě detekce a výběru hlavních (důležitých) 
příznaků. Matematické podklady této metody jsou uvedeny například v [CHEN]. 
2.4.6 Výpočet vzdálenosti bodů v prostoru
Výpočet  vzdálenosti  mezi  dvěma body v obecně  N-dimenzionálním prostoru je  známým a velmi 
dobře popsaným problémem [WIKI]. Pro účely klasifikace se vyplatí vyzkoušet vždy více různých 
výpočtů vzdálenosti a použít ten, který poskytuje nejlepší výsledky.
Předpokládejme,  že  máme  v  N-dimenzionálním  prostoru  body X = (x1, x2, x3, ... xN) a 
Y = (y1, y2, y3, ... yN) a chceme vypočítat vzdálenost d(X,Y). 
2.4.6.1 Euklidovská vzdálenost
Tato vzdálenost odpovídá přímé vzdálenosti mezi oběma body (2.2) [WIKI].





Jindy též zvaná vzdálenost městských bloků  (city–block)  určuje vzdálenost jako sumu absolutních 
hodnot rozdílů jednotlivých složek (2.3) [WIKI].
d  X ,Y =∑
i=1
N
∣x i− yi∣ (2.3)
2.4.6.3 Mahalanobisova vzdálenost 
Při výpočtu této vzdálenosti je nutné znát střední odchylku σ = (σ1, σ2, σ3, ... σN) jednotlivých složek, 
přes všechny body v prostoru, kvůli váhování (2.4) [WIKI].
d  X ,Y =∑i=1N x i− y i2 2 (2.4)
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2.4.7 Typy klasifikačních úloh
V předchozí kapitole je naznačen způsob, jakým lze určit podobnost dvou snímků a tuto podobnost 
vyjádřit pomocí metriky. Mezi nejrozšířenější úlohy oblasti klasifikace patří identifikace a verifikace 
[BIO].
2.4.7.1 Identifikace
Úloha je definovaná jako nalezení jedince (v rámci dostupné databáze), jehož snímek je předložen 
k identifikování. Výstupem je tedy buď nalezená identita jedince, nebo oznámení, že se daný jedinec 
v databázi nenachází. Matematicky lze tuto úlohu formulovat jako nalezení vzoru, jehož vzdálenost 
od hledaného vzoru je minimální.
2.4.7.2 Verifikace
Vstupem této úlohy je snímek osoby a tvrzení  o tom,  jaká identita se se snímkem pojí.  Úkolem 
verifikačního algoritmu je toto tvrzení buď potvrdit, nebo zamítnout. V praxi potom toto rozhodnutí 
vzniká  nalezením  vzdálenosti  daného  obrazu  a  referenčního  obrazu  jedince  a  porovnání  této 
vzdálenosti s jistým předdefinovaným prahem. Tato úloha je z hlediska časové náročnosti jednodušší 
než identifikace, jelikož není potřeba prohledávat celou databázi a vzájemně porovnávat snímky, ale 
obvykle stačí provést pouze jedno porovnání.
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3. Návrh řešení
3.1 Životní cyklus aplikace
Vzhledem k všeobecnému zaměření práce není dopředu zřejmé, jakými způsoby může být v praxi 
využita. V závislosti na tom se bude měnit i životní cyklus aplikace. Některé dílčí části cyklu budou 
však vždy stejné nebo velmi podobné. Především jde o část, ve které se zpracovává jeden konkrétní 
snímek. Proces jeho zpracování lze rozepsat následovně:
1. Načtení snímku
2. Předzpracování a normalizace
3. Detekce obličejových rysů
Uvedené  pořadí  nemusí  být  vždy  striktně  dodržováno.  Fáze  normalizace  může  vyžadovat 
znalost některých údajů patřících do množiny obličejových rysů.
Praktické využití by mohly mít aplikace, které používají pouze informace o jednom aktuálním 
snímku obličeje (např. detekce směru pohledu osoby), nicméně se předpokládá, že hlavní využití této 
techniky je v oblasti identifikace nebo verifikace. Tyto aplikace mají pak obvykle dva režimy, režim 
editace databáze (vložení  nového jedince,  úprava, smazání)  a režim pracovní  (vlastní  identifikace 
případně verifikace).  V editačním režimu  se  u  záznamu jedince obvykle  uchovává jak originální 
snímek, tak i jeho normalizovaná varianta kvůli vyšší rychlosti porovnání s ostatními snímky.
3.2 Pracovní režimy
Celkové  řešení  problému  rozpoznání  obličeje  z  termosnímku  se  skládá  z několika  částí,  jak  je 
naznačeno v kapitole 2. Výsledný program by tedy měl umožnit jak vyvíjení, nastavování a testování 
dílčích  detektorů  rysů,  tak  i  zhodnocení  celkové  klasifikace  (identifikace)  jako  takové.  Tyto 
požadavky se značně liší a do značné míry jdou i proti sobě. Zatímco část pro detekci jednotlivých 
rysů vyžaduje obvykle interakci s uživatelem pro potřeby vyhodnocení a případné změny v nastavení, 
část pro celkové zhodnocení algoritmu by měla naopak probíhat zcela samostatně, jelikož výpočet 
může  trvat  poměrně  dlouhou dobu (v řádu desítek  minut  nebo i  hodin,  v  závislosti  na  velikosti 
databáze).  Tomu je  podřízen  i  návrh  řešení,  kdy by měl  být  program schopen pracovat  ve  více 
režimech podle aktuálních potřeb uživatele.
Zcela  stranou stojí  aplikačně zaměřené  režimy.  V těch může  program například generovat 
testovací a trénovací množiny pro učení a testování nejrůznějších metod z oblasti umělé inteligence 
(neuronové sítě,  AdaBoost apod.). V případě úspěšného učení lze dosažené výsledky použít zpětně 
v aplikaci například pro detekci jednotlivých obličejových rysů.
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3.3 Načtení snímku
V  závislosti  na  původu  dat  může  být  snímek  uložen  různými  způsoby  a  v  různých  formátech. 
Výsledná aplikace by měla být schopna načítat obrázky ze všech dostupných zdrojů. Případně by měl 
být program snadno rozšiřitelný o načítání snímků z dosud neznámých zdrojů. 
Po načtení by měla být data v rámci aplikace uchovávána v jednotném formátu (nezávisle na 
původu dat), se kterým lze dále pracovat (filtrace, výřez, převzorkování apod.). 
3.4 Předzpracování a normalizace
V první fázi předzpracování je nutné určit,  kde je na snímku obličej.  Tato informace je naprosto 
klíčová pro další zpracování a její získání je popsáno v kapitole 3.5.2. Na základě této informace lze 
provést několik typů normalizace – viz následující kapitoly.
3.4.1 Jasová normalizace
Pro  všechny pixely ležící  uvnitř  obličeje  je  přepočítána  jejich  hodnota  (lineární  interpolací)  tak, 
aby všechny hodnoty ležely ve stanoveném intervalu.  Touto normalizací  by měly být  odstraněny 
závislosti na zvoleném teplotním rozsahu snímání a částečně dokonce i na celkové teplotě prostředí 
(předpokládáme-li  pro  jednoduchost,  že  všechny  části  obličeje  se  ohřívají  nebo  ochlazují  stejně 
rychle).
3.4.2 Geometrická normalizace
U snímku je provedena změna měřítka, natočení a posun tak, aby význačné pozice snímku (oči a nos) 
odpovídaly předem definovaným bodům v obraze. Tímto se snižuje vliv různé pozice obličeje na 
snímku,  jeho natočení  a  sklonu na úspěšnost  dílčích algoritmů.  Nutným předpokladem pro tento 
výpočet je takové natočení hlavy, při kterém jsou na snímku dobře patrné obě oči.
Obecná transformace dvou 2D obrazů lze provést tak, že pomocí tří odpovídajících si dvojic 
bodů x,y je nejprve nalezena transformační matice  M (vyřešením soustavy rovnic). Tou jsou potom 
jednotlivé souřadnice bodů obrazu určenému k transformaci vynásobeny a výsledkem je nová pozice 
bodů v transformovaném obrazu (viz kapitola 2.4.1.1).
Toto  řešení  má  ovšem  nevýhodu  v  tom,  že  je  přepočet  bodů  uvažován  pouze 
z dvourozměrného  obrazu  do  jiného  dvourozměrného  obrazu,  zatímco  skutečná  podstata 
transformace se odehrává v reálném třídimenzionálním světě (například natočení hlavy). Proto jsou 
snímky obličeje, které se nedívají přímo do kamery deformované a jednotlivé části mimo explicitně 
zarovnané oblasti si příliš neodpovídají.
Proto  se  nabízí  využít  znalosti  alespoň  přibližného  obecného  tvaru  obličeje  a  provádět 
normalizaci přepočtem přes třídimenzionální model  lidského obličeje.  Základem výpočtu je podle 
17
kapitoly 2.4.1.1 nalezení transformačních matic M1 a M2. Matici M1 je možné zvolit si tak, aby model 
transformovaný  touto  maticí  a  promítnutý  do  2D roviny co  nejlépe  pokrýval  nějakou referenční 
plochu. Jediné co zbývá dopočítat je matice M2. Její skutečné hodnoty je možné odhadnout iteračním 
postupem, kdy na 3D modelu máme vyznačené pozice několika bodů, jejichž polohu známe i v rámci 
obrazu,  který chceme normalizovat.  Iteračně pak zpřesňujeme jednotlivé  hodnoty matice  M2 tak, 
aby si body obrazu a body modelu transformované maticí M2 odpovídaly (Obrázek 3.1).
3.4.3 Normalizace na základě anatomie obličeje
Některé  části  obličeje  jsou  více  neměnné  než  jiné,  a  proto  je  vhodné  jim při  identifikaci  osob 
přiřazovat vyšší důležitost. Části obličeje, které jsou málo závislé na výrazu, mimice, nebo například 
aktuálním  vzhledu  (vousy  a  vlasy)  mají  vyšší  pravděpodobnost,  že  jejich  teplotní  odezva  bude 
konstantnější, než u ostatních částí. Těmto částem lze pak patřičným způsobem nastavit různou váhu. 
Tento způsob normalizace je možné provést maskováním. Tvar masky může určovat přibližný tvar 
obecného obličeje (například elipsa). Také je možné různým částem masky nastavit různou váhu na 
základě teplotní neměnnosti dané části obličeje.
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Obrázek 3.1: Princip 3D geometrické normalizace.
M2
M1
3.5 Detekce obličejových rysů
Z  kapitoly  3.4 je  patrné,  že  znalost  některých  rysů  je  požadována  pro  výpočet  určitých  typů 
normalizace obličeje.  Z obrázku (Obrázek 3.2) je  patrné,  jak vypadají  konkrétní  závislosti.  Plyne 
z toho  nepříjemný  poznatek,  že  pro  výpočet  libovolných  rysů  nelze  obecně  použít  libovolně 
normalizovaný obrázek. Algoritmy pro detekování rysů tedy musí být dostatečně robustní podle toho, 
jaké vstupní údaje jsou dostupné.
3.5.1 Detekce konkrétního rysu
V celé aplikaci je často řešen problém detekce nějakého konkrétního rysu v obraze ve smyslu určení 
přesné pozice konkrétní fyzické vlastnosti (například pozice oka, nosu, úst). Algoritmů, které jsou 
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Obrázek 3.3: Závislosti mezi výpočty rysů a normalizací

























schopny řešit takový problém, je obvykle více, nicméně jejich robustnost není vždy dostatečná. Lze 
ovšem předpokládat, že jejich vzájemnou kombinací se celková přesnost a spolehlivost zlepší.
Různé  algoritmy  určující  pozici  konkrétního  rysu  mohou  produkovat  výstup  v  různých 
formátech.  Obvykle  je  na  výstupu  množina  bodů  M,  které  určují,  kde  by  se  hledaný  rys  mohl 
nacházet  (v  ideálním  případě  je  její  mohutnost  rovna  jedné).  Každý  prvek  množiny  může  mít 
přiřazenu jistou pravděpodobnost. 
Druhou  rozebíranou  možností  je  výstup  ve  formě  2D  obrazu  I s  rozměry  odpovídajícím 
prohledávanému obrazu, kde intenzita každého bodu obrazu  I  udává míru pravděpodobnosti, že se 
daný rys v tomto bodě nachází.
Důležitou otázkou je vzájemná převoditelnost těchto výstupů. Pro účely této práce zavedeme 
operace, které tyto výstupy vzájemně transformují takto: 
Převod I → M:
V obraze I nalezneme lokální extrémy L. U každého nalezeného extrému l ext∈L  mohou být 
významné hodnoty intensity(lext) (udává hodnotu obrazu I v bodě lext) a surround(lext) udávající počet 
bodů, které konvergují do tohoto extrému. Jednoduše pak lze prohlásit M = L.
Převod M → I:
Každý  bod  m∈M lze  do  obrazu  I  promítnout  buď zvýšením intenzity  příslušného  místa 
obrazu  o  patřičnou  hodnotu,  nebo  lze  do  obrazu  I vykreslit  (ve  smyslu  přičíst  ke  stávajícím 
intenzitám)  dvourozměrnou  gaussovu  funkci  se  středními  hodnotami  odpovídajícími  souřadnicím 
bodu m a patřičně velkými rozptyly (podle konkrétní situace).
Po zavedení těchto transformací lze kombinovat výstupy více algoritmů z množiny A tak, že 
jejich  výstupy  převedeme  na  obrazy  intenzit  Ii výsledný  výstup  Is pak  získáme  jako  lineární 




Hodnota  ai umožňuje nastavit váhu výstupům jednotlivých algoritmů podle námi zvoleného 
kritéria.
3.5.2 Detekce kontury postavy a obličeje
Na všech dostupných termosnímcích,  kde je zachycena pouze jediná postava proti  homogennímu 
pozadí, je obvykle pravidlem, že pozadí má konstantní teplotu (nižší než průměrná teplota celého 
snímku), zatímco obličej se vyznačuje většími změnami teploty na malém prostoru. Obvykle také 
bývá v průměru teplejší než okolní prostředí. Tento jev je dobře patrný z histogramu, kdy jeden ostrý 
globální extrém určuje barvu pozadí, zatímco histogramová odezva obličejových bodů je posunuta do 
vyšších hodnot a zdaleka není tak ostrá (Obrázek 3.4 a Obrázek 3.5).
Další  vlastností,  jíž  lze  využít,  je  dobrá  odezva  hranového  detektoru  na  obrysu  postavy. 
Různými kombinacemi filtrů prahování, detekce hran, eroze a dilatace lze na základě těchto údajů 
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odlišit část na níž je postava od neživého pozadí. V případě, že je na obrázku osoba zachycena včetně 
části ramen a trupu, je nezbytné určit samotnou obličejovou část. Pro tuto úlohu lze použít proložení 
elipsou s předdefinovanými parametry nebo například princip aktivních kontur [MOU].
3.5.3 Detekce sklonu hlavy
Pro sklon hlavy lze využít symetrie obličeje. Z předpokladu, že obličej je do značné míry souměrný 
podle  vertikální  osy  plyne,  že  nalezením  osy  symetrie  získáme  i  úhel  sklonu  obličeje.  Dalším 
způsobem jak zjistit hodnotu tohoto úhlu je z natočení hlavních os elipsy, kterou je obličej proložen 
(viz kapitola 3.5.2).
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Obrázek 3.4: Snímek, jeho histogram a výsledek po prahování.
Obrázek 3.5: Snímek, jeho histogram a výsledek po prahování.
3.5.4 Detekce natočení hlavy
Natočení hlavy lze snadno zjistit z pozice očí nebo nosu. Bohužel právě úspěšnost detekce těchto 
dvou rysů často závisí na správném určení natočení hlavy. Proto je třeba vypočítat hodnotu natočení 
hlavy bez znalosti těchto hodnot. 
Jednou  z  možných  metod  je  naučit  klasifikátor  na  testovacích  ručně  anotovaných  datech 
a potom jej  použít  při  detekci.  Klasifikátor může být  založen například na metodě PCA nebo na 
umělých neuronových sítích.
3.5.5 Detekce vertikální pozice očí
Vnitřní koutky očí jsou jedny z nejteplejších míst na obličeji. Oproti tomu obočí bývá studenější než 
zbytek  obličeje  nebo  alespoň  stejně  studené.  Toho  lze  využít  k  detekci  vertikální  pozice  očí. 
Filtrujeme-li  obraz hranovým detektorem pro detekci  vertikálních hran,  a provedeme-li  nad takto 
filtrovaným obrazem v  každém řádku  součet  jasových  hodnot  (vertikální  histogram),  vyjde  nám 
v místě očí a obočí výrazný extrém [FRI]. 
Tuto techniku je možné použít pouze pokud je vertikální sklon hlavy blízký nule. Pokud je 
výrazně větší, je nutné tento sklon detekovat a snímek rotovat o zápornou hodnotu tohoto úhlu.
3.5.6 Detekce očí
Existuje  opět  několik  přístupů  jak  oči  detekovat.  Záleží  vždy na  tom,  které  další  rysy  můžeme 
k výpočtu použít. Pokud nemáme žádnou informaci o obličeji, mohl by se celý obraz rozdělit na malé 
výřezy (přibližně velikosti oka a jeho blízkého okolí). Každý takový výřez by pak byl ohodnocen 
klasifikátorem s odezvou odpovídající  míře  pravděpodobnosti,  zda je ve výřezu obsaženo oko, či 
nikoliv. Dva výřezy s nejlepší odezvou by pak byly prohlášeny za oči. Klasifikátor je možné založit 
například na metodě AdaBoost nebo na principu umělých neuronových sítí.
Vzhledem k tomu, že vnitřní koutek oka je jedna z nejteplejších částí obličeje, je možné využít 
pro jeho detekci i specifickou metodu využívající této znalosti. Tato metoda je založena na algoritmu 
Hill-climbing [IZU], kde se v oblasti očí náhodně generují body, které se postupně pohybují směrem 
do lokálního extrému (teplotní maximum).  Místa,  ve kterých uvízne nejvíce těchto bodů můžeme 
prohlásit za oči.
U obou výše zmiňovaných metod získáme několik míst, kde by s vysokou pravděpodobností 
mohly  být  oči.  Jednoduchý přístup  zmíněný  výše vezme  dvě místa  s  nejlepší  odezvou jako oči. 
Nicméně lze použít i složitější přístup, kdy se několik nejlepších umístění dá na vstup rozhodovacího 
algoritmu a ten rozhodne, které pozice nejlépe odpovídají očím. K tomu může používat údaje jako 
vzájemnou pozici, pozici vůči obrysu hlavy, úhel sevřený s horizontální rovinou, relativní vzdálenost 
a další.
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3.5.7 Detekce úst a nosu
Ani ústa ani nos nevykazují  na dostatečně rozsáhlé množině dat společné rysy u statisticky 
významného  počtu  snímků.  Proto  pro  jejich  detekci  není  využíván  žádný  uměle  vytvořený 
algoritmus. Detekce se tedy spoléhá na obecné učící se klasifikační algoritmy, podobně jako je tomu 
u detekce očí.
Pokud provádíme detekci těchto rysů až po úspěšném detekování očí, lze využít anatomických 
vlastností obličeje pro určení předpokládaného výskytu těchto rysů. Dá se předpokládat, že ústa i nos 
leží  na  ose  úsečky,  která  spojuje  obě  oči  (nebo  alespoň  v  její  blízkosti).  I  přes  to,  že  se  při 
perspektivní projekci nezachovávají vlastnosti jako kolmost a rovnoběžnost úseček, lze s jistou mírou 
pravděpodobnosti určit přibližnou pozici úst a nosu. Tato pozice je určena jako bod na ose úsečky 
spojující  obrazy  očí  ve  vzdálenosti  d  od  průsečíku  osy  s  úsečkou.  Tato  vzdálenost  je  vztažena 
relativně ke vzdálenosti  obrazů očí.  Předpokládaná vzdálenost je pak určena průměrnou hodnotou 
této vzdálenosti na množině testovacích snímků.
Vypočítaná předpokládaná pozice má pak vliv na ověření správnosti  detekce požadovaného 
rysu. Pokud se pozice detekovaného rysu výrazně liší od předpokládaného umístění, může být tato 
pozice zamítnuta, případně korigována.
3.6 Klasifikace
3.6.1 Práce s databází
Pro potřeby klasifikace je třeba mít k dispozici data z více než jednoho snímku. Pro pohodlnou práci 
s databází snímků je vhodné implementovat základní operace jako výběr snímků na základě určitého 
kritéria  a  iterativní  procházení  daného  výběru.  Výběr  může  obsahovat  celou  databázi,  náhodně 
zvolené prvky, nebo například redukce snímků z hlediska určitého konkrétního počtu snímků u každé 
osoby. Pro účely učení metod z oblasti umělé inteligence je vhodné mít ke každému snímku připojeny 
informace získané ruční anotací (přesná pozice očí, nosu, úst apod.).
3.6.2 Dílčí kroky klasifikace
Proces klasifikace lze rozdělit do těchto kroků
• Určení vstupních dat pro klasifikaci
• Vymezení klasifikačního prostoru
• Nalezení obrazu vstupního snímku v klasifikačním prostoru
• Analýza tohoto obrazu vzhledem k referenčním bodům v prostoru
23
Pro  zvýšení  přesnosti  klasifikace  je  vhodné  dát  na  vstup  klasifikačního  algoritmu  taková 
vstupní  data,  která  mají  vysokou  mezitřídní  a  nízkou  vnitrotřídní  variabilitu.  Proto  je  logické, 
že originální  vstupní  obraz  prochází  normalizačním  filtrem,  který  se  snaží  těchto  vlastností 
dosáhnout.  Výběr  tohoto  filtru  je  možné  nastavovat  pomocí  parametrů  a  zkoumat  tak  různou 
vhodnost jejich použití.
Vstupní  data  se  ve  druhé  fázi  klasifikace  transformují  do  klasifikačního  prostoru.  Tato 
transformace  může  být  provedena  jednoduše  přímým mapováním „jedna  k  jedné“,  nebo lépe  za 
použití nějaké pro tento účel vhodné metody. Takovou metodou je například metoda PCA. Aplikace 
by však měla mít možnost snadno tuto metodu zaměnit.
Aby bylo možné klasifikaci provést, je nutné znát třídy, do kterých se data mají klasifikovat. 
V tomto případě jsou třídami jednotlivé identity jedinců obsažených v databázi. Pro každou osobu 
z databáze  je  tedy  vybráno  několik  snímků  (počet  nastavitelný  parametrem),  jejichž  obrazy 
v klasifikačním  prostoru  jsou  považovány  za  referenční  obrazy  třídy  představující  identitu 
konkrétního jedince.
Při klasifikaci neznámého snímku je pak tento snímek transformován do bodu v klasifikačním 
prostoru a je zařazen do té třídy, k jejímuž referenčnímu obrazu je tento bod nejblíže. Pro potřeby 
identifikace je pak tato třída prohlášena za hledanou identitu. 
Ve verifikačním procesu hledáme nejmenší  vzdálenost  tohoto bodu k referenčnímu obrazu 
předem dané třídy a porovnáváme tuto vzdálenost s určitým prahem.
3.7 Trénování detektorů rysů
Klasifikační a predikční metody založené na strojovém učení (neuronové sítě, AdaBoost) je třeba 
nejprve naučit na trénovacích datech, jejich funkčnost ověřit na testovacích datech, a teprve pokud je 
metoda  úspěšná v obou těchto fázích ji  lze využít  pro praktické účely.  Z tohoto důvodu by měl 
existovat aplikačně závislý režim (zmíněn v kapitole  3.2), který by měl právě sloužit například ke 
generování  těchto trénovacích a  testovacích dat,  nebo přímo k učení  nějaké metody.  Obvykle  je 
v tomto režimu třeba vybrat pouze část databáze. Tu potom ve vhodném poměru rozdělit na dvě části. 
Z první části budou vygenerována trénovací data, z druhé potom testovací data. Princip generování 
těchto dat  vždy závisí  na účelu,  za jakým metodu učíme (například detekce očí,  natočení  hlavy). 
Pokud je metoda úspěšná, je třeba uchovat její naučené parametry a ty následně použít ve vlastní 
aplikaci pro řešení daného problému.
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4. Implementace
V této  kapitole  jsou  popsány konkrétní  problémy a  jejich  řešení  ve  fázi  implementace.  Ta  byla 
provedena tak, aby odpovídala navrženému řešení popsanému v kapitole 3.
V  první  části  kapitoly  jsou  dopodrobna  rozepsány  algoritmy  vztahující  se  ke  klíčovým 




Ve  druhé  části  jsou  uvedeny  implementační  detaily  vzhledem  k  fungování  aplikace  jako 
takové.
4.1 Normalizace
Výsledná aplikace umožňuje tři typy normalizací (tak jak jsou popsány v kapitole  3.4). U každého 
typu normalizace je možné určit jeho parametry, jak ukazuje následující přehled:
• Geometrická normalizace
◦ Oříznutí obličeje
◦ Oříznutí a rotace obličeje
◦ Šablonové zarovnání (2D, nebo 3D)
• Jasová normalizace
◦ Normalizace do plného rozsahu hodnot
• Anatomická normalizace
◦ Maskování elipsou
◦ Maskování elipsou s neostrými hranami
V následujících kapitolách je naznačen princip implementace pro ty typy,  kde není způsob 
implementace zcela evidentní.
4.1.1 Geometrická normalizace
Tento typ normalizace využívají téměř všechny detektory jednotlivých rysů. Úspěšnost většiny 
metod se rapidně zvyšuje, pokud to, co na vstup přiložíme, je vždy určitá část obličeje. Díky tomu 
nemusí  být  používané  algoritmy  robustní  vzhledem k  pozici  a  velikosti  obličeje  na  originálním 
snímku.
Jednotlivé typy normalizace se liší především z hlediska vstupních dat. Lze říci, že čím má být 
geometrická normalizace přesnější, tím více údajů potřebuje pro výpočet. Zatímco si u oříznutí na 
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obličejovou oblast vystačíme se znalostí kontury obličeje, tak u šablonového zarovnání vyžadujeme 
přesnou znalost pozice očí, úst a případně i nosu (Obrázek 4.1).
a) b) c)
d) e) f)
Obrázek 4.1: Geometrická normalizace: a) Původní snímek, b) Oříznutí a změna měřítka,  
c) Oříznutí, změna měřítka a rotace, d) 2D šablonové zarovnání, e)  3D šablonové 
zarovnání, f) Geometrická transformace 3D modelu.
4.1.2 Anatomická normalizace
U tohoto  typu  normalizace  není  příliš  obtížná  normalizující  operace  jako  taková  (v  praxi 
implementována operací maskování), ale spíše určení, jakým způsobem a na jakou oblast normalizaci 
uplatnit (tvar a velikost masky).
Pro  výpočet  tohoto  typu  normalizace  se  předpokládá,  že  je  dostupná  informace  o  pozici 
základních anatomických objektů v obraze (oči,  ústa,  nos).  Dále je třeba znát  údaje o provedené 
geometrické transformaci, aby se dalo určit, jak se změnila pozice jednotlivých významných bodů. 
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Jak již  bylo  naznačeno výše,  normalizaci  provádíme maskováním.  Pokud již známe pozice 
význačných bodů v normalizovaném obraze (po provedení ostatních typů normalizací),  nastavíme 
oblast masky, aby patřičně pokrývala ty oblasti obrazu, kde se dá předpokládat nejmenší vnitrotřídní 
variabilita (oblast mezi očima, líce, nos). Relativní velikost této oblasti je pak možné určovat pomocí 
parametrů (Obrázek 4.2).
a) b) c)
Obrázek 4.2: Typy anatomické normalizace: a) Žádná, b) Maskování elipsou, c) Maskování 
elipsou s rozostřenými okraji.
4.2 Obličejové rysy
Jednotlivé obličejové rysy jsou počítány následovně:
• Kontura – kombinace prahovacích, morfologických a hranových filtrů
• Natočení obličeje – neuronová síť
• Sklon obličeje – hledání vertikální osy souměrnosti 
• Horizontální pozice očí – vertikální histogram intenzit a hledání maxima v oblasti očí [FRI]
• Pozice očí – kombinace algoritmů Hill-climbing, Gaborovy filtrace a AdaBoost
• Pozice nosu – AdaBoost s korekcí pomocí výpočtu předpokládané pozice
• Pozice úst – AdaBoost s korekcí pomocí výpočtu předpokládané pozice
4.2.1 Kontura postavy
Nalezení  kontury  postavy  se  na  první  pohled  zdá  jako  jednoduše  řešitelný  problém  pomocí 
prahování.  Nicméně  po  aplikování  tohoto  postupu  na  celou  databázi  snímků  vznikne  řada  chyb 
způsobená  šumem,  nehomogenním  pozadím,  malým  rozdílem  mezi  teplotou  pozadí  a  teplotou 
některých částí postavy apod. (viz Obrázek 3.5).
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Předpokládáme-li, že je na snímku pouze jedna postava, lze části její kontury získat pomocí 
detekce hran. Detekovaných hran je obvykle příliš mnoho a často nebývají  souvislé.  Proto se pro 
vylepšení výsledku využijí další filtry aplikované následujícím způsobem:
1. Aplikuj Sobelův hranový detektor.
2. Prahuj obrázek pro potlačení nevýznamných hran.
3. Aplikuj Sobelův hranový detektor (nalezne hrany hran).
4. Semínkovým vyplňováním vybarvi část obsahující pozadí (z míst, kde se obličej nenachází 
– horní rohy obrázku).
5. Vypočítej těžiště nevyplňených bodů a proveď semínkové vyplňování této oblasti.
6. Operátory eroze a dilatace odstraň šum v okolí a případné díry v postavové části.
7. Vyhlaď Mediánovým filtrem celý obraz.
8. Body s maximální intenzitou urči jako body postavy, ostatní body označ jako pozadí.
Tento  algoritmus  byl  navržen  intuitivně  a  byl  experimentálně  testován  a  odlaďován  na 
dostupných snímcích. Jeho spolehlivost klesá s nižším kontrastem postavy a s vyšší nehomogenitou 
pozadí.
4.2.2 Oblast obličeje
Pro detekci oblasti obličeje je použit jednoduchý algoritmus využívající výsledky z hledání kontury 
postavy. Algoritmus vychází z předpokladů, že obličej (hlava) je u zachycených postav vždy v horní 
části, a že obličej má přibližně oválný tvar. Všechny použité operace pracují nad binárním obrazem  I, 
pro  který  platí,  že  bod b[ x , y ]∈I : I b =1 pro  body  postavy  a I b=0 pro  body  pozadí.  Body 
postavy se algoritmus snaží proložit elipsou E tak, aby co nejlépe odpovídala obličejové části. 
Označme bod emax(E) jako bod elipsy E, který má nejnižší hodnotu souřadnice y (nejvyšší bod 
elipsy – teoreticky odpovídá vršku hlavy).
1. Inicializuj  elipsu  E v  těžišti  bodů  postavy.  Její  poloměry  nastav  na  dostatečně  malé 
hodnoty, tak aby pro všechny body e∈E : I e =1.
2. Posunuj iterativně elispu směrem vzhůru tak, aby stále platila podmínka v bodu 1.
3. Přiřaď M = emax(E).
4. Rozšiř rozměry elipsy.
5. Posuň střed elipsy směrem dolů tak, aby stále platilo emax(E) = M.
6. Pokud podíl počtu bodů elipsy e∈E : I e =1 vzhledem k celkovému počtu bodů elipsy 
nepřekročí zvolenou mez, jdi na bod 4.
4.2.3 Detekce očí – pravděpodobné výskyty
K detekci očí lze využít řadu algoritmů, které jsou k tomuto účelu s úspěchem používané v oblasti 
viditelného spektra, tak i algoritmy využívající vlastností teplotní odezvy očí a jejich okolí. V práci 
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jsou implementovány tři  algoritmy detekce.  Výstupem každého z algoritmů jsou pozice možných 
výskytů očí na snímku.
4.2.3.1 Detekce založená na Hill-climbing algoritmu
Algoritmus využívající hledání lokálních extrémů metodou Hill-climbing [IZU] funguje následovně: 
1. Zvol oblast pravděpodobného výskytu očí (experimentálně zjištěna) O. 
2. Pokud nebyly vybrány všechny body p∈O jdi na krok 3, jinak na krok 6.
3. Najdi lokální teplotní extrém max na snímku obličeje metodou Hill-climbing z místa p.
4. Inkrementuj hodnotu asociativního pole M na pozici max.
5. Jdi na krok 2.
6. Hledanými pravděpodobnými pozicemi  očí  jsou body  m  takové,  že hodnota pole  M na 
pozici m je nenulová. Pravděpodobnost je tím vyšší, čím je vyšší tato hodnota.
Tento  algoritmus  vychází  z  experimentálního  zjištění,  že  vnitřní  koutky  očí  jsou  jednou 
z nejteplejších oblastí na lidském obličeji. Typická ukázka výstupu algoritmu aplikovaného na obličej 
je na obrázku 4.3.
a) b) c)
Obrázek 4.3: a) Detekovaný obličej, b) Odezva algoritmu Hill-climbing, c) Odezva algoritmu 
Hill-climbing v kontextu obličeje.
4.2.3.2 Detekce založená na Gaborově filtraci
V oblasti viditelného spektra se pro detekci očí často užívá Gaborova filtrace  [GAB]. Po aplikaci 
filtru  s  vhodnými  parametry  vznikne  často  obraz,  mající  vysokou  intenzitní  odezvu v  místě  očí 
(obvykle to však nebývá jediná odezva). Jelikož dobré výsledky je možné u různých osob dosáhnout 
s mírně odlišnými  nastaveními  filtru, je  v aplikaci implementována metoda,  která provede filtraci 
původního obrazu několika různými filtry zvlášť. Součtem jejich odezev vznikne jediný obraz. Ten 
obsahuje vyšší množství míst s vysokou odezvou než je běžné u jednoho filtru, ovšem na druhou 
stranu  produkuje  odezvu  v  místě  očí  u  velkého  množství  osob  (vyšší  robustnost  na  úkor 
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jednoznačnosti). Tento algoritmus má obvykle maximum odezvy v úrovni obočí (Obrázek 4.4), proto 
je jeho výstup posunut o patřičnou vzdálenost směrem ke spodní části obrázu.
a) b) c)
Obrázek 4.4: a) Detekovaný obličej, b) Odezva algoritmu Gabor-filtering, c) Odezva 
algoritmu Gabor-filtering v kontextu obličeje.
4.2.3.3 Detekce založená na algoritmu AdaBoost
Pro  detekci  založenou  na  algoritmu  AdaBoost  je  posup  následující.  V  prvním  kroku  je  nutné 
natrénovat algoritmus na anotovaných datech. Pro tvorbu trénovacích dat má aplikace samostatný 
režim.  Trénovacími  daty bylo  50 %  všech snímků obličejů.  Po naučení  tato  metoda  velmi  dobře 
určuje oblasti, které považuje za oči. Středy těchto oblastí lze prohlásit za hledané pravděpodobné 
pozice očí (Obrázek 4.5).
a) b) c)
Obrázek 4.5: a) Detekovaný obličej, b) Odezva algoritmu AdaBoost, c) Odezva algoritmu 
AdaBoost v kontextu obličeje.
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4.2.4 Detekce očí – výběr přesné pozice
Algoritmy  popsané  výše  splňují  všechny  náležitosti  popsané  v  kapitole  3.5.1.  Výsledky  všech 
prakticky použitých algoritmů se tedy dle předepsaného principu zkombinují do výsledného obrazu Is  
(Obrázek 4.6). Primitivním způsobem jak určit, které z nabízených bodů představují oči, je výběr 
dvou extrémů z množiny všech lokálních extrémů takových, že jejich intenzita je maximální. 
Kvůli  nepřesným  výsledkům  tohoto  způsobu  je  v  práci  implementován  ještě  jeden 
sofistikovanější způsob, využívající popisu pozice očí pomocí fuzzy množin. Nejprve je pro všechny 
body l ext∈L vypočítána  na  základě  jednoduchých  pravidel  pravděpodobnost  p(lext),  že  tyto 
souřadnice  odpovídají  pozici  oka  s  ohledem  na  známé  skutečnosti.  Vstupními  údaji  jsou 
intensity(lext), surround(lext) a vertikální pozice bodu v rámci oblasti obličeje.
Výsledná dvojice očí je následně spočítána tak, že pro každou dvojici bodů lext1 a lext2 je opět na 
základě fuzzy odvozování zjištěna pravděpodobnost peyes(lext1, lext2), že tato dvojice představuje hledané 
pozice očí. Vstupními údaji pro fuzzy rozhodování jsou hodnoty p(lext1), p(lext2), vzdálenost bodů (lext1, 
lext2) vzhledem k šířce obličejové oblasti a vzájemná vertikální pozice bodů. Souřadnice očí je pak 
určena z dvojice, pro kterou je hodnota  peyes maximální.
a) b) c)
Obrázek 4.6: a) Detekovaný obličej, b) Součet odezev všech detekčních algoritmů, c) Detekce 
lokálních extrémů. 
4.2.5 Detekce úst a nosu
Implementace detektoru úst  a  nosu se liší  pouze v nastavení  detekčních algoritmů.  Na rozdíl  od 
detektoru očí,  kde je použito více základních detektorů,  je  detekce nosu a úst  založena pouze na 
detektoru  pracujícím metodou  AdaBoost.  Jelikož  tento  výstup  není  možné  ověřit  žádným jiným 
detektorem, je pro určení správnosti detekce použita metoda, která vypočítá předpokládanou pozici 
daného objektu (ze statistických údajů nasbíraných na testovacích datech) a nalezená pozice je s touto 
pozicí porovnávána. Pro určení výsledné polohy nosu a úst z několika pravděpodobných je pak opět 
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na  výběr  z  prosté  metody  vybírající  maximální  lokální  extrém  a  z  metody  využívající  fuzzy 
odvozování.
V následující tabulce (Tabulka 4.1) jsou uvedeny parametry pro výpočet předpokládané pozice 
úst a nosu. Tyto parametry byly zjištěny jako průměrná hodnota ze všech dostupných snímků. Na 
níže uvedených obrázcích je znázorněna detekovaná pozice objektu (červeně), předpokládaná pozice 
vypočtená pomocí poměru k velikosti obličeji (zeleně) a předpokládaná pozice vypočtená z pozice očí 
(modře) (Obrázky 4.7 a 4.8).
Tabulka 4.1: Výpočet předpokládané pozice detekovaných objektů.
Parametr Hodnota pro ústa Hodnota pro nos
Relativní  vzdálenost  od  spojnice  očí  (vzhledem 
k vzdálenosti očí)
2,2 1,1
Poměr x-ové souřadnice k šířce obličeje 0,5 0,5
Poměr y-ové souřadnice k výšce obličeje 0,72 0,56
a) b)
Obrázek 4.7: Výstup detekce úst: a) Úspěšná detekce, b) Neúspěšná detekce.
a) b)
Obrázek 4.8: Výstup detekce nosu.
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4.3 Klasifikace
Jednotlivé kroky klasifikace jsou popsány v kapitole 3.6.2. Transformaci snímku na vstupní data pro 
klasifikaci  zajišťuje  abstraktní  třída  ClassificationInput.  Vstupní  data  jsou  tedy  určena 
konkrétní implementací potomka této třídy. V aplikaci jsou implementovány základní transformace 
dat  pomocí  různých  typů  normalizace.  Aplikované  normalizace  lze  nastavovat  prostřednictvím 
parametrů a zkoumat tak závislost různých hodnot a kombinací na  úspěšnost klasifikace.
Klasifikační  prostor  vzniká  následovně.  Z  celé  databáze  je  vybrána  množina  snímků  tak, 
aby každý jedinec v databázi  měl  v této množině stejný počet  snímků (obvykle  jeden,  ale lze to 
upravit  parametrem).  Na tyto  snímky je aplikována metoda třídy  ClassificationInput pro 
transformaci dat. Nad takto vzniklými daty pak metoda PCA provede výpočet prostoru hlavních rysů. 
Jeho dimenze je shodná s dimenzí  vstupních dat.  Nicméně vzhledem k tomu, že jsou souřadnice 
tohoto  prostoru  seřazeny  podle  vlivu  na  schopnost  rozdělení,  může  být  vybráno  pouze  několik 
prvních (nejvýznamějších) složek (lze určit parametrem).
Nalezení obrazu B snímku v klasifikačním prostoru se provede projekcí normalizovaných dat 
tentokráte již libovolného snímku algoritmem PCA do klasifikačního prostoru.
Analýza pozice bodu  B v prostoru pak závisí na typu klasifikační úlohy. Obvykle je pak ale 
hledána vzdálenost k určitému referenčnímu obrazu některé ze tříd. Tato vzdálenost se určuje pomocí 
Mahanolobisova algoritmu.
V procesu identifikace se hledá nejbližší z referenčních obrazů (případně několik nejbližších). 
Třída, která je určena tímto obrazem, je pak prohlášena za identitu jedince. Pokud je vzdálenost bodu 
B  od referenčního obrazu vyšší  než stanovený práh,  algoritmus prohlásí,  že identifikovaná osoba 
v databázi  není.  V  některých  aplikacích  je  vhodné  neurčit  pouze  jedinou  identitu,  ale  obecně 
poskytnout  k nejpravděpodobnějších  identit.  V  tomto  případě  je  nalezeno  k nejbližších  obrazů 
a identity jimi reprezentované jsou vráceny jako výsledek. 
Pro  proces  verifikace  je  významná  analýza  vzdálenosti  bodu  B od  referenčního  bodu 
představující  zadanou  identitu.  Výsledkem  klasifikace  je  potom  odpověď  ANO,  pokud  je  tato 
vzdálenost menší než předem daný práh (nastavitelný parametrem), a NE v opačném případě.
4.4 Objektový návrh
Výsledná aplikace umožňuje  snadno zakomponovat  všechny operace zmíněné v kapitole  3. Třídy 
jsou navrženy tak, aby byly snadno rozšiřitelné o další funkčnost.
V následujících odstavcích budou popsány jednotlivé části vlastního objektového návrhu od 
obecnějších tříd ke specializovanějším.
33
4.4.1 Program
Třída  program  (Program) dělí  chod  aplikace  na  nejzákladnější  úrovni.  Zajišťuje  funkčnost 
aplikace v různých režimech tak jak to je popsané v kapitole  3.2.  Od abstraktní  třídy  Program 
vznikají děděním konkrétní třídy pro jednotlivé režimy, tak jak je to znázorněno na obrázku 4.9.
4.4.2 Databáze
Abstraktní  třída  program  vždy  obsahuje  instanci  objektu  databáze  (Database).  Tento  objekt 
umožňuje  přístup  k  jednotlivým  snímkům,  dále  lze  nad  databází  provádět  nejrůznější  selekce, 
v závislosti na konkrétních požadavcích. Načítání snímků do databáze je kvůli možné rozšiřitelnosti 
na různé zdroje dat implementováno speciální třídou Přidavač záznamů (RecordAdder). 
Databáze je ve skutečnosti kolekce snímků. Nejsou to ovšem přímo snímky obličejů (zmíněné 
v následující kapitole), ale pouze obalující objekty (Record), které zajišťují přístup jak k vlastním 
snímkům  (Face), tak v případě potřeby k informacím obsahujících ručně zadané údaje o těchto 
snímcích (jsou-li dostupné) (FaceInfo).
Vzájemné vztahy všech těchto tříd jsou uvedeny na obrázku 4.10.
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Obrázek 4.9: Definice základní třídy Program.
4.4.3 Obličej
Třída  Obličej  (Face) je  klíčovou  částí  celé  aplikace  (obrázek 4.11).  V  první  řadě  se  přes  ní 
přistupuje k vlastním obrazovým datům (FaceImage). Jejím hlavním účelem je ovšem umožnění 
přístupu ke třídám, které mají na starost výpočet jednotlivých obličejových rysů (FaceProperty). 
Tato  třída  se  tak  stává  ústředním  bodem,  ve  kterém  se  rozhoduje  o  výpočtu  všech  vlastností 
popsaných v kapitole  3.5. Tím, že je každá obličejová vlastnost počítána pomocí zvláštní třídy, lze 
jednoduše množinu těchto vlastností rozšiřovat. Hodnoty jednotlivých obličejových vlastností jsou 
vypočítávány až na požádání. Pokud tedy v určitém režimu aplikace není některá konkrétní vlastnost 
potřeba,  nedojde  k  jejímu  výpočtu,  a  zbytečně  se  tak  neprodlužuje  výpočetní  doba  potřebná 
ke zpracování jednotlivých snímků.
Instance této třídy je vytvářena tovární metodou specializované třídy (FaceCreator). Tato 
třída  má  nastavený  typ  úložiště  dat  (FaceImageStorer) a  také  typ  zdrojových  dat 
(FaceImageLoader). Typ úložiště závisí na námi zvoleném formátu dat se kterým bude aplikace 
dále pracovat (v současné implementaci je využíván nativní formát OpenCV). Typ zdrojových dat je 
nastavován v závislosti na použité databázi. Je nastavován třídou RecordAdder.
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Obrázek 4.10: Vztahy mezi databází a dalšími třídami.
4.4.4 Obrazová data
Správu vlastních  dat  zajišťuje  speciální  třída  (FaceImage).  Tato  třída  obsahuje  jak  originální 
obraz,  který přímo odpovídá načteným datům,  tak obraz,  se kterým lze provádět  různé obrazové 
operace.  Tyto  operace  se  provádějí  obvykle  na  žádost  jedné  ze  tříd  pro  výpočet  rysů 
(FaceProperty) (viz odstavec výše). Nejprve se obvykle do tohoto pomocného obrazu zkopírují 
originální data a ta se potom upravují do podoby, která je vhodná pro detekování příslušné vlastnosti 
(obrázek 4.12).
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Obrázek 4.11: Třída Obličej (Face) a související třídy.
4.5 Implementační prostředky
Celá aplikace je vyvíjena v jazyce C++. Tento jazyk byl vybrán vzhledem k jeho velké rozšířenosti, 
dobré dostupnosti různých knihoven a nástrojů a snadné přenositelnosti.
Pro  práci  s  obrazovými  daty a  operace,  které  jsou  nad  nimi  prováděny,  je  vhodné  použít 
nějakou existující knihovnu. Jako nejlepší volba se jeví volně dostupná knihovna OpenCV (Open 
Computer Vision Library) [OCV],  která splňuje všechny kladené požadavky, a mimo to poskytuje 
také prostředky pro tvorbu klasifikátorů a pro algoritmy z oblasti strojového učení.
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Obrázek 4.12: Vztahy třídy Obrazová data (FaceImage).
5. Testování
5.1 Databáze snímků
Všechny výše popsané postupy byly testovány na databázích popsaných v kapitole  2.1.2. V celé 
kapitole  testování  bude  pro  jednoduchost  označována  databáze  univerzity  Notre-Dame  jako  ND, 
databáze Siegen jako GER a databáze FIT VUT v Brně jako FIT. Databáze FIT má pro celou práci 
zvláštní význam. Tato databáze byla pro tuto práci dostupná až po implementování celé aplikace. 
Jsou  to  tedy  data,  která  nebyla  použita  při  vývoji  a  ani  na  nich  nebyly  trénovány  žádné  učící 
algoritmy.  Jedná se v podstatě o příklad neznámé databáze, podobné výsledky by mohla aplikace 
poskytovat  u  libovolné  další  databáze  s  podobnými  vlastnostmi.  Detailní vlastnosti  jednotlivých 
kolekcí snímků udáva Tabulka 5.1.
Tabulka 5.1: Vlastnosti dostupných databází.
Databáze GER ND FIT
Počet snímků 300 2292 142
Počet jedinců 30 82 30
Časová variace  
snímků
Všechny snímky jedné 
osoby byly vždy získány v 
jednom čase.
Různé snímky jedné 
osoby byly postupně 
získávány v různých 
časových odstupech.
Malé procento osob 
zachyceno v různých 
časových obdobích.
Zachycená část  
postavy
Na všech snímcích je vždy 
celý obličej, který obvykle 
zabírá větší část snímku. 
Pokud jsou na snímku i 
ramena, pak vždy jen malá 
část. Vzdálenost obličeje od 
kamery je přibližně stejná 
konstantní u všech osob. 
Snímky obsahují obličeje 
snímané z různých 
vzdáleností. Často je 
spolu s obličejem na 
snímku i velká část trupu. 
Obličejová část je v 
porovnání s celkovou 
plochou snímku malá.
Snímky obsahují vždy 
kompletní obličejovou 




Série snímků každé postavy 
zachycuje hlavu v různém 
natočení od pohledu mírně 
vpravo přes čelní pohled až 
po mírně vlevo. Některé 
obličeje jsou ukloněny do 
stran. Na všech snímcích 
Osoby jsou zachyceny ve 
většině případů v čelním 




(leží částečně mimo 
Snímky zachycují osoby 
v pohledech převážně 
čelně ke kameře. Hlava je 
na některých snímcích 
mírně natočená nebo 
předkloněná (zakloněná).
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jsou však vždy dobře patrné 
obě oči.
zachycenou oblast).
Pozadí Pozadí je homogenní, 
obvykle chladnější než 
oblast s postavou.
Pozadí je homogenní, 
často ovšem zašuměnné, 
jsou patrné artefakty na 
okrajích obrazu.
Pozadí je homogenní.
5.2 Detekce jednotlivých rysů
5.2.1 Detekce kontury postavy
Algoritmus detekce kontury postavy funguje i přes svůj intuitivní návrh velmi spolehlivě na všech 
datech, na kterých byl testován. Pokud nejsou na snímku postavy dostatečně výrazné obrysové hrany, 
dochází často k různým chybám detekce kontury. Kontura pak může obsahovat části pozadí, nebo 
naopak neobklopuje  celou postavu.  Tento problém by mohl  být  odstraněn pomocí  vyhlazení.  To 
nicméně přináší nové riziko, že by tímto vyhlazením mohly utrpět i některé správně detekované části 
kontury.  Automatický způsob ověření správnosti detekce obrysu je jen těžko realizovatelný. Proto 
nejsou uvedeny žádné statistické výsledky hodnotící použitý algoritmus. Výsledky byly kontrolovány 
pouze  manuálním  způsobem.  Výsledkem  této  kontroly  bylo,  že  k  úplnému  selhání  detekčního 
algoritmu došlo pouze ve dvou případech. Příklady do různé míry neúspěšných detekcí kontury jsou 
znázorněny na obrázku (Obrázek 5.1).
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Obrázek 5.1: Příklady chyb při detekci kontury postavy.
5.2.2 Detekce obličeje
Algoritmus  detekce  obličeje,  jak  je  popsán  v  kapitole  4.2.2,  má  nepříjemnou  vlastnost  v  tom, 
že nepočítá  s  nakloněním hlavy.  Pro jednoduchost  prokládá obličej  elipsou,  která  má  hlavní  osy 
rovnoběžné s osami snímku. Nedává také vždy dobré výsledky pokud má zachycená osoba nevýrazné 
zúžení  v  oblasti  krku (může  být  způsobeno i  například nedokonalostí  detekce kontury krku díky 
dlouhým rozpuštěným vlasům).  Automatická  testovatelnost  detekce  je  proveditelná,  ovšem s  tím 
omezením, že výsledky testů dávají pouze přibližnou informaci o správnosti detekce. Pro přesné testy 
by bylo potřeba u všech dostupných snímků manuálně zadat obdélník či elipsu ohraničující obličej. 
Tato data však nejsou k dispozici, proto byly testy prováděny následovně: 
• Z manuální anotace očí a úst je zjištěn nejmenší obalující obdélník. 
• V procesu testování je porovnávána velikost tohoto obdélníku s velikostí detekované elipsy 
(šířka a výška) a tento jejich poměr je zaznamenán. 
• Při  vyhodnocení  jsou  za  nesprávně  detekované  chápány  ty  obličeje,  jejichž  poměr  se 
výrazněji liší od běžných hodnot této veličiny.
Z  testů  vyplývá,  že  obvyklá  hodnota  poměru  mezi  součtem stran  minimálního  obdélníku 
obalujícího oči a ústa a součtem stran obdélníku ohraničujícího celý obličej je rovna maximálně 1,5 
násobku (150% zvětšení). Obdélník, který obsahuje všechny důležité rysy a má velikost od 100 % do 
150 %  je  tedy  označen  jako  správně  detekovaný.  Pokud  je  velikost  obdélníku  ve  stanoveném 
intervalu, ale neobaluje všechny důležité rysy, pak je k výsledné hodnotě přičtena konstanta  k  tak, 
aby  byl  výsledek považován za chybný.  Výsledné rozložení  hodnot  počítaného poměru  je patrné 
z grafu (Obrázek 5.2). Přesné hodnoty pro jednotlivé databáze udává Tabulka 5.2.
Tabulka 5.2: Úspěšnost detekce obličeje.
Databáze GER ND FIT
Úspěšnost detekce obličeje 100,00 % 97,38 % 97,80 %
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Obrázek 5.2: Rozložení poměru detekce kontury obličeje a min. obalujícího obdélníku.
5.2.3 Detekce očí, úst a nosu
Testování úspěšnosti detekce očí, úst a nosu se může na rozdíl od předchozích testů opřít o manuální 
anotaci  těchto  anatomických  rysů.  Vzhledem  k  tomu,  že  snímaná  osoba  není  v  celé  databázi 
zachycena  ze stejné vzdálenosti,  není  možné brát  jako určující  vzdálenost  vypočítané a skutečné 
pozice,  ale  je  nejprve  třeba  všechny  obličeje  normalizovat.  Po  této  normalizaci  je  již  možné 
zaznamenat  odchylky  skutečných  a  předpokládaných  pozic  a  statisticky  je  zpracovat.  Pro  účely 
vyhodnocení je brána jako úspěšná ta detekce, jejíž chyba v určení pozice není větší než 20 pixelů 
(detekovaná pozice je vzdálena maximálně 20 pixelů od skutečné).
5.2.3.1 Detekce očí
Byly  provedeny  testy  pokrývající  jak  různé  detekční  metody  očí,  tak  metody  pro  vybrání  očí 
z nabízených možností podle kapitol 4.2.3 a 4.2.4. U výsledků testů je použito následující označení:
Metody detekce: 
• HILL – Metoda založená na algoritmu Hill-climbing (kapitola 4.2.3.1)
• ADA – Metoda založená na algoritmu AdaBoost  (kapitola 4.2.3.3)
• GABOR – Metoda založena na Gaborově filtraci (kapitola 4.2.3.2)
Metody lokalizace:
• SIMPLE – Metoda přímého výběru maximálních hodnot (kapitola 4.2.4)
• FUZZY – Metoda založená na fuzzy detekci (kapitola 4.2.4)
Z tabulky  5.3 jasně vyplývá, že lokalizace metodou  FUZZY předčí metodu  SIMPLE (kromě 
jediného případu je výsledek vždy lepší). Pokud jde o detekční metody, tak jako nejrobustnější řešení 
se ukazuje použití kombinace všech tří implementovaných metod. Chybovost detekce je vynesena do 
grafu (Obrázek 5.3).
Tabulka 5.3: Výsledky testování detekce očí.
Metody Databáze
Metoda detekce Metoda lokalizace GER ND FIT
HILL SIMPLE 79,67 % 50,81 % 70,77 %
HILL FUZZY 85,83 % 53,94 % 73,23 %
ADA SIMPLE 89,50 % 88,70 % 84,86 %
ADA FUZZY 92,17 % 94,44 % 89,78 %
GABOR SIMPLE 37,50 % 25,13 % 34,85 %
GABOR FUZZY 59,50 % 51,63 % 54,57 %
HILL + ADA SIMPLE 93,33 % 81,70 % 92,60 %
HILL + ADA FUZZY 96,66 % 94,43 % 91,54 %
HILL + GABOR SIMPLE 63,83 % 50,80 % 75,00 %
HILL + GABOR FUZZY 92,66 % 66,81 % 88,73 %
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ADA + GABOR SIMPLE 56,66 % 51,76 % 66,54 %
ADA + GABOR FUZZY 91,33 % 93,67 % 88,02 %
HILL + ADA + GABOR SIMPLE 81,33 % 74,41 % 91,90 %
HILL + ADA + GABOR FUZZY 96,00 % 95,37 % 94,01 %
5.2.3.2 Detekce nosu
Pro detekci nosu je v práci implementována pouze metoda AdaBoost. Nastavitelným parametrem je 
v tomto  případě  způsob  výběru  jedné  z  detekovaných  pozic.  Možná  překvapivě  zde  dává  lepší 
výsledky prostá metoda výběru místa  s  nejlepší  odezvou (označena jako  SIMPLE)  před metodou 
založenou na fuzzy množinách (označena jako FUZZY). Výsledky testování lze vyčíst z tabulky 5.4 
a grafu (Obrázek 5.4)
Tabulka 5.4: Výsledky testování detekce nosu.
Metody Databáze
Metoda detekce Metoda lokalizace GER ND FIT
ADA SIMPLE 94,33 % 98,20 % 98,59 %
ADA FUZZY 87,33 % 95,68 % 92,25 %
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Obrázek 5.3: Grafické znázornění chybovosti detekce očí (HILL + ADA + GABOR, FUZZY).
5.2.3.3 Detekce úst
Detekce  úst  probíhá  totožně  (co  se  týče  použitých  algoritmů)  jako  detekce  nosu.  Stejné  jsou 
i výsledky jednotlivých metod (lepší výsledky dává metoda prostého výběru). Výsledky testování lze 
vyčíst z tabulky (Tabulka 5.5) a grafu (Obrázek 5.5)
Tabulka 5.5: Výsledky testování detekce úst.
Metody Databáze
Metoda detekce Metoda lokalizace GER ND FIT
ADA SIMPLE 87,66 % 97,08 % 92,95 %
ADA FUZZY 86,66 % 94,37 % 92,25 %
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Obrázek 5.5: Grafické znázornění chybovosti detekce úst (ADA, SIMPLE).
Obrázek 5.4: Grafické znázornění chybovosti detekce nosu (ADA, SIMPLE).
5.3 Klasifikace
Testování  identifikace  a  verifikace  osob  se  lišilo  v  závislosti  na  datech,  která  byla  algoritmům 
poskytnuta.
V klasifikačních testech se vždy v dostupné databázi nalezla množina všech identit (různých 
jedinců), a ke každé této identitě (určující  klasifikační třídu) byla připojena množina referenčních 
snímků  (její  mohutnost  byla  měněna  parametrem),  ze  které  vznikl  obraz  třídy  v  klasifikačním 
prostoru.
V  první  fázi  testování  byla  u  každého  snímku  známa  přesná  pozice  očí,  nosu  a  úst 
(z manuálního anotování). V této fázi se tedy testuje, jaké by byly výsledky, kdyby byla spolehlivost 
detekce  základních  anatomických  rysů  srovnatelná  se  schopnostmi  lidského  mozku.  Vzhledem 
k původu vstupních dat je tato fáze dále v textu označována pojmem manuální anotace. 
V druhé fázi byly stejné testy provedeny s údaji vypočítanými implementovaným programem. 
Dalo  se  tedy  předpokládat,  že  výsledky těchto  testů  budou o  poznání  horší.  Tuto  fázi  označme 
názvem automatická anotace.
5.3.1 Manuální anotace
Výsledky  těchto  testů  prakticky  ukazují  nejlepší  možné  dosažitelné  výsledky  s  použtím  výše 
popsaných klasifikačních metod. Pokud by se podařilo vylepšit detektory rysů tak, aby byly jejich 
výsledky srovnatelné s detekcí provedenou člověkem, mohli bychom dosáhnout takovýchto výsledků. 
Úspěšnost těchto testů je závislá především na zvolené normalizaci obličeje a na klasifikační metodě. 
Výstupy testů mohou také sloužit k určení nejvhodnějších parametrů pro klasifikaci u té které 
databáze.
5.3.2 Automatická anotace
Výsledky testů z této oblasti prakticky určují do jaké míry se v této práci podařilo nalézt kvalitní 
algoritmy a zkombinovat  je  do fungujícího celku.  Rozdíl  mezi  výsledky automatické a  manuální 
anotace určuje míru nepřesnosti automatické detekce a jejího vlivu takto vzniklých chyb na úspěšnost 
klasifikace.  Dalším vývojem a  zlepšováním detekce  by  se  měl  rozdíl  mezi  výsledky klasifikace 
s použitím automatické a manuální detekce zmenšovat.
5.3.3 Testované parametry
Klasifikační testy byly provedeny s různými kombinacemi nastavitelných parametrů. Typy a význam 
těchto parametrů jsou uvedeny v tabulce 5.6.
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Tabulka 5.6: Popis testovaných parametrů.
Parametr (zkratka) Hodnoty a jejich význam Testované hodnoty
Šířka (w) Šířka normalizovaného obrazu v pixelech 30px, 50px, 70px
Výška (h) Výška normalizovaného obrazu v pixelech 30px, 50px, 70px
Geometrická 
transformace (t)
0 – 2D normalizace
2 – 3D normalizace
0, 2
Model M1, M2 – v případě 3D normalizace se testovaly 
dva různé 3D modely obličeje
M1, M2
Jasová normalizace (e) 0 – žádná





2 – maskování elipsou









Počet snímků jedné osoby, které jsou použity 
pro určení referenčního obrazu v klasifikačním 
prostoru
1, 2
Databáze (db) GER – databáze SIEGEN
ND – databáze Notre Dame
FIT – databáze FIT VUTBR
GER, ND, FIT





5.3.4 Identifikace a verifikace
Nejdůležitější testy určující schopnost aplikace správně identifikovat nebo verifikovat byly provedeny 
pro všechny možné vzájemné kombinace výše zmíněných parametrů. To dává celkem více než 1.000 
možných kombinací.  U každé kombinace bylo provedeno porovnání všech snímků s referenčními 
obrazy osob v databázi.
Pro jednoduchost jsou u každé zmíněné kombinace nastavení uvedeny pouze tyto výsledné 
hodnoty:
• ID-1 – úspěšnost správné identifikace
• ID-2 – správný jedinec je mezi dvěma nejpravděpodobnějšími osobami
• VER – míra chybného zamítnutí při 90% míře správného přijetí
Ve výsledcích následujících tabulkách jsou uvedeny vždy jen nejlepší dosažené výsledky pro 
různé restrikce parametrů.
45
5.3.4.1 Omezení: det = M
U tohoto typu testů se pozice rysů načítá ze souborů obsahujících ruční anotaci. V následedujících 
tabulkách (Tabulka 5.7, Tabulka 5.8 a Tabulka 5.9) jsou vypsány vždy tři nejlepší dosažené výsledky 
z hlediska identifikace.
Tabulka 5.7: Výsledky pro omezení det = M, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 0 1 0,97 0,99 0
4 2 70 70 0,4 2 0 1 0,97 0,99 0
4 2 70 70 0,5 2 0 1 0,97 0,98 0
Tabulka 5.8: Výsledky pro omezení det = M, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,4 2 0 1 0,63 0,71 0,48
4 4 70 70 0,4 2 0 1 0,63 0,7 0,47
4 2 30 30 0,4 2 0 1 0,63 0,7 0,47
Tabulka 5.9: Výsledky pro omezení det = M, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 50 50 0,5 2 2 0 M1 0,95 0,96 0,01
4 4 70 70 0,4 2 2 0 M1 0,94 0,96 0,01
4 4 50 50 0,4 2 2 0 M1 0,94 0,96 0,01
Předchozí výsledky poukazují na schopnost identifikovat či verifikovat osoby, jejichž snímky 
byly ručně anotovány. Výsledné hodnoty tedy ukazují úspěšnost fáze klasifikace tak, jak je popsáno 
v kapitole 5.3. 
Z hlediska jednotlivých parametrů lze vyvodit následující závěry. Jediný parametr, u kterého je 
zřejmá  hodnota,  která  vždy dává  lepší  hodnoty,  než  hodnota  jiná  je  parametr  p.  Logicky to  lze 
zdůvodnit  tak,  že čím více  snímků mám u jedince k dispozici  jako referenční  snímky,  tím spíše 
naleznu  podobu  alespoň  s  jedním ze  správných.  Vhodná  míra  redukce  klasifikačního  porostoru 
(parametr  r)  nabývá hodnot  okolo 40–50 %.  Úspěšnost  klasifikace při  nastavení  lišícím se pouze 
v nastavení  velikosti  normalizovaného  obrázku  (parametry  w  a  h)  je  prakticky  shodná.  Zbylé 
parametry se často liší  vzhledem k databázi,  na které byly testy prováděny a nelze z výsledných 
hodnot vyvodit obecný závěr. Zajímavým výsledkem je, že zatímco u databází ND a GER dává lepší 
výsledek  2D normalizace, u databáze FIT je tomu naopak (parametr  m).  Stejné chování vykazuje 
i parametr  e.  Pro   zhodnocení  úspěšnosti  se  obvykle  u  klasifikačních  algoritmů  udávají  grafy 
rozložení  právoplatných  rysů  (Obrázek  5.6)  a  ROC  (receiver  operating  characteristic) křivka 
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(Obrázek 5.7) [BIO].  Ta udává závislost míry úspěšnosti správného přijetí  (True positive rate) na 
velikosti míry chybného přijetí (False positive rate) [WIKI].
 
5.3.4.2 Omezení: det = A
Testy automatické detekce probíhaly totožně jako testy manuální  detekce (Tabulka 5.10,  Tabulka
5.11 a  Tabulka 5.12). Patřičně se také prodloužila dálka jednoho testu oproti výpočtu z manuální 
anotace díky nutnosti automaticky detekovat jednotlivé rysy.
Tabulka 5.10: Výsledky pro omezení det = A, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 30 30 0,2 2 0 1 0,8 0,84 0,31
4 2 30 30 0,5 2 2 1 M2 0,8 0,83 0,31
4 2 30 30 0,4 2 0 1 0,8 0,82 0,4
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Obrázek 5.6: Rozložení právoplatných a neprávoplatných rysů – manuální detekce.
Obrázek 5.7: ROC křivka manuální detekce.
Tabulka 5.11: Výsledky pro omezení det = A, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,2 2 0 1 0,49 0,56 0,79
4 4 50 50 0,2 2 0 1 0,49 0,56 0,77
4 4 70 70 0,2 2 0 1 0,49 0,55 0,78
Tabulka 5.12: Výsledky pro omezení det = A, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 2 0 M1 0,87 0,9 0,12
4 4 30 30 0,4 2 2 0 M1 0,87 0,89 0,2
4 4 70 70 0,4 2 2 0 M1 0,87 0,87 0,26
Výsledky automatické  detekce  obličejových  rysů  jsou  dle  předpokladů  horší,  než  je  tomu 
u manuální  detekce.  Výsledné  hodnoty  vypovídají  o  úspěšnosti  aplikace  jako  celku.  Nejlepší 
kombinace  parametrů  u  jednotlivých  databází  se  příliš  neliší  od  nejlepších  kombinací  manuální 
detekce. Častým jevem je ovšem dosažení lepších výsledků při větší redukci klasifikačního prostoru 
(lze si představit jako zanedbávání detailů a soustředění se pouze na hlavní rysy – parametr r). To je 
patrně způsobeno nepřesným zarovnáním  do  šablony.  Nižší  celková úspěšnost  se dá předpovědět 
z pravděpodobností správné detekce jednotlivých rysů. Vezmeme-li v úvahu například databázi GER, 
tak  původní  úspěšnost  byla  97 %.  Nicméně  pravděpodobnost,  že  správně  detekujeme  oči,  je  dle 
kapitoly 5.2.3.1 96 % a pro ústa je tato pravděpodobnost dokonce pouze 87 % (kapitola 5.2.3.3). Lze 
tedy  předpovědět  výslednou  úspěšnost  identifikace  jako  0,96 · 0,96 · 0,87 · 97  (pravděpodobnost 
správné detekce obou očí a úst vynásobena původní úspěšností identifikace) což je 77,7 %. Vidíme, 
že výsledná úspěšnost vyšla  o celých 10 % lépe než předpoklad, což svědčí o  schopnosti  správně 
klasifikovat i někeré snímky s nepřesnou detekcí rysů.
Grafy (Obrázek 5.8 a Obrázek 5.9) opět přehledně demonstrují úspěšnost klasifikace.
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Obrázek 5.8: Rozložení právoplatných a neprávoplatných rysů – automatická detekce.
5.3.4.3 Další výsledky testů
Vzhledem k velké možnosti kombinací parametrů jsou výsledky testů pro různá omezení uvedeny 
v příloze  A  se  stručnými  komentáři.  Zajímavým  zjištěním je  například  to,  že  při  redukci  počtu 
referenčních  obrazů  na  jeden  u  každého  jedince  (parametr  p  =  1)  klesá  úspěšnost  identifikace 
u manuální anotace o 5 až 10 %, ovšem u automatické anotace může toto číslo klesnout až o 25 %.
Pokud porovnáme vliv různých hodnot jednoho parametru na úspěšnost detekce při stejném 
nastavení všech zbývajích parametrů, můžeme evidovat, která hodnota daného parametru je v kolika 
případech vhodnější než ostatní (úspěšnost identifikace je vyšší).  Souhrn těchto porovnání je opět 
uveden v příloze A. Z testů plyne, že některé parametry je výhodnější volit vždy s jednou hodnotou 
(p = 2, model = M1), hodnoty některých závisejí na zvolené databázi (e, t), u některých parametrů 
vhodnost  nelze  tímto  způsobem rozhodnout  (m,  w)  a  nakonec  vhodnost  některých  parametrů  se 
diametrálně odlišuje u různých způsobů anotace (r).
5.4 Zhodnocení
Z výsledků testů vyplývá,  že úspěšnost klasifikace je přímo úměrná přesnosti  detekce základních 
obličejových rysů.  Na druhou stranu  ani  stoprocentní  detekce rysů  nemusí  zaručovat  (za  použití 
uvedených algoritmů) dostatečně spolehlivou klasifikaci.
Ačkoliv se zdá, že přesnost detekce rysů převyšující 90 % je poměrně dobrá, musíme počítat 
s tím,  že  pro  spolehlivou normalizaci  je  třeba  znát  pozici  několika  těchoto  rysů  (minimálně  tří). 
Předpokládáme-li,  že  s  pravděpodobností  90 %  určíme  každý rys  správně,  pak  pravděpodobnost, 
že všechny tři potřebné rysy jsou správné je pouze 73 %. Z toho vyplývá, že každé procento, o které 
se přesnost blíží kýžené stoprocentní přesnosti, hraje výraznou roli.
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Obrázek 5.9: ROC křivka automatické detekce.
Zatímco u obou menších databází  je  spolehlivost  identifikace s  použitím manuální  anotace 
přes 90 %,  tak u databáze ND je toto číslo nízké (63 %). Nižší míra spolehlivosti je u této databáze 
způsobena  vyšším počtem snímků, časovou proměnlivostí snímků a nižší kvalitou snímků v databázi 
(může  být  způsobena  méně  kvalitním snímacím zařízením).  Na  druhou stranu  se  ani  v  reálném 
provozu nelze  spolehnout  na  kvalitní  dobře  zaostřené  a  kontrastní  snímky,  takže  při  praktickém 
nasazení by mohla být spolehlivost podobná nebo i nižší. 
U neznámé databáze (FIT) byly oproti tomu dosažené výsledky velmi dobré. Znamená to, že 
metoda je schopná si dobře poradit i s neznámými daty. Opět ovšem záleží na vlastnostech snímků.
Z předchozích odstavců je patrné, že v dalším výzkumu a vývoji je třeba se zaměřit jak na fázi 
detekce rysů (zvýšit přesnost o jednotky procent), tak především na fázi klasifikace. Špatné výsledky 
poskytuje metoda především u dat snímaných v různých časových obdobích. 
Zlepšení schopnosti klasifikace u snímků v různých časových obdobích by mohlo vést přes 
zhotovení  sady testů,  které  by zkoumaly  vliv  změny teploty na  jednotlivé  části  obličeje  a  jejich 
relativní teplotní odchylky.  Na základě výsledků by pak bylo možné sestrojit algoritmus, který je 
schopen takovéto změny (alespoň částečně) potlačovat (pro aplikaci to znamená „pouze“ zavedení 
nového typu jasové a anatomické normalizace). 
Další  prostor  ke  zlepšení  by  mohl  být  v  přesnější  3D  geometrické  normalizaci.  Zatímco 
dosavadní  metoda  počítá  prostorovou  transformaci  3D  modelu  pouze  na  základě  čtyř  bodů  na 
obličeji, mohla by se v pokročilejších metodách zapojit do výpočtu například detekce uší (pokud by 
byly patrné),  brady a dalších anatomických objektů.  S tím by patrně souvisela  nutnost  vytvoření 
deformovatelného 3D modelu, který by umožňoval  měnit  polohu některých anatomických objektů 
v rámci obličeje tak, aby model odpovídal snímanému obličeji. 
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Závěr
Rozpoznání termosnímků obličeje je poměrně novou a tím pádem málo probádanou oblastí. Nabízí se 
zde prostor jak pro zkoušení existujících přístupů z oblasti rozpoznávání klasického snímku obličeje, 
tak i metod dosud nevyzkoušených.
Tato práce se snaží celou problematiku pojmout co možná nejkompaktněji. Vyzkoušet různé 
metody jak pro detekci jednotlivých rysů, tak pro identifikaci a verifikaci jedince v rámci databáze. 
Vzájemnou  kombinací  navrhovaných  přístupů  mělo  být  nalezení  co  možná  nejrobustnějšího 
algoritmu pro zpracování  teplotních snímků obličejů, který by dobře prezentoval možnosti  tohoto 
přístupu a byl případně využitelný i v praxi.
V práci  jsou použity metody,  které dosud nebyly v kontextu dané problematiky využívané 
(detekce  obličejových  rysů  metodami  AdaBoost,  upravenou  metodou  Hill-climbing,  rozhodování 
o konkrétní  podobě  rysu  na  základě  fuzzy  logiky,  zarovnání  pomocí  nalezení  geometrické 
transformace 3D modelu a další). 
Z dosažených výsledků vyplývá, že úspěšnost tohoto přístupu je do značné míry závislá na 
povaze  dat,  která  jsou  k  dispozici.  Zatímco  automatická  detekce  jednotlivých  obličejových  rysů 
(nalezení pozice očí, úst a nosu) vykazuje poměrně dobrou spolehlivost (okolo 95 %) u libovolných 
vstupních dat, úspěšnost správného přiřazení snímku k určitému jedinci kolísá (v závislosti na datech) 
v rozmezí od 50 % do 90 %. Tyto výsledky poukazují na nutnost dalšího vývoje a vylepšování metod 
tak, aby se úspěšnost zlepšila na akceptovatelnou hranici.
Práce splňuje všechny části zadání. Systém je schopen načíst snímek z databáze, vyhodnotit na 
něm základní  obličejové rysy  a  provést  klasifikaci  do některé  z  existujících  tříd  podle  zadaných 
kritérií. Navržený přístup k řešení problematiky byl otestován a zhodnocen.  
V rozvíjení tohoto přístupu k rozpoznávání obličeje hodlám pokračovat i směrem k disertační 
práci. Je například možné vyzkoušet některé další metody, používané u klasických snímků. Nabízí se 
také možnost skloubení tohoto přístupu s rozpoznáním obličeje z klasických snímků. Tato kombinace 
by mohla zpřesnit výsledky a odstranit některé nedostatky obou metod (citlivost na osvětlení, změnu 
teploty, možnost podvržení falešného snímku). 
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Příloha A. Výsledky testování
V této  příloze  jsou  zveřejněny detaily  výsledků klasifikačních  testů.  Přehledové  tabulky jsou  ve 
formátu popsaném v kapitole  5.3.4. Ke každé sadě výsledků je uveden stručný komentář, čeho se 
daný test týká a co lze z výsledků vyvodit.
Detailní výsledky řazené podle úspěšnosti identifikace
V následujících tabulkách jsou uvedeny totožné výsledky jako v kapitole  5.3.4, nicméně je počet 
uváděných hodnot rozšířen na deset nejlepších pro každou jednotlivou databázi a detekční metodu.
Tabulka A.1: det = M, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 0 1 0,97 0,99 0
4 2 70 70 0,4 2 0 1 0,97 0,99 0
4 2 70 70 0,5 2 0 1 0,97 0,98 0
4 2 50 50 0,5 2 0 1 0,97 0,98 0
4 4 70 70 0,5 2 2 1 M1 0,97 0,98 0
4 4 50 50 0,5 2 2 1 M1 0,97 0,98 0
4 2 30 30 0,4 2 0 1 0,96 0,99 0
4 2 30 30 0,5 2 0 1 0,96 0,98 0
4 2 30 30 0,4 2 2 1 M1 0,96 0,97 0
4 2 50 50 0,4 2 2 1 M1 0,96 0,97 0
Tabulka A.2: det = M, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,4 2 0 1 0,63 0,71 0,48
4 4 70 70 0,4 2 0 1 0,63 0,7 0,47
4 2 30 30 0,4 2 0 1 0,63 0,7 0,47
4 4 50 50 0,4 2 0 1 0,63 0,7 0,47
4 4 50 50 0,5 2 0 0 0,62 0,7 0,66
4 4 30 30 0,5 2 0 0 0,62 0,7 0,66
4 2 50 50 0,4 2 0 1 0,62 0,7 0,5
4 2 70 70 0,4 2 0 1 0,62 0,7 0,49
4 4 70 70 0,5 2 0 0 0,62 0,69 0,66
4 4 30 30 0,5 2 0 1 0,62 0,69 0,56
55
Tabulka A.3: det = M, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 50 50 0,5 2 2 0 M1 0,95 0,96 0,01
4 4 70 70 0,4 2 2 0 M1 0,94 0,96 0,01
4 4 50 50 0,4 2 2 0 M1 0,94 0,96 0,01
4 4 70 70 0,5 2 2 0 M1 0,94 0,96 0,01
4 4 30 30 0,4 2 2 0 M1 0,93 0,97 0,01
4 2 70 70 0,5 2 2 0 M1 0,93 0,96 0,01
4 2 30 30 0,5 2 0 0 0,93 0,96 0,01
4 4 30 30 0,5 2 2 0 M1 0,93 0,96 0,01
4 4 50 50 0,6 2 0 0 0,92 0,96 0,02
4 2 30 30 0,5 2 2 0 M1 0,92 0,96 0,01
Tabulka A.4: det = A, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 30 30 0,2 2 0 1 0,8 0,84 0,31
4 2 30 30 0,5 2 2 1 M2 0,8 0,83 0,31
4 2 30 30 0,4 2 0 1 0,8 0,82 0,4
4 2 70 70 0,4 2 0 1 0,8 0,82 0,39
4 2 50 50 0,5 2 2 1 M2 0,8 0,82 0,3
4 2 50 50 0,5 2 0 1 0,79 0,84 0,53
4 2 30 30 0,5 2 0 1 0,79 0,83 0,57
4 2 70 70 0,5 2 0 1 0,79 0,83 0,53
4 2 50 50 0,4 2 0 1 0,79 0,83 0,4
4 2 70 70 0,4 2 2 1 M2 0,79 0,83 0,33
Tabulka A.5: det = A, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,2 2 0 1 0,49 0,56 0,79
4 4 50 50 0,2 2 0 1 0,49 0,56 0,77
4 4 70 70 0,2 2 0 1 0,49 0,55 0,78
4 4 50 50 0,4 2 0 1 0,49 0,54 0,84
4 4 30 30 0,4 2 0 1 0,49 0,54 0,82
4 2 50 50 0,4 2 0 0 0,48 0,54 0,84
4 2 70 70 0,4 2 0 0 0,48 0,54 0,84
4 2 30 30 0,4 2 0 0 0,48 0,53 0,84
4 4 30 30 0,5 2 0 1 0,47 0,53 0,83
4 4 30 30 0,4 2 0 0 0,47 0,53 0,81
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Tabulka A.6: det = A, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 2 0 M1 0,87 0,9 0,12
4 4 30 30 0,4 2 2 0 M1 0,87 0,89 0,2
4 4 70 70 0,4 2 2 0 M1 0,87 0,87 0,26
4 2 30 30 0,4 2 2 0 M1 0,86 0,9 0,17
4 4 50 50 0,4 2 2 0 M1 0,86 0,87 0,27
4 4 50 50 0,5 2 2 0 M1 0,85 0,89 0,29
4 4 70 70 0,5 2 2 0 M1 0,85 0,89 0,28
4 2 70 70 0,4 2 2 0 M1 0,85 0,89 0,15
4 4 30 30 0,5 2 2 0 M1 0,85 0,88 0,33
4 2 50 50 0,2 2 2 0 M1 0,82 0,86 0,28
Z výpisu více prvků je patrné, že u některých databází jsou výsledky různých typů normalizací 
(parametry  m,  t,  e)  srovnatelné  (kvalitativně  stejné),  zatímco  u  dalších  je  vždy  jeden  z  typů 
normalizace výrazně úspěšnější než všechny ostatní.
Detailní výsledky řazené podle verifikace
Uvedené tabulky obsahují  stejná data jako v předchozí kapitole,  ale jsou řazeny podle úspěšnosti 
verifikace. Udávaná úspěšnost znamená, jaká je míra falešné shody (False positive rate) při 90% míře 
úspěšného přijetí (True positive rate).
Tabulka A.7: det = M, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 70 70 0,5 2 2 1 M1 0,97 0,98 0
4 4 50 50 0,5 2 2 1 M1 0,97 0,98 0
4 4 50 50 0,5 2 2 1 M2 0,96 0,97 0
Tabulka A.8: det = M, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,2 2 0 1 0,59 0,67 0,34
4 4 70 70 0,2 2 0 1 0,6 0,68 0,36
4 2 70 70 0,2 2 0 1 0,59 0,68 0,36
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Tabulka A.9: det = M, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 50 50 0,5 2 2 0 M1 0,95 0,96 0,01
4 4 70 70 0,5 2 2 0 M1 0,94 0,96 0,01
4 4 50 50 0,4 2 2 0 M1 0,94 0,96 0,01
Tabulka A.10: det = A, db = GER.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 30 30 0,2 2 2 1 M2 0,75 0,83 0,18
4 2 70 70 0,2 2 2 1 M2 0,76 0,83 0,2
4 2 50 50 0,2 2 2 1 M2 0,76 0,84 0,2
Tabulka A.11: det = A, db = ND.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 70 70 0,2 1 0 1 0,36 0,44 0,68
4 4 50 50 0,2 1 0 1 0,36 0,44 0,69
4 4 30 30 0,2 1 0 1 0,36 0,44 0,71
Tabulka A.12: det = A, db = FIT.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 2 0 M1 0,87 0,9 0,12
4 2 70 70 0,4 2 2 0 M1 0,85 0,89 0,15
4 4 30 30 0,4 2 2 1 M1 0,77 0,82 0,15
U  databáze  ND  jsou  celkové  výsledky  výrazně  horší,  než  u  ostatních  databází.  To  platí 
i z hlediska verifikace, kdy při míře úspěšného přijetí 90 % je pravěpodobnost úspěšného podvržení 
téměř 70 %. Taková hodnota je z hlediska praktického použití naprosto nemyslitelná. 
Výsledky pro p = 1
Tyto výsledky udávají, jak by se změnila úspěšnost klasifikace, pokud by byl ke každé osobě uveden 
pouze jeden referenční snímek (parametr p = 1).
Tabulka A.13: det = M, db = GER, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 70 70 0,4 1 0 1 0,94 0,96 0,01
4 2 30 30 0,4 1 0 1 0,93 0,96 0,02
4 2 50 50 0,4 1 0 1 0,93 0,96 0,01
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Tabulka A.14: det = M, db = ND, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,5 1 0 1 0,55 0,64 0,44
4 4 50 50 0,5 1 0 1 0,54 0,64 0,41
4 4 70 70 0,5 1 0 1 0,54 0,63 0,41
Tabulka A.15: det = M, db = FIT, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 70 70 0,5 1 2 0 M2 0,81 0,86 0,05
4 2 30 30 0,5 1 2 1 M2 0,81 0,85 0,15
4 4 70 70 0,5 1 0 0 0,81 0,85 0,09
Tabulka A.16: det = A, db = GER, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 70 70 0,4 1 0 1 0,72 0,75 0,58
4 2 50 50 0,4 1 0 1 0,72 0,75 0,58
4 2 30 30 0,4 1 0 1 0,71 0,75 0,56
Tabulka A.17: det = A, db = ND, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 50 50 0,5 1 0 1 0,43 0,49 0,82
4 4 30 30 0,5 1 0 1 0,43 0,49 0,8
4 4 70 70 0,5 1 0 1 0,42 0,49 0,82
Tabulka A.18: det = A, db = FIT, p = 1.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,5 1 2 0 M1 0,59 0,66 0,61
4 4 70 70 0,5 1 2 0 M1 0,59 0,65 0,63
4 4 50 50 0,5 1 2 0 M1 0,58 0,65 0,63
Pokles úspěšnosti identifikace je v tomto případě pro manuální detekci v rozmezí od 3 % do 
14 % a pro automatickou detekci dokonce od 5 % do 27 %. Výsledky potvrzují hypotézu, že je vždy 
výhodnější volit větší počet referenčních obrazů pro klasifikaci.
Výsledky 3D normalizace
Ačkoli  se  může  zdát,  že  3D  normalizace  by  měla  poskytovat  lepší  výsledky  než  prostá  2D 
normalizace, není tomu tak vždy. Je to dáno především nedokonalým zarovnáním modelu tak, aby 
odpovídal  normalizovanému  snímku  (bere  se  v  úvahu  pouze  pozice  očí,  úst  a  nosu).  Lze 
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předpokládat,  že  odstraněním tohoto  nedostatku  by  tento  způsob  normalizace  měl  přinášet  lepší 
výsledky než 2D normalizace.
Tabulka A.19: det = M, db = GER, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 70 70 0,5 2 2 1 M1 0,97 0,98 0
4 4 50 50 0,5 2 2 1 M1 0,97 0,98 0
4 2 30 30 0,4 2 2 1 M1 0,96 0,97 0
Tabulka A.20: det = M, db = ND, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,4 2 2 1 M1 0,6 0,68 0,55
4 4 30 30 0,2 2 2 1 M1 0,6 0,67 0,41
4 4 30 30 0,5 2 2 1 M1 0,6 0,66 0,63
Tabulka A.21: det = M, db = FIT, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 50 50 0,5 2 2 0 M1 0,95 0,96 0,01
4 4 70 70 0,4 2 2 0 M1 0,94 0,96 0,01
4 4 50 50 0,4 2 2 0 M1 0,94 0,96 0,01
Tabulka A.22: det = A, db = GER, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 30 30 0,5 2 2 1 M2 0,8 0,83 0,31
4 2 50 50 0,5 2 2 1 M2 0,8 0,82 0,3
4 2 70 70 0,4 2 2 1 M2 0,79 0,83 0,33
Tabulka A.23: det = A, db = ND, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 4 30 30 0,2 2 2 1 M1 0,46 0,53 0,77
4 4 50 50 0,2 2 2 1 M1 0,46 0,53 0,76
4 2 30 30 0,2 2 2 1 M1 0,44 0,52 0,8
Tabulka A.24: det = A, db = FIT, t = 2.
g m w h r p t e model IDE-1 IDE-2 VER
4 2 50 50 0,4 2 2 0 M1 0,87 0,9 0,12
4 4 30 30 0,4 2 2 0 M1 0,87 0,89 0,2
4 4 70 70 0,4 2 2 0 M1 0,87 0,87 0,26
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Zajímavou skutečností je, že 3D model M1 dává lepší výsledky ve všech případech, kromě 
testů manuálního ohodnocení databáze GER. 
Celkem je 3D normalizace v nejhorším případě pouze o 3 % méně úspěšná než 2D normalizace 
(v nejlepším případě je o 7 % úspěšnější). 
Vzájemné porovnání testovaných parametrů
Vzájemné porovnání  různých hodnot  stejných parametrů je uvedeno v tabulce A.25.  Jednotlivým 
hodnotám parametrů  je  přiřazeno číslo,  které  udává  v kolika  případech  byla  identifikace  s  touto 
hodnotou  úspěšnější  (při  zachování  všech  ostatních  parametrů)  než  identifikace  s  ostatními 
hodnotami téhož parametru. 
Například  pro  parametr  t a  manuální  detekci  databáze  FIT  (m,  fit)  lze  z  tabulky  vyčíst, 
že použití  2D  geometrické  normalizace  (t = 0)  bylo  v  11  případech  úspěšnější  než  použití  3D 
geometrické normalizace (t = 2). Jeden případ zde znamená dvojici testů, které se vzájemně lišily 
pouze v hodnotě parametru t.
Tabulka A.25: Vzájemné porovnání parametrů.
parametr hodnota výsledky pro hodnoty parametrů det, db
m, fit m, nd m, ger a, fit a, nd a, ger
g 4 32 32 32 32 18 32
m 2 16 10 16 20 1 21
4 16 22 16 12 17 11
w, h 30 19 11 15 22 8 25
50 13 21 17 10 10 7
r 0,2 1 3 6 8 8 2
0,5 31 29 26 24 8 30
p 1 0 0 1 0 0 0
2 32 32 31 32 16 32
t 0 11 30 15 8 18 21
2 21 2 17 24 2 11
model M1 22 32 24 21 16 27
M2 10 0 8 11 0 5
e 0 21 2 2 29 0 3
1 11 30 30 3 4 29
61
Příloha B. Obsah CD
• technicka-zprava.pdf – technická zpráva ve formátu PDF
• doc – programová dokumentace
• src – zdrojové kódy aplikace
• bin – vlastní aplikace a potřebné knihovny pro spuštění na platformě Windows
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