The usefulness of persistent excitation is well known in the control community. Using a persistently excited adaptive tracking control, we show that it is possible to avoid the strong controllability assumption recently proposed by the authors for multivariate ARX models. We establish the almost sure convergence for both least squares and weighted least squares estimators of the unknown parameters. A central limit theorem and a law of iterated logarithm are also provided. This asymptotical analysis is related to the Schur complement of a suitable limiting matrix.
Introduction
The concept of persistent excitation is well known in the control community. Since the pioneering works of Anderson (1982) and Moore (1983) this concept has been successfully used in a large variety of fields of application going from economics (Corrado and Holly 2006; Aggelogiannaki, Doganis, and Sarimveis 2008) , to adaptive or learning control (Farrell 1997; Levanony and Caines 2001; Levanony 2004; Chengyu, Hovakimyan, and Jiang 2007) , or mechanical engineering and robotics (Abouelsoud, Hassan, and Sultan 1996; Fang, Fan, Thuilot, and Marinet 2008; Huang 2008) . In this article, we use a persistently excited adaptive tracking control in the multivariate ARX framework which allows us to avoid the strong controllability assumption recently proposed by Bercu and Vazquez (2008a, b) . More precisely, we shall establish the almost sure convergence for both least squares (LS) and weighted least squares (WLS) estimators of the unknown parameters of ARX model. The asymptotic normality as well as a law of iterated logarithm are also provided. Consider the d-dimensional autoregressive process with an adaptive control of order ( p, q), ARX d ( p, q) for short, given for all n ! 0 by
where R stands for the shift-back operator and X n , U n and " n are the system output, input and driven noise, respectively. The polynomials A and B are given for all z 2 C by
where A i and B j are unknown square matrices of order d and I d is the identity matrix. Relation (1.1) may be rewritten in the compact form
where the regression vector È n ¼ X p n , U q nÀ1 À Á t with X p n ¼ ðX t n , . . . , X t nÀpþ1 Þ, U q n ¼ ðU t n , . . . , U t nÀqþ1 Þ, and the unknown parameter is given by
In all the sequel, we shall assume that the driven noise (" n ) is a martingale difference sequence adapted to the filtration F ¼ (F n ), where F n stands for the -algebra of the events occurring up to time n. Moreover, we also assume that, for all n ! 0, E½" nþ1 " t nþ1 jF n ¼ À a.s. where À is a positive definite deterministic covariance matrix. In addition, we suppose that the driven noise (" n ) satisfies the strong law of large numbers, i.e. if then the sequence (À n ) converges to À a.s. That is the case if, for example, (" n ) is a white noise or if (" n ) has a finite conditional moment of order42.
This article is organised as follows. Section 2 deals with the parameter estimation and the persistently excited adaptive tracking control. Section 3 is devoted to the introduction of the Schur complement approach together with some linear algebra calculations. In Section 4, we propose some useful almost sure convergence properties together with a central limit theorem (CLT) and a law of iterated logarithm (LIL) for both LS and WLS estimators. Some numerical simulations are also provided in Section 5. Finally, a short conclusion is given in Section 6.
Estimation and adaptive control
In the ARX tracking framework, we must deal with two objectives simultaneously. On the one hand, it is necessary to estimate the unknown parameter . On the other hand, the output (X n ) has to track, step-by-step, a bounded reference trajectory (x n ). First, we focus our attention on the estimation of the parameter . We shall make use of the WLS algorithm which satisfies, for all n ! 0,
where the initial value 0 may be arbitrarily chosen and
where the identity matrix I with ¼ d( p þ q) is added in order to avoid some superfluous invertibility assumption. The choice of the weighted sequence (a n ) is crucial. If a n ¼ 1, we obtain the standard LS estimator, while if 40,
we obtain the WLS estimator introduced by Bercu and Duflo (1992) and Bercu (1995) . We also refer the reader to Guo (1996) , who has established the self convergence of the WLS estimator, and to the interesting paper of Li and Geng (1997) . Next, we are concerned with the choice of the adaptive control sequence (U n ). The crucial role played by U n is to regulate the dynamic of the process (X n ) by forcing X n to track, step-by-step, a bounded reference trajectory (x n ). We assume that (x n ) is predictable, which means that for all n ! 1, x n is F nÀ1 -measurable. We propose to make use of the persistently excited adaptive tracking control given, for all n ! 0, by
where ( n ) is an exogenous noise of dimension d, adapted to F, with mean 0 and positive definite covariance matrix D. In addition, we assume that ( n ) is independent of (" n ), (x n ), and the initial state of the system. Moreover, we suppose that ( n ) satisfies the strong law of large numbers. Consequently, if
then the sequence (AE n ) converges to À þ D a.s. By substituting (2.2) into (1.2), we obtain the closed-loop system
where the prediction error n ¼ ð À b n Þ t È n . Furthermore, we assume in all the sequel that the reference trajectory (x n ) satisfies
This assumption is somewhat restrictive and it leaves out step reference signals. However, we shall show in Section 4 how to avoid this assumption. Finally, let (C n ) be the average cost matrix sequence defined by
The tracking is said to be residually optimal if (C n ) converges to À þ D a.s.
On the Schur complement
In all the sequel, we shall make use of the well-known minimum phase condition on B. More precisely, we assume that for all z 2 C with jzj 1, det(B(z)) 6 ¼ 0 where det(B(z)) stands for the determinant of the matrix B(z). In other words, the polynomial det(B(z)) only has zeros with modulus41. Consequently, if r41 is strictly less than the smallest modulus of the zeros of det(B(z)), then B(z) is invertible in the ball with centre zero and radius r, and B À1 (z) is a holomorphic function (see e.g. Duflo 1997, p. 155) . Hence, for all z 2 C with jzj r, we have
where all the matrices D k can be explicitly calculated via the recursive equations D 0 ¼ I d and, for all k ! 1
In a similar way, for all z 2 C such that jzj r, we shall denote
All the matrices P k may be explicitly calculated as functions of the matrices A i and B j . As a matter of fact, for all k ! 1
For all 1 i q, denote by H i be the square matrix of order d
In addition, let H be the symmetric square matrix of order dq
Finally, let L be the block diagonal matrix of order dp
Denote by Ã the symmetric square matrix of order
This following lemma is the keystone of all our asymptotic results. We are able to show that the Schur complement S of the matrix L in Ã is invertible only under the standard assumption that the covariance matrices À and D are invertible.
Lemma 3.1: Let S be the Schur complement of L in Ã
If the matrix polynomial B is minimum phase, then S and Ã are invertible and Remark 3.2: One can see the usefulness of persistent excitation in ARX tracking. As we make use of a persistently excited adaptive tracking control, it is possible to get rid of the strong controllability assumption recently proposed by Bercu and Vazquez (2008a, b) . On the other hand, we will see in the next section that the tracking is not optimal but it is residually optimal. It is necessary to make a compromise between estimation and tracking optimality.
Main results
Our first result concerns the almost sure asymptotic properties of the LS estimator.
Theorem 4.1: Assume that the matrix polynomial B is minimum phase and that (" n ) has finite conditional moment of order42. Then, for the LS estimator, we have
where the limiting matrix Ã is given by (3.9). In addition, the tracking is residually optimal kC n À AE n k ¼ O log n n a:s: ð4:2Þ
Finally, b n converges almost surely to
Our second result is related to the almost sure properties of the WLS estimator.
Theorem 4.2: Assume that the matrix polynomial B is minimum phase. In addition, suppose that either (" n ) is a white noise or (" n ) has finite conditional moment of order42. Then, for the WLS estimator, we have lim n!1 ðlog nÞ 1þ S n ðaÞ n ¼ Ã a:s:,
where the limiting matrix Ã is given by (3.9). In addition, the tracking is residually optimal kC n À AE n k ¼ o ðlog nÞ 1þ n a:s: ð4:5Þ
Finally, b n converges almost surely to k b n À k 2 ¼ O ðlog nÞ 1þ n a:s: ð4:6Þ
Proof: The proof is given in Appendix C. oe
Finally, we present the CLT and the LIL for both LS and WLS estimators.
Theorem 4.3: Assume that the matrix polynomial B is minimum phase and that (" n ) and ( n ) have both finite conditional moments of order42. Then, the LS and WLS estimators share the same central limit theorem ffiffi ffi n p ð b n À Þ À! L N ð0, Ã À1 ÀÞ, ð4:7Þ
where the inverse matrix Ã À1 is given by (3.11) and the symbol stands for the matrix Kronecker product. In addition, for any vectors u 2 R d and v 2 R , they also share the same law of iterated logarithm lim sup
a:s: ð4:8Þ
In particular,
where min À and max À are the minimum and the maximum eigenvalues of À.
Proof: The proof is given in Appendix D. oe
Remark 4.1: It is possible to avoid the restrictive assumption (2.5) on the reference trajectory (x n ). All the results of Section 4 are true under some suitable excitation properties of the sequence (x n ). More precisely, via the same lines as in Appendices B and C, it is first necessary to suppose that (x n ) satisfies the strong law of large numbers
where r is a positive definite matrix. It is also necessary to assume that (x n ) satisfies for all i ! 1,
Then, we can use the adaptive tracking control given by (2.2) without exogenous excitation and we just have to replace D by r everywhere in the matrix Ã given by (3.9). For example, it is only necessary to replace À þ D by À þ r in the matrix L given by (3.8). All our convergence analysis is also true if we assume that for all i ! 1,
The key point is that, in this more general situation, the limiting matrix Ã is slightly more complicated, but it is still invertible.
Numerical simulations
The goal of this section is to illustrate via some numerical experiments, the main results of this article. In order to keep this section brief, we consider an ARX d ( p, q) model in the dimension d ¼ 2 with p ¼ 1 and q ¼ 1. Moreover, the reference trajectory (x n ) is chosen to be identically zero and the driven and exogenous noises (" n ) and ( n ) are Gaussian N (0, I 2 ) white noises. Finally, our numerical simulations are based on M ¼ 500 realisations of sample size N ¼ 1000.
Consider the ARX 2 (1, 1) model
First of all, it is easy to see that this ARX 2 (1, 1) process is not strongly controllable (Bercu and Va´zquez 2008a, b ) because det(A) ¼ 0. Consequently, if we use an adaptive tracking control (U n ) without persistent excitation ( n ), then only the matrix A and the first diagonal term of the matrix B can be properly estimated, as shown in Figure 1 . Next, we make use of the persistently excited adaptive tracking control given by For all k ! 1, D k ¼ (ÀB) k and P k ¼ À(ÀB) kÀ1 A, which clearly implies that Q k ¼ ÀðÀBÞ kÀ1 ðA þ BÞ:
Since the matrices A and B are both diagonal, we find that
Consequently, we obtain that It is not hard to see that det(Ã) ¼ 89.7619. One can observe in Figure 2 the almost sure convergence of the LS estimator b n to the four diagonal coordinates of . One can conclude that b n performs very well in the estimation of . Figure 3 shows the CLT for the four coordinates of
One can realise that each component of Z N has N (0, 1) distribution as expected.
Conclusion
Through the use of a persistently excited adaptive tracking control, we have shown that it was possible to get rid of the strong controllability assumption, recently proposed by Bercu and Vazquez (2008a, b) . We have established the almost sure convergence for the LS and WLS estimators in the multidimensional ARX framework. In addition, we have shown the residual optimality of the adaptive tracking. Moreover, both LS and the WLS estimators share the same CLT and LIL. We are pretty convinced that similar analysis could be extended to the ARMAX framework.
Appendix A. Proof of Lemma 3.1: Let A and B be the infinite-dimensional diagonal square matrices given by
Moreover, denote by P and Q the infinite-dimensional rectangular matrices with dq rows and an infinite number of columns, respectively given if p ! q, by P ¼
Furthermore, let AE ¼ D À D(À þ D) À1 D and denote by C the block diagonal matrix of order dp,
One can observe that AE is a positive definite matrix. Finally, if p ! q, denote by V the matrix with dq rows and dp columns given by
while, if p q, the upper triangular square matrix of order dp given by
On the one hand, if p ! q, we can deduce from (3.10) after some straightforward, although rather lengthy, linear algebra calculations that
We shall focus our attention on the last term in (A1). Since the matrix C is positive definite, it immediately follows that VCV t is also positive definite. Consequently, the Schur complement S is invertible. On the other hand, if p q, we can see from (3.10) that
where T is the symmetric square matrix of order dq
where O stands for the zeros matrix of order dp Â d(q À p) and W is the block diagonal matrix of order d(q À p)
Taking into account the fact that VCV t and W are both positive definite matrices, we obtain that T is also positive definite, which implies that S is invertible. Finally, we infer from (3.9) that detðÃÞ ¼ detðLÞ detðSÞ ¼ detðÀ þ DÞ p detðSÞ:
Consequently, we deduce from (A2) that Ã is invertible and formula (3.11) can be found in Horn and Johnson (1990, p. 18) , which completes the proof of Lemma 3.1. oe Appendix B. Proof of Theorem 4.1: In order to prove Theorem 4.1, we shall make use of the same approach than Bercu (1998) or Guo and Chen (1991) . First of all, we recall that for all n ! 0,
It follows from (B1) together with the strong law of large numbers for martingales given in Corollary 1.3.25 of Duflo (1997) that
where tr(À þ D) stands for the trace of the sum of the covariance matrices À and D. As À and D are invertible, it clearly implies that n ¼ O(s n ) a.s. Moreover, by Theorem 1 of Bercu (1998) or Lemma 1 of Guo and Chen (1991) , we have
where f n ¼ È t n S À1 n È n . Hence, if (" n ) has finite conditional moment of order 42, we can show via the minimum phase assumption on the matrix polynomial B together with (B2) that kÈ n k 2 ¼ Oðs n Þ a.s. for all 2 À1 551. In addition, let g n ¼ È t n S À1 nÀ1 È n and n ¼ trðS À1 nÀ1 À S À1 n Þ. It follows from Proposition 4.2.12 of Duflo (1997) that ð1 À f n Þð1 þ g n Þ ¼ 1:
the sequence ( n ) goes to zero a.s. Consequently, as 1 þ g n 2 þ n kÈ n k 2 , we find that
Hence, we deduce from (B2) together with (B3) that
Therefore, we obtain from (2.5), (B1) and (B4) that X n k¼1 kX kþ1 k 2 ¼ oðs n log s n Þ þ OðnÞ a.s.
Furthermore, as B is minimum phase, we find from relation (1.1) that
which implies by (B5) that
It remains to put together the two contributions (B5) 
Consequently, we obtain from (25), (B1), (B8) and the strong law of large numbers for martingales given in Theorem 4.3.16 of Duflo (1997) that lim n!1 1 n X n k¼1 X k X t k ¼ À þ D a.s. and, for all 1 i p À 1, X n k¼0 X k X t kÀi ¼ oðnÞ a.s., which implies that
where L is given by (3.8). Furthermore, it follows from (1.1), (B1) and (B6) that for all n ! 0 U n ¼ B À1 ðRÞAðRÞX nþ1 À B À1 ðRÞ" nþ1 ,
Consequently, we deduce from the Cauchy-Schwarz inequality together with (2.5), (B8), and the strong law of large numbers for martingales given in Theorem 4.3.16 of Duflo (1997) 
where H is given by (3.7). Through the same lines, we also find that lim n!1 1 n X n k¼1 X p k ðU q kÀ1 Þ t ¼ K t a.s.
Therefore, it follows from the conjunction of (B.9), (B.10) and (B.11) that lim n!1
where the limiting matrix Ã is given by (3.9). Using Lemma 3.1, we get that the matrix Ã is invertible. This is the key point for the rest of the proof. On the one hand, it follows from (B12) that n ¼ O( min (S n )), k È n k 2 ¼ o(n) a.s., which implies that f n tends to zero a.s. Hence, by (B2), we find that X n k¼1 k k k 2 ¼ Oðlog nÞ a.s.
On the other hand, we obviously have from (B1) that
Consequently, we immediately obtain the tracking residual optimality (4.2) from (B13) and (B14). Furthermore, by a well-known result of Lai and Wei (1986) on the LS estimator, we also have k b nþ1 À k 2 ¼ O log max S n min S n a.s.
Hence (4.3) clearly follows from (B12) and (B15), which completes the proof of Theorem 4.1. oe
