Abstract. Algorithms are given for finding discontinuity surfaces of a signal specified with random errors at a regular grid in R p , p ≥ 1. For each position of a sliding window one arranges points from it in ascending order of the measured values of the signal and divides them into two groups. One group contains points with larger values than the other. The division is made according to the nature of the particular pattern recognition problem. In the case of edge detection these groups have equal number of points. In the case of thin line detection one of the groups have a number of points proportional to the width of a line one is looking for. Then one calculates a functional which measures spatial separation of the above two groups. If the spatial separation is larger than the threshold, a discontinuity is deemed present. The threshold value is computed so that the probability of false alarm equals given parameter . The above approach is generalized to yield a computational scheme applicable for other pattern recognition problems. The consistency of the algorithms is proved. The results of testing of the algorithms are presented.
Introduction
In this paper we propose new algorithms for finding discontinuities of a signal s(x) specified with random errors at a regular grid in R p , p ≥ 1. The following assumptions are used: 1)one is given the radius R with the property |s(x)−s(x 0 )| 1 for any x, |x − x 0 | ≤ R, such that the line segment [x, x 0 ] does not intersect a discontinuity surface Γ of the signal s(x); 2)the errors are independent, identically distributed random variables with common (unknown) distribution function F (x) satisfying the condition: ∃F −1 (γ) for any γ, 0 < γ < 1; 3)the desired probability of the "false alarm" is given. Two variants of the general problem of finding discontinuities of a signal from its noisy measurements are considered.
Variant I. Suppose additionaly that the discontinuity surface Γ can be accurately approximated by a plane in the neigborhood |x − x 0 | ≤ R of any point x 0 ∈ Γ. The algorithm operates as follows. In a scanning fashion one moves the center of the ball with radius R (a sliding window) over the grid and for each position of the ball the decision is made: whetherx j ∈ Γ orx j / ∈ Γ, wherex j is the current center of the ball. To choose between the two hypotheses one arranges the observed values from the window in ascending order of magnitude and computes centroid x + j of the second half of the points, i.e. using the half which contains the points with larger values of the signal. Then the distance |x j − x thatx j ∈ Γ. The grounds for such a decision rule are quite clear. Ifx j / ∈ Γ, the points with small and large values of the signal are almost uniformly mixed inside the ball, hence the centroid x + j is close to the centerx j . Ifx j ∈ Γ, the points with smaller values of the signal (on one side of Γ) and the points with larger values of the signal (on the other side of Γ) are spatially separated (although the noise can blur this separation to a certain extent). Hence the distance |x j − x + j | is large. The threshold value A 0 is computed so that the probability of the "false alarm" (one decides thatx j ∈ Γ whenx j / ∈ Γ) equals . If the decision "x j ∈ Γ" has been made, then the orientation of Γ at the point x j is determined by the normal vector to Γ, namely the vector joining the pointsx j and x + j . Variant II. In this case the assumption is that the discontinuity surface Γ is the union of two smooth surfaces Γ 1 and Γ 2 situated close to each other at a constant distance 2d < 2R. Suppose for example that the values of the signal between Γ 1 and Γ 2 are larger than in the neighborhoods adjoint to Γ 1 and Γ 2 . Let U be the domain between Γ 1 and Γ 2 , Γ 0 be the surface situated at the middle between Γ 1 and Γ 2 , and M 0 be the number of grid points inside the set B R (x j ) ∩ U,x j ∈ Γ 0 . The algorithm operates as follows. One slides a ball B R (x j ) over the grid and for eachx j decides between the two hypotheses "x j ∈ Γ 0 " and "x j / ∈ Γ 0 ". To this end one arranges the observed values from the window in ascending order. Ifx j ∈ Γ 0 , it is likely that the majority of the last M 0 points {x i k } 2M k=2M −M0+1 (i.e. the points with the largest values of the signal) belong to B R (x j ) ∩ U , hence they are close to the diameter plane B R (x j ) ∩ Γ 0 and the minimal eigenvalue λ min of the matrix
is the m-th coordinate of the point x i k , m = 1, . . . , p; h := h 1 · . . . · h p , where h i is the grid step size along the i-th direction, i = 1, . . . , p. If B R (x j ) ∩ U = ∅, the points {x i k } 2M k=2M −M0+1 are likely to be almost uniformly distributed over B R (x j ) and λ min is large. Thus to make a decision, one compares λ min with the threshold Λ 0 . If λ min < Λ 0 , the hypothesis "x j ∈ Γ 0 " is accepted. If λ min > Λ 0 , the hypothesis "x j / ∈ Γ 0 " is accepted. The threshold value Λ 0 is computed so that the probability of "false alarm" equals . If the decision "x j ∈ Γ 0 " has been made, the orientation of Γ 0 at the pointx j is determined by the normal vector to Γ 0 , namely the eigenvector corresponding to λ min . This algorithm can be easily modified for the case when the values of the signal inside U are smaller than in its neighborhood or for the case when they are larger than values from one neighborhood (say, adjoint to Γ 1 ) and smaller than values from the other neighborhood (adjoint to Γ 2 ).
The problem of finding discontinuities of a function is very important in many applications. In image analysis Variant I is known as edge detection, Variant II is known as thin line detection [10, pp. 491-496] , [12, pp. 84-85] . A large number of edge and thin line detectors have been proposed (see [1] , [10, pp. 497-556] , [12, pp. 85-129] and references cited therein), but the majority of them ignore the possible distortion of images by random errors. At the same time smoothing for noise suppression can blur weak edges and thin lines [4] . In [6] - [8] the idea of dividing the pixels in the window into two groups according to their intensity levels was used. The new points in our paper are 1)justification of the proposed algorithms, and 2)a general approach we suggest. It allows us to develop very simple and numerically stable algorithms. Since the terminology of image analysis is very convenient, in what follows Variant I will be called "edge detection", Variant II will be called "thin line detection".
The paper is organized as follows. In Section 2 the edge detector is described. In Section 3 the thin line detector is described. In Section 4 the above two algorithms are generalized, so that the resulting scheme can be applied for the solution of other pattern recognition problems. The spot detection problem is considered as an example. In Section 5 we prove the consistency of the proposed edge detector: the probability of missing the points from the discontinuity hypersurface Γ and the error of the recovery of its orientation go to zero as the grid step size goes to zero. In Section 6 similar results are proved for the proposed thin line detector. In Section 7 we prove the consistency of the general scheme. In Section 8 the results of testing of the proposed algorithms are presented.
Edge detection algorithm
Let us consider the following model. Let the signal s(x), x ∈ R p , p ≥ 1 have a discontinuity hypersurface Γ (which might consist of several disjoint components) and be a smooth function at other points (x / ∈ Γ). The known data are the values
where
The observation grid is supposed to be rectangular with the step size h k along the k-th direction, k = 1, . . . , p. The random errors n i are assumed to be independent, identically distributed. Let us assume that we are given the radius R such that the signal s(x) is approximately constant inside any ball B R (x 0 ) := {x : |x − x 0 | ≤ R} not intersecting Γ, that is |∇s(x)|R 1. Let us also assume that the discontinuity surface Γ is sufficiently smooth so that inside any ball B R (x 0 ), x 0 ∈ Γ, it can be approximated by a hyperplane. In this case we say that Γ is locally flat.
Consider the pointx j := x j + (h 1 /2, . . . , h p /2) ∈ Γ. Let x i k , k = 1, . . . , 2M , be the set of grid points which are situated inside B R (x j ) and s i k , k = 1, . . . , 2M , be the corresponding values of the signal. Assume that these values have been arranged in ascending order s i1 ≤ s i2 ≤ · · · ≤ s i 2M . Since Γ is locally flat in the neighborhood ofx j ∈ Γ, one sees that Γ divides B R (x j ) into two equal halfballs B − R (x j ) and B + R (x j ). Furthermore, one has x i1 , . . . ,
Thus, if one calculates the centroid of the points
then the straight line joiningx j and x + j is perpendicular to Γ at the pointx j (this line contains also the centroid of the points x i1 , . . . , x i M ). Since the two sets Step1. Fix a pointx j . Arrange the observed values from B R (x j ) in ascending order u i1 ≤ u i2 ≤ · · · ≤ u i 2M with u i k := u(x i k ) and calculate the centroid x + j of the set
Now, consider any pointx j such that B R (x j ) ∩ Γ = ∅ and apply Step 1 to this B R (x j ). Since the noise and signal are independent and the signal is approximately constant inside B R (x j ), one sees that the sets {x i k } M k=1 and {x i k } 2M k=M +1 are almost uniformly mixed and the distance |x j − x + j | is close to zero. Therefore one can formulate the following decision rule:
Step 2. Select the threshold A 0 > 0, as described in Step 0 below. Compare the distance |x j − x + j | with the threshold A 0 . If |x j − x + j | ≤ A 0 , the hypothesis "x j / ∈ Γ" is accepted. If |x j − x + j | > A 0 , the hypothesis "x j ∈ Γ" is accepted and the orientation of Γ inside B R (x j ) is determined by the vectorx j − x + j . The threshold A 0 is determined from:
where P {U V } is the conditional probability of U , given V , , 0 < < 1, is an a priori fixed number. A convenient way to compute A 0 from (2.2) is by using the Monte Carlo method [5, pp. 35-37] as described in
Step 0:
Step 0. Fix an arbitrary ball B R (x j ). Model a sufficiently large number of the samples of u i with s i ≡ 0 and an arbitrary fixed common probability density function (PDF) for n i . Using Step 1, compute the distance
Thin line detection algorithm
In this Section we consider the particular case when the discontinuity surface Γ is the union of two surfaces Γ 1 and Γ 2 situated close to each other at a constant distance dist(x 1 , Γ 2 ) = dist(x 2 , Γ 1 ) = 2d < 2R for any x i ∈ Γ i , i = 1, 2. Assume that d is known. The distance here is defined in the usual way dist(x, Γ) := inf y∈Γ |x−y|. We also assume that the surfaces Γ i , i = 1, 2, are sufficiently smooth so that they can be accurately approximated by a plane inside any ball B R (x 0 ), x 0 ∈ Γ i . Assume also that the values of the signal at the points between Γ 1 and Γ 2 are greater than in the neighborhoods adjoint to Γ 1 and Γ 2 . The problem is to find Γ 1 and Γ 2 .
Let Γ 0 be the surface situated at the middle between Γ 1 and Γ 2 , that is the midpoint of every interval [x 1 , x 2 ], x 1 ∈ Γ 1 , x 2 ∈ Γ 2 , perpendicular to Γ 1 and Γ 2 belongs to Γ 0 . Since the distance between Γ 1 and Γ 2 is known, it is sufficient to find the surface Γ 0 . To solve this problem, consider an arbitrary ball B R (x j ),x j ∈ Γ 0 . Let M 0 be the number of points from B R (x j ) situated between Γ 1 and Γ 2 . Clearly, M 0 is the same for any ball B R (x j ),x j ∈ Γ 0 . Thus if one arranges the observed values of the signal from
This means that the quantity
is small compared to the case when the points {x i k }
2M
k=2M −M0+1 are uniformly distributed over B R (x j ). Since the actual orientation of S (0) j is not known, the natural measure of the closeness of the points
The minimum on the right-hand side of (3.2) is computed over all planes containing the pointx j . Let θ be a unit vector perpendicular to a plane S. Then one obtains from (3.1) and (3.2)
Note that B M0 is a positive semi-definite symmetric matrix with real-valued entries. Hence (3.3) can be rewritten as
, where λ min (B M0 ) is the minimal eigenvalue of the matrix B M0 . The corresponding eigenvector θ 0 can be used as the estimate of the orientation of Γ 0 atx j . From (3.1) -(3.4) it follows that if λ min (B M0 ) is small, the points {x i k } 2M k=2M −M0+1 lie close to some plane, and, similarly, if λ min (B M0 ) is large, the points {x i k } 2M k=2M −M0+1 are distributed uniformly over B R (x j ). As a result we came to the following algorithm.
Step1 . Fix a pointx j . Arrange the observed values from B R (x j ) in ascending order u i1 ≤ u i2 ≤ · · · ≤ u i 2M with u i k := u(x i k ) and calculate the minimal eigenvalue λ min (B M0 ), where the matrix B M0 is given by (3.4).
Step 2 . Select the threshold Λ 0 > 0, as described in Step 0 below. Compare λ min (B M0 ) with the threshold Λ 0 . If λ min (B M0 ) ≥ Λ 0 , the hypothesis "x j / ∈ Γ 0 " is accepted. If λ min (B M0 ) < Λ 0 , the hypothesis "x j ∈ Γ 0 " is accepted and the orientation of Γ 0 inside B R (x j ) is given by the eigenvector corresponding to λ min (B M0 ).
Similar to Section 2, the threshold Λ 0 is determined from the relation:
by the Monte Carlo method according to Step 0 :
Step 0 . Fix an arbitrary ball B R (x j ). Model a sufficiently large number of the samples of u i with s i ≡ 0 and an arbitrary fixed common PDF for n i . Using Step 1 compute λ min (B M0 ) for each sample. Select Λ 0 so that λ min (B M0 ) < Λ 0 in 100 % cases.
It is easy to see that the above algorithm (Steps 0 , 1 , 2 ) is also applicable in two other cases: a) the values of the signal between Γ 1 and Γ 2 are smaller than the values from the neighborhoods adjoint to Γ 1 and Γ 2 . In this case one calculates matrix B M0 using the first M 0 points {x i k } M0 k=1 from the window (with smallest values of the signal); b) the values of the signal between Γ 1 and Γ 2 are smaller than the values from one neighborhood (say, adjoint to Γ 1 ) and larger than values from another neighborhood (adjoint to Γ 2 ). In this case one uses M 0 middle points
Generalization of the algorithms
The algorithms described in Sections 2 and 3 can be generalized in the following way. Suppose one wants to recover a domain U which satisfies the following properties: 1)in a neighborhood of U one has s(x 1 ) > s(x 2 ) if x 1 ∈ U, x 2 / ∈ U , i.e. the boundary of U is the discontinuity surface (or a part of it); 2)there exists a set of points Γ 0 ⊂ U such that for anyx j1 ,x j2 ∈ Γ 0 the sets B R (x j1 ) ∩ U and B R (x j2 ) ∩ U can be obtained from each other by translating and rotating; 3)B R (x j ) \ U = ∅ for anyx j ∈ Γ 0 ; 4)the set U can be uniquely determined from Γ 0 .
Let us illustrate the geometrical meaning of assumptions 1) -4) by examples. In the case of edge detection let U be the domain such that the discontinuity surface Γ is its boundary and let Γ 0 = Γ. Clearly properties 1 and 3 are satisfied. Property 2 also holds if Γ is locally flat. Furthermore the set U is uniquely determined by its boundary Γ(= Γ 0 ). In the case of thin line detection let U be the domain between Γ 1 and Γ 2 , and Γ 0 be the "middle surface" (see Section 3). As above, property 1 holds. Property 3 also holds since d < R. Property 2 is satisfied because we assumed that Γ 1 and Γ 2 are locally flat. Property 4 is satisfied because d and Γ 0 determine Γ 1 , Γ 2 and, hence, U uniquely.
Thus for eachx j one wishes to have a decision rule for choosing between the two hypotheses: "x j ∈ Γ 0 " and "x j / ∈ Γ 0 ". The decision can be made using the following argument. Fix an arbitraryx j and arrange the observed values of the signal from B R (x j ) in ascending order u i1 ≤ u i2 ≤ · · · ≤ u i 2M . Ifx j ∈ Γ 0 , then, by properties 1, 2 and 3, the set of points {x i k } 2M k=2M −M0+1 (M 0 is the number of the grid points inside B R (x j ) ∩ U ) is likely to exhibit some nonuniformity. Namely, most of these points belong to B R (x j ) ∩ U , and only a small part of them lie outside
Then, on the basis of (4.1), one constructs the following algorithm.
Step1 . Fix a pointx j . Arrange the observed values from B R (x j ) in ascending order u i1 ≤ · · · ≤ u i 2M with u i k := u(x i k ) and calculate the functional
Step 2 . Select the threshold Λ > 0, as described in Step 0 below. Compare λ j with the threshold Λ. If λ j ≤ Λ, the hypothesis "x j / ∈ Γ 0 " is accepted. If λ j > Λ, the hypothesis "x j ∈ Γ 0 " is accepted and, if necessary, the orientation of Γ 0 atx j is calculated according to the nature of the functional λ {x i k } 2M k=2M −M0+1 ,x j . Similarly, the threshold Λ is determined from:
by the Monte Carlo method:
Step
It is clear that the algorithms from Sections 2 and 3 fit well into the above scheme. In this Section we present one more example which shows that this scheme is sufficiently general and can be used for the solution of other pattern recognition problems. Let us consider the spot detection problem. Suppose one is looking for a "spot" which can be represented by a ball B d (x j0 ) with known radius d < R, such that the values of the signal inside B d (x j0 ) are larger than in its neighborhood. Then one sees that the properties 1 -4 are satisfied. Here U = B d (x j0 ), M 0 is the number of grid points inside B d (x j0 ) and Γ 0 =x j0 . The functional λ {x i k } 2M k=2M −M0+1 ,x j can be easily constructed:
It is easy to see that the functional (4.4) satisfies (4.1) -(4.3). We put the minus sign in front of the summation in (4.4) so that the value of the functional is the largest whenx j =x j0 . Hence, using Steps 0 , 1 , 2 with the functional defined by (4.4), one finds the position of the spotx j0 . Clearly, the algorithm given by Steps 0 , 1 , 2 can be modified for the case when in a neighborhood of U one has s(x 1 ) < s(x 2 ) if x 1 ∈ U, x 2 / ∈ U . The only difference is in the Step 1 , where one arranges points in the descending order.
Justification of the edge detection algorithm
In this Section we prove the asymptotic consistency of the edge detection algorithm as max(h 1 , . . . , h p ) → 0 (M → ∞). Theorem 1. Fix any , δ, D > 0 and considerx j ∈ Γ. Then: a)the probability of the decision "x j / ∈ Γ" goes to zero as M → ∞; b)the probability of an angular error larger than δ in determining the orientation of Γ at the pointx j (by the algorithm described in Steps 1 and 2) goes to zero as M → ∞.
For the proof of the theorem we need some auxiliary results which are formulated in Lemmas 1 and 2 below. Then the proof of Theorem 1 is given.
Consider an arbitrary pointx j ∈ Γ. In this case B R (x j ) is split by Γ into two equal parts B − R (x j ) and B + R (x j ). At the same time, since the signal is corrupted by noise, some of the points from B − R (x j ) will be erroneously classified as belonging to the set {x i k } 2M k=M +1 , and the equal number of points from B + R (x j ) will be erroneously classified as belonging to the set {x i k } M k=1 . Consequently, the orientation of Γ ∩ B R (x j ) will be determined with some error. The points which belong to B − R (x j ) (B + R (x j )) and which are erroneously classified as being from
) will be called the misclassified points. To find the probability P (N, M ) of misclassifying N or more points, let us order the points from each of the halfballs separately:
Here we used the notation v i k for the data instead of u i k to stress the fact that the ranking (5.1) is different from the ranking used in Step 1. Note that now we do not have the inequality
It is easy to see that there will be N or more misclassified points in each halfball if and only if
is D is the magnitude of the jump of the signal at the pointx j . Let f (τ ) be the common PDF of random errors n i . Then, as it follows from (2.1) and (5.1), v i k , 1 ≤ k ≤ M , is the k-th order statistic of the random sample of the size M from a distribution with the PDF f (τ − s − ). Similarly, v i M +k , 1 ≤ k ≤ M , is the k-th order statistic of the random sample of the size M from a distribution with the PDF f (τ − s + ). Using the known formula for the distribution of order satistics [3] , one obtains from (5.2):
where :=
In (5.3) we used the independence of the random variables v i M +N and v i M −N +1 . To find the asymptotics of P (N, M ) as M → ∞, fix γ, 0 < γ < 1, and let N = γM . Using the known asymptotics of the order statistics [2] , [3] :
where Φ(x) = 1/ √ 2π
x −∞ exp(−t 2 /2)dt is the standard normal distribution, one obtains from (5.3) and (5.5) 
The rate of convergence in (5.7) is estimated in the Appendix. Substituting (5.8) into (5.7), one gets after some calculations
where θ(t) = 0, t < 0,
Since the function F −1 (1 − γ) − F −1 (γ) is strictly decreasing for 0 < γ < 1 and D > 0, one obtains from (5.9) and (5.10)
Now take any pointx j such that B R (x j ) ∩ Γ = ∅ and divide B R (x j ) by an arbitrary hyperplane (passing throughx j ) into two equal parts B − R (x j ) and B + R (x j ). In this case the asymptotics of the probability of misclassifying γM points can be obtained by putting D = 0 in (5.9):
¿From (5.10) it follows that in the case D = 0 one has γ 0 = 1/2 and (5.12) reduces to
Recall that N is the number of the misclassified points. It is not hard to see that (5.11) and (5.13) imply Lemma 1. Fix an arbitrary δ > 0. Ifx j ∈ Γ, there exists γ 0 , 0 ≤ γ 0 < 1/2, such that
R (x j ) having equal number of points and let N be the number of points from the set
Now let us consider the halfball B −
R (x j ) and assume that 0 < γ 0 ≤ 1/2. Fix an arbitrary nonempty open set U ⊂ B − R (x j ) and let M U be the number of the grid points in U . It is clear that each grid point can be either misclassified or correctly classified, in other words, there can not be two misclassified points at any given grid node, which is exactly the assumption of the Fermi-Dirac statistics [9, pp. 31-36] . Hence the probability of the event "there are N U misclassified points out of the total number N inside the set U " is given by
As a direct consequence of the Stirling formula n! ∼ √ 2πnn n e −n , one has
where s, 0 < s < 1, is an arbitrary fixed number. To find the asymptotics of the probabilty (5.14) as M → ∞, assume that
Substituting (5.16) into (5.14) and using (5.15), one obtains
(5.18) Here c > 0 is some constant which does not depend on M . From (5.18) one has The second assertion of Theorem 1 follows immediately from Lemma 2 and (5.21), because if the distributions of the misclassified and correctly classified points are uniform, the line throughx j and the centroid x + j is perpendicular to Γ.
Justification of the algorithm for thin line detection
Let us call the points from
which belong to B R (x j ) \ U B R (x j ) ∩ U ,x j ∈ Γ 0 "the misclassified points". Here U is the domain between Γ 1 and Γ 2 . Denote
) and let N be the number of the misclassified points. Let us assume for simplicity that for each pair of neighboring points (x 1 , x 2 ), x 1 ∈ Γ 1 , x 2 ∈ Γ 2 , one has D(x 1 ) = D(x 2 ), where D(x i ) is the jump magnitude at the point x i . Two points x 1 ∈ Γ 1 , x 2 ∈ Γ 2 are called neighboring if
Following the argument used in the proof of Lemma 1, one can prove Lemma 3. Fix an arbitrary δ > 0. Ifx j ∈ Γ 0 , there exists γ 0 , 0 ≤ γ 0 < η 0 , such that
arbitrarily into two parts U and B R (x j ) \ U having M 0 and 2M − M 0 grid points correspondingly (V ol(U ) = V 1 ). Let N be the number of points from
Recall that is the probability of "false alarm", which is used in Step 0 .
Theorem 2. Fix any pair of neighboring points
a)the probability of the decision "x j / ∈ Γ 0 " goes to zero as M → ∞; b)the probability of an angular error larger than δ in determining the orientation of Γ 0 at the pointx j (by the algorithm described in Steps 1 and 2 ) goes to zero as M → ∞.
Proof. In what follows we assume that M is sufficiently large and max(h 1 , . . . , h p ) R. Without loss of generality one can make the following assumptions:
) and recall that dx = dx (1) . . . dx (p) . Using Lemmas 2 and 3 and replacing the sum in (3.3) by the integral, one obtains
where we have used several times that the integrals of the terms proportional to x (i) x (j) , i = j, vanish because of the symmetry. Clearly, the second integral in (6.3) does not depend on θ. Since |θ| = 1 and γ 0 < η 0 = V 2 /(V 1 + V 2 ) (as it is stated in Lemma 3), it can be easily seen that the right-hand side of (6.3) attains minimum when θ = θ 0 := (1, 0, . . . , 0), that is, when θ 0 ⊥ Γ 0 . This proves the second assertion of Theorem 2. Furthermore, one sees that to prove the first assertion of this theorem it is sufficient to show that ∆ {x 5) one gets that (6.4) is equivalent to
Rewrite the last inequality as
Similar to (5.21), one has
Using (6.5) and (6.6), introduce the function
where we simplified (6.5) by taking the integral over the variables x (2) , . . . , x (p) . One has
This, together with ϕ(0) = ϕ(R) = 0, shows that ϕ(d) > 0 for 0 < d < R. Theorem 2 is proved.
Justification of the general scheme
The general scheme described in Section 4 can be justified using the arguments similar to that of Sections 5 and 6. Let us suppose that for eachx j ∈ Γ 0 the function s(x) is approximately constant inside B R (x j ) ∩ U and B R (x j ) \ U : Proof. Let us note that Lemma 3 holds for arbitrary shape of the set U , provided that properties 1 -3 from Section 4 are satisfied. Consider the case B R (x j )∩U = ∅. Using (4.2) and (6.2), one gets
for any fixed δ > 0. According to the choice of the threshold Λ (see Step 0 ), one obtains from (7.1)
Now consider the casex j ∈ Γ 0 . Using (4.2) and (6.1), one obtains
Since γ 0 < η 0 , one proves Theorem 3 using (4.3), (7.2), (7.3) and the triangle inequality. Figure 1a represents a synthetic image of square and circle edges with the jump magnitude D = 1.5 specified at a square 101 × 101 grid with the step size h 0 along each direction. The image is corrupted by noise with the uniform distribution on the interval [− √ 3/2, √ 3/2] (thus the variance is σ 2 = 0.25). The radius of the window has been chosen R = 3.5h 0 , the probability of false alarm has been = 0.002. Figure 1b represents the image of detected edges of Fig. 1a . To test the algorithm on a natural image we used the black and white photo of a woman's head, which has been scanned with the grey level range 0 -255 (a value of 0 means black, a value of 255 means white). Figure 2a shows the 248 × 230 image corrupted by discrete noise which takes values 0, ±1, . . . , ±10 with equal probability. The image of detected edges of Fig. 2a is presented in Figure  2b . White pixels correspond to "no edge" area, grey pixels correspond to places where the edges have been detected. The intensity of grey level at each point is proportional to the estimated jump value at this point. The radius of the window has been also R = 3.5h 0 , the probability of false alarm has been = 0.001. Figure 3a represents a synthetic image of thin line edges with the jump magnitude D = 1.5 specified at a square 101 × 101 grid. The line edges are two node thick. The image is corrupted by the noise with the same parameters as in the first model. The parameters R, also are the same as in the first model. Figure 3b represents the image of detected edges of Fig. 3a . Note that to supress spurious edge elements in the above examples we used the following general approach [11] : if a detected edge element does not have a single edge element in its neighborhood, it is likely to be a false one. In our case this means that if the decision "x j ∈ Γ" (or "x j ∈ Γ 0 ") has been made, but there are no other edge points in the ball B R (x j ), we assume thatx j / ∈ Γ (x j / ∈ Γ 0 ). In conclusion let us discuss the recommendations for the choice of R in numerical experiments. From the theory developed in Sections 5-7 it follows that R should not be to small, so that there would be enough grid points for the asymptotic statistical properties (Lemmas 1-3, Theorems 1-3) to be satisfied with sufficient accuracy. Thus, one can write R ≥ R min , where the particular value R min depends on the allowable level of deviation from the limiting values of the statistics. The behavior of those statistics for small R (and, hence, for small M ) is difficult to study theoretically and such study requires extensive numerical experiments. The limitation on R from above R ≤ R max comes from the following assumptions: 1)the signal does not change much within balls with radius R not intersecting Γ, more precisely: max B R (xj ) s(x) − min B R (xj ) s(x) σ, B R (x j ) ∩ Γ = ∅, where σ is the standard deviation of noise, and 2)the discontinuity surface Γ can be accurately approximated by a tangent plane within the balls B R (x j ),x j ∈ Γ. Thus, the upper bound R max depends on the particular problem under consideration and should be specified by the researcher.
Numerical experiments

