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ABSTRACT 
A nonnegative integer sequence (d,, d,, , d,) is called a degree sequence if 
there exists a simple graph on the vertex set V = { 1,2,. . , n } such that deg( i) = d, for 
all i. The degree sequence of a threshold graph is a threshold sequence. Let 
D, =Convex Hull {(x,, x2 ,..., x,)1(x,,..., x,) is a degree sequence}. It is proved 
that: (1) A degree sequence f is an extreme point of D, if and only if f is a threshold 
sequence. (2) Two threshold sequences f and g are adjacent extreme points of D, if 
and only if f can be obtained from g by either adding 1 to two components of g or 
subtracting 1 from two components of g. (3) D,, is determined by the following 
system of inequalities: 
for all sets S, T with 02SUTG {1,2,...,n}, Sn,T=0. Moreover, this system is 
totally dual integral. Furthermore, for n > 4, (ST) determines a facet of D,, if and 
only if either JSUTJ=l or else SZ0, Tf0, JSUTl#n-1, n-2. (4) f is a 
threshold sequence if and only if the only degree sequences majorizing f‘ in the sense 
of Hardy, Littlewood, and Polya are the rearrangements of f. Consequently, every 
degree sequence is a convex combination of isomorphic threshold sequences (i.e., 
threshold sequences that are rearrangements of each other). 
1. INTRODUCTION 
A nonnegative integer sequence d = (d,, d,, . . . , d ,,) is called a degree 
sequence if there exists a (simple) graph G = (V, E) on the vertex set 
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v= (1,2,..., n } such that deg(i) = d, for all i. G is said to be a realization 
of d. Degree sequences have been thoroughly studied, and the following are 
three well-known characterizations of nonincreasing degree sequences (d 1 >, 
d, 2 . . . > d,): 
(1) E:,ldi is even and (d,,..., d “) satisfies the Erdiis-Gallai inequalities 
Ct_ldi < k(k - l)+Zr_hk+l min(d,, k), k = l,..., n [2, 5, 161; 
(2) Cy_‘,ldi isevenand(d,,..., _d,) is majorized (Definition 5.1 below) by 
its corrected conjugate sequence (d,, . . . , d,) given by 
d,=({i<k(d,>k-l}(+I{i>kjdi>k}I PI; 
(3) (d, - 1, d, - 1,. . . , dd,+l - 1, dd,+2,. . . , d,) is also a degree se- 
quence. This criterion, when iterated, gives rise to the Havel-Hakimi algo- 
rithm [8, 131. 
Let DS, = {(xi ,..., rn)](rl ,..., x n ) is a degree sequence}. The polytope 
of degree sequences is 0, = Convex HuIl(DS,). In [15], Koren proved that: 
(1) A degree sequence is an extreme point of 0, if and only if it has a 
unique realization as a labeled graph (see also [9]); 
(2) D,, is determined by the following system of linear inequalities: 
C xi - C ‘i i ISl( n - 1- ITI) 
iGS icT 
fora.IlsetsS, Tsuchthat 0#SUT~{1,2,...,n}, SnT=0 
It can be shown that for real x1 >, x2 > . . . 2 x,, the above inequalities 
are equivalent to the Erdos-Gallai inequalities. Therefore testing membership 
in D, is reduced to sorting and verifying the ErdBs-GalIai inequalities. 
Koren also characterized the uniquely realizable nonincreasing degree 
sequences by the property d = 2. The proofs in [15] rely on the Erdiis-Gallai 
inequalities. 
In this paper we study the properties of 0, using threshold graphs. In 
Sections 2 and 4 we reproduce the results of [15] using linear programming 
duality and the structure of threshold graphs and show that the above system 
of linear inequalities is totally dual integral. This approach fits naturally the 
modem trend of using LP duality and some combinatorics to obtain polyhe- 
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dral results [20]. We also determine the facets of 0, in Section 4. In Section 3 
we study the problem of adjacency of extreme points of D, and show that 
two extreme points ( fi, . . . , f,) and (gr, . . . , g,) of D,, with realizations 
G, = (V, E,) and G, = (V, E,) (which are necessarily unique) are adjacent if 
and only if IE,@E,I = 1 (@ denotes the symmetric difference). 
Finally, in Section 5 we show that the nonmajorizable degree sequences 
(more precisely, degree sequences d that cannot be majorized by other 
degree sequences except for rearrangements of d) are precisely the degree 
sequences of threshold graphs. From a well-known result in the theory of 
majorization it then follows that every degree sequence is a convex combina- 
tion of degree sequences of isomorphic threshold graphs. 
The following definitions are used in this paper. All graphs considered are 
finite, undirected, and without loops or parallel edges. [a, b] denotes an edge 
joining two vertices a and b, and N(a) = { b I[ a, b] is an edge} is the set of 
neighbors of a. N(W) = U{ N(a) 1 a E W} for W L V. A clique is a set of 
pair-wise adjacent vertices, and a stable set is a set of pairwise nonadjacent 
vertices. The size of the largest clique of a graph G = (V, E) is written as 
w(G). The vertex set of each graph discussed here is assumed to be 
{I,%..., n}, for some n. We denote by ui the ith unit vector. 
Threshold graphs were introduced by Chvatal and Hammer [3] as a class 
of graphs for which there is a simple method of distinguishing stable sets 
from nonstable sets. A graph with vertex set { 1,2,. . . , n } is a threshold graph 
if there exist real weights wr, ws, . . . , w,, t such that the O-l solutions of the 
inequality C~,iw,x, < t are precisely the characteristic vectors of the stable 
sets of the graph. The degree sequence of a threshold graph is called a 
threshold sequence. 
Threshold graphs have many characterizations. We present the two that 
are used in the sequel. 
THEOREM 1.1 [3]. A graph is threshold if and only if it has no induced 
subgraphs isomorphic to 2 K,, P3, or C,, as shown in Figure 1. 
FIG. 1. The forbidden induced subgraphs of threshold graphs. 
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_----a 
I I a--_-_ 
FIG. 2. The forhidden configuration of threshold graphs. 
Equivalently, Theorem 1.1 can be stated as: 
COROLLARY 1.2. A graph is threshold if and only if it does not contain 
the configuration shown in Figure 2, where solid lines represent edges, dotted 
lines represent non-edges, and the absence of a line allows for the possibility 
of the edge existing or not. 
THEOREM 1.3 [3]. A graph G = (V, E) is threshold if and only if there is 
a partition of V into disjoint sets K and 1 (possibly empty) such that 
(1) K is a clique; 
(2) I is a stable set; 
(3) there exists an ordering ul, u2,. . . , u, of the vertices of I such that 
N(u,)cN(u,)c ..’ cN(u,), 
or equivalently, there exists an ordering vl, v2,. . . , ok of the vertices of K 
such that 
N(v,)nZcN(v,)nZ~ ... cN(v,)f-lZ. 
It is shown in [7] (see also [lo]) that we can always choose K with 
(I<[ = w(G). A partition satisfying (1) and (2) of Theorem 1.3 is called a split 
partition. 
THEOREM 1.4 [7] (see also [9]). A nonnegative integer sequence d is a 
threshold sequence if and only if d = L?. 
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In light of Theorem 1.4, Koren’s results about the extreme points of D,, 
can be interpreted to mean that the extreme points of 0, are precisely the 
threshold sequences. For further characterizations and properties of threshold 
graphs and threshold sequences see [l, 3, 6, 7, 9, 11, 14, 18, 191. 
2. EXTREME POINTS 
We first review a few facts about the structure of threshold graphs. 
LEMMA 2.1. Let G = (V, E) be a threshold graph with split partition 
V = K U I, IKl = o(G). Then there exists a v E K that is not adjacent to any 
vertex in 1. 
Proof. Enumerate the vertices of K as ui, vs, . . . , ok, so that 
N(v,)nZcN(v,)nZc -.- cN(v,)nZ. 
Then or is not adjacent to any vertex in I. For if u E N( vi) I-J I, then 
K U u is a larger clique, contradicting our choice of K. n 
We now introduce a partition of the vertices of a threshold graph, which 
is very similar to the degree partition of [7]. 
DEFINITION 2.2. Let G = (V, E) be a threshold graph with a split 
partition V = K U I, IK\ = o(G). 
If the edges in K are omitted, one obtains a bipartite graph B = (K, I; F). 
Let k, < k, < *. . < k, be the distinct degrees in B of the vertices in K. By 
Lemma 2.1, k, = 0. Let s1 < s2 -C * . . -C sp be the distinct nonzero degrees in 
B of the vertices of Z (by Theorem 1.3, the number of distinct positive 
degrees in Z is p). Set sa = 0, and define for i = 0, 1,. . . , p 
Ki= (vEKldeg,(v)=ki}, 
Zj = {v E Z]deg,( v) = si} . 
By this definition all the Ki and Ii are nonempty, with the possible exception 
of I,. See Figure 3. 
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clique stable 
FIG. 3. A typical threshold graph. A line between K, and I, (or between K, 
and K,) indicates that every vertex of K, is adjacent to every vertex of I, (K,). 
It follows from Definition 2.2 that 
N(Ki)nI=l,_i+lu ... uI,, 
iv(&) = K,_i+l u . . . u K, 
for i=O,l,..., p. 
REMARK. The fact that K,= {u~KJN(u)nl=0} f0 was derived 
from the choice of K to satisfy ) K I= o(G). It is needed in some, but not all 
of the proofs below. We assume it in all cases for uniformity. 
Let(c,,c,,..., c,) E R”. Consider the combinatorial optimization problem 
n 
max C cixi 
i=l 
s.t. (r,, x2 )...) X,)EQl 
[orequivalently, (x,,x,,...,x,)~DS,]. 
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The following very simple algorithm produces an optimal solution: 
ALGORITHM 2.3. 
v+ {1,2,...,n}; 
E+-0; 
for all i, j, i z j, if ci + cj >, 0, E +- E U [i, j]; 
(Xl> X2’. . . > x ,,) t degree sequence of G = (V, E). 
REMARK 2.4. It is clear that the algorithm is correct: adding the edge 
[i, j] adds ci + cj to the objective function. 
REMARK 2.5. If ci + cj = 0 for some i, j, i f j, we have the freedom of 
not adding the edge [i, j] and still obtaining an optimal solution. This 
freedom is enough to obtain all graphs with optimal degree sequences. 
REMARK 2.6. In particular, the following conditions are equivalent: 
(a) ci + cj f 0 for all i, j, i # j; 
(b) there is only one optimal degree sequence; 
(c) there is only one graph with an optimal degree sequence. 
REMARK 2.7. The algorithm can be thought of as the greedy algorithm 
on the uniform matroid on the edges with edge costs ci + cj. The algorithm 
can also be interpreted as the “greedy algorithm” described in [22, Section 
19.21 applied to 0,. In [22] it is proved that the “greedy algorithm” on a 
polymatroid works for all c E R”. Here it works on D,, which is not a 
polymatroid. 
THEOREM 2.8. A degree sequence is an extreme point of D,, if and only 
if it is a threshold sequence. 
Proof. “Only if”: Every extreme point of D, is the unique optimum for 
some objective function Xy_icixi, so Algorithm 2.3 must produce it on input 
(e i,. . . , c,). But the algorithm always produces threshold graphs. Indeed, 
writeV=K~ZwhereK={iJci>,O},Z={i~ci~O}.ThenKandZsatisfy 
the condition of Theorem 1.3. 
“If”: Let d =(d,,d,,..., d ,) be a threshold sequence and G = (V, E) be 
a realization of d. Let K,, Zi, 0 < i < p, be as in Definition 2.2. Choose 
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c = (Cl, c2, . . . ) c”) as follows (see Figure 4): 
l 
2j+1, i E Ki, 
ci = 
-2p-2+2j iEli. 
It is easy to check that Algorithm 2.3 with input (ci, ca, . . . , c,) outputs 
precisely the graph G = (V, E) and its degree sequence d = (d,, . . . , d,). 
Moreover, by Remark 2.6, d is the only optimal sequence. Therefore d is an 
extreme point of 0,. n 
COROLLARY 2.9 [8, 131. A degree sequence has a unique realization if 
and only if it is a threshold sequence. 
Proof. The “if” part follows from Theorem 2.4 and Remark 2.6. For the 
“only if” part, let G be a nonthreshold graph. Then by Corollary 1.2, G has a 
forbidden configuration (see Figure 5), and an interchange gives a different 
graph with the same degree sequence. n 
REMARK 2.10. The “if” part also follows easily from the forbidden 
configuration characterization of threshold graphs and from the fact that all 
realizations of a degree sequence can be obtained from each other by 
0 '0 -2P- 2 
2P’ 
2P- 
3 
-2P 
-2P+ 2 
-2 
FIG. 4. Illustrating the objective function for the “if” part of Theorem 2.8. 
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b  I ______ d bit---id 
FIG. 5. An interchange. 
interchanges along such configurations (see Berge [2, Chapter 8, Theo- 
rem 51). 
REMARK 2.11. A threshold sequence can be recognized and its realiza- 
tion constructed in time O(n log n) [3]. 
REMARK 2.12. The number of extreme points of 0, (i.e., the number of 
labeled n-vertex threshold graphs) has been determined in [l]. 
3. ADJACENCY 
In this section we develop criteria for two extreme points of D,, to be 
adjacent and produce a formula for the number of adjacent threshold 
sequences to a given threshold sequence. 
LEMMA 3.1. Let T, = (V, E,) and T, = (V, E,) be two threshold graphs 
with degree sequences f and g, respectively. lf IE,@E,J > 2, then f and g are 
not adjacent extreme points of D,. 
Proof. Assume that f and g are adjacent extreme points of 0,. Then by 
Theorem 2.8 and the definition of adjacency there exists a c = (cl, c2,. . . , c,) 
such that c. x = Cy=_ lcir i is maximized over the threshold sequences only by 
f and g. Algorithm 2.3 on input c will produce one of T,, T,, say T,. Let 
e = [i, j] E E,@E,. Then ci + cj = 0 (for otherwise e must be in all or none 
of the optimal graphs), and hence e E E,. We assert that T3 = (V, ES), where 
E, = E, - e is a threshold graph. This is a contradiction, since T3 is different 
from both Tl and T,, whence its degree sequence h differs from both f and 
g by Corollary 2.9, and h maximizes c * x. To prove the assertion, assume T3 
is nonthreshold. Then by Corollary 1.2 there exist vertices k, I with 
[i, k],[j, I] E E, and [i, j],[k, I] g E,. Then [i, k],[j, l] E E, and [k, Z] @ E,. 
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so q + ok > 0, ci + cI > 0, ck + cl < 0, and ci + ci = 0. Then ci + Cj + ok + C/ 
> 0 > ci + cj + ck + c,, a contradiction, n 
To prove the converse of Lemma 3.1, we determine in the next three 
lemmas which single edges can be added to or dropped from a given 
threshold graph to obtain another one. 
LEMMA 3.2. Let G = (V, E) be a threshold graph with a split partition 
V = K U 1 as in Definition 2.2. 
(a) Let x, y E I. Then (V, E U [x, y]) is a threshold graph if and only if 
x,y E I, and /I<,( = 1 (i.e., degx = degy = (K( - 1). 
(b) Let x, y E K. Then (V, E - 1x3 ~1) is a threshold graph if and only if 
(X,Y E&I if If<,1 >, 2, 
(x E K,, YEK~ or (xsK,, YE&) if ]I<,]=1 
Proof. (a), “only if”: First assume that x E Ii, y E Ii, and i < j. Since 
K, is nonempty, there exists a .z E K with [z, y] @ E. As ?r has more 
nonneighbors than y, there exists a w E K, z z w, such that [x, w] 4 E (see 
Figure 6). Adding edge [x, y] closes a forbidden configuration. 
Therefore, X, y E Ii, for some i. Now assume that i < p. Vertices x and y 
have the same degree and so, by Theorem 1.3, they have the same neighbors 
in K. By our assumption there exist w, z E K, w f z, such that both w and z 
are nonneighbors of both x and y. We reach the same contradiction as above. 
Thus x, y E I,. Finally, IK,( = 1, as assuming lK,l> 2 gives rise to the same 
contradiction once more. 
w - --_--_-_ox 
0 0 2 - -_--- -*Y 
K I 
FIG. 6. Illustrating the proof of Lemma 3.2. 
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K I 
FIG. 7. Illustrating the proof of Lemma 3.2. 
“If”: Let K,= {z). Replace K by K’=K- {z}U{x,y} and Z by 
Z’=Z-{x,y}U{z}.Itiseasytocheckthat G’=(K’UZ’,EU[r,y])satis- 
fies the condition of Theorem 1.3, proving that G’ is threshold. 
(b), “Only if”: 
CaseZ: JK,Ia2. Assumethat XEK~, i>,l, ~EK~, ja0, i>j.This 
means that there exists a t E K,, z # y, and a w E Z such that [x, w] E E 
(Figure 7). Dropping [r, y] opens up a forbidden configuration. Therefore, 
X,Y E K,. 
Case 2: IKol=l. Let K,= {z}. First assume that XEK~, ye Kj, 
i, j > 1. There exists a w E Z with [x, w] E E. We reach the same contradic- 
tion as in case 1. 
Now assume, without loss of generality, that y E K, (hence y = z) and 
x E K,, i >, 2. Choose z1 E K, and w E Z with [x, w] E E and [z,, w] e E 
(Figure 8). 
Dropping [x, y] opens up a forbidden configuration. Therefore, 
“ If”: 
Cuse 1: lKol>2. Replace K by K’=K-{x,y}, and Z by Z’=ZU 
{%Yl. 
Case 2: lK,l= 1. Assume, without loss of generality, that x E K,, 
YEK~. Replace K by K’=K- {y},and Z by Z’=ZU{y}. 
In both cases it is easy to check that G = (K’ U I’, E - [x, y]) satisfies the 
condition of Theorem 1.3, proving that G’ is threshold. w 
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K I 
FIG. 8. Illustrating the proof of Lemma 3.2 
LEMMA 3.3. Let G = (V, E) be a threshold graph with split partition 
V = K U Z as in Definition 2.2. 
(a) Let x E I, and y E K,, [x, y] E E. Then (V, E U [x, y]) is threshold if 
andonlyifr+s=p. 
(b) Let x E I, and y E K,5, [x, y] E E. Then (V, E - [x, y]) is threshold if 
andonZyifr+s=p+1. 
Proof. (a), “Only if”: Since [x, y] E E, r + s < p. Assume that r + s < 
p-l. Pick ~YEZ~+~ and WEK~_,. Then [x,w] 4E, [z,y]@E and 
[z, w] E E (Figure 9). Adding edge [x, y] closes a forbidden configuration. 
Hence r + s = p. 
“If”: One can easily verify that (K U I, E U [x, y]) continues to satisfy 
the condition of Theorem 1.3. 
(b): Similar to (a). n 
LEMMA 3.4. Let G = (V, E) be a threshold graph and [x, y] E E. Zf 
G’ = (V, E u [x, y]) is also a threshold graph, then G has a split partition 
V=KUZwithIKI=w(G)suchthat(xEZ,yEK)or(xEK,yEZ). 
Proof. Let V = K U Z be a split partition of G as in Definition 2.2. If 
x, y E Z and G’ is threshold, then by Lemma 3.2, x, y E I, and lK,,[ = 1. Let 
K,= {z}. Replacing K by K- {z}U{x} and Z by I- {x}U{z}, we get 
another split partition with the required properties. w 
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FIG. 9. Illustrating the proof of Lemma 3.3. 
THEOREM 3.5. Let T, = (V, E,) ad T, = (V, E,) be the (unique) real- 
izations of the threshold sequences f and g, respectively. Then f and g are 
adjacent extreme points of D,, if and only if JE,$E,1= 1. 
Proof. The “only if” direction is Lemma 3.1. 
“ If”: Let E,@ E, = { e }. Without loss of generality, E, = E, U { e }. From 
Lemma 3.4 we can assume that T, has a split partition V = K u I such that 
x E I, y E K, where [x, y] = e. Let x E I, and y E K,. By Lemma 3.3, 
r + s = p. Run Algorithm 2.3 on the input c = (cl, c2,. . . , c,) defined as 
follows (see Figure 10): 
ci= -2p+2r-2, i=x, 
ci=2p-2r+2, i=y, 
ci = - 2p +2j - 2, iEli, j>,r+l, 
ci = - 2p +2j - 4, iEli, i#r, j<r, 
ci = 2j + 1, iEKj, i#y, j<p-r, 
ci = 2j +3, i E Kj, j>,p-r+l. 
It is easy to verify that the algorithm outputs T, and f. Furthermore, since 
ci+cj=Oifandonlyif{i,j}={x,y},th e only other optimal solution is g 
by Remark 2.5. Therefore, f and g are adjacent extreme points of 0,. n 
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2p+3 
2P- 2r+5 
2p- 2r+2 
2p- 2r+l 
3 
0 -2p-4 
‘0 
(STY--? 
-2P- 2 
Kp> 
‘I 
-2p+2r-4 
-2p+2r-2 
-2p+ 2r 
-2 
FIG. 10. Weights in the proof of Theorem 3.5. 
We now develop a condition for adjacency of two threshold sequences 
that does not refer to their realizations as threshold graphs. 
LEMMA 3.6. Let f = (f,, . . , f,) be a threshold sequence with realization 
T=(V,E,), ati g=(g,,..., g,) be a degree sequence with realization 
G = (V, E,) such that f = g + ui + ui fir xme i + j (u, is the tth unit 
vector.) Then [i, j] E E,. 
Proof. The proof is by induction on min( gi, g j). Let q be the number of 
positive components of g. 
Basis: min(g,, gj) = 0. Without loss of generality, g j = 0. The number of 
positive components of f is q + 1 [q + 21 if gi is positive [zero]. The largest 
degree in G is at most q - 1, and the largest degree in T is q [q + l] by 
Theorem 1.3. 
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Since max,gk<q-1, we have fk<q-1 for k+i,j. Therefore, q 
[q + l] = max( f;, fj), so one of the nonisolated vertices i, j of T has largest 
degree in T. Therefore, [i, j] E E, by Theorem 1.3. 
Induction step: min(gi, g j) > 0. In this case the number of positive 
components of f is also q. If x or -f;. is q - 1, then clearly [i, j] E E,. If not, 
x = q - 1 for some I# i, j by Theorem 1.3. Then g, = q - 1, so 2 is adjacent 
to all nonisolated vertices in both T and G. Delete 1 from both T and G, and 
apply induction to the resulting induced subgraphs. n 
REMARK. One might wish to generalize Lemma 3.6 by relaxing one of its 
assumptions. Instead of assuming that f = g + ui + uj for some i z j, we 
wish to assume only fk >, g, for all k, and to conclude that by dropping zero 
or more edges in the (unique) realization of f we can obtain some realization 
of &. Under the additional assumptions that (a) g is a threshold sequence and 
(b) fla *.* > f, and g,>, ... >,g,, the conclusion is true [8]. However, (a) 
is not enough without (b), as can be seen from the example f = (5,5,5,4,4,3), 
g = (4, I,O,%%3). 
THEOREM 3.7. Let (f,, . . . , f,) and (g,, . . . , g,) be threshold sequences. 
Then they are adjacent extra points of D,, if ad only if there exist indices 
i # j such that f - g = + ( ui + uj). 
Proof. The “only if” part follows easily from Theorem 3.5. 
“If”: Assume without loss of generality that fk = g, + 1, k = i, j. From 
Lemma 3.6, [i, j] E E,, where T, = (V, E,) is the realization of ( fi,. . . , f,). 
From the uniqueness of realizations of threshold sequences, it follows that 
T.‘.=(V,E,-[i, j])istherealizationof(g,,g,,...,g,),andtheresultfollows 
from Theorem 3.5. W 
Below we obtain the threshold sequences adjacent to a given one without 
referring to its realization. For this it is convenient to use the following 
definition. 
DEFINITION 3.7 [7]. Let f = ( fi,. . . , f,) be any degree sequence. Let 
S,<8s< **. < S, be the distinct nonzero integers occurring in f. Set 
8, = 0. The degree partition of f is defined as D = (D(O), . . . , D(m)), where 
D(i)= {j14=si}, o<i<m. 
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we put 
di = ID(i) 1. 
If f is a threshold sequence, then D is closely related to Definition 2.2. 
Indeed, if G=(V,E) is the realization of f, let P=(Z, ,..., Z,,Z& ,..., Kp), 
where Ki, Zi are as in Definition 2.2. A little reflection shows that if (K,I > 1, 
then D = P, and if IK,( = 1, then D is obtained from P by merging K, with 
I,. Thus, if jK,I = 1, then 
O<i<p-1, 
i=p, 
p+l,<i<m, 
m=2p, 
and if [I(,( > 1, then 
OGi,<p, 
p+l<i<m, 
m=2p+l. 
THEOREM 3.8. Let f = ( fi, fi, . . . , f,) be a threshold sequence. Then the 
extreme points f’ = (fi, f21,. . . , f,‘) of D,, adjacent to fare given by 
(a) f= f+ui+uj, where 
i E D(r), jED(m-r), 
07 
(b) f’=f-ui-uj, where 
if j, m even; 
i E D(r), jED(m--r+l), 
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OT 
Proof. Let T = (V, E) be the realization of f. Case (a) corresponds to 
adding an edge to E, and case (b) corresponds to dropping an edge from E. 
We prove the result for case (a). Case (b) is similar. 
First assume that m is odd. From Lemmas 3.2 and 3.3 we know that we 
can add an edge between I, and K,_, where 0 < T < p and no other edges. 
From Definition 3.7, this is the same as adding an edge between D(T) and 
D(m - r), 0 < r < [(m - 1)/2]. 
Now assume that m is even. It follows from Lemmas 3.2 and 3.3 that we 
can add an edge between 
(1) I, and KP-,, 0 G r F p - 1, 
(2) Z, and K,, 
(3) any two vertices in I,. 
As m is even, IK,( = 1 and K, U I, = D(\(m + 1)/21). The result thus 
follows. n 
Using Theorem 3.8 we obtain the following result. We thank K. N. 
Srikanth for raising this question with one of us (M.S.). 
THEOREM 3.9. L&f= (f,,. . . , f,> be a threshold sequence with a degree 
partition as in Definition 3.7. Then the number of extreme points of D, 
adjacent to f is given by the expression 
Km - 1)/W ImA- 
C did,_i+ C didm_i+l+ 
i=O i==l 
where 9 = [(m + 1)/21. 
We can now determine the threshold sequences with the largest and 
smallest number of adjacent sequences. 
THEOREM 3.10. Let f = ( fi, fi, . . . , f,) be a threshold sequence with a 
degree partition as in Definition 3.7. 
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i i 
(a) The number of extreme points adjacent to f is a maximum, equal to 
2” , if and only if 
A=0 foralli ( stable ) 
f;=n-1 foralli (clique) 
or 
(b) The number of extreme points adjacent to f is a minimum, equal to n, 
if and only if 
di = 
i 
1, i#O,l(m+1)/2J, 
2, i= [(m+1)/2j, 
d,=n- F di 
i=l 
Proof. Let G = (V, E) be a realization of f. Let V = K U Z be as in 
Definition 2.2. 
(a): The number of ways in which we can add or drop an edge preserving 
thresholdness is at most ( i). It is equal to ( i 1 if and only if every present 
edge can be dropped and every absent edge can be added. From Lemma 3.2 
it follows that p < 1. 
Case 1: p = 1. It follows easily from Lemma 3.2 that in this case 
)K,I = 1, IK,) = 1, and I, = 0. This implies that G is a star. 
Case 2: p = 0. We can similarly show that min( ) K,I, IZ,l) < 1. This 
corresponds to G being a clique, a graph with no edges, or the complement 
of a star. 
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(b): Consider the parity of m. 
Case 1: m is euen. In this case m = 2p and d, > 2. From Theorem 
3.9, the number of extreme points adjacent to f is 
p-1 
C didzp-i + ~ did8p_i+l+ 
i=O i=l 
p-1 
=d,d,,+ C didzp-i + 5 didzp-i+l+ 
i=l i=l 
>/d,+(p-l)+(p+l)+l 
=d,+2p+l. 
This lower bound is achieved if and only if 
d,=2, d,=l, ifO,p, d,=n- z di. 
i=l 
Thevalueoftheboundisthend,+2p-l=(n-X~~,di)+2p+1=n. 
Case2: misadd. Znthiscasem=2p+l andd,+,>2. Therestof 
the analysis is similar to case 1. n 
4. LINEAR DESCRIPTION AND FACETS 
In this section we use linear programming duality and Theorem 1.3 to 
provide a linear description of 0,. 
LEMMA 4.1. Let S, T be subsets of { 1,2,. . . , n } such that S n T = 0. 
Then the inequality 
C xi - C xi < (Sl( n - l- ITI) 
ieS isT 
(4.1) 
is valid for 0,. Moreouer, the degree sequence of G = (V, E) satisfies (4.1) 
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with equality if and only if 
(a> i, j ~5 S, i # j - [i, j] E E, 
(b) i, j E T, i # j = [i, j] 4 E, 
(C) i E S, j ES U T a [i, j] E E, 
(d) iET, jESUT=, [ 4 j] 66 E (see Figure 1 I). 
Proof. To show the validity of (4.1), we may assume that x is the degree 
sequence of G = (V, E). Set C = {[i, j] (i ES, j ET}. It is easy to see that 
(e) C I E so, < JS I( n - 1 - JT I) + IC 1, equality holding if and only if (a) and 
(c) hold, 
(f) -xiET xi < - ICI, equality holding if and only if (b) and (d) hold. 
By adding (e) and (f) we obtain (4.1) and the “moreover” part. n 
THEOREM 4.2. D,, is determined by the linear inequalities 
C Xi - C X, < Isl( n - 1- ITI) 
,rs iE7 
(4.2) 
forallsets S, Tsuch that O#SUTc (1,2,...,n}, SnT=0. 
SuT 
FIG. 11. S: clique; alI edges between S and S UT present. 7’: stable; alI edges 
between T and S U 2’ absent. 
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Proof. Let c = (c,, (22,. . . , c”) E R”, and consider the linear program 
n 
max C ciri 
i-l 
subject to (4.2). (4.3) 
Since it is known that Algorithm 2.3 maximizes Cy= rcixi over D,,, the 
theorem will be proved if it is shown that the solution produced by the 
algorithm on input c is an optimal solution of (4.3). Denote the graph 
produced by Algorithm 2.3 by G = (V, E), and its degree sequence by d. By 
Lemma 4.1, d is a feasible solution of (4.3). 
The dual of (4.3) is: 
min c ISl(n - l- ITI)Ys,r (4.4) 
0#SuT~(l,...,n) 
SnT=0 
subject to 
c %,T - c YS,T = ‘i’ i=l n, ,..., 
0#SuT~(l,...,n) ia#SuT~ (l,...,n) 
“%” 
SnT=0 
iET 
YS,T 2 ’ forallS,Tsuchthat 0+SUTc {l,...,n}, SnT=0. 
To show that d is an optimal solution of (4.3), it suffices to produce a 
feasible solution y to (4.4) that satisfies in addition the complementary 
slackness conditions 
yS,T > 0 only if c di- c d,=IS((n-l-ITI). (4.5) 
iCS isT 
(This uses only weak duality; strong duality asserts that if in fact d is optimal 
to (4.3), then such a y exists; we do not need this result, as we construct y 
explicitly.) 
Set K={i(ci>,O) and Z={i(ci<O},andput r=(Zl. Wemayassume 
withoutlossof generalitythat I={1 ,..., r}, K={r+l,..., n}, 
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From the nature of Algorithm 2.3 it is clear that 
N(1)cN(2)c ... cN(r) 
(4.6) 
N(r+l)nzcN(r+2)nZc ... cN(n)fIZ. 
Consider the following pairs of sets ( Sj, T, ), 1~ i < n: 
Si= {i,i+l,...,n} 
q = Z -N(i) I 
r+l<i<n (4.7) 
and 
&=N(i) 
T, = {1,2,...,i} : 
l<i<r. 
Using Lemma 4.1 and (4.6), it can easily be verified that for the above choice 
of sets Si, Ti, i = 1,. . . , n, the sequence d satisfies the corresponding inequal- 
ity in (4.2) with equality (see Figure 12). We will find a feasible solution y of 
(4.4) such that yS,r > 0 only if (S, T) = (Si, Ti) for some i. The above two 
statements will then guarantee (4.5). 
Since Si G K, T, c Z for 1~ i < n and we imposed the condition ys,r = 0 
unless (S, T) = (Sj, T) for some 1 < i < n, the constraints (4.4) to be satisfied 
r+l 0 or r+lo or 
K I K I 
FIG. 12. Illustrating the choice of dual variables in the proof of Theorem 4.2. 
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bY YS,,T,Y l<i<n,read 
C YS,,T, = I’jl’ j=l 1..., r 
iEl; 
c yS,, T, = ‘j ’ j=r+l >...> n (4.8) 
i E s, 
!k,,T, a ‘7 i=l >..., n. 
For each j E {l,..., n }, let Pi be the set of all indices i such that ys,.?; 
appears in the ‘jth equation of (4.8). Then for j E Z we have, by (4.6) and 
(4.7), 
Pi= {iljET,} = { i E Zli >, j} u {i E Kl[i, j] 4 E} 
= {i E Zli >, j} U {i E Klc, < Icjl}, (4.9) 
and for j E K, again by (4.6) and (4.7) 
Pi= {iEKljE&} = { iEKli<j}U{iEZ([i,j] EE} 
= {i~K~i<j}U{i~Z(cj>,~ci~}. (4.10) 
Define 
Let a(l), . . . , a(n) be the rearrangement of 1,. . . , n such that 
>O if r(i),r(j)EK, 
CO if n(i),n(j)EZ, 
r(i) < 4i) if T(i)EZ, vr(j)EK. 
Then PVcj,= {r(l),..., a(j)} by (4.9) and (4.10). 
We can now rearrange the n equations (4.8) so that the tth new equation 
is the 7r( t)th equation of (4.8) and also arrange the n variables Y~,,~,, . . . , ys,,r,, 
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so that the t th new variable is Ys,(,),r,,,). Then the new system has the form 
Ay = b where the coefficient matrix A has zeros above the main diagonal 
and ones everywhere else, and the components of b are nonnegative and 
nondecreasing. This system has a unique, nonnegative solution y. This 
completes the proof. 
COROLLARY 4.3. The system (4.2) of linear inequalities is totally dual 
integral; that is, whenever cl,. . . , c, are integers, the dual of (4.3) has an 
optimum solution in integers. 
For more information on totally dual integral systems, see [4, 20, 211. 
In order to identify the facets of D,, we need to know its dimension and 
that of a related polytope. For m > 1. n > 1, let ZZ,,. n be the complete 
bipartitegraphwithbipartition{1,2 ,..., m}, {m+l,m+2 ,..., m+n},and 
let %, n be the convex hull of the degree sequences of the spanning 
subgraphs of K,, n (just as D,, is the convex hull of the degree sequences of 
the spanning subgraphs of K,, the complete graph on { 1,. . . , n }). 
LEMMA 4.3 
(a) dim D, = 0, dim D, = 1; 
(b) dim R, ,, =m+n-1 formal, n>l; 
(c) dim D, L n for n >, #3. 
Proof. (a): Clear. 
(b): Since D,,” lies on the hyperplane CyZixi = XyLinT+ ixt, we have 
dim D, n < m + n - 1. To prove the opposite inequality, consider any span- 
ning tree of KmB, and let A be its edge-vertex incidence matrix. The 
m + n - 1 rows of A are linearly independent, and each of them lies in D”,, ,,. 
Hence dim D,,,, > m + n - 1. 
(c): Koren [15] proved (c) by showing that D, has interior points for 
n > 3. We prove it as follows: for n odd, let H be any Hamiltonian cycle in 
K,, and for n even, let H consist of any cycle through n - 1 vertices and a 
single edge at the remaining vertex. Let A be the edge-vertex incidence 
matrix of H. In each case A is nonsingular and its rows lie in 0,. Hence 
dim D, > n. n 
THEOREM 4.4. For n > 3, the facets of D, are given by: 
(a) xi > 0, i = l,..., n (only if n > 4). 
(b) xi<n-1, i=l,...,n(onlyifn>4). 
(C) ~j6ESXi-xiETXi G ISl(n- l- ITI) f or all sets S, T such that S f 0, 
T#0, SnT=0, SUTG{l,..., n}, ISUT(=2,3 ,..., n-3,n. 
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Proof. By Theorem 4.2, every facet of D,, has the form 
C xi - C xi < (s((n - l- ITI) (4.11) 
iES iE7 
forsomesets S,T with 0#SUTc{l,...,n}, SnT=0. 
LA Ds,, denote the set of degree sequences satisfying (4.11) with 
equality. Thus by (c) of Lemma 4.3, (4.11) is a facet of D, if and only if 
dim D, T = n - 1. From Lemma 4.1 it follows that dim D,,, = dim D,,, ,T, + 
dim D,m,, where dim D,,,, ,T, means 0 if either S or T vanishes, and dim D,, 
is 0. Thus for S =0, (4.11) is a facet if and only if IT] = n - 1 and IT] >, 3, 
which corresponds to (a). Similarly, for T = 0, (4.11) is a facet if and only if 
($1 = n - 1 and IS] >, 3, which corresponds to (b). Finally, for S f 0, T f 0, 
(4.11) is a facet if and only if IS]+ IT/- l+dim D,=, = n - 1, or equiva- 
lently dim D,m, = JS U TI, which holds if and only if JS U TJ = 0,3,4,. . , n - 
2 by Lemma 4.3. This case corresponds to (c). n 
5. THRESHOLD SEQUENCES AND MAJORIZATION 
DEFINITION 5.1. For any real sequence f = ( fi,. . . , f,), let f,i, > fra, >, 
. . . >, fin, denote the components of f sorted in a nonincreasing order. We 
say that f majorizes g, denoted f 2 g, when Cf=,f,i, 2 E~=Iglil holds for 
each k=l,..., n, with equality holding for k = n. We say that f strictly 
major&es g, denoted f > g, when f t g and at least one of the above 
inequalities for k = 1,. . . , n - 1 is strict. This means that the common sum of 
the components of f and g is distributed more evenly in g than in 5 
REMARK 5.2. 
(a) lf f and g majorize each other, then f is a rearrangement of g, and 
conversely. 
(b) lf f >- g, then f is not a rearrangement of g. 
(c) Majorization and strict mujorizution are transitive. 
(d) For a wealth of characterizations and applications of majom’zation, 
see [12, 171. Reference [17] denotes majorization by >, not by >. 
DEFINITION 5.3. If f =(fi, fi ,..., f,) be an integer sequence, and as- 
sume that f; >, fj + 2 for some i, j. Then the sequence g = f - ui + uj is said 
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deg K z deg i +2 deg k L deg i 
FIG. 13. A just rotation. 
to be obtained from f by a unit transfmation from i to j (u, is the t th unit 
vector). In that case, clearly f t g. Conversely, 
THEOREM 5.4 [12, 171. Zf f and g are integer sequences such that f 2 g, 
then some rearrangement of g can be obtained from f by a sequence (possibly 
empty) of unit transformations. 
DEFINITION 5.5. Let G = (V, E) be a graph, and let i, j, k E V be such 
that deg k > deg i + 2, [i, j] P E, [j, k] E E. Then the operation of dropping 
from G the edge [j, k] and adding the edge [i, j] is called a just rotation 
from k to i (see Figure 13). 
The adjective “just” is used in the sense of the “rich” vertex (k) giving 
some of its degree to the “poor” one (i). Thus, the degree sequence of G 
strictly majorizes the resulting degree sequence. 
LEMMA 5.6. A just rotation cannot result in a threshold graph. 
Proof. Note that deg k > deg i in the resulting graph, yet i has a 
neighbor j that is not a neighbor of k. This would contradict Theorem 1.3 if 
the resulting graph were threshold. H 
LEMMA 5.7. Let d be the degree sequence of a graph G = (V, E), and let 
d’ result j&m d by a unit transform&ion. Then some just rotation in G 
results in a graph with degree sequence d ‘. 
Proof. Let d’ result from d by a unit transformation from k to i. Then 
d,>di+2 in G, and therefore there is a vertex j such that [i, j] 4 E, 
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degk 2 degi dcgk rdegi+2 
FIG. 14. Illustrating the “if” part of Theorem 5.8. 
[j, k] E E. Hence G has a just rotation from k to i, resulting in a graph with 
degree sequence d’. n 
We now characterize the threshold sequences by the property of nonma- 
jorizability. 
THEOREM 5.8. A degree sequence d is threshold if and only if d is not 
strictly major&d by any degree sequence. 
Proof. “If”: Assume d is the degree sequence of the nonthreshold graph 
G = (V, E). By Corollary 1.2, G has vertices i, j, k, 1, with [i, j], [Z, k] E E, 
[i, Z],[k, j] 4 E (Figure 14). 
Without loss of generality, deg i < deg k in G. Let the graph H result 
from G by deleting edge [i, j] and adding edge [j, k]. The reverse operation 
is then a just rotation in H; hence the degree sequence of H strictly major- 
izes d. 
“Only if”: Assume f > d, and let G realize f. By Theorem 5.4, there are 
sequences f(O), f(l), . . . , fct) such that f(O) = f, fct) is a rearrangement of d, 
and some unit transformation on fci) produces fci+ ‘) for i = 0,. . . , t - 1. By 
Lemma 5.7 it follows that some sequence of just rotations in G results in a 
graph with degree sequence fct). By Lemma 5.6, fct) is a nonthreshold 
sequence. Therefore, d is a nonthreshold sequence. n 
COROLLARY 5.9. Every degree sequence is a convex combinution of the 
rearrangements of a single threshold sequence (i.e., of the degree sequences 
of isomorphic threshold graphs). 
Proof. Let d be a degree sequence. If d is threshold, there is nothing to 
prove. Otherwise, d is strictly majorized by some degree sequence d’ by 
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Theorem 5.8. Continue this process as long as possible. The progression 
d, d’,d”, . . . has no repetitions by Remark 5.2, because each term is strictly 
majorized by the next one. It must terminate, because each of its terms is a 
sequence of n nonnegative integers with the same sum. By Theorem 5.8, the 
last sequence f is threshold and it majorizes d by transitivity. The result then 
follows from the well-known fact that f majorizes d if and only if d is a 
convex combination of the rearrangements of f [12, 171. n 
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