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REDUCIBILITY OF 1-D SCHRO¨DINGER EQUATION WITH UNBOUNDED
OSCILLATION PERTURBATIONS
Z. LIANG AND Z. WANG
Abstract. We build a new estimate for the normalized eigenfunctions of the operator −∂xx +
V(x) based on the oscillatory integrals and Langer’s turning point method, where V(x) ∼ |x|2ℓ
at infinity with ℓ > 1. From it and an improved reducibility theorem we show that the equation
i∂tψ = −∂2xψ + V(x)ψ + ǫ〈x〉µW (νx, ωt)ψ, ψ = ψ(t, x), x ∈ R, µ < min
{
ℓ− 2
3
,
√
4ℓ2−2ℓ+1−1
2
}
,
can be reduced in L2(R) to an autonomous system for most values of the frequency vector ω and
ν, where W (ϕ, φ) is a smooth map from Td × Tn to R and odd in ϕ.
1. Introduction of the Main Results
1.1. Main results. In this paper we study the problem of reducibility of the time dependent
Schro¨dinger equation
H(t)ψ(x, t) = i∂tψ(x, t), x ∈ R;
H(t) := − d
2
dx
+ V(x) + ǫ〈x〉µW (νx, ωt), ǫ ∈ R,
(1.1)
where V(x) ∼ |x|2ℓ at infinity with ℓ > 1 and W is a smooth function on Td × Tn. In order to
state the results we need to introduce some notations and spaces. We define the weight λ(x, ξ) =
(1 + ξ2 + |x|2ℓ) 12ℓ . For x, y ∈ R, define 〈x〉 := √1 + x2 and x ∨ y := max{x, y}, x ∧ y := min{x, y}
and x ∼ y means that there exist some positive constants C, C˜ such that C˜y ≤ x ≤ Cy. d, n ∈ Z+.
As [2] we define the following.
Symbol. The space Sm1,m2 is the space of the symbols g ∈ C∞(R2) such that ∀ k1, k2 ≥ 0, there
exists Ck1,k2 with the property that
|∂k1ξ ∂k2x g(x, ξ)| ≤ Ck1,k2
(
λ(x, ξ)
)m1−k1ℓ〈x〉m2−k2 . (1.2)
The best constants Ck1,k2 such that (1.2) holds form a family of semi-norms for that space S
m1,m2 .
Quantization. To a symbol g ∈ Sm1,m2 , we associate its Weyl quantization, namely the operator
gw(x,−i∂x), defined by
gw(x,−i∂x)ψ(x) := 1
2π
∫
R2
e(x−y)·ξg
(x+ y
2
, ξ
)
ψ(y)dydξ.
We use the symbol λ(x, ξ) to define, for s ≥ 0 the spaces Hs = D([λw(x,−i∂x)]s(ℓ+1))(domain
of the (s(ℓ + 1))th- power of the operator operator λw(x,−i∂x) endowed by the graph norm. For
negative s, the space Hs is the dual of H−s. We will denote by B(H1,H2) the space of bounded
linear operators from H1 to H2, where H1,H2 are Banach spaces. In particular, B(H1,H1) is
usually abbreviated as B(H1). As [3] in what follows we will identify L2 with ℓ20 by introducing the
basis denoted by {hj(x)}j≥1 of the eigenvector of H0 := −∂xx + V(x). Similarly we will identify
Hs with the space ℓ22s of the sequences ψj such that
∑
j≥1
j2s|ψj |2 <∞.
Now we can state our main results below. Consider the time dependent Schro¨dinger equation
(1.1) under the following conditions:
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A1: We assume that the potential V belongs to S0,2ℓ to be symmetric and non - negative, namely,
V(x) = V(−x) ≥ 0 and furthermore admits an asymptotic expansion of the form V(x) := |x|2ℓ(c0+
w(x)), where w(x) =
∑
j≥1
cj
|x|2j is convergent on (
√
A∗,+∞) and lim
n→∞|cj |
1
n = A∗ ≥ 0.
A2: ν ∈ [A,B]d satisfies Diophantine conditions, namely there exist γ¯ > 0 and τ1 > d− 1 s.t.
|〈k, ν〉| ≥ γ¯|k|τ1 , k 6= 0, γ¯ > 0.
A3: W (ϕ, φ) is defined on Td × Tn and for ∀ (ϕ, φ) ∈ Td × Tn, W (−ϕ, φ) = −W (ϕ, φ). For any
ϕ ∈ Td and all α = (α1, · · · , αd), ∂αϕW (ϕ, φ) is analytic on Tnρ and continuous on Td × Tnρ , where
0 ≤ |α| = α1 + · · ·+ αd ≤ d([1 ∨ τ1] + d+ 2).
Remark 1.1 We denote by λj the sequence of the eigenvalues of H0 labeled in increasing order.
As [2, 20] one can show that λj ∼ cj 2ℓℓ+1 as j →∞ and λ1 > 0.
Our purpose is to prove the following.
Theorem 1.2 Assume A1-A3 and µ < (ℓ − 23 )
∧ √
4ℓ2−2ℓ+1−1
2 . Fix a γ > 0 small, there exists
ǫ∗ > 0 such that for all 0 ≤ ǫ < ǫ∗ there exists a closed set Π∗ ⊂ Π := [0, 1]n and ∀ ω ∈ Π∗, the
linear Schro¨dinger equation (1.1) reduces to a linear equation with constant coefficients in L2.
More precisely, for a γ > 0, there exists ǫ∗ > 0 such that for all 0 ≤ ǫ < ǫ∗ there exists
a closed set Π∗ ⊂ Π satisfying meas(Π\Π∗) ≤ Cγ, and for ω ∈ Π∗, there exists a unitary (in
L2) time quasiperiodic operator Ψω,ǫ(φ) such that t 7→ ψ(t, ·) ∈ L2 satisfies (1.1) if and only if
t 7→ u(t, ·) = Ψ−1ω,ǫψ(t, ·) satisfies the equation
iu˙ = H∞u
with H∞ = diag{λ∞j } and |λ∞j − λj | ≤ Cǫj
(
µ
ℓ+1− 1ℓ+1 ( 13∧ µ+12µ+2ℓ+1 )
)∨
0.
Furthermore one has:
1. lim
γ→0
meas(Π\Π∗) = 0;
2. Ψω,ǫ(φ) is analytic in the norm ‖ · ‖B(L2) on |Imφ| < s2 ;
3. ‖Ψω,ǫ(ωt)− Id‖B(L2) ≤ Cǫ 23 .
Remark 1.3 We remark that
(ℓ− 23 )
∧ √4ℓ2−2ℓ+1−1
2 =
{
ℓ− 23 , 1 < ℓ < 43 ;√
4ℓ2−2ℓ+1−1
2 = ℓ− 34 + 116ℓ−1 +O(ℓ−2), ℓ ≥ 43 .
From a straightforward computation we have
√
4ℓ2−2ℓ+1−1
2 ≥ ℓ− 34 when ℓ ≥ 43 .
Remark 1.4 s satisfies 0 < s < ρ.
Remark 1.5 In [1] Bambusi and Graffi first proved the reducibility of 1d Schro¨dinger equation
with an unbounded time quasiperiodic perturbation. They assumed a similar potential as (1.1)
and the perturbation operator is ǫW (x, ωt) with |W (x, φ)| ∼ |x|β as |x| → ∞, where β < ℓ − 1.
The reducibility in the limiting case β = ℓ− 1 was obtained by Liu and Yuan in [25]. Comparing
with [1] and [25], we improve the boundedness for β from ℓ− 1 to (ℓ− 23 )
∧ √4ℓ2−2ℓ+1−1
2 for ℓ > 1
when the perturbation terms have the oscillatory forms as (1.1).
Remark 1.6 In [2] Bambusi studied the reducibility of 1d Schro¨dinger equations
H0(t)ψ(x, t) = i∂tψ(x, t), x ∈ R;
H0(t) := − d
2
dx
+ V(x) + ǫW (ωt), ǫ ∈ R,
where V(x) ∼ |x|2ℓ at infinity and satisfies a similar condition as A1. The perturbation operator
W (ωt) belongs to a class of unbounded symbols, in which the oscillatory perturbation terms
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ǫ〈x〉µW (νx, ωt) in (1.1) are clearly excluded by [2], [3] and [4]. See Remark 2.7 in [2] for further
explanations.
Remark 1.7 See [22] for 1d quantum harmonic oscillators with similar perturbation terms as
(1.1). We remark that the reducibility results in [18], [22] and [23] were proved only in H1. The
reason partly lies in (iii) of Lemma 2.1 in [18]. In our notations, when the perturbation operator
P belongs to Mβ, one can only deduce that P ∈ B(ℓ2t ; ℓ2−t) for t > 2β +1 from Lemma 2.2, where
0 ≤ 2β < ι− 1.
Similarly, we consider the Schro¨dinger equation
H1(t)ψ(x, t) = i∂tψ(x, t), x ∈ R;
H1(t) := − d
2
dx2
+ V(x) + ǫ〈x〉µX(x, ωt),
(1.3)
where X(x, φ) =
∑
k∈Λ
ak(φ) sin kx + bk(φ) cos kx with k ∈ Λ ⊂ R\{0} with |Λ| < ∞, ak(φ) and
bk(φ) are analytic on T
n
ρ and continuous on T
n
ρ .
Theorem 1.8 Assume A1 and µ < (ℓ− 23 )
∧ √4ℓ2−2ℓ+1−1
2 . For a γ > 0 small, there exists ǫ∗ > 0
such that for all 0 ≤ ǫ < ǫ∗ there exists a closed set Π∗ ⊂ Π := [0, 1]n and ∀ ω ∈ Π∗, the linear
Schro¨dinger equation (1.3) reduces to a linear equation with constant coefficients in L2.
We consider the Schro¨dinger equation
H2(t)ψ(x, t) = i∂tψ(x, t), x ∈ R;
H2(t) := − d
2
dx2
+ V(x) + ǫ〈x〉µg(x, ωt),
(1.4)
where g(x, φ) is continuous on x ∈ R and analytic on Tnρ and there exists a positive constant C
such that for any (x, φ) ∈ R× Tnρ , |g(x, φ)| ≤ C.
Corollary 1.9 Assume A1 and µ < ℓ − 1. For a γ > 0 small, there exists ǫ∗ > 0 such that for
all 0 ≤ ǫ < ǫ∗ there exists a closed set Π∗ ⊂ Π := [0, 1]n and ∀ ω ∈ Π∗, the Schro¨dinger equation
(1.4) reduces to a linear equation with constant coefficients in L2.
Remark 1.10 The set Π∗ in Theorem 1.8 and Corollary 1.9 is similar as that in Theorem 1.2.
Remark 1.11 Corollary 1.9 was firstly proved in [1].
A consequence of the above theorems and corollary is that in the considered range of parameters
all the Sobolev norms, i.e. the Hs norms of the solutions are bounded forever and the spectrum
of the Floquet operator is pure point.
In the end we recall some relevant results. See [19], [35] and [36] for the reducibility results for 1d
harmonic oscillators with bounded perturbations. We remark that the pseudodifferential calculus
is used for checking the assumption B3 in this paper. More applications of pseudodifferential
calculus can be found in the following papers (e.g. [7, 8, 10, 14, 16, 26, 31]). We mention that
some higher dimensional results have been recently obtained [6, 15, 18, 23, 29].
As we mentioned before, the reducibility implies the boundedness of the solutions in some
Sobolev norms for all the time. There are many literatures relative with the upper boundedness of
the solution in some Sobolev space( e.g. [5], [11], [28], [30]). There are not too much papers to study
the lower boundedness of the PDEs. See the interesting examples given by Bourgain for a Klein-
Gordon and Schro¨dinger equation on T([11]), by Delort for the harmonic oscillator on R ([12]).
Combining the ideas in [6] and [13], Z. Zhao, Q. Zhou and the first author [24] build some lower
boundedness estimates for 1d harmonic oscillators with quadratic time-dependent perturbations.
We remark that the result in [12] was reproved in [27] by exploiting the idea in [17].
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1.2. A new oscillatory integral estimation. The following oscillatory integral estimations are
critical for us to establish Theorem 1.2 and 1.8.
Assumption 1.1 The potential V (x) is real-valued and of C3-class. There exists a positive
constant R0 such that the following conditions are satisfied for V (x) when |x| ≥ R0:
(i). V ′′(x) ≥ 0. (1.5)
(ii). For j = 1, 2, 3, |xV (j)(x)| ≤ C1|V (j−1)(x)|, where C1 ≥ 1. (1.6)
(iii). For ℓ > 1, D1|x|2ℓ ≤ V (x) ≤ D2|x|2ℓ, where 0 < D1 ≤ 1 ≤ D2 <∞.
Assumption 1.2 The function f(x) is real-valued and of C1-class. There exist positive constant
R0 and C2 > 0 such that for |x| ≥ R0, |f(x)| ≤ C2|x|µ and |f ′(x)| ≤ C2|x|µ−1 where µ ≥ 0.
Lemma 1.12 Assume V (x) satisfies Assumption 1.1. Let hn(x) be the normalized eigenfunction
of H = −∂xx+V (x) with the eigenvalue λn and f(x) satisfies Assumption 1.2, then for any k 6= 0,
one has ∣∣∣ ∫
R
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k| ∨ |k|−1)(λmλn) µ4ℓ− 14ℓ ( 13 ∧ µ+12µ+2ℓ+1 ), (1.7)
where C depends on (µ, ℓ) and µ ≥ 0.
Remark 1.13 See [37] for Lp estimate of hn(x) based on Langer’s turning point method when n
is large enough. For a complete introduction of Langer’s turning point method refer to the contents
in Chapter 22.27 of [34]. Refer to [36] for a weighted L2 estimate of the eigenfunctions of −∂2x+x2
on R, which is another application of this method.
Remark 1.14 In [22], Luo and the first author proved the following: for any k 6= 0 and for any
m,n ≥ 1, ∣∣∣ ∫
R
〈x〉µeikxfm(x)fn(x)dx
∣∣∣ ≤ C(|k| ∨ |k|−1)m− 112+µ4 n− 112+µ4 , (1.8)
where C is an absolute constant and µ ≥ 0 and (− d2dx2 + x2)fj = (2j − 1)fj with ‖fj‖L2(R) = 1
with j ≥ 1.
Lemma 1.15 Assume V (x) satisfies Assumption 1.1 and hn(x) is the same as in Lemma 1.12. If
f(x) is continuous and satisfies |f(x)| ≤ C2|x|µ for |x| ≥ R0 with µ ≥ 0, then∣∣∣ ∫
R
f(x)hm(x)hn(x)dx
∣∣∣ ≤ C(λmλn) µ4ℓ . (1.9)
Acknowledgements. The first author is very grateful to D. Bambusi for several invaluable dis-
cussions on the concerned perturbations in this paper. Both authors were partially supported
by National Natural Science Foundation of China(Grants No. 11371097; 11571249) and Natural
Science Foundation of Shanghai(Grants No. 19ZR1402400).
2. A Reducibility Theorem
Before give the proof of main theorem we present a reducibility theorem in a more abstract
setting. We refer to [9] for an almost complete picture of recent KAM theory.
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2.1. Setting. Following [18], we will introduce some spaces and norms and discuss some algebraic
properties.
Linear Space. Let s ∈ R, we define the complex weighted-ℓ2-space
ℓ2s =
{
ξ = (ξj ∈ C, j ∈ Z+)
∣∣ ‖ξ‖s <∞}, where ‖ξ‖2s = ∑
j∈Z+
js|ξj |2.
Infinite Matrices. We denote by Mβ the set of infinite matrix A : Z+ × Z+ 7→ C that satisfy
|A|β := supi,j≥1 |Aji |(ij)−β < ∞. We will also need the space M+β the following subspace of Mβ:
an infinite matrix A is in M+β if |A|+β = supi,j≥1 |Aji |(ij)−β(1 + |i − j|)(iι−1 + jι−1) < ∞, where
0 ≤ 2β < ι− 1 and ι > 1.
Lemma 2.1 For ι > 1, |kι − jι| ≥ 12 |k − j|(kι−1 + jι−1) (see [21]).
Lemma 2.2 If 0 ≤ 2β < ι− 1, there exists a constant C > 0 such that
(i). Let A ∈ Mβ and B ∈M+β , then AB and BA belong to Mβ and |AB|β , |BA|β ≤ C|A|β |B|+β .
The proof is by the definition.
(ii). Let A,B ∈M+β , then AB belongs to M+β and |AB|+β ≤ C|A|+β |B|+β .
Proof. Since A, B ∈M+β , then
|(AB)ji |(ij)−β(1 + |i− j|)(iι−1 + jι−1)
≤ |A|+β |B|+β
∑
k≥1
k2β(1 + |i− j|)(iι−1 + jι−1)
(1 + |k − j|)(1 + |i− k|)(kι−1 + jι−1)(kι−1 + iι−1) .
We discuss two cases. When i = j, the proof is simple. When i 6= j, note |i− k|+ |k− j| ≥ |i− j|,
we have |k− j| ≥ 12 |i− j| or |i− k| ≥ 12 |i− j|. The proof is by a straightforward computation. 
(iii). Let A ∈Mβ , then for any t > 2β + 1, A ∈ B(ℓ2t ; ℓ2−t) and ‖Aξ‖−t ≤ C|A|β‖ξ‖t.
Proof. Let Aξ = η, ηi =
∑
k≥1 A
k
i ξk, then
‖η‖2−t =
∑
i≥1
i−t|ηi|2 =
∑
i≥1
i−t
∣∣∑
k≥1
Aki ξk
∣∣2 ≤ |A|2β∑
i≥1
1
it−2β
(∑
k≥1
k2β−t
)(∑
k≥1
kt|ξk|2
)
.
Note t > 1 + 2β, then we obtain ‖Aξ‖−t ≤ C|A|β‖ξ‖t. 
(iv). Let A ∈ M+β , then for any s ∈ [0, 2ι− 2β − 1), A ∈ B(ℓ2s) and satisfies
‖A‖B(ℓ2s) ≤ C(β, ι, s)|A|+β ,
where 0 ≤ 2β < ι− 1.
(v). Let A ∈ M+β , then for any s ∈ [0, 2ι− 2β − 1), A ∈ B(ℓ2−s) and satisfies
‖A‖B(ℓ2
−s)
≤ C(β, ι, s)|A|+β ,
where 0 ≤ 2β < ι− 1.
The proof for (iv) and (v) is a little long and we will delay it in section 4.
Lemma 2.3 (Mβ , | · |β) and (M+β , | · |+β ) are Banach spaces.
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Parameter. In the paper ω will play the role of a parameter belonging to Π = [0, 1]n. All the
constructed operators or matrices will depend on ω in Lipschitz sense which will be clear in the
following.
Let D ⊂ Π and σ > 0. We denote by Mβ(D, σ) the set of mappings at Tnσ × D ∋ (φ, ω) 7→
Q(φ, ω) ∈ Mβ which is real analytic on φ ∈ Tnσ =
{
φ ∈ Cn ∣∣ |Imφ| < σ} and Lipschitz continuous
on ω ∈ D. This space is equipped with the norm ‖Q‖D,Lβ,σ = ‖Q‖Dβ,σ + ‖Q‖D,lipβ,σ , where we define
‖Q(·, ω)‖β,σ = sup
|Imφ|<σ
|Q(φ, ω)|β , ‖Q‖Dβ,σ = sup
ω∈D
‖Q(φ, ω)‖β,σ and
‖Q‖D,lipβ,σ =
sup
ω,ω′∈D
ω 6=ω′
‖Q(φ, ω)−Q(φ, ω′)‖β,σ
|ω − ω′| .
Similarly, we can define the subspace of Mβ(D, σ), named by M+β (D, σ), the set of mappings at
T
n
σ × D ∋ (φ, ω) 7→ R(φ, ω) ∈ M+β which is real analytic on φ ∈ Tnσ and Lipschitz continuous
on ω ∈ D. This space is equipped with the norm ‖R‖D,L,+β,σ = ‖R‖D,+β,σ + ‖R‖D,lip,+β,σ , where we
define ‖R‖D,+β,σ and ‖R‖D,lip,+β,σ similarly. Generally, for a Banach space (B, ‖ · ‖), we define the
parameterized space B(D, σ), the set of mappings at Tnσ × D ∋ (φ, ω) 7→ F (φ, ω) ∈ B which is
real analytic on φ ∈ Tnσ and Lipschitz continuous on ω ∈ D. This space is equipped with the
norm ‖F‖D,LB,σ := ‖F (·, ω)‖DB,σ + ‖F (·, ω)‖D,lipB,σ , where we define ‖F (·, ω)‖B,σ = sup|Imφ|<σ
‖F (φ, ω)‖B,
‖F‖DB,σ = sup
ω∈D
‖F (φ, ω)‖B,σ and
‖F‖D,lipB,σ =
sup
ω,ω′∈D
ω 6=ω′
‖F (φ, ω)− F (φ, ω′)‖B,σ
|ω − ω′| .
In addition, for convenience we abbreviate B(D, 0) as B(D).
Lemma 2.4 If 0 ≤ 2β < ι− 1 and ι > 1, there exists a constant C > 0 such that
(i). If A ∈Mβ(D, σ) and B ∈M+β (D, σ), then AB and BA belong to Mβ(D, σ) and
‖AB‖D,Lβ,σ , ‖BA‖D,Lβ,σ ≤ C‖A‖D,Lβ,σ ‖B‖D,L,+β,σ .
Moreover, if A, B ∈M+β (D, σ), then AB belongs to M+β (D, σ) and
‖AB‖D,L,+β,σ ≤ C‖A‖D,L,+β,σ ‖B‖D,L,+β,σ .
(ii). If B ∈M+β (D, σ) then eB − I and eB − I−B belong to M+β (D, σ) and
‖eB − I‖D,L,+β,σ ≤ eC‖B‖
D,+
β,σ ‖B‖D,L,+β,σ .
‖eB − I−B‖D,L,+β,σ ≤ CeC‖B‖
D,+
β,σ
(‖B‖D,L,+β,σ )2. (2.1)
Moreover, if A ∈ Mβ(D, σ), then AeB, eBA ∈Mβ(D, σ) and
‖AeB‖D,Lβ,σ , ‖eBA‖D,Lβ,σ ≤ ‖A‖D,Lβ,σ e3C‖B‖
D,L,+
β,σ . (2.2)
Proof. If A ∈ Mβ(D, σ), B ∈M+β (D, σ), note eB − I =
∞∑
n=1
Bn
n!
,thus for any ω ∈ D and φ ∈ Tnσ ,
|eB − I|+β ≤
∞∑
n=1
|Bn|+β
n!
≤ 1
C
(
e(C|B|
+
β
) − 1) ≤ ‖B‖D,+β,σ eC‖B‖D,+β,σ .
It follows
‖eB − I‖D,+β,σ ≤ ‖B‖D,+β,σ eC‖B‖
D,+
β,σ . (2.3)
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In the following we estimate ‖eB − I‖D,lip,+β,σ . In fact, eB(ω)− eB(ω
′) =
∑∞
n=1
(
B(ω)
)n−(B(ω′))n
n! . By
induction for n ≥ 1, we have ∥∥(B(ω))n − (B(ω′))n∥∥+
β,σ
≤ n(C‖B‖D,+β,σ )n−1‖B(ω) − B(ω′)‖+β,σ. It
follows for ω 6= ω′, ω, ω′ ∈ D,
‖eB(ω)− eB(ω′)‖+β,σ ≤
∞∑
n=1
n
(
C‖B‖D,+β,σ
)n−1‖B(ω)−B(ω′)‖+β,σ
n!
.
Thus,
‖eB(ω)−eB(ω′)‖+
β,σ
|ω−ω′| ≤ ‖B‖D,lipβ,σ eC‖B‖
D,+
β,σ . Together with (2.3) we have ‖eB − I‖D,L,+β,σ ≤
‖B‖D,L,+β,σ eC‖B‖
D,+
β,σ . Similarly, we obtain (2.1). The proof of (2.2) is similar. 
(iii) If B ∈M+β (D, σ) and P ∈Mβ(D, σ), then e−BPeB belongs to Mβ(D, σ) and
‖e−BPeB − P‖Dβ,σ ≤ Ce3C‖B‖
D,+
β,σ ‖P‖Dβ,σ‖B‖D,+β,σ ,
‖e−BPeB − P‖D,Lβ,σ ≤ Ce3C‖B‖
D,L,+
β,σ ‖P‖D,Lβ,σ ‖B‖D,L,+β,σ .
Proof. From (2.3), if B ∈ M+β,σ(D, σ), then ‖eB − I‖D,+β,σ ≤ ‖B‖D,+β,σ e
(
C‖B‖D,+
β,σ
)
. Similarly, ‖e−B −
I‖D,+β,σ ≤ ‖B‖D,+β,σ e
(
C‖B‖D,+
β,σ
)
. Since e−BPeB − P = (e−B − I)P (eB − I) + (e−B − I)P + P (eB − I),
the proof is clear by a straightforward computation. 
2.2. A Reducibility Theorem. Before present the new reducibility theorem we give a rough
introduction of the proof and what is new here. In fact the equation (1.1) can be written as
ix˙ = (A+ ǫP (φ))x,
where A = diag{λj}j≥1 and λj ∼ jι(j →∞) and P = (P ji (φ)) with ι = 2ℓℓ+1 and
P ji (φ) = P
i
j (φ) =
∫
R
〈x〉µW (νx, φ)hi(x)hj(x)dx.
From Lemma 2.46 we can show that the map Tn ∋ φ 7→ P (φ) ∈ B(ℓ20, ℓ2−2δ) is analytic on Tns if
0 ≤ µ ≤ δ(ℓ + 1). If µ < ℓ − 1, then one can choose δ = µℓ+1 and furthermore, P (φ) ∈ Bδ with
δ < ℓ−1ℓ+1 (we use the notation from [1]). From the reducibility Thm. in [1] and Lemma 2.46 we can
prove the reducibility result for the equation (1.1) when µ < ℓ− 1.
The main improvement is that we can deal with the case when ℓ−1 ≤ µ < (ℓ− 23 )
∧ √4ℓ2−2ℓ+1−1
2
for the equation (1.1) from Theorem 2.5. In the new reducibility theorem we assume that 0 ≤
δ < 2ℓℓ+1 − β − 12 , 0 ≤ 2β < ι − 1, 2β ≤ δ and 0 ≤ µ ≤ δ(ℓ + 1). In fact, when 13
∧ √ℓ2+2−ℓ
2 ≤
µ < (ℓ − 23 )
∧ √4ℓ2−2ℓ+1−1
2 , from Lemma 1.12 one can show that P (φ) ∈ Mβ with β = µ2(ℓ+1) −
1
2(ℓ+1) (
1
3
∧ µ+1
2µ+2ℓ+1 ). If we choose δ =
ℓ
ℓ+1 , it follows 0 ≤ 2β < ℓ−1ℓ+1 and all the assumptions in
Theorem 2.5 are easily checked, from which we can prove Theorem 1.2. Comparing with the proof
in [1], we need to control ‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ) in every step, while in [1] only ‖P
−‖LB(ℓ20,ℓ2−2δ)
was controlled.
In the end we explain a little bit about the equivalence of the two equations ix˙ = (A+P )x and
iy˙ = A∞(ωt)y, which comes from the reducibility equality
U∞(ωt)A∞(ωt) = −i d
dt
U∞(ωt) + (A0 + P 0(ωt))U∞(ωt) in B(ℓ20, ℓ2−2ι)(Π∗).
We remark that from U∞(ωt) − I ∈ M+β and Lemma 2.2 we have U∞(ωt) − I ∈ B(ℓ2−s) with
s ∈ [0, 2ι − 2β − 1). But it usually makes no sense for U∞(ωt)A∞(ωt)x0 ∈ ℓ2−2ι when x0 ∈ ℓ20.
The proof seriously depends on the homological equation (2.13). See Lemma 2.31, 2.33 and 2.34
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for details. Now we present the new reducibility theorem.
Consider the non-autonomous, linear differential equation in a separable Hilbert space ℓ20
ix˙(t) =
(
A+ ǫP (ω1t, ω2t, . . . , ωnt)
)
x(t), ǫ ∈ R, (2.4)
under the following conditions:
B1: A = diag{λj}j≥1 with 0 < λ1 < λ2 < · · · . There exists a ι > 1 such that λj ∼ cjι as j →∞.
B2: The map Tn ∋ φ 7→ P (φ) := (P ji (φ))i,j≥1 ∈ Mβ is analytic on Tns and P ji (φ) = P ij (φ) for
φ ∈ Tn, where 0 ≤ 2β < ι− 1.
B3: The map Tn ∋ φ 7→ P (φ) ∈ B(ℓ20, ℓ2−2δ) is analytic on Tns , where 0 ≤ δ < ι − β − 12 and
2β ≤ δ.
Theorem 2.5 Assume that B1 − B3 are satisfied. Then for a γ > 0 small, there exists ǫ∗ > 0
such that for all 0 ≤ ǫ < ǫ∗ there exists Π∗ ⊂ Π := [0, 1]n satisfying meas(Π\Π∗) ≤ Cγ, such that
for all ω ∈ Π∗, the equation (2.4) reduces to a linear equation
iy˙(t) = A∞(ωt)y(t), A∞(ωt) := diag{λ∞1 + µ∞1 (ωt), λ∞2 + µ∞2 (ωt), · · · }, (2.5)
where {λ∞j }j≥1 ∈ R and the function µ∞j (φ) : Tn 7→ R is analytic on Tns
2
with zero average.
More precisely, for γ > 0 small, there exists ǫ∗ such that for all 0 ≤ ǫ < ǫ∗ there exists Π∗ ⊂ Π :=
[0, 1]n satisfying meas(Π\Π∗) ≤ Cγ, and for ω ∈ Π∗, there exists a linear unitary transformation
U∞(φ) in ℓ20 which analytically depends on φ ∈ Tns
2
such that t 7→ y(t) ∈ C0(R, ℓ20) ∩ C1(R, ℓ2−2ι)
satisfies the equation (2.5) if and only if
t 7→ x(t) = U∞(ωt)y(t) ∈ C0(R, ℓ20) ∩ C1(R, ℓ2−2ι) (2.6)
satisfies the equation (2.4), where there exists a positive constant C such that
‖U∞(ωt)− I‖B(ℓ20) ≤ Cǫ
2
3 , |λ∞j − λj | ≤ Cj2βǫ, |µ∞j (ωt)| ≤ Cj2βǫ. (2.7)
Remark 2.6 The assumption 2β ≤ δ is not necessary but it can simplify the proof.
Corollary 2.7 Assume that B1 − B3 are satisfied. Then for a γ > 0 small, there exists ǫ∗ > 0
such that for all 0 ≤ ǫ < ǫ∗ there exists Π∗ ⊂ Π := [0, 1]n satisfying meas(Π\Π∗) ≤ Cγ, such that
for all ω ∈ Π∗, there is a unitary transformation UF (ωt) in ℓ20, quasiperiodic with frequency ω and
such that ‖UF (ωt)− I‖B(ℓ20) ≤ Cǫ
2
3 , which transforms (2.4) into the equation
iz˙(t) = AF z(t), AF = diag{λ∞1 , λ∞2 , · · · }.
Moreover, if x(0) ∈ ℓ20, then x(t) = UF (ωt)diag{e−iλ
∞
j t}U−1F (0)x(0) is the solution of (2.4) in the
sense of (2.6)
2.3. Squaring the order of the Perturbation. Let Tns be the complexified torus with |Imφ| < s
and Π− be a closed nonempty subset of Π of positive measure. If the map f : Tsn × Π− 7→
B(ℓ2s1 , ℓ2s2) is analytic on φ ∈ Tns and Lipschitz continuous on ω ∈ Π−, we define ‖f‖Π
−,L
B(ℓ2s1 ,ℓ2s2),s
=
‖f‖Π−B(ℓ2s1 ,ℓ2s2),s + ‖f‖
Π−,lip
B(ℓ2s1 ,ℓ2s2),s
. Similarly, if the map f : Tsn × Π− 7→ Mβ is analytic on φ ∈ Tns
and Lipschitz continuous on ω ∈ Π−, we define ‖f‖Π−,Lβ,s = ‖f‖Π
−
β,s + ‖f‖Π
−,lip
β,s . For convenience we
omit the symbol Π− here.
Now we consider the equation in ℓ20
ix˙(t) = (A− + P−(ωt))x (2.8)
under the following conditions
H1)
A− = diag{λ−1 (ω) + µ−1 (ωt, ω), λ−2 (ω) + µ−2 (ωt, ω), · · · }. (2.9)
Here:
H1.a) ∀ i = 1, · · · , λ−i (ω) is positive and Lipschitz continuous w.r.t ω ∈ Π− and satisfies C−0 iι ≤
λ−i ≤ C−1 iι with C−0 , C−1 > 0. We also assume that there is C−λ > 0 independent of ω such that
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|λ−i − λ−j | ≥ C−λ |iι − jι|.
H1.b) There is C−ω > 0 suitably small and 0 ≤ 2β < ι− 1 such that
sup
ω,ω′∈Π−
ω 6=ω′
|λ−i (φ, ω)− λ−i (φ, ω′)|
|ω − ω′| ≤ C
−
ω i
2β .
H1.c) ∀ i = 1, · · · , µ−i (φ, ω) : Tns × Π− 7→ R is analytic w.r.t φ, Lipschitz continuous w.r.t ω,
and has zero average, i.e.
∫
Tn
µ−i (φ, ω)dφ = 0. Moreover it fulfills the estimates
‖µ−i ‖s ≤ C−µ i2β,
sup
ω,ω′∈Π−
ω 6=ω′
‖µ−i (φ, ω)− µ−i (φ, ω′)‖s
|ω − ω′| ≤ C
−
ω i
2β,
where we denote ‖µ−i (·, ω)‖s = sup
|Imφ|≤s
|µ−i (φ, ω)|.
H2) The map P− : Tns ×Π− 7→ X is analytic w.r.t φ ∈ Tns in the norm of | · |β or ‖ · ‖B(ℓ20,ℓ2−2δ)
and Lipschitz continuous w.r.t ω ∈ Π− uniformly in φ ∈ Tns , where X =Mβ or B(ℓ20, ℓ2−2δ).
H3) There exist γ− > 0 and τ > n+ 2ι−1 such that, for any ω ∈ Π−, one has
|〈k, ω〉| ≥ γ
−
|k|τ , ∀ k ∈ Z
n\{0},
|λ−i − λ−j + 〈k, ω〉| ≥
γ−|iι − jι|
1 + |k|τ , ∀ k ∈ Z
n, i 6= j.
Let now
B : Tns ∋ (φ1, . . . , φn) 7→ B(φ1, . . . , φn) ∈ M+β
be an analytic map with B(φ1, . . . , φn) anti-self-adjoint for each real value of (φ1, . . . , φn). Con-
sider the corresponding unitary operator eB(φ1,...,φn) and, for any ω ∈ Π− consider the unitary
transformation of basis x = eB(ωt)y. Substitution in equation (2.8) yields
iy˙ = (A+ + P+(ωt))y, A+ := A− + diag(P−).
In fact, A+ = diag{λ+i +µ+i (ωt)}, where λ+i = λ−i +P−ii (φ) (the overline denotes angular average)
and µ+i (ωt) = µ
−
i (ωt, ω) + P
−
ii (φ) − P−ii (φ). Hence the functions µ+i (φ) have zero average and
diag(P−) := diag{P−11(ωt), P−22(ωt), . . . }. The new perturbation P+ is given by
P+ :=
(
[A−, B]− iB˙ + (P− − diag(P−)))
+
(
e−BA−eB −A− − [A−, B])+ (e−BP−eB − P−)− i(e−B d
dt
eB − B˙).
The main step of the proof is to construct B such that the following vanish, i.e. to solve for the
unknown B the equation [A−, B] − iB˙ + (P− − diag(P−)) = 0. The construction is based on a
lemma by Kuksin and a method from Bambusi & Graffi [1]. We also use the same notation as
Bambusi & Graffi [1] for reader’s convenience. The proof of Lemma 2.9 is similar as Lemma 3.2
in [1] and we will concentrate the difference with the proof in [1]. In the following we introduce
Kuksin’s lemma for completeness.
On the n-dimensional torus consider the equation
− i
n∑
k=1
ωk
∂
∂φk
χ(φ) + E1χ(φ) + E2h(φ)χ(φ) = b(φ). (2.10)
Here χ denotes the unknown, while b, h denote given analytic functions on Tns . h has zero average;
E1, E2 are positive constants and ‖h‖s ≤ 1. Concerning the frequency vector ω = (ω1, . . . , ωn)
Assumptions are:
|〈k, ω〉| ≥ γ2|k|τ , ∀ k ∈ Z
n\{0},
|〈k, ω〉+ E1| ≥ γ1|k|τ + 1 , ∀ k ∈ Z
n.
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The important hypothesis is an order assumption, namely: given 0 < θ < 1 and C0 > 0 we assume
Eθ1 ≥ C0E2. (2.11)
Lemma 2.8 (Kuksin) Under the above assumptions, equation (2.10) has a unique analytic solu-
tion χ which for any 0 < σ < s fulfills the
‖χ‖s−σ ≤ C1
γ1σa4
exp
(
C2
γa52 σ
a3
)
‖b‖s.
Here a3, a4, a5, C1, C2 are constants independent of E1, E2, σ, s, γ1, γ2, ω.
By Kuksin’s lemma as [1] we have
Lemma 2.9 Let
γ− ≥ γ0/2, 0 < σ ≤ C(γ0, n, τ) < 1, 0 ≤ C−ω ≤ 1, (2.12)
and θ = 2βι−1 in (2.11). For any 0 < σ < s, equation
[A−, B]− iB˙ + (P− − diag(P−)) = 0 (2.13)
has a unique solution B ∈ M+β,s−σ analytic on Tns−σ, fulfilling the estimate
‖B‖L,+β,s−σ ≤ exp
( C
σa3
)(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s), (2.14)
where C = C(γ0, β, ι, n, τ), a3 = n+ τ +
θ(n+τ+2)
1−θ .
Proof. The equation equals to
−i
n∑
k=1
ωk
∂
∂φk
Bij + (λ
−
i − λ−j )Bij + (µ−i (φ)− µ−j (φ))Bij = −Pij , i 6= j, ω ∈ Π−.
Assume E1 = (λ
−
i − λ−j ) ≥ 0 and hi,j(φ) =
µ−i (φ)−µ−j (φ)
‖µ−i (φ)−µ−j (φ)‖s+1
, E2 = ‖µ−i (φ) − µ−j (φ)‖s + 1,
also denote γ1 = γ
−|iι − jι| and γ2 = γ−. We can choose θ = 2βι−1 and a suitable constant
C0 such that (2.11) holds. In fact, since |λ−i − λ−j | ≥ C−λ |iι − jι| ≥ C
−
λ
2 |i − j|(iι−1 + jι−1) and
‖µ−i (φ) − µ−j (φ)‖s ≤ C−µ (i2β + j2β). As [1], one has Eθ1 ≥ C0E2 with θ defined above. Then a
direct application of Kuksin’s lemma yields
‖Bij‖s−σ ≤ C1
γ−|iι − jι|σa4 exp
(
C2
(γ−)a5σa3
)
‖Pij‖s, for i 6= j.
Note our assumptions for P−, it results in
‖Bij‖s−σ(ij)−β(1 + |i− j|)(iι−1 + jι−1) ≤ 4C1
γ−σa4
exp
(
C2
(γ−)a5σa3
)
‖P−‖β,s, ∀i 6= j.
When i = j, Bij(φ) = 0. Therefore, B(φ) ∈ M+β for any |Imφ| < s− σ and
‖B(φ)‖+β,s−σ ≤
4C1
γ−σa4
exp
(
C2
(γ−)a5σa3
)
‖P−‖β,s.
A similar computation follows for ω 6= ω′, i 6= j,
‖∆Bij‖s−3σ
|ω − ω′| (ij)
−β(1 + |i− j|)(iι−1 + jι−1)
≤ C
(γ−)2σ2a4+1
exp
(
2C2
(γ−)a5σa3
)
‖P−‖Lβ,s.
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Thus,
‖B(φ)‖L,+s−3σ ≤
C(γ0, n, τ)
(3σ)2a4+1
exp
(
C(γ0, β, ι, n, τ)
(3σ)a3
)
‖P−‖Lβ,s,
where a4 = n+ τ, a5 =
1
1−θ , a3 = n+ τ +
θ(n+τ+2)
1−θ > 1. So if we denote m = [2a4+3] and choose
3σ ≤ min{ 1m!C(γ0,n,τ) , 1}, then
C(γ0,n,τ)
(3σ)2a4+1
≤ 1(3σ)mm! ≤ exp
(
1
3σ
)
. Redefine 3σ as σ one obtains
‖B(φ)‖L,+β,s−σ ≤ exp
( C
σa3
)
‖P−‖Lβ,s, (2.15)
where C = C(γ0, β, ι, n, τ). 
In fact by Cauchy’s estimate and (ii) of Lemma 2.4 and (2.15) we have
Lemma 2.10
‖B˙‖L,+β,s−2σ ≤
C(n)
σ
‖B‖L,+β,s−σ,
‖ d
dt
eB‖L,+β,s−2σ ≤
C(β, n)
σ
eC(β)‖B‖
+
β,s−σ‖B‖L,+β,s−σ,
‖ d
dt
(eB − I−B)‖L,+β,s−2σ ≤
C(β, n)
σ
eC(β)‖B‖
+
β,s−σ(‖B‖L,+β,s−σ)2.
Lemma 2.11 For any |s1| ≤ 1, if ‖B‖L,+β,s−σ ≪ 1, then
‖es1B‖LB(ℓ20),s−2σ, ‖e
s1B‖LB(ℓ2
−2δ),s−2σ ≤ 2.
Proof. If ‖B‖L,+β,s−σ ≪ 1, then by (iv) of Lemma 2.2 and Lemma 2.4
‖es1B‖LB(ℓ20),s−2σ = ‖e
s1B − I + I‖LB(ℓ20),s−2σ ≤ 1 + ‖e
s1B − I‖LB(ℓ20),s−σ
≤ 1 + C(β, ι)‖es1B − I‖L,+β,s−σ ≤ 1 + C(β, ι)eC‖B‖
+
β,s−σ‖B‖L,+β,s−σ
≤ 2.
Similarly, by 0 ≤ δ < ι − β − 12 , (v) of Lemma 2.2 and Lemma 2.4, if ‖B‖L,+β,s−σ ≪ 1,
‖es1B‖LB(ℓ2
−2δ),s−2σ ≤ 2. 
Lemma 2.12 Consider the system
ix˙ = (A− + P−(ωt))x (2.16)
with the stated assumptions. Assume furthermore that also (2.12) holds. Then there exists an anti-
self-adjoint operator B ∈M+β,s−σ analytically depending on φ ∈ Tnβ,s−σ, and Lipschitz continuous
in ω ∈ Π− such that
(1). B fulfills the estimate (2.14);
(2). For any ω ∈ Π− the unitary operator eB(ωt) transforms the system (2.16) into the system
iy˙ = (A+ + P+(ωt))y;
(3). The new perturbation P+ fulfills the estimate
‖P+‖Lβ,s−2σ + ‖P+‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ exp
( 2C
σa3
)(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s)2,
where we assume that ‖B‖Lβ,s−σ ≤ 1C(β) and 0 < σ ≤ 1C(n,β) < 1 and τ > 1;
(4). For any positive K such that 2(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s)(1 +K
τ ) < γ− − γ+, there exists
a closed set Π+ ⊂ Π− fulfilling
|Π−\Π+| ≤ Cγ0
Kτ−n−
2
ι−1
,
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under the condition (2.22),(2.23),(2.24) and (2.25);
(5). If ω ∈ Π+ assumptions H1−H3 above are fulfilled by A+ and P+ provided that the constants
are replaced by the new ones defined by
γ+ = γ− − 2(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s)(1 +Kτ ),
C+λ = C
−
λ − 2
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s),
C+ω = C
−
ω + 2
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s),
C+µ = C
−
µ + 2
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s).
(2.17)
Remark 2.13 If ‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s ≤ ǫ
−, we can choose
γ+ = γ− − 2ǫ−(1 +Kτ), C+λ = C−λ − 2ǫ−, C+ω = C−ω + 2ǫ−, C+µ = C−µ + 2ǫ−
in place of (2.17).
Proof. Similar as [1], we can prove that B is anti-self-adjoint operator and eB(ωt) is a unitary
operator and (1) and (2) follow easily. For (3), we write the new perturbation P+ := (I) + (II) +
(III), where (I) = e−BA−eB−A−−[A−, B], (II) = e−BP−eB−P− and (III) = −i(e−B ddteB−B˙).
We first estimate (I). By (2.13) one has
[[A−, B], B] = [iB˙ − (P− − diag(P−)), B] = i[B˙, B]− [P− − diag(P−), B].
For any |s2| ≤ 1, from (iii) of Lemma 2.4 we have
‖e−s2B[[A−, B], B]es2B‖Lβ,s−2σ
≤ C(β)‖[B˙, B]‖Lβ,s−2σ + C(β)‖[P− − diag(P−), B]‖Lβ,s−2σ
≤C(β, n) exp
( C
σa3
)(‖P−‖Lβ,s)2.
Since
(I) = e−BA−eB −A− − [A−, B] =
∫ 1
0
ds1
∫ s1
0
e−s2B[[A−, B], B]es2Bds2,
it follows
‖(I)‖Lβ,s−2σ ≤
∫ 1
0
ds1
∫ s1
0
‖e−s2B[[A−, B], B]es2B‖Lβ,s−2σds2 ≤ C(β, n) exp
( C
σa3
)(‖P−‖Lβ,s−2σ)2.
If ‖B‖L,+β,s−σ ≤ 1C(β) , by (iii) of Lemma 2.4 one has ‖(II)‖Lβ,s−2σ ≤ C1(β) exp
(
C
σa3
)(‖P−‖Lβ,s)2 and
‖(III)‖Lβ,s−2σ ≤ C(β, n) exp
(
C
σa3
)(‖P−‖Lβ,s)2. Combining all the above estimates, if ‖B‖+,Lβ,s−σ ≤
1
C(β) and 0 < σ < 1, then
‖P+‖Lβ,s−2σ ≤ C(β, n) exp
( C
σa3
)(‖P−‖Lβ,s−2σ)2, (2.18)
where a3 = n + τ +
θ(n+τ+2)
1−θ and τ > 1. In the following we turn to the estimate on
‖P+‖LB(ℓ20,ℓ2−2δ),s−2σ.
By (2.13), Cauchy’s estimate and (iv) of Lemma 2.2 we have
‖[A−, B]‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ ‖B˙‖
L
B(ℓ20),s−2σ + 2‖P
−‖LB(ℓ20,ℓ2−2δ),s
≤ C(β, n, ι)
σ
‖B‖L,+β,s−σ + 2‖P−‖LB(ℓ20,ℓ2−2δ),s,
together with (2.15), (iv), (v) of Lemma 2.2 we obtain
‖[[A−, B], B]‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ ‖[A
−, B]B‖LB(ℓ20,ℓ2−2δ),s−2σ + ‖B[A
−, B]‖LB(ℓ20,ℓ2−2δ),s−2σ
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≤ C(β, ι)‖B‖L,+β,s−σ‖[A−, B]‖LB(ℓ20,ℓ2−2δ),s−2σ
≤ C(β, n, ι) exp
( C
σa3
)
‖P−‖Lβ,s
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s).
Hence,
‖(I)‖LB(ℓ20,ℓ2−2δ),s−2σ ≤
∫ 1
0
ds1
∫ s1
0
‖e−s2B [[A−, B], B]es2B‖LB(ℓ20,ℓ2−2δ),s−2σds2
≤ C(β, n, ι) exp
( C
σa3
)
‖P−‖Lβ,s
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s). (2.19)
By (2.15), 0 ≤ δ < ι− β − 12 and (iv), (v) of Lemma 2.2, we have
‖[P−, B]‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ ‖P
−B‖LB(ℓ20,ℓ2−2δ),s−2σ + ‖BP
−‖LB(ℓ20,ℓ2−2δ),s−2σ
≤C( ‖P−‖LB(ℓ20,ℓ2−2δ),s−2σ‖B‖
L
B(ℓ20),s−σ + ‖B‖
L
B(ℓ2
−2δ),s−σ‖P
−‖LB(ℓ20,ℓ2−2δ),s−2σ)
≤ C(β, ι) exp
( C
σa3
)
‖P−‖Lβ,s‖P−‖LB(ℓ20,ℓ2−2δ),s
and then from Lemma 2.11, one can draw
‖(II)‖LB(ℓ20,ℓ2−2δ),s−2σ =
∥∥∥ ∫ 1
0
e−s1B[P−, B]es1Bds1
∥∥∥L
B(ℓ20,ℓ2−2δ),s−2σ
≤ C(β, ι) exp
( C
σa3
)
‖P−‖Lβ,s‖P−‖LB(ℓ20,ℓ2−2δ),s.
Similarly, with (iv) of Lemma 2.2, one obtains
‖(III)‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ ‖(III)‖
L
B(ℓ20),s−2σ ≤ C(β, ι)‖(III)‖
L,+
β,s−2σ
≤ C(β, n, ι) exp
( C
σa3
)(‖P−‖Lβ,s−2σ)2.
Thus, if ‖B‖Lβ,s−σ ≪ 1 and 0 < σ < 1, we have
‖P+‖LB(ℓ20,ℓ2−2δ),s−2σ ≤ C(β, n, ι) exp
( C
σa3
)
‖P−‖Lβ,s
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s), (2.20)
where a3 = n+ τ +
θ(n+τ+2)
1−θ and τ > 1. Combining with (2.18) and (2.20), we obtain (3). In the
following we turn to prove (4) and (5).
For H1.a) As [1], if choose C+λ = C
−
λ −2
(‖P−‖Lβ,s+‖P−‖LB(ℓ20,ℓ2−2δ),s), then |λ+i −λ+j | ≥ C+λ |iι− jι|.
H1.b) Choose C+ω = C
−
ω + 2(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s), then sup
ω,ω′∈Π−
ω 6=ω′
|λ+i (ω)−λ+i (ω′)|
|ω−ω′| ≤ C+ω i2β
holds true.
H1.c) Similarly, if C+µ = C
−
µ + 2
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s), then ‖µ+i ‖s ≤ C+µ i2β. If choose
C+ω = C
−
ω + 2
(‖P−‖Lβ,s + ‖P−‖LB(ℓ20,ℓ2−2δ),s), we have supω,ω′∈Π−,ω 6=ω′ ‖µ+i (φ,ω)−µ+i (φ,ω′)‖s|ω−ω′| ≤ C+ω i2β .
H3): To check H3 for next step, one need to throw away suitable parameter sets. This step is
very similar as [1] and we only give a sketch here. In fact, if choose γ+ = γ− − 2(‖P−‖Lβ,s +
‖P−‖LB(ℓ20,ℓ2−2δ),s
)
(1 +Kτ ), then for any |k| ≤ K, i 6= j
|λ+i − λ+j + 〈k, ω〉| ≥
γ+|iι − jι|
1 + |k|τ , (2.21)
and
|〈k, ω〉| ≥ γ
+
|k|τ , ∀ k ∈ Z
n\{0}.
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For |k| > K and i 6= j, we need to throw away a suitable parameter set in Π− to guarantee (2.21)
holds true. Clearly, a standard procedure shows us
Π−\Π+ :=
⋃
|k|>K
⋃
i6=j
i,j≥1
R˜kij(ω) :=
⋃
|k|>K
⋃
i6=j
i,j≥1
{
ω ∈ Π− : |λ+i − λ+j + 〈k, ω〉| <
γ+|iι − jι|
1 + |k|τ
}
⊂
⋃
|k|>K
⋃
i6=j
i,j≥1
{
ω ∈ Π : |λ+i − λ+j + 〈k, ω〉| <
γ+|iι − jι|
1 + |k|τ
}
:=
⋃
|k|>K
⋃
i6=j
i,j≥1
Rkij(ω).
Next we will estimate the measure for
⋃
|k|>K
⋃
i6=j
i,j≥1
Rkij(ω). Similar as [1], if
Cλ,l ≥ 1
2
Cλ, for any l, (2.22)
and
γl <
1
4
Cλ, for any l, (2.23)
and
C+ω <
Cλ
16n
, (2.24)
and
τ > n+
2
ι− 1 , γ
+ ≤ γ0 and K ≥ 2 (2.25)
are fulfilled, then meas(Π−\Π+) ≤ Cγ0
K
τ−n− 2
ι−1
. 
2.4. Iteration. In this section we set up the iteration. First we preassign the value of the various
constants. Hence we keep ǫ0, K, s0 and γ0 fixed which satisfy
0 < s0 < 1, ǫ0 ≤ min{C∗, exp (−a6s−a30 )}, γ0 <
1
4
Cλ, K = 4
3, (2.26)
where C∗ and a6 depend on β,Cλ, n, τ, γ0, ι and a3 ∼ n, τ, β, ι and ǫ(‖P‖Lβ,s+ ‖P‖LB(ℓ20,ℓ2−2s)) := ǫ0.
For l ≥ 1 we define
ǫl = ǫ
4
3
l−1, σl =
(
3C
| ln ǫl−1|
) 1
a3
, sl = sl−1 − 2σl, Kl = lK, γl = γl−1 − 2ǫl−1(1 +Kτl ),
Cλ,l = Cλ,l−1 − 2ǫl−1, Cω,l = Cω,l−1 + 2ǫl−1, Cµ,l = Cµ,l−1 + 2ǫl−1.
The initial values of the sequences are chosen as follows:
γ0 := γ, s0 = s, Cλ,0 := Cλ, Cω,0 := 0, Cµ,0 := 0.
From these settings, we can obtain that for any l ≥ 0, a). γ02 ≤ γl ≤ γ0 < 14Cλ, b). 0 < σl ≤
min{C(γ0, n, τ), 1C(n,β)} < 1, c). 0 ≤ Cω,l ≤ min{ Cλ16n , 1}, d). Cλ,l ≥ 12Cλ, e). Kl ≥ 2 with l ≥ 1,
and f). 0 ≤ ǫl ≤ 1C(β) .
Proposition 2.14 There exist ǫ∗ = ǫ∗(γ, s) > 0 and, for any l ≥ 1, a closed set Πγl ⊂ Π such
that, if 0 ≤ ǫ < ǫ∗, one can construct for ω ∈ Πγl a unitary transformation U l, analytic and
quasi-periodic in t with frequencies ω, mapping the system ix˙ = (A+ ǫP (ωt))x, into the system
ix˙ = (Al + P l(ωt))x, (2.27)
where
(1). U l(ωt) is as follow: U l(ωt) = eB
1(ωt)eB
2(ωt) · · · eBl(ωt), and the anti-self-adjoint operator
Bj ∈ M+β depending analytically on φ ∈ Tnsj−1−σj , are Lipschitz continuous in ω ∈ Πγl and
REDUCIBILITY OF 1-D SCHRO¨DINGER EQUATION 15
fulfilling (2.14) with P j−1, sj−1, σj in place of P−, s, σ, respectively.
(2). Al has the form of (2.9) with the upper index “minus” replaced by l, i.e.
Al := diag{λl1(ω) + µl1(ωt, ω), λl2(ω) + µl2(ωt, ω), · · · }.
(3). The corresponding λli and µ
l
i fulfill conditions H1, H3 of the previous section, provided λ
−
i ,
µ−i are replaced by λ
l
i, µ
l
i, respectively.
(4). P l fulfills condition H2 with the upper index “minus” replaced by l and the following esti-
mates hold: ‖P l‖Lβ,sl + ‖P l‖LB(ℓ20,ℓ2−2δ),sl ≤ exp
(
2C
σ
a3
l
)(
‖P l−1‖Lβ,sl−1 + ‖P l−1‖LB(ℓ20,ℓ2−2δ),sl−1
)2
≤ ǫl,
‖Bl‖L,+β,sl−1−σl ≤ exp
(
C
σ
a3
l
)(
‖P l−1‖Lβ,sl−1 + ‖P l−1‖LB(ℓ20,ℓ2−2δ),sl−1
)
≤ ǫ 23l−1 and |Πγl \Πγl+1| ≤ CγKb1
l+1
=
Cγ
((l+1)K)b1
with b1 = τ − n− 2ι−1 > 1.
Proof. We proceed by induction applying Lemma 2.12. First we apply it to the original system to
obtain the system (2.27) for l = 1. To this end we notice that all assumptions are satisfied except
the non-resonance conditions H3 on the frequencies. We define
U01 (γ) =
⋃
k 6=0
{
ω ∈ Π := [0, 1]n : |〈k, ω〉| < γ|k|τ
}
,
U02 (γ) =
⋃
k∈Zn
⋃
i,j≥1
i6=j
{
ω ∈ Π : |λi − λj + 〈k, ω〉| < γ|i
ι − jι|
1 + |k|τ
}
and V0(γ) = U
0
1 (γ)
⋃
U02 (γ). When τ > n +
2
ι−1 , we obtain meas(V0(γ)) ≤ C(n, ι)γ. Denote
Π0 = Π\V0(γ), for ω ∈ Π0, if the initial data are given suitably as (2.26), then we can apply
Lemma 2.12 and the starting point of our induction is established.
Now we assume that
ix˙ = (Al + P l(ωt))x (2.28)
and all assumptions are satisfied for Lemma 2.12. Then there exists an anti-self-adjoint operator
Bl+1 which satisfies
‖Bl+1‖L,+β,sl−σl+1 ≤ exp
( C
σa3l+1
)(
‖P l‖Lβ,sl + ‖P l‖LB(ℓ20,ℓ2−2δ),sl
)
≤ ǫ− 13l ǫl = ǫ
2
3
l ,
where Bl+1 is analytically depending on φ ∈ Tnsl−σl+1 and Lipschitz continuous in ω ∈ Πγl . By the
unitary operator eB
l+1(ωt) transforms the system (2.28) into the system ix˙ = (Al+1 + P l+1(ωt))x,
the new perturbation P l+1 fulfills
‖P l+1‖Lβ,sl+1 + ‖P l+1‖LB(ℓ20,ℓ2−2δ),sl+1 ≤ exp
( 2C
σa3l+1
)(
‖P l‖Lβ,sl + ‖P l‖LB(ℓ20,ℓ2−2δ),sl
)2
≤ ǫl+1.
Moreover, there exists a closed set Πγl+1 ⊂ Πγl and b1 = τ−n− 2ι−1 > 1 fulfilling |Πγl \Πγl+1| ≤ CγKb1
l+1
.
If ω ∈ Πγl+1, then assumptions H1-H3 are fulfilled by Al+1, P l+1 provided that the constants are
replaced by the new ones defined by
γl+1 = γl − 2ǫl(1 +Kτl+1), Cλ,l+1 = Cλ,l − 2ǫl, Cω,l+1 = Cω,l + 2ǫl, Cµ,l+1 = Cµ,l + 2ǫl.

In the following we will prove Theorem 2.5, but we first need a series of preparation lemmas.
Lemma 2.15 Al(φ)→ A∞(φ) in M ι
2
(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ), if ǫ0 ≪ 1, then
‖A∞‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A∞‖ ι2 , s2 ,
‖A∞ −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A∞ −A0‖ ι2 , s2 ≤ 6ǫ0.
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Proof. From the iteration, for l ≥ 0 one has
|λl+1i − λli| ≤ ‖P l‖β,sli2β ≤ ǫli2β (2.29)
and
|µl+1i − µli| ≤ 2‖P l‖β,sli2β ≤ 2ǫli2β. (2.30)
Thus, for given i ∈ Z+, {λli} and {µli} are Cauchy sequences. Define λ∞i := λi +
∑
l=0 λ
l+1
i − λli
and µ∞i :=
∑
l=0 µ
l+1
i − µli. For l ≥ 0, we have |λ∞i − λli| ≤ 2ǫli2β and |µ∞i − µli| ≤ 4ǫli2β . Note
2β < ι− 1 < ι, then |(λ∞i + µ∞i )− (λli + µli)| ≤ 6ǫliι. It follows ‖A∞−Al‖ ι2 , s2 ≤ 6ǫl, together with
Lemma 4.1 and thus,
‖A∞ −Al‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A
∞ −Al‖ ι
2 ,
s
2
≤ 6ǫl → 0 (as l→∞).
It follows that Al → A∞ in M ι
2
(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ). Set l = 0, we have
‖A∞ −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A
∞ −A0‖ ι
2 ,
s
2
≤ 6ǫ0.
Then for any (φ, ω) ∈ Tns
2
×Π∗, one obtains A∞(φ, ω) ∈M ι
2
⋂B(ℓ20, ℓ2−2ι) and ‖A∞‖B(ℓ20,ℓ2−2ι), s2 ≤
‖A∞‖ ι
2 ,
s
2
. 
Remark 2.16 From the iteration as [1] one can also have |λl+1i −λli| ≤ ǫliδ and |µl+1i −µli| ≤ 2ǫliδ.
But note the assumption δ ≥ 2β, these estimates are weaker than (2.29) and (2.30).
Recall ‖P l‖Πl,Lβ,sl + ‖P l‖
Πl,L
B(ℓ20,ℓ2−2δ),sl
≤ ǫl, and sl ≥ s2 and Π∗ =
⋂
l≥0 Πl, it follows
Lemma 2.17 P l(φ)→ 0 in Mβ(Π∗, s2 ) and B(ℓ20, ℓ2−2δ)(Π∗, s2 ).
In the sequel, let B0(φ) = 0 and ǫ−1 = 0. From Lemma 2.4 and the induction, we have
Lemma 2.18 For l ≥ 0, U l(φ) = eB0(φ)eB1(φ) · · · eBl(φ), if ǫ0 ≪ 1, then
‖U l(φ) − I‖Π∗,L,+β, s2 ≤ 3(ǫ
2
3
0 + · · ·+ ǫ
2
3
l−1).
Similarly,
Lemma 2.19 For 0 ≤ l1 < l2, if ǫ0 ≪ 1, ‖eBl1+1 · · · eBl2 − I‖Π∗,L,+β, s2 ≤ 3(ǫ
2
3
l1
+ · · ·+ ǫ 23l2−1).
Lemma 2.20 For 0 ≤ l1 < l2, if ǫ0 ≪ 1, then ‖U l1(φ)− U l2(φ)‖Π∗,L,+β, s2 ≤ 8ǫ
2
3
l1
.
Proof. Note U l1(φ) = eB
0(φ)eB
1(φ) · · · eBl1(φ), U l2(φ) = U l1(φ)eBl1+1(φ) · · · eBl2(φ), it follows
U l1(φ)− U l2(φ) = U l1(φ)(I− eBl1+1(φ) · · · eBl2(φ))
= (U l1(φ) − I)(I− eBl1+1(φ) · · · eBl2(φ)) + (I− eBl1+1(φ) · · · eBl2(φ)).
Then by Lemma 2.4, Lemma 2.18 and Lemma 2.19, we have
‖U l1(φ) − U l2(φ)‖L,+β, s2
≤ C(β)‖U l1(φ) − I‖L,+β, s2 ‖I− e
Bl1+1(φ) · · · eBl2 (φ)‖L,+β, s2 + ‖I− e
Bl1+1(φ) · · · eBl2(φ)‖L,+β, s2
≤ 4(ǫ 23l1 + · · ·+ ǫ
2
3
l2−1) ≤ 8ǫ
2
3
l1
.

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For l2 > l1 ≥ 0, if ǫ0 ≪ 1, by Lemma 2.20 one has
‖U l1 − U l2‖Π∗β, s2 ≤ ‖U
l1 − U l2‖Π∗,+β, s2 ≤ 8ǫ
2
3
l1
→ 0 (as l1 →∞). (2.31)
It follows that {U l} is a Cauchy sequence in Mβ(Π∗, s2 ). Define U∞ = liml→∞U
l, then by (2.31), we
have
‖U∞ − U l‖Π∗,+β, s2 ≤ 8ǫ
2
3
l . (2.32)
The following lemma is clear by (iv), (v) of Lemma 2.2 and δ ∈ [0, ι− β − 12 ).
Lemma 2.21 U l(φ)→ U∞(φ) in Mβ(Π∗, s2 ), B(ℓ20)(Π∗, s2 ) and B(ℓ2−2δ)(Π∗, s2 ), if ǫ0 ≪ 1, then
‖U∞ − I‖Π∗B(ℓ20), s2 , ‖U
∞ − I‖Π∗B(ℓ2
−2δ),
s
2
≤ C‖U∞ − I‖Π∗,+β, s2 ≤ Cǫ
2
3
0 ,
‖U∞‖Π∗B(ℓ20), s2 , ‖U
∞‖Π∗B(ℓ2
−2δ
), s2
≤ 1 + Cǫ 230 ,
where U∞(φ) is real analytic on Tns
2
and Lipschitz continuous on ω ∈ Π∗.
In the following we denote V l(φ) = e−B
l(φ)e−B
l−1(φ) · · · e−B0(φ) for l ≥ 0.
Lemma 2.22 For l ≥ 0, if ǫ0 ≪ 1, then ‖V l(φ) − I‖Π∗,L,+β, s2 ≤ 3(ǫ
2
3
0 + · · ·+ ǫ
2
3
l−1).
Similarly, we have
Lemma 2.23 For 0 ≤ l1 < l2, if ǫ0 ≪ 1, then ‖V l1(φ)− V l2(φ)‖Π∗,L,+β, s2 ≤ 8ǫ
2
3
l1
.
It follows that {V l} is a Cauchy sequence in Mβ(Π∗, s2 ). Define V∞ = liml→∞ V
l, then we have
Lemma 2.24 V l(φ)→ V∞(φ) in Mβ(Π∗, s2 ), B(ℓ20)(Π∗, s2 ) and B(ℓ2−2δ)(Π∗, s2 ), if ǫ0 ≪ 1, then
‖V∞ − I‖Π∗B(ℓ20), s2 , ‖V
∞ − I‖Π∗B(ℓ2
−2δ),
s
2
≤ C‖V∞ − I‖Π∗,+β, s2 ≤ Cǫ
2
3
0 ,
‖V∞‖Π∗B(ℓ20), s2 , ‖V
∞‖Π∗B(ℓ2
−2δ
), s2
≤ 1 + Cǫ 230 ,
where V∞(φ) is real analytic on Tns
2
and Lipschitz continuous on ω ∈ Π∗.
The following is clear by (2.32) and Cauchy’s estimate.
Lemma 2.25 For l ≥ 0, if ǫ0 ≪ 1, then
∥∥∂Ul(φ)
∂φj
− ∂U∞(φ)∂φj
∥∥Π∗,+
β, 3s8
≤ Cs−1ǫ 23l , ∀j ∈ {1, 2, · · · , n}.
By Lemma 2.25, Cauchy estimate and (iv) and (v) of Lemma 2.2, we have
Lemma 2.26 ddtU
l(ωt)→ ddtU∞(ωt) in M+β (Π∗), B(ℓ20)(Π∗) and B(ℓ2−2δ)(Π∗) when l →∞.
From Lemma 2.26, we have
Corollary 2.27 ddtU
l(ωt)→ ddtU∞(ωt) in B(ℓ20, ℓ2−2ι)(Π∗) when l→∞.
Lemma 2.28 A0U l(φ)→ A0U∞(φ) in B(ℓ20, ℓ2−2ι)(Π∗, s2 ) when l→∞.
Proof. From Lemma 4.1, one has ‖A0‖B(ℓ20,ℓ2−2ι) ≤ C. For any φ ∈ Tns2 , by Lemma 2.21 we have
‖A0U l(φ) −A0U∞(φ)‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A0‖B(ℓ20,ℓ2−2ι), s2 ‖U l(φ)− U∞(φ)‖B(ℓ20), s2
≤ Cǫ 23l → 0 as l →∞.

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Lemma 2.29 P 0U l(φ)→ P 0U∞(φ) in B(ℓ20, ℓ2−2δ)(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ) when l →∞.
Proof. For any φ ∈ Tns
2
, by Lemma 2.21 one has
‖P 0(φ)U l(φ) − P 0(φ)U∞(φ))‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖P 0(φ)U l(φ) − P 0(φ)U∞(φ))‖B(ℓ20,ℓ2−2δ), s2
≤ ‖P 0‖B(ℓ20,ℓ2−2δ), s2 ‖U
l − U∞‖B(ℓ20), s2 ≤ Cǫ0ǫ
2
3
l → 0 as l →∞.

Lemma 2.30 U lP l(φ)→ 0 in B(ℓ20, ℓ2−2δ)(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ).
Proof. For any φ ∈ Tns
2
, by Lemma 2.18 and (v) of Lemma 2.2 we have
‖U l‖B(ℓ2
−2δ),
s
2
≤ 1 + C‖U l − I‖+β, s2 ≤ 1 + Cǫ
2
3
0 ,
then one obtains
‖U l(φ)P l(φ)‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖U
l(φ)P l(φ)‖B(ℓ20,ℓ2−2δ), s2
≤ ‖U l‖B(ℓ2
−2δ),
s
2
‖P l‖B(ℓ20,ℓ2−2δ), s2 ≤ Cǫl → 0 as l→∞.

Lemma 2.31 For any l ≥ 1, U lAl ∈ B(ℓ20, ℓ2−2ι).
Proof. When l = 0, we have U0A0 = A0 ∈ B(ℓ20, ℓ2−2ι). Suppose U lAl ∈ B(ℓ20, ℓ2−2ι), we consider
U l+1Al+1. From U l+1Al+1 = U leB
l+1
Al+1 and Al+1 = Al + diag(P l), it results in
eB
l+1
Al+1 = eB
l+1
Al + eB
l+1
diag(P l).
Besides,
eB
l+1
Ale−B
l+1 −Al = [Bl+1, Al] +
∫ 1
0
ds1
∫ s1
0
es2B
l+1
[Bl+1, [Bl+1, Al]]e−s2B
l+1
ds2 := P˜
l.
and
[Al, Bl+1]− iB˙l+1 + P l − diag(P l) = 0. (2.33)
Thus, we have
eB
l+1
Al = AleB
l+1
+ P˜ leB
l+1
,
U l+1Al+1 = U leB
l+1(
Al + diag(P l)
)
= U leB
l+1
Al + U leB
l+1
diag(P l)
= U lAleB
l+1
+ U lP˜ leB
l+1
+ U l+1diag(P l). (2.34)
From U lAl ∈ B(ℓ20, ℓ2−2ι), Lemma 2.2, we have U lAleB
l+1 ∈ B(ℓ20, ℓ2−2ι). From (2.33) and as-
sumption B3, we have [Al, Bl+1] ∈ B(ℓ20, ℓ2−2δ). From Bl+1 ∈ M+β and Lemma 2.2, we have
P˜ l ∈ B(ℓ20, ℓ2−2δ). Note eB
l+1 ∈ B(ℓ20), we obtain P˜ leB
l+1 ∈ B(ℓ20, ℓ2−2δ). From above, U l ∈ B(ℓ2−2δ),
it follows U lP˜ leB
l+1 ∈ B(ℓ20, ℓ2−2δ). Similarly, U l+1diag(P l) ∈ B(ℓ20, ℓ2−2δ). From above and (2.34),
one can draw U l+1Al+1 ∈ B(ℓ20, ℓ2−2ι). 
Remark 2.32 If we only assume B1, B2 without B3, one can’t prove [Al, Bl+1] ∈ B(ℓ20, ℓ2−2δ)
without any further assumption.
Lemma 2.33 For any l ≥ 1, if ǫ0 ≪ 1, then one has
||U lAl||B(ℓ20,ℓ2−2ι),sl ≤ C
l−1∏
i=0
(1 + ǫ
1
2
i ) +
l−1∑
i=0
ǫ
1
2
i .
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Proof. From the prove of Lemma 2.12, one has ‖P˜ l‖B(ℓ20,ℓ2−2δ),sl+1 ≤ Cǫ
2
3
l (see (2.19)).
When l = 0, we have U0A0 = A0 and ‖A0‖B(ℓ20,ℓ2−2ι),s0 ≤ C. When l = 1, by (2.34) we have
U1A1 = A0eB
1
+ P˜ 0eB
1
+ eB
1
diag(P 0),
where ‖P˜ 0‖B(ℓ20,ℓ2−2δ),s1 ≤ Cǫ
2
3
0 and ‖diag(P 0)‖B(ℓ20,ℓ2−2δ),s1 ≤ ‖P 0‖B(ℓ20,ℓ2−2δ),s1 ≤ ǫ0. Combining (iv)
of Lemma 2.2 with (ii) of Lemma 2.4, one has ‖eB1‖B(ℓ20),s1 ≤ 1 + ‖eB
1 − I‖+β,s0−σ1 ≤ 2. Similarly,
we have ‖eB1‖B(ℓ2
−2δ
),s1 ≤ 2. Hence,
‖U1A1‖B(ℓ20,ℓ2−2ι),s1 ≤ ‖A0eB
1‖B(ℓ20,ℓ2−2ι),s1 + ‖P˜ 0eB
1‖B(ℓ20,ℓ2−2ι),s1 + ‖eB
1
diag(P 0)‖B(ℓ20,ℓ2−2ι),s1
≤ ‖A0‖B(ℓ20,ℓ2−2ι),s1‖eB
1‖B(ℓ20),s1 + ‖P˜ 0eB
1‖B(ℓ20,ℓ2−2δ),s1 + ‖eB
1
diag(P 0)‖B(ℓ20,ℓ2−2δ),s1
≤ C(1 + ǫ 120 ) + ǫ
1
2
0 .
By induction we finish the proof. 
From (2.34) and Lemma 2.33, we have
‖U l+1Al+1 − U lAl‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖U lAl‖B(ℓ20,ℓ2−2ι),sl‖eB
l+1 − I‖B(ℓ20), s2
+‖U l‖B(ℓ2
−2δ),
s
2
‖P˜ l‖B(ℓ20,ℓ2−2δ),sl+1‖e
Bl+1‖B(ℓ20), s2 + ‖U
l+1‖B(ℓ2
−2δ),
s
2
‖diag(P l)‖B(ℓ20,ℓ2−2δ),sl+1
≤Cǫ 23l + 4Cǫ
2
3
l + 2ǫl ≤ 6Cǫ
2
3
l .
It follows {U lAl} is a Cauchy sequence in B(ℓ20, ℓ2−2ι)(Π∗, s2 ) and thus define U∞A∞ := liml→∞U
lAl
in the norm of | · |B(ℓ20,ℓ2−2ι), s2 below. It is clear that
‖U∞A∞ − U lAl‖B(ℓ20,ℓ2−2ι), s2 ≤
∞∑
t=l
‖U t+1Al+1 − U tAt‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
l .
Thus we have the following.
Lemma 2.34 When l → ∞, U lAl(φ) → U∞A∞(φ) in B(ℓ20, ℓ2−2ι)(Π∗, s2 ) and U∞A∞ satisfies
‖U∞A∞ −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
0 for some positive constant C.
From the construction we can prove the reducibility identity
U l(ωt)(Al(ωt) + P l(ωt)) = −i d
dt
U l(ωt) + (A0 + P 0)U l(ωt) in B(ℓ20, ℓ2−2ι)(Π∗). (2.35)
From the above lemmas and let l→∞ in (2.35), one has
U∞(ωt)A∞(ωt) = −i d
dt
U∞(ωt) + (A0 + P 0(ωt))U∞(ωt), ω ∈ Π∗, (2.36)
where the identity holds in B(ℓ20, ℓ2−2ι).
Proof of Theorem 2.5. The measure estimate for Π∗ is similar as [1]. The estimate (2.7) is clear
from Lemma 2.21 and the proof of Lemma 2.15. We only need to prove the equivalence of two
relative equations.
If t 7→ y(t) ∈ C0(R, ℓ20) ∩ C1(R, ℓ2−2ι) satisfies the equation (2.5), define x(t) = U∞(ωt)y(t). By
a straightforward computation, we have
ix˙ = i
( d
dt
U∞(ωt)
)
y(t) + U∞(ωt)iy˙
by (2.5) = i
( d
dt
U∞(ωt)
)
y(t) + U∞(ωt)A∞(ωt)y(t)
by (2.36) = (A0 + P 0(ωt))U∞(ωt)y(t)
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= (A0 + P 0(ωt))x(t).
From y(t) ∈ C0(R, ℓ20) ∩ C1(R, ℓ2−2ι), we can draw x(t) ∈ C0(R, ℓ20) ∩ C1(R, ℓ2−2ι). On the contrary,
if C0(R, ℓ20) ∩ C1(R, ℓ2−2ι) ∋ x(t) satisfies (2.4), we define y(t) = V∞(ωt)x(t). By Lemma 2.24 one
has y(t) ∈ C0(R, ℓ20)
⋂ C1(R, ℓ2−2ι). Since V∞(ωt)U∞(ωt) = I, it follows( d
dt
V∞(ωt)
)
U∞(ωt) = −V∞(ωt) d
dt
U∞(ωt), (2.37)
and
iy˙(t) = i
( d
dt
V∞(ωt)
)
x(t) + V∞(ωt)ix˙(t)
by (2.4) = i
( d
dt
V∞(ωt)
)
U∞(ωt)y(t) + V∞(ωt)(A0 + P 0(ωt))x(t)
by (2.37) = −iV∞(ωt)
( d
dt
U∞(ωt)
)
y(t) + V∞(ωt)(A0 + P 0(ωt))U∞(ωt)y(t)
by (2.36) = V∞(ωt)U∞(ωt)A∞(ωt)y(t)
= A∞(ωt)y(t).

Remark 2.35 Lemma 2.34 and 4.5 prove that U∞(ωt)A∞(ωt)y and V∞(ωt)A0x belong to ℓ2−2ι
if x, y ∈ ℓ20.
The proof of Corollary 2.7, see [1].
2.5. Proof of Main Theorems.
We first prove Theorem 1.2 based on Theorem 2.5. All the assumptions B1- B3 should be checked.
Define H0 = − d2dx2 +V(x). H0 is self-adjoint in L2(R) and spec(H0) is discrete, and all eigenvalues
0 < λ1 < λ2 < λ3 < · · · are simple, and λj ∼ cj 2ℓℓ+1 when j → ∞ and all eigenfunctions
{hj(x)}j≥1 form a complete basis in L2. As [1], the equation (1.1) can be written as (2.4), where
A = diag{λ1, λ2, · · · } and P (φ) = (P ji (φ))i,j≥1 with P ji (φ) =
∫
R
〈x〉µW (νx, φ)hi(x)hj(x)dx and
P ji (φ) = P
i
j (φ) for φ ∈ Tn. As [1] and [2], the assumption B1 is satisfied. In the following we will
show the assumptions B2 - B3 are fulfilled for the equation (2.4).
Lemma 2.36 The map P (φ) is analytic from Tns into Mβ, where s = ρ− δ0 with s > 0 and
β =
{
µ
2(ℓ+1) − 12(ℓ+1)
(
1
3
∧ µ+1
2µ+2ℓ+1
)
, 13
∧ √ℓ2+2−ℓ
2 ≤ µ <
(
ℓ− 23
)∧ √4ℓ2−2ℓ+1−1
2 ,
0, µ < 13
∧ √ℓ2+2−ℓ
2 .
Proof. We discuss the case when 13
∧ √ℓ2+2−ℓ
2 ≤ µ < (ℓ − 23 )
∧ √4ℓ2−2ℓ+1−1
2 . In this case, if|Imφ| < ρ− δ0, then
|P ji (φ)| =
∣∣∣ ∫
R
〈x〉µ
∑
k∈Zd,l∈Zn
Ŵ (k, l)eik·νxeilφhi(x)hj(x)dx
∣∣∣
≤
∑
l∈Zn
e|l|(ρ−δ0)
∑
k∈Zd
|Ŵ (k, l)|
∣∣∣ ∫
R
eik·νx〈x〉µhi(x)hj(x)dx
∣∣∣
W (−ϕ, φ) = −W (ϕ, φ) ≤
∑
l∈Zn
e|l|(ρ−δ0)
∑
06=k∈Zd
|Ŵ (k, l)|
∣∣∣ ∫
R
eik·νx〈x〉µhi(x)hj(x)dx
∣∣∣
Lemma 1.12 ≤ C
∑
l∈Zn
e|l|(ρ−δ0)
∑
k 6=0
|Ŵ (k, l)|(|k · ν| ∨ |k · ν|−1)(ij)β
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A2 ≤ C
γ¯
∑
l∈Zn
e|l|(ρ−δ0)
∑
k 6=0
|Ŵ (k, l)||k|1∨τ1(ij)β
A3 ≤ C
γ¯
∑
l∈Zn
e|l|(ρ−δ0)
∑
k 6=0
e−|l|ρ|k|1∨τ1(ij)β
〈k1〉[1∨τ1]+d+2 · · · 〈kd〉[1∨τ1]+d+2
∃ i0 ∈ {1, · · · , d}, |ki0 | ≥
|k|
d
≤ C
γ¯
(ij)β .
It follows P (φ) is an analytic map from Tns into Mβ with 0 ≤ 2β < ℓ−1ℓ+1 . The rest is similar. 
Remark 2.37 From Assumption A1 we can show that when |x| ≥ R0 > 0 large enough, Assump-
tion 1.1 in Lemma 1.12 is satisfied for the potential V(x) and thus, we can apply it in the above
proof. From Lemma 2.36 we prove that B2 is satisfied for the equation (2.4).
In the following we will show that B3 is satisfied. Following [2, 4], we have
Lemma 2.38 Let g ∈ Sm1,m2 , then one has
gw(x,−i∂x) ∈ B(Hs+s1 ,Hs), ∀ s ∈ R, ∀ s1 ≥ m1 + [m2] with [m2] := m2 ∨ 0.
Definition 2.39 An operator G will be said to be pseudodifferential of class OPSm1,m2 if there
exists a symbol g ∈ Sm1,m2 such that G = gw(x,−i∂x).
Definition 2.40 An operator F will be said to be a pseudodifferential operator of class Om1,m2
if there exists a sequence f ∈ Sm(j)1 ,m(j)2 with m(j)1 +[m(j)2 ] ≤ m(j−1)1 +[m(j−1)2 ] and, for any κ there
exist N and an operator RN ∈ B(Hs−κ,Hs) for any s such that F =
N∑
j=1
fwj + RN .
Lemma 2.41 If a(x, ξ) ∈ Sm1,m2 and b(x, ξ) ∈ Sm′1,m′2 , then a · b ∈ Sm1+m′1,m2+m′2 .
Given a symbol g ∈ Sm1,m2 we will write
g ∼
∑
j≥0
gj , gj ∈ Sm
(j)
1 ,m
(j)
2 , m
(j+1)
1 + [m
(j+1)
2 ] ≤ m(j)1 + [m(j)2 ],
if ∀ κ there exist N and rN ∈ S−κ,0 such that g =
∑N
j=0 gj + rN . The following lemma is from [3].
Lemma 2.42 Given a couple of symbols a ∈ Sm1,m2 and b ∈ Sm′1,m′2 , then there exists a symbol
c, denoted by c = a#b such that
(a#b)w(x,Dx) = a
w(x,Dx)b
w(x,Dx),
furthermore one has a#b ∼∑j≥0 cj with
cj =
∑
k1+k2=j
1
k1!k2!
(
1
2
)k1(−1
2
)k2 (∂k1ξ D
k2
x a)(∂
k2
ξ D
k1
x b) ∈ Sm1+m
′
1−jℓ,m2+m′2−j
where Dx = −i∂x.
From Lemma 2.42, we have
Corollary 2.43 If A ∈ OPSm1,m2 , B ∈ OPSm′1,m′2 , then AB ∈ OPSm1+m′1,m2+m′2 .
Lemma 2.44 If 0 ≤ µ ≤ δ(ℓ+ 1), then (λw(x,Dx))−δ(ℓ+1)〈x〉µ ∈ B(H0).
Proof. It is clear that
(λw(x,Dx))
−δ(ℓ+1) ∈ O−δ(ℓ+1),0. (2.38)
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From the definition, there exists N and an operator RN ∈ B(H−µ,H0) and (λw(x,Dx))−δ(ℓ+1) =
N∑
j≥0
fwj + RN . From (2.38) we have
N∑
j≥0
fwj ∈ OPS−δ(ℓ+1),0. On the other hand, 〈x〉µ ∈ OPSµ,0
since µ ≥ 0(see [4]). From Lemma 2.38, it follows 〈x〉µ ∈ B(H0,H−µ) and thus (
N∑
j≥0
fwj ) · 〈x〉µ ∈
OPSµ−δ(ℓ+1),0 ⊂ OPS0,0 by µ ≤ δ(ℓ+1). Therefore, (
N∑
j≥0
fwj ) · 〈x〉µ ∈ B(H0). For the second part
it is easy to check that RN 〈x〉µ ∈ B(H0). Combining with the two parts we finish the proof. 
Lemma 2.45 If 0 ≤ µ ≤ δ(ℓ+ 1), then the multiplication operator 〈x〉µ ∈ B(H0,H−δ).
Proof. From the self-adjointness, Ho¨lder inequality and Lemma 2.44 one has
‖〈x〉µ‖B(H0,H−δ) = sup
‖f‖
H0=1
‖〈x〉µf‖H−δ = sup
‖f‖
H0=1,
‖g‖
Hδ
=1
∣∣〈g, 〈x〉µf〉∣∣
= sup
‖f‖
H0=1,
‖g‖
Hδ
=1
∣∣〈[λw ]δ(ℓ+1)g, [λw]−δ(ℓ+1)〈x〉µf〉∣∣
≤ sup
‖f‖
H0=1,
‖g‖
Hδ
=1
‖[λw]δ(ℓ+1)g‖H0 · ‖[λw]−δ(ℓ+1)〈x〉µf‖H0
≤ sup
‖f‖
H0=1
‖[λw]−δ(ℓ+1)〈x〉µf‖H0 = ‖[λw]−δ(ℓ+1)〈x〉µ‖B(H0) <∞.

Lemma 2.46 Suppose that g(x, φ) is continuous on x ∈ R and analytic on φ ∈ Tns and there
exists a positive constant C > 0 such that |g(x, φ)| ≤ C on (x, φ) ∈ R×Tns , then if 0 ≤ µ ≤ δ(ℓ+1),
for any φ ∈ Tns , 〈x〉µg(x, φ) is an analytic map from Tns to B(H0,H−δ). On the other hand, if
µ < 0, then 〈x〉µg(x, φ) is an analytic map from Tns to B(H0).
Proof. From the boundedness of g(x, φ) on φ ∈ Tns and the definition, we can draw that the
multiplication operator g(x, φ) ∈ B(H0) on Tns . Together with Lemma 2.45 and 0 ≤ µ ≤ δ(ℓ + 1),
one has the multiplication operator 〈x〉µg(x, φ) ∈ B(H0,H−δ) for φ ∈ Tns . The rest is clear. 
From Lemma 2.46 it follows the map Tn ∋ φ 7→ P (φ) ∈ B(ℓ20, ℓ2−2δ) is analytic on Tns if 0 ≤ µ ≤
δ(ℓ+1). As above we discuss two cases. When 13
∧ √ℓ2+2−ℓ
2 ≤ µ < (ℓ− 23 )
∧ √4ℓ2−2ℓ+1−1
2 , one has
β = µ2(ℓ+1) − 12(ℓ+1) (13
∧ µ+1
2µ+2ℓ+1 ). If choose δ =
ℓ
ℓ+1 , we have µ ≤ δ(ℓ + 1), 0 ≤ δ < 2ℓℓ+1 − β − 12
and 2β ≤ δ. When 0 ≤ µ < 13
∧ √ℓ2+2−ℓ
2 , one has β = 0 and δ =
ℓ
ℓ+1 . If µ < 0, set β = δ = 0.
This confirms the assumption B3.
Proof of Theorem 1.2. As we mentioned above, the equation (1.1) can be written as (2.4). Since
all the assumptions B1 - B3 are checked, we can use Theorem 2.5 and Corollary 2.7 to finish the
proof. For details, see [1].
Proof of Theorem 1.8. It is similar.
Proof of Corollary 1.9. As above P ji (φ) =
∫
R
〈x〉µg(x, φ)hi(x)hj(x)dx. Clearly, for all φ ∈ Tnρ ,
there exists some positive constant C such that |〈x〉µg(x, φ)| ≤ C(µ)|x|µ is satisfied for |x| ≥ 1 and
µ ≥ 0. By Lemma 1.15 one has
|P ji (φ)| ≤ C
∣∣∣ ∫
R
〈x〉µg(x, φ)hi(x)hj(x)dx
∣∣∣ ≤ C(ij) µ2(ℓ+1) , 0 ≤ µ < ℓ− 1.
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Thus, we have 0 ≤ 2β = µℓ+1 < ℓ−1ℓ+1 . By Lemma 2.46, B3 is satisfied if we choose δ = ℓℓ+1 . The
following is similar as above.
If µ < 0, we set β = 0 and δ = 0. The rest is similar. 
3. Estimates on eigenfunctions
In this section we will prove Lemma 1.12 and 1.15 based on Langer’s turning point method and
oscillatory integrals. For the proof the rough idea is that we first rewrite the eigenfunction into
the sum of two different functions, and then use Lemma 4.11 to estimate the relative integrals, if
necessary.
3.1. Langer’s turning point and the new form of the eigenfunctions. Consider the function
h′′n(x) + (λn − V (x))hn(x) = 0, x ≥ 0, (3.1)
where V (x) satisfies Assumption 1.1. From Lemma 4.7 there exists a positive constant R ≥ 2R˜ ≥
2R0 such that the following conditions are satisfied:
(i). V (x) ≤ xV ′(x), for x ∈ [R2 ,∞), (3.2)
(ii). |V (x)| < V (R), for x ∈ [0, R). (3.3)
Let n0 := min
{
n ∈ Z+|λn ≥ V (R)
}
and λn = V (Xn) for n ≥ n0. From the above, Xn is unique
when n ≥ n0 as the figure 1 below.
Figure 1. Potential Function
Lemma 3.1 For n ≥ n0, if x ≥ 0, we have
hn(x) = ψ
(n)
1 (x) + ψ
(n)
2 (x) with |ψ(n)2 (x)| ≤
C
Xℓ+1n
|ψ(n)1 (x)|, (3.4)
where
ψ
(n)
1 (x) := Cn(λn − V (x))−
1
4
(πζn
2
) 1
2
H
(1)
1
3
(ζn) (3.5)
and Cn ∼ X
ℓ−1
2
n , ζn(x) =
∫ x
Xn
(λn − V (t)) 12 dt with arg ζn(x) =
{
π
2 , x > Xn,
−π, x < Xn.
For the proof see section 4.
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Lemma 3.2 For 1 ≤ n < n0, if x ≥ 2R, we have
hn(x) = ψ
(n)
1 (x) + ψ
(n)
2 (x) with |ψ(n)2 (x)| ≤
C
xV
1
2 (x)
|ψ(n)1 (x)|, (3.6)
where ζn(x) =
∫ x
Xn
(λn − V (t)) 12 dt with arg ζn(x) = π2 and Xn = R.
3.2. Proof of Lemma 1.12: Part 1.
3.2.1. the integral on [0,+∞) in the three cases. In the following lengthy proof we first estimate
the integral on [0,+∞) under Assumption 1.2. The rest integral estimation on (−∞, 0) can be
obtained by a coordinate transformation. In this way we prove the estimate (1.7) of Lemma 1.12.
Corollary 3.3 Given n ∈ Z+, hn(x) is bounded on [0,∞).
Proof. If n ≥ n0, by (3.5), (3.4) and Lemma 4.10 we obtain |hn(x)| ≤ C for x ≥ 0. If 1 ≤ n < n0
and x ∈ [0, 2R] one has |hn(x)| ≤ C. For x ≥ 2R one also has |hn(x)| ≤ C by (3.5), (3.6) and
Lemma 4.10. 
As in [37], we have
Lemma 3.4 Assume V (x) satisfies Assumption 1.1, then there exists constants a1, a2, A1, A2
such that the following estimates are satisfied uniformly for n ≥ n0:
a1X
2ℓ−1
n (Xn − x) ≤ λn − V (x) ≤ a2X2ℓ−1n (Xn − x), for 0 ≤ x < Xn,
V (x)− λn ≥ a1X2ℓ−1n (x−Xn), for x ≥ Xn
(3.7)
and
A1X
ℓ− 12
n (Xn − x) 32 ≤ −ζn(x) ≤ A2Xℓ−
1
2
n (Xn − x) 32 , for 0 ≤ x < Xn,
−iζn(x) ≥ A1Xℓ−
1
2
n (x −Xn) 32 , for x ≥ Xn,
(3.8)
where 0 < a1 ≤ 1 ≤ a2 and 0 < A1 ≤ 1 ≤ A2.
For the proof see section 4.
For the integral on [0,+∞), we have the following lemma.
Lemma 3.5 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ +∞
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(λmλn) µ4ℓ− 14ℓ ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0,
where C only depends on (µ, ℓ).
Define n1 := min
{
n > n0 : X
1
3
n ≥ 2Xn0
}
. Assume m ≤ n in the following. We now prepare to
prove Lemma 3.5 in three different cases, which are m,n < n1, m < n0 and n ≥ n1 and m,n ≥ n0.
For the first case we have
Lemma 3.6 If f(x) satisfies Assumption 1.2, then one has∣∣∣ ∫ +∞
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 , ∀ k ∈ R,
where C only depends on (µ, ℓ) and 1 ≤ m ≤ n < n1.
REDUCIBILITY OF 1-D SCHRO¨DINGER EQUATION 25
Proof. By Lemma 3.1 and 3.2, for x ≥ 2Xn1 there exists a positive constant C such that
hn(x) = ψ
(n)
1 (x) + ψ
(n)
2 (x) with |ψ(n)2 (x)| ≤ C|ψ(n)1 (x)|.
When x ≥ 2Xn1 , there exists a C0 > 0 such that V (x)− λn ≥ C0 and |ζn(x)| ≥ C0(x−Xn), then∣∣∣ ∫ +∞
2Xn1
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C ∫ ∞
2Xn1
xµ(V (x)− λn)− 12 e−(|ζm(x)|+|ζn(x)|)dx
≤ C
∫ ∞
2Xn1
(x−Xn)µe−C0(x−Xn)dx ≤ C(XmXn)
µ
2− 12 .
Besides, by Ho¨lder inequality we have
∣∣∣ ∫ 2Xn1
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 . 
For the second case we have
Lemma 3.7 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ +∞
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 16 , ∀ k ∈ R,
where C only depends on (µ, ℓ) and 1 ≤ m < n0, n ≥ n1.
Proof. By Corollary 3.3 one has hm(x) are bounded in [0,∞) uniformly for m < n0, then∣∣∣ ∫ X
1
3
n
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ CX ℓ−12 +µ3n ∫ X
1
3
n
0
(λn − V (x))− 14 dx ≤ C(XmXn)
µ
2− 16 .
Note that X
1
3
n ≥ 2Xn0 from n ≥ n1. For any m ≤ n0, there exists a C0 > 0 such that
V (x) − λm ≥ C0, |ζm(x)| ≥ C0(x −Xm) ≥ C0
2
x, ∀ x ≥ X 13n .
By Ho¨lder inequality we obtain∣∣∣ ∫ +∞
X
1
3
n
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(∫ ∞
X
1
3
n
x2µh2m(x)dx
) 1
2
≤ C
( ∫ ∞
X
1
3
n
(x−Xm)2µe−2C0(x−Xm)dx
) 1
2 ≤ Ce−C04 X
1
3
n ≤ C(XmXn)
µ
2− 16 .

For the third case, we have
Lemma 3.8 Assume f(x) satisfies Assumption 1.2, then one has∣∣∣ ∫ +∞
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(XmXn)µ2− 12 ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
To prove above Lemma 3.8, we split the integral into two parts which is delayed in the following.
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3.2.2. the Integral on [Xn,+∞). For the following part in this section, we will denote F(x) :=
f(x)eikxψ
(m)
1 (x)ψ
(n)
1 (x) for simplicity. Our main result in this part is the following.
Lemma 3.9 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ +∞
Xn
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 13 , ∀ k ∈ R,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Lemma 3.9 is the direct corollary of the following two lemmas.
Lemma 3.10 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ +∞
2Xn
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ Ce−C0Xℓ+1n , ∀ k ∈ R,
where C0, C only depend on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Recall that ψ
(n)
1 (x) = Cn(λn − V (x))−
1
4
(
πζn
2
) 1
2H
(1)
1
3
(ζn) with Cn ∼ X
ℓ−1
2
n .
From Lemma 3.4, for any n ≥ n0, if x ≥ 2Xn, we have V (x)− λn ≥ a1X2ℓn and |ζn(x)| ≥ A1Xℓ+1n
and thus∣∣∣ ∫ +∞
2Xn
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ +∞
2Xn
xµ(V (x) − λm)− 14 (V (x) − λn)− 14 e−|ζm(x)|e−|ζn(x)|dx
≤ CXℓ−1n
∫ +∞
2Xn
xµ(V (x) − λn)− 12 e−|ζn(x)|dx
≤ Ce−A12 Xℓ+1n X−1n
∫ +∞
2Xn
xµe−
A1
2 X
ℓ
n(x−Xn)dx
≤ Ce−A12 Xℓ+1n
∫ +∞
2Xn
(x−Xn)µe−C0(x−Xn)dx ≤ Ce−C0Xℓ+1n ,
where C0 > 0 only depends on (µ, ℓ). Note that hn(x) = ψ
(n)
1 (x) + O(X
−(ℓ+1)
n )ψ
(n)
1 (x), then we
obtain ∣∣∣ ∫ +∞
2Xn
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ Ce−C0Xℓ+1n .

Lemma 3.11 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ 2Xn
Xn
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 13 , ∀ k ∈ R,
where C only depends on µ, ℓ and n0 ≤ m ≤ n.
Proof. Since Xn ≥ 1 from n ≥ n0, then Xn+X−
1
3
n ≤ 2Xn. We split the integral into two parts as:∫ 2Xn
Xn
f(x)eikxhm(x)hn(x)dx =
( ∫ Xn+X− 13n
Xn
+
∫ 2Xn
Xn+X
−
1
3
n
)
dx.
From Lemma 3.4, if x ≥ Xn +X−
1
3
n , we have
V (x) − λn ≥ a1X2ℓ−1n (x−Xn), |ζn(x)| ≥ A1Xℓ−
1
2
n (x−Xn) 32 ≥ A1Xℓ−1n .
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Then ∣∣∣ ∫ 2Xn
Xn+X
−
1
3
n
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ 2Xn
Xn+X
−
1
3
n
xµ(V (x) − λm)− 14 (V (x)− λn)− 14 e−|ζn(x)|dx
≤ CXµ+ℓ−1n
∫ 2Xn
Xn+X
−
1
3
n
(V (x) − λn)− 12 e−|ζn(x)|dx
≤ Ce−A1Xℓ−1n Xµ− 12n
∫ 2Xn
Xn+X
−
1
3
n
(x−Xn)− 12 dx
≤ Ce−A1Xℓ−1n Xµn ≤ Ce−C0X
ℓ−1
n ,
where C0 only depends on (µ, ℓ). Then we estimate the remainder integral under two cases. If
Xm ≤ Xn < 2Xm, we have∣∣∣ ∫ Xn+X−
1
3
n
Xn
F(x)dx
∣∣∣ ≤ CX ℓ−12m Xµ+ ℓ−12n ∫ Xn+X−
1
3
n
Xn
(V (x) − λm)− 14 (V (x)− λn)− 14 dx
≤ CXµ+ℓ−1n
∫ Xn+X− 13n
Xn
(V (x)− λn)− 12 dx
≤ CXµ− 23n ≤ C(XmXn)
µ
2
− 1
3 .
Otherwise, Xn ≥ 2Xm. From the Lemma 3.4, for any m ≥ n0, if x ≥ Xn, we have
V (x)− λm ≥ a1X2ℓ−1m (x−Xm) ≥ a1X2ℓm , |ζm(x)| ≥ A1Xℓ−
1
2
m (x −Xm) 32 ≥ A1Xℓm(x−Xm).
It follows∣∣∣ ∫ Xn+X−
1
3
n
Xn
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xn+X−
1
3
n
Xn
(x−Xm)µ(V (x)− λm)− 14 (V (x) − λn)− 14 e−|ζm|dx
≤ CX− 12m X−
1
4
n
∫ Xn+X− 13n
Xn
(x−Xm)µ(x−Xn)− 14 e−A1Xℓm(x−Xm)dx
≤ CX− 12m X−
1
4
n
∫ Xn+X− 13n
Xn
(x−Xn)− 14 dx ≤ C(XmXn)
µ
2− 12 .
Note hn(x) = ψ
(n)
1 (x) +O(X
−(ℓ+1)
n )ψ
(n)
1 (x), we obtain∣∣∣ ∫ 2Xn
Xn
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 13 .

3.3. Proof of Lemma 1.12: Part 2.
3.3.1. the Integral on [0, Xn): preparations. In this part we will prove the following.
Lemma 3.12 If f(x) satisfies Assumption 1.2, then∣∣∣ ∫ Xn
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(XmXn)µ2− 12 ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
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For the simplicity we will introduce the following notations. For m ≥ n0 we denote fm(x) :=∫∞
0 e
−tt−
1
6
(
1 + it2ζm
)− 16
dt. Then for x ∈ [0, Xm), one has
ψ
(m)
1 (x) = Cm(λm − V (x))−
1
4
(πζm
2
) 1
2H
(1)
1
3
(ζm)
= Cm(λm − V (x))− 14 e
i(ζm− 5π12 )
Γ
(
5
6
) ∫ ∞
0
e−tt−
1
6
(
1 +
it
2ζm
)− 16
dt
= Cm(λm − V (x))− 14 eiζm(x)fm(x),
where Cm ∼ X
ℓ−1
2
m . Similarly for x ∈ [0, Xm) we have ψ(n)1 (x) = Cn(λn − V (x))−
1
4 e−iζn(x)fn(x)
with Cn ∼ X
ℓ−1
2
n . For x ∈ [0, Xm), denote
g(x) := (ζn(x)− ζm(x)− kx)′ = (λn − V (x)) 12 − (λm − V (x)) 12 − k,
Ψ(x) := (λm − V (x))− 14 (λn − V (x))− 14 fm(x)fn(x).
By a straightforward computation we have g′(x) = V
′(x)
2
(
(λm − V (x))− 12 − (λn − V (x))− 12
)
and
Ψ′(x) =
1
4
V ′(x)(λm − V (x))− 54 (λn − V (x))− 14 fm(x)fn(x)
+
1
4
V ′(x)(λm − V (x))− 14 (λn − V (x))− 54 fm(x)fn(x)
+ (λm − V (x))− 14 (λn − V (x))− 14
(
f ′m(x)fn(x) + fm(x)f ′n(x)
)
.
From x ∈ [0, Xm) it is easy to obtain |fm(x)| ≤ Γ(56 ) and |fn(x)| ≤ Γ(56 ). From Lemma 3.4 we
have the following.
Corollary 3.13 For x ∈ [0, Xm) and n0 ≤ m ≤ n, one has
|Ψ(x)| ≤ C(λm − V (x))− 12 ≤ CX−ℓ+
1
2
m (Xm − x)− 12
and
|Ψ′(x)| ≤ C(J1 + J2 + J3 + J4) ≤ C(J1 + J3),
where
J1 := 〈x〉2ℓ−1(λm − V (x))− 54 (λn − V (x))− 14 , J2 := 〈x〉2ℓ−1(λm − V (x))− 14 (λn − V (x))− 54 ,
J3 :=
(λm − V (x)) 14 (λn − V (x))− 14
X2ℓ−1m (Xm − x)3
, J4 :=
(λm − V (x))− 14 (λn − V (x)) 14
X2ℓ−1n (Xn − x)3
.
Lemma 3.12 is a direct corollary of Lemma 3.14 and 3.18 in which we suppose Xn > 4Xm and
Xm ≤ Xn ≤ 4Xm respectively.
3.3.2. the Integral on [0, Xn) when Xn > 4Xm. In this case, from (3.2) and Lemma 4.7 we
have
λm = V (Xm) ≤ V (1
4
Xn) ≤ 1
4
V (Xn) =
1
4
λn, (3.9)
for m ≥ n0.
Lemma 3.14 If f(x) satisfies Assumption 1.2 and Xn > 4Xm, then∣∣∣ ∫ Xn
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k| 1ℓ ∨ 1)(XmXn)µ2− 12 , ∀ k 6= 0,
where C only depend on (µ, ℓ) and n0 ≤ m ≤ n.
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Lemma 3.14 is a direct corollary from Lemma 3.15, 3.16 and 3.17.
Lemma 3.15 If f(x) satisfies Assumption 1.2 and Xn > 4Xm, then∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k| 1ℓ ∨ 1)(XmXn)µ2− 12 , ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Clearly, we have∫ Xm−X− 13m
0
F(x)dx = CmCn
∫ Xm−X− 13m
0
f(x)ei(ζm−ζn+kx)Ψ(x)dx,
where Cm ∼ X
ℓ−1
2
m , Cn ∼ X
ℓ−1
2
n . In the following discussion we always suppose k 6= 0. We estimate
it under two cases: k <
√
2D1
8 X
ℓ
n and k ≥
√
2D1
8 X
ℓ
n .
Case 1): 0 6= k <
√
2D1
8 X
ℓ
n. When x ∈ [0, Xm −X−
1
3
m ], by (3.3) we have V (x) ≥ −V (R). Together
with V (R) ≤ V (Xn0) ≤ λm ≤ λn and (3.9), one has
g(x) =
λn − λm√
λm − V (x) +
√
λn − V (x)
− k ≥ λn − λm√
2λm +
√
2λn
− k
=
√
2
2
(
√
λn −
√
λm)− k ≥
√
2
4
√
λn − k ≥
√
2D1
4
Xℓn − k ≥
√
2D1
8
Xℓn.
Thus, by Lemma 4.11 we have∣∣∣ ∫ Xm−X− 13m
0
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣
≤ CX−ℓn
(
Xµm
(∣∣Ψ(Xm−X− 13m )∣∣+ ∫ Xm−X−
1
3
m
0
(J1 + J3)dx
)
+
∫ Xm−X− 13m
0
〈x〉µ−1|Ψ(x)|dx
)
.
By Corollary 3.13 we have
∣∣Ψ(Xm−X− 13m )∣∣ ≤ CX−ℓ+ 23m and∫ Xm−X− 13m
0
〈x〉µ−1|Ψ(x)|dx ≤ CX−ℓ+ 23m
∫ Xm−X− 13m
0
〈x〉µ−1dx ≤ CXµ−ℓ+ 23m .
Besides, one has∫ Xm−X− 13m
0
J1 dx ≤ C
∫ Xm−X− 13m
0
〈x〉2ℓ−1(λm − V (x))− 32 dx
≤ CX2ℓ−1m X−3ℓ+
3
2
m
∫ Xm−X− 13m
0
(Xm − x)− 32 dx ≤ CX−ℓ+
2
3
m
and
∫ Xm−X− 13m
0 J3 dx ≤ CX
−ℓ+ 23
m . It follows that∣∣∣ ∫ Xm−X−
1
3
m
0
F(x)dx
∣∣∣ ≤ CX− ℓ2+ 16+µm X− ℓ+12n ≤ C(XmXn)µ2− 12 .
For the remainder terms, since λm ≤ 14λn, then∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxψ
(m)
2 (x)ψ
(n)
1 (x)dx
∣∣∣
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≤ CX
ℓ−1
2
m X
ℓ−1
2
n X
µ−(ℓ+1)
m
∫ Xm−X− 13m
0
(λm − V (x))− 14 (λn − V (x))− 14 dx ≤ C(XmXn)
µ
2− 12 .
In the same way we have
∣∣∣ ∫ Xm−X− 13m0 f(x)eikxψ(m)1 (x)ψ(n)2 (x)dx∣∣∣ ≤ C(XmXn)µ2− 12 and∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxψ
(m)
2 (x)ψ
(n)
2 (x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 .
Therefore, for the first case we have
∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 .
Case 2): k ≥
√
2D1
8 X
ℓ
n. By Ho¨lder inequality we have∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ CXµm ≤ C(k 1ℓ ∨ 1)(XmXn)µ2− 12 .
Combining above estimations, we obtain∣∣∣ ∫ Xm−X−
1
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k| 1ℓ ∨ 1)(XmXn)µ2− 12 , ∀ k 6= 0.

Lemma 3.16 If f(x) satisfies Assumption 1.2 and Xn > 4Xm, then∣∣∣ ∫ Xm
Xm−X−
1
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 , ∀ k 6= 0,
where C only depend on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Recall that λm ≤ 14λn, then we have∣∣∣ ∫ Xm
Xm−X−
1
3
m
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xm
Xm−X−
1
3
m
xµ(λm − V (x))− 14 (λn − V (x))− 14 dx
≤ CX− 14+µm X
ℓ−1
2
n (λn − λm)− 14
∫ Xm
Xm−X−
1
3
m
(Xm − x)− 14 dx ≤ C(XmXn)
µ
2− 12 .
Similarly, we have∣∣∣ ∫ Xm
Xm−X−
1
3
m
f(x)eikxψ
(m)
j1
(x)ψ
(n)
j2
(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 , for j1, j2 ∈ {1, 2} and j1 + j2 ≥ 3.
Hence,
∣∣∣ ∫ Xm
Xm−X−
1
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 . 
Lemma 3.17 If f(x) satisfies Assumption 1.2 and Xn > 4Xm, then∣∣∣ ∫ Xn
Xm
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 , ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
For the proof see section 4.
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3.3.3. the Integral on [0, Xn) when Xm ≤ Xn ≤ 4Xm. We will prove the following lemma in
this part.
Lemma 3.18 If f(x) satisfies Assumption 1.2 and Xm ≤ Xn ≤ 4Xm, then∣∣∣ ∫ Xn
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(XmXn)µ2− 12 ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
If R ≥ 8, Xm ≥ 8 from m ≥ n0 and Xm −X−
1
3
m ≥ X
2
3
m. Hence, we can split the integral into
three parts as: ∫ Xn
0
f(x)eikxhm(x)hn(x)dx =
(∫ X 23m
0
+
∫ Xm−X 13m
X
2
3
m
+
∫ Xn
Xm−X
1
3
m
)
dx.
Lemma 3.18 comes from Lemma 3.19, 3.20 and 3.27. For the first part of the above integral, we
have
Lemma 3.19 If f(x) satisfies Assumption 1.2 and Xm ≤ Xn ≤ 4Xm, then∣∣∣ ∫ X
2
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 16 , ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. By Lemma 3.4 we have∣∣∣ ∫ X
2
3
m
0
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n X 2µ3m ∫ X
2
3
m
0
(λm − V (x))− 14 (λn − V (x))− 14 dx ≤ CXµ−
1
3
m .
Similarly, we have
∣∣∣ ∫ X
2
3
m
0
f(x)eikxψ
(m)
j1
(x)ψ
(n)
j2
(x)dx
∣∣∣ ≤ CXµ− 13m , for j1, j2 ∈ {1, 2} and j1+ j2 ≥ 3.
Thus, we obtain
∣∣∣ ∫ X
2
3
m
0
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 16 . 
Next we estimate the integral on [X
2
3
m, Xm −X
1
3
m], and obtain the following lemma.
Lemma 3.20 If f(x) satisfies Assumption 1.2 and Xm ≤ Xn ≤ 4Xm, then one has∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(XmXn)µ2− 12 ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
If k > X
1
3
m, then X
1
3
n ≤ Ck. By Ho¨lder inequality we have∣∣∣ ∫ Xm−X 13m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ CXµm ≤ Ck(XmXn)µ2− 16 . (3.10)
Thus we prove Lemma 3.20 when k > X
1
3
m. In the following we turn to the case when 0 < k ≤ X
1
3
m.
From Lemma 3.21 to Lemma 3.25 we always suppose the following assumptions: 1. f(x) satisfies
Assumption 1.2; 2. Xm ≤ Xn ≤ 4Xm; 3. 0 < k ≤ X
1
3
m.
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Lemma 3.21 If 0 ≤ λn − λm < √a1kXℓ−
1
3
m , then∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 13 , ∀ k ∈ (0, X 13m],
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Write I :=
∫ Xm−X 13m
X
2
3
m
F(x)dx and I = CmCn
∫Xm−X 13m
X
2
3
m
f(x)ei(ζm−ζn+kx)Ψ(x)dx with Cm ∼
X
ℓ−1
2
m and Cn ∼ X
ℓ−1
2
n . Since λm − V (Xm −X
1
3
m) ≥ a1X2ℓ−
2
3
m , then
g(Xm−X
1
3
m) =
λn − λm√
λn − V (Xm −X
1
3
m) +
√
λm − V (Xm −X
1
3
m)
− k
≤
√
a1kX
ℓ− 13
m
2
√
λm − V (Xm −X
1
3
m)
− k ≤
√
a1kX
ℓ− 13
m
2
√
a1X
ℓ−13
m
− k = −k
2
.
By g′(x) ≥ 0 one obtains |g(x)| ≥ k2 for x ∈ [X
2
3
m, Xm −X
1
3
m] as the figure 2 below.
Figure 2. Phase in Lemma 3.21
Then by Lemma 4.11 one obtains∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)ei(ζm−ζn+kx)Ψ(x)dx
≤ C
k
(
Xµm
(∣∣Ψ(Xm−X 13m)∣∣+ ∫ Xm−X
1
3
m
X
2
3
m
|Ψ′(x)|dx
)
+
∫ Xm−X 13m
X
2
3
m
xµ−1|Ψ(x)|dx
)
.
By corollary 3.13 we have
∣∣Ψ(Xm−X 13m)∣∣ ≤ CX−ℓ+ 13m and ∫Xm−X 13m
X
2
3
m
xµ−1|Ψ(x)|dx ≤ CXµ−ℓ+ 13m .
Besides, one has∫ Xm−X 13m
X
2
3
m
J1dx ≤ C
∫ Xm−X 13m
X
2
3
m
x2ℓ−1(λm − V (x))− 54 (λn − V (x))− 14 dx
≤ C
∫ Xm−X 13m
X
2
3
m
x2ℓ−1(λm − V (x))− 32 dx ≤ CX−ℓ+
1
3
m ,
and ∫ Xm−X 13m
X
2
3
m
J3dx ≤ C
∫ Xm−X 13m
X
2
3
m
(λm − V (x)) 14 (λn − V (x))− 14
X2ℓ−1m (Xm − x)3
dx ≤ CX−ℓ+ 13m .
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It follows that
∣∣∣ ∫Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣ ≤ CkXµ− 23m . Similarly,
∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxψ
(m)
2 (x)ψ
(n)
1 (x)dx
∣∣∣ ≤ CXµ−2m ∫ Xm−X
1
3
m
X
2
3
m
(λm−V (x))− 12 dx ≤ C(XmXn)
µ
2− ℓ2− 12 .
The other two terms have same estimates. Therefore,
∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤
C(k−1 ∨ 1)(XmXn)
µ
2− 13 . 
Lemma 3.22 If
√
a1kX
ℓ− 13
m ≤ λn − λm < √a1kXℓ−
1
6
m , then∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 16 , ∀ k ∈ (0, X 13m],
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
We put the proof of Lemma 3.22, Lemma 3.23 and Lemma 3.25 into section 4.
Lemma 3.23 If
√
a1kX
ℓ− 16
m ≤ λn − λm < √a1kXℓm, then∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 16 , ∀ k ∈ (0, X 13m],
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Lemma 3.24 If
√
a1kX
ℓ
m ≤ λn − λm < 3
√
D2kX
ℓ
n, then∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− µ+12(2µ+2ℓ+1) , ∀ k ∈ (0, X 13m],
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Let a = X
2µ+2ℓ
2µ+2ℓ+1
m , b = (1 − a116a2 )Xm, then by Lemma 3.4 we have λm − V (b) ≤
a2X
2ℓ−1
m (Xm − b) =
a1
16
X2ℓm . Hence, g(b) ≥
√
a1kX
ℓ
m√
λn−λm+ a1X
2ℓ
m
16 +
√
a1X
2ℓ
m
16
− k ≥ k3 as the figure 3 below.
Figure 3. Phase in Lemma 3.24
We first estimate the integral on [b,Xm −X
1
3
m]. By Lemma 4.11 one has∣∣∣ ∫ Xm−X
1
3
m
b
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣
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≤ Ck−1
(
Xµm
(∣∣Ψ(Xm−X 13m)∣∣+ ∫ Xm−X
1
3
m
b
|Ψ′(x)|dx
)
+
∫ Xm−X 13m
b
xµ−1|Ψ(x)|dx
)
.
From similar computations, we obtain
∣∣∣ ∫ Xm−X 13mb F(x)dx∣∣∣ ≤ Ck−1Xµ− 23m . Next we estimate the
integral on [a, b]. For x ∈ [a, b], we have λm − V (x) ≤ λm − V (a) ≤ a2X2ℓm , then g′(x) ≥
CX
(2µ+2ℓ)(2ℓ−1)
2µ+2ℓ+1
m ·kXℓm
X3ℓm
≥ CkX−
2µ+4ℓ
2µ+2ℓ+1
m . By Lemma 4.11, one has∣∣∣ ∫ b
a
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣ ≤ Ck− 12X µ+2ℓ2µ+2ℓ+1m (Xµm(|Ψ(b)|+∫ b
a
|Ψ′(x)|dx
)
+
∫ b
a
xµ−1|Ψ(x)|dx
)
.
By similar procedures, we have
∣∣∣ ∫ ba F(x)dx∣∣∣ ≤ Ck− 12Xµ− µ+12µ+2ℓ+1m . From a straightforward compu-
tation, we obtain
∣∣∣ ∫ a
X
2
3
m
F(x)dx
∣∣∣ ≤ CXµ− µ+12µ+2ℓ+1m . It follows that
∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− µ+12(2µ+2ℓ+1) .
Since the other three integrals have better estimates, we finish the proof. 
Lemma 3.25 If λn − λm ≥ 3
√
D2kX
ℓ
n, then∣∣∣ ∫ Xm−X 13m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 13 , ∀ k ∈ (0, X 13m],
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Lemma 3.26 If f(x) satisfies Assumption 1.2 and Xm ≤ Xn ≤ 4Xm, then one has∣∣∣ ∫ Xm−X 13m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(XmXn)µ2− 13 , ∀ k < 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. Clearly, if x ∈ [X 23m, Xm −X
1
3
m], then
g(x) =
√
λn − V (x)−
√
λm − V (x)− k ≥ −k = |k|.
The proof is similar as Lemma 3.21. 
Combining Lemma 3.21-3.26 with (3.10), one completes the proof of Lemma 3.20. Then we turn
to the last term and obtain the following lemma.
Lemma 3.27 If f(x) satisfies Assumption 1.2 and Xm ≤ Xn ≤ 4Xm, then∣∣∣ ∫ Xn
Xm−X
1
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 16 , ∀ k 6= 0,
where C only depends on (µ, ℓ) and n0 ≤ m ≤ n.
Proof. By Lemma 3.4 we have λm − V (x) ≥ a1X2ℓ−1m (Xm − x) for x ∈ [Xm −X
1
3
m, Xm], then∣∣∣ ∫ Xm
Xm−X
1
3
m
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xm
Xm−X
1
3
m
xµ(λm − V (x))− 14 (λn − V (x))− 14 dx
≤ C(XmXn)
µ
2− 16 .
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For the integral on [Xm, Xn], we discuss it under two cases.
1). Xn −X−
1
3
n ≥ Xm +X−
1
3
m . We split the integral into three parts as:∫ Xn
Xm
f(x)eikxψ
(m)
1 (x)ψ
(n)
1 (x)dx =
( ∫ Xm+X− 13m
Xm
+
∫ Xn−X− 13n
Xm+X
−
1
3
m
+
∫ Xn
Xn−X−
1
3
n
)
dx.
For the first part, since λn − V (Xm +X−
1
3
m ) ≥ λn − V (Xn −X−
1
3
n ) ≥ a1X2ℓ−
4
3
n , then∣∣∣ ∫ Xm+X−
1
3
m
Xm
F(x)dx
∣∣∣ ≤ CX ℓ−12 +µm X ℓ−12n ∫ Xm+X−
1
3
m
Xm
(V (x)− λm)− 14 (λn − V (x))− 14 dx
≤ CX− 14+µm X
ℓ−1
2
n (λn − V (Xm +X−
1
3
m ))
− 14
∫ Xm+X− 13m
Xm
(Xm − x)− 14 dx ≤ C(XmXn)
µ
2− 13 .
By lemma 4.7 we have |ζm(x)| ≥ A1Xℓ−
1
2
m (x − Xm) 32 ≥ A1Xℓ−
2
3
m (x − Xm) for x ≥ Xm + X−
1
3
m .
Thus,∣∣∣ ∫ Xn−X−
1
3
n
Xm+X
−
1
3
m
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12 +µn ∫ Xn−X−
1
3
n
Xm+X
−
1
3
m
(V (x)− λm)− 14 (λn − V (x))− 14 e−|ζm|dx
≤ CX− 14m X
ℓ−1
2 +µ
n
(
λn − V
(
Xn −X−
1
3
n
))− 14 ∫ Xn−X− 13n
Xm+X
−
1
3
m
(x−Xm)− 14 e−C0(x−Xm)dx
≤ CX− 14m X−
1
6+µ
n
∫ ∞
0
t−
1
4 e−tdt ≤ C(XmXn)
µ
2− 16 .
For the last part, since V (Xn −X−
1
3
n )− λm ≥ V (Xm +X−
1
3
m )− λm ≥ a1X2ℓ−
4
3
m , then∣∣∣ ∫ Xn
Xn−X
−
1
3
n
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12 +µn ∫ Xn
Xn−X
−
1
3
n
(V (x) − λm)− 14 (λn − V (x))− 14 dx
≤ CX
ℓ−1
2
m
(
V
(
Xn −X−
1
3
n
)− λm)− 14X− 14+µn ∫ Xn
Xn−X−
1
3
n
(Xn − x)− 14 dx
≤ CX− 16m X−
1
2+µ
n ≤ C(XmXn)
µ
2− 13 .
Thus, for the first case we have
∣∣∣ ∫XnXm F(x)dx∣∣∣ ≤ C(XmXn)µ2− 16 .
2). Xn −X−
1
3
n < Xm +X
− 13
m . Note Xm ≥ 8, it follows Xn −Xm ≤ X−
1
3
n +X
− 13
m ≤ 1. Hence,∣∣∣ ∫ Xn
Xm
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12 +µn ∫ Xn
Xm
(V (x)− λm)− 14 (λn − V (x))− 14 dx
≤ CX− 14m X−
1
4+µ
n
∫ Xn
Xm
(x−Xm)− 14 (Xn − x)− 14 dx ≤ C(XmXn)
µ
2− 14 .
Thus, in the second case we have
∣∣∣ ∫XnXm F(x)dx∣∣∣ ≤ C(XmXn)µ2− 14 . Since the other three integrals
have better estimates, we finish the proof. 
3.4. Proof of Lemma 1.12 and Lemma 1.15. Proof of Lemma 1.12. If denote V˜ (x) =
V (−x), h˜n(x) = hn(−x) and f˜(x) = f(−x), we have(
− d
2
dx2
+ V˜ (x)
)
h˜n(x) = λnh˜n(x), x ∈ R.
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Clearly, V˜ (x) satisfies Assumption 1.1 and f˜(x) satisfies Assumption 1.2. Applying Lemma 3.5,
we obtain∣∣∣ ∫ +∞
0
f˜(y)e−iky h˜m(y)h˜n(y)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(λmλn) µ4ℓ− 14ℓ ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0.
Note that
∫ +∞
0 f˜(y)e
i(−k)yh˜m(y)h˜n(y)dy =
∫ 0
−∞ f(x)e
ikxhm(x)hn(x)dx, it follows∣∣∣ ∫ 0
−∞
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(|k|−1 ∨ |k|)(λmλn) µ4ℓ− 14ℓ ( 13 ∧ µ+12µ+2ℓ+1 ), ∀ k 6= 0. (3.11)
Combining Lemma 3.5 with (3.11), we finish the proof. 
Proof of Lemma 1.15. Similar as the above proof, we only need to estimate the integral on [0,+∞).
As Lemma 3.6, 3.7 and 3.9 one has∣∣∣ ∫ +∞
0
f(x)hm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 ≤ C(XmXn)µ2 , for m ≤ n < n1;∣∣∣ ∫ +∞
0
f(x)hm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 16 ≤ C(XmXn)µ2 , for m < n0, n ≥ n1;∣∣∣ ∫ +∞
Xn
f(x)hm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 13 ≤ C(XmXn)µ2 , for n ≥ m ≥ n0.
Next we estimate the integral on [0, Xn] for n ≥ m ≥ n0. If Xm ≤ Xn ≤ 4Xm, by Ho¨lder
inequality we have ∣∣∣ ∫ Xn
0
f(x)hm(x)hn(x)dx
∣∣∣ ≤ CXµn ≤ C(XmXn)µ2 .
When Xn > 4Xm we have Xn − X−
1
3
n ≥ 12Xn ≥ 2Xm, and thus we split the integral into three
parts as:∫ Xn
0
f(x)hm(x)hn(x)dx =
(∫ 2Xm
0
+
∫ Xn−X− 13n
2Xm
+
∫ Xn
Xn−X−
1
3
n
)
f(x)hm(x)hn(x)dx.
By Ho¨lder inequality one has
∣∣∣ ∫ 2Xm
0
f(x)hm(x)hn(x)dx
∣∣∣ ≤ CXµm ≤ C(XmXn)µ2 .
By Lemma 3.4 we have λn−V (Xn−X−
1
3
n ) ≥ a1X2ℓ−
4
3
n and |ζm(x)| ≥ A1Xℓm(x−Xm) for x ≥ 2Xm.
It follows∣∣∣ ∫ Xn−X−
1
3
n
2Xm
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xn−X−
1
3
n
2Xm
xµ(V (x)− λm)− 14 (λn − V (x))− 14 e−|ζm|dx
≤ CX− 14m X
ℓ−1
2
n (λn − V (Xn −X−
1
3
n ))
− 14
∫ Xn−X− 13n
2Xm
(x−Xm)− 14+µe−C0(x−Xm)dx
≤ CX− 14m X−
1
6
n
∫ ∞
0
t−
1
4+µe−tdt ≤ CX− 14m X−
1
6
n .
Similarly, from Lemma 3.4 we have V (Xn − X−
1
3
n ) − λm ≥ a1X2ℓm and |ζm(x)| ≥ A14 XℓmXn for
x ≥ Xn −X−
1
3
n . Therefore,∣∣∣ ∫ Xn
Xn−X−
1
3
n
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xn
Xn−X−
1
3
n
xµ(V (x)− λm)− 14 (λn − V (x))− 14 e−|ζm|dx
≤ CX ℓ2− 34n (V (Xn −X−
1
3
n )− λm)− 14 e−C0Xn
∫ Xn
Xn−X−
1
3
n
(x−Xm)µe−C0(x−Xm)(Xn − x)− 14 dx
≤ CX− 12n X−
1
2
m .
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Since the other integrals have better estimates, we obtain
∣∣∣ ∫Xn0 f(x)hm(x)hn(x)dx∣∣∣ ≤ C(XmXn)µ2 .
Thus we finish the proof. 
4. Appendix
4.1. Lemma 2.2 (iv) and (v). Proof of Lemma 2.2 (iv). Since A ∈ M+β , then |Aji | ≤
|A|+β (ij)β(1+ |i− j|)−1(iι−1+ jι−1)−1 for any i, j ∈ Z+. For a conjugated pair (p, q), i.e. 1p + 1q = 1
with p, q ≥ 1, given i ∈ Z+,
∑
j≥1 |Aji |( ij )
s
p ≤ |A|+β
∑
j≥1
(ij)β
(1+|i−j|)(iι−1+jι−1) (
i
j )
s
p . We first consider
the sum
I :=
∑
j≥1
(ij)β
(1 + |i− j|)(iι−1 + jι−1) (
i
j )
s
p =
(∑
j≥i
+
∑
i
2≤j<i
+
∑
j< i2
)
:= I1 + I2 + I3.
For I1, by
s
p ≥ 0, we have
I1 ≤
∑
j≥i
j2β
(1 + |i− j|)jι−1 ≤
∑
j≥1
1
(1 + |i− j|)jι−1−2β ≤ C(β, ι).
For I2, we have
I2 ≤ C(β, s)
∑
i
2≤j<i
j2β
(1 + |i− j|)jι−1 ≤ C(β, s)
∑
j≥1
1
(1 + |i− j|)jι−1−2β ≤ C(β, ι, s).
For I3, if ι− β − sp ≥ 0, then
I3 ≤
∑
j< i2
2(ij)β
iι
( ij )
s
p =
∑
j< i2
2
iι−β−
s
p j
s
p
−β
≤
∑
j< i2
2
jι−β−
s
p j
s
p
−β ≤
∑
j≥1
2
jι−2β
≤ C(β, ι).
Hence, we obtain I ≤ C(β, ι, s) provided
s, ι− β − s
p
≥ 0. (4.1)
For given j ∈ Z+, since
∑
i≥1 |Aji |( ij )
s
q ≤ |A|+β
∑
i≥1
(ij)β
(1+|i−j|)(iι−1+jι−1) (
i
j )
s
q , as above we consider
the sum
J :=
∑
i≥1
(ij)β
(1 + |i− j|)(iι−1 + jι−1) (
i
j )
s
q =
(∑
i<j
+
∑
j≤i<2j
+
∑
i≥2j
)
:= J1 + J2 + J3.
We discuss two cases in order to obtain the estimates of I and J .
Case 1: s ∈ [β, 2ι− 2β − 1). For J1, we choose q ≥ 1 such that sq ≥ β and then
J1 ≤
∑
i<j
(ij)β
(1 + |i− j|)iι−1 (
i
j )
s
q =
∑
i<j
1
(1 + |i− j|)iι−1−β− sq j sq−β
≤
∑
i≥1
1
(1 + |i− j|)iι−1−2β ≤ C(β, ι).
For J2, we have
J2 ≤ C(β, s)
∑
j≤i<2j
i2β
(1 + |i− j|)iι−1 ≤ C(β, s)
∑
i≥1
1
(1 + |i− j|)iι−1−2β ≤ C(β, ι, s).
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For J3, if we choose q such that ι− β − sq > 1, sq − β ≥ 0, then
J3 ≤
∑
i≥2j
2(ij)β
iι
( ij )
s
q ≤
∑
i≥1
2
iι−β−
s
q j
s
q
−β ≤ C(β, ι, s).
Hence, when s ∈ [β, 2ι− 2β − 1), we obtain I, J ≤ C(β, ι, s) provided
ι− β − s
p
≥ 0, ι− β − s
q
> 1,
s
q
− β ≥ 0. (4.2)
More precisely, one needs to choose q ≥ 1 such that 1q ∈
{
[βs ,
ι−β−1
s ), β ≤ s < ι,
[ s−ι+βs ,
ι−β−1
s ), ι ≤ s < 2ι− 2β − 1.
In fact one can choose q(s) =
{
s
β , β ≤ s < ι,
s
s−ι+β , ι ≤ s < 2ι− 2β − 1
such that (4.2) holds true.
Case 2: s ∈ [0, β). In this case we estimate J1 to J3 again. In fact, For J1, we choose q =∞ and
then
J1 ≤
∑
i<j
(ij)β
(1 + |i− j|)(iι−1 + jι−1) ≤
∑
i≥1
1
(1 + |i− j|)jι−1−2β
≤
∑
i≥1
1
(1 + |i− j|)iι−1−2β ≤ C(β, ι).
For J2, the proof is the same. For J3, if q = ∞, then J3 ≤ C
∑
i≥1
1
iι−2β
≤ C(β, ι). We remark in
this case (4.1) also holds since ι > 2β + 1 when q = ∞. Hence, when s ∈ [0, β), we still obtain
I, J ≤ C(β, ι, s). Thus, for any s ∈ [0, 2ι− 2β− 1), one can choose p, q ≥ 1 such that 1/p+1/q = 1
and
∑
j |Aji |( ij )
s
p ,
∑
i |Aji |( ij )
s
q ≤ C(β, ι, s)|A|+β . By Ho¨lder inequality, we have
‖Aξ‖2s =
∑
i≥1
is|
∑
j≥1
Aji ξj |2 ≤
∑
i≥1
(∑
j≥1
|Aji |( ij )
s
2 |ξj |j s2
)2
=
∑
i≥1
(∑
j≥1
|Aji |
1
2 ( ij )
s
2p |Aji |
1
2 ( ij )
s
2q |ξj |j s2
)2
≤
∑
i≥1
(∑
j≥1
|Aji |( ij )
s
p
)(∑
j≥1
|Aji |( ij )
s
q |ξj |2js
)
≤ C(β, ι, s)|A|+β
∑
i≥1
∑
j≥1
|Aji |( ij )
s
q |ξj |2js
= C(β, ι, s)|A|+β
∑
j≥1
|ξj |2js
∑
i≥1
|Aji |( ij )
s
q ≤ C2(β, ι, s)(|A|+β )2‖ξ‖2s.
It follows ‖A‖B(ℓ2s) ≤ C(β, ι, s)|A|+β . 
Proof of Lemma 2.2 (v). As above we define conjugated pair (p, q), where p, q is chosen as above.
From the proof in (iv) we have for any s ∈ [0, 2ι − 2β − 1), ∑j≥1 |Aij |( ij ) sp , ∑i≥1 |Aij |( ij ) sq ≤
C(β, ι, s)|A|+β , i.e. ∑
i≥1
|Aji |( ji )
s
p ,
∑
j≥1
|Aji |( ji )
s
q ≤ C(β, ι, s)|A|+β . (4.3)
By Ho¨lder inequality, (4.3) and a similar method as (iv), we obtain
‖Aξ‖2−s ≤
∑
i≥1
(∑
j≥1
|Aji |
1
2 ( ji )
s
2q |Aji |
1
2 ( ji )
s
2p |ξj |j− s2
)2
≤
∑
i≥1
(∑
j≥1
|Aji |( ji )
s
q
)(∑
j≥1
|Aji |( ji )
s
p |ξj |2j−s
)
≤ (C(β, ι, s)|A|+β )2‖ξ‖2−s.
REDUCIBILITY OF 1-D SCHRO¨DINGER EQUATION 39
It results in ‖A‖B(ℓ2
−s)
≤ C(β, ι, s)|A|+β . 
4.2. some lemmas for section 2.
Lemma 4.1 For s ≥ 0, if A ∈ M s
2
is a diagonal matrix, then A ∈ B(ℓ20, ℓ2−2s) and satisfies
‖A‖B(ℓ20,ℓ2−2s) ≤ |A| s2 .
Proof. Since A ∈ M s
2
is a diagonal matrix, then |Aii| ≤ |A| s2 (ii)
s
2 = |A| s
2
is. Given ξ ∈ ℓ20, one has
‖Aξ‖2−2s =
∑
i≥1
i−2s
∣∣∣∑
j≥1
Aji ξj
∣∣∣2 ≤∑
i≥1
i−2s|Aii|2|ξi|2 ≤ |A|2s2
∑
i≥1
|ξi|2 = |A|2s
2
‖ξ‖20.
It follows that ‖A‖B(ℓ20,ℓ2−2s) ≤ |A| s2 . 
We present the following lemmas to prove Lemma 4.5 and complete the proof of Theorem 2.5.
The following proof is similar as Lemma 2.31 to Lemma 2.34 and we don’t give the details here.
Lemma 4.2 For l ≥ 1, if ǫ0 ≪ 1, then V lA0 = AlV l + Ql, where Ql ∈ B(ℓ20, ℓ2−2δ) and satisfies
||Ql||B(ℓ20,ℓ2−2δ),sl ≤
∏l−1
i=0(1 + ǫ
1
2
i ) +
∑l−1
i=0 ǫ
1
2
i .
From a straightforward computation, we have ‖Ql+1 − Ql‖B(ℓ20,ℓ2−2ι), s2 ≤ 3Cǫ
2
3
l . It follows {Ql}
is a Cauchy sequence in B(ℓ20, ℓ2−2δ)(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ).
Define Q∞ := Q1 +
∑∞
l=1Ql+1 −Ql. We have the following
Lemma 4.3 For l→∞, Ql(φ)→ Q∞(φ) in B(ℓ20, ℓ2−2δ)(Π∗, s2 ) and B(ℓ20, ℓ2−2ι)(Π∗, s2 ), where
‖Q∞‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖Q∞‖B(ℓ20,ℓ2−2δ), s2 ≤ Cǫ
2
3
0 ,
‖Q∞ − P 0‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖Q∞ − P
0‖B(ℓ20,ℓ2−2δ), s2 ≤ Cǫ
2
3
0
for some positive constant C.
From Al+1V l+1 −AlV l = Al(e−Bl+1 − I)V l +diag(P l)V l+1 and Lemma 2.15, 2.22, one obtains
‖Al+1V l+1 − AlV l‖B(ℓ20,ℓ2−2ι), s2 ≤ 2Cǫ
2
3
l . Thus, {AlV l} is a Cauchy sequence in B(ℓ20, ℓ2−2ι). We
now define A∞V∞ = A0 +
∑∞
l=0A
l+1V l+1 − AlV l, it follows ‖A∞V∞ − A0‖B(ℓ20,ℓ2−2ι), s2 ≤ 4Cǫ
2
3
0 .
Therefore, we have
Lemma 4.4 When l →∞, AlV l(φ)→ A∞V∞(φ) in B(ℓ20, ℓ2−2ι)(Π∗, s2 ), where
‖A∞V∞ −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
0 , C > 0.
Combining Lemma 4.2, 4.3 with 4.4 one has V lA0 = AlV l+Ql, where {AlV l}, {Ql} are Cauchy
sequences in B(ℓ20, ℓ2−2ι)(Π∗, s2 ) and ‖A∞V∞ − A0‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
0 and ‖Q∞‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
0
with some C > 0. Thus, {V lA0} is a Cauchy sequence in B(ℓ20, ℓ2−2ι)(Π∗, s2 ). Define liml→∞V
lA0 :=
V∞A0 = A∞V∞ +Q∞, then one has
‖V∞A0 −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ ‖A∞V∞ −A0‖B(ℓ20,ℓ2−2ι), s2 + ‖Q∞‖B(ℓ20,ℓ2−2ι), s2 ≤ 2Cǫ
2
3
0 .
It can be written as the following.
Lemma 4.5 When l →∞, V lA0(φ)→ V∞A0(φ) in B(ℓ20, ℓ2−2ι)(Π∗, s2 ), where
‖V∞A0 −A0‖B(ℓ20,ℓ2−2ι), s2 ≤ Cǫ
2
3
0 , C > 0.
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4.3. some lemmas for section 3. Proof of Lemma 3.1. The proof is almost from [34](see [37],
Lemma 2.1). As in [34] we set η(x) = (λ − V (x)) 14 h(x) and ζ(x) =
∫ x
X
(λ − V (t)) 12 dt, where
arg ζ(x) =
{
π
2 , x > X,
−π, x < X. Then the equation (3.1) is transformed into
d2η
dζ2 + η + [
V ′′(x)
4(λ−V (x))2 +
5V ′(x)2
16(λ−V (x))3 ]η = 0 and it can be rewritten as
d2η
dζ2
+ (1 +
5
36ζ2
)η = f(x)η, (4.4)
where f(x) = 536ζ2 − V
′′(x)
4(λ−V (x))2 − 5V
′(x)2
16(λ−V (x))3 . As we know, Bessel equation
d2G
dζ2 +(1+
5
36ζ2 )G = 0
has two linearly independent solutions (πζ2 )
1
2J 1
3
(ζ) and (πζ2 )
1
2H
(1)
1
3
(ζ), where Jν(x) and H
(1)
ν (x)
are the first kind Bessel function and one of the third kind Bessel function, respectively. By
the property of Bessel function that x(Jν(x)H
(1)′
ν (x) − J ′ν(x)H(1)ν (x)) = 2iπ , then (4.4) is formally
equivalent to the integral equation
η = (
πζ
2
)
1
2H
(1)
1
3
(ζ) +
πi
2
∫ ∞
x
(
H
(1)
1
3
(ζ)J 1
3
(θ) − J 1
3
(ζ)H
(1)
1
3
(θ)
)
ζ
1
2 θ
1
2 f(t)(λ − V (t)) 12 η(t)dt,
where we write ζ = ζ(x) and θ = ζ(t) for convenience. Set
α(x) = e−iζ(
πζ
2
)
1
2H
(1)
1
3
(ζ), β(x) = eiζ(
πζ
2
)
1
2J 1
3
(ζ), χ(x) = e−iζη(x).
then
χ(x) = α(x) + i
∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ− V (t)) 12χ(t)dt.
From [34], α(x), β(x) are bounded, and Im(θ−ζ) = Im(∫ tx(λ−q(u)) 12 du) ≥ 0 together with Lemma
4.8 and 4.9, we can prove that the iteration converges. In fact, if we denote
∫∞
0 |f(t)||λ−V (t)|
1
2 dt =
M0 = O
(
1
Xλ
1
2
)
, and
∣∣α(x)β(t) − e2i(θ−ζ)β(x)α(t)∣∣ ≤ M uniformly, then |χ0(x)| = |α(x)| ≤ C,
|χ1(x) − χ0(x)| ≤ CMM0, and generally, if |χn(x) − χn−1(x)| ≤ CMnMn0 , then
|χn+1(x)− χn(x)|
=
∣∣∣∣∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ− V (t)) 12 (χn(t)− χn−1(t))dt
∣∣∣∣
≤CMn+1Mn0
∫ ∞
x
∣∣∣f(t)(λ − V (t)) 12 ∣∣∣ dt ≤ CMn+1Mn+10 .
Thus,
|χn(x)| ≤ |χ0(x)| + |χ1(x)− χ0(x)|+ · · ·+ |χn(x)− χn−1(x)|
≤ C(1 +MM0 + · · ·+MnMn0 ) ≤
C
1−MM0 .
If n ≥ n0, then Xn ≥ R and Xn ∼ λ
1
2ℓ
n . Thus, choose n ≥ n∗ ≥ n0 large enough such that MM0 <
1, and by the theorem of dominated convergence, when n→∞, χn(x)→ χ(x) = α(x) + O( 1
Xλ
1
2
)
uniformly w.r.t x, which means that χ(x) is bounded.
Next we show that
χ(x) = α(x)
(
1 +O
(
1
Xλ
1
2
))
. (4.5)
In fact, similar as Lemma 4.10, if ζ(x) < −c0 or iζ(x) < −c0, where c0 are arbitrary two positive
constants, then we can prove that |α(x)| > C and (4.5) holds. While for 0 < |ζ(x)| ≤ c0 we have
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|β(x)| ≤ C|α(x)|. Thus,
|χ(x) − α(x)| =
∣∣∣∣∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ− V (t)) 12χ(t)dt
∣∣∣∣ ≤ C|α(x)|Xλ 12 .
From the above proof when λ > c∗ > 0 large enough such that
M
∫ ∞
0
|f(t)||λ− V (t)| 12 dt ≤ CM
Xλ
1
2
<
C1
λ
1
2+
1
2ℓ
< 1, (4.6)
the solution of (3.1) can be written as h(x) = (λ− V (x))− 14 (πζ2 )
1
2H
(1)
1
3
(ζ)(1 +O( 1
Xλ
1
2
)). It follows
that hn(x) = (λn − V (x))− 14 (πζn2 )
1
2H
(1)
1
3
(ζn)(1 + O(
1
Xnλ
1
2
n
)) when n ≥ n0 large enough. Note
Cnhn(x) is also the solution of (3.1), Titchmarsh([33, 34]) shows Cn ∼ X
ℓ−1
2
n and thus finish the
proof. 
Remark 4.6 For (4.6) we let R large enough. It follows when n ≥ n0, λn ≥ λn0 ≥ V (R) ≥ c∗ > 0.
Proof of Lemma 3.4. From Remark 4.6 we obtain Xn ≥ R, then we discuss it under 3 cases.
Case 1. When x ≥ Xn, by (3.2) one obtains
V (x)−λn = V ′(ξ)(x−Xn) ≥ V ′(Xn)(x−Xn) ≥ V (Xn)
Xn
(x−Xn) ≥ D1X2ℓ−1n (x−Xn), ξ ∈ (Xn, x).
From a straightforward integral estimation, we obtain the second one in (3.8).
Case 2. When Xn2 ≤ x < Xn, we have
λn−V (x) = V ′(ξ)(Xn−x) ≤ V ′(Xn)(Xn−x) ≤ C1V (Xn)
Xn
(Xn−x) ≤ C1D2X2ℓ−1n (Xn−x), ξ ∈ (x,Xn).
Similarly, combining (3.2) with Lemma 4.7 we have V (Xn2 ) ≥ 2−C1V (Xn), then
λn − V (x) ≥ V ′(Xn2 )(Xn − x) ≥
2V (Xn2 )
Xn
(Xn − x) ≥ 21−C1D1X2ℓ−1n (Xn − x).
Case 3. When 0 ≤ x < Xn2 , then Xn2 ≤ Xn−x ≤ Xn. We discuss it under 2 subcases as follows.
Subcase 3.1: Xn ≥ 2R. By (3.3) and Lemma 4.7 we have |V (x)| ≤ V (Xn2 ) ≤ 12λn, then
λn − V (x) ≥ 1
2
λn ≥ D1
2
X2ℓn ≥
D1
2
X2ℓ−1n (Xn − x), ∀ x ∈ [0, Xn2 ),
λn − V (x) ≤ 3
2
λn ≤ 3D2
2
X2ℓn ≤ 3D2X2ℓ−1n (Xn − x), ∀ x ∈ [0, Xn2 ).
Subcase 3.2: R ≤ Xn < 2R. Denote N = {n ∈ Z+ : R ≤ Xn < 2R}, then |N | < ∞. From
(3.3) one has |V (x)| ≤ λn, then λn − V (x) ≤ 2λn ≤ 4D2X2ℓ−1n (Xn − x), ∀ x ∈ [0, Xn2 ). On the
other side, consider the function λn − V (x) on x ∈ [0, Xn2 ]. Since Xn2 < R, then from (3.3) one
has λn − V (x) > λn − V (R) ≥ 0. By continuity of V (x) there exists a positive cn > 0 such that
λn − V (x) ≥ cn for any x ∈ [0, Xn2 ]. Define c0 := min
n∈N
{cn}, then for any n ∈ N one obtains
λn − V (x) ≥ c0
X2ℓ−1n (Xn − x)
X2ℓ−1n (Xn − x) ≥
c0
(2R)2ℓ
X2ℓ−1n (Xn − x), ∀ x ∈ [0, Xn2 ).
Combining all the above cases we obtain the first estimate in (3.7). The rest is clear. 
Proof of Lemma 3.17. Since Xm +X
− 13
m ≤ 2Xm < 12Xn ≤ Xn −X
− 13
n , then we split the integral
into five parts as:∫ Xn
Xm
f(x)eikxhm(x)hn(x)dx =
(∫ Xm+X− 13m
Xm
+
∫ 2Xm
Xm+X
−
1
3
m
+
∫ Xn
2
2Xm
+
∫ Xn−X− 13n
Xn
2
+
∫ Xn
Xn−X−
1
3
n
)
dx.
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By Lemma 3.4 we have λn − V (Xm+X− 13m ) ≥ λn − V (Xn2 ) ≥ a12 X2ℓn , then∣∣∣ ∫ Xm+X−
1
3
m
Xm
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n Xµm ∫ Xm+X
−
1
3
m
Xm
(V (x)− λm)− 14 (λn − V (x))− 14 dx
≤ CX− 14+µm X
ℓ−1
2
n (λn − V (Xm +X−
1
3
m ))
− 14
∫ Xm+X− 13m
Xm
(x−Xm)− 14 dx ≤ C(XmXn)
µ
2− 12 .
Then we turn to the second part. By Lemma 3.4 we have λn − V (2Xm) ≥ λn − V (Xn2 ) ≥ a12 X2ℓn
and |ζm(x)| ≥ A1Xℓ−
2
3
m (x −Xm) ≥ A1Xℓ−1m for x ≥ Xm +X−
1
3
m . Therefore,∣∣∣ ∫ 2Xm
Xm+X
−
1
3
m
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n Xµm ∫ 2Xm
Xm+X
−
1
3
m
(V (x)− λm)− 14 (λn − V (x))− 14 eiζmdx
≤ CX− 14+µm X
ℓ−1
2
n
(
λn − V (2Xm)
)− 14
e−C0X
ℓ−1
m
∫ 2Xm
Xm+X
−
1
3
m
(x−Xm)− 14 e−C0(x−Xm)dx
≤ CX− 12+µm X−
1
2
n
∫ ∞
0
t−
1
4 e−tdt ≤ C(XmXn)
µ
2− 12 .
For the third part, from x ≥ 2Xm we have x2 ≤ x − Xm ≤ x and |ζm(x)| ≥ A1Xℓm(x − Xm) ≥
A1X
ℓ+1
m . It follows∣∣∣ ∫ Xn2
2Xm
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xn2
2Xm
xµ(V (x)− λm)− 14 (λn − V (x))− 14 eiζmdx
≤ CX− 14m X
ℓ−1
2
n
(
λn − V (Xn2 )
)− 14 e−C0Xℓ+1m ∫ Xn2
2Xm
(x −Xm)− 14+µe−C0(x−Xm)dx ≤ C(XmXn)
µ
2− 12 .
Then we turn to the fourth part, from x ≥ Xn2 we have x − Xm ≥ Xn2 − Xn4 = Xn4 and λn −
V (Xn−X−
1
3
n ) ≥ a1X2ℓ−
4
3
n and |ζm(x)| ≥ A1Xℓm(x−Xm) ≥ A14 XℓmXn. It follows∣∣∣ ∫ Xn−X−
1
3
n
Xn
2
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12 +µn ∫ Xn−X−
1
3
n
Xn
2
(V (x)− λm)− 14 (λn − V (x))− 14 eiζmdx
≤ CX− 14m X
ℓ−1
2 +µ
n
(
λn − V (Xn−X− 13n )
)− 14 e−C0Xn ∫ Xn−X− 13n
Xn
2
(x−Xm)− 14 e−C0(x−Xm)dx
≤ CX− 12m X−
1
2
n
∫ ∞
0
t−
1
4 e−tdt ≤ C(XmXn)
µ
2− 12 .
For the last part, from Xn − X−
1
3
n ≥ 12Xn ≥ 2Xm, we have V (Xn − X
− 13
n ) − λm ≥ V (2Xm) −
V (Xm) ≥ a1X2ℓm and |ζm(x)| ≥ A14 XℓmXn. It follows∣∣∣ ∫ Xn
Xn−X−
1
3
n
F(x)dx
∣∣∣ ≤ CX ℓ−12m X ℓ−12n ∫ Xn
Xn−X−
1
3
n
xµ(V (x) − λm)− 14 (λn − V (x))− 14 e−|ζm(x)|dx
≤ CX
ℓ−1
2
m X
− 14+µ
n e
−C0Xn
(
V
(
Xn −X−
1
3
n
)− λm)− 14 ∫ Xn
Xn−X−
1
3
n
(Xn − x)− 14 dx
≤ CX− 12m X−
1
4
n
∫ Xn
Xn−X−
1
3
n
(Xn − x)− 14 dx ≤ C(XmXn)
µ
2− 12 .
Similarly, we obtain∣∣∣ ∫ Xn
Xm
f(x)eikxψ
(m)
j1
(x)ψ
(n)
j2
(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 , for j1, j2 ∈ {1, 2} and j1 + j2 ≥ 3.
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Hence, we have
∣∣∣ ∫ Xn
Xm
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(XmXn)µ2− 12 . 
Proof of Lemma 3.22. Let b = Xm − a116a2X
1
3
m, then∣∣∣ ∫ b
Xm−X
1
3
m
F(x)dx
∣∣∣ ≤ CXµ+ℓ−1m ∫ b
Xm−X
1
3
m
(λm − V (x))− 12 dx ≤ CXµ−
1
3
m .
For the remainder integral on [X
2
3
m, b], since
λm − V (b) ≤ a2X2ℓ−1m (Xm − b) ≤
a1
16
X
2ℓ− 23
m , λm − V (Xm −X
2
3
m) ≥ a1X2ℓ−
1
3
m ,
then
g(b) ≥
√
a1kX
ℓ− 13
m√
λn − V (b) +
√
λm − V (b)
− k
≥
√
a1kX
ℓ− 13
m√
λn − λm + a116X
2ℓ− 23
m +
√
a1
16X
2ℓ− 23
m
− k ≥ kX
ℓ− 13
m
X
ℓ− 1
3
m
2 +
X
ℓ− 1
3
m
4
− k = k
3
,
g(Xm−X
2
3
m) ≤
√
a1kX
ℓ− 16
m
2
√
λm − V (Xm −X
2
3
m)
− k ≤ k
√
a1X
ℓ−16
m
2
√
a1X
ℓ− 16
m
− k = −k
2
.
Let g(a) = −kX−13m , by the monotonicity of g(x) we have Xm −X
2
3
m < a < b as the figure 4 below.
In the following we first estimate the integral on [a, b]. Note that Xm ≥ 8, then g(a) ≥ −k2 . Since
λm − V (a) ≤ a2X2ℓ−1m (Xm − a) ≤ a2X2ℓ−
1
3
m
and g′′(x) > 0, then
g′(x) ≥ g′(a) = V
′(a)(g(a) + k)
2
√
λn − V (a)
√
λm − V (a)
≥ CkX
2ℓ−1
m
X
2ℓ− 13
m
≥ CkX− 23m , for x ∈ [a, b].
By Lemma 4.11, ones obtain∣∣∣ ∫ b
a
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣ ≤ Ck− 12X 13m(Xµm(|Ψ(b)|+ ∫ b
a
|Ψ′(x)|dx
)
+
∫ b
a
xµ−1|Ψ(x)|dx
)
.
By Corollary 3.13 we have |Ψ(b)| ≤ CX−ℓ+ 13m and
∫ b
a
xµ−1|Ψ(x)|dx ≤ CXµ−ℓ+ 13m . Besides, one has∫ b
a J1dx ≤ C
∫ b
a x
2ℓ−1(λm − V (x))− 54 (λm − V (x))− 14 dx ≤ CX−ℓ+
1
3
m and
∫ b
a J3dx ≤ CX
−2ℓ+ 13
m . It
follows that
∣∣∣ ∫ ba F(x)dx∣∣∣ ≤ Ck− 12Xµ− 13m . Next we estimate the integral on [X 23m, a], where |g(x)| ≥
kX
− 13
m . By Lemma 4.11 one has∣∣∣ ∫ a
X
2
3
m
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣ ≤ Ck−1X 13m(Xµm(|Ψ(a)|+ ∫ a
X
2
3
m
|Ψ′(x)|dx
)
+
∫ a
X
2
3
m
xµ−1|Ψ(x)|dx
)
.
Similarly, we have
∣∣∣ ∫ a
X
2
3
m
F(x)dx
∣∣∣ ≤ Ck−1Xµ− 13m . It follows that
∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 16 .
From a straightforward computation, we obtain∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxψ
(m)
j1
(x)ψ
(n)
j2
(x)dx
∣∣∣ ≤ C(XmXn)µ2− ℓ2− 12 , for j1, j2 ∈ {1, 2} and j1 + j2 ≥ 3.
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Hence, we have
∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
f(x)eikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)(XmXn)µ2− 16 . 
Figure 4. Phase in Lemma 3.22 Figure 5. Phase in Lemma 3.23
Proof of Lemma 3.23. Let b = Xm − a116a2X
2
3
m. By Lemma 3.4 we have λm − V (b) ≤ a116X
2ℓ− 13
m ,
a1
2 X
2ℓ
m ≤ λm − V (Xm2 ) ≤ a22 X2ℓm . Similar as before, we have g(b) ≥ k3 and g(Xm2 ) ≤ −k4 . Let
g(a) = −k4 , then Xm2 < a < b as the figure 5 above. We first estimate the integral on [a, b]. Since
g′(a) =
V ′(a)(g(a) + k)
2
√
λn − V (a)
√
λm − V (a)
≥ CkX
2ℓ−1
m
X2ℓm
≥ CkX−1m ,
then g′(x) ≥ CkX−1m , for x ∈ (a, b). By Lemma 4.11 we have∣∣∣ ∫ b
a
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣ ≤ Ck− 12X 12m(Xµm(|Ψ(b)|+ ∫ b
a
|Ψ′(x)|dx
)
+
∫ b
a
xµ−1|Ψ(x)|dx
)
.
By corollary 3.13 we have |Ψ(b)| ≤ CX−ℓ+ 16m and
∫ b
a
xµ−1|Ψ(x)|dx ≤ CXµ−ℓ+ 16m . Besides,
∫ b
a
J1dx ≤
CX
−ℓ+ 16
m and
∫ b
a J3dx ≤ CX
−ℓ+ 16
m . It follows that
∣∣∣ ∫ ba F(x)dx∣∣∣ ≤ Ck− 12Xµ− 13m . Next we estimate
the integral on [b,Xm −X
1
3
m]. From |g(x)| ≥ k3 and Lemma 4.11, we have∣∣∣ ∫ Xm−X
1
3
m
b
f(x)ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣
≤ Ck−1
(
Xµm
(∣∣Ψ(Xm−X 13m)∣∣+ ∫ Xm−X
1
3
m
b
|Ψ′(x)|dx
)
+
∫ Xm−X 13m
b
xµ−1|Ψ(x)|dx
)
≤ Ck−1Xµ− 23m .
Similarly,
∣∣∣ ∫X 23ma F(x)dx∣∣∣ ≤ Ck−1Xµ− 56m . It follows that ∣∣∣ ∫Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1 ∨
1)(XmXn)
µ
2− 16 . Since the other three integrals have better estimates, we finish the proof. 
Proof of Lemma 3.25. Since
√
λn +
√
λm ≤ 2
√
λn ≤ 2
√
D2X
ℓ
n, then for x ∈ [X
2
3
m, Xm −X
1
3
m],
g(x) =
λn − λm√
λn − V (x) +
√
λm − V (x)
− k ≥ 3
√
D2kX
ℓ
n√
λn +
√
λm
− k ≥ 3
√
D2kX
ℓ
n
2
√
D2Xℓn
− k = k
2
,
as the figure 6 below.
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Figure 6. Phase in Lemma 3.25
By Lemma 4.11, one has∣∣∣ ∫ Xm−X 13m
X
2
3
m
ei(ζm−ζn+kx)Ψ(x)dx
∣∣∣
≤ C
k
(
Xµm
(
|Ψ(Xm−X 13m)|+
∫ Xm−X 13m
X
2
3
m
|Ψ′(x)|dx
)
+
∫ Xm−X 13m
X
2
3
m
|Ψ(x)|xµ−1dx
)
.
The remaining proof is similar as Lemma 3.21. 
Lemma 4.7 Assume V (x) satisfies Assumption 1.1 and θ ∈ (0, 1), there exists a positive constant
R˜ ≥ R0 such that θC1V (x) ≤ V (θx) ≤ θV (x) for θx ≥ R˜.
Proof. By Assumption 1.1, we have lim
x→+∞V
′(x) = +∞. Define
R˜ := min
{
x ∈ [R0,+∞) : V ′(x) ≥ V (R0)
R0
}
,
then by (1.5) in Assumption 1.1, one has
V (x) = V (R0) +
∫ x
R0
V ′(t)dt ≤ V (R0) + V ′(x)(x −R0) ≤ V ′(x)x, ∀ x ≥ R˜.
Together with (1.6) in Assumption 1.1, we have 1x ≤ V
′(x)
V (x) ≤ C1x for all x ≥ R˜. Given θ ∈ (0, 1),
if θx ≥ R˜, then log V (θx)V (x) =
∫ θx
x
d logV (t) =
∫ θx
x
V ′(t)
V (t) dt ≥
∫ θx
x
C1
t dt = log θ
C1 . Hence V (θx) ≥
θC1V (x). Similarly, we have V (θx) ≤ θV (x). 
Lemma 4.8 ([34]) For fixed λ, if x > 2X , then
∫∞
x
|f(t)(λ − V (t)) 12 |dt ≤ C
x(V (x))
1
2
, here C is a
constant independent of x and λ.
Lemma 4.9 ([34])
∫∞
0 |f(x)||λ − V (x)|
1
2 dx = O
(
1
Xλ
1
2
)
, λ→∞.
The following lemma is from [22].
Lemma 4.10 Bessel function of third kind H
(1)
1
3
(z) satisfies the following:∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ 1, z ∈ (−∞,−c1),∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ 20
d1
|z| 16 , z ∈ [−c2, 0),
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2
H
(1)
1
3
(z)
∣∣∣ ≤ Cec3
d1
max{|z| 16 , |z| 56 }, z ∈ (0, c3]i,∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ e−|z|, z ∈ (c4,∞)i,
where c1 > 0, c2 ∈ (0, 1], c3, c4 can be arbitrary positive numbers and C is a positive constant.
The last lemma is from [32].
Lemma 4.11 Suppose φ is real-valued and smooth in (a, b), ψ is complex-valued, and that
|φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣ ∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣ ≤ ckλ−1/k(|ψ(b)|+ ∫ b
a
|ψ′(x)|dx
)
.
holds when:
(i) k ≥ 2, or (ii) k = 1 and φ′(x) is monotonic.
The bound ck is independent of φ, ψ and λ.
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