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Lothar Berg
Two classes of linear involutory semigroups
We construct two classes of involutory semigroups, which together with two already known




(n+ 1)(n+ 6) ,
δ2n+1 = 3 · 2n+1 −
1
2
(n2 + 9n+ 10)
(1)
for n ≥ 1. By the way, we extend the rule for the construction of linear archimedian
involutory semigroups in L. Berg and W. Peters [4].
1. Preliminaries
According to [3], every commutative semigroup can be embedded into an involutory semi-
group, where the operation is considered as addition and the neutral element is called the
zero element. The finite linear involutory semigroups S can be characterized in the following
two ways. Let n be the order of S, and we denote the elements of S by 1, 2, . . . , n. For a
fixed i, let i+ j = xj in the semigroup with i, j ∈ {1, 2, . . . , n}, and let dj = xj −xj−1 in the
natural sense with x0 = 0. Note that xj also depends on i.
Characterization 1 (cf. [1]): The commutative semigroup S with zero element is an invo-
lutory semigroup, if and only if for all i, j with fixed i, the element j appears in x1, x2, . . . , xn
exactly dn+1−j times.
With the foregoing notations, and using a star for the involution in S, the latter can be
written as
i∗ = n− (i− 1) . (2)
In the next statement, we use the usual ordering for the elements of S.
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Characterization 2 (cf. [2]): Let in the commutative semigroup S with zero element the
addition be compatible with the ordering. Then S is an involutory semigroup, if and only if
i+ j ≥ o∗ for j ≥ i∗ and i+ j < o∗ for j < i∗ , (3)
where o denotes the zero element of S.
In case of o = 1 and therefore o∗ = n, the first property in (3) simplifies to i + j = n for
j ≥ i∗. For the construction of linear involutory semigroups, we need two simple statements
from A.H. Clifford and G.B. Preston [5].
Lemma 1 Let S = {si|i ∈ I} be a commutative semigroup with an index set I, and si 7→ Ai
a mapping S 7→ A = ∪
i∈I
Ai with certain pairwise disjoint sets Ai and si ∈ Ai. Then with the
addition a+ b = si + sj for a ∈ Ai, b ∈ Aj, the set A is also a commutative semigroup.
The semigroup A is called an inflation of S, where the trivial case is included that each Ai
contains only the element si.
Lemma 2 Let S and A be two commutative semigroups with S ∩ A = ∅. We define
a+ s = s+ a = s (4)
for all s ∈ S and a ∈ A. Then S ∪ A with unchanged addition in S and A as well as (4) is
also a commutative semigroup.
Let us mention that our involutory semigroups are something else than both the special
involution semigroups in D. Easdown and W.D. Munn [6], and the involutive semigroups in
K.-H. Neeb [8].
2. Linear involutory semigroups with nonnegative elements
First, we want to construct a class of finite linear archimedian involutory semigroups. Such
semigroups have only nonnegative elements and no idempotent element, disregarding the






different k-tuples a1 · · · ak in the ordinary ordering with 0 ≤ k ≤ m − 2,
where the 0-tuple is empty, and we define dj = aj − aj−1 with a0 = 2. Each aj we choose dj
times, and in case of ak < m we choose ak+1 = 2m− ak exactly m− ak times. The result
a0 a1 · · · a1 a2 · · · a2 · · · ak+1 · · · ak+1
we choose as x1 · · · xm−1, since these are exactly
1 + (a1 − a0) + · · ·+ (ak − ak−1) + (m− ak) = m− 1
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numbers. In case of odd n = 2m− 1 we continue this (m− 1)–tuple to an n-tuple x1 · · · xn
according to the Characterization 1. In case of even n = 2m we start from the old (2m−1)–
tuple x1 · · · x2m−1, augment all elements xj with xj > m as well as all indices j with j ≥ m
by 1 and choose xm = m+1 for xm+1 > xm−1 and xm = xm−1 for xm+1 = xm−1, respectively.
Then the n–tuple x1 · · · xn also satisfies the Characterization 1. In both cases we obtain
αn = 2
m−2 (5)
different n–tuples. For example, in the case m = 4 we have n–tuples
forn = 7 (I) 2 3 4 5 6 7 7 and for n = 8 (V ) 2 3 4 5 6 7 8 8
(II) 2 3 5 5 6 7 7 (V I) 2 3 6 6 6 7 8 8
(III) 2 4 4 6 6 7 7 (V II) 2 4 4 5 7 7 8 8
(IV ) 2 6 6 6 6 7 7 (V III) 2 7 7 7 7 7 8 8
The corresponding step functions f(x) = xj for j − 1 < x ≤ j and j = 1, . . . , n have the
graphs, which are listed below. Geometrically, the Characterization 1 means the symmetry
of the graph with respect to the dotted diagonal. We can also consider the case m = 2 with
the n–tuples 2 3 3 and 2 3 4 4, where (5) remains valid, and the case n = 2 with the pair
2 2 and α2 = 1. Now, we are going to show that each of the foregoing n–tuples x1 · · · xn
generates a linear archimedian involutory semigroup in the following way. Let a0, a1, . . . , al
with l > k be the different elements of the n–tuple in the ordinary ordering. By means of
the definition a0 + aj = aj+1 for j = 0, . . . , l with al+1 = n, these elements form a cyclic
semigroup, and the replacement aj → {aj, aj+1, . . . , aj+1 − 1} for j = 0, . . . , l yields an
6 Lothar Berg
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inflation in the sense of Lemma 1 with 2 + j = xj for j = 2, . . . , n, since we have xaj = aj+1
for j = 0, . . . , l. Next, we replace the sums i + j = n − 1 in case of i ≥ j∗ with (2) by
i+ j = n. This replacement does not hit the associativity, since (n− 1) + k = n+ k = n for
all k = 2, . . . , n. Finally, we adjunct 1 as zero element to the semigroup, and we see that
both Characterizations 1 and 2 are satisfied, so that we have shown:
Theorem 1 Every n–tuple of the foregoing type determines a linear involutory semigroup.
The three main steps in the proof are in the case (VI):
+ |2 3 6 7 8 + |2... 3 4 5... 6 7 8 + |2... 3 4 5... 6 7 8 + |1... 2 3 4 5 6 7 8
2 |3 6 7 8 8 → 2 |3... 6 6 6... 7 8 8 → 2 |3... 6 6 6... 7 8 8 → 1 |1... 2 3 4 5 6 7 8· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
3 |6 7 8 8 8 3 |6... 7 7 7... 8 8 8 3 |6... 7 7 7... 8 8 8 2 |2... 3 6 6 6 7 8 8
6 |7 8 8 8 8 4 |6... 7 7 7... 8 8 8 4 |6... 7 7 8... 8 8 8 3 |3... 6 7 7 7 8 8 8
7 |8 8 8 8 8 5 |6... 7 7 7... 8 8 8 5 |6... 7 8 8... 8 8 8 4 |4... 6 7 7 8 8 8 8· · · · · · · · · · · · · · · · · · · · · · · · · · · ·
8 |8 8 8 8 8 6 |7... 8 8 8... 8 8 8 6 |7... 8 8 8... 8 8 8 5 |5... 6 7 8 8 8 8 8
7 |8... 8 8 8... 8 8 8 7 |8... 8 8 8... 8 8 8 6 |6... 7 8 8 8 8 8 8
8 |8... 8 8 8... 8 8 8 8 |8... 8 8 8... 8 8 8 7 |7... 8 8 8 8 8 8 8
8 |8... 8 8 8 8 8 8 8















32, (IV ) H
7
36,
(V ) H867, (V I) H
8
69, (V II) H
8
71, (V III) H
8
79
from [1], [4] and [9]. All these semigroups are archimedian ones, so that they can be repre-
sented as in [4] as homomorphic images of numerical semigroups. For example, the 10-tupel
2 4 4 7 7 7 9 9 10 10
generates a semigroup, which can be represented by the integers
0 7 8 14=15=16 17 18 21=22=23=24=25=26 27 28=29=30=31=32=33=34 35
with the ordinary addition, where 35 is equal to all greater integers. But the same 10 - tuple
appears also in the semigroup
0 7 9 14=16 17 18 21=23=24=25 26=27 28=30=31=32=33=34 35.
The last example shows that the definition of [4] for linear archimedian involutory semigroups
can be generalized by the following
Construction: Let N(q1, . . . , qk) with k ≥ 1 be the numerical semigroup with the natural
numbers q1, . . . , qk as minimal generators. After choosing a suitable natural number m, we
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obtain an involutory semigroup by the following identification: For two neighbouring numbers
a and a+l with l > 0 from N(ql, . . . , qk), we put a = a+l, if and only if m−a−1, . . . ,m−a−l
do not belong to N(q1, . . . , qk).
The paper [4] only deals with the case l = 1.
By Theorem 1, we have constructed αn linear archimedian involutory semigroups with (5)
for n ≥ 3 and m = [(n + 1)/2]. By means of the first generating rule from W. Peters [9],
which was verified by I. Jagnow in [7], we obtain from each linear involutory semigroup
of order n − 2 with nonnegative elements a linear nonarchimedian involutory semigroup of
order n with nonnegative elements. Hence, if βn denotes the number of linear involutory
semigroups of order n with nonnegative elements, obtained by Theorem 1 and the first rule
of Peters and Jagnow, we have the recursion formula
βn = αn + βn−2
and the initial values β2 = β3 = 1, so that (5) implies
β2n = 2
n−1, β2n+1 = 2
n − 1 (6)
for n ≥ 1.
3. Linear involutory semigroups with arbitrary elements
Now, we want to use Lemma 2 and choose as A the linear involutory semigroup F ′p from [1]
with the addition table
+ |1 2 · · · · · p− 2 p− 1 p q q + 1 q + 2 q + 3 · · · · · p+ q − 1 p+ q
1 |1 1 · · · · · 1 1 1 q q q · · · · · · · · q p+ q
2 |1 2 · · · · · 2 2 2 q q q p+ q − 1 p+ q
· | · · · · · · · · · · ·
· | · · · · · · · · · · ·
· | · · · · · · · · · · ·
· | · · · · · · · · · · ·
· | · · · · · · · · · · ·
· | · · · · · · · · · · ·
p− 2 |1 2 · · · · · p− 2 p− 2 p− 2 q q q · ·
p− 1 |1 2 · · · · · p− 2 p− 1 p− 1 q q q + 2 q + 3 · · · · · p+ q − 1 p+ q
p |1 2 · · · · · p− 2 p− 1 p q q + 1 q + 2 q + 3 · · · · · p+ q − 1 p+ q
q > p and i+ j = p+ q for i, j ≥ q, so that p is the zero element. Then we take an arbitrary
linear involutory semigroup S0 of order n ≥ 3 with nonnegative elements, cancel the zero
element, and take the arising semigroup as S in Lemma 2. Finally, we choose q = p+ n− 2,
denote the first n−3 elements of S by p+1, . . . , q−1, and identify the last but one element
of S with q, and the last element with p+ q. Then, again, this does not hit the associativity,
and both Characterizations 1 and 2 are satisfied, so that we have shown:
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Theorem 2 Every linear involutory semigroup S with nonnegative elements of order n ≥ 3
can be extended in the foregoing way to a sequence of linear involutory semigroups of order
n+ 2r with arbitrary natural r.
Examples are
H32 → H55 → H719 → Ȟ719 → · · ·
H43 → H69 → Ȟ69 → · · · , H44 → H610 → Ȟ610 → · · · ,
H56 → H722 → Ȟ722 → · · · , H57 → H723 → Ȟ723 → · · · , H56 → H724 → Ȟ724 → · · · .
Obviously, the semigroups of the first sequence, starting with H32 , are nothing else than the











24, and it is easy to see that, generally, the semigroups,
generated by means of Theorem 2 from a semigroup S with nonnegative elements, are exactly
the semigroups, arising from S by successive application of the second generating rule of
Peters and Jagnow.
Let γn be the number of semigroups of order n, obtained by the procedures of Section 2 and
Theorem 2, then for n ≥ 3
γn = βn + βn−2 + · · ·+ βn−2l
with n− 2l equal to 3 or 4, so that in view of (6)
γ2n = 2
n − 2, γ2n−1 = 2n − n− 1
for n ≥ 2.
To every linear involutory semigroup of order n it is possible, in view of Theorem 4 from [1],
to construct a new linear involutory semigroup of order n+1 with the property 1+ j = 1 for
j < n + 1. Since the foregoing semigroups do not have this property, we obtain, by means
of them and the just mentioned theorem, finally δn linear involutory semigroups with
δn = γn + δn−1
and δ2 = 1, so that we obtain (1). The first values of δn are
δ2 = 1, δ3 = 2, δ4 = 4, δ5 = 8, δ6 = 14, δ7 = 25, δ8 = 39.
The numbers δn up to n = 5 are precisely the numbers kn of all linear involutory semigroups
of order n. In view of k6 = 17, k7 = 36 and k8 = 79 it is to conjecture that, generally,
kn > 2
n−2 for n ≥ 6.
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The 3n+1 Collatz Problem and Functional Equations
Abstract. This paper reports on some functional equations, which arise in connection with
the famous 3n + 1 Collatz problem. In particular, it reports on two analytic versions of the
corresponding Collatz conjecture, which are contained in [1].
1 Preliminaries





n for n ≡ 0 mod 2 ,
1
2
(3n+ 1) for n ≡ 1 mod 2 ,
(1)
with n ∈ Z, and consider the iterates tm, defined recursively by
tm(n) = t(tm−1(n)), t0(n) = n (2)
for m ∈ N. Already as a student, about 1930, L. Collatz has stated the following conjecture,
cf. J. C. Lagarias [3] and U. Eckhardt [2]:
Conjecture 1. For every number n ∈ N there exists a number m(n) with the property
tm(n)(n) = 1 . (3)
A general proof of this Collatz conjecture is still open. After introducing the functions xm(n)
with the only values 0 and 1 by
tm(n) ≡ xm(n) mod 2 , (4)
the iterates tm can be represented explicitly in the following way, cf. J. C. Lagarias [3]:
Lothar Berg; Günter Meinardus12




(amνn+ bmν) for n ≡ ν mod 2m (5)






j · 3xj+1(ν)+···+xm−1(ν) (6)
and the initial values am0 = 1, bm0 = 0.
In what follows, we give a report on the main results of [1], but we also make some new
considerations. Concerning the corresponding predecessor sets, cf. G. Wirsching [4].
2 Generating functions























for all integers m,n ≥ 0, the first series converges for |z| < 1, the second for |w| < 2
3
, and
the third in the polydisk
{
(z, w)
∣∣|z| < 1, |w| < 2
3
}
. Hence, the three generating functions
are holomorphic in the just mentioned domains.















tm(ν) for ν = 1, 2, . . . , 2
m ,
−tm(ν − 2m+1) for ν = 2m + 1, . . . , 2m+1 − 1 .
(12)
It can be proved that Conjecture 1 is equivalent to





where qn(w) are polynomials with integer coefficients.
The functions (9) can also be represented as










Now, we introduce the notation
λ = e2πi/3 . (14)










g2n(w) = 2n+ wgn(w), g2n−1(w) = 2n− 1 + wg3n−1(w) , (16)
F (z3, w) =
z3
(1− z3)2





λνF (λνz2, w) . (17)
In view of the factor w at the right-hand side, the homogeneous equation
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corresponding to (17) cannot have a nontrivial solution, which is holomorphic in w in the
neighbourhood of w = 0, and for a fixed z ̸= 0. However, for w = 1 and H(z, 1) = h(z) we
get the functional equation






and this equation has the solution




for arbitrary constants h0 and h1.
It can be proved that Conjecture 1 is also equivalent to
Conjecture 3. Besides of (19), there exist no further solutions of (18), which are holomor-
phic for |z| < 1.
A first step to an analytic discussion of the functional equation (18) is given by the following
Theorem 3. Every entire solution of the functional equation (18) is constant.




The equation (18) yields for r > 1:
M(r6) ≤ M(r3) + 1
r
M(r2) ≤ 2M(r3) ,
since M(r) is non-decreasing, and the maximum is attained at the boundary |z| = r.
Hence, for every integer k ≥ 0, we obtain
M(r6) ≤ 2k+1M(r3·2−k) .
Now, let r > 21/3 and choose
k = 1 + [log(3 log r)] ,
where log denotes the logarithm of basis 2. Then






From this, we conclude
M(r6) ≤ 12M(2) log r
for all r > 21/3, or, equivalently,
M(r) ≤ 2M(2) log r
for all r > 4, and Cauchy’s estimation for the coefficients of the power series of the function
f at z = 0 yields the assertion. 
Next, we want to set up some further functional equations, which are closely connected with
(18). After replacing z3 by z and using Cauchy’s integral formula, equation (18) can also be





(w2 + (w + 1)z + z2)(w − z)
(w3 − z2)(w − z2)
h(w) dw , (20)
where we have to integrate over the circle |w| = r with |z| 23 < r < 1 in the positiv direction.
Replacing z in (18) by −z, we easily find that (18) is equivalent to the system of functional
equations
h(z) + h(−z) = 2h(z2) , (21)





with |z| < 1. Equation (21) has the general solution






with arbitrary constants cn, so far as the series converges for |z| < 1. Another form of the
general solution of (21) was given in [1], and there was also constructed the general solution
of (22).









for n ≡ 0 mod 3 ,
z8n−5
1− z12n−6
for n ≡ 1 mod 3 ,
0 for n ≡ 2 mod 3
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for n ≥ 1. In any case, it is a holomorphic function of z3 for |z| < 1.
The integral Φ(z) =
∫ z
o
h(w)dw of a solution of (22) satisfies the functional equation with
constant coefficients











= φ(2t) + φ(2t+ 1) + φ(2t+ 2) , (24)
where we have to look for a solution φ(t) with period 3. In view of (14) and |z| < 1, equation
(24) must be solved for Im t > 0. But it also may be interesting to study it for real t.
4 The function fm(z)
Introducing the notation




















with polynomials rm(z) of degree 2
m+1 − 1 (in [1] we have written 1
4
rm instead of rm). The

























The representation of p2m(z) follows immediately from (5), (10), (11), (12) and (18). The
proof for the representation of r2m(z) was only scetched in [1], so that we give it here in
17Collatz Problem
detail. For this reason we introduce the notation p(z) ∼ q(z), if p(z) = q(z) + O(1 + z2m)
for z2











(am+1,ν − am+1,2m+ν)zν , (30)
and since r2m(z) is a polynomial of degree 2
m − 1, formula (30) must be an equality. On
the other side, we find from (4) and (5) that xj(2
m + ν) = xj(ν) for 0 ≤ j < m, and
tm(2
m + ν) = amν + tm(ν) with amν ≡ 1 mod 2 in view of (6). Hence, (4) and (6) imply





where x denotes the complement value of x, i. e. x = 1 for x = 0, and x = 0 for x = 1. But
for these two values we have
3x = 2− (−1)x, 3x = 2 + (−1)x ,
so that
am+1,ν − am+1,2m+ν = −2(−1)xm(ν)amν ,
and also the second equation of (29) is proved.






and compare the Laurent-series of both sides of (25) for |z| < 1 and |z| > 1, respectively,
the formulas (10), (11), (12) and (27) imply the representations
emν = tm+1(ν)− tm(ν)− 14 for ν = 0, . . . , 2
m − 1 ,
em,2m+1−ν = tm(−ν)− tm+1(−ν) + 14 for ν = 1, . . . , 2
m .
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Congruences on closed subsets of P̃k and of Pk,L






k := {fn|fn : Enk → Ek} and
Pk := (Pk; ζ, τ,△,∇, ∗), where ζ, τ, △, ∇, ∗ denote the Mal’cev operations on Pk (see [6]
or [7]). If the arity n of fn can be seen from the context, we omit the upper index.
Here we consider the algebras
P (i) := (P (i),Ωi)
as a generalization of Pk with i ∈ {0, 1, 2},






k := {fn|fn : Enk → Ek ∪ {∞}},






k,L := {fn|fn : Enk → EL}
for L > k and Ωi := {ζ, τ,△,∇, ∗i}.
The operations ζ, τ, △, ∇, ∗i are defined as follow
(ζfn)(x1, . . . , xn) := f(x2, x3, . . . , xn, x1),
(τfn)(x1, . . . , xn) := f(x2, x1, x3, . . . , xn),
(△fn)(x1, . . . , xn−1) := f(x1, x1, x2, . . . , xn−1),
(∇fn)(x1, . . . , xn+1) := f(x2, . . . , xn+1) for n ≥ 2,
ζfn = τfn = △fn = ∇fn = f for n = 1 (f ∈ P (i)),
(fn ∗ gm)(x1, . . . , xn+m−1) := f (g(x1, . . . , xm), xm+1, . . . , xm+n−1) (f ∈ P (i), g ∈ Pk).
(fn ∗0 gm) (x1, . . . , xm+n−1) :=

f (g(x1, . . . , xm), xm+1, . . . , xm+n−1)
for g(x1, . . . , xm) ∈ Ek ,
∞ else ,
(f, g ∈ P̃k),
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fn ∗1 gm :=

f ∗ g for g ∈ Pk ,
f else ,
and
fn ∗2 gm :=

f ∗ g for g ∈ Pk ,
not defined else
(f, g ∈ Pk,L).
In [4] and [5] was proved that the algebras P (i) (i ∈ {1, 2, 3}) have similar properties. For
instance, the number of the maximal classes of P̃k and Pk,L is equal and a description
of the maximal classes of P̃k (see [3]) gives also a description of the maximal classes of
Pk,L and conversely. We show now that there exist substantial distinctions concerning the
congruences.
Regarding our terminology we mainly follow [4] and [7]. Only the main notations for this
paper are introduced below.
Im f denotes the range of f ∈ P (i).
The functions eni ∈ P nk (1 ≤ i ≤ n) defined by eni (x1, . . . , xn) = xi are called projections.
For any a ∈ EL ∪ {∞} the symbol cna denotes the mapping Enk → {a}, n = 1, 2, . . . .
Let be α1 := α and αj+1f := α(αjf) for every α ∈ {ζ, τ,△,∇}, j ∈ N and f ∈ P (i).
A congruence κ on P (i) is an equivalence relation on P (i) which is compatible with the
operations in Ωi, that is
∀f, g, s, t ∈ P (i) : (f, g) ∈ κ ∧ (s, t) ∈ κ =⇒
(f ∗i s, g ∗i t) ∈ κ ∧ (∀α ∈ {ζ, τ,△,∇} : (αf, αg) ∈ κ) .
(1)
The compatibility property (1) is an obvious condition for introducing an algebraic structure
which is inherited from the algebra P (i).
We also write f ∼ g (κ) for (f, g) ∈ κ.
It is well–known that each algebra A has two trivial congruences:
Congruences on closed subsets ...                                                                                                               21
κ0 := {(f, f)|f ∈ A} and κ1 := A × A.
A.I. Mal’cev showed in [6] that the algebra Pk moreover has only the congruence
κa := {(f, g) ∈ P 2k | af = ag} (af denote the arity of f).
Beside he proved the following theorem:
Theorem 1 [6]. The algebra P (0) has exactly 4 concgruences:
κ0, κ1, κa :=
{





(f, g) ∈ P̃k × P̃k | f = g ∨ (∃n,m ∈ N : {f, g} = {cn∞, cm∞}
}
. 
A generalization of this theorem can be found in [1] and [2].
Obviously, every congruence on P̃k is isomorphic to a certain congruence on P (1) for L = k+1
and a congruence on P (2) is also a congruence on P (1) but not conversely. In particular,
κk := {(f, g) ∈ Pk,k+1 × Pk,k+1 | f = g ∨ (∃n,m ∈ N : {f, g} = {cnk , cmk })} is a congruence on
P (1) and P (2) for L = k + 1 and κa := {(f, g) ∈ Pk,L × Pk,L | af = ag} is obviously also a
congruence on P (2) but not on P (1).
We need some notations for the discription of all congruences on P (i) with i ∈ {1, 2}.




A ⊆ EL\Ek, A ≠ ∅
t = 1, 2, . . . , |A|
{






With EZ we denote the set of all equivalence relations on sets A ∈ Z. Then for each ε ∈ EZ
the relation
κ(ε) := {(f, g) ∈ Pk,L × Pk,L | f = g ∨ (∃(A,B) ∈ ε : Im f ⊆ A ∧ Im g ⊆ B}
is a congruence on P (i), i ∈ {1, 2}.
Let R be the set
{ϱ | ∃ r ∃Aij ⊆ EL : ϱ = ∪ri=1A1i × A2i ∧ (∀i ≠ j : A1i ∩ A1j = ∅ ∧ A2i ∩ A2j = ∅)}
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and
R(i) := {M ⊆ R | < M >◦,σ= M ∧ (∪ϱ∈Mϱ) ∩X(i) = ∅} ,
where i ∈ {1, 2}, ◦ denotes the relational product, σ is defined for binary relations ϱ as
follows: σρ := {(b, a) | (a, b) ∈ ϱ}, and
Xi :=

{(a, b) ∈ EL × EL | a ≠ b ∧ (a ∈ Ek ∨ b ∈ Ek} for i = 1,
{(a, b) ∈ Ek × Ek | a ≠ b} for i = 2.
It is not hard to verify that for each M ∈ R(i) (i ∈ {1, 2}) the relation
ω(M) := {(f, g) | af = ag ∧ (f = g ∨ (∃ϱ ∈ M : ∀x ∈ Eafk : (f(x), g(x))) ∈ ϱ}
is a congruence on P (i).
With the help of the relations of the type κ(ε) and ω(M) now we can describe all congruences
on P (1) and P (2).
Theorem 2. The algebra P (i), i ∈ {1, 2}, has only congruences of the type
κ0, κ1,
κ(ε) (ε ∈ EZ) ,
ω(M) (M ∈ R(i)),
κ(ε′) ∪ ω(M′) (κ(ε′) ∪ ω(M′) is an equivalence
relation and ε′ ∈ EZ,M′ ∈ R(i)) ,
and κa (only for i = 2).
It is easy to see that this theorem is a deduction of the following two lemmas.
Lemma 1. Let κ be a congruence on P (γ) ∈ {P (1), P (2)}, (fn, gn) ∈ κ and
T (f, g) := {(α, β) ∈ E2L | ∃a ∈ Enk : α = f(a) ∧ β = g(a)}. Then the following implications
hold:
(a) ∀m ∈ N s, t ∈ Pk,L :
(∀a ∈ Emk : (s(a), t(a)) ∈ T (f, g) =⇒ (s, t) ∈ κ.
(b) T (f, g) /∈ R(γ) =⇒
(∃u, v : (u, v) ∈ κ ∧ T (f, g) ⊆ T (u, v) ∧ T (u, v) ∈ R(γ)).
(c) (γ = 1 ∧ (∃(a, b) ∈ T (f, g) : {a, b} ∩ Ek ≠ ∅ ∧ a ̸= b))
=⇒ κa ⊆ κ.
(d) (γ = 2 ∧ (∃(a, b) ∈ T (f, g) : {a, b} ⊆ Ek ∧ a ≠ b))
=⇒ κa ⊆ κ.
Proof: If T (f, g) = {(α1, β1), . . . , (αt, βt)} there exist a1, . . . , at ∈ Enk with ai = (a1i, . . . , ain)
and (f(ai), g(ai)) = (αi, βi), i = 1, 2, . . . , t. Let be s, t ∈ Pk,L with (s(a), g(a)) ∈ T (f, g) for
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every a ∈ Emk . Defining functions hj ∈ Pmk by
hj(x) = aij iff (s(x), t(x)) = (αi, βi)
(i = 1, 2, . . . , t; j = 1, 2, . . . n)
we obtain (s, t) = (f(h1, . . . , hn), g(h1, . . . , hn)) ∈ κ.
(b): It is sufficient to show that the following implication holds:
{(a, c), (a, d), (b, c)} = T (f, g) =⇒ ∃ u, v : (u, v) ∈ κ ∧ T (u, v) = T (f, g) ∪ {(b, c)} .
Let be u, v ∈ Pk,L with Im u = {a, b}, Im v = {c, d}, u(a1) = u(a2) = a, u(a3) =
u(a4) = b and v(a1) = v(a3) = c, v(a2) = g(a4) = d for certain a1, . . . , a4 ∈ Enk . If
{(a, c), (a, d), (b, c)} = T (f, g) and (f, g) ∈ κ by (a) we get (u, cnc ), (cna , cnc ), (cna , v) ∈ κ. Thus
(u, v) ∈ κ.
(c), (d): Let be f(a) = a ̸= b = f(b). Then (c1a, c1b) ∈ κ. If γ = 1, a ∈ Ek and without loss of
generality b /∈ Ek we have:
e11 ∗1 ca = ca ∼ e11 ∗1 cb = e11 (κ) and ca ∗1 tm = cma ∼ e11 ∗1 tm = tm (κ)
for every tm ∈ Pk,L. Hence κa ⊆ κ.
In case γ = 2 and {a, b} ⊆ Ek we obtain tm1 = h ∗2 ca ∼ h ∗2 cb = tm2 , where
h(x1, . . . , xm+1) :=
 t1(x2, . . . , xm+1) for x1 = a,t2(x2, . . . , xm+1) else
and t1, t2 denote any functions, which belong to Pk,L. Therefore, (d) holds. 
Lemma 2. Let κ be a congruence on P (γ) ∈ {P (1), P (2)}, (fn, gm) ∈ κ and n ̸= m. Then
(a) ∀a ∈ Im f ∀ p, q : (cpa, cqa) ∈ κ
(b) Im f ∩ Ek ̸= ∅ =⇒ κ = κ1
(c) f = cna =⇒ ((∀u, v : Im u ⊆ Im g ∧ Im v ⊆ Im g) =⇒ (u, v) ∈ κ)
(d) (f /∈ [{cα |α ∈ Ek}] ∧ n > m) =⇒
(∃a ∃g1 : a ∈ Im f ∧ (cna , gn1 ) ∈ κ ∧ Im g1 = Im g)
(e) ∀u, v : Im u ⊆ Im f ∧ Im v ⊆ Im g =⇒ (u, v) ∈ κ.
Proof: Obviously, we have (cna , c
m
b ) ∈ κ for certain b ∈ Im g, if a ∈ Im f and (fn, gm) ∈ κ.
Consequently, (∆r−1cr−1a ,∆
r−1cnb ) ∈ {(c1a, c1b), (c2a, c1b)} ∩ κ for r := max{m,n}. By this we
get {(c1a, c1b), (c2a, c2b), (c1a, c2b), (c1b , c2a), (c1a, c2a), (c2a, c3a), . . . } ⊆ κ, that is (a) holds.
(b): By (a) we get ((Pk × Pk)\κa) ∩ κ ̸= ∅. Since Pk has only the congruences κ0, κa and κ1
and since certain h, h1, . . . h2q with h ∈ Pk,L, {h1, . . . , h2q} ⊆ Pk and t1 = h(h1, . . . , hq), t2 =
h(hq+1, . . . , h2q) exist for every t1, t2 ∈ Pk,L, κ = κ1 follows from this.
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(c) is easy to show by the help of (a).
(d): By using of the operations ζ, τ we obtain from (f, g) ∈ κ that there exist functions
un, vm with the properties Im f = Im u, Im g = Im v, (u, v) ∈ κ and the (n − m)−th
variable of u is not fictitious. Then
∆(ζm+1(un ∗ e22) ∗ c10)) =: f1 ∼ ∆(ζm+1(vm ∗ e22) ∗ c10)) = v (κ)
and f1 has one fictitious variable more than f . Iterations of this construction yield (d).
(e) follows immediately from (c) and (d) and the symmetry and transitivity of κ. 
Examples:
Let k = 2 and L = 3. Then
1. P (1) has only 3 congruences:
κ0, κ1 and κ2 = κ({({2}, {2})}).
2. P (2) has exactly 20 congruences:
κ0, κa, κ1, κ2 and ω(M), where
M ∈ { < {a, 2} >◦,σ, < {(a, 2), (a, a)} >,
{(a, a), (a, 2), (2, a), (2, 2)},
{(a, a), (a, 2), (2, a), (2, 2), (a, a)},
< {(a, 2), (2, a)} >,< {(a, 2), (2, a), (a, a)} >,
< {{(a, 2), (2, a), (a, a)}, {(a, 2), (a, a)}} >,
< {{(a, 2), (2, a), }{(a, 2), (a, a)}} > | a ∈ {0, 1}}.
The Hasse diagram of the congruences is given in figure 1.
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Die maximalen Klassen von ∩a∈QPolk{a} für Q ⊆ Ek
(Ein Kriterium für endliche semi–primale Algebren
mit nur trivialen Unteralgebren)






von Pk für beliebiges Q mit ∅ ̸= Q ⊆ Ek, k ≥ 2, angegeben werden. Mit Hilfe dieser Klassen
läßt sich dann leicht ein Vollständigkeitskriterium für TQ formulieren, aus dem sich wiederum
als leichte Folgerung eine notwendige und hinreichende Bedingung für endliche semi-primale
Algebren mit nur trivialen Unteralgebren ergibt.
Ermittelt wurden die maximalen Klasssen von TQ durch Anwendung der von I. G. Rosenberg
in [13] entwickelten Methode zur Bestimmung der maximalen Klassen von Pk, wobei eine
Reihe von Beweisdetails aus dieser Arbeit übernommen werden konnte.
Zwei Tage nach Fertigstellung der vorliegenden Arbeit stellte sich heraus, daß von Á. Szendrei
analoge Ergebnisse erzielt und in [16] bereits publiziert worden waren. Da sich die Beweise
zu den Sätzen jedoch in vielen Details unterscheiden, soll hier die Variante der Verfasserin
trotzdem vorgestellt werden. Insbesondere soll gezeigt werden, daß für |Q| ≥ 2 sämtliche ma-
ximalen Klassen von TQ als Durchschnitte von TQ mit gewissen maximalen Klassen von Pk
oder Polk{a} (a ∈ Q) dargestellt werden können. Vermutlich gilt Ähnliches für die maxima-
len Klassen von TQ′ :=
⋂
ϱ∈Q′ Polkϱ mit gewissen Q
′ ⊆ P(Ek) und |Q′| ≥ 2. In Vorbereitung
auf solche weiterführenden Untersuchungen wurden deshalb in [7] die maximalen Klassen
von PolkEl für 2 ≤ l ≤ k − 1 bestimmt und in [8] der Fall k = 3 für beliebiges Q′ ⊆ P(E3)
vollständig behandelt.
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1 Grundbegriffe und Bezeichnungen
Wir verwenden bis auf geringfügige Änderungen die in [10] und [6] angegebenen und erläuter-
ten Begriffe und Bezeichnungen. Insbesondere seien





Ek := {0, 1, ..., k − 1} (k ≥ 2),
Pk := PEk ,





Als Operationen über Pk seien das Umordnen von Variablen, das Identifizieren von Variablen,
das Hinzufügen von fiktiven Variablen und das Einsetzen von Funktionen in Funktionen zu-
gelassen. Bekanntlich lassen sich diese Operationen auch mit Hilfe der sogenannten Mal’cev-
Operationen ζ, τ , ∆, ∇, ⋆ (siehe [10]) beschreiben. Die Menge der aus Funktionen einer
Menge M (⊆ Pk) in endlich vielen Schritten konstruierbaren Funktionen - Superpositio-
nen über M genannt - wird mit [M ] bezeichnet. Ist M = [M ], so heißt M abgeschlossene
Menge (Klasse) oder kurz Klasse von Pk. Eine Teilklasse von Pk, die sämtliche Projektio-
nen eni : e
n
i (x1, ..., xn) := xi (n ∈ N, 1 ≤ i ≤ n) enthält, nennt man Klon von Pk. Eine echte
Teilklasse M von M ′ wird eine maximale Klasse von M ′ genannt, wenn keine Klasse M ′′
von Pk mit M ⊂ M ′′ ⊂ M ′ existiert. Für beliebige Teilklassen M von Pk sei ferner
V ↑k (A) := {B | A ⊆ B = [B] ⊆ Pk}.
Die h-ären Relationen ϱ aus Rhk werden von uns je nach Bedarf sowohl in der Form ϱ =






angegeben und benutzt. An die Matrizendarstellung der Relation ϱ wird auch gedacht, wenn
nachfolgend von Zeilen und Spalten der Relation ϱ die Rede ist. Zwecks Kennzeichnung der
Stelligkeit h von ϱ schreiben wir anstelle von ϱ auch ϱh.
Bezeichne ε eine Äquivalenzrelation auf Eh, die auf Eh die Zerlegung ε1∪ε2∪ ...∪εr bewirkt.
Die Relation
δhε1,...,εr := {(a0, ..., ah−1) ∈ E
h
k | (i, j) ∈ ε =⇒ ai = aj}
heißt diagonale Relation. Die leere Menge sei per definitionem eine diagonale Relation. Dk





Wir vereinbaren, falls die Stelligkeit einer diagonalen Relation durch einen Index angegeben
ist, auf die Angabe der einelementigen Äquivalenzklassen zu verzichten. Weiter sei
ιhk := {(a0, ..., ah−1) ∈ Ehk | ∃i, j ∈ Eh : i ̸= j ∧ ai = aj}.
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Die Menge aller Funktionen aus Pk, die die Relation ϱ bewahren, bezeichnen wir wie üblich
mit Polkϱ bzw. kurz mit Polϱ. InvkM , wobei M ⊆ Pk, bezeichne die Menge aller Invari-
anten von M , d.h. die Menge all der Relationen aus Rk, die von sämtlichen Funktionen aus
M bewahrt werden.
Als Operationen über Relationen verwenden wir die zweistelligen Operationen ◦ (Relatio-
nenprodukt, Faltung), × (kartesisches Produkt), ∩ (Durchschnitt) und die einstelligen Ope-
rationen ζ, τ , ∆ und prα1,...,αt mit {α1, ..., αt} ⊆ Eh, die definiert sind durch
ζϱ := {(a1, a2, ..., ah−1, a0) | (a0, a1, ..., ah−1) ∈ ϱ},
τϱ := {(a1, a0, a2, ..., ah−1) | (a0, a1, ..., ah−1) ∈ ϱ},
∆ϱ := {(a1, ..., ah−1) | (a1, a1, a2, ..., ah−1) ∈ ϱ}
für h ≥ 2 und
prα1,...,αtϱ := {(aα1 , ..., aαt) | ∃aj (j ∈ Eh\{α1, ..., αt}) : (a0, ..., ah−1) ∈ ϱ},
wobei ϱ ∈ Rhk .
Nähere Ausführungen zu diesen Operationen entnehme man [10].
Wir sagen, eine Relation ϱ′ ist aus der Relation ϱ mit Hilfe von InvkTQ ableitbar (oder
kurz ϱ′ ist ϱ-ableitbar), wenn man sie unter Verwendung der oben definierten Relationen-
operationen aus Relationen der Menge {ϱ}∪ InvkTQ erhalten kann. Wir schreiben in diesem
Fall auch
{ϱ} ∪ InvkTQ ⊢ ϱ′
oder kurz
ϱ ⊢ ϱ′.
Das nachfolgende Lemma faßt einige bekannte bzw. leicht zu überprüfende Aussagen zusam-
men, die Grundlagen späterer Beweise bilden.
LEMMA 1.1.
Es gilt:
(a) ∀ϱ, ϱ′ ∈ Rk : (Polϱ ⊆ TQ ∧ ({ϱ} ∪ InvkTQ ⊢ ϱ′) =⇒ Polϱ ⊆ TQ ∩ Polϱ′);
(b) InvkPk = Dk ([13], [10]);
(c) Für jede Relation ϱ aus InvkTQ existieren gewisse Relationen ϱ1, ..., ϱr aus {{a} | a ∈
Q} ∪Dk und ϱ′ ∈ Dk mit ϱ = (ϱ1 × ϱ2 × ...× ϱr) ∩ ϱ′. 
Nachfolgend werden einige Relationenmengen definiert, die wir zur Beschreibung der maxi-
malen Klassen von TQ (Q ⊆ Ek) benötigen:
Mk := {ϱ ∈ R2k | ϱ ist Halbordnungsrelation auf Ek mit genau einem kleinsten und




{ϱ ∈ Mk | a ist größtes oder kleinstes Element von Ek bez. ϱ },
falls Q = {a},
{ϱ ∈ Mk | a ist größtes (kleinstes) und b ist kleinstes (größtes) Ele-
ment von Ek bez. ϱ }, falls Q = {a} und a ̸= b,
∅ sonst;
Uk := {ϱ ∈ R2k | ϱ ist nichttriviale Äquivalenzrelation auf Ek };
Uk;Q :=

{ϱ ∈ Uk | ∀x ∈ Ek ∀q ∈ Q : (x, q) ∈ ϱ =⇒ x = q},
falls |Q| ≤ k − 2,
∅ sonst;
Sk := { {(x, s(x)) | x ∈ Ek} | s ist eine Permutation auf Ek ohne Fixpunkte, und alle
Zyklen von s haben ein und dieselbe Primzahllänge };
Sk;Q :=

{ϱ ∈ Sk|∀x, y ∈ Ek : (x, y) ∈ ϱ ∧ x ∈ Q =⇒ y ∈ Q},
falls |Q| = s · p, k = t · p, p prim,
∅ sonst;
Pk,Q := { {(x, s(x)) | x ∈ Ek} | s ist eine Permutation auf Ek mit genau einem Fixpunkt
(∈ Q), alle echten Zyklen von s haben ein und dieselbe
Primzahllänge und s bewahrt Q };
Lk :=

{ {(a, b, c, d) ∈ E4k | a+G b = c+G d} | (Ek; +G) ist elementar abelsche p-Gruppe },




{ {(a, b, c) ∈ E3k | a+G b = c} | (Ek; +G) ist elementar abelsche 2-Gruppe
mit dem neutralen Element q },
falls k = 2m, m ≥ 1 und Q = {q},
∅ sonst.
Eine h-äre Relation ϱ heißt zentral, wenn sie total symmetrisch, d.h., für jede Permutation
s auf Eh gilt
(a0, .., ah−1) ∈ ϱ =⇒ (as(0), ..., as(h−1)) ∈ ϱ,
total reflexiv, d.h.
ιhk ⊆ ϱ ,
und von Ehk verschieden ist und mindestens ein sogenanntes zentrales Element c ∈ Ek mit
{c} × Ehk ⊆ ϱ
besitzt.
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Ck;Q := (C1k\{{q} | q ∈ Q}) ∪
k−1⋃
h=2
{ϱ ∈ Chk | ∀q ∈ Q : q ist zentrales Element von ϱ}




{ (ϱ\ι2k)∪ {(q, q)} | ϱ ∈ C2k;Q ∪ {E2k}}, falls Q = {q},
{ϱ ⊆ E2k | ∃q ∈ Q : {(x, q), (q, x) | x ∈ Ek} ⊆ ϱ ∧ τρ
= ρ ∧ ϱ ∩ ι2k = {(q, q)} ∧ ϱ ∩ ((Q\{q})×
(Ek\{q})) = ∅} , falls 2 ≤ |Q|.
Offenbar gilt Nk;Q ⊆
⋃
a∈Q Nk;{a}.
Die Elemente c ∈ Q mit {(x, c), (c, x) | x ∈ Ek\{c}} ⊆ ϱ (∈ Nk;Q) nennen wir zentrale
Elemente von ϱ.
Bk bezeichne die Menge aller homomorphen Urbilder von h-adisch elementaren Relationen,
3 ≤ h ≤ k ([13]). Für das Verständnis der nachfolgenden Beweise genügt es zu wissen, daß die
Relationen aus Bk total reflexiv und total symmetrisch sind, aber keine zentralen Elemente
besitzen.
Betrachtet man anstelle von Ek eine beliebige andere endliche Menge A, so lassen sich über
A (indem man in obigen Definitionen Ek durch A ersetzt) die Relationenmengen MA, MA;Q,
UA, UA;Q, SA, SA;Q, PA;Q, LA, LA;Q, CA, CA;Q, NA;Q und BA für Q ⊆ A definieren.
Als bekannt setzen wir den folgenden Satz voraus:
SATZ 1.2. ([13]) Sei Rmax(Pk) := Sk ∪Mk ∪ Uk ∪ Lk ∪ Ck ∪ Bk. Dann gilt
(a) {Polkϱ | ϱ ∈ Rmax(Pk)} ist die Menge aller maximalen Klassen von Pk.
(b) ∀M ⊆ Pk : ([M ] = Pk ⇐⇒ ∀ϱ ∈ Rmax(Pk) : M ̸⊆ Polϱ). 
Im folgenden nicht weiter erläuterte Begriffe und Bezeichnungen entnehme man [10] oder
[6].
2 Resultate
Unser Ziel ist der Beweis des folgenden Satzes.
SATZ 2.1.
Sei Rmax(TQ) := Mk;Q ∪ Uk;Q ∪ Sk;Q ∪ Lk;Q ∪ Ck;Q ∪Nk;Q ∪ Pk;Q. Dann ist
{TQ ∩ Polkϱ | ϱ ∈ Rmax(TQ)}
die Menge aller maximalen Klassen von TQ für ∅ ̸= Q ⊆ Ek.
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Eine unmittelbare Folgerung aus diesem Satz und der Tatsache, daß TQ endlich erzeugbar
ist (siehe 3.1), ist dann der
SATZ 2.2. (Vollständigkeitskriterium für TQ)
Für eine beliebige Teilmenge M von TQ gilt:
[M ] = TQ ⇐⇒ ∀ϱ ∈ Rmax(TQ) : M ̸⊆ TQ ∩ Polkϱ. 
Ein Spezialfall dieses Satzes ist der
SATZ 2.3. (Vollständigkeitskriterium für die Klasse aller idempotenten Funktio-
nen aus Pk)
Für eine beliebige Teilmenge M vonTEk ( =
⋃
n≥1{fn ∈ Pk | f(x, ..., x) = x}) mit k ≥ 3
gilt :
[M ] = TEk ⇐⇒ ∀ϱ ∈ C1k;Ek ∪ Sk;Ek ∪ Pk;Ek ∪Nk;Ek : M ̸⊆ TEk ∩ Polkϱ. 
Der Satz 2.1 läßt sich auch in der Sprache der Allgemeinen Algebra formulieren:
Bekanntlich nennt man eine endliche Algebra (A;F ) (F ⊆ PA) semi-primal, wenn [F ] =
PolAInv
1
AF ist (vgl. [2], [1] oder [10], S. 143). Bezeichnet Sub(A) die Menge aller Unteral-
gebren von A, so ist Inv1AF die Menge aller Trägermengen von Algebren aus Sub(A). Falls
Sub(A)\{A} nur aus einelementigen Algebren besteht und Q := {a | ({a};F ) ∈ Sub(A)}
ist, so definiert jede von F bewahrte Relation ϱ aus PA;Q ∪ Sk;Q einen nichttrivialen Auto-
morphismus s (s(a) = b :⇐⇒ (a, b) ∈ ϱ) der Algebra A und die Relationen aus Uk;Q sind
spezielle nichttriviale Kongruenzen von A. Eine Folgerung aus Satz 2.1 ist dann der
SATZ 2.4.
Bezeichne A = (A;F ) eine endliche Algebra mit der Eigenschaft, daß (SubA)\{A} nur aus
einelementigen Algebren besteht. Folgende Bedingungen sind dann äquivalent:
(a) (A;F ) ist semi-primal mit {a ∈ A | ({a};F ) ∈ SubA} = Q;
(b) A hat keine echten Automorphismen, ist einfach (d.h., A besitzt nur triviale Kongru-
enzen) und die direkten Produkte Ah von A für h = 2, 3, ..., |A| − 1 besitzen keine
Unteralgebren mit Trägermengen aus der Menge MA;Q ∪ LA;Q ∪NA;Q ∪ CA;Q. 
3 Einige Hilfsaussagen
LEMMA 3.1.
Für alle Q mit ∅ ̸= Q ⊆ Ek ist die Menge TQ aus gewissen Funktionen aus T 3Q erzeugbar.
Beweis: Für k = 2 gilt die Behauptung nach [9] (vgl. [5]). Sei nachfolgend k ≥ 3. Dann
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gehören die weiter unten definierten Funktionen ∨, ·, w, ra;b, falls {a, b} ⊂ Ek, qa,b;c, falls
a ̸= b oder {a, b} ̸⊆ Q und {a, b, c} ⊆ Ek, zu TQ:
x ∨ y := max(x, y), x · y := min(x, y) bez. der totalen Ordnung 0 < 1 < 2 < . . . < k − 1;
w(x, y) :=





b für x = a,
0 sonst;
ra;b(x, y, z) := x ∨ ja;b(y) · z;
qa,b;c(x, y, z) := x ∨ ja;c(y) · jb;c(z).
Wir wollen zeigen, daß die oben angegebenen Funktionen aus TQ ein Erzeugendensystem für
TQ bilden.
Eine Superposition über w ist die Funktion wn := w ⋆ w ⋆ ... ⋆ w︸ ︷︷ ︸
n− 1 mal
mit
wn(x1, ..., xn) =
 x für x1 = x2 = ... = xn = x ∈ Q ,0 sonst
(n ≥ 1). Bezeichne nun fn eine beliebige Funktion aus TQ, die von wn verschieden ist. Dann
läßt sich f wie folgt darstellen:
f(x1, ..., xn) = wn(x1, ..., xn) ∨
∨
a = (a1, ..., an)
∈ Enk \{(q, q, ..., q) | q ∈ Q}
f(a) ̸= 0
ja1;f(a)(x1) · ... · jan;f(a)(xn).
Offenbar ist f damit eine Superposition über der Menge
B := {wn} ∪ {x ∨ ja1;b(x1) · ... · jan;b(xn) | (a1, ..., an) ∈ Enk \{(q, q, ..., q) | q ∈ Q} ∧ b ∈ Ek}.
B\{wn} wiederum ist aus Funktionen des Typs ra;b und qa,b;c erzeugbar:
ra1,...,ai,ai+1;b(x, x1, ..., xi, xi+1, y) :=
ra1,...,ai;b(x, x1, ..., xi, rai+1;b(x, xi+1, y)) =
x ∨ ja1;b(x1) · ... · jan;b(xn) · y
(i = 1, ..., n),
ra1,...,an;b(x, x1, ..., xn, qai,aj ;b(x, xi, xj)) =
x ∨ ja1;b(x1) · ... · jan;b(xn).
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Also gilt [T 3] = T. 2
Eine Folgerung aus dem eben bewiesenen Lemma ist das
LEMMA 3.2.
Für jedes Q mit ∅ ̸= Q ⊆ Ek ist Verband der Teilklassen von TQ dual atomar und TQ besitzt
nur endlich viele maximale Klassen. 
Da man sich leicht überlegen kann, daß sämtliche maximalen Klassen von TQ Klone sind,
gilt außerdem nach bekannten Eigenschaften von Funktionenalgebren (vgl. [10]):
LEMMA 3.3.
Zu jeder maximale Klasse M von TQ findet man eine höchstens k
3-äre Relation ϱM mit
M = PolkϱM . 
LEMMA 3.4.
Sei ∅ ̸= Q ⊆ Ek. Dann gilt:
(a) ∀ϱ ∈ Mk ∪ Uk ∪ Sk ∪ Lk ∪ Bk ∪ (Ck\{{q} | q ∈ Q}) : TQ ̸⊆ Polkϱ;
(b) V ↑k (TQ) = {TQ′ | Q′ ⊆ Q} (T∅ := Pk);
(c) ∀ϱ ∈ ⋃a∈Q(Pk;{a} ∪Nk;{a}) : TQ ∩ Polkϱ ⊂ TQ.
Beweis: (a) und (c) prüft man leicht nach. (b) Es genügt, folgende Aussage für ∅ ̸= Q ⊆ Ek
und f ∈ Pk zu beweisen:
(a ∈ Q ∧ f(a, a, ..., a) ̸= a) =⇒ TQ\{a} ⊆ [TQ ∪ {f}].
Sei f(a, a, ..., a) ̸= a für ein gewisses a ∈ Q, Q ⊆ Ek und f ′(x) := f(x, x, ..., x). Zwecks
Nachweis von TQ\{a} ⊆ [TQ ∪ {f}] sei gm ∈ TQ\{a} beliebig gewählt. Zu TQ gehört dann die
Funktion hm+1g mit
hg(x1, .., xm+1) :=

x, falls x1 = ... = xm+1 = x ∈ Q,
u, falls x1 = ... = xm = u ∈ Q\{a} ∧ xm+1 = f ′(u),
g(x1, ..., xm) sonst.
Bildet man nun h(x1, ..., xm) := hg(x1, ..., xm, f
′(x1)), so sieht man, daß h = g und folglich
g ∈ [TQ ∪ {f}] ist. 
LEMMA 3.5.
Zu jeder Relation γ ∈ R := Mk ∪ Uk ∪ Sk ∪ Lk ∪ Bk ∪ (Ck\{{q} | q ∈ Q}) existiert eine aus
γ mit Hilfe von InvkTQ ableitbare Relation γ
′, die zu
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gehört.
Beweis: Es genügt,
γ ∈ R\(Mk;Q ∪ Uk;Q ∪ Sk;Q ∪ Ck;Q) (1)
zu betrachten. Außerdem sei γ h-är, wobei h ≥ 2 wegen (1).
Wir bilden zunächst die (h− 1)-äre Relation
γa := pr1,2,...,h−1(∆({a} × γ)) (2)
für a ∈ Q. Ist h = 2 (also γ ∈ (C2k\C2k;Q) ∪ (Mk\Mk;Q) ∪ (Uk\Uk;Q) ∪ (Sk\Sk;Q)), so haben
wir
γa = {x ∈ Ek | (a, x) ∈ γ}. (3)
Man prüft nun leicht nach, daß in diesem Fall wegen (1) die Relation γa für gewisses a ∈ Q
zu C1k;Q = {E ⊂ Ek | |E| ≥ 2 ∨ ∃b ∈ Ek\Q : E = {b}} gehört. Falls γ ∈ Mk\Mk;Q wähle
man dazu a als ein vom größten und vom kleinsten Element von Ek bez. γ verschiedenes
Element aus Q. Für γ ∈ Uk\Uk;Q sei a ∈ Q aus einer Äquivalenzklasse von γ mit mindestens
zwei Elementen. Gehört γ zu Sk\Sk;Q, so existiert ein a ∈ Q und ein b ∈ Ek\Q mit (a, b) ∈ γ,
womit γa = {b} ∈ C1k;Q. Falls γ ∈ C2k\C2k;Q, gibt es ein a ∈ Q, das kein zentrales Element von
γ ist. Folglich haben wir auch in diesem Fall γa ∈ C1k;Q.
Sei nun h ≥ 3 und γ ̸∈ Lk, d.h. γ ∈ Chk ∪ Bhk . Wählt man dann in (2) a ∈ Q als ein nicht-
zentrales Element von γ (falls γ ∈ Ck) bzw. beliebig aus Q, so erhält man durch (2) eine
(h−1)-äre reflexive, total symmetrische Relation mit den gleichen zentralen Elementen wie γ
und dem neuen zentralen Element a. Da a als nicht-zentrales Element der Relation ϱ gewählt
wurde, existieren gewisse d1, ..., dh−1 ∈ Ek mit (a, d1, ..., dh−1) ̸∈ γ und damit (d1, ..., dh−1) ̸∈
γa. Folglich ist γa ̸= Eh−1k und γa eine zentrale Relation. Wiederholte Anwendung dieser
Konstruktion liefert eine γ-ableitbare Relation aus Ck;Q.
Es bleibt noch γ ∈ Lk (k = pm, p prim, m ≥ 1) zu untersuchen. In diesem Fall existiert eine
elementar abelsche p-Gruppe (Ek; +) mit γ = {(x, y, u, v) ∈ E4k | x + y = u + v}. O.B.d.A.
können wir nach [12] annehmen, daß das neutrale Element o der p-Gruppe (Ek; +) zu Q
gehört. Für p ̸= 2 betrachten wir jetzt die γ-ableitbare Relation
γ′ := pr3,4(δ
5
{0,1,2} ∩ ({o} × γ)) = {(x, y) ∈ E2k | x+ y = o}.
Offenbar gehört γ′ zu Pk;{o}, da x+ x = o im Fall p ̸= 2 nur für x = o gilt.
Ist p = 2, so kann man aus {γ} ∪ InvkTQ die Relation
γ′′ := pr1,2,3(∆({o} × γ)) = {(x, y, z) ∈ E3k | x+ y = z}
ableiten, womit γ′′ ∈ Lk;{o} im Fall {o} = Q. Falls |Q| ≥ 2 gilt, gibt es ein a ∈ Q\{o} und
die γ-ableitbare Relation
γ′′′ := pr0,1((γ
′′ × {a}) ∩ δ4{2,3}) = {(x, a− x) | x ∈ Ek}
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gehört zu Sk. Außerdem haben wir entweder γ′′′ ∈ Sk;Q oder (wie oben gezeigt wurde) es ist
aus γ′′′ eine Relation aus C1k;Q ableitbar. 
LEMMA 3.6.
Sei |Q| ≥ 2 und γ ∈ ⋃a∈Q Pk;{a} ∪ Nk;{a}. Mit Hilfe von InvkTQ läßt sich dann aus γ eine
Relation aus Pk;Q ∪Nk;Q ∪ C1k;Q ableiten.
Beweis: Sei zunächst γ ∈ (⋃a∈Q Pk;{a})\Pk;Q. Dann gibt es (b, c) ∈ γ mit b ∈ Q und
c ∈ Ek\Q. Die γ-ableitbare Relation
γb := pr1(∆({b} × γ)) = {x ∈ Ek | (b, x) ∈ γ} (4)
gehört (wegen γb = {c}) zu Ck;Q.
Abschließend sei γ ∈ (⋃a∈Q Nk;{a})\Nk;Q, d.h., γ hat folgende Eigenschaften:
• ∃q ∈ Q : ι2k ∩ γ = {(q, q)} ∧ {(x, q), (q, x) | x ∈ Ek} ⊆ γ;
• γ ist symmetrisch und
• ∃b ∈ Q \ {q} ∃c ∈ Ek\{b, q} : (b, c) ∈ γ.
Bildet man nun die γ-ableitbare Relation γb (siehe (4)), so gilt {q, c} ⊆ γb und b ̸∈ γb, womit
γb zu C1k;Q gehört. 
LEMMA 3.7.
Sei ϱ ∈ Rtk, A = Polkϱ, A maximal in TQ und V
↑
k (A)\{A} = V
↑
k (TQ). Dann gilt |Q| = 1 und
es existiert ein
γ ∈ Pk;Q ∪Nk;Q
mit A ⊆ Polkγ.
Beweis: Wegen Lemma 3.4 folgt aus unseren Voraussetzungen über ϱ:
(I) Falls |Q| ≥ 2, so existiert keine Relation γ ∈ (Rmax(Pk)\{{q} | q ∈ Q})∪
⋃
a∈Q Rmax(T{a}),
die aus ϱ mit Hilfe von InvkTQ ableitbar ist (vgl. 1.2 und 2.1).
Speziell ergibt sich aus (I): t ≥ 2.
O.B.d.A. können wir außerdem folgende 3 Eigenschaften von ϱ annehmen:
(II) ϱ enthält keine doppelten Zeilen.
(III) Jede aus ϱ ableitbare (t− 1)-äre Relation gehört zu InvkTQ (siehe 1.1(c)).
(IV) Es existiert keine ϱ-ableitbare t-äre Relation ϱ′ mit der Eigenschaft Polkϱ
′ ⊂ TQ und
|ϱ′| < |ϱ|.
Die maximalen Klassen . . . 37
Aus den Annahmen (II) - (IV) ergeben sich einige weitere Eigenschaften von ϱ:
(V) ϱ besitzt keine konstanten Zeilen. (Angenommen, ϱ hat eine konstante Zeile aus dem
Element a. Wegen (I) ist a ∈ Q und es gilt ϱ = pr0,...,i−1ϱ × {a} × pri+1,...,t−1ϱ für
gewisses i ∈ Et. Mit Hilfe von (III) und 1.1(c) sieht man dann, daß ϱ eine Invariante
von TQ ist, was unseren Voraussetzungen über ϱ widerspricht.)
Eine unmittelbare Folgerung aus (V) und (III) ist:
(VI) ∀i ∈ Et : pr0,...,i−1,i+1,...,t−1ϱ = Et−1k .
Als Nächstes wollen wir uns
(VII) (t ≥ 3 ∨ |Q| = 1) =⇒ ϱ ∩ δt{0,1,...,t−1} ∈ {{(q, q, ..., q)} | q ∈ Q};
(t = 2) =⇒ ϱ ∩ δt{0,1} ∈ {∅, {(q, q)} | q ∈ Q}
überlegen. Nach (III) gilt
ϱ ∩ δt{0,1,...,t−1} ∈ {∅, {(q, q, ..., q)}, δt{0,1,...,t−1} | q ∈ Q}.
ϱ ∩ δt{0,1,...,t−1} = δt{0,1,...,t−1} entfällt, da A = Polkϱ ⊂ TQ und TQ höchstens eine Konstante
enthält.
Falls Q = {a} und ϱ∩ δt{0,1,...,t−1} = ∅, folgt aus pr0,...,t−2ϱ = E
t−1
k (siehe (VI)) die Beziehung
prt(({a} × ϱ) ∩ δt+1{0,...,t−1} ∈ C1k;{a}, im Widerspruch zu (I).
Im Fall t ≥ 3 ergibt sich aus ϱ ∩ δt{0,1,...,t−1} = ∅, daß prt−2,t−1(ϱ ∩ δt{0,...,t−2}) ̸∈ InvkTQ ist,
was (III) widerspricht. Also gilt (VII).
Bekanntlich (siehe [13], [10] oder [4]) ist aus ϱ für t = 2 die Relation
σi(ϱ) := {(a1, ..., ai) ∈ Eik | ∃u ∈ Ek : {(a1, u), ..., (ai, u)} ⊆ ϱ}
ableitbar und es gilt:
(VIII) (t = 2 ∧ ϱ ◦ (τϱ) = E2k) =⇒ ∀i ≥ 2 : σi(ϱ) = Eik.
Folgende drei Fälle sind für ϱ möglich:
Fall 1: t = 2.
Wir untersuchen die ϱ-ableitbare Relation ϱ ∩ (τϱ).
Fall 1.1: ϱ ∩ (τϱ) ∈ {∅, {(q, q)}} für ein gewisses q ∈ Q.
ϱ ist in diesem Fall antisymmetrisch. Bildet man ϱ ◦ (τϱ), so haben wir wegen (VI) ι2k ⊆
ϱ ◦ (τϱ).
Fall 1.1.1: ϱ ◦ (τϱ) = ι2k.
Wegen pr0ϱ = pr1ϱ = Ek (siehe (VI)) gilt |ϱ| ≥ k. Falls |ϱ| > k ist, existieren a, b, c ∈ Ek mit
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(a, c), (b, c) ∈ ϱ und a ̸= b, woraus sich (a, b) ∈ ϱ ◦ (τϱ) ergibt, was wegen ϱ ◦ (τϱ) = ι2k nicht
möglich sein kann. Also gilt |ϱ| = k, und ϱ ist von der Gestalt {(x, s(x)) | x ∈ Ek}, wobei
s eine von der Identität verschiedene Permutation auf Ek bezeichnet, die höchstens einen
Fixpunkt (nämlich q) besitzt. Angenommen, s hat echte Zyklen unterschiedlicher Länge. Sei
r (≥ 2) die Länge eines kleinsten solchen Zyklus. Dann gilt
pr0((ϱ ◦ ϱ ◦ ... ◦ ϱ︸ ︷︷ ︸
r mal
) ∩ ι2k) ∈ C1k;Q
im Widerspruch zu (I). Also haben alle echten Zyklen von s ein und dieselbe Länge l.
Angenommen, es ist l = p ·m, p prim und m ≥ 2. Dann hat ϱ ◦ ϱ ◦ ... ◦ ϱ︸ ︷︷ ︸
m mal
echte Zyklen der
Länge p, d.h., aus ϱ ist eine Relation aus Sk ∪ Pk;{q} ableitbar, was der Bedingung (I) für
|Q| ≥ 2 oder ϱ ∈ Sk widerspricht. Also ist im Fall 1.1.1 Q = {q} und A ⊆ Polkγ für ein
gewisses γ ∈ Pk;{q}.
Fall 1.1.2: ι2k ⊂ ϱ ◦ (τϱ) ⊂ E2k .
ϱ′ = ϱ ◦ (τϱ) ist in diesem Fall keine Invariante von TQ und Polkϱ′ ̸⊆ TQ, was wegen
V ↑k (A)\{A} = V
↑
k (TQ) nicht sein kann.
Fall 1.1.3: ϱ ◦ (τϱ) = E2k .
Nach (VIII) gilt dann σk(ϱ) = E
k
k . Folglich existiert ein u ∈ Ek mit (x, u) ∈ ϱ für alle x ∈ Ek.
Wegen ϱ ∩ ι2k ∈ {∅, {(q, q)}} (q ∈ Q) geht dies nur für ϱ ∩ ι2k = {(q, q)} und u = q.
Ist (τϱ)◦ϱ = E2k , so können wir analog wie eben für ϱ auch {(x, q) | x ∈ Ek} ⊆ τϱ nachweisen
und erhalten mit dem oben Gezeigten einen Widerspruch zur Antisymmetrie von ϱ. Also ist
ι2k ⊆ (τϱ)◦ϱ ⊂ E2k . Folglich läßt sich der Fall 1.1.3 auf die Fälle 1.1.1 und 1.1.2 zurückführen.
Fall 1.2: {(q, q)} ⊂ ϱ ∩ (τϱ) ⊂ ϱ.
Man prüft leicht nach, daß dieser Fall wegen der Voraussetzung (III) über ϱ auszuschließen
ist.
Fall 1.3: ϱ ∩ (τϱ) = ϱ.
ϱ ist in diesem Fall symmetrisch. Außerdem haben wir ι2k ⊆ ϱ ◦ ϱ. Wir unterscheiden 3 Fälle:
Fall 1.3.1: ϱ ◦ ϱ = ι2k.
Dann ist ϱ eine Permutation mit höchstens einem Fixpunkt q (falls ϱ ∩ ι2k = {(q, q)}), und
jeder echte Zyklus von ϱ hat wegen der Symmetrie von ϱ die Länge 2, d.h., ϱ ∈ Sk ∪ Pk;{q}.
Wie im Fall 1.1.1 erhalten wir folglich auch im Fall 1.3.1 entweder einen Widerspruch zu (I)
oder es ist |Q| = 1 und A ⊆ Polkγ für ein γ ∈ Pk;Q.
Fall 1.3.2: ι2k ⊂ ϱ ◦ ϱ ⊂ E2k .
Dieser Fall kann wie der Fall 1.1.2 ausgeschlossen werden.
Fall 1.3.3: ϱ ◦ ϱ = E2k .
Da ϱ ◦ ϱ = ϱ ◦ (τϱ) = E2k ist, gilt nach (VIII) σk(ϱ) = Ekk , d.h., es existiert ein u ∈ Ek mit
{(x, u) | x ∈ Ek} ⊆ ϱ. Folglich haben wir ϱ ∩ ι2k = {(q, q)} und u = q. Hieraus und aus
der Symmetrie von ϱ folgt, daß q zentrales Element von ϱ ist und damit ϱ zu Nk;{q} gehört.
Wegen (I) geht dies nur für |Q| = 1.
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Fall 1 ist somit vollständig abgehandelt.
Fall 2: t = 3.
Wegen pr0,1ϱ = E
2
k (nach (VI)), ϱ∩ δ3{0,1,2} = {(q, q, q)} für gewisses q ∈ Q (siehe (VII) ) und
(III) gilt ∆ϱ = Ek × {q}, d.h. (a, a, q) ∈ ϱ für alle a ∈ Ek. Analog überlegt man sich, daß
(a, q, a) und (q, a, a) für beliebiges a ∈ Ek zu ϱ gehören. Wir können außerdem annehmen,





s Permutation auf E3
{(as(0), as(1), as(2)) | (a0, a1, a2) ∈ ϱ}




 ⊆ ϱ′ ⊂ ϱ (a ̸= q)
auch keine Invariante von TQ, im Widerspruch zu (IV).
Als Nächstes beweisen wir die Aussage
(IX) ∀a, b ∈ Ek : {(a, b, c), (a, b, c′)} ⊆ ϱ =⇒ c = c′.
Angenommen, es existieren a, b, c, c′ mit {(a, b, c), (a, b, c′)} ⊆ ϱ und c ̸= c′. Für die ϱ-
ableitbare Relation
ϱ1 := pr0,2,5((ϱ× ϱ) ∩ δ6{0,3},{1,4}) = {(x, y, z) | ∃u ∈ Ek : {(x, u, y), (x, u, z)} ⊆ ϱ}
gilt dann Polkϱ1 ̸⊆ TQ wegen δ3{0,1,2} ⊆ ϱ1. Folglich ist ϱ1 eine diagonale Relation. Man prüft
leicht nach, daß auch (a, c, c′) ∈ ϱ1 und (d, q, q) ∈ ϱ1 für alle d ∈ Ek gilt. Also kann ϱ1 nur die
diagonale Relation E3k sein. Für unsere Relation ϱ bedeutet dies, daß zu beliebigen (x, y, z)
aus E3k stets ein u mit (x, u, y) ∈ ϱ und (x, u, z) ∈ ϱ existiert. Speziell für x = y = q und
z ̸= q erhalten wir hieraus und unter Berücksichtigung der totalen Symmetrie von ϱ, daß ein
r ̸= q mit (q, q, r) ∈ ϱ existiert. Oben wurde aber ∆ϱ = Ek × {q} bewiesen. Also war unsere
Annahme c ̸= c′ falsch, und damit ist (IX) gültig.
Wir betrachten nun die ϱ-ableitbare Relation
ϱ2 := ϱ ◦ ϱ = {(a, b, c, d) | ∃u ∈ Ek : {(a, b, u), (u, c, d)} ⊆ ϱ}.
Wegen {(a, a, q), (q, a, a) | a ∈ Ek} ⊆ ϱ ist δ4{0,1,2,3} ⊆ ϱ2 und folglich Polkϱ2 ̸⊆ TQ. Offen-
sichtlich hat ϱ2 keine doppelten Zeilen. Nach unseren Voraussetzungen über ϱ ist dies nur
für ϱ2 = E
4
k möglich, und nach Definition von ϱ2 wäre dann aber {(a, b, u), (u, c, a)} ⊆ ϱ für
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beliebig wählbare a, b, c aus Ek und ein gewisses u. Da ϱ aber total symmetrisch ist, ergibt
dies {(a, u, b), (a, u, c)} ⊆ ϱ, wobei b ̸= c möglich ist, im Widerspruch zu (IX).
Der Fall 2 ist also für ϱ auszuschließen.
Fall 3: t ≥ 4.
Wegen pr0,1,...,t−2ϱ = E
t−1
k (siehe (VI) ), (II), (III) und (VII) ist ϱ∩δt{0,...,h−3} = δ
t−1
{0,...,h−3}×{q}
für ein gewisses q ∈ Q. Da auch pr0,...,h−3,h−1ϱ = Et−1k ist, erhält man analog ϱ∩ δt{0,...,h−3} =
δt−2{0,..,h−3} ×{q}×Ek, im Widerspruch zum eben Gezeigten. Also gibt es keine t-äre Relation
ϱ mit den oben geforderten Eigenschaften und t ≥ 4. 
Durch
ϱ ∼ ϱ′ :⇐⇒ TQ ∩ Polkϱ = TQ ∩ Polkϱ′
wird eine Äquivalenzrelation ∼ auf einer Menge A von Relationen aus Rk definiert. Wählt
man nun aus jeder Äquivalenzklasse von ∼ einen Repräsentanten, so erhält man eine gewisse
Teilmenge von A, die wir mit A∼ (nachfolgend A ∈ {Pk;Q,Mk;Q,Sk;Q}) bezeichnen wollen.
LEMMA 3.8. Sei ∅ ̸= Q ⊆ Ek. Dann gilt:
(a) ∀ϱ, ϱ ∈ M∥;Q : ϱ ∼ ϱ′ ⇐⇒ (ϱ′ = τϱ ∨ ϱ = ϱ′);
(b) ∀ϱ, ϱ′ ∈ Pk;Q ∪ Sk;Q : ϱ ∼ ϱ′ ⇐⇒ (∃t : ϱ′ = ϱ ◦ ϱ ◦ ... ◦ ϱ)︸ ︷︷ ︸
t mal
;
(c) ∀ϱ, ϱ′ ∈ M∼k;Q ∪ S∼k;Q ∪ P∼k;Q ∪ Uk;Q ∪Nk;Q ∪ Lk;Q ∪ Ck;Q : ϱ ∼ ϱ′ ⇐⇒ ϱ ̸= ϱ′.
Beweis Die Aussagen (a) und (b) sind direkte Folgerungen aus den Beweisen entsprechender
Aussagen über Relationen aus Mk ∪ Sk, die man in [12] oder auch in [6] findet. Wir haben
also nur (c) zu beweisen. Dazu sei vereinbart, das kleinste Element von Ek bez. einer Relation
ϱ aus Mk;Q mit oϱ und das größte Element von Ek bez. ϱ mit eϱ zu bezeichnen. Wegen (a)
können wir o.B.d.A. auch stets oϱ ∈ Q annehmen. Nachfolgend bezeichnen nun ϱ und ϱ′ zwei
verschiedene Relationen aus M∼k;Q ∪ S∼k;Q ∪ P∼k;Q ∪ Uk;Q ∪Nk;Q ∪ Lk;Q ∪ Ck;Q. Wir wollen
TQ ∩ Polkϱ ̸⊆ TQ ∩ Polkϱ′ (5)
nachweisen und behandeln dazu mögliche Fälle:
Fall 1: {ϱ, ϱ′} ⊆ C1k;Q ∪ Uk;Q ∪ P∼k;Q ∪ S∼k;Q.
Falls |Q| ≥ k − 1, so gilt Uk;Q = Pk;Q = Sk;Q = ∅ und (5) ist offenbar für ϱ , ϱ′ erfüllt. Sei
nun |Q| ≤ k − 2. Wir bezeichnen die Relation {(q, q) | q ∈ Q} ∪ (Ek\Q)2 aus Uk;Q mit ω.




{fn ∈ PEk\Q | ∃f
′ ∈ TQ ∩ Polkγ : (∀a ∈ (Ek\Q)n : f ′(a) = f(a))}
für γ ∈ (C1k;Q\{γ | γ ⊆ Q∨ γ = Ek\Q})∪ (Uk;Q\{ω})∪P∼k;Q∪S∼k;Q eine maximale Klasse von
PEk\Q bildet und A(γ) = PEk\Q für γ ∈ {γ ∈ C1k | γ ⊆ Q ∨ γ = Ek\Q} ∪ {ω} ist. Mit Hilfe
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von [12], [13] und [14] folgt hieraus unsere Behauptung (5) für ϱ′ ∈ {γ ∈ C1k | γ ⊆ Q ∨ γ =
Ek\Q}∪{ω}. Man prüft weiter leicht nach, daß für ϱ′ ∈ {γ ∈ C1k | γ ⊆ Q∨γ = Ek\Q}∪{ω}
zu TQ ∩ Polkϱ eine |ϱ′|-stellige Funktion f1 mit f1(ϱ′) ̸∈ ϱ′ gehört. Folglich gilt (5) auch für
die restlichen im Fall 1 betrachteten ϱ′.
Fall 2: ϱ ∈ C1k;Q und ϱ′ ∈ M∼k;Q ∪ (Ck;Q\C1k;Q) ∪Nk;Q ∪ Lk;Q.
Zu TQ ∩ Polkϱ gehört folgende |ϱ′|-stellige Funktion f2 mit den Eigenschaften
f2(ϱ
′) ̸∈ ϱ′, f2(q, ..., q) = q für alle q ∈ Q
und
f2(a) = c für die restlichen Tupel a, wobei c ∈ ϱ ist.
Also gilt (5).
Fall 3: ϱ ∈ M∼k;Q ∪ Uk;Q ∪ P∼k;Q ∪ S∼k;Q und ϱ′ ∈ (Ck;Q\C1k;Q) ∪Nk;Q ∪ Lk;Q.
Sei ϱ′ eine h′-äre Relation sowie q ∈ Q und a ∈ Ek\Q. Falls ϱ′ ∈ Nk;Q sei außerdem
q ∈ Q so gewählt, daß (q, q) ∈ ϱ′. Dann gehören die h′-Tupel (q, a, a, . . . , a), (a, q, a, . . . , a),
. . . , (a, a, . . . , a, q) sämtlich zu ϱ′, jedoch nicht alle zu ϱ. Folglich findet man in TQ ∩ Polkϱ
eine h′-stellige Funktion f3 mit
f3

q a a . . . a
a q a . . . a
. . . . . . .
a a a . . . q

/∈ ϱ′ ,
womit (5) auch im Fall 3 richtig ist.
Fall 4: ϱ ∈ P∼k;Q ∪ S∼k;Q und ϱ′ ∈ M∼k;Q.
Dieser Fall kann nur für |Q| ≤ 2 auftreten. Außerdem ist S∼k;Q = ∅, falls |Q| = 1 oder k = 3.
Man prüft nun leicht nach, daß (TQ ∩ Polkϱ) ̸⊆ (TQ ∩ Polkϱ′)1 für k ≥ 3 gilt.
Fall 5: ϱ ∈ Uk;Q und ϱ′ ∈ M∼k;Q.
Für oϱ′ ∈ Q gehört die zweistellige Funktion f4 mit
f4(x, y) :=

y für x = oϱ′ ,
oϱ′ sonst
zu TQ ∩ Polkϱ, jedoch bewahrt sie nicht ϱ′ mit dem kleinsten Element oϱ′ , da
(f4(oϱ′ , eϱ′), f(α, eϱ′)) = (eϱ′ , oϱ′) für α ∈ Ek\{oϱ′ , eϱ′} .
Fall 6: ϱ ∈ M∼k;Q und ϱ′ ∈ C1k;Q.
Sei a ∈ Ek\ϱ′ und
ta(x, y) :=

x für x = y ∈ Q,
a sonst.
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Die Funktion ta ∈ TQ bewahrt ϱ, jedoch nicht ϱ′. Also gilt (5).











̸∈ ϱ′ für ϱ′ ̸⊆ ϱ,
∈ ϱ\ϱ′ für ϱ′ ⊂ ϱ
und, falls r <ϱ s und damit α <ϱ β,
f5(a) :=

oϱ für a = (oϱ, oϱ, ..., oϱ),
α für oϱ <ϱ a <ϱ s,





oϱ für a <ϱ r ∨ a <ϱ s,
α für a = r,
β für a = s,
eϱ sonst ,
falls s und r bez. ϱ unvergleichbar sind. Man prüft leicht nach, daß f5 zu TQ ∩ Polkϱ, aber
nicht zu TQ ∩ Polkϱ′ gehört.
Fall 8: ϱ ∈ (Ck;Q\C1k;Q) ∪Nk;Q und ϱ′ ∈ Uk;Q ∪M∼k;Q ∪ Ck;Q ∪ P∼k;Q ∪ Sk;Q ∪Nk;Q ∪ Lk;Q.





̸∈ ϱ′ für ϱ′ ̸⊆ ϱ,
∈ ϱ\ϱ′ für ϱ′ ⊂ ϱ
und f6(q, q, ..., q) = q für alle q ∈ Q sowie f6(a) = c für die restlichen Tupel a ∈ E |ϱ
′|
k , die
nicht zu TQ ∩ Polkϱ′ gehört. Also gilt (5).
Fall 9: ϱ ∈ Lk;Q.
Dann ist |Q| = 1 und k = 2m,m ≥ 1. O.B.d.A. sei Q = {0}. Die zur Beschreibung von ϱ
benötigte elementar abelsche 2-Gruppe mit dem neutralen Element 0 sei mit G bezeichnet.
Dem Beweis von Lemma 3.5 ist zu entnehmen, daß ϱ aus einer Relation {0} × λ, wobei
λ ∈ L2m , ableitbar ist. Da außerdem ϱ ◦ ϱ = λ ist, gilt T{0} ∩ Polkλ = Polkϱ. Nach [13] ist
damit eine n-stellige Funktion f aus Polkϱ eine quasilineare Funktion der Form
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wobei +(= +G) und · die Operationen eines Körpers (E2m ; +, ·) mit G = (E2m ; +) sind und
a1,0, ..., an,m−1 ∈ E2m .
Fall 9.1.: ϱ′ ∈ C1k;Q.
Seien a ̸∈ ϱ′ und b ∈ ϱ′. Dann bewahrt die quasilineare einstellige Funktion f7 mit f7(x) :=
(a · b−1) · x nicht ϱ′ wegen f7(b) = a, d.h., es gilt (5).
Fall 9.2.: ϱ′ ∈ P∼k;Q.
Bezeichne 1 das Einselement der multiplikativen Gruppe des Körpers (E2m ; +, ·). Da die
Ordnung dieser Gruppe ungerade ist, gilt für alle a ∈ E2m\{0, 1} stets a2 ̸= 1. Die einstellige
Funktion f8 mit f8(x) := x
2 ist aus Polkϱ, aber sie bewahrt nicht ϱ
′, da es (nach Definition
von ϱ′) ein a ∈ Ek\{1} mit (1, a) ∈ ϱ′ und (f8(1), f8(a)) = (1, a2) ̸∈ ϱ′ wegen a2 ̸= a und
dem oben Bemerkten gibt.
Fall 9.3.: ϱ′ ∈ Uk;Q.
Die 2-stellige Funktion f9 mit f9(x, y) : = x+ y aus Polkϱ bewahrt nicht die Relation ϱ
′. Es








da für a ̸= b stets a+ b ̸= 0 ist.
Fall 9.4.: ϱ′ ∈ M∼k;Q.










für a ∈ Ek\{0}.
Fall 9.5.: ϱ′ ∈ Lk;Q.
Für beliebiges λ ∈ L22,0 ist {(0, x, x), (x, 0, x), (x, x, 0) | x ∈ Ek} ⊆ λ. Wegen ϱ ̸= ϱ′ gibt es
gewisse a und b aus Ek mit (a, b, a +G b) ∈ ϱ und (a, b, a +G b) ̸∈ ϱ′. Folglich bewahrt die














Fall 9.6.: ϱ′ ∈ (Ck;Q\C1k;Q) ∪Nk;Q.
Sei ϱ′ eine h′−äre Relation und (a1, . . . , ah′) ̸∈ ϱ′. Dann bewahrt die h′-stellige Funktion f11
mit
f11(x1, . . . , xh′) := a1 · x1 +G a2 · x2 +G · · ·+G ah′ · xh′
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nicht die Relation ϱ′, da, falls 1 das Einselement des Körpers (Ek; +G, ·) bezeichnet,
f11

1 0 0 . . . 0
0 1 0 . . . 0
. . . . . . .









gilt und 0 ein zentrales Element von ϱ′ ist. Also gilt (5) auch im Fall 9.6.
Weil außerdem aus TQ ∩ Polkϱ ̸⊆ TQ ∩ Polkϱ′ offensichtlich ϱ ̸= ϱ′ folgt, ist (c) bewiesen. 
4 Beweis von Satz 2.1
Sei Rmax(TQ) := Mk;Q∪Uk;Q∪Sk;Q∪Lk;Q∪Ck;Q∪Pk;Q∪Nk;Q und bezeichne A eine beliebige
maximale Klasse von TQ mit ∅ ̸= Q ⊆ Ek. Durch vollständige Induktion über r := |Q| wollen
wir
∃ϱ ∈ Rmax(TQ) : A ⊆ TQ ∩ Polkϱ (6)
beweisen.
r = 1 : Im Fall V ↑k (A)\{A} = V
↑
k (TQ) folgt (6) aus 3.7. Ist V
↑
k (A)\{A} ̸= V
↑
k (TQ), so existiert
wegen 3.4(b) eine von Polkϱ verschiedene maximale Klasse B1 von Pk mit A = TQ ∩ B1.
Nach 1.2 gehört dann eine Relation γ ∈ Mk ∪Uk ∪Sk ∪Lk ∪Bk ∪Ck\{Q} zu InvkA und (6)
ergibt sich aus 3.5.
r− 1 −→ r : Angenommen, (6) ist für alle Q′ ⊆ Ek mit 1 ≤ |Q′| ≤ r − 1 richtig, und es sei
Q (⊆ Ek) r-elementig. Wegen r = |Q| ≥ 2 und 3.7 haben wir V ↑k (A)\{A} ̸= V
↑
k (TQ). Folglich
existiert eine Teilklasse B von Pk mit
A = B ∩ TQ und B ̸⊆ TQ. (7)
Zwei Fälle sind dann für B möglich:
Fall 1: ∀a ∈ Q : B ̸⊆ Polk{a}.
Da A ̸= Pk, existiert wegen 1.2 ein γ ∈ Rmax(Pk)\{{a} | a ∈ Q} mit B ⊆ Polkγ. Hieraus
und aus (7) sowie 3.4(a) ergibt sich dann A = B ∩ TQ ⊆ TQ ∩ Polkγ ⊂ TQ. Weil γ ∈ InvkA,
folgt hieraus nach 3.5 und 3.6 die Aussage (6).
Fall 2: ∃Q′ ⊂ Q : B ⊆ TQ′ ∧ (∀b ∈ Q\Q′ : B ̸⊆ Polk{b}).
Wegen B ̸∈ V ↑k (TQ) haben wir B ⊂ TQ′ , womit eine gewisse maximale Klasse B2 von TQ′ mit
B ⊆ B2 existiert (siehe 3.2). Nach Induktionsvoraussetzung existiert ein ϱ ∈ Rmax(TQ′) mit
B2 ⊆ TQ′∩Polkϱ. TQ′∩Polkϱ ist nach 3.4(a),(c) von TQ′ verschieden, womit B2 = TQ′∩Polkϱ
gilt. Außerdem haben wir (man beachte dabei ∀b ∈ Q\Q′ : B ̸⊆ Polk{b}) : ϱ ∈ Mk ∪ Sk ∪
Uk ∪ (Ck\{{q} | q ∈ Q}) ∪
⋃
a∈Q′(Pk;{a} ∪ Nk;{a}). Mittels 3.5 und 3.6 folgt hieraus (6). Also
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ist (6) richtig. Da man sich ferner leicht überlegen kann, daß TQ ∩ Polkϱ ̸= TQ für jedes
ϱ ∈ Rmax(TQ) gilt, folgt der Satz 2.1 aus (6) und 3.7. 
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S.N. Mishra
Almost fixed point property of nonexpansive map-
pings
1 Introduction
Recently Kijima [2] and Shimizu and Takahashi [5] proved some fixed point theorems for
singlevalued and multivalued mappings respectively in a metric space with some kind of
convexity. The purpose of this note is to extend these results to a Hausdorff gauge space
and prove fixed point theorems in the spirit of the conditions considered in [5].
A topological space (X,T ) is called a gauge space if the topology T is generated by a family
P = {pα : α ∈ I} of pseudometrics on X, in the sense that the family β = {V (α, r) :
α ∈ I, r > 0}, where V (α, r) = {(x, y) : x, y ∈ X, pα(x, y) < r} is a subbase for T . It is
well-known that in order for X to be such a space it is necessary and sufficient that X be
a uniform space (equivalently, a completely regular space). Further, X is Hausdorff if and
only if for each x, y ∈ X, there is an α ∈ I such that pα(x, y) > 0. For details, we refer to
Dugundji [1].
A nonempty subset A of X is called P–bounded (cf. Mishra [4]) if δ = sup{pα(x, y) :
x, y ∈ A} < ∞ for each α ∈ I. Further, let B(X) = {A ⊂ X : A ̸= ϕ and A is P–
bounded}, CL(X) = {A ⊂ X : A ̸= ϕ and A is closed}, CB(X) = CL(X) ∩ B(X)
and C(X) = {A ⊂ X : A ̸= ϕ and A is compact}. It is well–known that the family
P = {pα : α ∈ I} induces a family P ∗ = {Hα : α ∈ I} of Hausdorff pseudometrics on
CB(X), where Hα(A,B) = max{sup pα(a,B) : a ∈ A, sup pα(A, b) : b ∈ B}, A,B ∈ CB(X).
The family P ∗ itself induces a topology T ∗ on CB(X) in the sense that the family β∗ =
{V ∗(α, r) : α ∈ I, r > 0}, where V ∗(α, r) = {(A,B) : A,B ∈ CB(X), Hα(A,B) < r} is a
subbase for T ∗. Thus CB(X) endowed with the topology T ∗ is a gauge space, called the
hyperspace of X (cf. Michael [3]).
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Now onward, X will denote a Hausdorff gauge space. The term bounded will mean P–
bounded.
Definition 1 Let F : X → CB(X) be a multivalued mapping. Then
(i) F is said to be nonexpansive if and only if for each α ∈ I, pα(F (x), F (y)) ≤ pα(x, y)
for all x, y ∈ X.
(ii) F is said to have the almost fixed point property in X if inf{pα(x, F (x)) : x ∈ X} = 0
for each α ∈ I.
(iii) X is said to satisfy property (A) if for each x, y ∈ X and for each α ∈ I, there exists
a z ∈ X such that pα(z, u) ≤ 12 [ pα(x, u) + pα(y, u)] for all u ∈ X.
A typical example of such a space is a midpoint convex subset of a normed space.
Definition 2 Let f : X → X and F : X → CB(X) be mappings. Then
(i) f is said to be asymptotically regular if for each α ∈ I, pα(fn+1(x), fn(x)) → 0 as
n → ∞ for each x ∈ X.
(ii) f and F are said to commute if for each x ∈ X, f(F (x)) ⊂ F (f(x)).
(iii) A point u ∈ X is said to be a common fixed point of f and F if f(u) = u ∈ F (u).
2 Results
Theorem 3 Let X be a bounded Hausdorff gauge space satisfying property (A) and let
F : X → C(X) be a multivalued nonexpansive mapping. Then F has the almost fixed point
property in X.
Proof: To show that F has the almost fixed point property in X, we need to prove that
inf{pα(x, F (x)) : x ∈ X} = 0 for each α ∈ I. Suppose the contrary by assuming that
inf{pα(x, F (x)) : x ∈ X} = 2δ > 0 for some α ∈ I. Let ε > 0 be arbitrary. Then there
exists x0 ∈ X such that pα(x0, F (x0)) ≤ 2δ + ε. Now since F (x0) is nonempty, there exists
y0 ∈ F (x0) such that pα(x0, y0) ≤ 2(δ+ ε). Let us define inductively the sequences {xn} and
{yn} with yn ∈ F (xn) in X as follows.
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Suppose xk and yk with yk ∈ F (xk) are known. Then since X satisfies the condition (A), we
may choose xk+1 ∈ X such that pα(xk+1, u) ≤ 12 [pα(xk, u) + pα(yk, u)] for all u ∈ X. Further,
since F (xk+1) is nonempty and compact, we may choose yk+1 ∈ X such that yk+1 ∈ F (xk+1)
and pα(yk, yk+1) = pα(yk, F (xk+1)). Therefore pα(yk, yk+1) ≤ pα(xk, xk+1). We claim that for
each integer k ≥ 0,
pα(xk, xk+1) ≤ δ + ε , pα(xk, yk) ≤ 2(δ + ε) . (1)
For k = 0, we have pα(x0, x1) ≤ 12 [pα(x0, x0) + pα(x0, y0)] =
1
2
pα(x0, y0) ≤ δ + ε and hence
the result is true for k = 0. Next, let it be true for k ≥ 0. Then pα(xk, xk+1) ≤ δ + ε and
pα(xk, yk) ≤ 2(δ + ε). Therefore we have
pα(xk+1, yk+1) ≤ pα(xk+1, yk) + pα(yk, yk+1)
≤ 1
2
pα(xk, yk) + pα(xk, xk+1)
≤ (δ + ε) + (δ + ε) = 2(δ + ε)
and
pα(xk+1, xk+2) ≤ 12pα(xk+1, yk+1) ≤ δ + ε .
Therefore (1) holds for all k ≥ 0. Next, we shall show that for all integers k, n ≥ 0
pα(xk, xk+n) ≥ (n+ 2)(δ + ε)− 2n+1ε . (2)
For n = 0, we note that pα(xk, yk) ≥ pα(xk, F (xk)) ≥ 2δ. Now suppose that (2) holds for
n ≥ 0 and for all k ≥ 0. Then we have




≥ 2 {(n+ 2)(δ + ε)− 2n+1ε} − (n+ 1)(δ + ε)
= (n+ 3)(δ + ε)− 2n+2ε .
Hence the result is true for n+1 and all k ≥ 0. Therefore (2) holds for all integers k, n ≥ 0.
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Now let m be a nonnegative integer and set ε = δ/2m. Then as in the previous case, we may
choose sequences {xmn } and {ymn } in X such that
pα (x
m
0 , F (x
m








≥ (n+ 2)(δ + δ/2m)− 2n+1(δ/2m)





m) ≥ (m+ 2)(δ + δ/2m)− 2m+1(δ/2m)
= mδ + (m/2m)δ + δ/2m−1 > mδ → ∞ as m → ∞ ,
contradicting the boundedness of X. Hence inf{pα(x, F (x)) : x ∈ X} for all α ∈ I.
Theorem 4 Let X be a bounded Hausdorff gauge space satisfying the property (A), and
let F : X → C(X) be a multivalued nonexpansive mapping such that cl(F (X)), the closure of
F (X) is compact. If f : X → X is a continuous asymptotically regular mapping commuting
with F , then f and F have a common fixed point in X.
Proof: Let α ∈ I be arbitrary. By Theorem 1, there is a sequence {xn} in X such that
pα(xn, F (xn)) → 0 as n → ∞. Now since F (xn) is nonempty and compact for each n, there
exists yn ∈ X with yn ∈ F (xn) and pα(xn, yn) = pα(xn, F (xn)). Again since {yn} ⊂ cl(F (X))
and cl(F (X)) is compact, there exists a subsequence {ynk} of {yn} converging to a point x0
of X. Therefore we have lim pα(xnk , ynk) → 0 as k → ∞.
Now let us denote by Fix(F ) the set of all fixed points of F . Clearly, Fix(F ) ⊂ F (X). We
shall show that Fix(F ) is nonempty closed and is invariant under f . We have for any α ∈ I
pα(x0, F (x0)) ≤ pα(x0, xnk) + pα(xnk , F (xnk)) +Hα(F (xnk), F (x0))
≤ 2pα(x0, xnk) + pα(xnk , F (xnk)) → 0 as k → ∞ .
Therefore x0 ∈ F (x0) and hence x0 is a fixed point of F . Thus Fix(F ) ̸= ϕ. To prove
that Fix(F ) is closed, let {zn} ⊂ Fix(F ) with zn → z as n → ∞. Then for any α ∈ I,
we have pα(zn, F (z)) ≤ Hα(F (zn), F (z)) ≤ pα(zn, z). Making n → ∞, it follows that
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pα(z, F (z)) = 0. Hence z ∈ Fix(F ) and Fix(F ) is closed. Further, since f and F commute,
for each x ∈ Fix(F ), f(x) ∈ f(F (x)) ⊂ F (f(x)) and hence Fix(F ) is invariant under f .
We note that Fix(F ) is compact (as it is a closed subset of cl(F (x)) which is compact).
Thus for any x ∈ Fix(F ), {fn(x)} has a convergent subsequence say {fnk(x)}. Suppose
fnk(x) → u for some u ∈ Fix(F ) as k → ∞. Then for any α ∈ I, we have
pα(u, f(u)) ≤ pα(u, fnk(x)) + pα(fnk(x), fnk+1(x)) + pα(fnk+1(x), f(u)) .
Since f is asymptotically regular and continuous, making k → ∞, we have f(u) = u ∈ F (u).
Thus u is a common fixed point of f and F .
Theorems 1 and 2 as proved above, extend and unify the results of [2] and [5].
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Common fixed points of multivalued mappings
Abstract. Common fixed point theorems for contractive type multivalued mappings are
proved which generalize some results of Fisher [1,2,3].
Key words and phrases. Multivalued mappings, common fixed point, bounded metric
space, compact metric space.
1. Introduction
Let (X, d) be a complete metric space, B(X) denote the set of all nonempty, bounded subsets
of X. For A,B in X, define δ(A,B) = sup{d(a, b) : a ∈ A, b ∈ B} and δ(A,A) = δ(A). If A
is a singleton, we write δ(A,B) = δ(a,B) and if B = {b}, then we put δ(A,B) = d(a, b).
Now let {An : n = 1, 2, . . . } be a sequence of nonempty subsets of X. We say that the
sequence {An} converges to the subset A of X if
(i) each point a in A is the limit of a convergent sequence {an ∈ An : n = 1, 2 . . . }, and
(ii) for arbitrary ϵ > 0, there exists an integer k such that An ⊆ Aϵ, for n > k, where Aϵ
is the union of all open spheres with centres in A and radius ϵ.
Fisher [3] proved the following result.
Lemma 1 If {An} and {Bn} are sequences of bounded subsets of a complete metric space
(X, d) which converges to the bounded subsets A and B, respectively, then the sequence
{δ(An, Bn)} converges to δ(A,B).
Let F and G be mappings of (X, d) into B(X) and f a self mapping of (X, d). For A ⊆ X
and n ≥ 2, let FA = ∪a∈AFa, GFA = G(FA) and F nA = F (F n−1A). F and G are said
to be commuting if FGx = GFx for all x in X; F and f are said to be commuting if
Ffx = fFx for all x in X. We say that F is continuous at the point x in X if whenever
{xn} is a sequence of points in X converging to x, the sequence {Fxn} in B(X) converges
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to Fx in B(X). We say that F is a continuous mapping of X into B(X) if F is continuous
at each point x in X. Define CF = {f : f is a self mapping of X and commutes with F}.
Let R+ denote the set of all nonnegative real numbers, Φ the family of mappings φ from
(R+)5 into R+ such that each φ is upper semicontinuous, nondecreasing in each coordinate
variable, and for any t > 0, ht = φ(t, t, t, t, t) < t. N denote the set of all positive integers.
The followings lemma was proved in [4].
Lemma 2 For every t > 0, ht < t if and only if limn→∞ h
nt = 0, where hn denotes the
n-times composition of h.
Fisher [1, 2, 3] established common fixed point theorems for two commuting multivalued
mappings. The purpose of this paper is to extend Fisher’s results to a more general case.
2. Common fixed point theorems.
We now prove the following theorem.
Theorem 1 Let F and G be multivalued mappings of a complete bounded metric space
(X, d) into B(X), f and g continuous mappings of X into itself such that F and G are
commuting, f, g in CF ∩ CG. If there exists φ in Φ satisfying
δ(Fx,Gy) ≤ φ(δ(fx, Fx), δ(gy,Gy), δ(fx,Gy), δ(gy, Fx), d(fx, gy)) (1)
for all x, y in X, then f, g, F and G have a unique common fixed point z in X. Further,
Fz = Gz = {z}.
Proof: Let A,B in B(X). By (1) we have
δ(Fa,Gb) ≤ φ(δ(fa, Fa), δ(gb,Gb), δ(fa,Gb), δ(gb, Fa), d(fa, gb))
for all a in A, b in B, which implies
δ(FA,GB) ≤ φ(δ(fa, FA), δ(gB,GB), δ(fA,GB), δ(gB, FA), δ(fA, gB)). (2)
Since X is bounded, then r = δ(X) < ∞. We first show by induction that
δ(F nGnX) ≤ hnr (3)
for n in N . Note that F and G commute and f, g in CF ∩ CG: Using (2)
δ(FGX,GFX) ≤ φ(δ(GfX,FGX), δ(FgX,GFX), δ(GfX,GFX),
δ(FgX,FGX), δ(GfX,FgX))
≤ hr
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and hence (3) is true when n = 1. Now assume that (3) holds for some n in N . Again using
(2)
δ(F n+1Gn+1X,Gn+1F n+1X) ≤ φ(δ(F nGnGfX,GnF nFGX), δ(F nGnFgX,GnF nGFX),
δ(F nGnGfX,GnF nGFX), δ(F nGnFgX,GnF nFGX),
δ(F nGnGfX,GnF nFgX))
≤ hδ(F nGnX) ≤ hn+1r
by our assumption. Now (3) follows by induction.
For each n in N , choose a point xn in F
nGnX. It follows that
fxn ∈ fF nGnX ⊆ F nGnfX ⊆ F nGnX.
Similarly, gxn ∈ F nGnX. From (3) we get
d(xn, xm) ≤ δ(F nGnX,GnF nGm−nFm−nX) ≤ hnr
for m,n in N with m ≥ n. By Lemma 2 and the above inequality it follows that {xn} is
a Cauchy sequence. Since X is complete, there exists a point z in X such that xn → z
as n → ∞. Note that f and g are continuous. Thus fxn → fz, gxn → gz as n → ∞.
Consequently, we have
d(fz, gz) ≤ d(fz, fxn) + d(fxn, gxn) + d(gxn, gz) ≤ d(fz, fxn) + hnr + d(gxn, gz).
Letting n tend to infinity, we obtain d(fz, gz) ≤ 0; i. e., fz = gz.
We next show that z is a common fixed point of f, g, F and G. Clearly, we have
d(z, fz) ≤ d(z, xn) + hnr + d(fxn, fz).
As n → ∞, we have d(z, fz) ≤ 0; i. e., z = fz and hence z = gz. We now assert that
δ(z,Gz) = 0. Otherwise δ(z,Gz) > 0. It follows from (2) and (3) that
δ(z,Gz) ≤ d(z, gxn) + δ(F nGnX,Gz)
≤ d(z, gxn) + φ(δ(F n−1GnfX, F nGnX), δ(z,Gz), δ(F n−1GnfX,Gz),
δ(z, F nGnX), δ(F n−1GnfX, z))
≤ d(z, gxn) + φ(hn−1r, δ(z,Gz), hn−1r + d(gxn−1, z) + δ(z,Gz),
d(gxn, z) + h
nr, hn−1r + d(gxn−1, z)).
Letting n tend to infinity, we obtain
δ(z,Gz) ≤ φ(0, δ(z,Gz), δ(z,Gz), 0, 0) ≤ hδ(z,Gz) < δ(z,Gz)
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which is a contradiction and hence δ(z,Gz) = 0. Consequently, Gz = {z}. Similarly,
Fz = {z}.
We finally show that z is the only common fixed point of f, g, F and G. Suppose that f, g, F
and G have a second common fixed point w. From (1) have
δ(Fw,Gw) ≤ φ(δ(w,Fw), δ(w,Gw), δ(w,Gw), δ(w,Fw), 0) ≤ hδ(Fw,Gw)
which implies δ(Fw,Gw) = 0. Note that w ∈ Fw ∩ Gw. Consequently, Fw = Gw = {w}.
Using (1) again
d(z, w) = δ(Fz,Gw) ≤ φ(0, 0, d(z, w), d(w, z), d(z, w)) ≤ hd(z, w).
Therefore z = w; i. e., z is the unique common fixed point of f, g, F and G. This completes
the proof.
Corollary 1 Let S, T, f and g be self mappings of a complete bounded metric space (X, d)
such that S and T are commuting and f, g are in CS ∩ CT . If there exists φ in Φ satisfying
d(Sx, Ty) ≤ φ(d(fx, Sx), d(gy, Ty), d(fx, Ty), d(gy, Sx), d(fx, gy))
for all x, y in X, then f, g, S and T have a unique common fixed point.
Proof: Define mappings F and G of X into B(X) by Fx = {Sx}, Gx = {Tx} for x in X.
Then Corollary 1 follows from Theorem 1.
Remark 1 If f and g are the indentity mapping on X and
φ(u, v, w, x, y) = c ·max{u, v, w, x, y},
then Theorem 1 is reduced to Theorem 2 of [1] and Theorem 3 of [2]; Corollary 1 is reduced
to the Corollary of [1].
We next prove a theorem for compact metric spaces.
Theorem 2 Let F and G be continuous commuting mappings of a compact metric space
(X, d) into B(X), f and g continuous mappings of X into itself satisfying
δ(Fx,Gy) < max{δ(fx, Fx), δ(gy,Gy), δ(fx,Gy), δ(gy, Fx), d(fx, gy)} (4)
for all x, y in X for which the right-hand side of (4) is positive. If f, g are in CF ∩CG, then
f, g, F and G have a unique common fixed point z in X. Further, Fz = Gz = {z}.
Proof: Let s(x, y) = max{δ(fx, Fx), δ(gy,Gy), δ(fx,Gy), δ(gy, Fx), d(fx, gy)}. We now
assert that s(x, y) = 0 for some x, y in X. Otherwise s(x, y) > 0 for all x, y in X. Define the
real-valued function t(x, y) on X × X by t(x, y) = δ(Fx,Gy)/s(x, y). Then if {(xn, yn)} is
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an arbitrary sequence in X ×X converging to (x, y), it follows Lemma 1 that the sequence
{t(xn, yn)} converges to t(x, y). The function t is therefore a continuous function defined
on the compact metric space X × X and so achieves its maximum value c. It is easy to
see that (4) implies c < 1. Choose φ(u, v, w,m, n) = c · max{u, v, w,m, n}. Then the
conditions of Theorem 1 are satisfied. Consequently, f, g, F and G have a unique common
fixed point z and Fz = Gz = {z}. It follows that s(z, z) = 0, giving a contradiction. Since
s(x, y) = 0 for some x, y in X, then Fx = Gy = {fx} = {gy} is a singleton {z} and so
F 2x = Ffx = fFx = {fz} is also a singleton. Suppose that fz ̸= z. By (4) we have
d(fz, z) = δ(Ffx,Gy) < max{δ(f 2x, fFx), δ(gy,Gy), δ(f 2x,Gy), δ(gy, Ffx), d(f 2x, gy)}
= max{0, 0, d(fz, z), d(z, fz), d(fz, z)} = d(fz, z)
which is impossible. Hence {z} = {fz} = Fz. Similarly, we can show that gy = z is also a
common fixed point of G and g and Gz = {z}.
Now suppose that f, g, F and G have a second distinct common fixed point w. Then if
Fw ̸= {w} or Gw ̸= {w}, by (4) we get
δ(Fw,Gw) < max{δ(w,Fw), δ(w,Gw), δ(w,Gw), δ(w,Fw), 0} ≤ δ(Fw,Gw)
since fw = gw = w is in Fw and Gw, giving a contradiction. Thus Fw = Gw = {w} and so
d(z, w) = δ(Fz,Gw) < max{0, 0, d(z, w), d(z, w), d(z, w)} = d(z, w)
which is a contradiction. The fixed point z must therefore be unique. This completes the
proof.
Remark 2 Theorem 2 of Fisher [3] is a special case of our Theorem 2. The following example
reveals that our Theorem 2 extends properly Theorem 2 of Fisher [3].
Example Let X = {1, 2, 5, 9} with the usual metric. Define a self mapping f of X and
a multivalued mapping F of X into B(X) by f1 = f2 = f5 = 2, f9 = 1, F1 = {2, 5},
F2 = {2}, F5 = {1, 2}, F9 = {5}. Then Theorem 2 of Fisher [3] is not applicable since
δ(F2, F5) = 1 = max{δ(f2, F2), δ(f5, F5), δ(f2, F5), δ(f5, F2), d(f2, f5)}.
Take G = F and g = i — the identity mapping of X. It is easy to check that f, g, F and G
satisfy the conditions of our Theorem 2.
Acknowledgement The author is grateful to Dr. Brain Fisher for providing him with
reprints of his papers which motivated the present work.
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Manfred Krüppel
Ungleichungen für den asymptotischen Radius in
uniform konvexen Banach-Räumen mit Anwen-
dungen in der Fixpunkttheorie
Abstract.We regard a new modul of convexity δp, which depends of an parameter p > 1.
With help of δp we obtain an estimate of ∥λx + (1 − λ)y∥ for 0 ≤ λ ≤ 1 and prove an
inequality for the asymptotic radius of a bounded sequence. By means of our inequality we
obtain two asymptotic fixed point theorems.
1 Der Konvexitätsmodul δp
Nach Clarkson [5] heißt ein Banach-Raum X uniform konvex, wenn zu jedem ε mit 0 < ε ≤ 2
ein δ(ε) > 0 existiert, so daß aus ∥x∥ ≤ 1, ∥y∥ ≤ 1 und ∥x− y∥ ≥ ε folgt:∥∥∥∥x+ y2






∥∥∥∥ : x, y ∈ X, ∥x∥ ≤ 1, ∥y∥ ≤ 1, ∥x− y∥ ≥ ε]
heißt Konvexitätsmodul des Banach-Raumes X.
Der Banach-Raum X ist genau dann uniform konvex, wenn aus ∥xn∥ ≤ 1, ∥yn∥ ≤ 1 und
∥xn + yn∥ → 2 stets ∥xn − yn∥ → 0 folgt (vgl. [8] oder [11]).
Der Hilbert-Raum ist uniform konvex; dies folgt aus der Parallelogrammgleichung
∥x+ y∥2 + ∥x− y∥2 = 2(∥x∥2 + ∥y∥2).
Die Funktionsräume Lp sind für 1 < p < ∞ uniform konvex; dies ergibt sich aus den
Clarksonschen Ungleichungen ( Clarkson [5]): Es gilt
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∥∥∥∥x+ y2
∥∥∥∥p + ∥∥∥∥x− y2
∥∥∥∥p ≤ (∥x∥p + ∥y∥p2
)q−1
(1)
für 1 < p ≤ 2 und für 2 ≤ p < ∞
∥∥∥∥x+ y2
∥∥∥∥q + ∥∥∥∥x− y2
∥∥∥∥q ≤ ∥x∥p + ∥y∥p2 , (2)
wenn q den zu p konjugierten Exponenten bezeichnet.
Satz 1 Im Raum Lp mit 1 < p ≤ 2 gilt für ∥x∥ ≤ 1, ∥y∥ ≤ 1∥∥∥∥x+ y2
∥∥∥∥q ≤ ∥x∥p + ∥y∥p2 − (2p−1 − 1)
∥∥∥∥x− y2
∥∥∥∥q ,
wobei q der zu p konjugierte Exponent ist.
Beweis: Sei a =
∥∥x+y
2
∥∥q und b = ∥∥x−y
2




[(a+ b)p−1 − ap−1].
Zur Bestimmung von f(b) für ein festes b > 0 betrachten wir die Funktion
g(a) := (a+ b)p−1 − ap−1
für 0 ≤ a ≤ 1. Wegen a, b ≥ 0 und p− 2 ≤ 0 ist
g′(a) = (p− 1)(a+ b)p−2 − (p− 1)ap−2 ≤ 0.
Die Funktion g(a) ist also monoton fallend. Daher ist
f(b) = (1 + b)p−1 − 1.
Wegen f ′′(b) = (p− 1)(p− 2)(1 + b)p−3 < 0 ist die Funktion f(b) konkav und folglich




∥∥∥∥q ≤ (∥∥∥∥x+ y2
∥∥∥∥q + ∥∥∥∥x− y2
∥∥∥∥q)p−1 − ∥∥∥∥x+ y2
∥∥∥∥q(p−1) .
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Nach der Clarksonschen Ungleichung (1) erhalten wir unter Beachtung von (q−1)(p−1) = 1
und q(p− 1) = p die Behauptung des Satzes. 
Es sei X ein uniform konvexer Banach-Raum und p eine reelle Zahl mit 1 < p < ∞. Wir







∥∥∥∥p : x, y ∈ X, ∥x∥ ≤ 1, ∥y∥ ≤ 1, ∥x− y∥ ≥ ε] .
Satz 2 Der Konvexitätsmodul δp(ε) hat folgende Eigenschaften:
(i) δp(ε) > 0 für ε > 0.
(ii) δp(λε) ≤ λpδp(ε) für 0 ≤ λ ≤ 1.
(iii) Für beliebige x, y ∈ X mit ∥x∥ ≤ 1, ∥y∥ ≤ 1 gilt∥∥∥∥x+ y2
∥∥∥∥p ≤ ∥x∥p + ∥y∥p2 − δp(∥x− y∥).
Beweis: Zu (i). Angenommen, (i) sei falsch. Dann gibt es ein ε > 0, so daß zu jeder natürli-
chen Zahl n Elemente xn, yn existieren mit ∥xn∥ ≤ 1, ∥yn∥ ≤ 1, ∥xn − yn∥ ≥ ε und∥∥∥∥xn + yn2
∥∥∥∥p > ∥xn∥p + ∥yn∥p2 − 1n. (3)





















n (∥xn∥p + ∥yn∥p)
= 0.






Wir können annehmen, daß ∥xn∥ → a und ∥yn∥ → b konvergieren, andernfalls gehen wir zu








wobei das Gleichheitszeichen genau dann steht, wenn a = b ist. Aus (4) folgt unter Beachtung
der Dreiecksungleichung und der strengen Konvexität von tp















Weiter ergibt sich ∥xn + yn∥ → 2a. Dies steht aber wegen ∥xn − yn∥ ≥ ε im Widerspruch
zur uniformen Konvexität von X.
Zu (ii). Zu ε > 0 wählen wir zwei Folgen (xn), (yn) derart, daß ∥xn∥ ≤ 1, ∥yn∥ ≤ 1,









gilt. Ist λ ∈ (0, 1), so gilt für die Folgen x′n = λxn und y′n = λyn : ∥x′n∥ ≤ 1, ∥y′n∥ ≤ 1 und
∥x′n − y′n∥ ≥ λε. Nach Definition von δp ist daher








Zu (iii). Die Eigenschaft (iii) ergibt sich unmittelbar aus der Definition des Konvexitätsmo-
duls. 





, wie aus der Parallelogrammgleichung her-
vorgeht. Nach Satz 1 gilt für den Raum Lp mit 1 < p < 2





wobei q der zu p konjugierte Exponent ist. Für den Raum Lp mit 2 < p < ∞ gilt nach der






Wir werden die Ungleichung in (iii) verallgemeinern. Dazu definieren wir φ(t) := min(t, 1−t)
für 0 ≤ t ≤ 1 und setzen diese Funktion periodisch mit der Periode 1 fort. Es ist dann φ(t)
gleich dem Abstand des Punktes t von dem nächsten ganzzahligen Punkt (Sägezahnkurve).
Ungleichungen für den asymptotischen Radius . . . 63
Satz 3 Sei X ein gleichmäßig konvexer Banach-Raum und 1 < p < ∞. Ist ∥x∥ ≤ 1 und
∥y∥ ≤ 1, dann gilt für 0 ≤ λ ≤ 1









Beweis: Für λ = 0 und λ = 1 ist die Ungleichung offensichtlich richtig und nach Satz 1
ebenso für λ = 1/2. Wir zeigen zunächst mittels vollständiger Induktion nach n, daß die
Ungleichung für alle Zahlen λ der Form k/2n(k = 0, 1, . . . , 2n) richtig ist.
Dazu nehmen wir an, daß für eine natürliche Zahl n die Ungleichung für alle Zahlen λ = k/2n
































Es sei nun λ eine feste Zahl der Gestalt λ = (2s + 1)/2n+1, wobei s eine der Zahlen
0, 1, . . . , 2n−1 ist. Unter Beachtung der Beziehungen














































erhalten wir nach Satz 1 (iii) unter Benutzung von (5) mit k = s und k = s+ 1




























































































= 1− λ .
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(mit einer ganzen Zahl m) liegen und daß die Funktion
























ist, so folgt, daß die zu beweisende Ungleichung auch für die Zahl λ = (2s+ 1)/2n+1 richtig
ist. Nach dem Prinzip der vollständigen Induktion gilt somit die Ungleichung für alle Zahlen
λ der Form k/2n.


























Die Reihe ist also nach dem Majorantenkriterium von Weierstraß gleichmäßig konvergent.
Folglich sind beide Seiten der zu beweisenden Ungleichung stetig bzgl. λ. Da die Menge der
Zahlen λ = k/2n dicht ist in [0,1] und für diese Zahlen die Ungleichung gilt, folgt durch
Grenzübergang, daß die zu beweisende Ungleichung für alle Zahlen aus [0,1] richtig ist.
Bemerkung. Führen wir den ganzen Beweis im reellen Hilbert-Raum mit p = 2, so erhalten





unter Beachtung der Tatsache, daß bei allen Schritten stets das
Gleichheitszeichen steht, die Beziehung









Andererseits gilt im reellen Hilbert-Raum
∥λx+ (1− λ)y∥2 = λ2∥x∥2 + (1− λ)2∥y∥2 + 2λ(1− λ)(x, y)
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und
λ(1− λ)∥x− y∥2 = λ(1− λ)∥x||2 + λ(1− λ)∥y∥2 − 2λ(1− λ)(x, y).
Hieraus erhalten wir
∥λx+ (1− λ)y∥2 = λ∥x∥2 + (1− λ)∥y∥2 − λ(1− λ)∥x− y∥2.






2 Das asymptotische Zentrum
Zum Beweis des bekannten Fixpunktsatzes für nichtexpansive Operatoren in uniform kon-
vexen Banach-Räumen (vgl. Browder [2], Göhde [9], Kirk [10]) führte M. Edelstein [6] den
Begriff des asymptotischen Zentrums einer beschränkten Folge (un) ein.
Er zeigte: Ist (un) eine beschränkte Folge in einem uniform konvexen Banach-Raum X, dann
gibt es genau ein z ∈ X, so daß für alle x ̸= z
lim sup ∥z − un∥ < lim sup ∥x− un∥ (6)
gilt. Der eindeutig bestimmte Punkt z, für den (6) gilt, heißt asymptotisches Zentrum der
Folge (un) und r(z) = lim sup ∥z − un∥ der asymptotische Radius der Folge (un) (vgl. R.
Schöneberg [16]). Das Funktional
r(x) = lim sup
n→∞
∥x− un∥
nimmt also für x = z sein Minimum an.
Satz 4 Sei (un) eine beschränkte Folge in dem uniform konvexen Banach-Raum X und z














Beweis: Es sei λ ∈ [0, 1]. Wegen
[λx+ (1− λ)z]− un = λ(x− un) + (1− λ)(z − un)
66 Manfred Krüppel
gilt nach Satz 3









wobei m ≥ max(∥x− un∥, ∥z − un∥) ist.
Zu ε > 0 wählen wir no so groß, daß für n ≥ no
max(∥x− un∥, ∥z − un∥) ≤ r(x) + ε
ausfällt (man beachte r(z) ≤ r(x)).
In der obigen Ungleichung nehmen wir n ≥ no und setzen m = r(x) + ε . Für n → ∞
erhalten wir






2ν [r(x) + ε]
)
[r(x) + ε]p.
Für ε → 0 folgt










Berücksichtigen wir noch, daß r(z) ≤ r(λx+ (1− λ)z) ist, so erhalten wir nach Umformung










Für λ = 1
2n



















Multiplizieren wir mit 2n und führen dann den Grenzübergang n → ∞ durch, so erhalten
wir die zu beweisende Ungleichung. 











Betrachten wir nämlich eine konvergente Folge (un), dann ist der Grenzwert z zugleich das
asymptotische Zentrum der Folge (un) und es ist r(z) = 0. Für einen beliebigen Punkt x ̸= z
gilt ∥un − x∥ ≤ ∥un − z∥ + ∥z − x∥, woraus zunächst r(x) ≤ ∥z − x∥ folgt. Andererseits
ist ∥un − x∥ ≥ ∥z − x∥ − ∥z − un∥. Für n → ∞ erhalten wir r(x) ≥ ∥z − x∥ . Also ist
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r(x) = ∥z − x∥ und wir erhalten aus (7) die obige Ungleichung.

































an und ist äquivalent mit
r2(z) + ∥z − x∥2 ≤ r2(x).
Diese Ungleichung wurde von Baillon [1] mittels der Parallelogrammungleichung und
von Tingley [17] über das Skalarprodukt hergeleitet.
2. Im Raum Lp mit 1 < p < 2 erhalten wir aus (7) unter Beachtung von






























wobei q der zu p konjugierte Exponent ist.












Es sei C eine nichtleere, beschränkte, abgeschlossene und konvexe Teilmenge des uniform
konvexen Banach-Raumes X und T : C → C eine Lipschitz-stetige Abbildung. Mit ∥T∥





: x ̸= y
)
.
Ist die Abbildung T nicht expansiv, d.h. gilt ∥T∥ ≤ 1, dann hat T nach dem bekannten
Fixpunktsatz von Browder / Göhde / Kirk einen Fixpunkt ([2], [9], [10], [8]).
In [7] zeigten Goebel und Kirk, daß es in jedem uniform konvexen Banach-Raum eine Kon-
stante L > 1 mit folgender Eigenschaft gibt: Ist sup ∥T n∥ < L, dann hat T einen Fixpunkt
in C. Im Raum Lp mit p ≥ 2 ist ihre Konstante L = (1+1/2p)1/p. In einer Reihe von Arbei-
ten sind Erweiterungen der Konstanten vorgenommen worden, so daß die Fixpunktaussage
erhalten bleibt. Für den Hilbert-Raum zeigten Lifschitz [13], Baillon [1], Tingley [17] u.a.,
daß T einen Fixpunkt besitzt, wenn lim sup∥T n∥ <
√
2 ist. Für die reellen Funktionenräume
Lp mit 1 < p < ∞ erweiterte Lim in [14] und [15] die Konstante.
Als Anwendung der Ungleichung für den asymptotischen Radius formulieren wir einen Fix-
punktsatz, der die genannten Aussagen umfaßt.
Satz 5 Es sei C eine nichtleere, beschränkte, abgeschlossene und konvexe Menge des uni-
form konvexen Banach-Raumes X und T : C → C eine Lipschitz-stetige Abbildung. Weiter
sei p irgendeine Zahl > 1 und g(t) eine stetige, streng monoton wachsende Funktion mit













K = lim sup∥T n∥ < L , (9)
dann hat T einen Fixpunkt in C.
Beweis 1. Es sei u ein festes Element aus C und z das asymptotische Zentrum der be-
schränkten Folge (T nu). Wir setzen für x ∈ C
r(x) = lim sup
n→∞
∥x− T nu∥.
Ist r(z) = 0, so gilt lim T nu = z und wegen der Stetigkeit von T folgt Tz = z. Im folgenden
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Wegen
r(Tmz) = lim sup
n→∞
∥Tmz − T nu∥ ≤ ∥Tm∥lim sup
n→∞
∥z − T n−mu∥ = ∥Tm∥r(z)












Für x ∈ C definieren wir
d(x) := lim sup
n→∞
∥x− T nx∥.
Offensichtlich gilt r(z) ≤ d(u).
Wir wählen nun eine solche Teilfolge (mi), daß die folgenden Grenzwerte existieren:
lim
i→∞
∥z − Tmiz∥ = lim sup
m→∞





Offensichtlich ist K0 ≤ K = lim sup∥T n∥.
Setzen wir in (11) m = mi und führen den Grenzübergang i → ∞ durch, dann erhalten
wir unter Beachtung der Stetigkeit und der Monotonie von g(.) sowie den Abschätzungen
























, 0 ≤ t ≤ 1.





Unter Berücksichtigung der Voraussetzungen (8) und (9) ist f(1) > 1. Folglich gibt es genau
ein α < 1 mit f(α) = 1. Aus (12) folgt
(i) d(z) ≤ αd(u).
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Aus ∥z − u∥ ≤ ∥z − T nu∥+ ∥u− T nu∥ folgt für n → ∞ weiter
(ii) ∥z − u∥ ≤ r(z) + d(u) ≤ 2d(u).
2. Ausgehend von einem beliebigen Punkt uo ∈ C definieren wir eine Folge (um) induktiv,
so daß um+1 das asymptotische Zentrum der Iterationsfolge (T
num) ist. Ist für irgendein m
lim sup
n→∞
∥um+1 − T num∥ = 0,
dann ist unter Beachtung der Stetigkeit von T der Punkt um+1 ein Fixpunkt von T . Ist dies
nicht der Fall, dann gilt nach (i) und (ii)
∥um+1 − um∥ ≤ 2d(um) ≤ 2αmd(u0).
Also ist (um) eine Cauchy-Folge und somit konvergent gegen einen Punkt y ∈ C. Es ist
∥y − T ny∥ ≤ ∥y − um∥+ ∥um − T num∥+ ∥T num − T ny∥
≤ (1 + ∥T n∥)∥y − um∥+ ∥um − T num∥.
Hieraus folgt d(y) ≤ (1 + K)∥y − um∥ + d(um) → 0 für m → ∞. Dies ergibt schließlich
Ty = y. Der Fixpunktsatz ist bewiesen.
Beispiele.





















(vgl. Lifschitz [13] und Baillon [1]).
2. Im Raum Lp mit 1 < p < 2 erhalten wir mit













































Der nächste Fixpunktsatz bezieht sich auf asymptotisch reguläre Operatoren. Der Opera-
tor T : C → C heißt nach Browder und Petryshin [3] asymptotisch regulär in C, wenn
lim ∥T nx − T n+1x∥ = 0 für jedes x ∈ C. Eine Übersicht über Arbeiten, die asymptotisch
reguläre Operatoren betreffen, findet man in Bruck [4]. Der folgende Fixpunktsatz ist eine
Verallgemeinerung von [12].
Satz 6 Es sei C eine nichtleere, beschränkte abgeschlossene und konvexe Teilmenge des
uniform konvexen Banach-Raumes X und T ein asymptotisch regulärer Operator, der C
in sich abbildet. Weiter sei p irgendeine Zahl > 1 und g(t) eine stetige, streng monoton
wachsende Funktion mit 0 < g(t) ≤ δp(t). Genügt L der Gleichung (8) und gilt
K = lim inf
n→∞
∥T n∥ < L, (13)
dann hat T einen Fixpunkt in C.
Beweis: Der Beweis verläuft ähnlich dem des vorigen Satzes.




2. Es sei u ein festes Element aus C und z = z(u) das asymptotische Zentrum der Folge
(T niu). Wir setzen für x ∈ C
r(x) = lim sup
i→∞
∥x− T niu∥
und werden zeigen: Ist r(z) = 0, dann ist z ein Fixpunkt von T .
Aus r(z) = 0 folgt zunächst T niu → z für i → ∞.
Nach Voraussetzung existiert ein m, so daß Tm stetig (sogar Lipschitz-stetig) ist. Aufgrund
der Dreiecksungleichung gilt
∥T ni+mu− z∥ ≤ ∥T niu− z∥+ ∥T ni+mu− T niu∥
≤ ∥T niu− z∥+
m−1∑
j=0
∥T ni+j+1u− T ni+ju∥.
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Tm(T niu) = lim
i→∞
Tm+niu = z.
Durch Induktion nach s folgt Tmsz = z für jede natürliche Zahl s und daher Tms+1z = Tz.
Somit ist Tz− z = Tms+1 z−Tmsz. Für s → ∞ folgt wegen der asymptotischen Regularität
Tz = z.












Als nächstes zeigen wir, daß für jede natürliche Zahl s die Abschätzung
r(T sz) ≤ ∥T s∥r(z) (16)
gilt. Für ni > s ist
∥T sz − T niu∥ ≤ ∥T sz − T ni+su∥+ ∥T ni+su− T niu∥
≤ ∥T s∥∥z − T niu∥+
s−1∑
j=0
∥T ni+j+1u− T ni+ju∥.
Da T asymptotisch regulär ist, folgt für i → ∞ nach Definition von r(x) die Ungleichung
(16).













Für x ∈ C definieren wir
d(x) = lim sup
i→∞
∥z − T niz∥.
Offensichtlich ist r(z) ≤ d(u). Führen wir in (17) den Grenzübergang i → ∞ durch, dann













Von hier ab verläuft der Beweis ebenso wie der des vorigen Satzes ab der Ungleichung (12).

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Eine Ungleichung für Banach-Limites beschränkter
Zahlenfolgen
Abstract. Let be LIMxn any Banach-limit for an arbitrary bounded sequence of real num-
bers. Then the inequality LIM g(xn) ≥ g(LIMxn) holds, where g(t) is any convex function.
Der Banach-Limes als verallgemeinerter Grenzwert beschränkter Zahlenfolgen wurde von S.
Banach [1] eingeführt (vgl. auch [2], [3], [4] und [6]). Ein Banach-Limes ist ein auf dem Raum
der beschränkten reellen Zahlenfolgen (xn) definiertes lineares Funktional, das mit LIM xn
bezeichnet wird und die folgenden Eigenschaften besitzt:
1. LIMxn ≥ 0, falls xn ≥ 0 für alle n.
2. LIM (axn + byn) = aLIMxn + bLIM yn
3. LIMxn+1 = LIMxn
4. LIMxn = 1, falls xn = 1 für alle n.
Aus diesen Eigenschaften folgt (vgl. etwa S. Banach [1])
lim inf
n→∞
xn ≤ LIM xn ≤ lim sup
n→∞
xn.
Für eine konvergente Folge (xn) stimmt also ein Banach-Limes mit dem Grenzwert überein.
Durch die vier Eigenschaften 1 bis 4 ist der Banach-Limes nicht für jede beschränkte Folge
eindeutig bestimmt. Wie G. G. Lorentz [3] zeigte, ist für die Folge (xn) genau dann jeder
Banach-Limes gleich dem Wert s, wenn
lim
p→∞
xn + xn+1 + . . .+ xn+p
p
= s









Als Folgerung aus den Eigenschaften 1 bis 4 ergibt sich die weitere Eigenschaft
5. LIM (xnyn) = x0 LIM yn, falls lim
n→∞
xn = x0 ist.
Zum Nachweis gehen wir von der Beziehung
|xnyn − x0y0| ≤ |xn − x0| |yn| → 0 (n → ∞)
aus. Wegen der Linearität eines Banach-Limes folgt
LIM (xnyn) = LIM (xnyn − x0yn) + LIM (x0yn) = LIM (x0yn) = x0 LIM yn
Für einen beliebigen Banach-Limes beweisen wir die folgende Ungleichung.
SATZ. Ist g(t) eine konvexe Funktion, dann gilt für jeden Banach-Limes
LIM g(xn) ≥ g(LIMxn).
Beweis: Gegeben sei ein Banach-Limes LIM xn. Ist A irgendeine Teilmenge der natürlichen
Zahlen und (xn) die charakteristische Folge von A, d.h.
xn =
{
1 für n ∈ A,
0 sonst,
dann ist durch µ(A) = LIMxn ein Maß auf der Menge der natürlichen Zahlen N definiert,
das die folgenden Eigenschaften besitzt:
1. µ(A) ≥ 0,
2. µ(A ∪ B) = µ(A) + µ(B), falls A ∩B = Ø,
3. µ(A+ 1) = µ(A), wobei A+ 1 = {n+ 1 : n ∈ A},
4. µ(N) = 1.
1. Wir nehmen zunächst an, daß g(t) streng monoton wachsend ist. Wir stellen nun für jede
beschränkte Folge (xn) unseren Banach-Limes LIM xn ähnlich wie das Lebesguesche Integral
dar. Für eine gegebene beschränkte Folge (xn) sei a < inf xn und b > sup xn sowie m > 1 eine
natürliche Zahl. Die Punkte yk = a + k(b− a)/m (k = 0, 1, . . . ,m) bilden eine äquidistante
Zerlegung des Intervalls [a, b]. Wir setzen
Ak = {n : yk ≤ xn < yk+1}, k = 0, 1, . . . ,m− 1,
und betrachten die m Folgen
x(k)n =
{
yk für n ∈ Ak,
k = 0, 1, . . . ,m− 1.
0 sonst,
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Um eine entsprechende Darstellung für den Banach-Limes LIM g(xn) zu bekommen, zerlegen
wir das Intervall [g(a), g(b)] durch die Punkte g(yk), k = 0, 1, . . . ,m. Da g(t) streng monoton
wachsend ist, gilt
Ak = {n : g(yk) ≤ g(xn) < g(yk+1)}
für k = 0, 1, . . . ,m− 1 und wir erhalten jetzt
m−1∑
k=0




Da yk+1−yk = 1/m und die Funktion g(t) auf dem abgeschlossenen Intervall [a, b] gleichmäßig
stetig ist, strebt max |g(yk+1)− g(yk)| gegen 0 für m → ∞ und folglich ist






Da µ(Ak) ≥ 0 für k = 0, 1, . . . ,m− 1 und die Summe gleich 1 ist, gilt nach der Jensenschen










Hieraus folgt für m → ∞ wegen (1) und (2) unter Beachtung der Stetigkeit von g(t) die
Behauptung des Satzes für streng monoton wachsende g(t).
2. Ist g(t) monoton wachsend, so ist h(t) = g(t)+ t streng monoton wachsend. Unter Beach-
tung der Linearität eines Banach Limes erhalten wir
LIM g(xn) = LIM (h(xn)− xn)
= LIMh(xn)− LIMxn
≥ h(LIMxn)− LIMxn = g(LIMxn).
Ebenso beweist man den Satz für monoton fallende g(t).




g(t) für t ≤ t0,




0 für t ≤ t0,
g(t)− g(t0) für t > t0.
Dann ist g(t) = g1(t) + g2(t), wobei g1(t) konvex und monoton fallend und g2(t) konvex und
monoton wachsend ist. Es gilt
LIM g(xn) = LIM [g1(xn) + g2(xn)] = LIM g1(xn) + LIM g2(xn)
≥ g1(LIMxn) + g2(LIMxn) = g(xn).
Damit ist der Satz vollständig bewiesen.
Beispiel. Für die periodische Folge
xn =
{
0 falls n gerade,
2 falls n ungerade
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0 falls n gerade,
4 falls n ungerade
und LIM g(xn) = 2. Es ist also LIM g(xn) ≥ g(LIMxn).
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