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Modulation Induced Phase Transition from Fractional Quantum Hall to Stripe State at ν = 5/3
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We have investigated the effect of unidirectional periodic potential modulation on the fractional quantum
Hall (FQH) state at filling factors ν = 5/3 and 4/3. For large enough modulation amplitude, we find that
the resistivity minimum at ν = 5/3 gives way to a peak that grows with decreasing temperature. Density
matrix renormalization group calculation reveals that phase transition from FQH state to unidirectional
striped state having a period ∼ 4l (with l the magnetic length) takes place at ν = 1/3 (equivalent to ν = 5/3
by the particle-hole symmetry) with the increase of the modulation amplitude, suggesting that the observed
peak is the manifestation of the stripe phase.
KEYWORDS: fractional quantum Hall effect, stripe phase, potential modulation, density matrix renormaliza-
tion group, two-dimensional electron gas, unidirectional lateral superlattice
Strong interaction between electrons in a partially filled
Landau level (LL) gives rise to varieties of exotic elec-
tronic states, including the fractional quantum Hall (FQH)
state,1, 2) the stripe and bubble phases [unidirectional and two-
dimensional hexagonal-lattice charge-density-wave (CDW)
states],3, 4) and the Wigner crystal.2, 5, 6) The state that wins out
as the ground state switches from one state to another follow-
ing the subtle change in the Coulomb interaction caused by
the change in the applied magnetic field B, or the change in
both the partial filling ν∗ = ν − [ν] and the index N = [ν/2]
of the topmost (partially filled) LL,7) where ν = neh/eB is
the LL filling factor with ne the electron density and [x] de-
notes the integer part of x. Note that ν∗ is directly related to
the inter-electron distance, while N, combined with the mag-
netic length l =
√
~/(eB), affects the interaction through the
size and shape of the wave function. The FQH states have
been found as the ground state only in the lowest (N = 0)
and the first excited (N = 1) LLs, the LLs characterized by
strong inter-electron Coulomb repulsion. The stripe or bubble
phase becomes prevalent at higher LLs. There the wave func-
tion is spatially more extended and possesses nodes, resulting
in the softening of the short-range repulsion, which favors the
formation of electron clusters and hence the CDW states. Ex-
perimentally, the FQH state is identified by vanishing longi-
tudinal resistivity ρxx = 0 and the plateau in the transverse re-
sistivity ρyx = h/e2ν.2) Strongly anisotropic resistivity8, 9) and
the reentrant integer quantum Hall effect10) discovered exper-
imentally have been interpreted as the manifestation of the
stripe and the bubble phases, respectively; the interpretation
is corroborated by more recent observation of the microwave
resonance11, 12) ascribed to the pinning mode of the stripe or
bubble phase.
The difference in energy between different phases is often
very small, and transition between the phases can be made
at fixed ν∗ and N by manipulating external parameters. For
instance, ν = 5/2 and 7/2 FQH states (ν∗ = 1/2 at N = 1
LL) were found to be replaced by the anisotropic state with
the application of an in-plane magnetic field.13–15) Similarly,
the present authors showed that a weak unidirectional peri-
odic potential modulation (having a period a = 92 nm close
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to that theoretically predicted for the stripe state), which is ex-
pected to be advantageous to the stripe phase, actually induces
anisotropic resistivity at ν = 5/2 and 7/2.16–18) So far, exper-
imental evidence that can be related to the stripe or bubble
phase has been limited to N ≥ 1 LLs, and has never been ob-
served in the N = 0 LL. Density matrix renormalization group
(DMRG) calculation, however, predicts that the stripe phase,
albeit with characteristics somewhat different from those in
higher LLs,7, 19, 20) does become the ground state also for the
N = 0 LL at ν∗ ∼ 0.42, 0.37 and between 0.32 and 0.15 (and
also at the fillings equivalent to them by the particle-hole sym-
metry).7)
In the present paper, we investigate the N = 0 LL in uni-
directional lateral superlattices (ULSLs) — two-dimensional
electron gases (2DEGs) subjected to unidirectional periodic
potential modulation. We observe a peak, instead of the usual
minimum, that grows with decreasing temperature at ν = 5/3
when the amplitude V0 of the applied modulation is made suf-
ficiently large. (The measurements are restricted to the range
1 < ν < 2 owing to the restriction in the available magnetic
fields). We have performed DMRG calculation, which reveals
phase transition from the FQH state to the stripe phase with
the increase of V0 and suggests that the observed peak reflects
the modulation-induced stripe phase in the N = 0 LL.
We examine two ULSL samples with different V0 (sample
A: V0 = 0.05 meV, a = 115 nm; sample B: V0 = 0.31 meV,
a = 184 nm) fabricated from the same GaAs/AlGaAs 2DEG
wafer with ne = 2.1×1015 m−2 and the mobility µ = 70 m2/Vs.
We introduced the modulation by employing the piezoelec-
tric effect due to strain exerted on the wafer by a grating of
resist placed on the surface.21, 22) The simplicity of the fabri-
cation procedure, along with the high resolution of the neg-
ative electron-beam resist used (calixarene),23) allows us to
introduce short period modulation with minimal disturbance
or disorder in the coherence of the periodicity, which is indis-
pensable to the present study. Unlike a more usual approach
using a metallic grating, however, our method does not allow
in-situ control of the modulation amplitude V0. Noting that
V0 strongly depends on the period a,24) we prepared the two
samples with differing V0 by altering the periods. Each sam-
ple contains a section without modulation (plain 2DEG) in
1
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Fig. 1. (Color online) Magneto-resistivity traces (1 < ν < 2) for the ULSL
section (a) and the adjacent plain 2DEG section (b) of sample A, taken at
temperatures T (mK) = 15 (bottom, blue), 45, 70, 88, 120, 178, 226, 277,
334, 435, 604 (top, red). Inset: schematic diagram of the sample.
series for reference, as depicted in the inset of Fig. 1. Mea-
surements were done in a dilution fridge by standard low-
frequency (13 Hz) ac lock-in technique with a small current
(0.5 nA) to avoid electron heating.
The main panels in Figs. 1 and 2 show resistivity ρxx of
samples A and B, respectively, in the range 1 < ν < 2 for
different temperatures T . As can be seen in Fig. 1, the mod-
ulation leaves ρxx qualitatively unchanged in sample A. In
marked contrast, the large amplitude modulation in sample B
(Fig. 2) drastically alters the ρxx traces: the FQH minimum at
ν = 5/3 that deepens with decreasing T is replaced by a peak
that grows with the cooling. By comparison, the ν = 4/3 FQH
state appears to be less affected, retaining the residual mini-
mum. The better stability against the modulation of the even-
numerator FQH state is in line with our previous report.25)
Closer look at ν ∼ 5/3 reveals that the position of the peak
in the ULSL shifts with decreasing T toward ν = 2 − 0.37
(shown by dot-dashed line), the filling at which the enhance-
ment of the stripe correlation is predicted.7) Also in the vicin-
ity of ν ∼ 4/3, a small hump develops at ν = 1 + 0.37 (dot-
dashed line) at the lowest temperatures, as highlighted in the
inset. These observations are consistent with the interpreta-
tion that the peak and hump in sample B are caused by the
development of the modulation-induced stripe phase at low
temperatures.
Further insight into the nature of the peak and hump can
be inferred from our preliminary tilt-field experiment shown
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Fig. 2. (Color online) Magneto-resistivity traces (1 < ν < 2) for the ULSL
section (a) and the adjacent plain 2DEG section (b) of sample B, taken
at temperatures T (mK) = 15 (bottom, blue), 25, 49, 70, 90, 117, 170,
218, 275, 323, 375, 434, 480 (top, red). Downward solid triangles with
vertical dash-dotted lines mark the fillings at which the stripe correlation
is predicted to be enhanced in the lowest Landau level.7) Inset: magnified
view of the vicinity of ν = 4/3 in (a).
in Fig. 3. The in-plane magnetic field B‖ introduced by tilting
is expected to destabilize the stripe phase when applied along
the stripe as depicted in the inset of Fig. 3.26, 27) The peak at
ν ∼ 5/3 is observed to slightly diminish by the tilting, con-
sistent with the destabilization. More complicated behavior
around ν ∼ 4/3 can be interpreted in terms of the competition
between the FQH and the stripe states. The spin-unpolarized
ν = 4/3 FQH state28) weakens with the tilt, as is evident from
the shrinking of the minimum in the plain 2DEG. The hump
in the ULSL becomes more apparent with the tilting as the
result of the weakening of the FQH state. To fully clarify the
effect of B‖, however, we need to perform systematic studies
varying the strength and the direction of B‖.
The intricate character of the state at ν ∼ 4/3 in the ULSL
is also reflected in the temperature dependence of the ρxx plot-
ted in Fig. 4(b). Below ∼ 300 mK, ρxx increases with decreas-
ing temperature, and then switches to downturn at still lower
temperatures T ≤∼ 100 mK. Both increasing and decreasing
regimes can roughly be described by the activation-type tem-
perature dependence,
ρxx = ρ∞ exp(±∆±/2kBT ), (1)
with the positive and negative sign, respectively, as shown in
Fig. 4(b), except for the lowest temperature regime where the
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Fig. 3. (Color online) Resistivity traces for tilt angle θ = 0◦ (thin, black)
and 30◦ (thick, red) for the ULSL (solid curves) and the plain 2DEG (dot-
ted curves) sections of sample B, plotted against B⊥ = B cos θ.
0 100 200 300 400 500
0.0
0.5
1.0
1.5
2.0
(a)
plain 2DEG
 = 5/3 (B = 5.36 T)
 = 190 mK
T (mK)
xx
 (k
)
T (mK)
 = 29 mK
ULSL
 = 1.63 (B = 5.40 T)
0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
ULSL
 = 4/3 (B = 6.57 T)
(b)
 = 49 mK
 = 460 mK
 = 24 mK
xx
 (k
)
plain 2DEG
 = 4/3 (B = 6.57 T)
Fig. 4. (Color online) Temperature dependence of ρxx at fixed B corre-
sponding to the fillings ν noted in the figure for both the ULSL (solid sym-
bols) and the plain 2DEG (open symbols) sections of sample B. The solid
(dotted) curves are fits to Eq. (1) with the positive (negative) sign, with the
value of ∆± noted in the figure.
description by the variable-range hopping will be more appro-
priate.29) The behavior can be interpreted as the dominance of
the stripe phase at relatively high temperatures, which is sup-
planted by the FQH state at the lower temperatures at ν = 4/3.
At slightly lower B (ν = 1.37), the stripe phase continues to
be the ground state down to the lowest temperature, as is re-
vealed by the presence of the hump (Fig. 2). The onset tem-
perature ∼ 300 mK of the rising of ρxx both at ν = 1.63 [Fig.
4(a)] and 4/3 may be related to the onset of the development
of the stripe phase. The values of ∆+ obtained by the fitting
are difficult interpret at the present stage for lack of detailed
knowledge as to how the stripe phase affects the resistivity.
We have performed DMRG calculations to explore the
electronic states of the N = 0 LL subjected to the modulated
potential V(x) = V0 cos(2pix/a). The results for a = 21.2l
(corresponding to 235 nm at B = 5.36 T) at ν = 1/3, equiv-
alent to ν = 5/3 = 2 − 1/3 by the particle-hole symmetry
that takes account of the spins, are presented in Fig. 5. As
shown in Fig. 5 (a), the FQH gap Eg diminishes with increas-
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Fig. 5. (Color online) (a) Dependence of the lowest two energy levels on
the modulation amplitude V0. (b) Electron charge density profiles ρ(x) (in
the unit of e/2pil2) for different values of V0 noted in the figure (in the
unit of e2/κl). Corresponding modulation profiles V(x) are plotted by dot-
dashed lines (with the corresponding colors, right axis). The values of V0
are marked by the vertical ticks in (a). Both (a) and (b) are calculated by
the DMRG method at ν = 1/3 for 12 electrons. See, e.g., Ref. 30 for details
of the DMRG method.
ing V0 from Eg0 ∼ 0.09 (in the unit of the Coulomb energy
e2/κl) at V0 = 0, until it vanishes at V0c ∼ 0.12, namely
when the modulation is roughly as large as the original FQH
gap Eg0. Figure 5 (b) reveals that the uniform electron den-
sity profile is abruptly, synchronized with the disappearance
of the gap, transformed into the density wave having the wave
length ∼ 4l superposed on the slowly varying density undu-
lation that follows the potential modulation; phase transition
from the incompressible FQH state to the gapless stripe phase
takes place with the increase of V0. The charge density wave
with the wave length ∼ 4l is reminiscent of the stripe phase
in higher LLs.3, 4, 30) We have also carried out calculations for
different values of a ranging from 10.6l to 21.2l,31) and ob-
tained qualitatively the same results. Notably, the value of the
modulation amplitude V0c ∼ 0.12 at which the gap vanishes
does not vary with a.
We now make an attempt to interpret our experimental re-
sults for the two samples in terms of the diagram Fig. 5 (a).
First, we deduce the gap Eexpg of the ν = 5/3 FQH state from
our experimental data by applying the Lifshitz-Kosevich for-
mula,32)
∆ρxx(T ) = ρxx(Tmax) − ρxx(T ) ∝ XT/ sinh XT (2)
with XT = 2pi2kBT/Eexpg , to the depth ∆ρxx(T ) of the
FQH minimum, which is regarded as the amplitude of the
Shubnikov-de Haas oscillations of the composite fermions
(CFs).33) By the fitting shown in Fig. 6, we obtain the gaps
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Fig. 6. (Color online) Temperature dependence of the depth of the ν=5/3
FQH minimum, defined in the inset, for sample A (squares) and B (trian-
gles). ULSL and the plain 2DEG are plotted with solid and open symbols,
respectively. Note that the minimum does not occur for the ULSL section
in sample B. The curves are fits to Eq. (2) with the values of Eexpg noted in
the figure.
for the plain 2DEG sections in the both samples and also for
the ULSL section in sample A, as noted on the top of Fig. 6.
Although Eexpg thus obtained, representing the energy differ-
ence between the centers of LLs (of CFs), is expected to be
less vulnerable to the disorder compared with the activation
gap [∆− in Eq. (1)],34) the values of Eexpg are still roughly an
order of magnitude smaller than Eg ∼ 0.1 e2/κl ∼ 10 K in-
ferred from Fig. 5 (a). We note that the phase transition is pro-
voked by the competition between the modulation V0 and the
original FQH gap Eg0. In order to assess correctly from the
diagram the effect of V0 in our experimental devices, there-
fore, the energy scale in Fig. 5 (a) should be altered (in both
horizontal and vertical axes, to preserve the decrement rate
dEg/dV0) so that Eg0 equates with Eexpg of the plain 2DEG
section. In the rescaled unit, the amplitudes of the modulation
for samples A and B are translated to V0 = 0.040 (< V0c)
and 0.28 (> V0c), respectively, in Fig. 5 (a). Thus, the dia-
gram predicts slight reduction of the gap Eg by the modula-
tion, Eg/Eg0 = 0.68, for the ULSL section in sample A, which
is in reasonable agreement with the experimentally obtained
ratio 1.08/1.32 = 0.82. Sample B, on the other hand, is lo-
cated deep in the regime of the stripe phase, consistent with
the missing of the FQH minimum and the presence of a peak
instead that can be related to the stripe phase.
The DMRG calculation is also performed on the spin-
unpolarized ν = 2/3 FQH state (equivalent to ν = 4/3 by the
particle-hole symmetry).31) The result predicts the collapse of
the FQH gap at the value of V0c similar to that in ν = 1/3, and
therefore fails to account for the experimentally observed bet-
ter robustness of the ν = 4/3 FQH state; the origin of the dis-
parity is the subject of our future study. Interestingly, density
wave with the wave length ∼ 4l is found to be less prominent
compared with the case in ν = 1/3. This may explain, com-
bined with the robustness the FQH state, the observed much
smaller peak, actually a hump, at ν ∼ 4/3, which is in a re-
markable contrast to the pronounced peak at ν ∼ 5/3.
To summarize, we have examined the effect of unidirec-
tional periodic potential modulation on the FQH states. We
observe slight reduction of the ν = 5/3 FQH gap for a small
modulation amplitude V0, and the collapse of the FQH state
and the emergence of a prominent peak for a large V0. The be-
havior is consistent with the modulation induced phase transi-
tion from the FQH to the stripe state predicted by the DMRG
calculation, and provides experimental evidence for the pres-
ence of the stripe phase in the lowest LL.
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