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1 | Introduction
There are approximately 7,000 languages spoken in the world, generating remarkable linguistic
diversity (Simons & Fennig 2018). Understanding the diversity among the world’s languages is
one of the focal points in modern linguistics. Linguists are interested in investigating how lan-
guages have actually emerged, and how languages change across space and time. They have
understood that languages are not stable systems, but permissive of adapting to their surround-
ing environments. These variations in diversity have intrigued many academics, such as Dixon
(1997) and Nettle (1999). Additionally, several scholars have noted how linguistic diversity is not
spread evenly across the globe (Gavin 2014, Nettle 1998, Nichols 1992). This unevenness is quite
remarkable, because only 9 % of the world’s land area contains approximately 60 % of the world’s
languages (Nettle & Romaine 2000). What is even more astonishing is the fact how so many dif-
ferent languages are actually spoken within these dense diversity hotspots. There are languages
from hundreds of language families and also dozens of language isolates, and yet they all differ
from one another despite their close proximities.
One of the diversity hotspots in the world is South America. According to The Ethnologue, there
are 455 living languages spoken in the area. These languages belong to 108 attested language
families, or they are one of the 55 language isolates. Linguistically this diversity is extremely fas-
cinating, because it is not only genetic, but also typological (Adelaar 2004). Additionally, South
America is diverse not just in the volume of languages but also in the geographical distribution of
the languages. Compared to the rest of the world, the languages spoken in South America are dis-
tinctly discontinuous in their distribution around the continent (Dixon & Aikhenvald 1999). This
means that some South American languages differ from other languages despite their geographi-
cal proximities. Languages can also share similarities, which can be due to the genetic relationship
between languages, or as in some cases, the close contact between languages. Considering these
aspects it is extremely valuable to study linguistic diversity and to measure linguistic differences
in South America, because it can reveal how diverse the languages actually are, and this is exactly
what I am doing in this thesis.
Because measuring the linguistic differences of an entire diversity hotspot would be too exces-
sive for this thesis, it suffices to choose a smaller area within South America. I decided to choose
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an area encompassing the tropical Andean countries of Colombia and Ecuador and also the Peru-
vian Amazon. The area is highly diverse not just linguistically, but also in its physical geography.
A remarkable feature is the high mountain range of the Andes, in addition to the Amazonian low-
lands with their dense river systems. For the study I will include nine languages from the area, six
of which represent different language families and three are language isolates. Typologically the
language data is not extremely representative, but as a case study this thesis shows how linguistic
differences can be researched, and that the study could be done with a much larger data set.
There has been an increase in studying linguistic diversity and the differences between lan-
guage systems. One of the recent examples is the work of Borin & Saxena (2013), which addresses
the various aspects of measuring linguistic differences. However, most of the case studies and
methods addressed in their work are only concerned with the genetic classification of languages
through the difference measures. Linguistic diversity on the other hand has been studied from
several different viewpoints, such as the relationship between biodiversity and linguistic diver-
sity (Gorenflo et al. 2012) and viewing diversity through multilingualism (Edwards 2012). Despite
these in-depth investigations, neither the contributions in Borin & Saxena, nor, to my knowledge,
any other studies actually measure linguistic differences. This can be achieved by using quantita-
tive methods. In general quantitative methods can be used to compare the typological profiles of
languages, which would in turn help understand the degree of linguistic diversity in the world.
The basis for my thesis spawns from the extensive implementations these quantitative methods
can offer for studying linguistic diversity.
The increase in studies on linguistic differences is due to developments in computational lin-
guistics, which offer more efficient ways of measuring linguistic differences. Understandably,
difference is a rather difficult concept to measure. Nonetheless, there are quantitative tools which
can render estimates of the differences, and eventually reveal underlying correlations in the data
(Hout et al. 2013). A particular statistical method is multidimensional scaling, which enables
the spatial representation of statistical measures (Chambers & Trudgill 2004). Multidimensional
scaling is used in this thesis in order to measure and visualize the linguistic differences in the
language data. The analysis is done by comparing the structural features of languages, which
are extracted from the World Atlas of Language Structures, and then analyzed with a statistical
computing software R. The result is a map, where similar languages are located in close vicinity
to one another and dissimilar languages are located further apart (Hout et al. 2013).
To summarize, the objective of this thesis is to explore linguistic diversity, and especially the
linguistic differences between languages spoken in the tropical Andes and in the Peruvian Ama-
zon. I will examine how diverse a set of languages actually are, when the data set consists of
language isolates and languages from attested language families which are spoken in a distinct
area inside a diversity hotspot. Specifically, I would like to consider the following questions:
3• How can linguistic differences be measured? To what extent can existing genealogical rela-
tionships affect the linguistic differences between languages?
• What are the possible reasons and explanations for linguistic diversity in South America,
and specifically in the tropical Andes and in the Peruvian Amazon?
• Can the results be explained by using an ecological point of view? Can non-linguistic pa-
rameters, such as geographical and socioeconomic factors, be used to explain linguistic dif-
ferences?
In addition to the aforementioned research questions my hypothesis is that there is a correlation
between the ecological environment of languages and their linguistic differences.
The aim of this thesis is twofold. First, the aim is to conduct a quantitative study by using a
statistical research method, and second, to explain the results of that research qualitatively. The
theoretical approach of the thesis is both areal-typological, because I am comparing languages
spoken in a specific area, and language-ecological, because I am exploring linguistic diversity
and linguistic differences through language ecology. I will also try to explain how and why the
overall linguistic diversity in the area has changed diachronically. Essentially this thesis is an
interdisciplinary case study which involves a quantitative analysis based on specific languages
spoken in a specific area. Hence the answers to the research questions above are meant to be
given with respect to the research area and to the language data, and not as universal answers
compatible with all languages and all diversity hotspots.
This thesis begins with an overall description of the theoretical framework in Chapter 2, which
consists of two distinct parts. First, I will discuss the appropriate theoretical background, which
sets the scene for the thesis. Second, I will elaborate on different approaches used to conduct the
study. The approaches will give an insight into how linguistic differences can be studied, and
they also elaborate on a theoretical level on the linguistic and non-linguistic ways of explaining
linguistic differences.
Chapter 3 deals with South America by focusing on the linguistic diversity, physical geogra-
phy and on the demographics of the continent. In addition, these aspects are discussed in light
of the countries situated in the research area. Because the relationship between language and
its environment is a complex one, this chapter will aid in understanding the overall background
against which the languages studied in this thesis exist.
Chapters 4 and 5 describe the methodological aspects of the thesis. First in Chapter 4, I will
thoroughly describe the language data used to conduct the analysis, and go through the process
of choosing the linguistic parameters for the study. Second, I will elaborate on the statistical
software R, and the actual statistical method, multidimensional scaling, in Chapter 5. In the end I
will portray the results of the analysis, which show the multidimensional scaling of the data, i.e.
the visualization of the linguistic differences.
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In Chapter 6 I will explain why the chosen languages spoken in the tropical Andes and in
the Peruvian Amazon are different, and how the area’s overall linguistic diversity has changed
diachronically. These explanations will underline the relationship between language and its envi-
ronment, and in the end I will be able to answer my research questions presented in this introduc-
tory chapter. Based on the explanations I will also verify the hypothesis. Finally, the concluding
remarks are given in Chapter 7.
2 | Theoretical framework1
In this thesis I will compare a set of languages spoken in the tropical Andes and in the Peruvian
Amazon, and then explain the differences between the languages and the linguistic diversity of
that area by paying attention to geographical and social environments in which the languages are
used. This comparison is done by measuring linguistic differences according to a few attested
structural features using a statistical method, which quantifies the differences found between the
languages. This study is both quantitative and qualitative. Quantitative statistics is used in order
to calculate and visualize the differences in the data set, and the results are explained qualita-
tively by focusing on linguistic and non-linguistic parameters. With this in mind it is sufficient
to include two distinct sections in this chapter for both theoretical background and for theoretical
approaches. The theoretical background sheds light on linguistic diversity, specifically on its def-
inition, distribution and fluctuation, and the theoretical approaches give insights on the methods
for studying linguistic differences and on the ways I will analyze and explain the results.
So as a whole, this thesis combines two different theoretical approaches. On the one hand,
it is areal-typological in its comparison of different languages, and on the other hand it is also
language-ecological due to the explanations of the structural differences and the diversity in the
area. In this chapter I will first elaborate on the theoretical background, and then I will describe
the different approaches.
2.1 Theoretical background
This section focuses on characterizing linguistic diversity, mostly by how it is defined, and how
it can change across space and time. The following descriptions will set the overall scene for this
thesis.
1Even though linguistic diversity is a complex phenomenon, I will not describe either the origins of language or the
entire evolution of diversity in this chapter, since both of these topics are extremely wide areas in linguistics. I will also
not define the concept of language and what is actually seen as a language. For the sake of this thesis, it is not essential
to draw a line between language and dialect or to talk about mutual intelligibility, because what matters in the end is that
all the languages spoken in the world have their own systems and structures, and I am only interested in that structural
diversity.
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2.1.1 Linguistic diversity
The world’s languages are related to one another just like biological species are, through several
embedded patterns of descent (Gavin et al. 2013). These patterns have generated a spectacular
amount of linguistic diversity: according to The Ethnologue there are approximately 7,000 lan-
guages spoken in the world. Most of these languages have a relatively small number of speakers,
and most of them are only used orally. Of these several thousand languages though, the 100 most
used ones are spoken by 90 % of the population (Nettle & Romaine 2000). This is definitely a be-
wildering portion of people. What about the remaining 6,900 or so languages? Those languages
are mostly unwritten local community languages and they are found all across the globe. To put
things into perspective, as Nettle & Romaine (2000: 32) state, almost “85 % of languages have
fewer than 100,000 [speakers]”. Despite the unevenness of language speakers across the world,
it is clear that the 7,000 languages vary in numerous different ways, since there are areas where
dozens or even hundreds of languages are spoken, but they still manage to be linguistically di-
verse. So across millennia diversifying mechanisms shaped our existence, which resulted in a
linguistically diverse world, where languages differ in many ways (Nettle 1999).
Linguistic diversity does not just mean that there are thousands of different languages. Net-
tle (1999) has divided linguistic diversity into three different subcategories, which are language
diversity, phylogenetic diversity and structural diversity. Language diversity refers to the actual
number of languages in a given area, which varies quite drastically between countries and con-
tinents. Phylogenetic diversity quantifies the number of language lineages in a given area. A
general way of measuring phylogenetic diversity is through the concept of language families,
which is used by historical and comparative linguists in order to group languages according to
their ancestry. The Ethnologue lists 145 different language families, excluding creoles, pidgins,
isolates, sign languages and unclassified languages. However, high language diversity does not
always imply high phylogenetic diversity. As an example, Nettle (1998) describes how there are
hundreds of different languages in central Africa, but almost all of them are closely related, be-
longing to the Bantu language family, which makes the area low in phylogenetic diversity.
Languages are also different on a multitude of structural levels, which is referred to as struc-
tural diversity. For example, languages can differ in the way they order constituents, how they
organize the sound system or how they code epistemic elements (Nettle 1998; Gavin et al. 2013).
Nettle (1998) also speculates that structural diversity tends to correlate with phylogenetic diver-
sity, since areas with a high number of language families also have a high amount of structural
diversity. Nichols (1992: 250) has ended up with a somewhat similar conclusion in her study by
claiming that “high genetic density and high structural diversity coincide in their geographical
distribution”. The structural diversity is the focal point of this thesis, since I will compare a set of
languages by measuring their structural differences.
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By now it is clear that the world is highly diverse linguistically. However, the global distri-
bution of diversity is uneven across continents. The reasons behind this skewed distribution are
obviously manifold, and despite the recognition of this issue, the knowledge of the mechanisms
affecting language diversity is still very limited (Gavin et al. 2013). As seen in Figure 1, the di-
versity density is clearly substantially higher near the Equator, mostly between the two Tropical
Circles, Cancer and Capricorn. There are two great belts of density in the area between the Cir-
cles: one within Africa, running diagonally from the West Coast to the East Coast, and the other
around Southeast Asia, spanning from India to the Pacific (Nettle & Romaine 2000). According to
Nettle & Romaine, these areas contain approximately 60 % of the world’s languages, but consti-
tute only 9 % of the world’s land area and only 27 % of the world’s population, emphasizing the
unevenness of the distribution.
Inevitably, these two density hotspots are also areas with a high amount of structural diversity.
The linguistic diversity in South America is also quite substantial, as is clear from Figure 1. The
choice of South America as my research area was motivated by its high diversity, and the fact
that it has not been studied from this perspective. Additionally, South America is very diverse
in the geographical distribution of languages, since the languages are highly discontinuous in
their distribution, resulting in a web of intertwined languages. This intriguing combination of
linguistic and distribution diversity makes South America definitely worth studying.
Figure 1: The density of language diversity (Nettle & Romaine 2000: 33).
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2.1.2 Analysis of changes in diversity
Humankind has always been changing and developing, so it is clear that the evolution and de-
velopment of the modern world has been through a lot of fluctuation. Linguistic diversity, like
any other aspect of human existence, has also gone through a lot of changes and developments.
One of the most famous models for the fluctuation of languages is R. M. W. Dixon’s punctuated
equilibrium model, which is based on a similar model used in biology. I will elaborate on this
model and consider the different punctuations and the state of equilibria according to the frame-
work of Dixon (1997) and Nettle (1999), which I will later on use in this thesis when explaining
the changes in linguistic diversity in South America.
An important issue to address is the fact that neither Dixon or Nettle claim that societies and
languages are completely stable for thousands of years and then suddenly change immensely.
All languages are fluctuating all the time, even in an equilibrium situation (Nettle 1999). A rather
exquisite metaphor for equilibrium by Nettle is comparing it to a gas: a gas is stable when its
pressure and volume are stable, but the molecules in it are nevertheless moving constantly. This
applies to equilibria as well. Languages and speech communities are stable when nothing drastic
is happening, i.e. the situation is not punctuated, but changes are nevertheless happening con-
stantly within languages.
2.1.2.1 Characterizing equilibrium and punctuation
In his book The rise and fall of languages (1997), Dixon presents a hypothesis about the develop-
ment of languages and linguistic diversity. He hypothesizes that human history has mostly been
stable, but this stability has gone through several different interruptions. Dixon describes these
fluctuations by using his punctuated equilibrium model, which is based on two key concepts,
punctuation and equilibrium. These two concepts refer to a break or interruption and to a state
of balance, respectively. Different punctuations can disturb the equilibria, usually in a severe
way. As Dixon states, these punctuations “give rise to expansion and split of peoples and of lan-
guages” (1997: 4), so whatever the punctuations are and whatever causes them, they result in
dramatic changes within languages and between languages.
Dixon suggests that the human language has been in a state of equilibrium longer than the
punctuations have lasted, the most recent equilibrium still being in effect. Nettle (1999), on the
other hand, specifies an even more current punctuation caused by the Industrial Revolution (see
§ 2.1.2.2). In Dixon’s model, the linguistic equilibrium can be described by the features societies
speaking a given language are prone to have. In an area large enough to maintain several com-
munities, each group is a political group with each of them having their own distinct language
or dialect, and a name for that vernacular. When comparing these groups, no single commu-
nity would be relatively larger in terms of population size than the others, and the communities
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would also have somewhat similar lifestyles, beliefs and traditions. An equilibrium status is fur-
ther enhanced by the lack of prestige, which means that no group and no language would have
greater prestige than the others. What is emphasized here is the overall state of equilibrium. As
mentioned above, changes are happening constantly within languages. However, the changes
during an equilibrium would be rather minor compared to the changes caused by punctuations.
During an equilibrium languages would diffuse with each others, becoming more similar, while
punctuation would cause languages to diverge from one another.
But what is causing these punctuations in the first place? According to Dixon (1997), punc-
tuations are usually affiliated with population growth. As mentioned above, languages would
diverge due to the expansion of communities into new ones, which would eventually cause the
languages to split. This process would continue at a steady rate, resulting in the development of
new languages. When considering the state of linguistic equilibrium in general, there are both lin-
guistic and non-linguistic reasons for a possible interruption of that balance. The linguistic factors
causing punctuations could be twofold: first, some language might have prestige due to certain
grammatical features, making it more desirable to communicate with, and second, one language
might achieve a communicative advantage due to borrowing from another language. Either way,
the result is the same. These so-called better-equipped languages would eventually split into new
languages, making sure other languages were on their way to extinction. In a way this process
could be seen as the survival of the fittest, the natural selection of languages. Obviously these
linguistic triggers, as Dixon states (1997: 77), “are simply speculations”.
Most punctuations, however, are due to non-linguistic factors. Dixon recognizes two main
non-linguistic parameters, the causal and the geographical parameters. The causal parameter
consists of natural causes, material innovations, aggressive tendencies and forms of communi-
cation, and these could all lead to a period of punctuation. Natural causes are related to the
environment: some kind of natural disaster, such as a volcanic eruption or a flood, affects the
living conditions in an area, forcing people to relocate. Some populations might even perish com-
pletely. Another natural cause of punctuation is the spread of infectious diseases, which results
in a decrease in population, since people might lack the immunity to withstand certain diseases.
But as people develop, so do their skills and abilities.
During human history, several major innovations have affected the equilibria, one of the
biggest ones being the development of agriculture, which meant the spread of farming and a
rapid population growth. The invention of tools and weapons inevitably made some groups
have more advantage over others. The tools might spread to other groups, or it may lead to
one group wiping out others with guns, and those without firepower would gradually vanish
alongside their language. Another important innovation was the development of transportation,
which facilitated the relocation of communities into new areas. By “aggressive tendencies” Dixon
means the rather drastic measures of conquering new areas and oppressing peoples. A certain
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group might have the required methods, e.g. weapons, tools or just a majority of the people, and
through these it would gain power and prestige. This group would also have a prestige language.
The remaining non-prestige groups would lose speakers because of the higher status of the pres-
tige language. People would switch to that language and eventually, there would be no one left
to speak the non-prestige language.
The most important innovation according to Dixon is the development of writing and other
forms of communication. He divides the reasons for its importance into two, seeing writing
as generally beneficial and selectively beneficial. The former refers to the general importance
of writing, enabling people to communicate and develop literature, while the latter means how
most writing is published in the prestige language of a nation, making the non-prestige language
speakers abandon their languages. In a way writing is seen as a privilege of large powerful
groups, which leads to smaller, usually indigenous groups to only gaining access to written ma-
terials in English or Spanish, for example. This same kind of imbalance has continued with the
invention of radio and even television, which are mostly broadcasted in prestige languages, af-
fecting the local languages.
The second non-linguistic parameter causing punctuations is the geographical parameter,
which Dixon (1997) has divided into three separate possible sub-parameters: (1) the expansion
into uninhabited territory, (2) the expansion into previously occupied territory, and (3) the con-
finement within a geographical area. As Dixon states, the expansion into uninhabited areas might
happen due to several different reasons, for example when acquiring a more attractive place to
live in. Whatever the reason, the result is the same, a punctuation. The new inhabited territory
facilitates population growth, which results in newly formed groups of people and thus new lan-
guages. While the expansion into uninhabited areas probably leads to language splitting, the
exact opposite situation occurs when a group of people expands into previously occupied terri-
tories. This expansion interrupts the equilibrium, because the invaders are more likely to have
dominance over the existing population, making the invaders’ language the prestige language.
Eventually the original languages will either decline in use entirely or remain in use, but not as a
prestige language. This type of expansion has been happening all over the world ever since the
European migration started in the 15th century.
A certain punctuation might originate within a specific area. One example of this type of
punctuation comes from South America, which is the research area in this thesis. Dixon states
how the introduction of agriculture caused a punctuation within the Amazonian forests. The
inhabitants of that area were hunter-gatherers speaking a variety of languages. When agriculture
was developed, probably by one tribe as Dixon suggests, it eventually started to spread into
neighboring tribes. This spread of agriculture caused a punctuation where populations expanded
and languages split, which had an interesting consequence on the continent’s linguistic diversity.
On the one hand the area’s hunters-gatherers were replaced or absorbed by the agricultural tribes,
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and on the other hand the expanding speech communities resulted in their languages splitting
into new ones over time. This describes the ebb and flow of the model quite well. The general
features of South American linguistic diversity are described more thoroughly in § 3.2, while the
explanations for the changes in the diversity are discussed in § 6.2.
2.1.2.2 Fluctuations in linguistic diversity
This section focuses on outlining the most important periods of punctuation which essentially
affected linguistic diversity in general. In a way, our history can be analyzed by using the punctu-
ated equilibrium model. I base this section mostly on the adaptation seen in Nettle’s work (1999),
which is, to be explicit, obviously somewhat speculative since some aspects of human history
can only be roughly estimated. In his work Nettle provides short descriptions of a Palaeolithic
equilibrium and of two massive punctuations, the Neolithic and the Industrial punctuations. The
Palaeolithic era refers to the period before 10,000 BC, when the earliest stone tools were made,
and the Neolithic period, occurring right after the Palaeolithic, indicates the development of agri-
culture (Bowens 2011).
By the Palaeolithic equilibrium Nettle (1999) refers to a relatively stable situation across the
world, in which humans had been gradually spreading across the present-day continents. He
also mentions how languages already existed during the latter period of this era. Humans were
hunter-gatherers, and they were living in quite small societies, ranging from a few hundred to a
few thousand people, consuming the resources available in a given area. After the resources were
exhausted, they had to relocate, which was much easier with a smaller community, so the societies
never grew too large. During the Palaeolithic era language diversity was probably increasing as
was the population. Estimating the number of people and even estimating the number of lan-
guages is of course rather hypothetical, but Nettle uses the Australian amount of approximately
1,000–3,000 people per language to conclude that there might have been around 1,500–9,000 lan-
guages at the end of the Palaeolithic era, right before the first big punctuation.
As mentioned above, the Neolithic period started when humans shifted from hunting and
gathering to agriculture. This resulted in the first big punctuation after the relatively stable Palae-
olithic era, and this spread of farming affected a lot of things. Even though diseases also spread,
the rise in birth rates outweighed the mortality rates. This led to a rapid population growth, which
then resulted in migration, because the growing population needed more space. Some languages
spread vastly, while some split into other languages, whereas others had the more upsetting fate
of being replaced or even dying.
This punctuation had a massive impact on people and their languages, though Nettle suspects
that the Neolithic period and its consequences for language diversity continued throughout the
upcoming several millennia. Nettle calls this the Neolithic aftershock. The exponential growth
of the population resulted in a number of big languages in Eurasia in terms of the number of
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speakers. The nations which spoke those big languages had armies, officials and writing systems,
which were all developments agrarian communities lacked, which in turn meant that these huge
languages had a way of spreading. Due to the population growth, there was a lot of pressure in
Eurasia to expand beyond its borders, which evidently led to several well-known voyages, one of
the most famous being that of Christopher Columbus. What started then in the 15th century re-
sulted in a 400-year-long expansion and migration of Europeans all across the world. This meant
that the indigenous inhabitants were either killed, enslaved or banished from their territories. If
someone was not killed or enslaved, they probably died of an infectious disease, eventually2. It
goes without saying that linguistic diversity was dramatically affected by the mass depopulation
of indigenous peoples and the expansion of European hegemonies. The main difference between
the Neolithic period, the development of agriculture, and its aftermath is their actual effect on
language: whereas the Neolithic punctuation meant the spread of agriculture and thus the grad-
ual development of smaller farming communities which enabled language diversification, the
European expansion did not cause divergence, but mainly the loss of language diversity.
Nettle recognizes an even more recent punctuation which he calls the Industrial punctuation.
The Industrial Revolution, starting in the late 1700s, caused major changes in the way people lived
their lives. Societies, mostly Western ones, became richer, healthier and more advanced, which
led to a situation where languages were dying even though people were not moving. People were
shifting to other languages within their habitats, since those languages had higher socioeconomic
prestige. This pattern has caused a massive extinction of languages, making most of them endan-
gered (Nettle & Romaine 2000). In recognizing these different punctuations, Nettle stresses the
fact that these fluctuations of equilibrium and punctuation cannot just be seen as single processes
in time. As mentioned above, languages are never in a completely stable condition, but react to
every aspect of human existence. However, the recent punctuations have been drastic to language
diversity. Nettle & Romaine estimate (2000) that at least half of the world’s languages will become
extinct during the next century. Nettle’s hypothesis is a future equilibrium where only one or two
languages exist, since the languages of the developed world are spreading rapidly.
According to Nettle (1999), the Industrial punctuation is still affecting languages. For example,
the South American forests are being demolished, forcing indigenous tribes to relocate. Addition-
ally, the speakers of indigenous languages are shifting to the hegemonic languages of Spanish and
Portuguese due to socioeconomic reasons. This punctuation has definitely affected the linguistic
diversity in South America, so I will use it as one of the ways of explaining in detail how the
continent’s diversity has fluctuated.
2For example, up to 95 percent of all Native Americans died from successive epidemics (Nettle & Romaine 2000: 117).
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2.2 Theoretical approaches
In this thesis my aim is to explore the structural diversity of languages spoken in the tropical
Andes and in the Peruvian Amazon by measuring their linguistic differences. I will also suggest
explanations for these differences by paying attention to the geographical and social environ-
ments in which the languages are used. The following sections compile the language-ecological
approaches used to explain the linguistic differences in the research area. I will first specify dif-
ferent approaches for studying linguistic differences, which is then followed by descriptions of
language ecology and contact-induced language change.
2.2.1 Approaches for studying linguistic differences
The linguistic diversity of the world is visible not only by the sheer number of natural languages,
but also within the languages themselves. All languages are complex entities, some more than
others, but they all differ in vocabulary, grammar, written form, syntax and in other characteris-
tics (Chiswick & Miller 2005). Scholars have wanted to group languages for centuries based on
their differences and similarities, which has been the basis for historical linguists in order to clas-
sify language families. It is well known that historical linguists can reconstruct the prehistory of
languages and determine their relatedness by using massive amounts of data, but it is all based
on the notion of classifying languages as more or less similar by comparative examination.
The differences in languages can demonstrate how close or how far some languages are from
one another linguistically. The result is the concept of linguistic distance, which refers to the
“extent to which languages differ from each other” (Chiswick & Miller 2005: 1), whether between
languages, language varieties or idiolects. It is quite impossible to measure linguistic distance the
same way as measuring the distance between two countries, but the idea of this type of distance
can be used, for example, to measure the ease of learning a new language (see Schepens et al.
2013). Because languages are very complex, linguistic distances could be measured according
to the differences in phonology, syntax (i.e. in syntactic typology) and semantics (Nerbonne &
Hinrichs 2006).
Borin (2013) notes how there has recently been a growing interest within the field of compu-
tational linguistics to actually measure these linguistic differences, focusing on measures that can
be computerized and then automatically applied to large data sets. Essentially the differences
between two language systems can be estimated, and then put on a numerical scale. This results
in a linguistic distance measure, which should desirably be “metric in the mathematical sense,
i.e., that the distances are non-negative and symmetric” (Borin 2013: 20). He states how linguis-
tic distance measures can help linguists to group languages, and because there are many ways to
group languages, there are also a lot of potential distance measures to be used to study differences
between languages.
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An important aspect of measuring differences is to decide what to actually investigate and in
the end compare. Borin (2013: 9) classifies three different sets of concepts which can be compared
when calculating linguistic distances:
(1) Sets of features
(2) Probability distributions of linguistic features
(3) Symbol sequences
The first concept refers to a set of either grammatical, lexical or phonological features, such as
phonetic feature n-grams or part-of-speech tag sequences, while the second concept refers to the
likelihood of certain features existing in the first place. The third concept basically means that
words of the given languages are measured, usually by string similarity measures. Any of these
three concepts could be used when calculating linguistic distances, but Borin concludes that the
most used linguistic data has actually been basic vocabulary lists. He mentions how comparative-
historical linguists tend to favor structural features when comparing languages, but adds that
there does not seem to be a well-justified basis for the use of either structural features or vocabu-
lary lists.
Chambers & Trudgill (2004) propose an order of importance for linguistic features when com-
paring languages. Even though their suggestion is focused on dialectological comparison of lan-
guages, especially the grading of isoglosses, I believe this ranking (Chambers & Trudgill 1998: 99)
represents the structural significance of linguistic features quite well:
LEXICAL 1. lexical
2. pronunciation
PHONOLOGICAL 3. phonetic
4. phonemic
GRAMMATICAL 5. morphological
6. syntactic
Here we can see how Chambers & Trudgill evaluate lexical items to be the least reliable and
grammatical features to carry the most weight when comparing languages. Nerbonne (2003)
has reached a similar conclusion when stating that lexical elements are less consistent than other
linguistic features and hence more unstable, especially when comparing between languages.
Based on the representation of features I decided to follow this ranking when choosing what
features to compare in order to measure the linguistic differences between a set of languages.
Because Chambers & Trudgill suggest that grammatical features are the most reliable data on
languages, I will use them as the base for the language data parameters, which are discussed
more thoroughly in § 4.2.
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2.2.2 Ecological view on language
As mentioned above, I intend to suggest possible explanations for linguistic differences in this
thesis. When looking for explanations for the differences between languages it is important to
remember that languages are not secluded entities existing independently from people, societies
and the environment, but that there exists a connection between languages and the environment
(Wendel 2005). I will base the explanations on a field of linguistics called language ecology, which
is a holistic, multi-faceted and dynamic perspective that studies the interaction between language
and its environment (Eliasson 2015; Haugen 2001). A Norwegian-American linguist Einar Hau-
gen formulated this subfield of linguistics in his essay The ecology of language, because he felt that
there is a need for research, where concepts of ecology are applied to language. For Haugen the
environment meant first and foremost the society where languages were used on a daily basis, but
as de Busser (2015) states, the scope of Haugen’s formulations is not entirely clear. In general, it is
important to study the relationship between languages and the ecological environment, as schol-
ars such as Gavin & Stepp (2014), Gorenflo et al. (2012), Nettle (2009) and Axelsen & Manrubia
(2014) have shown.
However narrow or wide the scope of Haugen’s original formulation of the ecology of lan-
guage is, the main reason for the use of an ecological approach in this thesis is to offer ways of
explaining linguistic differences between languages by paying attention to the overall connection
between language and the ecological environment. This approach is motivated by de Busser’s
view on how “linguistic structure is formed, changed and influenced by different aspects of the
human environment” (2015: 1). In his view these different aspects can either be internal or exter-
nal factors, which both influence languages. De Busser lists six external factors: cultural factors,
social factors, geographical factors, natural factors, human biology and the meta-perception of
language. De Busser differentiates between geographical and natural factors, because he sees
that the two are considered to entail different aspects of the environment. He describes factors
such as the physical proximity and the latitudinal gradient of languages as geographical factors,
whereas natural factors are elements of the natural environment, such as rivers, mountains, flora
and fauna, adding that both of these factors can cause language diversification.
To simplify, the geographical parameter used in this thesis to explain linguistic differences
will include both the geographical and natural factors from de Busser’s classification. This way
the parameter will cover the widest possible range of explanations. In addition to the geograph-
ical factors I will also base my explanations on socioeconomic factors, which correspond to de
Busser’s social factors. In this section I will further elaborate on the geographical and socioeco-
nomic aspects of the human environment based on de Busser’s work. However, I will not use
cultural factors, human biology or the meta-perception of language as explanations of linguistic
differences, because they are not the central factors considering the scope of this thesis.
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The social factors relate to the demographic and socioeconomic structures found within soci-
eties, such as power relationships, ethnicities, community sizes, interactions between other soci-
eties and social networks (de Busser 2015). In general different social factors can affect language
use even without people noticing it, since speakers can change their language according to whom
they are talking to, what the topic and the function of the discussion is, and what the overall
social context of the discussion is (Holmes 2013). For example, people start shifting from one
language to another in order to gain a better socioeconomic status. This shift usually derives
from the desire to acquire better education and employment. A demographic transformation has
caused the division of rural and urban areas, because more people are living in large cities than in
rural areas (Veblen et al. 2015). Language shift understandably affects the small rural languages,
because they are not seen as useful as larger urban, usually hegemonic, languages, so the smaller
languages lose speakers due to these socioeconomic factors (de Busser 2015).
The geographical factors involve elements in the natural environment, which can influence
languages and even their diversity and complexity (de Busser 2015). Examples of geographical
factors in play are shown in studies which demonstrate how geographical proximity can corre-
late with both species and language diversity (Mace & Pagel 1995; Kerr & Packer 1997). A ho-
mogeneous area can lead to contact between languages, while a heterogeneous area can promote
language isolation, which is strengthened by the vicinity of oceans and mountains. Because the
social interaction with neighboring groups becomes more difficult, it can affect the spreading of
languages and thus language diversity. There are nevertheless mixed results on the strength of
this correlation, as Gavin et al. (2013) mention.
An interesting example is the relationship between Rapoport’s rule and language richness
by Gavin & Stepp (2014). Rapoport’s rule is an ecological pattern which postulates that “the
geographical extent of species ranges increases at higher latitudes” (Gavin & Stepp 2014: 1). This
means that at higher latitudes the geographical area where a given species can be found increases
in size. Gavin & Stepp studied if analyzing Rapoport’s rule might help understand the causes
behind the skewed distribution of language diversity. They conducted a global analysis in order
to analyze the magnitude of Rapoport’s rule, and they found out that the distribution of language
range, i.e. the area where languages can be found, is skewed. 87 % of languages Gavin & Stepp
studied had a range area less than 10,000 km2, while only a few languages had a range area
over 1,000,000 km2. They point out how language richness correlates with latitude, meaning
that there are more languages in the tropics than at higher latitudes. At the same time language
richness is negatively correlated with language range, so when one increases, the other decreases.
Gavin & Stepp hence found evidence that Rapoport’s rule influences latitudinal diversity on a
global scale. There are obviously many processes affecting language diversification, but the strong
latitudinal aspect in language diversity and language range sizes imply that there are also some
environmental components in effect.
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Geographical factors can also be smaller scale items, such as the influence of river systems and
mountains, or large scale relationships, such as the relationship between biological and linguistic
diversity (de Busser 2015). Several scholars have noted how linguistic and biological diversity
occur relatively often in the same regions. Patterns of co-occurrence can be identified between
these two diversities in areas such as West Africa, Melanesia, Mesoamerica and especially New
Guinea (Gorenflo et al. 2012). Languages in these areas account for approximately 70 % of all lan-
guages, and most of them are usually endemic, i.e. native, to certain regions (Gorenflo et al. 2012).
In Figure 2 one can see a representation of the number of languages within every biodiversity
hotspot or wilderness area. According to Myers et al. and Mittermeier (2000 and 2003, both cited
in Gorenflo et al. 2012: 8032), biodiversity hotspots are areas “characterized by exceptionally high
occurrences of endemic species and by loss of at least 70 % of natural habitat”, whereas biodiver-
sity wilderness areas are regions of at least 10,000 km2 “having lost 30 % or less of their natural
habitat”. In the 40 hotspots or wilderness areas identified in Figure 2, there are 4,824 languages
spoken, of which 3,474 are endemic to the regions where they occur. Therefore it is quite clear
that these biodiversity hotspots or wilderness areas are also linguistically diverse.
Correlations between linguistic diversity and biological diversity are also mentioned in Moore
et al. (2002), who observed how biodiversity can speed up the diversification of languages through
Figure 2: Distribution of languages within biodiversity hotspots (Gorenflo et al. 2012).
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resource partitioning, which indicates the way species avoid competition for resources (Dunn
2003). Evading competition can mean anything from sharing to dividing of methods, property,
etc. Moore et al. also note how fragile both linguistic diversity and biodiversity can be; they can
both be destroyed by social processes and new technologies, and they both react to environmen-
tal factors in similar ways. However, it should be mentioned that even if language diversity and
biological diversity correlate with each other, that does not necessarily imply a causal relationship
between them (Gavin et al. 2013).
Overall the external geographical and socioeconomic factors discussed in this section have
demonstrated the complex relationship between the environment, languages and their speakers.
This ecological view is an acceptable approach in explaining linguistic differences, because as
Lupyan & Dale (2015: 294) claim, “languages adapt to their environments”. If languages are
spoken in similar ecological environments, they tend to become more similar, and vice versa;
different social structures and physical environments will facilitate linguistic diversification. In
general the field of language ecology emphasizes how the interaction between language and its
environment is worth studying and can result in new discoveries.
2.2.3 Contact-induced language change
I am exploring linguistic differences in this thesis, but it is important to remember the other side
of the coin, which is linguistic similarity. The two phenomena seem to be contradictory to one
another, but they are in fact related, because they are both connected to language contact. Fill
(2007: 179) states how “language contact is only possible because of language diversity”. Because
there are so many languages, mostly in dense diversity hotspots, languages tend to interact with
other languages in the same area. This leads to a process of contact-induced language change,
when genealogically unrelated languages, which previously had significant linguistic differences,
start to resemble one another (Winford 2005). On the other hand, genealogically related languages
may become different through language contact. In an extreme case, language contact may lead to
language shift, so therefore language contact is a noteworthy approach when exploring structural
similarities and differences, because it affects the overall linguistic diversity. On its own language
contact is an extremely large field of study, so in this thesis I will only briefly mention some of its
postulates, which are relevant for the present study.
According to Lucas (2015), there are a lot of controversies regarding the definition of language
change and the role of language contact. Lucas specifies how there are basically two opposing
views on this matter: the first one, favoring Chomsky, defines language change as happening on
an individual level, while the second one, favoring sociohistorical approaches, defines it as hap-
pening to all speakers of a group. Both of these views differentiate contact-induced change from
language internal change, because in the former the change is due to bi- and/or multilingualism
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in the speech community, and thus due to language contact (Lucas 2015). Nevertheless, these two
opposing views do not agree on what contact-induced change actually encompasses. As Lucas
states, for the individualists contact-induced change indicates a change within a speaker’s idi-
olect, which differs from the grammars of older speakers, whereas the sociohistorical perspective
sees the change occurring when all the speakers of a group have changed their linguistic habits.
In general language contact is regarded to concern young people more likely than old people
(Heine & Kuteva 2005), which in a way supports the latter sociohistorical perspective of group
level change. The main purpose of this approach is to offer plausible ways of explaining linguis-
tic differences between a set of languages, so I am interested in the contact-induced changes on a
group level. However manifold the definitions and the reasons for language change are, the most
important fact to keep in mind is the entire phenomenon of language contact, which happens
when people change their linguistic tendencies after being exposed to other languages (Heine &
Kuteva 2005).
In their seminal work Thomason & Kaufman (1988) present two types of contact-induced lan-
guage change, borrowing and interference through shift. They have described borrowing as “the
incorporation of foreign features into a group’s native language by speakers of that language”
(1988: 37), whereas interference through shift happens when “a group of speakers shifting to
a target language fails to learn the target language perfectly” (1988: 39). However, as Winford
(2005) states, Thomason & Kaufman do not clearly explain what these terms actually mean and
include, since they are just regarded as processes of language change without further explana-
tions. Overall, language contact can be viewed as a borrowing process of any kind of linguistic
feature (Winford 2005), while language shift occurs when speakers of a language shift to another
language. Usually the shift is voluntarily and due to social factors, such as people’s desire for ed-
ucation and better employment (Holmes 2013). Language shift has a reducing effect on linguistic
diversity, because people are speaking fewer languages due to the shift.
The exposure to other languages and its consequences is the crucial linguistic factor when ex-
plaining similarities and differences between languages. Even though some linguists still claim
that the only proper account of contact-induced language change is the existence of loanwords,
I justify the use of language contact as an approach by citing Thomason & Kaufman, who state
how “any linguistic feature can be transferred from any language to any other language” (1988:
14). Therefore language contact explains not only lexical, but also structural similarities and dif-
ferences between languages. These structural features are the focus of this study, which will be
examined later on in Chapter 4. Overall, languages can diversify and become similar in many
different ways, since in addition to linguistic parameters also geographic and socioeconomic pa-
rameters affect languages (Aikhenvald 2006b). All the aforementioned factors are used to explain
the structural differences between the languages studied in this thesis.
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3 | South America: diversity,
geography and demography
South America is a continent showcasing remarkable linguistic diversity. But as mentioned in
the previous chapter, languages do not exist in seclusion, but as an essential part of societies.
Therefore it is appropriate to further examine the entire continent in order to fully understand
the environment where these languages exist. In this chapter I will first focus on describing the
possible ways South America might have been inhabited, which is followed by a summary of the
continent’s overall linguistic diversity. Subsequently I will portray South America’s geographical
and demographical features. In addition, because the languages compared in this thesis are spo-
ken in the tropical Andes and the Peruvian Amazon, encompassing the countries of Colombia,
Ecuador and Peru, I will further elaborate on these countries in every section. None of these de-
scriptions are meant to be exhaustive, because my focus is to provide an overall representation of
these features, so that the results and the explanations in this thesis can be easily situated into a
proper context.
3.1 How the Americas were inhabited
In order to fully understand the processes behind the formation of linguistic diversity in South
America, it is important to hypothesize about the peopling of the Americas. Human history is
full of interesting details and happenstances, and one of them is the complex phenomenon of
how early humans migrated to North and South America. There are as many theories for the
peopling of the Americas as there are studies on the subject. In this section I will elaborate on the
theories and thoughts of Nichols (1990), Goddard & Campbell (1994), Blench (2008), Mulligan &
Szathmáry (2017) and Peterson (2011), of which the first three are based more on linguistic data
than the two remaining ones, which focus on other kinds of data. Throughout this section I will
use the term New World when referring to the American continents, as it is a well-established
and widely used concept.
The 1990 paper from Nichols is a thorough description of the first settlement of the New World
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by using linguistic data in order to estimate the age of linguistic populations. Nichols aims to
strongly criticize Greenberg’s 1987 study, where he suggested a time frame for the first migration
into the New World being around 12,000 to 20,000 years ago. Nichols tries to verify, at least on
some level, if these estimates are even somewhat accurate or completely wrong by estimating a
more accurate age for the language families. These estimates are based on the linguistic diver-
sity and on the linguistic differentiation rates found in the source area, which was northeastern
Siberia. She agrees with other scholars when stating that there were probably multiple entries
into the New World, and that these entries were made by people speaking the same language or
closely related languages. She concludes that based on the evidence from her studies on linguis-
tic prehistory, it seems more likely that the New World has been inhabited for tens of millennia,
longer than generally thought. Even though her paper was interesting, Nichols seems to focus
mainly on criticizing Greenberg and proving him wrong, so she does not really comment on the
debate on where the first populations of the New World originated from and how did they come
there. For her the debate has been mostly about the age question, since previous suggestions have
been inconsistent with linguistic facts in her opinion.
Goddard & Campbell continue on the same path as Nichols when criticizing Greenberg’s opin-
ions, stating that it has way too far-reaching a scope. They feel that considering the complexity of
human linguistic history, it is not clear how it corresponds to non-linguistic history, but it might
end up shedding light on the matter of peopling of the Americas. In their view, several possi-
ble scenarios for the migration of the people and their languages into the New World might be
plausible. The suggested scenarios are as follows:
(1) A single migration occurred at some point in time, and later this genetic unit diversified,
forming several language families.
(2) Populations in Northeast Asia and their languages underwent a differentiation, and these
distinct units traveled to the Americas over time.
(3) There were several different migrations all of which happened during separate time periods
and consisting of separate languages.
(4) A single migration occurred, but there was more than one language present.
(5) A possibility that one or more of the language groups which migrated ended up going
extinct.
After presenting these different scenarios, Goddard & Campbell conclude that the relationship
between linguistic and non-linguistic history is a complex one, making these suggestions of sce-
narios quite risky. According to the authors, the most important aspect to keep in mind when
constructing theories for migration is the fact that there is more linguistic diversity in the Ameri-
cas than in Eurasia, because the Americas were populated relatively recently.
The third linguistic paper is from Blench, who gives a very specific account on the linguistic
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diversity of the Americas, focusing on explaining language groupings and language expansions.
In the end Blench states that physical anthropology should be used more often alongside genetic
modeling of populations to fully understand the peopling of the New World. In his hypothesis
hunter-gatherers migrated first to the New World around 25,000–30,000 BP1 from Siberia, and
those smaller groups might have eventually spread out down the West Coast. These migrations
would continue across Beringia, through which diverse language groups would find their way
to the area. Ultimately local hunter-gatherer groups would keep on growing and expanding, and
sooner or later also diversifying. Blench seems to base his hypothesis rather optimistically on the
anthropological findings, but he nevertheless suggests that the New World has been inhabited for
tens of millennia.
The remaining two theories are not based merely on linguistic data, but on other scientific as-
pects that studies have shown to justify. The first of these is the study made by Mulligan & Szat-
máry, where they modeled the peopling of the Americas by using molecular genetic data. The
hypothetical model based on this type of data depicts that a population originating somewhere
in Asia diversified around 40,000 years ago, migrated to Beringia, where it existed in isolation,
hence diverging even more. Then approximately 16,000 years ago there was a single rapid ex-
pansion from this isolation into the Americas. Mulligan & Szatmáry favor this model because
the genetic evidence indicates that there are similar groups of DNA found throughout North and
South America, but not in Asia. This would mean that these specific variants have emerged before
any groups of people migrated to the New World, implying that the genetic variants have formed
after the divergence from the original population in Asia. Mulligan & Szatmáry also managed to
suggest a duration for the Beringian isolation by using the same molecular data. They estimated
that the time needed for genes to diversify would range from 7,500 years up to 15,000 years. This
new and interesting method seems believable since studying DNA is not based on facts unbe-
known to us, but on scientific proof.
The second nonlinguistic theory comes from Bennett Peterson, who focuses on discussions of
migrations to the New World by sea. She states explicitly how she accepts the theory of early
humans crossing the Bering Strait land bridge in order to migrate to the New World, but wants to
distinguish other possibilities as well. The Pacific Rim Model is a model for the settlement of the
Americas by sea, suggesting that ancient people were skilled seamen able to reach the Americas
by boat. According to Bennett Peterson and other scholars, these ancient mariners were able to
successfully complete their journeys by eating seaweed and relying on other resources as well.
Due to glacial ice the most probable route into the New World would have been down the Pacific
Northwest Coast, and some groups might have kept on moving alongside the coast as south as
possible. Bennett Peterson also states that because of the ocean currents and their directions,
groups of people might have migrated into South America from the south upwards already in
1Before Present
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33,000 BC. It is clear in her description that she also believes that this migration into the New
World is more ancient that previously thought.
In summarizing these five accounts on the peopling of the Americas it is obvious that there
are many possible theories on this matter. Of the five authors mentioned here, all three, Peterson,
Nichols and Blench, clearly believe that the migration into the New World started tens of thou-
sands of years earlier than generally thought. It is a good thing that linguistic prehistory is used
to support historical accounts, but it might be dangerous to view matters based only on linguistic
history, since one might want to find some connections so desperately that the actual study and
its results might not be objective enough. I chose these papers because they represent different
point of views in their own respective ways, but I will not claim any of them to be the absolute
truth and the only possible explanation for the peopling of the Americas.
Figure 3 illustrates the migration depicted in this section, including both possible land and sea
routes to the New World. Even though the discussion on the inhabitation might sound like it is
focusing mostly on North America, there is an understanding that this migration eventually also
reached South America. Bennett Peterson briefly mentioned how some groups of people might
Figure 3: Possible land and sea routes to the New World.2
2http://mrgrayhistory.wikispaces.com/
3.2. Linguistic diversity in South America 25
have traveled to South America by sea along the South Pacific current, inhabiting the continent
starting from the south. There are of course other views as well. Lynch (1999) mentions that
the vast majority of anthropologists believe that the early humans who migrated to the Ameri-
cas came through the Bering Strait land bridge, originating from Northeast Asia. From thereon,
as these groups found their way south, they inhabited South America. According to the stud-
ies Lynch cites, it took the hunter-gatherers approximately 1,000 years to proceed from North to
South America, ending up all the way in the southernmost parts of present-day Chile. It is rather
impossible to describe how these people inhabited the areas in South America which are nowa-
days known as Colombia, Ecuador and Peru, but as people migrated into the entire American
continents, they evidently settled in areas which later on became these nation states. Because
people were mostly nomads, they moved from one place to another, so it probably took thou-
sands of years before they settled down in certain locations, eventually becoming the forefathers
for Colombian, Ecuadorian and Peruvian population.
3.2 Linguistic diversity in South America
As it was seen in Figure 1, South America is one of the linguistic diversity hotspots of the world.
According to The Ethnologue, there are 455 living languages in South America, of which 136 lan-
guages are threatened and 137 are endangered. The astonishing amount of linguistic diversity
in South America can be put into perspective when compared to the number of living languages
in Europe, which tally up as 287 languages according to The Ethnologue. Even though there is a
lot of information available on South American languages, some languages are described more
accurately than others, while some are yet to be described at all, making them entirely unknown
to us. Hence it is difficult to record the total number of languages. Several South American lan-
guages are also known by more than one name, which makes the classification of languages even
more difficult. Campbell (2012) states various examples of languages with multiple names, one of
which is the Nivaclé language, which has or has had nine other names. He also mentions (2012:
62) that the matter is further complicated “by the fact that [. . . ] languages have come to be known
by the name of the river [. . . ] or by other salient geographical features”.
Be that as it may, and despite the classification issues, there are approximately 108 recognizable
language families in South America, 55 of which are language isolates (Campbell 2012). Dixon &
Aikhenvald (1999) also describe how these language families each have their own characteristic
cultural profiles, consisting of features such as the method of obtaining food, the material culture
and the type of territory where the language exists. For example, the languages from the Arawak,
Carib and Tupí families are found in the rainforests, and the population uses agriculture and they
make canoes, hammocks and pottery. Some of the language families are not found just in small ar-
eas, but they have spread across a wide territory (Campbell 2012). As Dixon & Aikhenvald (1999)
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state, this discontinuous distribution of South American languages results in a web of intertwined
languages. One of these widely spread language families is the Arawak family, which as a lan-
guage family contains the highest number of languages in South America and spans across eight
countries. As with other linguistically diverse areas, there are some similarities and some differ-
ences between South American languages. Even though it is difficult to find out if the similarities
are due to language contact or common ancestry, there are still a number of features occurring in
several South American languages. Muysken (2012: 237) has identified the following features:
– Complex verbal morphology
– Agglutinative morphology
– Head marking
– Evidentials
– Both nominal and verbal classifiers
– Possession often marked on the possessed noun
– Clause subordination through nominalization
There are of course other features represented in the 108 language families as well, but together
with the overall linguistic diversity, this area has understandably intrigued a lot of scholars over
the years.
Dixon’s punctuated equilibrium model described in § 2.1.2.1 can be used to describe the de-
velopment of the continent’s linguistic diversity. In general there are three distinct punctuations,
which affected the languages and the overall diversity. Before the first punctuation, as Dixon &
Aikhenvald (1999) specify, a period of equilibrium prevailed after the migration into the New
World and the population of South America. The equilibrium probably occurred within each ge-
ographical area, whether the areas were rainforests or grasslands. The first punctuation was the
development and adoption of agriculture, which also took place in South America. This resulted
in the expansion and splitting of groups of people, which happened to the languages as well.
The second massive punctuation happened when the Europeans invaded South America from
the end of the 15th century onwards. Indigenous people were either killed or enslaved, or died
because of the spreading diseases. The invasion commenced the expansion of prestige languages,
such as Spanish and Portuguese. This massive punctuation caused the inevitable extinction of
South American indigenous languages – Dixon & Aikhenvald estimate that more than half of the
languages originally spoken in South America have died. The aforementioned numbers from The
Ethnologue tell the same sad story.
According to Nettle & Romaine (2000), the third punctuation was the Industrial Revolution,
which led to diversifying economies but also inequalities in the acquisition of new technologies.
This industrialization has also resulted in the loss of indigenous languages, because the Euro-
peans wanted to exploit the natural resources of the continent, resulting in the demolition of the
indigenous groups’ habitats (Blouet & Blouet 2015). Nowadays even the remote tribes living in
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isolation are not entirely safe from the European-style civilization, and slowly those languages
are used less and less. Before all the indigenous languages disappear, it would be vital to doc-
ument and describe these languages. This way the extraordinary linguistic diversity found in
South America could be preserved.
Table 1: The numbers of languages in Colombia, Ecuador and Peru.
Country Number of livinglanguages
Number of
indigenous languages
Colombia 84 79
Ecuador 24 21
Peru 93 91
Table 1 sums up the linguistic diversity in all the three countries of Colombia, Ecuador and
Peru. It is clear that there are dozens of languages spoken in the three countries, of which a
large percentage are indigenous languages. These indigenous languages consist of several lan-
guage families and dozens of language isolates, which are, as it is common for the continent’s
discontinuous distribution of languages, spoken in various different areas. Despite the number
of language families and isolates, there are a few language families which have a rather dominant
position in these countries. In the Andean region, there are two languages with this type of dom-
inance: Quechuan and Aymaran, which both have several million speakers (Adelaar 2012). The
dominance is visible for example in Ecuador, where a local variety of Quechua, called Quichua,
has replaced several languages and become the dominant language of the society and its people.
On the other hand, there are also languages from other language families spoken in the Andean
areas, the speakers of which have tried to survive the European conquest by residing in the moun-
tainous area, forming linguistic islands (Adelaar 2004). Overall the linguistic diversity in these
three countries is definitely interesting and well worth further study.
3.3 The physical geography of South America
South America as a continent is rather manifold. Its linguistic diversity is really substantial, but
its physical geography is also diverse. South America consists of a wide range of diverse envi-
ronments ranging from mountainous areas with altitudinal climates to tropical rainforests and
temperate lowlands to deserts. The best-known feature of South America is its long mountain
system, the Andes, which run all the way alongside the western coast of the continent. The
Andes are actually the longest mountain system on Earth (Veblen et al. 2015). Blouet & Blouet
(2015) state how the area west of the Andes consists of coastal plains, while the east side is mainly
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Figure 4: The physical geography of South America (Veblen et al. 2015: 33).
plateaus and plains, but also highlands. They also define and separate four distinct areas in South
America: the Andes, Amazon & Orinoco, Guiana Highlands and Pampa & Patagonia. All of these
areas are categorized according to their physical geography, their environment and their climate.
Figure 4 represents all these diverse topographic regions which constitute this massive continent.
The Andes are one of the most recognized features of South America due to its size and range
on the continent. Most of the Andes are located in the tropical zone, but obviously the climate
varies, since the high altitudes can modify both the climate and the vegetation. This also means
that even in areas located on the Equator, there are snow and glaciers. Due to its position on the
edge of a tectonic plate, the South American Plate, the Andes and its adjacent areas are prone to
earthquakes and volcanic activity (Veblen et al. 2015).
On the other hand, the Andes are very rich in natural resources, such as oil, gas, gold, copper
and tin (Blouet & Blouet 2015). These fertile lands are one of the reasons some mountainous
areas have been inhabited for thousands of years. The coastal area between the ocean and the
Andes varies in its terrain depending on the latitudinal location of the area. North of the Gulf of
Guayaquil (located in south Ecuador, near the border of Peru) the coastal areas are mainly forests,
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while south of the Gulf the areas are much drier and mainly deserts. For example, the entire west
coast of Peru, so the area between the ocean and the Andes, is a desert.
The Amazon and the Oricono are massive rivers, which flow in the lowlands east of the An-
des (Veblen et al. 2015). The lowlands usually have extremely high rainfall due to their tropical
climate, but they also have a dry season. The Guiana and Brazilian highlands represent the oldest
bedrock in South America, so they are remains of the eroded old mountain systems, which are a
source of minerals to the inhabitants of the areas (Blouet & Blouet 2015). Additionally, similar to
the lowlands, also the highlands have a tropical climate with a dry season. The Pampas is located
south of the Amazonian lowlands and its fertile grasslands stretch all the way from the Atlantic
to the Andes. The Patagonian plateaus are also located between the south Atlantic Ocean and the
Andes. The vicinity of the Andes results in a cool temperate land with low precipitation since the
Andes block winds coming from the Pacific, making the plateaus dry grasslands.
In addition to this division of South America into larger areas, Blouet & Blouet (2015) mention
how the Andean countries, such as Colombia, Ecuador and Peru, can be divided into three distinct
zones due to the effect of the Andes. These distinct areas are the Costa, the Sierra and the Oriente.
The Sierra refers to the highlands of the Andes, and its surrounding areas, while the narrow
coastal area between the Pacific and the Andes are called the Costa, and the wet interior lowlands
east of the Andes are called the Oriente. The Costa alters between wet forests and dry deserts
depending on the latitude. In Colombia and Ecuador, the Costa is mainly humid forests, but in
Peru the entire Costa is a desert. The Oriente and its physical characteristics also vary depending
on the latitude. Parts of Colombia’s northern Oriente experience dry seasons, where as the areas
near the Equator are tropical rainforests. From this description it is clear that in addition to South
America’s linguistic diversity, it is also diverse in its physical geography.
3.4 Demographics and socioeconomics in South America
According to the Population Reference Bureau (2017), the population of South America is 423
million (mid-2017). Of the thirteen nation states in the continent, Brazil has the biggest popula-
tion with 207.9 million inhabitants, while Suriname is the smallest country by population of 0.6
million. In general South America is an interesting example of population distribution, because
its population is not distributed evenly, but spread across the edges of the continent (Blouet &
Blouet 2015). As (Blouet & Blouet 2015) state, the entire continent can be described as a “hollow”
continent, since the interior regions have less than 10 inhabitant per square kilometer.
One contributing factor to this skewed population distribution is the physical geography of
the continent. The interior regions are characterized by the Amazon basin, which, as stated in the
previous section, is a massive river system. The presence of this kind of natural element and its
rough conditions have affected the population density. On the other hand, the South American
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landscape is also dominated by another massive natural element, the Andes. Despite its presence,
populations have managed to inhabit the Andean territories for centuries. This is mostly due to
the rich mineral resources the Andes provide (Blouet & Blouet 2015). For example, according to
The World Factbook (2017), almost half of the population of Ecuador reside in the Andean basin.
In general, a major demographic transformation has occurred in all South American countries
(Blouet & Blouet 2015). During the last century, people have migrated from rural areas to urban
centers, which has caused a very rapid urban development. This transformation is visible in the
population geography, since “South America has the highest concentration of population in large
cities [. . . ] of any of the world’s continents” (Veblen et al. 2015: 324). This highlights the “hol-
lowness” of the continent even further. The cause of this transformation according to Blouet &
Blouet (2015) lies in the socioeconomic expansion of the countries. The economic growth enables
cities to develop and prosper, which creates new job opportunities, causing the people from the
provincial territories to migrate to the urban areas. This massive migration has emphasized the
division between the rich and the poor, since there are drastic inequalities in wealth, income and
education.
Economically South America has been characterized as focusing on the primary sector, which
means exploiting natural resources, such as oil, gold, copper and coal, but also the cultivation of
rich soils (Blouet & Blouet 2015). The continent is also well-known for its forest resources and
fishing industries. According to Blouet & Blouet, there has nevertheless been a transformation in
the primary section, since the mechanization of mining and agriculture has led to a decrease in
the demand in labor force. Additionally, South American agriculture has become commercialized,
meaning that more and more crops are being exported. During the second half of the 20th century
the manufacturing sector gained momentum and steered several South American countries into
excessive manufacturing production. For example, in 2012, Brazil produced 34,7 million metric
tons of crude steel (World Steel Institute, as cited in Blouet & Blouet 2015). Another important
element in South American economies is the service sector, and especially the tourist industry,
which is a vital source of income for many societies and cities. The demographic transformation
has also affected the economies, because the urban development has increased the production of
manufacturing and service sectors, which in turn creates more jobs, which in turn accentuates the
rural to urban migration.
Table 2 sums up some of the key demographic parameters of South American countries. Ad-
ditionally, the three countries studied more thoroughly in this thesis are highlighted. This data
pinpoints the two main features mentioned in this section, the skewness of the population den-
sity and the urban development. The third column depicts the population per square kilometer,
which demonstrates the “hollowness” of the continent. In Colombia, Ecuador and Venezuela the
densities are quite immense, since there are around 30–50 people living per square kilometer. All
of these countries are located in the exterior regions of South America, which showcases just how
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Table 2: Demographic data of South America.3
Country
Population
mid-2017
(millions)
Population
per km2
Births per
1,000 people
Deaths per
1,000 people Percent urban
Argentina 44.3 15.0 17 6 83
Bolivia 11.1 9.2 24 8 69
Brazil 207.9 23.8 13 7 86
Chile 18.4 22.3 14 6 83
Colombia 49.3 41.0 18 6 76
Ecuador 16.8 52.9 20 5 64
Guyana 0.8 3.5 21 8 29
Paraguay 6.8 15.9 21 6 60
Peru 31.8 22.8 20 6 79
Suriname 0.6 3.0 18 7 66
Uruguay 3.5 18.9 14 9 95
Venezuela 31.4 30.3 19 5 88
skewed the population density is. Additionally, the last column represents the percentage of peo-
ple living in urban areas. From these statistics it is also clear how the demographic transformation
has affected the South American demographies. From the twelve countries in Table 2 all but one
(Guyana) have at least 50 % of their population living in urban areas. There are even five countries
with a percentage of over 80, Uruguay being the most staggering example of urbanization, with
95 % of the people live in urban cities. These figures underline the drastic transformation that has
occurred in South America. The areas I am interested in this thesis, Colombia, Ecuador and Peru,
are all highly urbanized, even though the population of Ecuador is not as high as in Colombia
and Peru. However, of all the three countries, Ecuador has the highest population density, which
is 52.9 people per square kilometer.
As mentioned in § 3.2, there are 455 living languages spoken in South America. The ma-
jority of these languages are indigenous languages, which are spoken throughout the continent.
3The data was extracted from the Population Reference Bureau’s World Population Data Sheet (2017),
with the exception of the population density data, which is from https://www.worldatlas.com/articles/
south-american-countries-by-population-density.html. Even though I mention thirteen nation states in the be-
ginning of this section, the World Population Data Sheet does not have statistics on French Guyana, hence Table 2 has
only twelve South American countries represented.
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The indigenous languages are spoken by the indigenous population of South America, the South
American Indians, who are an important part of the continent’s demographics. The Indian pop-
ulation is present in most of the South American countries, but the distribution of the indigenous
population increases when moving from north to south (Blouet & Blouet 2015). According to the
Economic Commission for Latin America and the Caribbean, there are dozens and even hundreds
of indigenous groups in South America (ECLAC 2014). For example, in Brazil there are approxi-
mately 300 different indigenous groups. In Colombia, Peru and Bolivia there are around 100, 80
and 40 different groups, respectively.
The specific demographics of the South American indigenous population are represented in
Table 3, where the three countries of interest are again highlighted. There are three countries with
a relatively high percentage of indigenous people out of the total population: Bolivia, Chile and
Peru. For example in Bolivia, 62.2 % of the population belong to an indigenous group, which is
quite astonishing. However, the percentages do not reveal everything about the total number of
people. The percentage of indigenous population in Colombia is only 3.4 % but the total number
of population tallies up to 1.6 million, which is almost as much as in Chile, the percentage of
which is 11 %. So clearly the number of indigenous people in South America varies quite a lot
depending on the country. Blouet & Blouet (2015) mention how indigenous statistics can vary due
to different manners of gathering census data. In Colombia, for example, one can self-identify as
Table 3: Indigenous population in South America.4
Country Percentage ofindigenous people
Total number of
indigenous population
Argentina 2.4 955,000
Bolivia 62.2 6.2 million
Brazil 0.5 900,000
Chile 11 1.8 million
Colombia 3.4 1.6 million
Ecuador 7 1 million
Paraguay 1.8 113,000
Peru 24 7 million
Uruguay 2.4 77,000
Venezuela 2.7 727,000
4Data extracted from ECLAC (2014).
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indigenous, which resulted in people choosing not to, whereas in Peru, one’s status as indigenous
is connected to speaking an indigenous language, resulting in higher percentages in the census.
Overall it is clear that the indigenous people of South America are an important part of the
continent’s demographics. In general South America is a continent of many diversities, because
it is not just linguistically and geographically diverse, but it is also diverse in its demographics.
As Blouet & Blouet (2015) state, every South American country has a diverse population, since
they all have their own heritages and people from different ethnicities. Of the three countries dis-
cussed more specifically in this chapter, Peru has the highest percentage and the highest number
of indigenous people with 24 % and 7 million people. In Colombia, the indigenous people are
located mostly in the interior lowlands, the Oriente, but there are also some smaller ethnic groups
located in the Andean areas (Adelaar 2004). The majority of the indigenous people in Ecuador
and Peru reside in the inter-Andean valleys, but they also occupy regions in the tropical lowlands
(Adelaar 2004). These different aspects of diversities will be used in this thesis as parameters to
explain the linguistic differences between languages.
In this chapter I have discussed the linguistic, geographical, demographic and socioeconomic
diversities in South America. I will compare languages spoken in the tropical Andes and in the
Peruvian Amazon by examining a smaller area within the large region and a smaller set of lan-
guages, so I can study the possible linguistic differences in greater detail. This way it is also easier
to suggest explanations for the possible structural differences between the languages. The crite-
ria for the research area and the actual language data are discussed more thoroughly in the next
chapter.
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4 | Language data and linguistic
parameters
For my study I have chosen a smaller region where languages from several different language
families are spoken. In this chapter I will discuss how the research area was selected, and de-
scribe the language data used in this thesis. I will use structural features of the languages when
measuring their linguistic differences, and these parameters are also discussed in this chapter.
4.1 Language data
The language data used in this analysis was extracted from the World Atlas of Language Struc-
tures1 (henceforth WALS), which is a large database focusing on structural properties of lan-
guages. In WALS these properties are called features, and they are the basis for my study. When
deciding on the languages and the research area in question, I focused on three overlapping cri-
teria which I thought would help me in getting a relatively representative set of data. First, I
wanted to choose a region which would be as diverse as possible in its physical geography. I
wanted to include a mountainous area, the vicinity of the sea, but also the vicinity of the Ama-
zonian rainforests. Second, I needed a region where several languages exist, but also that the
area includes languages from different language families and also language isolates. The third
criteria was the actual language data found in WALS. Since the structural information found in
the database is based on descriptive materials, such as reference grammars written by several
different linguists, not all languages spoken in the tropical Andes and in the Peruvian Amazon
are depicted in WALS, making the selection of the research area a bit more limited.
Moreover, the data in WALS also affected the selection of languages, since I wanted to include
languages which have been relatively well described and of which WALS would include a some-
what satisfactory amount of structural features. This meant that even if I found a language in an
area, which met all the physical criteria, I needed it to have more than just a few features listed
in WALS. After focusing on these three criteria, I managed to locate a region where all these as-
1http://wals.info/
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Figure 5: Upper scale image of the research area.
pects are met. I was able to find nine languages in that area, which all have enough features and
overall fit the aforementioned criteria. Figure 5 represents the research area, which encompasses
the entire Ecuador, northern Peru and southern Colombia. There are the mountain range of the
Andes, massive rivers and the vicinity of both the sea and the Amazonian rainforest.
It was quite easy to find apt languages from this area, which suited my aforementioned crite-
ria, even though there were languages in this area without any data in WALS. There are of course
several other languages spoken in this area and not just the languages used in this thesis, as was
mentioned in § 3.2. The nine languages chosen for this study are from six different language
families, and three of the languages are categorized as language isolates. The smallest number of
features in a single language out of the nine chosen ones is 38 features, while the highest number
is 131 features. Figure 6 is a more detailed depiction of the chosen languages and their locations
in the area. The nine languages are: Camsá (C), Yagua (Y), Murui Huitoto (M), Jebero (J), Resígaro
(R), Epena (E), Páez (P), Awa Pit (A) and Shuar (S).
The locations for the languages are adapted from the South American Phonological Inventory
Database2 and WALS. I of course understand that the language areas are much wider than just the
pinpointed regions for every language. However, in this thesis the most important aspect is the
approximate whereabouts of these languages, which according to WALS and the South American
2http://linguistics.berkeley.edu/~saphon/en/
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Figure 6: The research area and the languages studied in this thesis.
Phonological Inventory Database would be around the marked areas. Next I will briefly describe
these nine languages, giving a somewhat general summary of their prominent characteristics.
The following descriptions portray the typological profiles of these languages, which is the basis
for the analysis conducted in this thesis.
Camsá is a language isolate, spoken in Colombia. According to the 2008 census, Camsá has about
4,000 speakers and its status is developing, which means that the language is used to write.
Typologically it does not have a dominant order for subject, object and verb, and neither
for object and verb nor for adjective and noun, which is definitely interesting. Camsá has
38 features listed in WALS, which is the smallest number of features for a language in this
study.
Yagua is a language isolate spoken in northeast Peru. According to the 2000 census, it has around
5,700 speakers, and it is categorized as a threatened language. Typologically Yagua is a VSO
language, making it the only VSO language in this study. Additionally it has a large amount
of postpositions, a simple tone system and also a dual number. In WALS Yagua has 127
listed features.
Murui Huitoto belongs to the Witotoan language family, and it is spoken in Colombia and Peru.
According to the 2002 census, Murui Huitoto has 7,800 speakers, but its vitality status is
still considered to be threatened. Typologically Murui Huitoto is an SOV language, and it
is highly synthetic and has a large classifier system. Murui Huitoto has 48 features listed in
WALS.
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Jebero is a Cahuapanan language spoken in Peru. According to the 2006 census, Jebero has 2,500
speakers, and it is categorized as shifting language, which means that another language is
used more than Jebero by its speakers. Typologically Jebero, like Camsá, does not have any
dominant order for any of the main constituents. It has 46 features listed in WALS.
Resígaro is an Arawakan language spoken in Colombia and Peru. In 1976 Resígaro was recorded
to have only 14 speakers, and other studies claim that in 2017 there was only one person who
could speak Resígaro. Hence its vitaly status is nearly extinct, which is the lowest status in
this study. Typologically Resígaro is an SOV language, and it has a simple tone system.
Resígaro has 59 features listed in WALS.
Epena is a Chocoan language spoken in Colombia and Ecuador. According to the 2004 census, it
has 3,500 speakers. Unlike the other languages used in this study, Epena’s language vitality
status is in the upper end of the vitality scale, being educational, which means that it is used
in education. Typologically Epena is an SOV language, and it has no nasals. Epena has 121
features listed in WALS.
Páez is a language isolate spoken in Colombia. According to the 2007 census it has 40,000 speak-
ers, which is quite a lot compared to the other languages used in this study. Despite its
number of speakers, it is still categorized as a threatened language. Typologically it is an
SOV language, and it has a complex syllable structure. Páez has 60 features listed in WALS.
Awa Pit is a Barbacoan language spoken in Colombia and Ecuador. According to the 2008 census,
it has 13,000 speakers, and its language vitality status is threatened. Typologically Awa Pit
is an SOV language, and it does not differentiate any remoteness distinctions in the past
tense, and it has 10 or more cases. In WALS it has 131 features listed, which is the largest
number of features for a language in this study.
Shuar is a Jivaroan language spoken in Ecuador. According to the 2007 census Shuar has 35,000
speakers, and its vitality status is developing. Typologically it is an SOV language, and it is
a strongly suffixing language. In WALS Shuar has 51 listed features.
To summarize, the nine languages I have chosen clearly represent a set of languages with a
variety of different characteristics. These factors are shown in Table 4. By choosing these nine
languages to be used in this thesis, I managed to include languages from a wide range of different
language families and also language isolates. The number of speakers also varies, ranging from
14 all the way to 40,000. Unfortunately I had to rely on the available census data when accounting
for the number of speakers for each language, resulting in numbers which are at minimum ten
years old. The data for Resígaro is not even from the 21st century, so counting on that data is
somewhat questionable, but due to the lack of recent census data, it is the number I have to trust.
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Table 4: Language data used in this thesis.
Genealogy Speakers Area Status ConstituentOrder
Features
in WALS
Camsá Isolate 4,000 Colombia Developing No dominantorder 38
Yagua Isolate 5,700 Peru Threatened VSO 127
Murui
Huitoto Witotoan 7,800
Colombia,
Peru Threatened SOV 48
Jebero Cahuapanan 2,500 Peru Shifting No dominantorder 46
Resígaro Arawakan 14 Colombia,Peru
Nearly
extinct SOV 59
Epena Chocoan 3,500 Colombia,Ecuador Educational SOV 121
Páez Isolate 40,000 Colombia Threatened SOV 60
Awa Pit Barbacoan 13,000 Colombia,Ecuador Threatened SOV 131
Shuar Jivaroan 35,000 Ecuador Developing SOV 51
The age of the census data makes it hard to say anything about the more recent status of these
languages, whether some of them have already died or possibly survived their threatened status,
or even managed to slow down the decline process, so a more up to date census data would have
been ideal. As expected, almost all of these languages are either threatened or shifting towards
very serious endangerment, ranging from level 4 (Educational) to level 8b (Nearly extinct) on SIL’s
language vitality scale3. Out of the nine languages, there are two, Páez and Awa Pit, which are
recognized as threatened languages, despite their numbers of speakers being more than Epena,
which has only 3,500 speakers and is still used in education. This is a great example of how people
should not declare anything about languages’ vitality status based solely on the number of its
speakers, since languages are very complex entities and more than just the number of speakers.
Typologically there is not that much variance in the ordering of the constituents. SOV is the
most prominent order, with the exception of Yagua, which is a VSO language, and two languages,
Camsá and Jebero, which do not have a dominant order for the constituents. The number of
features listed in WALS is the most essential aspect for this study, since these features are used
to conduct the statistical analysis, and the differences between these languages are based on their
respective feature values. It would not be wise to include all of the features for every language,
since that would possibly result in a skewed representation of their differences. Hence I needed
to select a suitable set of features, which all of these languages would have. These parameters are
discussed in the next section.
3https://www.sil.org/about/endangered-languages/language-vitality
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4.2 Linguistic parameters for the study
The data in WALS conforms to the statements made in § 2.2.1, where I mention how grammatical
elements are the most reliable when comparing differences between languages. Before I can ana-
lyze these languages statistically, it is important to determine the relevant structural parameters
for each language from their respective lists of features represented in WALS. I selected as many
appropriate features as I might find which all the languages would have in common. As a result,
I found six features represented in all nine languages, which are as follows:
(1) Negative morphemes
(2) Order of subject, object and verb
(3) Coding of nominal plurality
(4) Prefixing vs. suffixing in inflectional morphology
(5) Position of tense-aspect affixes
(6) Consonant-vowel ratio
Even though the data represented in WALS varies quite a lot between languages, that being its
deficiency, I believe these six features cover different structural properties quite well. All the
Table 5: Features and their values.
Features
Negative morphemes (neg)
Order of subject,
object and verb (svo)
Coding of nominal plurality
(nominal)
(1) Negative affix
(2) Negative particle
(3) Negative auxiliary verb
(4) Negative word,
unclear if verb or particle
(5) Variation between
negative word and affix
(6) Double negation
(1) SOV
(2) SVO
(3) VSO
(4) VOS
(5) OVS
(6) OSV
(7) Lacking a dominant
word order
(1) Plural prefix
(2) Plural suffix
(3) Plural stem change
(4) Plural tone
(5) Plural by complete
reduplication of stem
(6) Morphological plural with
no method primary
(7) Plural word
(8) Plural clitic
(9) No plural
Prefixing vs. suffixing in
inflectional morphology (presuf)
Position of tense-aspect
affixes (tense) Consonant-vowel ratio (conso)
(1) Little or no inflectional
morphology
(2) Predominantly suffixing
(3) Moderate preference
for suffixing
(4) Approximately equal
amounts of suffixing
and prefixing
(5) Moderate preference for
prefixing
(6) Predominantly prefixing
(1) Tense-aspect prefixes
(2) Tense-aspect suffixes
(3) Tense-aspect tone
(4) Combination of tense-
aspect strategies with
none primary
(5) No tense-aspect inflection
(1) Low
(2) Moderately low
(3) Average
(4) Moderately high
(5) High
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features listed in WALS have a set of different values, ranging from 2 to 28 values. For example,
the feature 3A in WALS, Consonant-vowel ratio, has 5 different values: low, moderately low,
average, moderately high and high. Table 5 contains the values for the features chosen for this
study. It is clearly visible from the table that these features all have a wide range of values.
Essentially all the languages I am using in this study have a certain value for each of the
features listed in the table above. However, using these feature values in a statistical software and
comparing them would probably not render any kind of proper results, since the software needs
to calculate the distances for each feature. There is not much to calculate in the distance between
the concepts of “SOV” and “negative affix” – that would be rather redundant. Luckily WALS also
provides numerical data on these feature values, which means that each value has been assigned
a number. For example, Camsá has negative affixes, which corresponds to the numerical value of
1 in this set of values.
Table 6: Numerical values for the features.
neg svo nominal presuf tense conso
Camsá 1 7 2 5 1 3
Yagua 2 7 2 2 2 1
Murui Huitoto 1 1 2 2 2 2
Jebero 1 7 2 2 2 4
Resígaro 2 1 2 4 2 4
Epena 1 1 8 2 2 2
Páez 1 1 2 2 2 5
Awa Pit 6 1 2 2 2 3
Shuar 1 1 2 2 2 3
Table 6 presents all the numerical values for each language and for feature, and with these val-
ues it is easier to measure the linguistic differences of these languages. Some features have quite a
lot of variety in their values, such as “conso” (Consonant-vowel ratio), since all the numbers from
1 to 5 are represented, but some feature values are almost in unison, such as “nominal” (Coding
of nominal plurality) with just two different values. The feature values represented in Table 6 will
be used as the language data in order to measure these values statistically. The measurements
will showcase the linguistic differences between the languages, and these differences will even-
tually be visualized in a map. Visualizing the results of the statistical measurements will reveal
underlying relations in the data, which would otherwise remain unnoticed just by looking at ta-
bles with numerical values, such as Table 6. The statistical method used in this thesis is described
thoroughly in the next chapter, followed by the results of the analysis.
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5 | Statistical method and results
The research method used in this thesis is quantitative, since I am employing a multidimensional
scaling method in comparing a set of languages in order to measure their linguistic differences.
In this chapter I will describe how a statistical software R is used to conduct the analysis. In the
end I will present the results of the analysis.
5.1 Description of R1
Since I am using R for calculating the data and displaying it graphically, it is quite relevant to
briefly discuss what R is all about. The R interface is basically a software for statistical computing
and graphics, but its roots lie in the implementation of the S language, which was developed in the
United States in the 1980s (Venables & Smith 2009). R has a wide range of different applications,
but first and foremost it is a method of interactive data analysis (Venables & Smith 2009). So to
put it shortly, the R interface is a programming environment (Gries 2013). The beauty of R is its
freedom, because it is an open-source software, so it is possible to create new methods and tools
for analysis, or to use methods which other users have developed (Oksanen 2003).
Over the years R has grown to be used widely throughout different disciplines for its possi-
bilities in statistical computing and graphics. Statistical analysis is not a new phenomenon, and
linguists should explore its possibilities, since any kind of observed data in a study most likely de-
mands statistical treatment (Gries 2013). By this type of treatment linguists can analyze numerical
data and also interpret it. Some linguists have been rejecting quantitative research, even though
qualitative and quantitative research go hand in hand, since the idea is not to work against the
other method, but to work in unison in order to get the best results (Gries 2013).
R has a command line based user interface, where the commands are written after the com-
mand prompt (>) one at a time (Baayen 2008). Technically R is an expression language, and it
has a very simple syntax, since the basic commands consist of expressions or assignments. There
are several types of data which can be analyzed in R, for instance vectors, matrices, data frames
and lists, and in general there are hundreds of different functions and ways of manipulating data.
1I would like to thank Dr. Kaius Sinnemäki for his invaluable advice regarding statistical methods and R.
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Even though I must explain and show what I am doing with R, and even though the method used
in this study is a complex one, I want to focus on making my explanations as understandable as
possible, since I want other linguists as well to fully understand what I am doing.2
5.2 Analyzing linguistic data
The easiest way of comparing a set of languages in order to measure their linguistic differences
is to use statistical methods. There are dozens of ways of analyzing language data statistically,
but luckily there is a family of clustering methods suitable for studying and measuring linguistic
differences. These methods are used to examine relations between many variables. Basically,
the relevant data sets are compiled as matrices, so that the matrices represent the observed data,
where the rows list the observations and the columns specify the different variables (Baayen 2008).
This type of data with multiple vectors is called multivariate data, and Baayen lists five different
clustering methods for studying multivariate data:
(1) Principal component analysis
(2) Factor analysis
(3) Correspondence analysis
(4) Multidimensional scaling
(5) Cluster adnalysis
Of these five methods the first two are used to analyze tables with measurements, the third is
used to analyze tables with counts, while the last two methods are used to analyze tables with
distances. McEnery & Wilson (2001: 88) state how all of these methods have a common goal,
which is to “summarize a large set of variables in terms of a smaller set on the basis of statistical
similarities between the original variables, whilst at the same time losing the minimal amount
of information about their differences”. To put it shortly, the goal is to find structure in the data
by grouping the observations. The task is then to provide meaningful interpretations of these
findings.
Since I want to measure linguistic differences, I need a method to analyze distance tables.
Both multidimensional scaling and cluster analysis would suffice, but I chose multidimensional
scaling as my research method, because it represents linguistic differences as spatial distances
preferably on a two-dimensional xy-plane (Schmidtke-Bode & Hetterle 2008). This spatial model
summarizes the differences in the data, which can then be interpreted. The multidimensional
scaling method is further discussed in the next section.
2 For those who want to deepen their knowledge on R’s commands and functions, I recommend exploring RDoc-
umentation (https://www.rdocumentation.org/), which is a database for all the packages used in R. A fast track to
learning R might be possible by browsing different forums related to R’s commands and functions, if RDocumentation
seems too complicated.
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5.3 Multidimensional scaling
Multidimensional scaling (henceforth MDS) is defined as “a technique for the analysis of simi-
larity or dissimilarity data on a set of objects” (Borg & Groenen 2005: vii). More specifically, it
refers to the way of visualizing underlying relational structures within the data (Hout et al. 2013).
With MDS it would be possible to analyze any kind of distance matrix, which could represent any
kind of similarities between any kind of features. Possible features could be numerical data, class
variables or different quantities. The analysis is done by computing the MDS algorithm, which
calculates the distance of rows in a data matrix and then models the distances among points in
a geometric space (Borg & Groenen 2005: vii). The geometric space, i.e. a map, is the outcome
of MDS, which depicts the relationships between the objects, where similar objects are located in
close vicinity to one another and different objects are located further apart (Hout et al. 2013). The
purpose of this method is to detect meaningful relationships in the data, so it would be possible
to explain the differences, i.e. the distances, between the objects (StatSoft 2013). The easiest way
of understanding the MDS algorithm and its results is by a question: “How similar is A to B?”.
The MDS map shows how similar A is to B, and if they are different, it shows how different they
actually are.
The roots of MDS are in behavioral sciences, but nowadays it is used in many disciplines
which can benefit from statistical techniques. One of these disciplines is linguistics, where MDS
can be used for example in semantic typology for visualizing semantic maps (Croft & Poole 2008).
MDS is also useful for comparing typological profiles of languages, which is exactly what I am
focusing on in this thesis. In relation to my own thesis, I want to find out how different a group
of South American languages is. The idea is to have a representative data set of the group of
languages and their features, and then to analyze the features by using the MDS method.
There are two different ways of analyzing data, either by metric or non-metric MDS. Metric
MDS is done with the algorithm cdmscale and non-metric MDS is done with isoMDS (Schmidtke-
Bode & Hetterle 2008). These two algorithms differ in they way they interpret the data, because
cdmscale views the calculated distances just as numbers, whereas isoMDS sees them as ordinal
numbers (Everitt & Hothorn 2006). Non-metric MDS is also better for a data set which has cat-
egorical data. Because the data for the feature conso is categorical, the use of the non-metric
algorithm isoMDS is justified. Additionally, the non-metric MDS represents the differences be-
tween objects as closely as possible, and it can be applied to any kind of distance matrix (Clarke
1993). Yet another reason for using isoMDS is its usefulness in calculating a goodness-of-fit mea-
sure, which indicates how many dimensions MDS should use to show the differences found in
the data in the best possible way.
Performing the MDS method requires three things: the modification of the data, the ordering
of the data, and the creation of a data matrix. First, the feature values represented in Table 6
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(see § 4.2) need to be modified into factors, which means that the feature values will be stored as
integers (1, 2, 3, . . . ). This way R can treat the data as having predefined values, and not as strings,
i.e. characters. Second, the numerical values of the feature conso (Consonant-vowel ratio) need to
be ordered accordingly, because that particular feature represents categorical values (low-high),
which can be put in an order. Third, the modified data needs to be converted into a distance
matrix by using the function daisy() from the R package cluster (Maechler et al. 2017), which
calculates the differences between the variables in the data. Because the language data has class
variables, daisy is the optimal function for the calculations. Additionally, the occurrence of class
variables implies that daisy’s algorithm should use Gower’s coefficient as its metric, because it
measures how different variables are (Gower 1971). The result is a distance matrix, which is used
as the argument of the non-metric MDS function isoMDS() from the R package MASS (Venables &
Ripley 2002). Finally, the values calculated for a suitable number of dimensions will be mapped
into a scatter plot by using the function plot(), which results in a visual representation of the
differences found in the language data.
5.4 Results
In this section I will present the results of the MDS analysis. The description of the results intends
to be as encompassing as possible, but still maintaining a certain clarity. The analysis starts by
changing the feature values in Table 6 into factors with a simple for command:
> for(i in 1:6){
amer[,i] = as.factor(amer[,i])
}
> amer
neg svo nominal presuf tense conso
Camsá 1 7 2 5 1 3
Yagua 2 7 2 2 2 1
Murui Huitoto 2 1 2 2 2 2
Jebero 1 7 2 2 2 4
Resígaro 2 1 2 4 2 4
Epena 1 1 8 2 2 2
Páez 1 1 2 2 2 5
Awa Pit 6 1 2 2 2 3
Shuar 1 1 2 2 2 3
Here the command as.factor() modified the data type found in the variable amer. The result
is a table of factors, which looks identical to Table 6, so this command has not changed anything
externally, instead it has just changed the data type into categories. Because conso represents
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categorical values, they cannot be ordered randomly, but they need to be ordered according to
their levels. Luckily, there is a simple command called ordered, which fixes the order of the
levels:
> amer$conso = ordered(amer$conso, levels = 1:5)
> amer$conso
[1] 3 1 2 4 4 2 5 3 3
Levels: 1 < 2 < 3 < 4 < 5
The next step is to actually calculate the distances between the observations in the data set. As
mentioned in the previous chapter, this is done by the command daisy(), as follows:
> amer.dist = daisy(amer, metric = "gower")
> amer.dist
Dissimilarities :
Camsá Yagua Murui Huitoto Jebero Resigaro
Yagua 0.58333333
Murui Huitoto 0.70833333 0.20833333
Jebero 0.37500000 0.29166667 0.41666667
Resigaro 0.70833333 0.45833333 0.25000000 0.50000000
Epena 0.70833333 0.54166667 0.33333333 0.41666667 0.58333333
Páez 0.58333333 0.50000000 0.29166667 0.20833333 0.37500000
Awa Pit 0.66666667 0.41666667 0.20833333 0.37500000 0.37500000
Shuar 0.50000000 0.41666667 0.20833333 0.20833333 0.37500000
Epena Páez Awa Pit
Yagua
Murui Huitoto
Jebero
Resigaro
Epena
Páez 0.29166667
Awa Pit 0.37500000 0.25000000
Shuar 0.20833333 0.08333333 0.16666667
The result is a distance matrix, which is assigned to the variable amer.dist. Before I can use
the non-metric MDS method, I need to verify what is the most suitable number of dimensions
to express the data well enough. This is done by calculating the goodness-of-fit measure, which
depicts the stress value of the data. The stress value is based on deciding how many dimensions
are appropriate for the analysis by comparing the actual distances and their predicted values
(Hout et al. 2013; StatSoft 2013).
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First I need to calculate the MDS values from the distance matrix for all the different dimen-
sions, and then use those values for pointing out the “elbow” in the values. This “elbow” is the
point in the results where the line starts to be skewed, meaning that adding more dimensions
than the “elbow dimension” will not show anything significant with respect to the data (Johnson
2008). Calculating the MDS values from the distance matrix by the command isoMDS() is quite
simple, and this is done for several dimensions as follows:
> amer.k.1 = isoMDS(amer.dist, k = 1)
initial value 35.314642
iter 5 value 27.794205
final value 26.972894
converged
> amer.k.2 = isoMDS(amer.dist, k = 2)
initial value 13.375152
iter 5 value 9.859714
final value 9.709941
converged
> amer.k.3 = isoMDS(amer.dist, k = 3)
initial value 7.883363
iter 5 value 4.633528
iter 10 value 4.146508
iter 15 value 3.940456
iter 20 value 3.846236
iter 25 value 3.765291
iter 25 value 3.763688
iter 25 value 3.763224
final value 3.763224
converged
> amer.k.4 = isoMDS(amer.dist, k = 4)
initial value 4.748101
iter 5 value 1.943087
iter 10 value 1.543621
iter 15 value 0.900106
iter 20 value 0.609273
iter 25 value 0.538911
iter 30 value 0.350690
iter 35 value 0.278007
iter 40 value 0.188017
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iter 45 value 0.175963
iter 50 value 0.163608
final value 0.163608
Here isoMDS() uses the distance matrix to calculate the MDS values, and the additional argument
k means the respective number of dimensions in each case. R prints the results straight away, and
it is already visible where the stress value drops considerably.
Since it is also useful to visualize the “elbow”, I need to plot the stress values on a graph by
using the final values for each dimension:
> amer.stress = c(amer.k.1$stress, amer.k.2$stress, amer.k.3$stress,
+ amer.k.4$stress)
> dim = 1:4
> plot(dim, amer.stress, lines(dim, amer.stress, type="l"),
+ main="Goodness-of-fit Measure: Stress Values",
+ xlab="Number of Dimensions", ylab="Stress")
The stress values are assigned to a variable amer.stress and the number of dimensions is as-
signed to dim. The function plot() literally plots the stress values onto an xy-plane, where x
represents the number of dimensions and y the stress values. From Figure 7 it is clearly visible
that the “elbow” in the values is located between the second and the third dimension. According
to Johnson (2008), stress values should not be over 20, but preferably under 10. My goodness-of-
fit measure clearly shows how a two-dimensional representation of the data is adequate and can
be used in this study.
With this in mind I will proceed in mapping the language distances onto a two-dimensional
xy-plane. Because I have already calculated the MDS values for two dimensions, the correct
values for the map are already assigned to the variable amer.k.2, which is easily checked by just
calling it:
> amer.k.2
$points
[,1] [,2]
Camsá 0.50596839 0.005649622
Yagua 0.06654686 -0.238437508
Murui Huitoto -0.12953230 -0.103298062
Jebero 0.15898506 0.028489530
Resigaro -0.23006765 -0.247203639
Epena -0.10733209 0.307913915
Páez -0.04368438 0.119942021
Awa Pit -0.20745221 0.039907329
Shuar -0.01343167 0.087036792
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Figure 7: Goodness-of-fit measure of the data.
The next step is to plot these values onto a two-dimensional plane, which is done with the same
plot() function as above:
> plot(amer.k.2$points[,2:1], type="n", xlab = "Dimension 1",
+ ylab = "Dimension 2",
+ main = "Multidimensional Scaling of Linguistic Differences",
+ xlim = c(-0.3,0.35))
> text(amer.k.2$points[,2:1], as.character(rownames(amer)), cex=1.0)
This function looks quite confusing, but its arguments are pretty straightforward. First I used the
points found in amer.k.2, and then I named both axes and the entire table, respectively, and then
I determined the range for the x-axis. The names of the languages are easily plotted into the map
by the function text(), where the only adjustable argument, cex, is the font size. The result is an
MDS map, which represents the distances among the languages used in this study.
Figure 8 is the result of this language distance analysis, which shows how different the nine
languages are structurally. As is clearly visible, these languages are scattered somewhat widely
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Figure 8: Multidimensional scaling of the data.
on the plane, but nevertheless some languages are closer to others, such as Shuar and Páez, and
some, for example Camsá, are located almost in isolation from the other languages. Of these nine
languages the two isolates, Yagua and Camsá seem to differ the most from the other languages,
while the third isolate Páez does not show significant linguistic differences. Most of the other
languages belonging to a specific language family are located in the middle area of the plane,
showing smaller differences.
The quantitative part of this thesis focused on measuring linguistic differences, and this chap-
ter has described the method in action quite meticulously. The result is a linguistic distance map,
which represents the chosen languages and their differences as spatial distances in a geometric
space. The qualitative part of this thesis occurs in the next chapter, in which I will interpret these
differences and furthermore, I will suggest possible explanations for them.
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6 | Discussion
The results seen in Figure 8 showcase the linguistic differences between the languages. Interest-
ingly, there are some intriguing differences among the languages, such as the distance between
the two isolate languages compared to the other languages, and the close proximity of some
languages in the distance map compared to their actual geographical distances. For example,
Shuar is spoken near the border of Peru in Ecuador, while Páez is spoken in the Andean Colom-
bia. Shuar belongs to the Jivaroan language family and Páez is a language isolate. Nevertheless,
based on the calculations, they are both situated almost in the same location on the MDS map,
which means that their linguistic differences are quite minimal. The situation is opposite with
Resígaro and Yagua, an Arawakan language and another language isolate. Their close geograph-
ical vicinity is not visible on the MDS map, on which they are quite far away from one another,
which illustrates linguistic differences between them. Yet another interesting difference is found
between Camsá, an isolate, and Awa Pit, a Barbacoan language, which are both spoken in Colom-
bia, near the border of Ecuador. Awa Pit is spoken on the coastal side of the Andes, while Camsá
is spoken on the eastern side. This close proximity does not seem to have influenced these lan-
guages structurally, because on the MDS map their distance from one another is quite significant.
As is clearly visible from these few examples, many interesting details can be found on the
MDS map. Just listing these findings would lack a perspective I believe linguists should embrace
more often – the task of explaining the hows and whys of these findings. Why are two totally
different languages, located in two totally different areas in South America almost exactly simi-
lar when it comes to their calculated structural differences? How come two different languages
found in close proximity to one another are actually structurally quite different? These are very
interesting questions that require a more thorough analysis. In this chapter I will analyze the lin-
guistic differences between the languages and offer possible explanations for them. Additionally,
I will also explain diachronically how and why the overall linguistic diversity in South America
and in the research area has changed, basing my explanations on Dixon’s punctuated equilibrium
model.
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6.1 Explaining linguistic differences
The theoretical approaches presented in Chapter 2 offer ways of explaining the linguistic dif-
ferences visible on the MDS map. I have divided these explanations into two categories: non-
linguistic and linguistic explanations. The non-linguistic explanations are based on the ecological
view on language, focusing on the geographical and socioeconomic factors, whereas the contact-
induced language change is used as an linguistic explanation. The complicated relationship be-
tween language and its environment reflects how people commonly identify themselves as be-
longing to a certain society and to certain groups by the use of a specific language. Hence the
selection of the two distinct approaches. I feel these explanations might make us look at these
languages, or comparative linguistics in general, in a totally new light, because including both
qualitative and quantitative aspects in language studies is beneficial.
6.1.1 Non-linguistic explanations
The geographical explanations presented in this section are based on the elements in the natural
environment, such as river systems and mountains, whereas the socioeconomic explanations are
connected to the different social, economical, demographic and political aspects of the human en-
vironment. These explanations are used consecutively to analyze the linguistic differences found
on the MDS map.
6.1.1.1 Geographical explanations
The research area comprises of the areas in the tropical Andes and in the Peruvian Amazon, en-
compassing southern Colombia, Ecuador, and northern Peru. All three countries can be described
geographically as consisting of three distinct areas: the flat coastal area west of the Andes, the
central highland area of the Andes, and the eastern lowland plains, as described in § 3.3. These
three recognized areas each have their own specific climates and vegetations. The coastal areas
between the Andes and the Pacific are mostly grass savannas, semideserts or tropical rainforests,
depending on the latitude. This variation is also visible in the coastal climate, since it is tropical,
but depending on the specific location, the area has either dry winters or sufficient rainfall in all
months. Understandably, the Andes are mostly alpine tundra or alpine forests experiencing a
highland climate. The lowland plains on the other hand are characterized by equatorial tropical
evergreen rainforests, warm temperatures and year-round rainfall. In addition to the Andes, also
the number of rivers is a dominant feature. The world’s largest river by discharge volume, the
Amazon river, begins at the junction of two Peruvian rivers, and it covers almost 5 million square
miles (Blouet & Blouet 2015). So it is safe to say that the rivers of the Amazonian lowlands also
dominate the scenery.
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This description serves as the basis for explaining how geographical parameters can influence
the languages used in this study. First I need to compare the geographical and linguistic distances,
which is done by comparing a topographic map and the MDS map. This way it would be easier to
understand the geographical locations of the languages, and how they correlate with the linguistic
distances of the languages. Figure 9 represents this comparison between these two distances,
where each letter on the left-hand side map represents the languages used in this study. Right
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Figure 9: The comparison between geographical and linguistic distances.
away it looks like the geographic distances are not equivalent to the linguistic distances of these
languages. Languages which are spoken quite close to one another physically are not as close,
i.e. similar, linguistically, and vice versa; languages located in isolation on the topographic map
are actually not so distant from the other languages structurally. For example, both Epena &
Páez and Awa Pit & Camsá are spoken in the same regions, in the highlands of the Andes in
Colombia. These four languages are quite different linguistically based on the MDS map, since
they are located far from each other, each in their own respective location on the map: Epena on
the right, Páez almost on the middle, Camsá above and Awa Pit below.
Based on this example it is clear that the geographic distances do not necessarily correspond
to the linguistic distances. The most intriguing question to ponder is why that might be the case.
One clear and rather dominant aspect is the presence of the Andes, especially in relation to the
four aforementioned close-proximity languages. First, understanding the physical features of the
mountain range is crucial in understanding how these languages have stayed structurally differ-
ent. The Andes have enabled the indigenous groups to maintain their own societies in isolation,
since the Europeans deemed the colonization of the rugged areas as too difficult and unprofitable
(Adelaar 2004). As described above, the variation in climate and vegetation is also a very distinct
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feature of the area. This variety around and within the Andes has resulted in the possibility of
each ethnic group residing in different ecosystems (Adelaar 2004), which means that groups can
prosper on their own within their own habitats.
For example, in Colombia the Andes are bisected by river valleys and large forests, which has
been pivotal for the survival of the ethnic groups (Adelaar 2004). Blouet & Blouet (2015) also state
how the Andes are densely populated despite the rugged physical appearance of its high peaks
and steep slopes – even at high altitudes it is possible to cultivate land. To sum up, these features
have enabled the indigenous groups speaking Awa Pit, Epena, Páez and Camsá to survive in
isolation within the Andes. The isolation has maintained the lack of contact to other groups,
which might help explain the significant structural differences found on the MDS map regarding
these languages. They are all different in size, since, for example Páez has ten times more speakers
than Camsá (see Table 4). Geographical aspects of the research area have indeed shed light on the
relationship between these four Andean languages and on their structural differences.
The four aforementioned languages demonstrate differences despite their close geographical
proximity, but even more interesting is the distances between Yagua and Resígaro, which are
both spoken in northeastern Peru in the vicinity of the Amazon river. Even though they are
spoken in the same region, they illustrate significant linguistic differences based on the distances
on the MDS map. The difference might be explained by their genealogy, since Yagua is a language
isolate and Resígaro is an Arawakan language, but matters are not always so straightforward.
Here I cannot look for geographical explanations from the presence of the Andes, because these
languages are both spoken in the Amazonian lowlands, quite far from the Andes. Instead, I must
rely on the presence of the massive river system of the Amazon. The Yaguan people are scattered
across the lowlands in several small villages, and the distance between some villages might be
quite substantial (Payne 1985). The massive river system has enabled smaller groups of Yaguans
to migrate into remote locations, where they can prosper in seclusion without being in contact
with other ethnicities. This seclusion has enabled the language to maintain its structural diversity
among other indigenous languages, explaining why the calculated difference between Yagua and
Resígaro is so evident.
Another baffling result of the MDS is the slight structural difference between Shuar and Páez,
of which Shuar belongs to the Jivaroan language family and Páez is an isolate, as was already
mentioned above. As it is clearly visible from Figure 9, their geographical distance is apparent,
since Shuar is spoken in southern Ecuador near the border of Peru, while Páez is spoken in the
Andean Columbia. If I were to seek explanations for their small structural differences from geo-
graphical parameters, I would suggest that the Shuar and the Páez people have utilized the river
systems, especially the river valleys which cut through the Andes in Colombia and provide ac-
cess from the Amazon basin all the way to the Pacific. So despite their geographical distance, the
landscape of South America might have facilitated the communication between the Shuar and
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the Páez people, resulting in the structural similarities. However, I cannot rely on this suggestion,
since the result of the MDS measure might just be a coincidence due to the number of features
used in this study being only six. Looking for more solid justification for their structural simi-
larity would require a more elaborate analysis of their structural features, which is unfortunately
not the scope of this study.
By looking at geographical parameters I have managed to suggest possible explanations for
the linguistic differences found on the MDS map. For some languages it was quite obvious how
their geographic location has influenced the development and the preservation of the language.
It is also clear that the relationship between languages and their ecological environment is a com-
plex one.
6.1.1.2 Socioeconomic explanations
Another way of explaining the linguistic differences found on the MDS map can be found by us-
ing socioeconomic parameters. The rise of hegemonies has affected the South American Indian
languages, since communities are shifting from their indigenous languages to other languages,
mainly to Spanish and Portuguese. However, it is important to keep in mind that based on the
numbers of speakers and the vitality status of the research languages, the language shift in South
America has been ongoing for a while. For most ethnic groups the reason behind the inevitable
language shift is the lack of active language maintenance, which goes hand in hand with the
ignorant attitude of the ethnic groups, since they do not seem to recognize the benefits of pre-
serving their own languages. For some the shift has been quite rapid, since young people want
to get on with the urban developing societies, but some have managed to avoid the shift and
maintain their ethnic language by living in isolation, usually in rural conditions. Holmes (2013)
identifies four different factors influencing and causing language shift: economic, social, political
and demographic factors. I will use these socioeconomic parameters as the basis for the possible
explanations for the attested linguistic differences.
In the previous section I mentioned how Yagua and Resígaro demonstrate structural differ-
ences despite their close geographical proximity to one another. The case of Yagua and Resígaro
is also interesting from a socioeconomic perspective. At the time of writing, Resígaro is probably
already an extinct Arawakan language, since the only available census data is from 1976, when
Resígaro had 14 speakers. Understandably, a highly endangered language with low prestige will
not affect a language isolate no matter how close, but at some point in time Resígaro has been
a thriving language with its own ethnic groups residing in the Amazonian lowlands. Neverthe-
less, it seems that these two ethnic groups have not had any economic or social contacts outside
their own villages. The Yaguans commonly practice cultivation and fishing, but some groups of
Yaguans have remained hunter-gatherers (Payne 1985). The Yaguan villages are quite remote and
located far from each other, which is due to the natural resource exploitation, when the Euro-
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peans extracted rubber from the area at the turn of the 20th century. This exploitation resulted in
Yaguans fleeing to even more remote areas than before, which meant that people belonging to the
same ethnicity could not properly contact each other. Because the groups are dispersed, Yaguans
rarely marry outside their own tribe.
These aspects have only strengthened the isolation of this ethnic group from others, and I
believe the lack of social contacts outside the villages has enabled the Yaguan language to remain
structurally diverse as was shown on the MDS map. This explains why the linguistic differences
between Resígaro and Yagua are quite evident, and it also supports the language status of Yagua
as a language isolate. However, the situation might be different in the future. Due to the seclusion
of Yaguan villages, people have started to show growing interest in the socioeconomic advantages
gained from speaking Spanish, because they rarely have any contact with other Yaguans. Time
will tell if Yagua will remain a structurally different secluded language isolate or whether it will
also start to show signs of language shift.
The four Andean Colombian languages of Epena, Páez, Awa Pit and Camsá are all located
in the highlands, but show significant structural differences on the MDS maps. Especially the
Páez and the Awa Pit languages are very interesting to analyze socioeconomically due to these
calculated linguistic differences. Rappaport (1985) writes how the Páez people have maintained
hegemony within their own areas, because the territories they inhabit have been determined by
law. This has enabled the Páez to have their own distinct economic, social and political systems,
so they do not necessarily have to seek socioeconomic advantages by contacting other groups
or shifting to other languages. The Páez are mostly peasant cultivators, who identify farming
as being one of the key characteristics of the Páez ethnic group. Maintaining this lifestyle in
the highlands of the Andes in their own territories has definitely influenced the Páez language,
because the result of the MDS measure shows how different Páez is compared to its neighbors
Epena, Camsá and Awa Pit. Additionally, out of the nine languages used in this study, Páez has
the highest number of speakers, 40,000, which reflects the hegemonic status of Páez within its
own territories.
The people speaking the Barbacoan language Awa Pit, on the other hand, follow different so-
cioeconomic patterns. The Awas also value land, since the Andes and its river valleys provide
everything needed for living (Ordóñez 1992). In addition to farming and fishing, the Awas are
also hunter-gatherers, which makes their livelihood quite versatile. Ordóñez mentions two inter-
esting aspects of the social organization of the Awa group. First, the Awas have an egalitarian
structure in their society, which means that work in the communities is divided equally between
men and women, so women are not seen only as carers of the offspring. Second, the actual focal
point of their social organization is the sibling group. A pair of siblings should always remain
together, and they should preferably both marry their parallel cousins, which is a cousin from a
parent’s same-sex sibling. If this is not possible, “siblings move in pairs to form marital alliances
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with people who are themselves kin” (Osborn 1968: 600, as cited in Ordóñez 1992). The peculiar-
ity of this social organization might explain the structural differences of Awa Pit, if the people live
and communicate only within their own group in the Andean highlands. This type of behavior
does not support the acquisition of innovations, i.e. being influenced by other languages, so Awa
Pit is not prone to change linguistically.
Attitudes towards language maintenance can definitely affect languages. An interesting dif-
ference is between Shuar and Jebero, which are Jivaroan and Cahuapanan languages spoken in
the Andean Ecuador and in the Amazon lowlands of Peru, respectively. Their vitality status are
quite different, because Shuar is a developing language and Jebero is already a shifting one. The
reason for this difference can be explained by using socioeconomic factors. The Jebero people
have centered around one village, and most of them are actually monolingual in Spanish, since
the socioeconomic pressure of the prestige language has made people shift from their ethnic lan-
guage to Spanish (Valenzuela 2010). Employment and education are two of the main reasons
for this shift. Additional language shift occurs when the Jeberoans marry with non-Indians and
gradually stop using their ethnic language.
The Shuar were semi-nomadic people, but eventually they also suffered from language shift
due to missionaries, who taught them Spanish and encouraged the Shuars to live in settlements
and not as nomads (Salazar 1977). In contrast to the Jebero people, Shuars wanted to prevent the
language shift from continuing as it had by founding the Shuar Federation in 1964, which is a
democratic organization administrating several social and economic affairs (Salazar 1977). The
Federation has improved the Shuar identity of indigenous life style, which in turn has helped
the vitality of the Shuar language. According to the 2007 census, Shuar had 35,000 speakers, and
its vitality status is categorized as developing. So despite the language shift the Shuar managed
to prevail by active language maintenance, which is not the case with Jebero. It is hard to say
if these attitudes towards language maintenance have actually affected these two languages on
a structural level, because Jebero and Shuar are located almost in the middle of the MDS map.
Nevertheless, I believe that these socioeconomic factors have influenced these two languages on
a wider scale, affecting their very existence.
These socioeconomic explanations have demonstrated how languages are not just abstract en-
tities, but a part of our societies and identities. By looking at socioeconomic factors I have showed
how they can help linguists in providing new information about the way languages function. If
people feel like they would thrive and succeed in life by using a different language than their
native one, the odds are that they will start using that other language. This has been the situation
in South America for the indigenous people, since most people do not even really have a choice
in the matter, if the hegemonic languages are used everywhere else in society, usually by people
in power.
The social networks, i.e. the patterns of relationships people are involved in, also influence
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indigenous people and their language use (Holmes 2013). Probably within most of the language
groups studied in this thesis, the speakers use different languages with different people, according
to their existing networks. Usually, if the network of relationships is an important one, it results
in complying with the rest of the members, inevitably influencing the speakers’ language. For
example, when a person belonging to an ethnic group, such as the ones studied in this thesis,
migrates from the rural areas to a major city, they might not have anyone to speak with in their
native language and are forced to adapt to the city by learning a hegemonic language, which in
South America means either Spanish or Portuguese. Therefore multilingualism is really common
all around South America. Overall, languages are shifting and changing due to social, economic
and demographic reasons, and the languages studied in this thesis are no exception.
6.1.2 Linguistic explanations
Considering how the language data consists of three language isolates and of languages from
six different language families, the results of the MDS analysis should show obvious linguistic
differences. Including a set of languages as diverse as possible was the whole idea of this study,
because then I could calculate how different these languages actually are. The results showed that
the structural differences are not as self-evident as they might have been. Some languages were
not so different than others, and some showed rather significant differences, so in this section I
will focus on linguistic factors and how they could explain the results.
The languages of South America, as well as of the research area, are highly discontinuous in
their geographical distribution. Throughout the years languages have influenced one another
through language contact, resulting in people changing their own linguistic tendencies. This
process resonates with the result of the MDS analysis. When so many different languages are
spoken in the same regions, they tend to have similar features through language contact (Csató
et al. 2005). The contact is evidently a slow process, where “languages from several genetic groups
that are located in the same geographical area will gradually come to share certain linguistic
features” (Dixon & Aikhenvald 1999: 8). Linguistic features can be transferred from one language
to another through borrowing, so that the borrowed features can be of any kind. For example,
Aikhenvald (2007) lists four different ways how grammatical categories can be borrowed: the
extensive and limited borrowing of the entire grammatical system, the borrowing of processes
and the borrowing of syntactic constructions.
A detailed example of language contact is described by Aikhenvald (2006a). Aikhenvald spec-
ifies how Resígaro has been restructured almost completely due to the borrowing of linguistic
features from unrelated Bora-Witotoan languages. This process has been quite significant, since
Aikhenvald notes that a lexical comparison between Resígaro and Bora-Witotoan languages show
how 24 % of the Resígaro lexicon are loan words. Additionally, the language contact has also in-
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fluenced Resígaro’s phonology, morphology and syntax. So to summarize, the excessive language
contact has affected Resígaro considerably. Because of this restructuring, it is understandable why
the MDS map shows significant differences between Resígaro and Yagua, despite their relative ge-
ographical proximity. As a language isolate, Yagua has not influenced Resígaro as much as other
languages, so they have remained structurally different.
This complex occurrence of language contact shows how linguistic differences are not as ap-
parent as they might have been thought to be. In general it is important to remember that lan-
guage contact and linguistic borrowing do not magically alter languages overnight. It is a gradual
process, and definitely a complex one. Without comparative-historical data on the languages used
in this thesis, I can only reflect on the magnitude of language contact between these languages, as
I have done in this section. Nevertheless, I believe these linguistic factors can explain why some
of the languages are structurally similar and some structurally different than others.
6.2 Explaining the changes in linguistic diversity
The fluctuations of linguistic diversity were described in § 2.1.2.1 and § 2.1.2.2. In this section I
will offer diachronic explanations for the changes in linguistic diversity in the tropical Andes and
the Peruvian Amazon by using the punctuated equilibrium model. As this model suggests, the
diversity in distinct areas has gone through stages of interruption and balance, i.e. punctuation
and equilibrium. At some point in time the languages spoken near the Andes and in the Ama-
zonian lowlands, and the groups of people speaking these languages have probably existed in a
state of equilibrium. The punctuations in the area have since then caused populations to expand,
which resulted in language splitting, thus creating more linguistic diversity. These punctuations
have been caused by various reasons.
One massive punctuation was the development of agriculture. Due to unidentified reasons,
some hunter-gatherers decided to cultivate land instead of foraging, which led to the early stages
of agriculture in lowland Amazon (Dixon 1997). From the lowlands the agricultural way of liv-
ing spread through South America, inevitably reaching the territories surrounding the Andes.
The process of languages spreading into new territories is called linguistic expansion (Janhunen
2007). In general language spread can be defined as “an increase, over time, in the proportion of
a communication network that adopts a given language or language variety for a given commu-
nicative function” (Cooper 1982: 6). It is important to underline that language spread does not
mean that languages themselves are the ones who acquire speakers. It is the actual users who
acquire languages and through them languages spread.
Linguistic expansion results in expansive and contractive languages. Expansive languages are
those who manage to grow their geographical range through the expansion, whereas contractive
languages are those who lose their territories, either partially or entirely (Janhunen 2007). The
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development of agriculture caused a punctuation in population movement, leading to linguistic
expansion, during which languages diversified when spreading into new territories. The area
researched in this thesis is linguistically highly diverse, which supports the occurrence of linguis-
tic expansion. When groups of people spread across South America in search of new lands for
cultivation, their languages split into new ones. Additionally, the languages possibly spoken in
the area before the arrival of other speech communities managed to survive this expansion.
The languages showcasing the highest amount of linguistic differences in the MDS map are
the language isolates Camsá and Yagua. As language isolates, they are either proven not to have
any genetic relations to other languages or they are the last remaining survivor of a language fam-
ily otherwise gone extinct, as is the case with Yagua. Isolates are deemed as structurally different,
and the MDS measures actually show just that. When other speech communities expanded into
the areas surrounding the Andes, some might have ended up losing territories, and eventually
speakers, but in the case of Camsá and Yagua, their geographical location might have helped them
to survive the expansion. As mentioned in § 6.1.1.1, both Camsá and Yagua are languages existing
in seclusion. Camsá is spoken in the high mountain ranges of the Andes, and Yagua is spoken in
small remote communities across the Amazonian lowlands. Due to the their geographical isola-
tion, these languages have managed to avoid the effect of the expansive languages, remaining as
structurally different language isolates.
I believe that the effect of the agricultural punctuation on linguistic diversity was twofold.
On the one hand, when people spread into new territories, their languages eventually split into
new ones, creating linguistic diversity. On the other hand, the languages spoken in the area were
not all absorbed by the expansive languages due to geographical isolation, so they remained as
separate languages, reinforcing the linguistic diversity of the area. So in the end the punctuation
caused by the development of agriculture enabled language diversification.
Another punctuation occurred when the Europeans expanded and migrated all across the
world, eventually also into South America. This expansion was a devastating one, during which
thousands of indigenous groups were either killed, enslaved or banished from their own terri-
tories. The most notorious aspect of the European invasion was the infectious diseases, which
caused a punctuation in the linguistic diversity equilibrium. The epidemics spread throughout
the continent, causing the majority of the indigenous people to perish. So when the agricultural
punctuation enabled languages to diversify, the punctuation caused by the European invasion
did quite the opposite. The invasion resulted in the loss of linguistic diversity, because entire
indigenous societies were demolished.
However, when the Spanish invaded the areas nowadays known as Colombia, Ecuador and
Peru, not all communities perished. Because the Andes offer remote and inaccessible territories
where indigenous groups can live in seclusion, the Spanish occupation did not reach all the native
peoples (Adelaar 2004). In its own rugged way, the Andes provided a place of refuge, which
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enabled the languages spoken there also to survive. For example, the four Andean languages of
Awa Pit, Camsá, Epena and Páez have all benefited from the seclusion the Andes have provided.
Overall, the linguistic diversity in South America was severely affected by the Europeans. Yet,
the physical geography of the area has maintained at least some part of the linguistic diversity.
The most recent punctuation in South America has been caused by the Industrial Revolution.
Even though the Revolution started already in the 18th century, its effects are still felt in areas such
as South America. The deforestation and the exploitation of the Amazon is not only a threat to the
biodiversity of the area, but also to the linguistic diversity. Most of the indigenous groups living
in the Amazonian rainforests have lost their entire habitats, so they have been forced to relocate
somewhere else. This relocation can cause people to shift from one language to another, if they
have to live in an area where other languages are more prominent. Eventually the language shift
may result in the diminishing or even in the extinction of languages, which affects the overall
linguistic diversity in South America.
Even though it is easy to pinpoint these few instances of punctuations, an important fact to
keep in mind is that languages fluctuate all the time, even during an equilibrium period, meaning
that they are not always entirely stable. Languages can unify and diversify depending on the
prevailing circumstances. Some punctuations can increase linguistic diversity, while others can
critically reduce it. Essentially several different factors can contribute to the changes in linguistic
diversity, of which I explained three massive ones. These punctuations have generally affected
the linguistic diversity in South America, but also the diversity in the tropical Andes and in the
Peruvian Amazon.
6.3 Summary of the explanations
In this chapter I have offered possible explanations for the measured linguistic differences of nine
indigenous languages spoken in the tropical Andes and in the Peruvian Amazon. I focused on
using linguistic and non-linguistic factors as a base for my explanations, because languages are
obviously independent entities, but they are connected to the environment and also to our identi-
ties as members of a society. The outcome of the MDS method can show underlying relationships
between the measured objects. I believe it was important to explore these relationships, because
they can show us something which would not be visible from just looking at tables of data.
This type of typological research is important in the field of linguistics, and explaining the
reasons behind the results of a typological research is definitely worthwhile. With these expla-
nations I suggested how linguistic, geographical and socioeconomic factors affect the structural
differences of these languages. Linguistically, the contact-induced language change offered an
approach to explain the differences. Language contact in the research area is visible for example
in the borrowings from one language to another. Therefore some languages spoken in the same
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regions show structural differences, when a language spoken in the area has borrowed linguis-
tic elements from other languages. In general language contact is inevitable in South America,
where hundreds of languages are spoken, of which most are distinctly discontinuous in their
geographical distribution.
Geographically, I proposed a few interesting possibilities. First, it is evident that the Andes and
the extensive river system of the Amazon offer natural barriers for indigenous peoples, which
maintains their seclusion and prevents any kind of fusing into bigger languages from happen-
ing. An excellent example is the structural differences of four languages (Epena, Páez, Awa Pit,
Camsá) spoken in the same region in the Andean Colombia. Despite the close proximity they
showcase visible structural differences in the MDS map, which can be explained by the effect the
geographical factors have on the area. The Andes provide everything these societies need, from
isolation to nourishment. Second, the rivers have assisted the seclusion of some languages in
providing remote locations for villages. This has resulted in quite distinct structural differences
compared to the other languages. On the other hand, the extensive river system might explain
why some languages were quite similar on the MDS map despite their geographical distances,
since the rivers can provide means of transportation, enabling possible contact between different
ethnic groups.
Socioeconomically, the research area showed lots of interesting aspects for explanations. For
the most part, the languages of this area can be categorized as shifting languages, since the so-
cioeconomic factors have caused indigenous people to abandon their native language in favor of
a prestige language. If people want to get educated or want to be employed, the only possible so-
lution for them has been to switch from one language to another. Some people do not even resent
the situation, because they just cannot see how their native indigenous language could benefit
them as members of a society. This shift has been especially rapid among young people, and their
mobility has affected several languages and caused them to lose speakers.
Another accelerating factor of language shift is the intermarriage between groups. If some
groups only allow intragroup marriages, their language might have persevered longer, result-
ing in structural differences. These types of cases are also apparent in the languages studied
in this thesis. From the nine languages used in the MDS analysis only two have actually shown
how some socioeconomic factors can actually help maintain the speakers from shifting languages.
Páez has maintained hegemony due to territories determined by law, enabling distinct economic,
social and political systems, while the Shuar have founded its own federation which administers
several social and economic affairs. This type of active language maintenance can help ethnic
groups to maintain their identities, and therefore to keep their languages as structurally diverse
as possible. Language shift will be inevitable for groups without active maintenance.
Based on the explanations it is evident that the relationship between language and its envi-
ronment is really complex. I believe that these linguistic and non-linguistic explanations have
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strengthened the perception of this relationship. There is also an intertwined relationship be-
tween the linguistic and non-linguistic factors. For example, when the colonizers invaded the
Yagua region in order to harvest rubber trees, the indigenous people fled. The extensive river sys-
tem offered the best way to transport the groups further into the jungle, making them even more
secluded from other groups than before. The economic invasion led to the migration of those
people, which was intensified by the topography of the region, resulting in ethnic groups living
in isolation, ensuring that their language would live in isolation as well. This is the perfect exam-
ple why I can verify my hypothesis by stating that there is a correlation between the ecological
environment of languages and their linguistic differences.
By conducting a statistical analysis I was able to show how linguistic differences can be mea-
sured. I used the MDS method, which resulted in the visual representation of the differences. Ad-
ditionally, I wanted to discover if language isolates could be structurally different from languages
which have existing sister languages in their language families. The results showed significant
differences between two isolates and the other languages. This could suggest that linguistic dif-
ferences can be affected by the languages’ existing genealogical relationships.
I also wanted to find out if an ecological approach and non-linguistic parameters can actually
be used to explain linguistic differences. I believe the explanations presented in this chapter
show how both geographical and socioeconomic explanations can be used to explain structural
differences. In some cases these explanations can even shed light on just how much factors such
as geographical location can affect the entire existence of languages. Overall, the non-linguistic
explanations have underlined the complex relationship between language and its environments.
So to conclude, the explanations offered in this chapter justify the use of non-linguistic parameters
in explaining linguistic differences.
In addition to explaining linguistic differences, I was able to clarify why and how the linguistic
diversity of the area has changed. As Adelaar (2004: 4) has noted, there has been “an alternation
between periods of greater communication and integration of different peoples and languages,
and periods of fragmentation and individual development”. This quote summarizes the fluctu-
ations in the diversity quite well. The area has been affected by different punctuations, which
have either diversified the languages or diminished the linguistic diversity. Whether the area is
in a state of equilibrium or suffering from a punctuation, it is clear that in general languages are
always changing.
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7 | Conclusion
In this thesis I explored the linguistic differences of nine indigenous languages spoken in the trop-
ical Andes and in the Peruvian Amazon by using a statistical method called multidimensional
scaling. Additionally, I offered linguistic and non-linguistic explanations for these differences. I
also focused on the linguistic diversity of the area by explaining diachronically how it has fluctu-
ated. The analysis showed how new methods of studying languages and their differences can be
used to understand the processes shaping languages even better. Based on the results I was able
to answer the research questions, one of which led to interesting findings on language isolates.
The findings suggest that the significant structural differences of language isolates compared to
the other languages in the data set could be due to their status as the only living member of a
specific language family. This suggestion strengthens the position of language isolates as lan-
guages which have inspired and should continue to inspire additional research. As a result of the
conducted research I was able to verify my hypothesis and conclude that there is a correlation
between the ecological environment of languages and their linguistic differences.
This thesis is an interdisciplinary case study of a specific area and its languages, which com-
bines quantitative and qualitative approaches. Therefore the results and their interpretations are
only meant to be considered in relation to the research area and the languages studied in this the-
sis. However, the methodology used in this study can be applied to other areas of high linguistic
diversity and also to other languages. The problems concerning the study lie in the breadth of
the data, which is quite restricted. Due to the discrepancies in the WALS data, the language data
only consists of languages which have the exact same features represented in the feature data.
This resulted in the data consisting of nine languages, which share only six features. With a bet-
ter data set linguists could study linguistic differences and linguistic diversity in greater depth,
which might results in astonishing new discoveries on the relationship between languages and
the environment.
Overall, this type of case study is a starting point for future research and it can be developed
in many different directions. In general, the study could be replicated by adding more languages
and linguistic parameters, which could lead to more typologically representative results. Other
statistical methods might be valuable to use either together with or instead of multidimensional
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scaling. As a statistical method, multidimensional scaling could be used to study the linguistic
differences in an entire country or even in a continent, or it could be used to study the inter-
nal differences of a specific language family. Additionally, language isolates and their structural
differences could be studied from a wider point of view, which might help linguists in under-
standing the otherwise extinct language families more effectively. The explanations for linguistic
differences and linguistic diversity could be expanded to include new and more detailed expla-
nations, such as cultural and archaeological ones. Additional explanations would generate even
more interdisciplinary studies, which could really benefit the field of linguistics.
As it is clear, this thesis is definitely a starting point for further studies, which is emphasized
by the sheer number of possible applications. Because languages are always changing, there will
always be a need for studies in linguistic diversity and in linguistic differences.
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