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Abstract
In this paper the problem of restoring a two-dimensional tomographic medical image is considered. The emission function f (P )
is deﬁned on a plane circular domain , and has to be restored from data collected by a SPECT machine. Through an approach
known as natural pixel discretization, the solution is expressed as a linear combination of functions belonging to a suitable basis.
We consider here four different bases, all of them giving a highly structured coefﬁcient matrix. The linear system obtained in this
way can be solved efﬁciently by means of the fast Fourier transform. The computational cost and the performance of the bases are
compared. When the data are contaminated by Poissonian noise, the numerical experimentation shows that all the bases are almost
equivalent from the point of view of the restoration efﬁciency. Hence the choice of a basis should rely on other considerations, as
for instance the computational cost.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of recovering a 2D tomographic medical image is considered. In most cases medical imaging involves
the restoration of 2D slices of a 3D body. These separate restorations can be used to build a spatial representation of the
object. This is the case [6] of the so-called (2D+1) model for SPECT (Single Photon Emission Computed Tomography),
an emission tomography technique which measures the radiation emitted by a radioactive tracer injected in the patient’s
body. A planar vertical array of detectors placed on a turning device measures the radiation which passes through a
collimator, and only the photons arriving along the direction perpendicular to the detector itself are counted. These
measures are made in correspondence of a discrete set of angles equally spaced in 2. In the 2D case here considered the
emission function f (P ) is deﬁned on a plane circular domain  and has to be recovered from data collected by aligned
detectors rotating around the center of . In general, this kind of problems are solved by using some discretization
technique.
A regularized solution of the problem is sought because the patient data are contaminated by noise due to the
acquisition process. It is known that the detection of photons in nuclear medicine is a statistical Poisson process,
hence it is generally accepted that the noise can be modelled by a Poisson random variable, whose level depends on
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the number of the counted photons [1,10]. A higher number of counts reduces the relative noise level, allowing clearer
restored images.
The most popular approaches originate from two different formulations of the problem [1,10]. The ﬁrst one exploits
the well known properties of the inverse of the Radon transform, which closely models tomographic imaging inverse
problems. Following this approach the discrete problem is solved by means of the Discrete Filtered Backprojection, or
other related methods (Fourier methods). The second approach, which is more ﬂexible even if more computationally
demanding, uses suitable algebraic methods for the treatment of ill-conditioned linear systems. Both direct methods,
such as TSVD or Tikhonov, and iterative methods, such as Landweber, Conjugate Gradient or Maximum Likelihood,
are used. These methods allow to ﬁt some physical features of the problem, such as the presence of noise, in a more
effective way than the methods of the ﬁrst approach. The method used in this paper belongs to the second approach.
It is an essentially direct method, speciﬁcally designed to exploit some strong structural properties of the coefﬁcient
matrix of the linear system which arises when the continuous model is discretized. The dicretization used here is the
natural pixel discretization described in [5,7,8,11,14]. This choice leads to the solution of a strongly ill-conditioned
linear system, whose coefﬁcient matrix depends on the geometric response of the device and on attenuation effects,
possibly varying from patient to patient. Here we assume, as it is customary in cerebral SPECT restoration, that the
coefﬁcient matrix does not depend on the particular patient [5].
In this setting the solution is expressed as a linear combination of functions belonging to a suitable basis deﬁned
on . The coefﬁcients of the combination are then found by solving a linear system. In this paper we examine the
possibility of using bases of functions different from the one suggested in [5], to ﬁnd which properties are required in
order to obtain a block circulant coefﬁcient matrix. This structure can be exploited in such a way that considerable part
of the computation is done once for all by reducing the matrix into a block diagonal form by the Fourier transform. The
system can thus be divided into smaller systems, which are solved for each new set of patient data. All the bases we
propose, besides giving a block circulant matrix, satisfy additional properties which allow other computational savings.
By comparing the computational costs of the bases and their restoration efﬁciencies, we have seen that restorations
comparable with those given by the basis of [5] can be obtained with less computational efforts.
The paper is organized as follows. In Section 2 the problem is outlined. The structure of the matrix A obtained by
discretizing the problem depends on the properties of the functions of the chosen basis. The four bases taken into
consideration in Section 3 keep the rotational invariance of the point spread function, leading to the block circulant
structure of matrix A. In Section 4 matrix A is reduced into block diagonal form, showing how to achieve a further
computational reduction. Section 5 contains a detailed description of the algorithm. The method used for solving the
smaller systems is the truncated SVD, which has been chosen on the basis of the results of [11] and of computational
cost considerations. In fact, the numerical experiments of our simulated restorations have shown that only a few singular
values are required by TSVD. The numerical experiments are in Section 6.
2. The problem
Let f (P ) be the emission function to be restored from the data acquired by the detectors. The point P belongs to a
plane domain  and the values of f are generally represented in a greyscale image. Actually, we assume that  is a disk
of radius r > 0, centered at the origin. The detectors are aligned on a line segment L rotating at a constant distance
from the origin. Each detector is referred by the pair of coordinates (s, ), s being the position onL and  the angle
ofL with a ﬁxed direction (see Fig. 1 for a geometry of the system).
Let g(s, ) indicate the emission from the whole object measured by the detector in (s, ) position. A commonly
accepted model for the function g is
g(s, ) =
∫

F(s, , P )f (P ) dP , (1)
where the kernelF represents the point spread function of the system. In the SPECT literature different kernels have
been used. The simplest one is F(s, , P ) ≡ 1 and leads to the so-called Radon transform [1]. However, it is not
completely satisfactory [10]. A better choice is a 2D Gaussian kernel, which leads to a Radon-like transform [11].
Following [6] we consider here a 2D Gaussian kernel, modiﬁed in order to take into account the dependence on the
R. Bevilacqua et al. / Journal of Computational and Applied Mathematics 198 (2007) 361–377 363
x2
d(, P)
P
s
r
x1
µ(, P)
L
x2 cos  − x1 sin 



Fig. 1. Geometry of the system.
distance d(, P ) = r − x1 sin  + x2 cos  between the point P = (x1, x2) ∈  andL. The standard deviation of the
Gaussian is assumed to depend in a linear way on d(, P ) as follows:
(, P ) = min + max − min2r d(, P ),
where min and max are the values of the standard deviation for the points in  having minimal and maximal distance
fromL and depend on the physical properties of the detection device. Therefore we use
F(s, , P ) = 1
(, P )
√
2
exp
[
− (s − (, P ))
2
22(, P )
]
, where (, P ) = x1 cos  + x2 sin . (2)
The data of the problem, called sinogram, are the values of g(s, ) measured by the device in correspondence to a
discrete set of positions (bins) sj , j =1, . . . , q, of the detectors onL and to a discrete set of angles k , k=0, . . . , p−1,
ofL. For simplicity, we assume that p and q are integers multiple of 4 and that both the bins and the angles are equally
spaced, that is, k =k, where =2/p, and sj = s1 + (j −1), where =2r/q and s1 =−r +/2. As a consequence
we have sq+1−j = −sj .
Then the sinogram is
g(sj , k) =
∫

F(sj , k, P )f (P ) dP . (3)
In the discretization process of (3) we can represent the emission function f (P ) with respect to different bases of
functions. In [8,11,12,14] the characteristic functions of special shaped pixels are suggested. They naturally arise from
the geometry of the system in view of the rotational invariance of the SPECT. With this choice the accuracy and
precision of the restoration turns out to be better than the one obtained by choosing a square pixel basis. Hence we look
for an approximate solution of problem (1) of the form
f (P ) =
N∑
n=1
cnn(P ), (4)
where {n(P )}n=1,...,N is a set of linearly independent functions, called natural pixel basis.
From (3) it follows that the coefﬁcients cn satisfy the linear system
g(sj , k) =
N∑
n=1
cn
∫

F(sj , k, P )n(P ) dP . (5)
System (5) constitutes the so-called semidiscrete version of problem (1).
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Letting N = pq, system (5) can be written in the form
g = Ac, (6)
where g and c are vectors of size N and A is a square matrix of size N. We assume that the indices (j, k) in (5) are
ordered lexicographically, hence the nth elements of g and c are g(sj , k) and cj,k , respectively, with n = kp + j . The
(n, n′)th entry of A is
an,n′ = a(k,k
′)
j,j ′ =
∫

F(sj , k, P )j ′,k′(P ) dP, j, j ′ = 1, . . . , q, k, k′ = 0, . . . , p − 1. (7)
The dependance of A on four indices leads to a natural partitioning in square blocks of size q, that is,
A =
⎡⎢⎢⎣
A(0,0) A(0,1) . . . A(0,p−1)
A(1,0) A(1,1) . . . A(1,p−1)
...
...
...
A(p−1,0) A(p−1,1) . . . A(p−1,p−1))
⎤⎥⎥⎦ ,
where the (j, j ′) entry of block A(k,k′) is a(k,k
′)
j,j ′ deﬁned in (7).
3. Natural pixel bases and structure of A
Different choices of the basis give different structures to matrix A. The circulant structure is a natural consequence
of the symmetries of the whole set.
Theorem 1. Let
U =
[
cos  − sin 
sin  cos 
]
be a 2 × 2 orthogonal rotation matrix. If
j,k+1(P ) = j,k(PU) for j = 1, . . . , q, k = 0, . . . , p − 2,
then matrix A is block circulant.
Proof. It is easy to verify thatF(s,  + , P ) =F(s, , PU) for any s, , P . Then
a
(k+1,k′+1)
j,j ′ =
∫

F(sj , k + , P )j ′,k′+1(P ) dP
=
∫

F(sj , k, PU)j ′,k′(PU) dP .
Performing the change of variable P ′ =PU and taking into account that this change maps the disk  on itself, it turns
out that
a
(k+1,k′+1)
j,j ′ = a(k,k
′)
j,j ′ for j, j
′ = 1, . . . , q, k, k′ = 0, . . . , p − 2.
Since p = 0 + 2, by periodicity we have also
a
(k+1,0)
j,j ′ = a(k,p−1)j,j ′ for j, j ′ = 1, . . . , q, k = 0, . . . , p − 2.
It follows that
A(k+1,0) = A(k,p−1) and A(k+1,k′+1) = A(k,k′) for k, k′ = 0, . . . , p − 2. 
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All the bases we choose in the following satisfy the rotational hypothesis of Theorem 1. Then matrix A has the form
A =
⎡⎢⎢⎢⎢⎢⎢⎣
A0 A1 A2 . . . Ap−1
Ap−1 A0 A1
. . .
...
. . .
. . .
. . .
...
. . .
. . . A1
A1 A2 . . . Ap−1 A0
⎤⎥⎥⎥⎥⎥⎥⎦ , where Ak = A
(0,k) for k = 0, . . . , p − 1, (8)
and the (j, j ′)th entry of Ak is
a
(k)
j,j ′ =
∫

F(sj , 0, P )j ′,k(P ) dP .
Moreover, since A(0,k) = A(p−k,0), we have also
a
(k)
j,j ′ =
∫

F(sj , p−k, P )j ′,0(P ) dP . (9)
Theorem 2. Consider the 2 × 2 orthogonal reﬂection matrix
V =
[−1 0
0 1
]
.
If
q+1−j,p−k(P ) = j,k(PV ) for j = 1, . . . , q, k = 0, . . . , p − 1,
then
Ap−k = JAkJ , (10)
where J is the square exchange matrix of order q.
Proof. It is easy to verify that
F(−s, 2 − , P ) =F(s, , PV ) for any s, , P . (11)
Then, by proceeding as before, we have
a
(p−k)
q+1−j,q+1−j ′ =
∫

F(−sj , 0, P )q+1−j ′,p−k(P ) dP
=
∫

F(sj , 0, PV )j ′,k(PV ) dP = a(k)j,j ′ . 
Theorem 3. If
j,p/2−k(P ) = j,k(PV ) for k = 0, . . . , p/2,
j,p−k(P ) = j,p/2+k(PV ) for k = 1, . . . , p/2 − 1,
then
Ak = JAp/2−k for k = 0, . . . , p/2,
Ap/2+k = JAp−k for k = 1, . . . , p/2 − 1. (12)
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Proof. By (11) for k = 0, . . . , p/2 we have
a
(p/2−k)
j,j ′ =
∫

F(sj , 0, P )j ′,p/2−k(P ) dP
=
∫

F(−sj , 0, PV )j ′,k(PV ) dP = a(k)q+1−j,j ′ .
The proof of the second formula (12) is analogous. 
We examine now four different choices for the basis. The ﬁrst one is the most straightforward basis, that is, functions
n(P ) are the same functions used in the kernel of (3). The other three bases are the characteristic functions of different
subsets of , which enjoy the rotational properties assumed in the previous theorems. The ﬁrst three bases are made up
of functions having overlapping supports. In [11] it is suggested that an overlapping rotationally invariant basis may
prove to give better results than a nonoverlapping basis. Actually, in [11] the term “natural pixel basis” is reserved
to overlapping bases, but we use it here in an extended sense to indicate bases which enjoy rotational properties in a
natural way.
3.1. Gaussian functions
The basis formed by the functions j,k(P ) = F(sj , k, P ) satisﬁes the hypotheses of both Theorems 1 and 2
(see [2]). From (10) it follows that the ﬁrst block line of matrix A has the form
[A0, A1, . . . , Ap/2−1, Ap/2, JAp/2−1J, . . . , JA1J ]. (13)
In addition, being a Gram matrix, A results to be symmetric, that is,
A0 = AT0 and Ap−k = ATk for k = 1, . . . , p − 1.
Hence from (10) it follows that
ATk = JAkJ for k = 0, . . . , p − 1,
that is, each block of A is persymmetric (blocks A0 and Ap/2 are also centersymmetric). By (9) the entries of Ak in (8)
are given by
a
(k)
j,j ′ =
∫

F(sj , p−k, P )F(sj ′ , 0, P ) dP . (14)
For the computation of a(k)
j,j ′ we use (14) for k = 0, . . . , p/2 and j ′ = 1, . . . , q + 1 − j . For k = 0, . . . , p/2 and
j ′ = q + 2 − j, . . . , q we exploit the persymmetry of Ak: a(k)j,j ′ = a(k)q+1−j ′,q+1−j . For k = p/2 + 1, . . . , p − 1 we
exploit (13):
a
(k)
j,j ′ = a(p−k)q+1−j ′,q+1−j . (15)
Hence the construction of (13) requires the computation of only pq2/4 integrals.
3.2. Semi-strip characteristic functions
Another basis which satisﬁes the hypotheses of Theorems 1 and 2 is formed by the characteristic functions
j,k(P ) =
{1 if P ∈ j,k,
0 otherwise,
(16)
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Fig. 2. Pixels of the semi-strip basis j,k , with sj = s1 + (j − 1), j = 1, . . . , q, where  = 2r/q and s1 = −r + /2.
where
j,k = {P : P ∈ , |sj − (k, P )|/2 and d(k, P )r}
(see Fig. 2). By (9) the entries of Ak are given by the integrals
a
(k)
j,j ′ =
∫
j ′,0
F(sj , p−k, P ) dP . (17)
The ﬁrst block line of matrix A has the same form (13), but A is not symmetric, hence its blocks are not persymmetric.
Then (17) is used for k = 0, . . . , p/2 and j, j ′ = 1, . . . , q. For k = p/2 + 1, . . . , p − 1, relation (15) is used. Hence
the construction of the ﬁrst block line of A requires the computation of pq2/2 integrals.
3.3. Strip characteristic functions
Let
{tj = j/2 − /4, j = 1, . . . , q}
be a set of q equally spaced points in the interval (0, r). The third basis is formed by the characteristic functions
j,k(P ) =
{1 if P ∈ 	j,k,
0 otherwise,
(18)
where
	j,k = {P : P ∈ , |tj − (k, P )|/4}
(see Fig. 3). By (9) the entries of Ak are given by the integrals
a
(k)
j,j ′ =
∫
	j ′,0
F(sj , p−k, P ) dP . (19)
This basis satisﬁes the hypotheses of Theorems 1 and 3. From (12) it follows that the ﬁrst block line of matrix A has
the form
[A0, . . . , Ap/4, JAp/4−1, . . . , JA0, Ap/2+1, . . . , A3p/4, JA3p/4−1, . . . , JAp/2+1]. (20)
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k
Fig. 3. Pixels of the strip basis 	j,k , with tj = t1 + (j − 1)/2, j = 1, . . . , q, where  = 2r/q and t1 = /4.
Moreover, Ap/4 = JAp/4 and A3p/4 = JA3p/4. Then (19) is used for k = 0, . . . , p/4 and for k = p/2 + 1, . . . , 3p/4
and j, j ′ = 1, . . . , q. For the construction of the other blocks structure (20) is exploited. Hence also in this case the
construction of the ﬁrst block line of A requires the computation of pq2/2 integrals.
3.4. Polar pixel characteristic functions
The last basis we consider is deﬁned in polar coordinates. Let P = (
,) be the polar representation of P. We
consider on  the pixels
j,k = {P = (
,) : rj−1
rj , | − k|/2},
where r0 = 0, rq = r and the radii rj are selected in such a way that all the pixels have the same area. Since the pixels
have the shape of segments of a circular corona (the innermost ones are circular triangles), we have rj = r√j/q (see
Fig. 4). The (j, k)th function of the basis is the characteristic function of j,k . By (9) the entries of Ak are given by
the integrals
a
(k)
j,j ′ =
∫
j ′,k
F(sj , p−k, P ) dP . (21)
This basis satisﬁes the hypotheses of Theorems 1 and 3 (see [3]), hence the ﬁrst block line of matrix A has the same
form (20) and its construction requires the computation of pq2/2 integrals.
j, k
rj − 1  / 2
rj
k
Fig. 4. Pixels of the polar basis j,k , with rj = j
√
j/q, j = 1, . . . , q.
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4. Exploiting the structure of A
It is well known that the N × N matrix A can be block diagonalized by means of the matrix F ⊗ I , where I is the
identity matrix of size q and F is the Fourier matrix of size p whose elements are fi,j =ij /√p, for i, j =0, . . . , p−1,
with  = exp(i2/p). Then
A = (F ⊗ I )D(FH ⊗ I ), (22)
where D is the block diagonal matrix
D =
⎡⎢⎢⎣
D0
D1
. . .
Dp−1
⎤⎥⎥⎦ with Dk = p−1∑
t=0
ktAt . (23)
The (j, j ′)-entries of the q ×q blocks Dk are computed by means of the FFT of the vector formed by the (j, j ′)-entries
of the blocks At . Since the blocks At are real, it follows that D0 and Dp/2 are real and
Dp−k = Dk for k = 1, . . . , p/2 − 1.
By using (22), system (6) becomes
Dx = d where d = (FH ⊗ I )g, x = (FH ⊗ I )c. (24)
By partitioning the vectors x and d into p subvectors of length q, system (24) decomposes into the p independent
systems of size q
Dkxk = dk for k = 0, . . . , p − 1. (25)
Since c is real, the relation x = (FH ⊗ I )c implies xp−k = xk , therefore only the systems corresponding to indices
k = 0, . . . , p/2 need to be solved.
We now examine the structure of the blocks Dk for k = 0, . . . , p/2.
For bases 3.1 and 3.2 from (13) we have
Dk = A0 + (−1)kAp/2 +
p/2−1∑
t=1
(ktAt + ktJAtJ ).
Since A0 and Ap/2 are real and centersymmetric, it follows that
JDkJ = A0 + (−1)kAp/2 +
p/2−1∑
t=1
(ktJAtJ + ktAt ) = Dk .
Hence by denoting J ′ the exchange matrix of size q/2, we have
Dk =
[
Gk HkJ
′
J ′Hk J ′GkJ ′
]
, k = 0, . . . , p/2, (26)
where Gk and Hk are q/2 × q/2 complex blocks. In addition, with basis (3.1) the matrix A is symmetric, then all the
blocks Dk are hermitian and Gk results hermitian while Hk results persymmetric.
For k = 1, . . . , p/2 − 1 matrix (26) can be transformed into a real matrix by means of the unitary matrix
 = 1√
2
[
I ′ J ′
iI ′ −iJ ′
]
,
where I ′ denotes the identity matrix of size q/2. In fact, the matrix
Ek = DkH
is real and has the same singular values ofDk . The matrixDHk Dk has the same structure (26), hence it can be transformed
into a real matrix by the same .
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For bases 3.3 and 3.4 from (12) it follows that
JDk =
p−1∑
t=0
ktJAt =
p/2∑
t=0
ktAp/2−t +
p−1∑
t=p/2+1
ktA3p/2−t
=
p/2∑
t=0
(p/2−t)kAt +
p−1∑
t=p/2+1
(3p/2−t)kAt = (−1)k
p−1∑
t=0
ktAt = (−1)kDk .
Hence in this case Dk can be written in the form
Dk =
[
Ck
(−1)kJ ′Ck
]
, (27)
whereCk is a q/2×q complex block. For k=0 and k=p/2 the rank ofDk is not greater than q/2. For k=1, . . . , p/2−1
matrix (27) can be transformed into a real matrix by means of the unitary matrix
S = 1√
2
[
I ′ iI ′
(−1)kJ ′ −(−1)kiJ ′
]
.
In fact, we have
Dk =
√
2SBk where Bk =
[
Re(Ck)
Im(Ck)
]
.
The singular values of Dk are equal to the singular values of Bk multiplied by
√
2. The matrix DHk Dk is real for any k.
5. The algorithm
In the kind of application we are considering, many systems of form (6) have to be solved, with the same coefﬁcient
matrix and different vectors g. Hence it is convenient to perform once for all a preprocessing phase on matrix A. Then
a restoration phase of the emission function c for any new input data g is performed. In this way the most relevant part
of the computational burden is placed in the preprocessing stage.
The algorithm is then composed of three phases:
(a) a preprocessing phase, where the required singular components are computed (this phase is required only once and
not for any new data vector);
(b) a restoration phase, where the vector g of the measured data is processed;
(c) a coordinate conversion phase, where the restored image is converted into Cartesian coordinates (this phase is not
required when the polar basis is used, if a software product for displaying on polar pixels is available).
In phase (b) systems (25) are solved by using a regularizing method. We suggest to use the truncated SVD. The size
q of the blocks Dk is sufﬁciently small (a common value is 128) to be in the range of an easy computation of singular
values and vectors. The singular values coming from all the systems are then reordered to detect a common threshold
level based on a preassigned percentage of the set of singular values. In this way all the subsystems are solved with the
same threshold.
The choice of TSVD is suggested in [11] as the most suited to the use in combination with the natural pixel model.
Actually our experiments have shown, in accordance with [1], the substantial equivalence of other regularizing algebraic
methods from the point of view of the best restoration obtainable. For this reason at the end of the section a brief sketch
of how Tikhonov method can be applied is also given. Our choice of TSVD is mainly due to the small number of
singular values to be taken for the restoration in the presence of a realistic level of noise, as shown in the numerical
experiments.
To apply TSVD we must provide a suitable threshold  which selects the singular values to be included in the
computation. In general,  depends on the level of the noise which affects vector g.
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5.1. (a) Preprocessing phase
1. Choose one of the bases described in Section 3.
For j, j ′ = 1, . . . , q compute the vector w=[a(k)
j,j ′ , k= 0, . . . , p− 1] by applying (14), (17), (19) or (21) and taking
into account the simpliﬁcations induced by the structure of the ﬁrst block line of A, as described for each basis.
Compute z = √pDFT(w) and store
(Dk)j,j ′ = zk, k = 0, . . . , p − 1.
2. For k = 0, . . . , p/2 compute the singular value decomposition {u(k)i , (k)i , v(k)i } of Dk , carrying out the computation
on matrices Ek for bases 3.1 and 3.2 and on matrices Bk for bases 3.3 and 3.4.
5.2. (b) Restoration phase
Let  be the threshold value for the truncated SVD.
3. For j = 1, . . . , q let w be the vector of entries wk = g(sj , k), k = 0, . . . , p − 1. Compute z = IDFT(w) and store
d
(k)
j = zk , k = 0, . . . , p/2.
4. Apply the truncated SVD to system (25), i.e. compute
xk =
nk∑
i=1
u
(k)
i
H
dk
(k)i
v
(k)
i for k = 0, . . . , p/2,
where nk is the number of the singular values (k)i greater than , and
xp−k = xk for k = p/2 + 1, . . . , p − 1.
5. For j =1, . . . , q let w be the vector of entries wk =(xk)j , k=0, . . . , p−1. Compute z=DFT(w) and store cj,k =zk ,
k = 0, . . . , p − 1.
We have thus computed the coefﬁcients cn =cj,k , with n=kp+j , required in (4), and a restored image can be obtained
in terms of the functions n(P ) of the chosen basis.
5.3. (c) Conversion to Cartesian coordinates
The recovered image (4) cannot be directly displayed: a further conversion into Cartesian coordinates must be
performed.
Let in be the set of Cartesian pixels pj on which we want to display the recovered image. In the simulation made
in the following section in will be formed by all the pixels having a non-empty intersection with the image to be
restored, so that in the background  − in we have f (P ) = 0. But restricted regions of interest can be chosen.
Denoting by j (P ) the characteristic function of pj , the function to be displayed has the form
f˜ (P ) =
∑
pj∈in
djj (P ), (28)
i.e. is constant on each pixel. The coefﬁcients dj are obtained by requiring that f˜ (P ) approximates f (P ) in the sense
of the least squares, i.e. by minimizing∫
in
|f˜ (P ) − f (P )|2 dP .
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The coefﬁcients dj of (28) are then given by
dj = 1
j
N∑
n=1
bjncn, j =
∫
in
2j (P ) dP, bjn =
∫
in
j (P )n(P ) dP , (29)
cn being the coefﬁcients in (4).
For all the bases, except the Gaussian one, n(P ) is the characteristic function of some geometrical ﬁgure, whose
intersection with pj has area bjn. Only a few bjn are nonzero and the number Nj of terms to be added in (29) for any
j is much lower than N.
5.4. Computational costs
For step 1 we consider the cost of computing q2/2 Fourier transforms of length p. For step 2 the computation of the
p/2 + 1 singular value decompositions has a cost O(pq3) [9]. Hence the complexity of the preprocessing phase, apart
from the computation of the integrals a(k)
j,j ′ , is O(pq
3 + q2p logp). In the real case p and q are comparable, then the
preprocessing has the cost O(p4).
The computational cost of the integrals a(k)
j,j ′ will be examined in Section 5.5.
Assuming that the singular values selected by the chosen  are m, the cost of step 4 is O(qm). For steps 3 and 5
we consider the cost of computing 2q Fourier transforms of length p. Hence the complexity of the restoration phase
is O(qm + qp logp). If m is comparable with p logp (the experiments show that with such values of m acceptable
restored images are obtained from noisy sinograms) the cost of the restoration phase is O(p2 logp).
For the coordinate conversion phase, we assume that the integrals j and bjn are computed once and for all (the
corresponding cost is much lower than the cost for computing the integrals a(k)
j,j ′ ). The cost for applying (29) is O(N ′),
where N ′ =∑Jj=1Nj is the total number of nonzero coefﬁcients bjn in (29). Actually we have N ′ = O(p3) for the
semi-strip and the strip bases andN ′=O(p2 logp) for the polar basis. No signiﬁcant reduction is shown by the Gaussian
basis with respect to the number JN = O(p4) appearing in (29).
5.5. Computational cost of the integrals a(k)
j,j ′
The computational cost of the integrals a(k)
j,j ′ is by far the most expensive part of the preprocessing phase. In order to
get enough precision, the integrals have been computed with Mathematica, which applies an adaptive procedure based
on Kronrod formulas and guarantees a good approximation with a cost depending on the smoothness of the integrand
function and the regularity of the integration domain. The integrand function of (14) for the Gaussian basis 3.1 is less
smooth than the integrand function for the other bases. The less expensive computation is obviously the one of the
polar basis. In fact, the experimentation has shown that, setting 1 (∼ 0.001 s) the average time needed for computing
an integral (21), the average times for the other integrals are 1000 times for (14), 350 times for (17) and 60 times
for (19).
Even if we take into account that the number of integrals required by the Gaussian basis is half the number required
by the other bases, it is clear that the use of the Gaussian basis can be justiﬁed only if the restoration produced by it
greatly outperforms the others.
5.6. Applying Tikhonov method
If Tikhonov method is preferred to TSVD, a regularized solution of system (6) is computed by solving
(ATA + I )c′ = ATg,
where  is a suitable regularizing parameter, which depends on the noise level. Proceeding as in Section 4, we see that
this system decomposes into p independent systems of size q
(DHk Dk + Iq)x′k = DHk dk for k = 0, . . . , p − 1, (30)
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where Iq denotes the identity matrix of size q. Hence the regularizing parameter is the same  for all systems (30). As
we have seen in Section 4, systems (30) can be solved by using only real arithmetics, without doubling the size.
Before computing the solution of system (30) for any new value of , we can
(a) either use the singular value decomposition {u(k)i , (k)i , v(k)i } of Dk computed in step 2 of the algorithm and obtain
x′k =
q∑
i=1
(k)i u
(k)
i
H
dk
(k)i
2 + 
v
(k)
i ,
(b) or bidiagonalize matrix Dk by applying for example Householder method (see [9, p. 252]) and then solve a
tridiagonal Hermitian system.
If this second approach is preferred, step 2 of the algorithm must be replaced. Steps 3 and 4 must compute x′k for the
chosen value of . Vector w of step 5 is then formed by using the components of the x′k .
Examining the computational cost of applying Tikhonov method, we see that the cost should take into account that
the choice of  depends on the noise of the right hand-side. The cost of the restoration phase does not increase if a
limited set of values for  (determined beforehand) is planned to be used.
6. Numerical experimentation
We simulate a restoration process using the data obtained by a slice of the Hoffman brain phantom [13] (see Fig. 5,
top left). The use of this phantom for the simulation of real human brain sections is suggested for testing the accuracy
of restoration algorithms in emission tomography [1].
The values of the constants used in the experimentation are customary for the kind of device described in Section 1:
r = 192, min = 3, max = 8 (all expressed in mm) and p = 120, q = 128. With these data the condition number of the
matrix A is numerically estimated to be 1014 when the Gaussian and the semi-strip bases are used and 1020 when the
strip and the polar bases are used.
The phantom f (P ) is represented on a 128×128 set of Cartesian pixels. As already said, the subset of pixels actually
taken by the image is in. Let f be the vector of the values fi of f (P ) on the ith pixel pi . Since f (P ) is assumed to
be zero in the background, then fi = 0 if pi does not belong to in. The norm of f (P ) is approximated by the norm
of f. Here and in the following the Euclidean norm, denoted by ‖.‖2, is used for vectors.
From f (P ) a synthetic sinogram is computed by means of the discrete version of (3)
gj,k = 
∑
pi∈in
F(sj , k, Pi)fi for j = 1, . . . , q, k = 0, . . . , p − 1, (31)
where Pi is the middle point of pixel pi and  is a scale factor which takes into account the range of the measured values
of gj,k , i.e.  is chosen in such a way that MPC = maxj,kgj,k is equal to the maximum number of photons detected per
bin (maximum pixel count). Two cases are considered:
• The noise-free sinogram, where no noise is added to the values gj,k . The aim of this case is to point out the intrinsical
differences among the restoring capabilities of the bases. In this case  is only a scale factor which plays no role and
does not affect the restoration.
• The noisy sinogram, where the values gj,k are rounded to the nearest integer, and then contaminated by Poissonian
noise generated by a routine based on the rejection method [15]. More precisely, the noisy sinogram ĝ = (ĝj,k) is
obtained as follows:
ĝj,k = round(gj,k) + hj,k ,
where h = (hj,k) is an additive Poissonian noise. The resulting noise level is
NL = ‖h‖2‖̂g‖2
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Table 1
Noise levels for different maximum pixel counts
MPC 100 200 300 500
NL (%) 12.4 8.8 7.3 5.6
and depends mainly on MPC. The customary values for MPC generally do not exceed few hundreds, but we have
considered the cases as shown in Table 1.
When the algorithm is applied, some computed dj may turn out to be negative. If this happens, it is customary [1]
to replace them by zero before displaying the restored image. Since large negative dj occur mainly in the Cartesian
pixels where the original image has large regions of values near zero, the main consequence of this replacement is
to cancel the artifacts of the background. A possible policy to overcome the presence of negative dj would be to add
a positivity constraint to the least square problem solved in the coordinate conversion phase. But we think that the
additional computational burden would be worthless, because the experiments have shown that the replacement reduces
the error in the regions of interest by less than 2% points (hardly visible).
Let f˜ be the discrete restored image, i.e. the vector whose components are max{0, dj } for indices j corresponding to
the pixels of in and 0 otherwise. The output is obtained by displaying f˜. In order to compare the performances, the
relative restoration error is considered
 = ‖ f˜ − f ‖2‖ f ‖2 .
The Euclidean norm generally used to estimate errors does not measure how well the edges of the original image
are restored. This would be a problem with transmission tomography, for example X-ray tomography, but it is not
so important with emission tomography, where edges are commonly ill-conditioned and it matters more to get well
contrasted images. The following index, called image contrast, deﬁned through the maximum likelihood estimate of
the variance, has been proposed in [4]
IC( f ) =
[
1
Nf
∑
i
(fi − f )2
]1/2
,
where Nf is the length of f and f is its mean. A good restoration should maintain the IC index. Hence we consider
also the relative contrast loss

 =
∣∣∣∣∣ IC( f˜ ) − IC( f )IC( f )
∣∣∣∣∣ .
6.1. Determination of the optimal regularizing parameter
Applying TSVD requires the knowledge of the number  of singular components to be used in the restoration, or
equivalently, of the th (in decreasing order) singular value of A, which is assumed as the threshold . Hence we consider
the ratio
 = 
N2
of the number of singular values used by TSVD on the total number of singular values, as the regularizing parameter.
With the simulation we ﬁnd, for any basis and any noise level, the optimal value opt which corresponds to the best
restoration, i.e. the restoration which minimizes . Let opt be this minimum error and 
opt the corresponding contrast
loss.
The ﬁrst simulation refers to the noise-free case. The results are shown in Table 2. We see that there is a clear
distinction between the behavior of the ﬁrst two bases and the behavior of the two others: the Gaussian and
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Table 2
Optimal restoration ratios, errors and contrast losses for the different bases in the noise-free case
opt (%) opt (%) 
opt (%)
Gaussian basis 56 26 13
Semi-strip basis 53 26 11
Strip basis 31 32 17
Polar basis 16 36 27
Fig. 5. Original image (top left) and restored images using Gaussian basis (top middle), semi-strip basis (top right), strip basis (bottom left), polar
basis (bottom right). Noise-free case.
semi-strip bases allow a better restoration, because more singular components can be exploited before the noise enters
the computation. The explanation likely lies in the better conditioning of the corresponding matrices A.
Fig. 5 shows the images restored by using the various bases. In spite of the 8% points between the errors of the image
restored using the Gaussian basis or semi-strip basis and the image restored using the strip basis, the visualization
between the two images does not differ much. A different visualization comes from the image restored using the polar
basis, due to the presence of ring artifacts, which are clearly visible near the center. The ring artifacts start to appear
when 5% of the singular components are used, and grow with , slowly at the beginning, then much faster. For =20%
they have nearly destroyed the image. Higher values of  show only rings. The value opt represents the best compromise
between ring artifacts and errors due to ill-conditioning. A possible explanation of the ring artifacts, hinted by [11,12],
involves the fact that this basis is nonoverlapping.
We get a better visualization of the contrast loss in Fig. 6, where the same cross-section of the original image and of
the restored image using the polar basis are plotted.
The second simulation refers to the noisy cases. It results that the optimal parameters depend on the noise level but
minimally on the basis employed. Table 3 shows the results for various noise levels obtained by using the polar basis,
but the differences on both opt and opt among the various bases turn out to be lower than 1% point. Slightly more
consistent differences (no more than 5%) appear on 
opt. Hence, when the noise is present, the restoration efﬁciency
appears to be equivalent for all the bases. In conﬁrmation of this result, see Fig. 7, where the optimal restorations
obtained with the Gaussian and the polar bases of the noisy sinogram for MPC = 100 are displayed. In the image
restored using the polar basis the ring artifacts, which were present in the noise-free case, are less perceivable here,
because few singular components are used in the restoration, and the artifacts have not yet started to appear.
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Fig. 6. The 70th cross-section of the original image (thin line) and of the restored image using the polar basis (thick line).
Table 3
Optimal restoration ratios, errors and contrast losses for different maximum pixel counts in the noisy case
MPC opt (%) opt (%) 
opt (%)
100 6 49 25
200 7 47 23
300 8 46 21
500 8 45 20
Fig. 7. Optimal restored images from the noisy sinogram for MPC = 100 obtained using Gaussian basis (left) and polar basis (right).
7. Conclusions
When the noise is not present the restoration efﬁciency, measured by , of the Gaussian basis and the semi-strip basis
are similar, hence the latter basis overcomes the former one because of the computational costs. The strip basis has the
same cost of the semi-strip basis but a lower restoration efﬁciency. The ring artifacts produced by the polar basis do not
recommend its use. It is reasonable to think that the same conclusions still hold for very low noise levels, suggesting
the semi-strip basis as the best compromise between restoration efﬁciency and cost. But in practice the noise level is
high and the situation changes because the four bases show equivalent restoration efﬁciencies. However, from the point
of view of the computational cost, the polar basis is the most efﬁcient one.
From Table 3 we can also infer, for a SPECT device having the geometry described in this paper, the value to use
for the regularizing parameter  as a function of the maximum pixel count MPC.
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