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Kurzfassung
In dieser Arbeit wird der Frage nachgegangen, inwieweit eine Computerunterstu¨tzung in
komplexen, kritischen Arbeitsbereichen zu einer Harmonisierung der Handlungsabla¨ufe und
zur Verhinderung von Fehlern (z. B. Geda¨chtnisfehlern) beitragen kann. Als Beispiel eines
komplexen und dynamischen Arbeitsbereiches wird das Agieren von Beho¨rden und Organi-
sationen mit Sicherheitsaufgaben (BOS) in Großschadenslagen betrachtet. Motiviert durch
den großen Erfolg von Checklisten in der Luftfahrt und in der Intensivmedizin, wird in
dieser Arbeit eine systematische U¨bertragung des Checklisten-Prinzips auf den deutschen
BOS-Bereich vorgeschlagen. Hierfu¨r wird ein Rahmenwerk eines intelligenten elektroni-
schen Checklisten-Assistenzsystems erarbeitet, das auch fu¨r alternative, soziotechnische
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Die Menschen stolpern nicht u¨ber Berge,
sondern u¨ber Maulwurfshu¨gel.“ (Konfuzius)
1.1 Motivation
Wir Menschen sind zu großen geistigen Leistungen fa¨hig, jedoch nicht unfehlbar in dem,
was wir tun. So stoßen wir zum Beispiel beim Versuch, alle Schritte einer komplexen und
ungewohnten Handlungssequenz korrekt auszufu¨hren, in den Situationen an unsere Gren-
zen, in denen wir zusa¨tzlich hohem physischen und psychischen Stress ausgesetzt sind.
Denkblockaden und Vergesslichkeit sind die Folge. Dem steht eine Zunahme an Komple-
xita¨t in vielen Arbeitsbereichen gegenu¨ber, wodurch sich das Risiko menschlicher Fehler
erho¨ht [Rea94]. Vor allem in dynamischen Ad-hoc-Arbeitsumgebungen, in denen Teams
unterschiedlicher Profession an der Abarbeitung komplexer und verteilter Aufgabenstellun-
gen arbeiten, stellt eine fehlerfreie Abarbeitung und Koordinierung aller dabei gebotenen
Handlungen eine besondere Herausforderung dar. Das Agieren von Beho¨rden und Organi-
sationen mit Sicherheitsaufgaben (BOS) in Großschadenslagen ist ein solch komplexer und
zugleich dynamischer Arbeitsbereich. Er entha¨lt eine Vielzahl kritischer Handlungsrouti-
nen, bei denen menschliche Fehler enorme Auswirkungen haben ko¨nnen. Unter Komplexita¨t
eines solchen sog. soziotechnischen Arbeitssystems (vgl. [BHL08], S. 157 ff.) werden die u. a.
von Simon [Sim62] und Do¨rner [Do¨r75] charakterisierten Merkmale wie Anzahl der Auf-
gaben und Akteure, Vielfalt der mo¨glichen Handlungsauspra¨gungen und die Vernetztheit
verstanden (vgl. Manser [Man09] und Schaub [Sch06]). Die Dynamik, Intransparenz und
Unbestimmtheit sind weitere charakteristische Merkmale eines solchen Arbeitsumfeldes.
In Großschadenslagen unterliegen Einsatzkra¨fte in besonderem Maße großem physischen
und psychischen Stress. Es ist daher nicht zu erwarten, dass alle erlernten Arbeitsabla¨ufe
korrekt erinnert und im Ernstfall fehlerfrei durchgefu¨hrt werden [Rea90; BHL08]. Scha¨tzun-
gen gehen davon aus, dass gerade bei besonders großen Einsatzlagen, mit Dutzenden von
Schwerverletzten, bis zu ein Drittel der Verletzten wegen Missmanagement am Einsatzort
und in der Klinik unno¨tig versterben (vgl. [KHK+06]). Auch wenn große Verletztenzahlen
bei nur a¨ußerst selten eintretenden Ereignissen wie z. B. Terroranschla¨gen oder Naturkata-
strophen zu verzeichnen sind, offenbaren die Auswertungen bereits kleinerer Einsa¨tze und
U¨bungen nicht selten eine Diskrepanz zwischen der A-priori-Vorstellung dessen, wie ein
Schadensereignis zu managen ist (
”
best practice“) und dem tatsa¨chlichen Verlauf. Insbe-
sondere wird das Management in Großschadenslagen zusa¨tzlich dadurch erschwert, dass
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eine große Anzahl von freiwilligen Einsatzkra¨ften beteiligt sind, welche weniger routiniert
in dem fehlerfreien Anwenden von großschadensspezifischen Handlungsroutinen sind.
Aus Eigeninitiative der BOS und aus Interesse von Forschungseinrichtungen und La¨n-
dern untersuchen diese in ju¨ngster Zeit versta¨rkt den Einsatz von Computerunterstu¨tzung
im Krisenmanagement und bei der Abarbeitung von Großschadenslagen. Ein Beispiel hier-
fu¨r ist der Forschungsschwerpunkt
”
Schutz und Rettung von Menschenleben“ im Rahmen
des Sicherheitsforschungsprogramms der Deutschen Bundesregierung, in dem eine Vielzahl
von Projekten (siehe [BMBF]) die Einsatzmo¨glichkeiten von IT in Großschadenslagen un-
tersucht. Wa¨hrend sich viele dieser Projekte auf eine robuste Kommunikation zwischen den
Einsatzkra¨ften, eine Telemetrieunterstu¨tzung, eine Bereitstellung eines allumfassenden In-
formationssystems oder auf eine Kartendarstellung des Einsatzortes fokussieren, bleibt ei-
ne praktikable Assistenz von Handlungsroutinen bisher noch weitgehend unberu¨cksichtigt.
Auch haben die auf internationaler Ebene in den letzten 20 Jahren vorgestellten Lo¨sungs-
ansa¨tze zur IT-Unterstu¨tzung im Krisenmanagement keinen Niederschlag in die heutige
(deutsche) BOS-Praxis gefunden. Ein Grund hierfu¨r liegt darin, dass der BOS-Bereich (im
Vergleich zur Industrie oder speziell dem Milita¨r) aktuell erst im Begriff ist, die Mo¨glich-
keiten eines Computereinsatzes am Einsatzort auszuloten und vereinzelt zu testen.
Diese Arbeit geht der Frage nach, inwieweit eine Computerunterstu¨tzung in komplexen,
kritischen Arbeitsbereichen zu einer Harmonisierung der Handlungsabla¨ufe und zur Verhin-
derung von Fehlern (z. B. Geda¨chtnisfehlern) beitragen kann. Als Beispiel wird der Arbeits-
bereich der deutschen BOS betrachtet, dessen besondere Merkmale und Anforderungen
herausgearbeitet werden. Maßgeblich fu¨r die Wahl des hier vorgestellten Lo¨sungsansatzes
ist die Beobachtung, dass ein vermeintlich simpler und im BOS-Bereich momentan we-
nig beachteter Kontrollmechanismus dazu dienen kann, menschliches Handeln fehlerfreier
und konsistenter bezu¨glich Standardhandlungsroutinen werden zu lassen. Die Rede ist von
Checklisten (CL), deren Anwendung mittlerweile eine Erfolgsgeschichte in vielen Hoch-
sicherheitsbereichen wie etwa in der Luftfahrt [DW90] und der Intensivmedizin [Gaw10]
verzeichnen kann. So entwickelte z. B. die Luftfahrt bereits Ende der 1960er Jahre eine
gesunde Ehrfurcht gegenu¨ber ihren immer komplexer werdenden Flugzeugen und den da-
zugeho¨rigen Arbeitsprozessen und entschied, Checklisten als kognitives Hilfsmittel dem
menschlichen Geist bei der ta¨glichen Arbeit an die Seite zu stellen. Heutzutage sind sie ein
fest etablierter Bestandteil aller sicherheitskritischen Prozeduren im Cockpit (siehe z. B.
[DW90; DW93]). Warum also nicht von diesem positiven Beispiel lernen?
Basierend auf diesen Erfahrungen des Checklisteneinsatzes wird in dieser Arbeit ei-
ne systematische U¨bertragung des Checklisten-Prinzips auf den deutschen BOS-Bereich
vorgeschlagen. Hierzu wird nach einer Analyse der Praxisbedingungen und einer systema-
tischen Betrachtung des Checklisten-Prinzips selbst ein Rahmenwerk fu¨r ein intelligentes
elektronisches Checklisten-Assistenzsystem erarbeitet. Die Arbeit adressiert noch keine Im-
plementierung und Evaluation unter Praxisbedingungen. Vielmehr gibt sie einen Anstoß
fu¨r einen zuku¨nftigen Transfer des Checklisten-Prinzips in den BOS-Bereich. Sie soll inter-
essierten Anwendern als Grundlage fu¨r kommende Implementierungen dienen. Die Arbeit
diskutiert daru¨ber hinaus die zu erwartenden Vorteile einer computerverarbeitbaren Lage-
repra¨sentation mittels einer formalen Wissensbasis. Das hierfu¨r erarbeitete Rahmenwerk
ist prinzipiell doma¨nenunabha¨ngig und auf alternative soziotechnische Arbeitssysteme mit
hohen Sicherheitsanforderungen und a¨hnlichen Merkmalen wie die im BOS-Bereich u¨ber-
tragbar.
Aufteilung der Arbeit 3
Die Arbeit gibt einen Lo¨sungsvorschlag zur Fragestellung, wie in der komplexen und dy-
namischen Arbeitsumgebung einer Großschadenslage ein Beitrag zur Fehlervermeidung ge-
leistet werden kann. Die Arbeit geht dabei von folgender Hauptthese aus:
Eine IT-unterstu¨tzte Umsetzung des Checklisten-Prinzips ist im BOS-Bereich beson-
ders geeignet, um einen signifikanten Beitrag zur Fehlervermeidung und besseren
Handhabung von Komplexita¨t im Management einer Großschadenslage zu leisten.
These 1
Zusa¨tzlich wird gezeigt, wie ein Checklisten-Assistenzsystem einen Beitrag zum Aufbau
eines einheitlichen Lagebildes leisten kann:
Die Anwendung vernetzter computerintegrierter Checklisten kann fu¨r ein Prozessmo-
nitoring genutzt werden, welches zusa¨tzlich dem Aufbau eines Lagebildes dient
und somit zu einem einheitlichen Lageversta¨ndnis (Situation Awareness) fu¨hrt.
These 2
Daru¨ber hinaus weist das vorgestellte Rahmenwerk eine Vielzahl von Zusatzeffekten auf:
Eine elektronische Checklisten-Assistenz kann zu einer qualitativen Verbesserung
der gesamten Einsatzabwicklung beitragen, die weit u¨ber die positiven Effekte
der Fehlervermeidung und des Prozessmonitorings hinausreicht.
These 3
Der Grundansatz dieser Arbeit basiert auf Erkenntnissen und Arbeiten aus dem BMBF
Forschungsprojekt SpeedUp1 (siehe [KGK+10; WYM+11; WKK11; KWB12]), im Zuge
dessen bereits Fragen und Lo¨sungsansa¨tze einer mo¨glichen IT-Assistenz im BOS-Bereich
bearbeitet wurden. Daru¨ber hinaus wurden die Wahl und die Umsetzung des Lo¨sungsansat-
zes durch Erkenntnisse der Human-Factors-Forschung beeinflusst, die sich unter anderem
mit Pha¨nomenen menschlicher Handlungen in komplexen Arbeitswelten bescha¨ftigt. Nicht
zuletzt flossen fru¨here berufliche Erfahrungen2 des Autors mit in die Problemanalyse und
die Konzeption eines vor allem praktikablen Lo¨sungsansatzes ein.
1.2 Aufteilung der Arbeit
Das Kapitel 2 erla¨utert den Arbeitsbereich der deutschen BOS. Hierfu¨r werden zu Be-
ginn die wichtigsten Organisationen vorgestellt und deren typische Einsatzvorbereitung
und -koordination skizziert. Es wird auf besondere Einsatzlagen und deren Spezifika ein-
gegangen sowie die Grundlagen der Fu¨hrungsorganisationen, die Einsatzdynamik und die
Charakteristiken der Einsatzphasen aufgezeigt. Daru¨ber hinaus werden die in der Praxis
u¨blichen vorbereitenden Maßnahmen sowie Mo¨glichkeiten der Erfassung und Standardisie-
rung von Handlungsroutinen betrachtet. Es wird der Frage nachgegangen, welchen Stellen-
wert das Auftreten mo¨glicher Fehler in der Organisationskultur der BOS hat und welche
1 Titel:
”
Untersuchung von mobilen und selbstorganisierenden Kommunikations- und Datenplattformen
sowie Organisations- und Handlungsstrategien fu¨r komplexe Großlagen“. (Mai ’09 - Juli ’12)
2 Der Autor war 6 Jahre im aktiven Rettungsdienst und als Disponent einer Rettungsleitstelle ta¨tig.
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Strategien zur Fehlervermeidung heute in der Praxis angewandt werden. Abschließend wird
auf den derzeitigen Einsatz von IT im Einsatzmanagement eingegangen.
In Kapitel 3 werden bisherige Forschungsarbeiten zur Thematik IT-Einsatz zur Pro-
zesserfassung und -unterstu¨tzung in Krisenszenarien betrachtet. Hierbei werden zwei Her-
angehensweisen vorgestellt: Arbeiten aus dem Umfeld der Gescha¨ftsprozessmodellierung
und Arbeiten aus dem Themenumfeld der automatischen Handlungsplanung der Ku¨nstli-
chen Intelligenz. Zusa¨tzlich werden fu¨r die Problemstellung relevante Ergebnisse des For-
schungsbereiches Human Factors studiert, welche sich unter anderem mit der Thematik
Fehlervermeidung befassen.
Das Kapitel 4 gibt einen U¨berblick u¨ber wichtige Aspekte des Checklisten-Prinzips
und geht auf die Anwendungsprinzipien in kritischen Arbeitsbereichen ein. Hierfu¨r wer-
den die positiven Erfahrungen aus Hochsicherheitsbereichen wie Luftfahrt und Medizin
analysiert und Grundprinzipien hinsichtlich Funktionen und Anwendungen herausgearbei-
tet. Weiterhin wird gekla¨rt, welche Grundbestandteile Checklisten aufweisen und wer sie
wann und wie einsetzt. Das Kapitel zeigt daru¨ber hinaus, welchen Problemen Checklisten
entgegenwirken sollen und welche bekannten Nachteile sie haben.
In Kapitel 5 wird ein Rahmenwerk eines intelligenten elektronischen Checklisten-
Assistenzsystems vorgestellt, das jeder BOS (und Organisationen mit a¨hnlichem Arbeit-
sumfeld) eine Hilfestellung bei der Sicherstellung fehlerfreier Anwendung von Standard-
handlungsroutinen ermo¨glicht. Hierzu wird zu Beginn die Lo¨sungsidee motiviert und daraus
abgeleitet die drei Thesen der Arbeit aufgestellt. Weiterhin werden die Anforderungen an
ein elektronisches Checklisten-Assistenzsystem benannt und dessen grundlegende Konzepte
und Designentscheidungen vorgestellt.
Im Kapitel 6 wird eine zu den erarbeiteten Anforderungen passende Architektur vor-
gestellt und die Dynamik des Assistenzsystems erla¨utert. Neben der Vorstellung der Archi-
tekturkomponenten wird im Besonderen die Wissensbasis als die ausschlaggebende Kom-
ponente fu¨r ein intelligentes Systemverhalten behandelt. Auf die Fragen der richtigen Kon-
figuration eines solchen Systems geht der Schluss des Kapitels ein.
Das Kapitel 7 geht auf die Pragmatik und die sich zusa¨tzlich fu¨r die Praxis ergebenden
Anwendungsmo¨glichkeiten ein. Es wird eine Reihe positiver Konsequenzen der Anwendung
eines auf der Casie-Architektur basierenden Assistenzsystems vorgestellt, die neben der
gewu¨nschten Fehlervermeidung und dem Prozessmonitoring einen qualitativen Sprung im
Management einer Großschadenslage darstellt.
Abschließend zieht Kapitel 8 ein Resu¨mee der Arbeit und fasst das Erreichte zusam-
men. Daru¨ber hinaus gibt das Kapitel einen Ausblick auf zuku¨nftige Aufgabenstellungen
und nennt noch ungelo¨ste Problemfelder.
Kapitel 2
Akteure und Handlungsroutinen in
Großschadenslagen
Dieses Kapitel skizziert den komplexen und dynamischen Arbeitsbereich (ausgewa¨hlter)
deutscher Beho¨rden und Organisationen mit Sicherheitsaufgaben (BOS). Es werden hierzu
Charakteristiken besonderer Einsatzlagen und die sich daraus fu¨r die Einsatzkra¨fte er-
gebenden Schwierigkeiten vorgestellt. Weiterhin wird kurz auf den organisationsinternen
Umgang mit Fehlern eingegangen und der heutige Stand der IT-Unterstu¨tzung mit dem
Blick auf die Standardhandlungsroutinen diskutiert.
Eine detaillierte Einfu¨hrung in die Thematik kann und soll dieser Abschnitt nicht bieten.
Fu¨r weitere Informationen sei der interessierte Leser auf die entsprechende Fachliteratur
verwiesen. Als Einstieg empfiehlt sich z. B. die SEGmente Reihe des Stumpf + Kossendey
Verlags (siehe z. B. [PM01]) und die Abhandlung von Lipp [Lip09].
2.1 Beho¨rden und Organisationen mit Sicherheitsaufgaben
Bevor auf die Charakteristiken von Großschadenslagen eingegangen wird, sollen die be-
teiligten Akteure mit ihren unterschiedlichen Aufgabenbereichen vorgestellt werden. In
Deutschland za¨hlen die Feuerwehr, der Rettungsdienst und die Polizei mit zu den wichtigs-
ten BOS. Zusammen mit weiteren Organisationen decken sie in der Regel unterschiedliche
Aufgabenbereiche ab.
Feuerwehr
Im Rahmen der nichtpolizeilichen Gefahrenabwehr u¨bernimmt die Feuerwehr Aufgaben
aus den Bereichen Retten, Lo¨schen, Bergen und Schu¨tzen, die durch Gesetze der jeweiligen
Bundesla¨nder und Kommunen geregelt sind. Laut dem Bundesministerium des Inneren
(BMI) hat die Feuerwehr die Aufgabe, innerhalb des deutschen Notfallvorsorgesystems bei
Bra¨nden, Unfa¨llen, U¨berschwemmungen und a¨hnlichen Ereignissen Hilfe zu leisten.
Obwohl jede gro¨ßere Stadt typischerweise eine sog. Berufsfeuerwehr vorweist, deren Ein-
satzkra¨fte meist Beamte der jeweiligen Kommune sind, bilden die freiwilligen Feuerwehren
zahlenma¨ßig das Ru¨ckgrat des deutschen Feuerwehrsystems.
In Deutschland spielen die Feuerwehr-Dienstvorschriften (FwDV) eine große Rolle bei
der Regelung der Aufgabenbereiche und der Durchfu¨hrung von Einsa¨tzen. Je nach Ta¨tig-
keitsfeld existieren eine Reihe unterschiedlicher Dienstvorschriften. Als Beispiel sei eine der
wichtigsten genannt:
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• FwDV 100: Fu¨hrung und Leitung im Einsatz. Zweck der Feuerwehr-Dienstvorschrif-
ten ist es,
”
die erforderliche Einheitlichkeit im Feuerwehrdienst herbeizufu¨hren und
auch zuku¨nftig sicherzustellen. Sie gelten fu¨r den Einsatz und fu¨r die Ausbildung“
(siehe [FwDV100]).
Die Dienstvorschriften sind jedoch als grobe Richtlinie zu verstehen und geben lediglich
einen Rahmen fu¨r eine konkrete Ausgestaltung vor. Sie werden den Bundesla¨ndern zur
Einfu¨hrung empfohlen und werden aufgrund der unterschiedlichen Rechtslagen la¨nderspe-
zifisch umgesetzt. Die aktuell gu¨ltigen Dienstvorschriften der einzelnen Bundesla¨nder un-
terscheiden sich daher mehr oder weniger stark.
Die Struktur der Einsatzleitung auf der operativ-taktischen Fu¨hrungsebene (Fu¨hrungs-
stab, Technische Einsatzleitung, O¨rtliche Einsatzleitung und Gemeinsame Einsatzleitung
vor Ort) ist von der Gefahrenlage, dem Schadensereignis und den zu fu¨hrenden Einhei-
ten abha¨ngig. Wer konkret die Einsatzleitung u¨bernimmt, ist in den Feuerwehr- bzw. den
Katastrophenschutzgesetzen der La¨nder geregelt [FwDV100].
Ist die Feuerwehr bei einer Schadenslage beteiligt, so benennt der oberste Verwaltungs-
beamte einen Einsatzleiter fu¨r die Leitung des kompletten Schadensereignisses. Er ist
typischerweise ein erfahrener und speziell geschulter Feuerwehrbeamter. Zur Bewa¨ltigung
der vielfa¨ltigen Aufgaben wird der Einsatzleiter durch einen zu etablierenden Fu¨hrungs-
stab unterstu¨tzt. Die Einsatzleitung koordiniert die Ta¨tigkeiten aller beteiligten Stellen und
stellt die Schnittstelle zu den nachgeschalteten Fu¨hrungssta¨ben und der zusta¨ndigen Ret-
tungsleitstelle dar. Sie etabliert sich generell am Einsatzort z. B. in einem Einsatzleitwagen
(ELW) [PM01].
Rettungsdienst
Der Aufgabenbereich des Rettungsdienstes liegt in der Sicherstellung einer notfallmedizini-
schen Grundversorgung am Notfallort, dem Herstellen der Transportfa¨higkeit und dem un-
ter medizinisch-fachlicher Betreuung durchzufu¨hrenden Transport in ein geeignetes Kran-
kenhaus zur weiteren Versorgung. Der Rettungsdienst wird je nach Region vorrangig von
Hilfsorganisationen wie z. B. dem Deutschen Roten Kreuz (DRK), dem Arbeiter-Samariter-
Bund (ASB), der Johanniter-Unfall-Hilfe (JUH) und dem Malteser Hilfsdienst u¨bernom-
men. Durch eine sog. Bedarfsplanung ist festgelegt, wie viele Rettungswagen (RTW), Not-
arzteinsatzfahrzeuge (NEF) und Krankentransportwagen (KTW) in der jeweiligen Region
vorzuhalten sind, und wie dementsprechend die zeitlich-personelle Besetzung (Dienstplan)
der Rettungsmittel zu erfolgen hat. Typischerweise beteiligt sich in Sta¨dten, die eine Berufs-
feuerwehr unterhalten, auch die Feuerwehr mit eigenen RTW und NEF an dieser Aufgabe.
Hinzu kommen in einigen Regionen private Rettungsdienstunternehmen.
Die gesetzlichen Grundlagen der Aufgaben des Rettungsdienstes sind in den Rettungs-
dienstgesetzen bzw. Katastrophenschutzgesetzen der verantwortlichen Kommunen und La¨n-
dern geregelt. Als Beispiel eines von 16 Gesetzen sei das entsprechende Gesetz von Thu¨-
ringen genannt:
• Thu¨RettG: Thu¨ringer Rettungsdienstgesetz (2008), dessen Zweck die Regelung einer
”
Sicherstellung einer bedarfsgerechten medizinischen Versorgung der Bevo¨lkerung mit
Leistungen des Rettungsdienstes“ ist (siehe [Thu¨rRettG]).
Bei einer gro¨ßeren Einsatzlage sind im Rettungsdienst zwei verschiedene Einsatzleitertypen
dafu¨r verantwortlich, das Notarzt- bzw. Rettungsdienstpersonal zu fu¨hren. Stellvertretend
fu¨r die Rettungsdienste sei folgend aus dem Thu¨ringer Rettungsdienstgesetz [Thu¨rRettG]
zitiert. Dort heißt es unter § 17 Rettungsdienstliche Versorgung in besonderen Fa¨llen:
”
Zur
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Sicherstellung der rettungsdienstlichen Versorgung bei gro¨ßeren Notfallereignissen unter-
halb der Katastrophenschwelle mit mehreren Verletzten oder Erkrankten, bei denen die
Ta¨tigkeiten des eingesetzten Personals koordiniert werden mu¨ssen, hat der Aufgabentra¨ger
des bodengebundenen Rettungsdienstes eine rettungsdienstliche Einsatzleitung vor Ort ein-
zurichten. Dieser geho¨ren insbesondere ein Leitender Notarzt und ein Organisatorischer
Leiter an.“ Die einzelnen Aufgabenbereiche werden ebenfalls im § 17 spezifiziert:
• Leitender Notarzt (LNA):
”
Der Leitende Notarzt leitet den rettungsdienstlichen
Einsatz, stimmt alle medizinischen Maßnahmen aufeinander ab und u¨berwacht deren
Durchfu¨hrung. [...] Er ist gegenu¨ber dem Personal des Rettungsdienstes, den einge-
setzten A¨rzten und den sonstigen zur rettungsdienstlichen Versorgung eingesetzten
Kra¨ften weisungsbefugt.“
• Organisatorischer Leiter Rettungsdienst (OrgL):
”
Der Organisatorische Leiter
unterstu¨tzt den Leitenden Notarzt, indem er organisatorische Fu¨hrungs- und Koor-
dinationsaufgaben u¨bernimmt. Er ist gegenu¨ber dem Personal des Rettungsdienstes
und den zur rettungsdienstlichen Versorgung eingesetzten Kra¨ften weisungsbefugt.“
Polizei
Die Aufgaben der Polizei ergeben sich aus Recht und Gesetz. Sie umfassen insbesondere
die Gefahrenabwehr einschließlich Gefahrenvorsorge und die vorbeugende Beka¨mpfung so-
wie die Verfolgung von Straftaten und Ordnungswidrigkeiten [PDV100]. Speziell in einer
Großschadenslage mit vielen Verletzten und Toten ist die Polizei zusta¨ndig fu¨r Amts- und
Vollzugshilfe, die Betreuung und Identifizierung unbekannter hilfloser Personen, die Ein-
leitung von Todesermittlungsverfahren sowie fu¨r die Beweissicherung, Ursachenforschung
und Eigentumssicherung [Wei02].
Die Polizeidienstvorschriften (PDVs) regeln die Aufgaben und die Vorgehensweisen der
Polizeikra¨fte. Beispiele hierfu¨r sind:
• PDV 100: Fu¨hrung und Einsatz der Polizei (Ausgabe 1999). In der Verordnung wer-
den alle Facetten der Fu¨hrung und des Einsatzes der Polizei skizziert [PDV100].
• PDV/DV 800: Fernmeldeeinsatz (Ausgabe 1986). Diese Dienstvorschrift befasst sich
mit Planung, Aufbau und Betrieb des Fernmeldeverkehrs und hat ebenfalls im Ka-
tastrophenschutz sowie der Feuerwehr Bedeutung.
Die konkrete Ausgestaltung der Dienstvorschriften fa¨llt auch hier bei den unterschiedlichen
Polizeipra¨sidien unterschiedlich aus. Der Aufbau der Fu¨hrungsorgane ist (a¨hnlich wie bei
der Feuerwehr) abha¨ngig von der Art der sog. Aufbauordnung und den jeweils zu fu¨hrenden
Organisationseinheiten.
Die Fu¨hrungsstruktur der Polizei unterscheidet die Allgemeine Aufbauordnung (AAO)
und die Besondere Aufbauordnung (BAO). Wa¨hrend die AAO im Rahmen des ta¨glichen
Dienstes etabliert ist, a¨ndert sich die Struktur hin zu einer BAO, wenn es sich um einen
gro¨ßeren Einsatz handelt. Der Aufbau der BAO gliedert sich in zwei Phasen. Phase 1:
Sofortmaßnahmen zur Stabilisierung der Lage, Vorbereitung der Phase 2 und Alarmierung
aller zu Beginn beno¨tigten Kra¨fte. Phase 2: Bewa¨ltigung des Einsatzes mit dem Fu¨hrungs-
stab bzw. der Fu¨hrungsgruppe und in Abstimmung mit allen beteiligten nicht-polizeilichen
Kra¨ften. In der Phase 1 u¨bernimmt in der Regel der diensthabende Dienstgruppenleiter
(DGL) der Leitstelle (Polizeipra¨sidium) die Funktion des sog. Polizeifu¨hrers. Der Poli-
zeifu¨hrer tra¨gt die Gesamtverantwortung und trifft die grundsa¨tzlichen Entscheidungen.
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Weiterhin werden in einer BAO verschiedene Einsatzabschnitte (EA) mit jeweiligen Unter-
abschnitten (UA) etabliert, fu¨r die es jeweils wiederum spezielle Einsatzabschnittsleiter
bzw. Unterabschnittsleiter gibt. Falls mo¨glich, sollte im Polizeifu¨hrungsstab unverzu¨g-
lich ein Fachberater des Rettungsdienstes integriert werden.
Weitere Spezialorganisationen
Je nachdem welche Merkmale eine Großschadenslage aufweist, kommen zusa¨tzliche Orga-
nisationen zum Einsatz. So unterstu¨tzen Einheiten des Katastrophenschutzes (KatSchutz)
die Feuerwehr und den Rettungsdienst in Sachen Technik, Betreuung und Versorgung.
Weiterhin existiert zur U¨berbru¨ckung der zeitlichen Lu¨cke zwischen dem Eintreffen des
Katastrophenschutzes und der beno¨tigten Unterstu¨tzung der regula¨ren Einsatzkra¨fte das
(teils u¨berholte) Konzept der Schnellen-Einsatz-Gruppe (SEG). Die SEG u¨bernimmt da-
bei a¨hnliche Aufgaben wie die Kra¨fte des Katastrophenschutzes, ist jedoch in der Regel
schneller alarmiert und somit fru¨her am Einsatzort verfu¨gbar. Zusa¨tzlich kommen bei Ver-
schu¨ttungen Rettungshundestaffeln zum Einsatz und bei Einsa¨tzen der Wasserrettung die
Kra¨fte der Deutschen Lebens-Rettungs-Gesellschaft. Nicht zuletzt sei noch das als Bundes-
beho¨rde organisierte Technische Hilfswerk (THW) genannt, welches bundesweit bei Bedarf
technische Hilfestellung in Großschadenslagen anbietet. Der Großteil der Einsatzkra¨fte der
eben genannten Organisationen setzt sich aus hochmotivierten und freiwilligen Einsatz-
kra¨ften zusammen.
Hinweis: In der folgenden Arbeit wird sich bei den Beispielen auf die Feuerwehr und den
Rettungsdienst beschra¨nkt, da diese wesentliche Aufgabenbereiche einer Großschadensla-
ge abdecken und eng in einer solchen zusammenarbeiten. Dies ermo¨glicht eine fu¨r den
BOS-Bereich stellvertretende Betrachtung typischer Problemstellungen und interessanter
Beispiele von Standardhandlungsroutinen.
2.2 Großschadensereignisse und deren Charakteristiken
Kleinere Einsatzlagen, wie z. B. ein Rettungseinsatz nach einem Verkehrsunfall mit einer
oder zwei verletzten Personen, stellen fu¨r die Einsatzkra¨fte eine gewisse Routine dar. Die
Art und der Umfang einer solchen Schadenslage geho¨rt zum Tagesgescha¨ft, sodass die gebo-
tenen Arbeitsabla¨ufe routiniert und fehlerfrei ablaufen. Die Lage ist u¨berschaubar und die
eingesetzten Mittel und Kra¨fte sind ausreichend. Auch kommen im Alltagsgescha¨ft zumeist
eingespielte Teams zum Einsatz, die einen hohen Grad an Professionalita¨t aufweisen.
Hingegen werden die Einsatzkra¨fte in einem gro¨ßeren Schadensereignis, wie z. B. einem
Massenanfall von Verletzten oder Erkrankten (MANV), mit besonderen Herausforderungen
konfrontiert. Ein MANV ist zu Beginn von der Diskrepanz zwischen der Anzahl der ver-
letzten Personen und den zuna¨chst zur Verfu¨gung stehenden Einsatzkra¨ften und -mitteln
gekennzeichnet [PM01]. Da diese Situation vom ta¨glichen Einsatzgeschehen abweicht, ent-
stehen besondere Koordinationsaufgaben, die nur durch eine organisatorische und taktische
Planung sicherzustellen sind [PMU01]. Es gilt, einer großen Anzahl verletzter Personen eine
mo¨glichst schnelle und angemessene Versorgung zukommen zu lassen, und das mit anfangs
zu knappen Ressourcen. Weitsichtiges Handeln ist gerade zu Beginn eines der Erfolgskriteri-
en der spa¨teren Lagebewa¨ltigung. Anfa¨ngliche kleine Fehler ko¨nnen spa¨ter zu gravierenden
Auswirkungen fu¨hren.
In Großschadenslagen sind die Einsatzkra¨fte mit besonderen Widrigkeiten konfrontiert:
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• Der zu Beginn herrschende Informationsmangel erschwert vor allem den Fu¨hrungs-
kra¨ften die Entscheidung u¨ber das weitere Vorgehen.
• Viele Maßnahmen mu¨ssen fast zeitgleich eingeleitet und abgearbeitet werden.
• Auch kann sich die Einsatzlage jederzeit a¨ndern, neue Anforderungen ko¨nnen hinzu-
kommen und a¨ltere plo¨tzlich obsolet sein. Die Lageentwicklung ist schwer voraussag-
bar.
• Oftmals erschweren auch interorganisationale Zielkonflikte das Einsatzmanagement.
• Die Maßnahmen sind zumeist nicht umkehrbar und teils ist unklar, ob sie die ange-
strebten Effekte erzielen werden.
• Weiterhin muss die zum Teil ungewohnte Koordination und Kommunikation mit
den anderen Organisationen gemeistert werden, und das ggf. bei einer geografisch
verteilten Einsatzlage.
• Nicht zuletzt ko¨nnen die unterschiedlichen Erfahrungs- und Ausbildungssta¨nde der
Einsatzkra¨fte eine reibungslose Einsatzbewa¨ltigung behindern.
In einer Großschadenslage etablieren sich am Einsatzort die bereits angesprochenen be-
sonderen Leitungsstrukturen, die im Wesentlichen die Fu¨hrung und Koordination der Ein-
satzkra¨fte vor Ort u¨bernehmen. Die Charakteristiken der Schadenslage bestimmen hierbei
die beteiligten Hilfsorganisationen und deren Strukturen. Großschadensereignisse werden
typischerweise anhand ihres Ausmaßes klassifiziert. Ein Beispiel hierfu¨r ist die MANV-
Stufeneinteilung der Planungsplattform des Deutschen Sta¨dtetages. Sie dient als eine grobe
Richtlinie und ist im deutschen Katastrophenschutz gela¨ufig [Lu¨d07] (vgl. Abb. 2.1).
Versorgungs- 
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Abbildung 2.1: MANV-Stufen versus Regelbetrieb (aus Sicht des Rettungsdienstes).
Es bleibt zu bedenken, dass die konkrete Maßnahmenplanung in den unterschiedlichen
Bundesla¨ndern, Sta¨dten und Kommunen nicht einheitlich umgesetzt wird. So existieren
z. B. in Großsta¨dten andere Versorgungsmo¨glichkeiten und ta¨gliche Vorhaltungen von Ret-
tungskra¨ften und -Mitteln als in la¨ndlichen Gegenden, wo schon eine wesentlich geringere
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Anzahl von Verletzten die zur Verfu¨gung stehenden Einsatzkapazita¨ten erscho¨pfen ko¨n-
nen. So ist auch obige Stufeneinteilung kein bundesweiter Konsens und kann daher regio-
nal ho¨chst unterschiedlich ausfallen. Zum Beispiel verwendet die Feuerwehr in Du¨sseldorf
drei MANV-Kategorien, wobei die dritte nicht einmal an obige MANV-1-Stufe heranreicht
[SBQ+09].
Je nach MANV-Stufe treten auch unterschiedliche Akteure und Fu¨hrungsebenen in
Kraft. Abbildung 2.1 macht dies in Form einer Matrix deutlich (vgl. [FwDV100], S. 21).
Die Abbildung stellt die verschiedenen Fu¨hrungsebenen bei Großschadensereignissen dar,
und zeigt die unterschiedlichen Verantwortlichkeiten in den jeweiligen Stufen auf.
An dieser Stelle sei auf den Unterschied zwischen einer Großschadenslage und einer Ka-
tastrophe hingewiesen. Eine Katastrophe wird in [DIN13050] als ein
”
u¨ber das Großscha-
densereignis hinausgehendes Ereignis mit einer wesentlichen Zersto¨rung oder Scha¨digung
der o¨rtlichen Infrastruktur, das im Rahmen der medizinischen Versorgung mit den Mitteln
und Einsatzstrukturen des Rettungsdienstes alleine nicht bewa¨ltigt werden kann“ definiert
und ist bezu¨glich der Abbildung 2.1 somit einem MANV-4 zuzuordnen. Die Polizei spricht
hierbei jedoch nicht von einem MANV, sondern von Gro¨ßere Gefahren und Schadenslagen,
Katastrophen (GGSK), was die MANV-Stufen 1 bis 4 umfasst.
Fu¨r die weitere Arbeit soll sich ausschließlich auf die operativ-taktische Ebene konzen-
triert werden (vgl. Abbildung 2.1). Zusa¨tzlich soll nicht mehr von MANV-Stufen die Rede
sein, sondern allgemein der Begriff Großschadenslage fu¨r eine ganze Klasse von Schadens-
ereignissen verwendet werden.
Einsatzdynamik und Einsatzphasen
Wie oben herausgestellt, liegt es in der Natur eines Großschadensereignisses, dass dessen
Merkmale und dessen Entwicklungen schwer vorhersagbar sind. Dennoch gibt es invariante
Charakteristiken, die sich in sog. Abarbeitungs-Phasen widerspiegeln. Wie lange jede ein-
zelne Phase andauert und wie ausgepra¨gt sie ist, variiert von Schadensfall zu Schadensfall.
Vor allem auf Seiten der polizeilichen Gefahrenabwehr hat sich hierfu¨r das Versta¨ndnis
einer groben Drei-Phasen-Einteilung etabliert, die prinzipiell auch auf die Bereiche der
nicht-polizeilichen Gefahrenabwehr u¨bertragbar sind (vgl. z. B. [BBK10; BBD+05]):
1. Die Initial -Phase, auch Chaos- oder Anlaufphase genannt, bezeichnet die Situation
in den ersten Minuten eines Schadensereignisses. Sie ist aufgrund des in dieser Pha-
se noch bestehenden lu¨ckenhaften Lagebildes (selbst auf Seiten der professionellen




2. In der zweiten Phase, der Konsolidierungs-Phase (auch Fu¨hrungs- oder Abarbei-
tungsphase genannt), werden alle Einsatzbereiche gema¨ß der Einsatzplanung und der
Fu¨hrungslehre strukturiert und deren Abla¨ufe gema¨ß den Standardprozeduren har-
monisiert. Hierzu geho¨rt der Aufbau besonderer Organisationsstrukturen der Einsatz-
leitung und die Einrichtung funktionsbezogener Einsatzabschnitte mit klarer Festle-
gung der Verantwortungsbereiche.
3. Die Ru¨ckfu¨hrungs-Phase, oder auch Demobilisierungs-Phase, bezeichnet den Zeit-
raum zwischen den abgeschlossenen Arbeiten am Einsatzort und der Wiederher-
stellung der Einsatzfa¨higkeit aller Kra¨fte und Technik. Hierzu za¨hlen die Patienten-
u¨bergabe in den Kliniken und die Ru¨ckfu¨hrung aller Einsatzmittel und -kra¨fte, die
U¨berpru¨fung und Archivierung der Einsatzdokumentation (Patientenregistrierung,
Einsatztagebuch) und eine nachgelagerte Einsatznachbesprechung (engl. debriefing).
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Abbildung 2.2: Reihenfolge des Eintreﬀens bestimmter Einsatzkra¨fte und Einsatzphasen.
Eine alternative Perspektive auf die Einsatzphasen einer Großschadenslage stellt die Be-
trachtung der zeitlichen
”
Eintreﬀreihenfolge“ aller beteiligten Einsatzkra¨fte dar. In An-
lehnung an Hackstein [Hac06] skizziert die Abbildung 2.2 (von links nach rechts) die
typischen zeitlichen Dimensionen und die Reihenfolge der einzurichtenden Fu¨hrungsstruk-
turen. Ebenfalls zu sehen ist das typischerweise zeitlich verzo¨gerte Eintreﬀen nachgelagerter
Spezialkra¨fte anderer Aufgaben- und Zusta¨ndigkeitsbereiche.
Die Abbildung macht weiterhin die Problematik des unterschiedlichen Erfahrungs- und
Trainingslevels der Einsatzkra¨fte deutlich. So werden die erst-eintreﬀenden Einsatzkra¨fte
in der Regel keine besondere Ausbildung bzw. Erfahrung im Management einer Großscha-
denslage besitzen. Sie mu¨ssen jedoch (kommissarisch) bereits zu Beginn Teile der Einsatz-
leitung u¨bernehmen, wobei die Gefahr, strategische Fehler zu begehen, besonders groß ist.
Die entsprechend geschulten Experten, wie z. B. der LNA und der OrgL, werden zumeist
nach-alarmiert und treﬀen daher erst verzo¨gert an der Einsatzstelle ein. Fu¨r sie stellt sich
beim Eintreﬀen die Problematik, das bereits Geschehene und die eingeleiteten Maßnahmen
zu erfassen und die Einsatzleitung in ihren Bereichen zu u¨bernehmen.
2.3 Einsatzplanung und Einsatzvorbereitung
Komplett vorgefertigte Einsatzpla¨ne, die angeben, wann wer was im Ernstfall zu tun hat,
sind aufgrund der Vielfalt, der Unsicherheit und der Dynamik der zu erwartenden Lage-
entwicklungen unmo¨glich anzugeben. In der Praxis beschra¨nkt sich daher die Planung auf
eine abstrakte Einsatzvorplanung mit einer Bereitstellung grob speziﬁzierter Handlungsan-
weisungen und Dokumente, die fu¨r ein mo¨glichst breites Spektrum an vorstellbaren Scha-
denslagen anwendbar sind. Im Sprachgebrauch der BOS haben die Begriﬀe Plan, Planung
oder Einsatzplanung ein breites Bedeutungsspektrum. So wird unter Planung hauptsa¨ch-
lich eine Menge von vorbereitender Maßnahmen sowie die konkrete kognitive Leistung eines
Einsatzleiters verstanden, der in einem Einsatz aufgrund der ihm vorliegenden Fakten das
weitere Vorgehen plant. Beide Facetten der Planung werden im Folgenden skizziert.
Planung als vorbereitende Maßnahme
Als vorbereitende Maßnahme ist es u¨blich, spezielle
”
Pla¨ne“ und Informationshilfen zu
erarbeiten, von denen einige wichtige Vertreter im Folgenden vorgestellt werden.
Alarmierungspla¨ne: Den (Integrierten) Leitstellen obliegt unter anderem die Aufga-
be der Alarmauslo¨sung fu¨r Rettungsdienst, Feuerwehr, SEG und Katastrophenschutz.
Die hierfu¨r zur Unterstu¨tzung erstellten Alarmierungspla¨ne (auch Alarm- und Ausru¨cke-
Ordnungen (AAO) genannt) sind oft sehr einfach gehaltene Listen, auf denen die zu alar-
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mierenden Einheiten/Organisationen/Personen plus der jeweiligen Telefonnummer (bzw.
der Mo¨glichkeit, einen Alarmempfa¨nger auszulo¨sen,) aufgelistet sind. Alarmierungspla¨ne
sind eine der wichtigsten Voraussetzungen, um zu Beginn einer Schadenslage schnellst-
mo¨glich alle beno¨tigten Einsatzkra¨fte gema¨ß dem erwarteten Schadensumfang zu alarmie-
ren. Daru¨ber hinaus kommen erweiterte Alarmierungspla¨ne bei der Nachalarmierung von
Sekunda¨r- und Spezialeinsatzkra¨ften zum Einsatz. Diese Listen wurden im Vorfeld auf Ba-
sis von Erfahrungen der Vergangenheit erstellt. Die Alarmierungspla¨ne sind entweder auf
Papier in sog. Alarmordnern hinterlegt oder aber auch zunehmend in elektronischer Form
u¨ber die jeweilige Leitstellensoftware zuga¨nglich. So existieren mittlerweile Leitstellensys-
teme, die den Disponenten vorher abgelegte Einsatzkategorien zur Auswahl geben und die
je nach Schadenskategorie und Einsatzstichwort Standard-Alarmierungspla¨ne bereitstellen.
Einsatzstichworte: Unterschiedliche Notfa¨lle erfordern unterschiedliche Einsatzkra¨fte
und somit Alarmierungspla¨ne. Jeder zuvor
”
eingeplanten“ Schadenssituation kann anhand
von sog. Einsatzstichworten ein entsprechender Alarmierungsplan zugeordnet werden. Ein-
satzstichworte sind eine Mo¨glichkeit einer abstrakten Beschreibung von Einsatzsituationen.
Vorrangig wird dieses Konzept in Integrierten Rettungsleitstellen (IRL) dafu¨r genutzt, um
je nach Informationen des eingehenden Notrufs Ru¨ckschlu¨sse auf die beno¨tigten Kra¨fte und
Alarmstufen zu ziehen. Zusa¨tzlich zu den Fakten der Notrufmeldung gehen noch allgemei-
ne Informationen wie z. B. u¨ber die Tageszeit und die Wetterlage mit in die Bewertung
ein. Die Listen von Einsatzstichworten unterscheiden sich von Region zu Region stark.
Eine Standardisierung von Einsatzstichworten ist in Deutschland nicht anzutreffen und
auch nicht angebracht. Vielmehr spiegeln die unterschiedlichen Einsatzklassifikationen die
jeweiligen regionalen Besonderheiten und die jeweilige Technik- und Personalsituation der
unterschiedlichen Kommunen wider.
Rahmenpla¨ne fu¨r spezielle Szenarien: Alle denkbaren Szenarien im Vorfeld zu pla-
nen, ist ein unrealistisches Unterfangen und wird in der Praxis auch nicht getan. Dies
bedeutet jedoch nicht, dass nicht trotzdem versucht wird, grobe Rahmenpla¨ne fu¨r Szenari-
en auf Basis mo¨glicherweise gefa¨hrdender regionaler Besonderheiten (wie Atomkraftwerke,
Hochha¨user, regelma¨ßige Großveranstaltungen, Flugbetrieb, U¨berschwemmungsgefahren)
zu erarbeiten. Ganz im Gegenteil, die Kommunen sind sogar im Rahmen der Sicherstellung
der zivilen Sicherheit unter anderem dazu verpflichtet, Rahmenpla¨ne fu¨r sicherheitskriti-
sche regionale Anlagen zu erarbeiten und vorzuhalten. Diese Art von Pla¨nen sind zumeist
detailliert ausgearbeitete Dokumente, die neben dem innerbetrieblichen Krisenmanagement
auch die Zusammenarbeit mit den o¨rtlichen BOS zur Gefahrenabwehr und zum Personen-
schutz betrifft. Im Falle einer Schadenslage erhalten die Einsatzkra¨fte der Feuerwehr durch
die Rahmenpla¨ne z. B. eine erste Orientierung u¨ber die zu erwartenden Gefahren, die An-
fahrt zum Objekt, wichtige Kontaktpersonen und nicht zuletzt zumeist einen Grundriss
des Geba¨udes bzw. des Gela¨ndes.
Checklisten-Varianten: Vereinzelt kommen zur U¨berwachung der korrekten Ausfu¨h-
rung von Prozessen papierbasierte Checklisten (PCLs) zum Einsatz, deren Aufbau und
Abarbeitungskonzepte sich aber von Region zur Region und von BOS zu BOS stark unter-
scheiden sowie kein einheitliches Grundkonzept erkennen lassen (siehe [WKK11]). Vielmehr
ist in der Praxis eine Vermischung zwischen Checklisten-Aspekten, Informationsbla¨ttern,
Alarmierungspla¨nen und Kartenmaterialien zu beobachten. Obwohl (elektronische) Check-
listen in den Rettungsleitstellen teils verbreitet sind, kommen sie (selbst in Papierform) fu¨r
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die Einsatzkra¨fte und Einsatzleitung vor Ort selten zum Einsatz. In Kapitel 4 wird sich
der Thematik Checklisten ausfu¨hrlich gewidmet.
Abbildung 2.3: Klassisches Modell des Fu¨hrungsvorgangs (nach [FwDV100]).
Planung als kognitiver Prozess im Fu¨hrungsvorgang
Die Abbildung 2.3 skizziert das gelehrte klassische Modell dieses Fu¨hrungsvorganges. Ein
erfolgreicher Fu¨hrungsvorgang ist unter der Pra¨misse der Sicherstellung des Einsatzerfolges
nur durch ein geordnetes Handeln aller Beteiligten zu erreichen [FwDV100]. Zu Beginn steht
die unbekannte Lage, die von den erst-eintreﬀenden Kra¨ften erkundet werden muss. Die
Planung besteht aus der Beurteilung der Fakten und einem konkreten Handlungsentschluss.
Der Entschluss zum Handeln beinhaltet die durchzufu¨hrenden Maßnahmen, die hier als ein
Plan angesehen werden, der klar, einfach und ausfu¨hrbar sein soll [FwDV100].
Die in der Praxis ablaufenden komplexen Denk- und Handlungsabla¨ufe, ko¨nnen mit die-
sem recht vereinfachten Bild allerdings nur schwer vermittelt werden. In der Literatur (vgl.
z. B. [PMU01]) wird ein detaillierteres Fu¨hrungsmodell vorgestellt, das den Fu¨hrungsvor-
gang besser widerspiegelt. Abbildung 2.4 (siehe folgende Seite) skizziert diesen erweiterten
Fu¨hrungsvorgang (siehe auch FwDV100, S. 24 ﬀ.). Es wa¨re jedoch falsch, anzunehmen,
dass der in Abbildung 2.4 gezeigte Fu¨hrungsvorgang a¨hnlich dem Vorgang eines starren
Algorithmus oder eines Workﬂows in der Praxis exakt befolgt wird. Vielmehr dient das
Schema zur Schulung der Fu¨hrungskra¨fte und wird in der Praxis mehr oder weniger ﬂe-
xibel angewandt. Die dynamische Lage und die Vielzahl der erst zum Schadenszeitpunkt
bekannten Randbedingungen sind Gru¨nde dafu¨r, die Einsatzfu¨hrung so ﬂexibel wie mo¨glich
zu gestalten.
2.4 Handlungsroutinen und IT-Unterstu¨tzung
Trotz regelma¨ßiger U¨bungen stellt sich fu¨r die Fu¨hrungskra¨fte jede Großschadenslage als ein
besonderes Ereignis dar, bei dessen Bewa¨ltigung es zusa¨tzlich darauf ankommt, die wesent-
lichen Standardprozeduren je nach (BOS-speziﬁschem) Training, lokalen Vereinbarungen
oder u¨bergeordneten Regelwerken, soweit es die Situation erlaubt, korrekt zu befolgen. Die

































Abbildung 2.4: Gelehrter Fu¨hrungsvorgang aus Sicht der Feuerwehr (Quelle: [CP07]).
Ausgestaltung der Arbeitsabla¨ufe im BOS-Bereich unterliegt einer Vielzahl von Regelwer-
ken, Lehrmeinungen, Erfahrungen, Dienstvorschriften und Gesetzen. Die jeweilige Inter-
pretation und Ausgestaltung der Regelwerke obliegt gro¨ßtenteils der Eigenverantwortung
der BOS und ist den jeweiligen regionalen Besonderheiten angepasst [CG05]. Als Assistenz
zur Einsatzzeit sind diese Regelwerke aufgrund ihres Inhalts und ihrer Form nicht geeignet
und auch nicht vorgesehen.
Ohne entsprechende Standards ist es schwierig, eine gleichbleibend hohe Qualita¨t der
Maßnahmen sicherzustellen, insbesondere wa¨hrend langer, komplexer oder ungewohnter
Einsatzsituationen. Die Anwendung von Standardhandlungsroutinen (im Folgenden auch
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Standard Operation Procedures, kurz SOPs, genannt) stellt eine Mo¨glichkeit dar, immer
wiederkehrende Routineaufgaben mo¨glichst fehlerfrei und unter Vermeidung unno¨tiger Rei-
bungsverluste durchzufu¨hren. SOPs ko¨nnen die Zusammenarbeit zwischen den Einsatzkra¨f-
ten und den unterschiedlichen Organisationen deutlich befo¨rdern und somit die Qualita¨t
einer gesamten Lagebewa¨ltigung erho¨hen. SOPs machen umfangreiche Leitlinien operabel
(vgl. [Ell11]) und mu¨ssen den jeweiligen regionalen und organisationsspezifischen Eigenhei-
ten angepasst werden.
Die Standard-Einsatz-Regeln (SER) aus dem deutschen Feuerwehrbereich sind Beispiele
fu¨r SOPs. Sie stellen den Versuch einer U¨bertragung der in den USA weit verbreiteten SOPs
dar (siehe hierzu die Bemu¨hungen von Cimolino1 und Graeger [CG05]). Sie sollten
unter Beteiligung mo¨glichst aller Fu¨hrungsebenen erstellt und allen Mitarbeitern bekannt
gemacht werden. Laut Cimolino ermo¨glicht die schriftliche Fixierung solcher Routinen eine
Einsatzvorbereitung und kann somit die Grundlage einer gesamten groben Einsatz- bzw.
Trainingsplanung sein. Eine komplette Vorplanung aller nur denkbaren Einsatzszenarien
ist jedoch schlichtweg unmo¨glich.
Allerdings sind in der BOS-Praxis niedergeschriebene SOPs (oder auch operationalisier-
te Einsatzpla¨ne) in der Regel nicht anzutreffen. Von den fu¨r die BOS gu¨ltigen Standard-
handlungsroutinen kann daher nicht die Rede sein. Dies deckt sich mit der Feststellung
von Rose et al.:
”
Most communities have very vague emergency plans. Procedures seem
to be locked in the head of experienced staff, but are not traceable by electronic or paper
means“ [RPA08]. So weiß z. B. in der Regel jeder erfahrene Feuerwehreinsatzleiter, was er
grob in welcher Situation zu tun hat und welches die in seinem Feuerwehr-Ausru¨ckebereich
vereinbarten und akzeptierten Standardprozeduren sind. SOPs spiegeln hierbei eine mo-
mentane
”
best-practice“ des jeweiligen Arbeitsgebietes wider. SOPs du¨rfen jedoch nicht
als
”
Workflows“ verstanden werden, sondern eher als eine grobe Arbeitsbeschreibung fu¨r
spezielle Aufgaben.
Nichtsdestotrotz besteht in der Praxis sehr wohl ein großes Interesse, gema¨ß der
”
best
practice“ zu handeln und Fehler durch Vergessen weitgehend zu vermeiden. Hierzu wird
bis heute jedoch ausschließlich auf Training und den Aufbau von Erfahrung auf Seiten der
Einsatzkra¨fte gesetzt.
Neben den professionellen Einsatzkra¨ften kommen in Großschadenlagen viele freiwillige
Einsatzkra¨fte zum Einsatz. Obwohl von diesen Einsatzkra¨ften ebenfalls ein hohes Maß an
Professionalita¨t abverlangt wird, kann dies in der Praxis schwerlich erreicht werden. Doch
vor Fehlern im Ablauf von Handlungsroutinen sind weder die Experten noch die wenig
erfahrenen Einsatzkra¨fte gefeit.
Die Art und Weise, wie eine Organisation mit eigenen Fehlern umgeht, ist ihre
”
Fehler-
kultur“. Gemeint ist im weitesten Sinne der Umgang mit Fehlern, die in einer Organisation
bei der Arbeit auftreten. Von der Polizei, der Feuerwehr und dem Rettungsdienst wird
ein hohes Maß an Professionalita¨t erwartet. Sie agieren zumeist im o¨ffentlichen Raum und
stehen daher in besonderem Maße im Fokus der Aufmerksamkeit von Medien und Be-
vo¨lkerung. Dies macht den Umgang und das offizielle Eingestehen von Fehlern problema-
tisch; von
”
Fehlern“ wird u¨berhaupt nur a¨ußerst ungern gesprochen. In der Human-Factors-
Forschung, die sich unter anderem mit dem bewussten Umgang mit menschlichen Fehlern
bescha¨ftigt, wird daher statt von Organisationen mit einer Fehlerkultur auch von High
Reliability Organization (HRO) gesprochen [HPK+12]. Gemeint ist die Widerstandsfa¨hig-
keit der Arbeitsabla¨ufe einer Organisation gegenu¨ber menschlichen Fehlern und a¨ußeren
Einflu¨ssen.
1 Der Autor hat einige Broschu¨ren zum Thema Standard-Einsatz-Regeln verfasst und stellt unter www.
standardeinsatzregel.org (abgerufen am 20.12.2013) weitere Informationen zum Thema bereit.
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IT-Unterstu¨tzung fu¨r SOPs
Im BOS-Bereich findet sich eine umfassende IT-Unterstu¨tzung auf Seiten der Rettungsleit-
stellen sowie der Krisensta¨be von Kommunen und La¨ndern. So ist in heutigen modernen
Rettungsleitstellen der Computereinsatz nicht mehr wegzudenken. Leitstellendisponenten
nutzen professionelle Softwarelo¨sungen, um z. B. eine automatische Alarmierung durchzu-
fu¨hren, alle Notfalleinsa¨tze und die dazu zugewiesenen Einsatzfahrzeuge zu disponieren
oder ein digitales Einsatztagebuch zu fu¨hren – um nur einige Beispiele zu nennen.
Auf Seiten der Krisensta¨be kommen teils bundeslandspezifische Informationsplattformen
zum Einsatz, die speziell auf den Informations- und den Nachrichtenverteilungsbedarf der
Krisensta¨be zugeschnitten sind. So z. B. in Hessen die browsergestu¨tzte Befehlsstellensoft-
ware ILIAS-HE, welche zur Unterstu¨tzung der Stabsarbeit bei der Polizei, der Feuerwehr
und dem Katastrophenschutz/Landeskrisenstab dient. ILIAS-HE wird in der hessischen
Polizei landesweit seit 2004 eingesetzt [Hei09]. Bei der Bayerischen Polizei und im Thu¨rin-
ger Landeskrisenzentrum ist hingegen das webbasierte Einsatz-Protokoll-System (EPSweb)
fla¨chendeckend im Einsatz. Weitere Beispiele sind das Stabsorganisationssystems Stabos in
Nordreinwestfalen (vgl. [NKW08]) und das deutsche Notfallvorsorge-Informationssystems
(deNIS II, siehe www.denis.bund.de (abgerufen am 20.12.2013)).
Die obere Aufza¨hlung ließe sich noch weiterfu¨hren. Eine IT-Unterstu¨tzung im operativen
Bereich vor Ort hat sich bis heute nicht etablieren ko¨nnen. Vereinzelt finden sich jedoch
Insello¨sungen, die oft in Eigeninitiative einzelner engagierter Entscheidungstra¨ger entstan-
den sind. Diese IT-Lo¨sungen sind auf die speziellen Belange eines bestimmten Einsatzbe-
reiches und der jeweiligen BOS-Organisation zugeschnitten. So kommt z. B. in der mobilen
Einsatzleitung des Rettungsdienstes (DRK) Lemgo (Kreis Lippe, Nordrhein-Westfalen) ei-
ne IT-Unterstu¨tzung zum Einsatz, die eine Verwaltung aller Einsatzfahrzeuge und aller
Verletzten ermo¨glicht. Der Abtransport der Verletzten kann somit besser organisiert und
dokumentiert werden.
Ein weiteres Beispiel stellt die im SpeedUp-Projekt prototypisch umgesetzte Kommu-
nikationsplattform dar, welche die Fu¨hrungskra¨fte z. B. bei der Kommunikation und der
Telemetrie der Patientendaten vor Ort entscheidend unterstu¨tzt. Nach Wissen des Au-
tors wird der Computereinsatz, im Sinne einer Assistenz zur Vermeidung von Fehlern bei
SOPs, von keinem der heutigen Praxissysteme adressiert. Es zeichnet sich jedoch ab, dass
sich mit einem zunehmenden Einsatz von IT auch am Einsatzort den Rettungskra¨ften die
Mo¨glichkeit erschließt, kritische Arbeitsschritte durch eine computergestu¨tzte Hilfestellung
zu kontrollieren.
Die vorliegende Arbeit widmet sich im Folgenden der Fragestellung, wie sich eine ge-
eignete Unterstu¨tzung von Handlungsroutinen im schwierigen Umfeld der BOS realisieren
la¨sst. Zuvor werden jedoch im na¨chsten Kapitel verwandte Forschungsansa¨tze betrachtet,
welche sich unter anderem mit dem Einsatz des Computers im Umfeld der Prozesse eines
Krisenmanagements bescha¨ftigen.
Kapitel 3
Stand der Forschung zur
IT-Unterstu¨tzung fu¨r SOPs
Dieses Kapitel gibt einen U¨berblick u¨ber bisherige Forschungsarbeiten zum Thema IT-
Unterstu¨tzung fu¨r (Standard-)Prozesse im BOS-Bereich bzw. in vergleichbaren (interna-
tionalen) Einsatzbereichen.
3.1 Forschungsperspektiven zur SOP-Unterstu¨tzung
Nicht zuletzt motiviert durch die Erfahrungen des 11. Septembers und einer Zunahme





Krisenmanagement“ in den Fokus des For-
schungsinteresses. Als Beispiel sei hierfu¨r die Auﬂage des Programms
”
Sicherheitsforschung
– Forschung fu¨r die zivile Sicherheit“ der deutschen Bundesregierung genannt, in dessen
Rahmen sich Projekte auch mit der Frage einer geeigneten Bereitstellung von IT-Assistenz
im Bereich
”
Schutz und Rettung von Menschen“ bescha¨ftigten. Mit dem Ziel, Forschung
und Praxis zu vernetzen, hat sich international die seit 2003 ja¨hrlich organisierte Internatio-
nal Conference on Information Systems for Crisis Response and Management (ISCRAM)
etabliert – auf der bereits zwei Vorarbeiten zu dieser Arbeit (siehe [WYM+11; KWB12])
vorgestellt wurden.
Wa¨hrend sich viele Projekte mit der Bereitstellung einer allgemeinen und allumfas-
senden Kommunikationsplattform – sog.
”
Emergency Management Information System“
(EMIS) –, einer Triage-Unterstu¨tzung (triage
”
Sichtung“) oder einer Visualisierung durch
Kartendarstellungen befassten, wurden konkrete Fragen nach einer IT-Assistenz bezu¨glich
einer Sicherstellung reibungsfreier Prozesse nur in einigen wenigen Forschungsprojekten
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Techniken und Tools im Bereich 
Modellierung, Automatisierung  
und Optimierung von Prozessen 
Motivation: Berechnung von Plänen 
(anhand eines Welt-Modells und Zielen) 
Motivation: Prozess-Modellierung, 
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Abbildung 3.1: Zwei Ansa¨tze: IT-Assistenz fu¨r manuelle vs. automatische Handlungsplanung.
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Die Lo¨sungsansa¨tze dieser Projekte lassen sich zwei (gro¨ßtenteils) disjunkten Forschungs-
richtungen zuordnen (vgl. Abb. 3.1). Beide Ansa¨tze a¨hneln sich in ihren Zielen, unter-
scheiden sich jedoch vor allem in ihren speziellen Problemra¨umen und Lo¨sungsansa¨tzen.
Die Rede ist von Arbeiten aus dem Themenumfeld des (Business) Process Managements
(BPM) und den Arbeiten, die sich der SOP-Unterstu¨tzung aus Richtung der automati-
schen Handlungsplanung na¨hern. Letztere ist ein Teilgebiet der Ku¨nstlichen-Intelligenz-
Forschung. Wa¨hrend sich die eine Seite mit der Anwendung von Techniken und Software-
tools des BPM bescha¨ftigt, liegt der Ansatz der Ku¨nstlichen Intelligenz (KI) in der An-
wendung eines konkreten Planungsparadigmas fu¨r Probleme der Einsatzplanung. Ziel der
KI-Handlungsplanung ist es, anhand einer geeigneten Modellierung der Doma¨ne und ent-
sprechend expliziten Zielvorgaben einen (Lo¨sungs-)Plan zur Reaktion auf ein beliebiges
Krisenszenario zu berechnen.
Im Folgenden werden Arbeiten beider Herangehensweisen projekt- bzw. forschungs-
gruppenorientiert betrachtet, wobei die Begriffe Krisenszenario und Krisenmanagement
fu¨r eine Vielzahl von Schadensereignissen gro¨ßeren Ausmaßes bzw. deren Abarbeitungsma-
nagement stehen.
3.2 Business Process und Workflow Management
In diesem Abschnitt werden Forschungsarbeiten vorgestellt, die sich mit der Idee der U¨ber-
tragung von Techniken aus dem Business Process Management auf das Krisenmanage-
ment befassen. Unter dem Begriff Process soll an dieser Stelle im weitesten Sinne ein Her-
gang, Fortgang bzw. Ablauf eines Vorganges verstanden werden. Im Kontext betrieblich-
organisatorischer Abla¨ufe wird in diesem Zusammenhang auch von Gescha¨ftsprozessen
(Business Processes) gesprochen [Kla01].
Eine Vielzahl von Forschungsansa¨tzen geht davon aus, dass sich die ablaufenden Prozes-
se einer Großschadenslage mittels BPM-Techniken/-Tools erfassen und modellieren lassen
(siehe z. B.: Bu¨rmann [Bu¨r05]; Rose et al. [RPA08]; Peinel et al. [PR09]; Lindemann et
al. [LPK09]; Soboll et al. [SBQ+09]). Die Prozessmodelle dienen in einem ersten Schritt
der Erfassung (Niederschrift) von Prozessen. Auf Basis des Prozessmodells ko¨nnen Feh-
ler im Ablauf erkannt und die Prozesse optimiert werden. Hierfu¨r kommen verschiedene
Modellierungstechniken und -sprachen wie z. B. Ereignisgesteuerte-Prozessketten (EPKs)
(vgl. Scheer [KNS92]) oder Petri-Netze [Pet62], BPML, BPMN, XPDL sowie UML zum
Einsatz (fu¨r einen umfassenden U¨berblick siehe Bartonitz [Bar05]). In einem weiterfu¨h-
renden zweiten Schritt werden die formalen Prozessmodelle genutzt, um deren praktische
Ausfu¨hrung mit Hilfe des Computers zu u¨berwachen und teils zu steuern. Diese Aufga-
be u¨bernehmen spezielle Prozessausfu¨hrungssysteme (sog. Workflow-Management-Systeme
(WfMS), siehe [Jab95]). Im Folgenden soll ein repra¨sentativer Teil dieser Forschungsansa¨t-
ze vorgestellt werden, der die Charakteristiken dieser Lo¨sungsansa¨tze gut widerspiegelt.
Im Rahmen des europa¨ischen Verbundprojektes ERMA (Electronic Risk Management Ar-
chitecture; ’06 bis ’08) wurden Prozessmodellierungsansa¨tze fu¨r die Einsatzplanung und
Simulation von Großschadensereignissen erarbeitet. Hierzu motivieren Peinel & Rose in
[RPA08; PR09] die Notwendigkeit einer formalen Modellierung der geplanten Vorgehens-
weisen als computerintegrierte Prozesse. Aus Sicht der Autoren ist diese Art von Mo-
dellierung zuerst einmal hilfreich fu¨r eine Bewertung der Prozesse selbst, und weniger
fu¨r eine spa¨tere automatische Ausfu¨hrung bzw. Ausfu¨hrungsu¨berwachung,
”
da die u¨ber-
wiegende Anzahl der Maßnahmen außerhalb von IT-Systemen ausgefu¨hrt werden“ [PR09].
Hierbei widmeten sich Peinel et al. unter anderem auch der Fragestellung, wie bereits vor-
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handene umfangreiche Regelwerke und Vorgehensbeschreibungen konkret am Beispiel des
Einsatzkonzeptes der
”
Rheinischen Projektgruppe MANV U¨bero¨rtlich (U¨MANV)“ (siehe
[Sch07]) mittels SOPs operationalisiert werden ko¨nnen. Peinel et al. diskutieren in diesem
Zusammenhang auch die Mo¨glichkeit einer Wiederverwertung von sich in der Praxis be-
wa¨hrten Prozessbausteinen beim Management zuku¨nftiger Großschadenslagen. Weiterhin
schlagen die Autoren ein allgemeines Metamodell vor, welches die Unterteilung der Pro-
zesse in folgende Bestandteile (Sichten) vorsieht: Strategy view (strategische Einsatzziele),
Concept view (wesentliche Maßnahmen in zeitlichem und sachlogischem Zusammenhang),
Flow view (detaillierte Ablaufspezifikation), Organizations view (Einsatzorganisation, Rol-
len und Qualifikationen), Objectives view (strategische und taktische Einsatzziele), und
die Requisites view (Anforderungen). Begonnen bei den strategischen Einsatzzielen folgt
der Modellierungsprozess den jeweiligen Sichten des Metamodells. Die Sichten sollen als
Hilfestellung fu¨r die gesamte Prozessmodellierung dienen.
Konkret wurde unter Nutzung eines EPK-zentrierten Modellierungswerkzeuges ein Pro-
zessmodell des U¨MANV entwickelt, das eine erste Analyse der Vorgehensweisen ermo¨glichte
(vgl. auch [Ars08]). Das erstellte Modell soll einen U¨berblick u¨ber alle Prozesse geben und
somit bereits bei der Diskussion der Einsatzvorbereitung dienlich sein.
Peinel et al. resu¨mieren jedoch in [PR09], dass sich bis heute in der BOS-Praxis kei-
ne formale Prozessmodellierung etablieren konnte, und vertreten ju¨ngst in [PRW12a] den
Standpunkt,
”
that business process management methods and tools cannot be directly ap-
plied to the emergency management domain“. Als Grund hierfu¨r sehen sie den Fakt, dass
die Doma¨nenexperten aus den BOS (wie z. B. Feuerwehren oder Rettungsdienste) nicht
auch zugleich Experten auf dem Gebiet der Prozessmodellierung sind, aber nur sie u¨ber
das beno¨tigte fachliche Know-how verfu¨gen, um die Prozesse der Praxis entsprechend mo-
dellieren zu ko¨nnen. Peinel et al. vertreten daraufhin die Meinung, dass heutige Techniken
und Tools des BPM zur Planung von Katastrophenschutzpla¨nen ungeeignet sind, vor allem
dann, wenn man eine selbsta¨ndige Prozesserfassung durch die BOS-Experten im Sinn hat
[PRW12a].
Ju¨ngst griffen Peinel et al. in [PRW12b] den Ansatz der Checklisten-Perspektive von
Wucholt & Kru¨ger [WKK11] auf, und erweiterten das von Wollert & Mannabeth
[WM11] vorgeschlagene Plan-Autoring-Tool fu¨r Katastrophenschutzmanagement um die
Perspektive der Modellierung von Checklisten statt um die zuvor angestrebten Einsatzpla¨-
ne. Hierzu beru¨cksichtigen die Autoren doma¨nenspezifische Merkmale und geben in ihrem
Checklisten-Meta-Modell, dass in Form eines Entity-Relationship-Diagramms gegeben ist,
Konzepte wie: Item, Category, Event, Organisations, Persons, Resources und Measure an.
Zum Beispiel steht Measure fu¨r eine bestimmte Aufgabe, die durch einen Satz beschreiben-
der Merkmale gegeben sein soll. Der zentrale Editor soll es den Einsatzkra¨ften ermo¨glichen,
neben den Items einer Checkliste weitere detaillierte Angaben u¨ber das Ziel, die Zeitdauer,
den Ort oder die genutzten Ressourcen anzugeben. Peinel et al. wollen somit das Erstellen
sog.
”
smarter Checklisten“ ermo¨glichen, die die Organisation im Gegensatz zu papierba-
sierten Checklisten erleichtert. Der
”
smart“-Faktor soll dabei auf zwei Konzepten beruhen.
Zum einen soll das System – wie in [WKK11] motiviert – das Vokabular dem Sprachge-
brauch der jeweiligen Organisation des Benutzers anpassen ko¨nnen, und zweitens sollen
Ressourcen-Konflikte zwischen der Zuordnung zweier Checklisten erkannt werden.
Wie und auf welcher Basis dies ermo¨glicht werden soll, bleibt leider unklar. Auch die
Art der Ressourcen-Konflikte und das Konzept der Zielmerkmale bleibt noch vage beschrie-
ben. Außer der Angabe eines Entity-Relationship-Diagramms fu¨r das Checklisten-Konzept
wird jedoch keine genaue Systembeschreibung bzw. keine Architektur des Gesamtsystems
angegeben. Zudem erscheint der Anspruch der Modellierung von Ressourcen aufgrund der
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Komplexita¨t und Dynamik realer Großschadensereignisse unrealistisch. Nichtsdestotrotz
stellt der so entstandene Prototyp einen vielversprechenden Ansatz eines Autoring-Tools
dar, mit dessen Hilfe Einsatzkra¨fte ihre eigenen Checklisten erstellen und editieren ko¨nnen.
Fu¨r einen Einsatz direkt zur Einsatzzeit sind dieser Prototyp und das vorgestellte Konzept
nach Meinung der Autoren jedoch (noch) nicht geeignet.
Nicht zuletzt entstanden im Rahmen des Sicherheitsforschungsprogramms der Bundesre-
gierung, im Bereich
”
Computeranwendung und Integration in Konstruktion und Planung“
der Universita¨t Paderborn, Arbeiten zum Thema Prozessmodellierung im BOS-Bereich.
Die Arbeiten profitierten dort besonders von einer guten Zusammenarbeit mit Berufsfeu-
erwehren (wie z. B. der Feuerwehr Du¨sseldorf), wodurch viele Lo¨sungsansa¨tze direkt bei
den Anwendern in der Praxis evaluiert werden konnten. So z. B. das Forschungsprojekt
SHARE (siehe [KPC06]), dessen allgemeines Ziel es war, durch Bereitstellung einer digi-
talen Kommunikationsplattform die Effizienz und Effektivita¨t von Feuerwehreinsa¨tzen zu
verbessern.
Als ein weiteres Forschungsprojekt verfolgte Mobis-Pro (’08 bis ’12) eine Optimierung
der gesamten Prozesskette vom vorbeugenden zum abwehrenden Brandschutz. Lindemann
et al. [LPK09] untersuchten hierbei ebenfalls Einsatzmo¨glichkeiten von EPKs. Die Autoren
stellten jedoch fest (siehe [LPK09]), dass es
”
wegen der theoretisch unendlichen Anzahl
von Kombinationen und Variationen einzelner Ereignisse unrealistisch“ ist, alle denkbaren
Informationen u¨ber die mo¨glichen Prozesse den Einsatzkra¨ften mit an die Hand zu geben
bzw. sie im Vorfeld weitgehend vollsta¨ndig zu erfassen.
Weiterhin schlugen Becker et al. [BLK11] ein im Rahmen des
”
I-LOV“-Projektes (’08
bis ’11) konzipiertes SOP-gestu¨tztes Informationssystem fu¨r den Einsatz in der Einsatz-
fu¨hrung des Technischen Hilfswerks (THW) vor. Ziel war es, SOPs der Arbeitsprozesse am
Beispiel
”
Ortung und Bergung von Verschu¨tteten“ zu entwickeln und somit den gesamten
Einsatzablauf abzubilden. Die Autoren erkannten jedoch, dass reale Einsa¨tze eine gewisse
Flexibilita¨t in ihren SOPs beno¨tigen, und schlugen daher den Einsatz sogenannter
”
inter-
aktiver SOPs“ vor. Ziel war es, die Vorteile von Checklisten, Flussdiagrammen und die
herko¨mmliche, textbasierte Darstellung der SOP zu vereinen.
Im Kern wird in [BLK11] ein a¨hnliches System skizziert, wie es bereits in Kru¨ger
et al. [KGK+10] motiviert wurde. Der Ansatz von Becker et al. [BLK11] a¨hnelt jedoch
eher einem Versuch, eine Art THW-spezifisches Expertensystem (vgl. [Jac98]) aufzubauen.
U¨ber Ja-/Nein-Fragen soll der Nutzer im Einsatz durch die komplexe SOP-Struktur eines
kompletten THW-Einsatzes gefu¨hrt werden.
Das Konzept der interaktiven SOPs war zusa¨tzlich Bestandteil in der Entwicklung des
SOP-gestu¨tzten Informationssystems SOPHIE (Standard Operation Procedures Hierarchi-
cal Information Exchanger), das den Einsatzkra¨ften neben den interaktiven SOPs noch eine
Karten- und Kommunikationkomponente bereitstellen soll. Vero¨ffentlichungen zu diesem
Thema sind jedoch bis heute nicht zu finden. Auch ist das von Becker et al. beschriebene
Informationssystem recht vage beschrieben. So wird z. B. auf die Frage, wie auf sich a¨ndern-
de Situationen in den dynamischen SOPs reagiert wird, nur andeutungsweise eingegangen.
Ebenso bleibt offen, wie und auf Basis welcher Konzepte eine automatische Zusammenstel-
lung der dynamischen SOP konkret erfolgt.
Allen oben genannten Ansa¨tzen ist die prinzipielle Schwierigkeit der Prozess-Modellierung
gemein. Wenn bereits die Modellierung der im Krisenmanagement angewandten Workflows
problematisch ist, so verwundert es nicht, dass bis heute (nach Wissen des Autors) im
BOS-Bereich auch keine WfMS praktische Anwendung finden. Die Diskussion u¨ber ein Fu¨r
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und Wider von WfMS im Krisenmanagement wird bereits seit Jahren gefu¨hrt, zumeist
motiviert von Verfechtern einer bestimmten Modellierungmethode/-Sprachen (z. B. EPKs,
BPEL oder BPMN) bzw. von Herstellern der WfMS selbst.
Aktuell wird der Einsatz sog. adaptiver WfMS diskutiert (siehe z. B. [RW07; HBS13]),
welche den Anforderungen einer Großschadenslage durch dynamische Anpassung an neue
Gegebenheiten gerecht(er) werden sollen. Diese Systeme sollen eine ausreichende Flexibili-
ta¨t durch alternative und parallele Workflow-Instanzen bereitstellen. Ein konkretes Beispiel
hierfu¨r ist die von Hofmann et al. vorgeschlagene Architektur eines Disaster Response
Workflow Management Systems (DRWfMS) [HBS13]. Die Autoren schlagen ein System
vor, dass je nach vorliegender Situation initial einen Satz von noch unspezifizierten Pro-
zessbeschreibungen aus einem vorkonfigurierten Repository auswa¨hlt. Die richtige Auswahl
soll anhand der vorliegenden Fakten und einer geeigneten Beschreibung der Prozesse erfol-
gen. Zusa¨tzlich soll ein Abgleich mit ebenfalls zuvor hinterlegten Einsatzregeln sicherstellen,
dass nur die zu einer bestimmten Einsatzlage passenden Prozesse ausgewa¨hlt werden. Die
Autoren schlagen hierzu ein disaster rule repository (DRR) vor, in dem, neben den Regeln
der Anwendbarkeit von Prozessfragmenten, auch die Relationen zwischen verschiedenen
Einsatztypen und die Abha¨ngigkeiten der Prozesse untereinander abgelegt sind. Als Kern-
komponente des Architekturvorschlages analysiert ein sog. disaster process analyser die
Informationslage, selektiert die notwendigen Prozesse aus dem DRR und fu¨gt die Prozesse
zu einem gesamten
”
Plan“ zusammen – die Autoren sprechen hierbei von process tailoring.
Schlussendlich sollen Instanzen der zuvor ausgewa¨hlten Prozesse durch ein adaptives WfMS
ausgefu¨hrt und u¨berwacht werden. Neben Hofmann et al. bescha¨ftigten sich auch Peinel
et al. mit der Fragestellung einer geeigneten Ausfu¨hrungsu¨berwachung von Prozessen im
Krisenmanagement [PRW12b].
Alles in allem steht der Ansatz von Hofmann et al. als ein Beispiel dafu¨r, dass auf Seiten
der BPM-Forschung erkannt wurde, dass Prozesse in einem Krisenszenario keine starren,
unvera¨nderlichen Prozesse sind. Hofmann et al. lassen jedoch in ihrem Vorschlag eine
Vielzahl von Fragen offen. So bleibt z. B. offen, wie ein DRR genau aufgebaut werden kann
und wie es strukturiert ist, wie die Prozess-Templates gewonnen werden und wie vor allem
das Verbinden der Fragmente zu einem Gesamtworkflow erfolgt. Ga¨nzlich unausgesprochen
bleibt die Frage, wie sich solch ein System in die Arbeitskultur der an einer Großschadenlage
beteiligten Organisationen einbinden la¨sst und wie die automatische Prozessausfu¨hrung des
WfMS mit den physischen Handlungen der Einsatzkra¨fte abgeglichen werden kann.
3.3 Ansa¨tze der automatische Handlungsplanung
Aus dem Umfeld der automatischen Handlungsplanung finden sich eine Reihe von Arbei-
ten zur Planungsassistenz in Großschadenslagen und im Krisenmanagement verschiedenster
Art (Beka¨mpfung von Waldbra¨nden [ACF+05b], Katastrophenschutzplanung [BS01], mi-
lita¨rische Einsatzplanung [WD92; TDB+04; GHA+05]). Allen Arbeiten ist gemein, dass
sie das Paradigma der Hierarchischen-Task-Netzwerk -Planung (HTN-Planung) (vgl. Sa-
cerdoti [Sac73], Tate [Tat76] und Ghallab et al. [GNT04]) anwenden, in dem das
Konzept der HTN-Methoden als Mo¨glichkeit der Abstraktion von SOPs verstanden wird.
Daneben gibt es mit der Modelreduktion [Ten88] und der Operator-Dekomposition [YM94;
YP+94] weitere KI-Planungsansa¨tze, die sich die hierarchische Abstraktion zu Nutze ma-
chen [Fox97]. Die HTN-Planung ist hiervon die in der Praxis am erfolgreichsten eingesetzte
automatische Planungsmethode [EHN94a; GNT04]. Sie unterscheidet sich jedoch grund-
legend von der sog. STRIPS-style-Planung in dem fu¨r was und dem wie geplant wird
[EHN94b]:
”
HTN planners search for plans that accomplish task networks, which can in-
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clude things other than just attainment goals“ [Ero96]. Mit anderen Worten, das Ziel der
HTN-Planung liegt nicht darin, einen Weg zur Erreichung einer Menge von Zielmerkmalen
zu finden, sondern darin, eine (vordefinierte) Menge von Arbeitsschritten (Tasks) auszu-
fu¨hren (zu performen) [GNT04].
Im Folgenden sollen einige wichtige Arbeiten dieses Ansatzes vorgestellt werden. Dabei
wird davon ausgegangen, dass der Leser mit den Grundlagen der HTN-Planung vertraut
ist. (Das Kapitel 11 in [GNT04] gibt einen umfassenden U¨berblick zum Thema.)
HICAP – HTN-Planung fu¨r milita¨rischer Evakuierung-SOPs
Das System HICAP (Hierarchical Interactive Case-based Architecture for Planning) soll
stellvertretend fu¨r eine Reihe von Arbeiten aufgefu¨hrt werden, die in den 1990er Jahren
den Einsatz von sog. case-based Planern im Kontext komplexer SOPs fu¨r Krisenszenarien
untersuchten (vgl. hierzu z. B. auch Mitchell [Mit97]; Gervasio et al. [GIL98]).
Munoz-Avila et al. stellen in [MAB+99] das HICAP System als eine Kombination
zwischen einer case-based Planung und einer sog. doctrine-guided task decomposition vor.
Es soll der Erstellung sog. milita¨rischer Noncombatant Evacuation Operations (NEOs) die-
nen. Die Rede ist von der komplexen Aufgabe der Evakuierung einer gefa¨hrdeten Region
unter der Pra¨misse, so viele Zivilisten wie mo¨glich unbeschadet aus einer Gefahrensitua-
tion zu verbringen. Wie Munoz-Avila et al. darlegen, gilt es hierbei, eine Vielzahl von
Regelungen, Vorgaben, SOPs, Ressourcen und Abha¨ngigkeiten zwischen den SOPs zu be-
achten. Wie die Vergangenheit zeigte, sind die Pla¨ne zu NEOs oft fehlerbehaftet, sodass
sie des O¨fteren zu einem vermeidbaren Verlust an Menschenleben gefu¨hrt haben. Ziel von
HICAP war es daher, den Verantwortlichen eine Assistenz an die Hand zu geben, die es
ihnen ermo¨glicht, grobe taktische Pla¨ne zu operationalisieren, d. h. den abstrakten und pri-
mitiven Tasks konkrete Ressourcen zuzuweisen. Strategische Belange, die meist politische
und u¨bergeordnete Zielstellungen verfolgen, wurden in HICAP ausgeklammert.
Neben der klassischen Einteilung in primitive und nicht-primitive Tasks wurden zusa¨tz-
lich die nicht-primitiven Tasks in
”
eindeutig-reduzierbar“ (uniquely decomposable) und
”
mehrdeutig-reduzierbar“ (decomposable by multiple methos) unterschieden. Wa¨hrend die
primitiven Tasks – wie in der klassischen HTN-Planung auch – konkreten Aktionen ent-
sprechen, stehen die eindeutig-reduzierbaren nicht-primitiven Tasks fu¨r die Art von Tasks,
fu¨r die es genau eine entsprechende (durch Lehrmeinung, Gesetz oder Regel) Sub-Task-
Reduzierung gibt. In diesem Fall enthalten die Methoden keine Vorbedingung, d. h. die
Methode wird unabha¨ngig von der Situation, gema¨ß einer zu erfu¨llenden Vorschrift, ange-
wandt. Fu¨r die Lo¨sung mehrdeutig-reduzierbarer Tasks existieren hingegen mehrere Metho-
den mit entsprechenden Vorbedingungen. Munoz-Avila et al. sprechen hierbei von einem
spezifischen Problemlo¨se-Kontext, der als ein Case-based Planungsproblem aufgefasst wird.
Methoden fu¨r problemspezifische Tasks repra¨sentieren Cases, deren Anwendungsbedingung
aus einer Menge von Frage-Antwort-Paaren besteht. Die Cases selbst sind auf Basis von
SOPs oder aus fru¨heren erfolgreich angewandten (Teil-)Tasknetzwerken erarbeitet worden.
Abbildung 3.2 zeigt eine HICAP Nutzerschnittstelle, in der auf der linken Seite eine hier-
archische Tasks-Liste einer konkreten NEO-Mission zu sehen ist. Die rechte Seite stellt die
Organisationsstruktur der Evakuierungsteams dar.
In HICAP wurden eine HTN-Wissensbasis (bestehend aus kritischen Tasks) aufgebaut,
indem eine Menge von Dienstvorschriften, Handbu¨chern und SOPs analysiert wurden. De-
taillierte Beispiele finden sich hierfu¨r jedoch nicht (mehr). HICAP konzentrierte sich vorwie-
gend auf eine Ressourcen-Zuweisung, sodass das HTN-Planungssystem hauptsa¨chlich fu¨r
Probleme eingesetzt wurde, die eher dem Bereich Scheduling als dem der Planung zuzu-
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Abbildung 3.2: Anzeige der Task-Hierarchien im HICAP-Benutzerinterface. (Quelle: [MAB+99])
ordnen sind. In der Literatur wird Scheduling oft als ein Spezialfall der Handlungsplanung
angesehen, der der eigentlichen Planung nachgelagert ist (vgl. [GNT04], Kap. 15).
CoSAR-TS – Coalition Search and Rescue Task Support
Das von Tate et al. [TDD96] entwickelte HTN-Planungssystem O-Plan soll menschli-
che Agenten in verschiedensten Arbeitsgebieten bei der Abarbeitung ihrer Tasks (Issues)
unterstu¨tzen. Die Mo¨glichkeiten der Anwendung von O-Plan und dessen Erweiterungen
(siehe z. B. das I-X -System [Tat00]) wurden in den letzten 10 Jahren auch fu¨r die Do-
ma¨ne des Krisenmanagements untersucht. So auch im Coalition Search and Rescue Task
Support (CoSAR-TS; ’03 bis ’06) Projekt1. Im CoSAR-TS-Projekt wurde unter ande-
rem die Arbeitsweise von intelligenten Softwareagenten im Zusammenhang mit einem KI-
Planungssystem und dem Einsatz von Policies (im Sinne von Strategien, Taktiken oder
Politiken) untersucht. Ziel des Projektes war die Integration des KI-Planers I-X/I-Plan
mit den KAoS Policies in einer Search & Rescue (SAR) Service-Doma¨ne. Bei KAoS Poli-
cies handelt es sich um ein spezielles Framework fu¨r Doma¨nen und Policy Services (siehe
[UBJ+03; UBJ+04]). Policies sind in CoSAR-TS in wohldefinierten, deklarativen Beschrei-
bungen hinterlegt und regeln die Zugriffsmo¨glichkeiten von (elektronischen) Services ver-
schiedenster Art.
Es liegt in der Natur von SAR-Operationen, dass eine sich rasch vera¨ndernde Umge-
bung eine gleichfalls schnelle Anpassung der zur Ausfu¨hrung geplanten policy-constrained
Services erfordert. Die Planungskomponente in CoSAR-TS soll dies durch eine Seman-
tic Web Services workflow composition [TDB+04] unterstu¨tzen, bei der die Policies mit
beru¨cksichtigt werden.
1 siehe http://www.aiai.ed.ac.uk/project/cosar-ts/ (abgerufen am 20.12.2013)
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Dem Benutzer stehen u¨ber ein sog. Process Panel Funktionalita¨ten eines KI-Planers be-
reit. Mit ihm ko¨nnen kontextsensitive Operationsfolgen zur Erfu¨llung eines festgelegten
Zieles mit Blick auf die Performance und die einzuhaltenden Constraints geplant werden.
Alle Services sind mit der Service-Modellierungs-Sprache OWL-S (vgl. [OWL-S]) beschrie-
ben und mittels eines Konverters in eine geeignete Repra¨sentationsform fu¨r den KI-Planer
umgewandelt.
Abbildung 3.3: Einzelne Komponenten des CoSAR-TS GUI. (Quelle: [TDB+04])
In Abbildung 3.3 sind die Interface-Komponenten des CoSAR-TS Projektes zu sehen.
So erlaubt ein Domain Editor das Erstellen, Verwalten und Bekanntmachen von HTN-
Methoden, unter denen typische Vorgehensweisen zur Lo¨sung komplexer und einfacher
Problemstellungen verstanden werden. U¨ber das Process Panel ko¨nnen die anfallenden
Aufgaben je nach ihrer Priorita¨t an die ausfu¨hrenden Einheiten verteilt/ihnen zugewiesen
werden. Gleichzeitig bietet das Process Panel einen U¨berblick u¨ber die aktuell laufenden
Maßnahmen und zeigt die noch anstehenden unbearbeiteten Tasks an. Die Autoren spre-
chen in diesem Zusammenhang auch von der Bereitstellung von
”
distributed and intelligent
to-do lists“ [WTP06]. Das Map Tool bietet eine geografische Lageu¨bersicht aller sich im
Einsatz befindlichen Einheiten.
Obwohl zu diesem Projekt einige Vero¨ffentlichungen zuga¨nglich sind, bleiben viele De-
tails der Umsetzung unklar bzw. vage beschrieben. Auch ist außer einer Demonstration per
Video keine frei verfu¨gbare Applikation zum Test oder gar zur Weiterentwicklung verfu¨g-
bar. Es bleibt zu vermuten, dass dies dem milita¨rischen Anstrich des Projektes geschuldet
ist. Auf den Webseiten des AIAI (Artificial Intelligence Applications Institute School of In-
formatics, University of Edinburgh) lassen sich jedoch Folgeprojekte finden. So greifen z. B.
Wickler und Potter den Ansatz der HTN-Planung in [WP10] erneut auf und schlagen
ein Wiki-basiertes System zur kollaborativen Entwicklung und Anwendungsassistenz von
SOPs vor. Durch das erweiterte Wiki-System sollen die Doma¨nenexperten auf einfache Art
und Weise die formale Methodendefinition fu¨r das I-X -System erstellen ko¨nnen. Jede ein-
zelne Wiki-Seite soll einer Task entsprechen und jede Wiki-Unterseite soll einer Sub-Task
entsprechen.
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SIADEX – HTN-Planung in der Waldbrandbeka¨mpfung
Im Projekt SIADEX (Assisted Design of Forest Fire Fighting Plans by means of Arti-
ficial Intelligence Techniques) [AGP04; ACF+05b] wurde ein auf KI-Planungstechniken
basierendes Assistenzsystem fu¨r das Generieren von Pla¨nen zur Waldbrandbeka¨mpfung
entwickelt. Das System soll die manuelle Erarbeitung von Einsatzpla¨nen durch eine HTN-
Planungskomponente unterstu¨tzen. Die dynamische Einsatzdoma¨ne von SIADEX beinhal-
tet Schwierigkeiten wie: plo¨tzliche Ereignisse, eine sich schnell a¨ndernde Umgebung und
fehlende bzw. falsche Informationen u¨ber die Doma¨ne. Daru¨ber hinaus ko¨nnen Aktionen
nicht den gewu¨nschten Erfolg erzielen oder unerwartet nicht ausgefu¨hrt werden.
Die Architektur von SIADEX soll laut den Autoren all diesen Unwa¨gbarkeiten Rechnung
tragen [ACF+05b]. Das vorgeschlagene System soll zum einen als virtuelle Lernumgebung
in Form einer Einsatzsimulation fu¨r taktische Waldbrandbeka¨mpfung, zum Training von
Einsatzleitern und zur Evaluation von Einsatzstrategien genutzt werden. Außerdem soll
das System in realen Lo¨scheinsa¨tzen zur intelligenten Entscheidungsunterstu¨tzung – intel-
ligent decision support system (IDSS) – eingesetzt werden. Besonderes Augenmerk wurde
dabei auf ein human-centred Planungsframework gelegt, das eine einfache Interaktion von
typischerweise KI-unbedarften Endanwendern mit dem Planungssystem ermo¨glicht. Mit
dem Paper Bringing Users and Planning Technology Together [FCG+06] gewannen die Au-




Abbildung 3.4: Der sog. lifecycle von SIADEX in einem Waldbrandszenario. (Quelle: [FCG+06])
In SIADEX wurde ein zustandsbasierter Vorwa¨rtsplaner auf Basis des HTN-Planers SHOP2
(siehe [NAI+03]) integriert, dessen Vorga¨nger (J)SHOP auch schon im HICAP-Projekt ein-
gesetzt wurde. Der Planer unterstu¨tzt an temporalen Konzepten die Dauer von Operatoren
und die Angabe mo¨glicher Deadlines in den Zielvorgaben. Die temporale Erweiterung der
Planungsfunktionalita¨t in SIADEX beruht auf dem von Nau [NAI+03] vorgeschlagenen
Multi-Timeline Preprocessing (MTP) [NAI+03], einem speziellen Algorithmus, der eine
zeitbehaftete PDDL (Planning Domain Definition Language) Operatorbeschreibung in ei-
ne zu SHOP2 konforme Darstellung umwandelt (siehe auch [CFG+06]). Abbildung 3.4
zeigt das Zusammenspiel aller Komponenten.
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Eine weitere Schlu¨sselkomponente der Architektur stellt der Ontologie-Server BACAR-
EX dar, in dem die Objekte der Planungsdoma¨ne in Form von Individuen einer Wissens-
basis repra¨sentiert sind [ACF+05a]. In BACAREX wurde die Wissensrepra¨sentation in
vier verschiedene Ontologien aufgeteilt: Domain Object, World & Object States, Tempo-
ral Constraints und Tasks. In ihnen werden die Namen der Objekte der Doma¨ne (wie
z. B. Fahrzeuge, GIS-Daten und Orte), dynamische Eigenschaften (Pra¨dikate/Fluents der
Planungsdoma¨ne), zeitliche Bedingungen (max. Flugdauer oder Einsatzdauer von Feuer-
wehrkra¨ften) und die sog. Standard Operation Protocols (Task-Hierarchie) abgelegt. Der
Ontologie-Server benutzt als Backend eine relationale Datenbank, wodurch eine persisten-
te Datenspeicherung erreicht wird. Gleichzeitig werden durch die u¨blichen Logging- und
Recovery-Mechanismen quasi
”
parallele“ Zugriffsmo¨glichkeit von verschiedenen Benutzern
auf die Daten sichergestellt. In der Wissensbasis wurden wichtige Begriffe und offizielle
Brandbeka¨mpfungsvorschriften und Handlungsstrategien der Feuerwehr sowie geografische
Informationen (GIS) u¨ber gefa¨hrdete Region abgelegt.
Als Inferenzmechanismen kommen in SIADEX Abduktion (Hypothese vom Einzelnen
auf eine Regel und das Allgemeine) und Deduktion (Schluss vom Allgemeinen auf das Ein-
zelne; Wenn-Dann-Aussagen) zum Einsatz. Die Deduktionsfunktionalita¨t kann bei Bedarf
durch spezielle Inferenz-Tasks im eigentlichen Dekompositionsprozess getriggert werden.
Als Effekt dieser Inferenz-Tasks sollen Variablenbindungen oder Assertions/Retracts im
jeweiligen Zustand resultieren.
Zugriff sollen alle Beteiligten u¨ber eine Web-Plattform erhalten, u¨ber die alle zur Ver-
fu¨gung stehenden Informationen eingesehen werden ko¨nnen. Ein Web-Browser und eine
Internetverbindung stellen laut den Autoren die einzigen technischen Anforderungen an
die Benutzer-PCs dar. Zur Repra¨sentation von Einsatzpla¨nen wurden verschiedene den
Nutzern vertraute Formate ga¨ngiger Office-Anwendungen verwendet.
Hybrider Planungsansatz fu¨r THW-Einsa¨tze
Aus der Forschungsgruppe rund um Biundo und Schattenberg (Institut fu¨r Ku¨nstliche
Intelligenz der Universita¨t Ulm) stammen Arbeiten rund um die Thematiken: (HTN)-
Planung, Scheduling, Hybrid-Planung und ontologiebasierte Middleware fu¨r Planung und
Scheduling [Sch08; SB02; SBG+09]. In [BS01] thematisieren Biundo & Schattenberg
den Einsatz der Hybrid-Planung als Basis eines Unterstu¨tzungssystems fu¨r das Krisenma-
nagement in der Doma¨ne der Bundesanstalt Technisches Hilfswerk (THW). Unter Hybrid-
Planung verstehen die Autoren die Kombination von HTN-Planung mit zustandsbasierter
Partial-Order -Planung (POP). Biundo et al. sprechen hierbei von Partial-Order Causal-
Link (POCL)-Planung.
Im Rahmen eines Meta-Projektes Namens PANDA (Planning and Acting in a Network
Decomposition Architecture) wurden Fragen untersucht, die die Erstellung komplexer HTN-
Planungsdoma¨nen, die Unterstu¨tzung durch geeignete Werkzeuge, die Konsistenzpru¨fung
komplexer Doma¨nen und die Einbeziehung des Nutzers bei der manuellen Planverfeinerung
und Reparatur betreffen. Das dabei entwickelte PANDA-System soll erstmals eine konse-
quente Integration von POCL-Pla¨nen, HTN-Pla¨nen und Scheduling realisieren [Sch08].
Fu¨hrt die HTN-Planungskomponente zu einem noch nicht vollsta¨ndig anwendbaren Plan,
so soll in einem zweiten Schritt die
”
konventionelle“ POP zur Vervollsta¨ndigung des Plan-
fragmentes herangezogen werden. Offene Vorbedingungen sollen durch den Aufbau kausaler
Beziehungen bzw. durch eine Einfu¨hrung (abstrakter) Tasks in den Plan geschlossen werden
(vgl. [BS01]).
PANDA hat als Anwendungsdoma¨ne u. a. reale THW-Einsa¨tze im Fokus, a¨hnlich den
im Oderbruch-Hochwasser 1997 durchgefu¨hrten Maßnahmen. In solch einem Szenario sind
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eine Vielzahl von qualitativ unterschiedlichen Aufgabenfeldern wie Logistik, Konstruktion,
Organisation und Workflows zu managen, wobei laut Autoren von einer Beteiligung von bis
zu 180 Gruppen, 1500 Helfern und einer Einsatzdauer von mehreren Wochen ausgegangen
werden kann [Sch08]. Die Autoren kommen zu dem Schluss, dass es nicht selbstversta¨nd-
lich ist, fu¨r solch eine komplexe Doma¨ne ein widerspruchsfreies und damit konsistentes
Doma¨nenmodell zu erstellen und zu administrieren.
Schattenberg et al. schlagen daher – a¨hnlich dem Process-Panel in HICAP oder
dem Doma¨nen-Editor in CoSAR-TS – eine geeignete Tool-Unterstu¨tzung fu¨r die Modellie-
rung konsistenter Doma¨nenmodelle vor [SBB08]. Der Task-Editor soll den Benutzer u¨ber
noch bestehende Inkonsistenzen und mo¨gliche Fehler im Doma¨nenmodell bereits wa¨hrend
der Konfigurierung informieren. Der PANDA-Editor entha¨lt Visualisierungstools (PANDA-
Viz), mit denen der Planungserfolg visualisiert und eine Unterstu¨tzung fu¨r sog.
”
Plan-
Entwicklungszyklen“ gegeben werden kann. Wa¨hrend bei herko¨mmlichen, meist komman-
dozeilenbasierten KI-Planern bei einem nichtlo¨sbaren Planungsproblem der Grund nicht
ersichtlich ist, soll PANDA-Viz durch geeignete Darstellung eines Planfragmentes die noch
offenen Teile geeignet visualisieren. Ein Doma¨nenexperte soll auf Basis dieses noch un-
vollsta¨ndigen Planes eine manuelle Plan-Vervollsta¨ndigung außerhalb der eigentlichen KI-
Planungsroutine vornehmen ko¨nnen [Sch08]. Abbildung 3.5 zeigt einen beispielhaften Aus-
zug aus einer Task-Hierarchie im PANDA-Projekt.
Abbildung 3.5: Auszug einer Task-Hierarchie aus Sicht des THW. (Quelle: [BS01])
Bezu¨glich der POCL-Planung stellt sich jedoch die Frage nach der Anwendbarkeit in der
Praxis. Ohne explizite Ziele kann auch keine
”
pseudo“-Zielaktion angegeben werden, wel-
che aber fu¨r eine POP beno¨tigt wird. Obwohl die Autoren ausdru¨cklich auf den Einsatz
ihrer Arbeit in der realen THW-Doma¨ne hinweisen, erscheint das Doma¨nenmodell kon-
struiert. Es bleibt der Eindruck, dass sich die Planungsdoma¨ne eher den Anforderungen
des vorgeschlagenen Planungsframeworks anpasst, als das Planungsframework den Anfor-
derungen der realen THW-Doma¨ne. Erfahrungs- und Evaluationsberichte bezu¨glich eines
realen THW-Einsatzes sind nicht verfu¨gbar.
3.4 Fazit und Motivation des Checklisten-Ansatzes
Die Bemu¨hungen des BPM zielen hauptsa¨chlich auf die Modellierung der Management-
Prozesse bei Großschadenslagen ab. Wie sich jedoch zeigte, ist im BOS-Bereich eine Pro-
zessmodellierung ungleich schwieriger als in klassischen BPM-Doma¨nen. Gru¨nde hierfu¨r
liegen in der hohen Komplexita¨t und der Dynamik eines Einsatzgeschehens. Peinel et al.
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sehen die Komplexita¨t der momentan zur Verfu¨gung stehenden Modellierungsumgebungen
als einen weiteren Hindernisgrund der Anwendung von BPM auf die BOS-Doma¨ne [PR09].
Hinzu kommt, dass sich im BOS-Bereich kaum detaillierte Prozesse identifizieren lassen, da
die ablaufenden Einsa¨tze von Fall zu Fall unterschiedlich ausgepra¨gt sind. Falls Prozesse
definiert sind, dann nur auf der recht abstrakten Ebene der Regelwerke (z. B. den Dienst-
vorschriften). Ein zu prozeduraler SOP-Charakter, wie er z. B. in [BLK11] vorgeschlagen
wird, ist im BOS-Bereich eher hinderlich. Allen vorgestellten BPM-Ansa¨tzen mangelt es an
pra¨zisen Beschreibungen dessen, wie die vorgeschlagenen Systeme aufgebaut sind und wie
die Interaktion mit den Einsatzkra¨ften genau abla¨uft – was natu¨rlich auch der fru¨hen Phase
dieser Ansa¨tze geschuldet ist. Hier lohnt es sich, die weiteren Fortschritte und zuku¨nftige
Praxiserfahrungen im Auge zu behalten.
Die KI-Ansa¨tze gehen von der Annahme aus, dass es eine hinreichend große Menge
definierter Prozesse gibt, sodass sich bei Angabe der Toplevel-Tasks automatisch ein kom-
pletter
”
Lo¨sungsplan“ fu¨r das Vorgehen bei einer speziellen Krise berechnen la¨sst. Dies
scheint mit Blick auf die dynamische und heterogene BOS-Doma¨ne nicht realistisch. Auch
ist das Vorgehen nach festen Pla¨nen in der BOS-Doma¨ne wegen der hohen Dynamik kaum
mo¨glich. Wie die Erfahrungen im SpeedUp-Projekt zeigten, ist zudem eine Erfassung al-
ler Ressourcen (Einsatzkra¨fte und Einsatzmittel) in der fu¨r eine HTN-Planung notwendige
Form unpraktisch oder aus Informationsmangel gar unmo¨glich. Hinzu kommt, dass die
Doma¨ne nicht statisch und nicht endlich ist. Auch sind die Zielvorgaben in Großschaden-
sereignissen oft nicht ausreichend gut formulierte bzw. mu¨ssen sta¨ndig angepasst werden.
In dieser Arbeit soll als Alternative zur Planung und Prozessmodellierung ein anderer Weg
eingeschlagen werden. Die vorliegende Arbeit konzentriert sich in den kommenden Kapi-
teln auf die Erarbeitung eines checklistenorientierten Ansatzes einer Handlungsassistenz
bei der Anwendung von SOPs. In einigen der oben vorgestellten Arbeiten wurde bereits





smart Checklists“ in [PRW12b] oder
”
distributed and intelligent to-
do lists“ in [WTP06]). Keiner der gezeigten Ansa¨tze geht jedoch auf Fragen der Funktion
und Anwendung von Checklisten genauer ein. Ebenso wird der gewu¨nschte Effekt einer
Fehlervermeidung von keinem der genannten Ansa¨tze thematisiert. In vielen der oben be-
trachteten Arbeiten bleibt unklar, inwieweit die Lo¨sungsansa¨tze den Praxisanforderungen
gerecht werden.
Im Bereich der Sicherheitsforschung (als Teilbereich der Humanwissenschaften) sind
Checklisten als kognitives Hilfsmittel bereits seit la¨ngerer Zeit ein Thema. Da Checkliste
nicht gleich Checkliste ist, soll im kommenden Kapitel ein Blick auf relevante Aspekte der
Human-Factors-Forschung zeigen, was genau hinter dem Konzept Checkliste steckt und
welche bekannten Pha¨nomene bei einer Computerunterstu¨tzung von Checklisten beachtet
werden sollten.
Kapitel 4
Checklisten – eine Human Factors
Perspektive
”
No matter how expert you may be, well-designed checklists
can improve outcomes.“ (Steven D. Levitt)
In diesem Kapitel sollen Erkenntnisse aus dem seit den letzten Jahren an Bedeutung ge-
winnenden Human-Factors-Forschungszweig der Humanwissenschaften betrachtet werden,
welche Fragen der Interaktion von Menschen in komplexer und dynamischer Arbeitsum-
gebung (auch komplexes, soziotechnisches System genannt) betreffen. Nachfolgend wird
speziell auf das Checklisten-Prinzip eingegangen, das zur Handhabung von Komplexita¨t
und zur Einhaltung standardkonformer Arbeitsschritte verwendet wird.
4.1 Strategien der Fehlervermeidung & Handlungsassistenz
Menschliches Versagen ist ein zentrales Thema der Human-Factors-Forschung, die sich mit
der menschlichen Komponente in komplexen Systemen bescha¨ftigt. Sie leitet daraus u. a.
Strategien zur Fehlervermeidung ab. In dieser Arbeit sind die Strategien zur Fehlervermei-
dung bei der Ausfu¨hrung von Standardprozeduren von besonderem Interesse.
Bevor auf diese Strategien eingegangen wird, soll das Konzept
”
Fehler“, das bis jetzt
eher allgemein gebraucht wurde, im Kontext der Human-Factors-Forschung und der Ziel-
stellung dieser Arbeit pra¨zisiert werden. Von Rasmussen [Ras82], Normen [Nor88] und
Reason [Rea90] stammen grundlegende theoretische Arbeiten zur Thematik
”
menschli-
che Fehler“, aus denen entsprechende Fehlermodelle hervorgegangen sind. Reason (vgl.
[Rea90] S. 9) definiert z. B. den Begriff Fehler (error) als:
”
a generic term to encompass all
those occasions in which a planned sequence of mental or physical activities fails to achieve
its intended outcome“. Beispielhaft orientiert sich die vorliegende Arbeit am Fehlermodell
von Reason, der in seinem Buch
”
Human Errors“ [Rea90] zwei grundlegende Fehlertypen
anhand der Ebenen Planung, Speicherung und Ausfu¨hrung unterscheidet. Reason folgt
in seiner Arbeit dem als
”
hybride Klassifikation“ bekannten Fehlermodell von Norman
[Nor88], in dem kognitive und motorische Fehler-Aspekte eine Einteilung in zwei Arten
von Fehlern begru¨nden. In diesem Modell werden auf der Ausfu¨hrungsebene Handlungen,
die nicht planma¨ßig verlaufen, als Patzer oder Schnitzer (slips) bezeichnet. Wa¨hrend Pla¨-
ne, die gema¨ß der Zielstellung in einer entsprechenden Situation nicht angemessen sind,
von ihm als eigentliche Fehler (mistakes) bezeichnet werden (vgl. [Rea90] S. 255).
29
30 Strategien der Fehlervermeidung & Handlungsassistenz
Folgt man obiger Einteilung, so wird deutlich, dass das Auslassen wichtiger, gebotener
Handlungen (gema¨ß den SOPs) in erster Linie dem Fehlertyp Patzer (bzw. Schnitzer) zu-
zurechnen ist. Erst auf der Ebene der Evaluierung von SOPs kann deren Unangemessenheit
gema¨ß der intendierten Zielstellung als ein Fehler im Sinne von Reason aufgefasst wer-
den. Handlungspatzer treten nach Reason typischerweise bei routinierten Handlungen in
vertrauten Arbeitsumgebungen immer dann auf, wenn die Aufmerksamkeit sinkt oder man
durch externe Ereignisse abgelenkt ist.
In der weiteren Arbeit soll fu¨r das unbeabsichtigte sowie das beabsichtigte Auslassen von
Handlungen der Einfachheit halber jedoch weiterhin die Bezeichnung
”
Fehler“ verwendet
werden. Die Einteilung von Reason sollte dabei allerdings im Hinterkopf behalten werden.
Weiterhin wird sich im Folgenden nur noch auf die Ausfu¨hrungsfehler konzentriert.
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Abbildung 4.1: Grundlegende Strategien im Umgang mit Unsicherheit (Quelle: [Man09]).
Nicht nur die Gefahr von sinkender Aufmerksamkeit wa¨hrend Routinearbeiten hat die
Human-Factors-Forschung als Ursache menschlicher Fehler identiﬁziert, sondern auch die
Unsicherheit in den Arbeitsprozessen, die sich aus den Merkmalen komplexer Systeme
ergibt.
Manser [Man09] fu¨hrt zwei grundlegende Tendenzen des Umgangs mit Unsicherheit in
den Organisationen auf (siehe Abb. 4.1). Die Strategie der Standardisierung setzt auf eine
Reduktion operativer Handlungsspielra¨ume und verringert somit die subjektiv empfundene
Komplexita¨t der Prozesse aus Sicht des Handelnden. Somit wird die Unsicherheit fu¨r den




In diesem Zusammenhang hat sich der Begriﬀ
”
Komplexita¨tsreduktion“ etabliert, der
jedoch etwas unglu¨cklich gewa¨hlt ist. Er bedeutet na¨mlich nicht – wie der Begriﬀ suggeriert
– eine Vereinfachung des Arbeitsumfeldes und der Prozesse selbst, sondern vielmehr eine
Abstraktion im Umgang mit einem komplexen Arbeitsumfeld.
Eine zur Standardisierung entgegengesetzte Strategie setzt auf eine bewusste Flexibili-
sierung. Gemeint ist eine bewusste Erweiterung von Handlungsspielra¨umen und eine ﬂexible
Anwendung von Regeln. Diese Strategie vertraut auf die menschlichen Problemlo¨sefa¨hig-
keiten und sieht notwendige Abweichungen als eine Chance zum Lernen und zur ﬂexiblen
Anpassung an die Gegeneinheiten an (vgl. z. B. [Man09]).
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Beide Strategien haben ihre Vor- und Nachteile. Abstrahiert man Komplexita¨t, so besteht
immer die Gefahr, komplizierte Zusammenha¨nge zu weit zu vereinfachen, sodass mo¨gliche
kritische Punkte aus den Augen verloren werden. Auf der anderen Seite sto¨ßt die Strategie
der Kompetenzerho¨hung und Flexibilisierung in den Situationen an ihre Grenzen, in denen
es gilt, Richtlinien (Gesetze, Vorschriften, SOPs) zu befolgen.
Die Strategie der flexiblen Regelanwendung erscheint auf den ersten Blick dem BOS-
Bereich und den Merkmalen einer Großschadenslage angemessen. Wie in Kapitel 2 gezeigt
wurde, ist im BOS-Bereich jedoch eine gewisse Standardisierung durch die Dienstvorschrif-
ten und Gesetze gegeben. Diese gilt es trotz einer notwendigen Flexibilita¨t der Handlungen
zu beachten.
Durch regelma¨ßiges Training von Großschadenslagen soll sichergestellt werden, dass je-
de Einsatzkraft gema¨ß den Vorschriften korrekt agiert oder zumindest nur soweit davon
abweicht, wie es die spezielle Lage erfordert und es die Regeln noch erlauben. Kluge et
al. weisen in ihren Untersuchungen (siehe [KG12; KGB12]) jedoch darauf hin, dass der
Trainingserfolg gerade fu¨r Handlungsroutinen, die la¨ngere Zeit nicht angewendet werden
(z. B. die in einem MANV), in der Regel sehr bescheiden ausfa¨llt. Als alternative Heran-
gehensweise geht Kluge daher davon aus, dass niemanden zugemutet werden sollte,
”
sich
alles auch u¨ber la¨ngere Phasen des Nichtgebrauchs zu merken“ [KG12]. Vielmehr sollen
sog.
”
Job-Aids“ als Arbeitshilfe die menschliche Fa¨higkeit, Informationen zu speichern und
zu verarbeiten, erweiternd unterstu¨tzen. Laut Rossett & Gautier-Downes [RG91] sind
diese kognitiven Hilfsmittel gerade fu¨r die Aufgaben sinnvoll, die unregelma¨ßig und selten
ausgefu¨hrt werden, die komplex und umfassend sind, und in denen Fehler folgenschwere
Konsequenzen haben ko¨nnen.
Ein pragmatischer Lo¨sungsansatz zur Fehlervermeidung stammt von Reason. In An-
betracht der Feststellung, dass in der Nuklearindustrie viele Unfa¨lle auf eine fehlerhafte
Ausfu¨hrung von Wartungsprozessen zuru¨ckzufu¨hren waren, stellten sich Reason und sein
Forschungsteam bereits in den 1990er Jahren die Frage, ob eine Art elektronischer Checklis-
ten hierbei nicht hilfreich sein ko¨nnen (vgl. [Rea90], Kap. 8, S. 239 ff.). Er schlug hierzu ein
computer-integriertes Checklisten-System vor, das einem Arbeiter bei komplexen und si-
cherheitskritischen Wartungsprozeduren assistierend zur Seite stehen soll. In seinem Labor
entwickelten er und seine Kollegen hierfu¨r ein System namens PIMA (Portable Interactive
Maintenance Auxiliary) (vgl. [Rea90] S. 240 ff.), das auf einem fru¨hen Laptop-Vorla¨ufer
(Epson PX-8) basierte. Laut Reason hatte dieses fru¨he System bereits die Fa¨higkeit, sich
mit dem U¨berwachungssystem der Nuklearanlage zu verbinden und somit z. B. die Check-
listen aufgrund der dort bereitgestellten Sensordaten automatisch anzupassen.
Bevor im na¨chsten Kapitel die Idee der elektronischen Checklisten aufgegriffen wird, soll
im folgenden Abschnitt das Grundprinzip hinter Checklisten genauer vorgestellt werden,
da es in der weiteren Arbeit eine Schlu¨sselrolle bei der Bereitstellung einer Computer-
unterstu¨tzten Handlungsassistenz darstellt.
4.2 Checklisten als kognitives Hilfsmittel
Checklisten sind vielen von uns ein wohlvertrautes Konzept. Ohne groß u¨ber sie nachzu-
denken, nutzen wir sie in manch Alltagssituationen. Doch die Wenigsten von uns machen
sich Gedanken u¨ber das Grundprinzip hinter den Checklisten und dessen korrekte Anwen-
dung. Zu trivial scheint dieses Hilfsmittel zu sein. Doch sind Checklisten wirklich ein so
einfaches und leicht anzuwendendes Konzept? In der Literatur und in der Praxis gehen die
Meinungen daru¨ber, was alles unter einer Checkliste zu verstehen ist und ob, wo und wie
sie einzusetzen sind, weit auseinander.
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4.2.1 Was sind Checklisten? – eine Arbeitsdefinition
Die Vorstellungen, was Checklisten genau sind und zu welchem Zweck sie eingesetzt wer-
den, variieren von Anwendungsgebiet zu Anwendungsgebiet mehr oder weniger stark. Die




Eine Checkliste ist eine Sonderform einer Liste mit dem Ziel, alle relevanten Fragen
zu einem Thema an zentraler Stelle zusammenzufassen. Sie bieten ein Grundgeru¨st an
kritischen Punkten, die bei einer bestimmten Ta¨tigkeit zu pru¨fen sind. Bei den Fragen
handelt es sich um geschlossene Fragen [sic] die schnell und zweifelsfrei beantwortet
werden ko¨nnen.“ (www.openthesaurus.de; abgerufen am 20.12.2013)
•
”
A checklist is a type of informational job aid used to reduce failure by compensating
for potential limits of human memory and attention. It helps to ensure consistency
and completeness in carrying out a task.“ (en.wikipedia.org; abgerufen am 20.12.2013)
•
”
Checklist: A list of tasks to be completed, names to be consulted, conditions to be
verified and similar.“ (wiktionary.org; abgerufen am 20.12.2013)
Wissenschaftliche Publikationen zum Thema Checklisten finden sich jedoch kaum. Eine
Ausnahme stellt der Luftfahrtbereich dar. So definieren z. B. M. R. Gru¨nninger et al.
Checklisten wie folgt.
”
A checklist is a device designed to support the pilots to avoid for-
getting vital items and actions while following standard operating procedures“ ([GKB10];
S. 78). Allgemein la¨sst sich festhalten, dass als Checkliste (englisch check-list, aus: check =
Kontrolle, pru¨fen und list = Liste) umgangssprachlich ein kognitives Hilfsmittel (englisch
mnemonic device) bezeichnet wird, das einem Akteur bei einer Handlung als Kontrolle
dient. Je nach Einsatzgebiet werden Checklisten auch synonym als Abhaklisten, Kontroll-
listen oder auch Pru¨flisten bezeichnet (siehe z. B. [GLB86]). Im privaten Umfeld begegnen
uns Checklisten z. B. in Form einer Einkaufsliste, einer einfachen Eselsbru¨cke oder einer To-
Do-Liste. In kritischen Arbeitsbereichen, wie z. B. der Luftfahrt oder der Prozessindustrie
(z. B. Chemie), nehmen sie eine besondere Schlu¨sselrolle bei der Fehlervermeidung ein.
In all diesen Anwendungen soll etwas – im Auge des Anwenders – Wichtiges auf ein
mo¨gliches und zu vermeidendes
”
Vergessen“ hin gepru¨ft werden. Was dieses Etwas genau
ist, la¨sst sich erst anhand einer konkreten Anwendung festmachen. Der Definitionsversuch
von M. Scriven ([Scr07]; S. 1) macht die prinzipielle Vielfa¨ltigkeit dessen, was u¨berpru¨ft
werden soll, deutlich:
”
A checklist is [...] a list of factors, properties, aspects, components,
criteria, tasks, or dimensions, the presence, referent, or amount of which are to be considered
separately, in order to perform a certain task.“
Eine Checkliste kann als die große Schwester der Merkhilfe (Eselsbru¨cke) aufgefasst wer-
den. Ein Beispiel fu¨r eine Eselsbru¨cke sind die großen 5W, die bei einer Notrufmeldung am
Telefon als Informationen wichtig sind: Wo geschah es? Was geschah? Wie viele Personen
sind betroffen? Welche Art der Erkrankung/Verletzung liegt vor? Warten auf Ru¨ckfragen!
Eine Checkliste jedoch nur als eine bloße Auflistung von Punkten zu definieren, ist
zumindest dann unzureichend, wenn man sich mit der Frage nach Kriterien einer erfolgrei-
chen Anwendung bescha¨ftigt. Hierzu gilt es, eine Reihe von Aspekten zu beru¨cksichtigen,
die allesamt entscheidend fu¨r eine erfolgreiche Erstellung, Anwendung und Evaluierung
von Checklisten sind. Die angesprochenen Aspekte einer Checkliste lassen sich wie folgt als
W-Fragen formulieren:
1. Was wird gepru¨ft? – Diese Frage bezieht sich auf das bereits oben angesprochene
Etwas, das es zu pru¨fen gilt. Hier besteht eine Relation zu kritischen Schritten einer
dahinterliegenden komplexeren SOP. (Mehr hierzu im kommenden Abschnitt 4.3.)
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2. Wann wird gepru¨ft? – Wann eine Checkliste zu beachten ist und wann nicht, ha¨ngt
von der jeweiligen Arbeitssituation des Anwenders ab. Fu¨r Checklisten sollte daher
geregelt sein, wann sie anzuwenden sind und in welchen Situationen man von ihnen
abweichen darf.
3. Wer pru¨ft? – Checklisten sind kognitive Hilfsmittel fu¨r unterschiedliche Anwender.
Hier stellt sich die Frage nach dem Hintergrundwissen, dem Ausbildungsgrad und
der eingenommenen Rolle des jeweiligen Anwenders im korrespondierenden Prozess.
4. Wozu wird gepru¨ft? – Welchen Zweck haben die einzelnen Items bzw. eine ganze
Checkliste, d. h., auf welche Funktionen zielt die Checkliste ab?
5. Wie wird gepru¨ft? – Wie die Anwendung in der Praxis zeigt, gilt es je nach Anwen-
dungsphilosophie, unterschiedliche Abarbeitungsmodelle anzuwenden (siehe 4.2.3).
6. Wo wird gepru¨ft? – Weiterhin spielt die Frage des Einsatzortes, d. h. die zu erwar-
tende Arbeitsumgebung und Situation eine wesentliche Rolle bei der konkreten Aus-
gestaltung und der Anwendungsmethodik einer Checkliste.
Ein Großteil der Aspekte spiegelt sich in folgender Arbeitsdefinition wider:
Definition 1 (Checkliste) Als Checkliste wird eine Sonderform einer Liste bezeichnet,
deren Listenelemente (Items genannt) jeweils aus einem Freitext und einer optionalen
Checkbox bestehen. Jedes Item steht fu¨r einen aus Sicht des Anwenders sicherheitskri-
tischen Aspekt einer zur Checkliste korrespondierenden (Standard-)Prozedur. Daru¨ber hi-
naus ist jeder Checkliste ein Gu¨ltigkeitsbereich, die Situation(en) ihrer Anwendung und
ein adressierter Benutzerkreis zugeordnet.
4.2.2 Funktionen, Einsatzbereiche und Zielgruppen
Checklisten helfen u¨berall dort Handlungen korrekt (standardkonform) auszufu¨hren, wo
uns unsere ta¨gliche Routine, z. B. durch Stress, steigende Komplexita¨t oder aufgrund unbe-
kannter Situationen, im Stich la¨sst. Sie sollen dabei helfen, Geda¨chtnisfehler zu vermeiden.
Eine Checkliste ist somit ein kognitives Werkzeug zur Sicherstellung einer konsistenten
Anwendung einer (momentanen)
”
best practice“ in einem Arbeitsgebiet. Ihre konsequen-
te Anwendung soll zu einer koordinierten Vorgehensweise aller beteiligten Akteure fu¨hren
[DW91]. Folgende Hauptfunktionen einer Checkliste lassen sich identifizieren:
• Geda¨chtnisentlastung : Buerscaper & St. Pierre [BP07] sehen als psychologische
Kernfunktion von Checklisten vor allem die Geda¨chtnisentlastung bei der Durchfu¨h-
rung sicherheitskritischer Handlungsketten an.
• Sicherstellung eines Qualita¨tsstandards: Individuelle Verhaltensabweichungen ko¨n-
nen durch explizite normative Vorgaben und deren U¨berpru¨fung reduziert oder gar
vermieden werden. Dies garantiert eine gleichbleibende Qualita¨t der Ausfu¨hrung von
Prozessen.
• Handhaben von Komplexita¨t : Die Handhabung komplexer SOPs kann mittels Kon-
zentration auf das Wesentliche deutlich u¨berschaubarer fu¨r den Menschen gestaltet
werden und somit durch Abstraktion (wo mo¨glich) zur besseren Handhabung von
Komplexita¨t beitragen.
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• Reduktion von Unsicherheit : Als psychologische Wirkung kann die Verringerung der
Unsicherheit auf Seiten des Handelnden einen nicht zu unterscha¨tzender positiven
Eﬀekt darstellen. (Sie kann jedoch auch kontraproduktiv wirken, siehe Abs. 4.2.5 .)
Die oben genannten Hauptfunktionen tragen allesamt mehr oder weniger zu der gewu¨nsch-
ten Minimierung des Fehlerrisikos auf der Handlungsebene bei (vgl. Abschnitt 4.1).
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Abbildung 4.2: Checklisten fu¨r unterschiedliche Situations-Klassen.
In einigen Praxisfa¨llen werden Checklisten dazu verwendet, Mitarbeiter jenseits von allta¨g-
lichen Routinehandlungen sicher durch komplexe und besonders sicherheitskritische Pro-
zeduren zu fu¨hren. Die abnormal- und emergency-checklists in der Luftfahrt sind hier-
fu¨r prominente Beispiele (siehe hierzu z. B. [DW90; DW93]). Je nach Anwendungsklas-






4.2). Die Art der SOP bedingt hier die Ausgestaltung und vor allem den erforderlichen
Komplexita¨ts- und Detaillierungsgrad der Checklisten.
Einige Autoren (siehe z. B. [BLK11]) sehen daher Checklisten prima¨r als Hilfsmittel
zur Entscheidungsunterstu¨tzung oder gar zur Prozesssteuerung an. In diesem Sinne sollen
Checklisten Handlungsalternativen vorgeben und somit den Anwendern die Entscheidung
u¨ber die korrekte Vorgehensweise abnehmen. Folgt man jedoch der Argumentation und
der Fehler-Einteilung von Reason, so wird klar, dass Checklisten keine Hilfestellung in
der Entscheidungsunterstu¨tzung und Prozesssteuerung geben ko¨nnen/sollten, wenn man
deren Hauptfunktion, die Vermeidung von Ausfu¨hrungsfehlern, ernst nimmt. Auch die Au-
toren der
”
Checklist for a Checklist“1 geben zu bedenken:
”
A checklist is NOT a teaching
tool or an algorithm“. Checklisten sollten also nicht alle Eventualita¨ten und alle denkbaren
Prozessauspra¨gungen wie in einem Workﬂow enthalten. Gawande schreibt hierzu:
”
Check-
lists are not comprehensive how-to guides [...].They are quick and simple tools aimed to
buttress the skills of expert professionals“ ([Gaw10], S. 128).
Da Checklisten nur als Geda¨chtnisstu¨tze gedacht sind, sollte deren Einsatz als eine reine
Handlungsanweisung (Prozesssteuerung) mit Vorsicht begegnet werden. Zumindest sollte
diese Art der Anwendung nur in Ausnahmefa¨llen angewendet werden, in denen keine Ex-
perten die SOPs ausfu¨hren bzw. in denen sehr seltene SOPs angewandt werden mu¨ssen.
Seit den spa¨ten 1960er Jahren ﬁnden Checklisten in der Luftfahrt Anwendung zur Sicher-
stellung einer richtigen Konﬁguration der immer komplexer werdenden Flugzeuge. Heut-
zutage sind sie ein wichtiger Bestandteil aller sicherheitskritischen Prozeduren im Cockpit
1 Siehe www.projectcheck.org (abgerufen am 20.12.2013) und Anhang Seite 137.
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[DW90; DW93]. Checklisten spielen in der Luftfahrt jedoch eine gewisse Sonderrolle, da
sie aufgrund der weiten Verbreitung und ta¨glichen Anwendung ein fester Bestandteil der
Cockpit-Handlungsroutinen selbst geworden sind. Hierin liegt wohl auch begru¨ndet, warum
in der Luftfahrt Checkliste und SOP oft im gleichen Atemzug genannt werden (vgl. hierzu
die Diskussion in Abschnitt 4.3).
In Sachen Sicherheitskultur und Anwendungskonzepte gilt die Luftfahrt als Vorreiter
und Ideengeber fu¨r eine Reihe a¨hnlicher komplexer und sicherheitskritischer Arbeitsumge-
bungen. So finden Checklisten in weiteren sogenannten Hochsicherheitsbereichen wie z. B.
der Chemischen Industrie, der Intensivmedizin, der Hochseeschifffahrt und dem Milita¨r eine
breite Anwendung. U¨berall dort, wo Menschen in komplexen (sozio-)technischen Systemen









   
   
   
   
   
   
   
   
   







Qualität Beispiel Konsequenzen bei Fehlern 
Bereiche mit sehr geringen 
Sicherheitsanforderungen 
Privater Bereich, z.B. Einkaufsliste  
oder ToDo-List 
Objektiv sehr geringe und eher 
unkritische Auswirkungen 
Bereiche mit mäßigen 
Sicherheitsanforderungen 
Wirtschaftsunternehmen / Industrie 
mit hohem Qualitätsanspruch 




Bereiche mit höchsten 
Sicherheitsanforderungen 
Hochsicherheitsberufe wie z.B.: 
Luft- und Raumfahrt, Intensivmedizin, 
Chemische Industrie oder Militär 
Katastrophal: Tote, Verletzte, 
große materielle Schäden, 
Zerstörung von Infrastruktur 
Abbildung 4.3: Grade der Sicherheitsanforderungen.
Mit steigendem Ausmaß der Fehlerkonsequenzen steigt auch der Anspruch an die Fehlerver-
meidung (vgl. Abb. 4.3). Werden im privaten Bereich Punkte einer Checkliste vergessen, so
sind die zu erwartenden Konsequenzen in der Regel wohl eher gering. In Hochsicherheits-
bereichen hingegen ko¨nnen Fehler fatale Auswirkungen haben, sodass dem Checklisten-
Konzept dort eine besondere Aufmerksamkeit zuteilwird. Checklisten finden dort aus-
nahmslos als kognitives Hilfsmittel fu¨r hochspezialisiertes und erfahrenes Personal (die
Experten) Anwendung. Williamson weist in [Wil10] (S. 3) unter anderen drauf hin, dass
”
checklists are used by experienced and qualified people and are not a substitute for trai-
ning.“ Checklisten nur zu Trainingszwecken einzusetzen, sollte vermieden werden.
Ein weiteres Einsatzgebiet stellt die Medizin dar. In der heutigen Zeit verlangen viele
Arbeitsgebiete der Medizin den A¨rzten und dem teils hochspezialisiertem Pflegepersonal
immer mehr Spezialwissen u¨ber immer komplexer werdenden Techniken und Prozeduren
ab. Gawande spricht hierbei von dem Pha¨nomen der super-specialization [Gaw10]. Inspi-
riert durch den erfolgreichen Einsatz in der Luftfahrt, werden Checklisten daher seit ca.
fu¨nf Jahren vermehrt auch im Klinikalltag – speziell auf den Intensivtherapiestationen und
in den Operationssa¨len – eingesetzt und wurden bereits in ausgewa¨hlten Kliniken evaluiert
[HP06; Gaw10]. Checklisten dienen in der Medizin ausschließlich Experten zur Unterstu¨t-
zung. Jedoch stehen die Bemu¨hungen von Gawande2 oder Pronovost (siehe [Lan11])
trotz ihres bereits erreichten Erfolges erst am Anfang einer intensiveren Nutzung im me-
dizinischen Bereich. Checklisten sind daher im Klinikbereich noch eher selten verbreitet
und deren Verwendung ist u¨blicherweise auch nicht Pflicht (siehe Akzeptanzproblematik
in Abschnitt 4.2.5).
2 siehe z. B. Projektweiterfu¨hrung unter http://www.safesurgery2015.org (abgerufen am 20.12.2013)
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4.2.3 Items und Anwendungsmethoden
Bei den Items einer Checkliste handelt es sich um sicherheitskritische Aspekte (Schritte,
Punkte, Sachverhalte) einer zur Checkliste korrespondierenden SOP. Darunter fallen jedoch
nicht nur prozedurale Schritte wie z. B. der
”
Aufbau einer Verletztenversorgung“ oder die
Aktion
”
Informiere X u¨ber die Einsatzlage“. Auch Aspekte, die nicht direkt Handlungen
eines Prozesses entsprechen, ko¨nnen als Items in Frage kommen. Hierzu za¨hlen allgemeine
Hinweise, die sich auf die Gesamtheit des Prozesses selbst oder aber auf die Einbettung in




Weiteres Vorgehen mit der
Einsatzleitung der Feuerwehr abstimmen!“ sind hierfu¨r Beispiele.
Auch sind in der Praxis Items anzutreffen, die auf Dinge hinweisen, die ausdru¨cklich
nicht getan werden sollen. Ein popula¨res Beispiel hierfu¨r ist das Problem, dass Einsatzkra¨fte
des Rettungsdienstes die Tendenz zum Abtransport von verletzten Personen haben, da dies
ihrem korrekten Vorgehen im Regelbetrieb entspricht. In einer Großschadenslage soll jedoch
genau dies zu Beginn unbedingt vermieden werden.
”
Keine Patienten abtransportieren!“ ist
daher ein Beispiel fu¨r ein Item, das die Einsatzkraft daran erinnern soll, etwas nicht zu tun.
Zusammenfassend sollen in dieser Arbeit grob drei Item-Klassen unterschieden werden:
1. SOP-Schritte, die nicht vergessen werden du¨rfen (die To-Dos),
2. allgemeine Hinweise fu¨r SOPs, die keinen direkten Aktionen entsprechen, und
3. Schritte, die es unbedingt zu vermeiden gilt (die Not-To-Dos).
Obige Item-Klassifikation soll (lediglich) verdeutlichen, dass Items fu¨r mehr als nur kon-
krete physische Handlungen stehen ko¨nnen. Jedoch sind die Grenzen zwischen den drei
Klassifizierungen fließend. So la¨sst sich das Item
”
Ruhe bewahren!“ durchaus auch als ein





umformulieren, was der gleichen Ursprungsintention entspricht, jedoch nun offenkundig
in die Klasse der Not-To-Dos fa¨llt. Das Abpru¨fen eines kritischen Aspektes kann somit
durch verschiedene Item-Formulierungen realisiert werden. Um z. B. sicherzustellen, dass





Keine Patienten abtransportieren!“, oder alternativ
die einer Frage:
”
Wurde Transportstopp ausgesprochen?“ genutzt werden.
Weiterhin lassen sich verschiedene Fragekategorien fu¨r die Itemtexte einsetzten. Ge-




nein“ beantwortet werden und ermo¨glichen
dadurch eine Verzweigung in z. B. entsprechende Folge-Checklisten, so wie es in Abb. 4.2
rechts angedeutet ist. Nicht alle Aspekte lassen sich mit geschlossenen Fragen abfragen. Mit
den sog. offenen Fragen lassen sich Informationen u¨ber eine Situation vom Checklistenan-
wender abfragen. Hiermit kann beliebiger
”
Freitext“ als Antwortformat erfasst werden, der
vor allem bisher zu Dokumentationszwecken genutzt wird. Offene Frageformen fu¨r Items
sind in der Praxis eher selten anzutreffen. Im na¨chsten Kapitel ero¨ffnet jedoch gerade diese
Frageform eine nu¨tzliche Funktionalita¨t in einem elektronischen Assistenzsystem.
Bei der Erstellung der Checklisten stellt sich die Frage nach einem geeigneten Vokabular
fu¨r die Item-Texte. Zusa¨tzlich zu der Anforderung an eine gute Lesbarkeit sollten die Texte
mo¨glichst pra¨zise und unmissversta¨ndlich formuliert sein. Obwohl das Vokabular von der
jeweiligen BOS-eigenen Organisationskultur und der adressierten SOP abha¨ngt, sollten ei-
nige prinzipielle Empfehlungen bei der Wahl des verwendeten Vokabulars beachtet werden.
Der Text der Checklisten sollte derart gestaltet werden, dass Missversta¨ndnisse bei der
Interpretation durch den Endanwender mo¨glichst auszuschließen sind.
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Ein Blick auf die langja¨hrigen Erfahrungen der Luftfahrt, in der der sog. Checklis-
ten Phraseologie ein besonderer Stellenwert zukommt (vgl. Degani & Wiener [DW90]),
scheint hierfu¨r lohnenswert. Auch in der Literatur rund um die Thematik zur Schnittstel-
le Mensch-Maschine lassen sich grundlegende Empfehlungen finden, die ebenfalls auf die
Checklistenerstellung angewendet werden ko¨nnen. So empfiehlt z. B. Krypter [Kry72], den
Umfang des Vokabulars mo¨glichst so gering wie no¨tig zu halten, und Wickens [Wic84],
wichtige Wo¨rter, deren Bedeutung den Anwendern klar ist, mo¨glichst oft einzusetzen. In
dieser Arbeit soll jedoch nicht weiter auf den Formulierungsprozess der Texte eingegan-
gen werden. Fu¨r mehr Details zu dieser Thematik sei als Einstieg auf die obige Literatur
([Kry72; Wic84; DW90]) verwiesen.
Checklisten stellen in der Regel an den Benutzer keine besonderen Anforderungen. Je-
doch variiert die Art und Weise ihrer Anwendung von Einsatzgebiet zu Einsatzgebiet bzw.
von Organisation zu Organisation. Degani & Wiener [DW93] unterscheiden – orientiert
an der Luftfahrt – prinzipiell zwei Durchfu¨hrungsmethoden fu¨r Checklisten:
1. Challenge-response (oder challenge-verification-response). Die CL dient hier
”
nur“ als
eine redundante Backup-Prozedur. Zum Beispiel konfiguriert der Pilot das Flugzeug
aus dem Geda¨chtnis und pru¨ft nachtra¨glich (nach jedem Schritt bzw. nach einer
gesamten Handlungssequenz), ob alle kritischen Punkte beachtet wurden. Hierbei
handelt es sich um eine gewollte Redundanz: erst Geda¨chtnis, dann U¨berpru¨fung.
2. Call-do-response (oder Do-list). Die Items einer CL werden eines nach dem anderen
”
durchlaufen“. Diese Methode eliminiert die gewollte Redundanz aus Methode 1 –
mit Vor- und Nachteilen (siehe Diskussion im Abschnitt 4.2.5).
In der Praxis sind beide Methoden in Kombination anzutreffen, wobei nach Degani &
Wiener die Challenge-response Methode die gebra¨uchlichste Form der Anwendung in der
Luftfahrt darstellt [DW93]. Zusa¨tzlich weist Gawande [Gaw10], mit Blick auf die An-
wendung von Checklisten in OP-Sa¨len, auf den wichtigen Aspekt der
”
lauten Aussprache“
jedes Items hin. Er spricht von verbal checklist, wodurch sichergestellt werden soll, dass sich
alle im Raum der anstehenden Prozeduren mit all den zu erwartenden Gefahren bewusst
werden. Im Cockpit eines Flugzeuges findet diese laute Aussprache ebenfalls Anwendung,
welche zur gegenseitigen U¨berwachung eingesetzt wird und die Teamarbeit fo¨rdern soll.
Gawande weist in [Gaw10] und in Interviews darauf hin, dass die Abarbeitung einer
Checkliste auf keinen Fall wie eine
”
tick-box exercise“ zu verstehen ist, wer dies trotzdem
tut, wird der Grundidee und dem Potential von Checklisten nicht gerecht. Schlussend-
lich variiert die Checklisten-Philosophie von Organisation zu Organisation und spiegelt
somit die unterschiedlichen Organisationskulturen wider. Organisationskultur beinhaltet
viele Faktoren des gesamten operativen Konzepts der Organisation: traditionelle Metho-
den der Operationen, vorgegebenen Richtlinien, spezieller Fu¨hrungsstil, Delegation von
Verantwortung in der Befehlskette sowie Straf- und Disziplinarmaßnahmen.
Neben der Frage der geeigneten Anwendungsmethode kommt der Frage, wann (in wel-
cher Situation) eine Checkliste anzuwenden ist, eine ebenso große Bedeutung zu. Diese
korrespondiert mit der Frage, wann eine SOP einzuleiten ist. Wie Cimolino bezu¨glich der
Standard-Einsatz-Regeln (SER) schreibt (siehe [CG05]), sollte in jeder SER (respektive in
jeder SOP) beschrieben werden, wann sie anzuwenden ist. Der beste Zeitpunkt zur Initiie-
rung einer Checkliste ist typischerweise der, wenn der Nutzer gerade im Begriff ist, einen
anstehenden Arbeitsprozess zu beginnen, also gerade nicht mit anderen Aufgaben bescha¨f-
tigt ist [Ros04; BP07]. Wie zum Beispiel vor dem take-off im Cockpit eines Flugzeuges,
vor Beginn eines chirurgischen Eingriffs im OP oder bei der Fahrt eines Einsatzleiters zum
Einsatzort.
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4.2.4 Repra¨sentationsformen von Checklisten
Papierbasierte Checklisten (PCLs) geho¨ren zu den verbreitetsten Repra¨sentationsformen
(siehe Beispiele im Anhang, S. 138 ff.). Der Vorteil einer PCL liegt in ihrer Einfachheit
und ihrer unkomplizierten Handhabung. Sie sind schnell erstellt und leicht zu vervielfa¨l-
tigen. Die Interaktion mit ihnen erfordert keinerlei technische Hilfsmittel noch spezielle
Fachkenntnisse – la¨sst man das Wissen u¨ber die dahinter liegenden SOPs außer Acht.
Ihre Einfachheit kann in einigen Anwendungsgebieten jedoch auch nachteilig sein. So
stoßen papierbasierte Checklisten in verteilten, dynamischen Umgebungen an ihre Grenzen,
da ihre Anwendung lokal begrenzt und ihre Informationsdarbietung statisch ist. Zusa¨tzlich
stellt sich die Aufgabe, alle sich im Umlauf befindlichen PCLs aktuell und fu¨r alle Anwender
zugreifbar zu halten. Hinzu kommt, dass PCLs schnell unu¨bersichtlich werden, wenn die
jeweilige SOP eine Realisierung mit mehr als einer Seite erforderlich macht. Zwei zu PCLs
alternative Repra¨sentationsformen sollen im Folgenden skizziert werden.
Abbildung 4.4: Teil einer MCL
(Take-Off ) in einer Boeing 757.
Mechanische Checklisten: Sogenannte mechanische
Checklisten sind eine seltene Form einer Checklistenre-
pra¨sentation, die z. B. in der Luftfahrt im Cockpit einiger
Flugzeugtypen zum Einsatz kamen und kommen. Wegen
ihrer technisch-bedingten Beschra¨nktheit, beru¨cksichti-
gen sie
”
normale“ Standardprozeduren mit wenigen Items,
wie z. B. fu¨r die Take-Off - und Landing-Prozedur. Als
Beispiel ist in Abbildung 4.4 eine mechanische CL in ei-
ner Boeing 757 zu sehen. Ein erfu¨lltes Item quittiert der
Pilot mittels eines einfachen mechanischen Kippschal-
ters. Wa¨hrend zu Beginn alle entsprechenden Items der
CL aufleuchten, erlischt nach jedem Umlegen des jeweili-
gen Schalters die Hintergrundbeleuchtung. Der Pilot hat
somit jederzeit alle noch offenen Punkte im Blick, auch
wenn er zwischenzeitlich die Aufmerksamkeit weg von
der CL richten muss. Selbst wenn der Pilot die Abarbei-
tungsreihenfolge variiert, wird durch diese Art der Um-
setzung ein Vergessen eines fru¨heren Items verhindert.
Mechanische CLs stellen somit bereits eine einfache Mo¨glichkeit dar, typische Fehler bei
der Abarbeitung einer PCL vorzubeugen (vgl. hierzu Abschnitt 4.2.5). Jedoch sind sie in
ihrer Flexibilita¨t und in der Anzahl der Items deutlich beschra¨nkt.
Abbildung 4.5: Elektronische Checkliste im Cockpit einer Boeing 777.
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Elektronische Checklisten: In Zeiten zunehmender Computerisierung liegt die Idee na-
he, elektronische Checklisten (ECLs) umzusetzen, die den Anwendern u¨ber einen Monitor
dargeboten werden. Der Computer kann in diesem Fall nicht nur zur bloßen Anzeige der
CLs genutzt werden, sondern daru¨ber hinaus eine erweiterte Funktionalita¨t durch eine
Kopplung mit beliebigen Informationssystemen ermo¨glichen.
Mit der Einfu¨hrung moderner sog. Glascockpits in der Luftfahrt wurden in einigen Flug-
zeugtypen auch ECLs eingefu¨hrt. In Abbildung 4.5 ist als Beispiel eine ECL des Flugzeug-
typs Boeing 777 zu sehen, welche das Ergebnis jahrelanger Forschung und Entwicklung der
Boeing Flight Deck Research Group in den spa¨ten 1980er Jahren war. Im Cockpit sollen
ECLs zum einen Fehler bei der Nutzung von PCLs vermeiden helfen und zum anderen
durch eine (teilweise) Kopplung des Bord-IT-Systems mit dem ECL-System ihren Ein-
satz weiter vereinfachen [Boo01a; Boo01b]. Daru¨ber hinaus beinhalten sie alle normal und
not-normal Checklisten des entsprechenden Flugzeugtyps. Vor allem die teils recht um-
fangreichen Ordner, in denen alle not-normal CLs u¨blicherweise abgelegt sind, ko¨nnen so
eingespart werden. Boeing zog nach einer zehnja¨hrigen Einsatzphase ein positives Resu¨mee,
sodass sie planten, weitere Flugzeugtypen zuku¨nftig mit einem elektronischen Checklisten-
System auszustatten [Ark06]. So ist z. B. der neue Flugzeugtyp Boeing 787 mit einer neuen
u¨berarbeiteten Version eines elektronischen Checklisten-Systems versehen [Bra10].
Auch im Klinikbereich wird die Anwendung elektronischer Checklisten seit einigen Jah-
ren vereinzelt diskutiert [Par10], prima¨r mit dem Ziel einer Anbindung an das klinikeigene
IT-System. Es zeigte sich aber, dass mit steigender Komplexita¨t solcher Systeme deren
Akzeptanz und Bedienbarkeit typischerweise sinkt, wodurch dann der eigentliche Nutzen
des Checklisten-Prinzips verloren geht. Nicht zuletzt aus diesen Gru¨nden sind ECLs daher
im Klinikalltag momentan kaum verbreitet [Par10].
4.2.5 Nachteile und Akzeptanzproblematik
Obwohl die Vorteile von Checklisten zur Absicherung kritischer Handlungen unbestritten
sind, stehen ihnen einige bekannte Nachteile gegenu¨ber. Vor allem die langja¨hrige Praxiser-
fahrung in der Luftfahrt offenbarte, dass deren Einsatz auch zu unbeabsichtigten, negativen
Effekten fu¨hren kann. Hinzu kommt die Tendenz einer geringen Akzeptanz von Checklisten
bei Mitarbeitern verschiedenster Bereiche und Ausbildungsgrade. Nachstehend sollen beide
kurz vorgestellt werden.
Bekannte Nachteile eines Checklisteneinsatzes
Die Standardisierung von Prozessen, und daher auch die Abarbeitung strikter Checklis-
ten, kann neben den Vorteilen auch mangelnde Flexibilita¨t in der Anpassung an außerge-
wo¨hnliche Situationen mit sich fu¨hren [Gro04; HS98]. Langfristig kann dies auch zu einer
Reduktion der Problemlo¨sekompetenz der Benutzer fu¨hren, wodurch eine gewisse
”
Abha¨n-
gigkeitsproblematik“ droht. Haben sich die Mitarbeiter erst einmal an die Abarbeitung
einer Checkliste gewo¨hnt, so ko¨nnen sie ohne diese plo¨tzlich große Probleme haben, ihre
Arbeit korrekt durchzufu¨hren.
Weiterhin ist bekannt, dass das Vorgehen gema¨ß zu starrer und detaillierter Checklisten,
vor allem in dynamischen Anwendungsfa¨llen, sogar handlungshemmend wirken kann. Die
Entwicklung alternativer Lo¨sungsstrategien kann dadurch gehemmt und die Handlungs-
freiheit ungewollt eingeschra¨nkt werden [BHL08]. An dieser Stelle sei jedoch angemerkt,
dass dieser Effekt durchaus gewu¨nscht sein kann (siehe Abschnitt 4.2.2).
Buerschaper & St. Pierre weisen in [BP07] darauf hin, dass sich bei einer erfolgrei-
chen Checklistenbearbeitung mo¨glicherweise ein
”
falsches“ Sicherheitsgefu¨hl einstellt, wo-
durch die Aufmerksamkeit sinkt. Der damit einhergehende Gefu¨hlszustand kann negative
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Folgen auf andere kognitive Prozesse der Anwender haben. Als Beispiel nennen die Au-
toren die Tendenz, bei vermeintlicher Sicherheit einen geringeren Erwartungshorizont auf-
zufa¨chern, wodurch mo¨gliche kritische Lageentwicklungen eventuell u¨bersehen oder falsch
bewertet werden. Zusa¨tzlich kann es daher zu einem sinkenden Situationsversta¨ndnis (Si-
tuation Awareness, siehe z. B. [BH89]) kommen, da die Aufmerksamkeit fu¨r Dinge sinkt,
die sich außerhalb der eigenen Checkliste befinden.
Weiterhin ist bekannt, dass Checklisten, wenn sie falsch eingesetzt werden, die Effekti-
vita¨t der dahinterliegenden Prozesse sogar beeintra¨chtigen ko¨nnen. In der Luftfahrt sind
diesbezu¨glich eine Reihe von Problemen und Fehlerquellen bekannt (vgl. hierzu [Ros04]).
Subjektive Ablehnung
Checklisten als Hilfsmittel zur Fehlervermeidung werden in vielen Arbeitsbereichen, so auch
im BOS-Bereich, kontrovers diskutiert. Wie sich im SpeedUp-Projekt zeigte, stehen einige
Fu¨hrungskra¨fte dem Checklisteneinsatz skeptisch bis ablehnend gegenu¨ber. Die Skepsis
und die Ablehnung hat jedoch weniger objektive als perso¨nliche und emotionale Gru¨nde.
So stellte Gawande fest, dass sich Mitarbeiter durch Checklisten oftmals bevormundet
und in ihren Handlungsmo¨glichkeiten eingeschra¨nkt fu¨hlen [Gaw10]. Keiner der Praktiker
will sich gern vorschreiben lassen, was er zu tun und zu lassen hat.
Schaut man in die Luftfahrt, so stellt man fest, dass obwohl Checklisten dort am la¨ngsten
und erfolgreichsten eingesetzt werden, deren Einsatz teils als la¨stig und unno¨tig empfunden
wird [Ros04]. Wa¨hrend einige Piloten nie ohne sie fliegen wu¨rden, sehen andere in ihrer
Nutzung ein Zeichen von Schwa¨che. Die Fluggesellschaften haben jedoch Checklisten fest
in ihre Sicherheitskultur verankert, sodass die Piloten CLs nutzen mu¨ssen.
Im Klinikbereich sto¨ßt die Einfu¨hrung von Checklisten, trotz des nachgewiesenen positi-
ven Effektes auf die U¨berlebensrate der Patienten [HP06], ebenfalls zu Beginn oftmals auf
Ablehnung bei A¨rzten und Pflegepersonal. Sie fragen sich, wie so ein Stu¨ck Papier mit ein
paar Boxen ihre Arbeit verbessern kann? Die Fronten der Gegner und Befu¨rworter schei-
nen verha¨rtet. Gawande identifiziert drei Hauptgru¨nde, warum Checklisten in der Medizin
schwer zu etablieren sind und warum ihnen wenig Aufmerksamkeit zuteil wird [Gaw10]:
1. A¨rzte fu¨hlten sich beleidigt, ihre Egos wurden verletzt.
2. Das Pflegepersonal sieht sich bereits mit anderen Formularen u¨berlastet.
3. Solch
”
banale“ Forschung wird gern zu Gunsten der aufregenderen Themen ignoriert.
Papierbasierte Checklisten sind daher im Klinikbereich noch bei weitem nicht so verbreitet
wie in der Luftfahrt.
4.3 Unterscheidung der Begriffe Checkliste und SOP





liche (wenn auch verwandte) Konzepte dar. Diese konzeptionelle Trennung wird in der Li-
teratur kaum beachtet, was zu Missversta¨ndnissen in der praktischen Verwendung beider
Begriffe fu¨hren kann. Wa¨hrend SOPs fu¨r mehr oder weniger detaillierte operationalisierte
Richtlinien stehen, adressieren Checklisten in der Regel ausschließlich kritische Punkte bei
der Ausfu¨hrung dieser SOPs. Brabant (siehe [Bra10], S. 43) zitiert diesbezu¨glich einen
Checklisten-Experten (E. Mahr) von Boeing:
”
A good checklist is precise and lists only
critical steps in a concise way“.
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Abbildung 4.6: Zusammenhang zwischen
”
Leitlinien“, SOPs und Checklisten.
Die Vermischung der Begriﬀe SOP und Checkliste liegt oﬀensichtlich nicht zuletzt darin
begru¨ndet, dass eine klare Trennung aller drei in Abbildung 4.6 gezeigten Konzepte in
der Praxis oft schwierig ist. So tragen manche konkreten Leitlinien den Charakter von
SOPs, wa¨hrend in anderen Bereichen Checklisten als Repra¨sentationen komplexer und
umfangreicher SOPs verstanden und eingesetzt werden. Checkliste dienen als kognitives
Werkzeug zur Unterstu¨tzung der Erinnerungsleistung des Menschen und unterscheiden sich
dadurch prinzipiell vom Konzept der SOPs. Checklisten repra¨sentieren in der Regel nur
ganz bestimmte kritische Teilaspekte der dahinterliegenden SOPs. Damit die gewu¨nschten
positiven Eﬀekte eines Checklisteneinsatzes auch erreicht werden, sollte eine Vermischung
beider Konzepte vermieden werden.
In Anbetracht einer Erarbeitung der Anforderungen an ein IT-Assistenzsystem emp-
ﬁehlt sich jedoch, eine strikte Trennung aller drei Konzepte vorzunehmen. Ein wesentliches
Merkmal des in dieser Arbeit in Kapitel 5 vorgeschlagenen Lo¨sungsansatz soll daher die
explizite Trennung der beiden Konzepte SOP und Checkliste sein. Die in dieser Arbeit
propagierte Sichtweise unterscheidet sich von der von Becker et al. [BLK11] und von
Peinel et al. [PRW12b] (vgl. Abschnitt 3), in denen Checklisten als nur eine Mo¨glich-
keit der Darstellung von SOPs angesehen werden bzw. Checklisten einen Workﬂow (Plan)
repra¨sentieren.
SOP-Perspektive Checklisten-Perspektive 
 Checkliste zu X 
 
 … … … … … 
 … … … … … 
 … … … … … 
 … … … … … 
 … … … … … 
 … … … … … 
 … … … … … 
 … … … … … 
einen einzelnen kritischen Schritt  
allgemeine Hinweise bei der 
Abarbeitung einer SOP 
einen größerer Abschnitt oder  
Bereich einer SOP 






eine Handlung, die  
unbedingt vermieden 
werden sollte 
Ein Item kann sich beziehen auf: 
Abbildung 4.7: Arten der Korrespondenzen zwischen einer Checkliste und ihrer SOP.
Eine CL adressiert in der Regel nur die kritischen Aspekte einer SOP und keine detaillierte
Prozessbeschreibung. Abbildung 4.7 illustriert die prinzipielle Vielfalt der Korresponden-
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zen zwischen den Checklisten-Items und den entsprechenden Aspekten (Aufgaben, Schritte,
Merkmale, Besonderheiten) einer zugeho¨rigen SOP. Die komplette SOP soll und kann in
der Regel nicht durch Checklisten abgebildet werden. Prima¨r repra¨sentieren die Items kriti-
sche (atomare) Schritte (die To-Dos) einer SOP wie zum Beispiel
”
Sichtungszelt aufbauen!“.
Zusa¨tzlich ko¨nnen Items auf allgemeine Anordnungen (wie z. B.
”
Ruhe bewahren“) hinwei-
sen sowie auf Aktionen, die auf keinen Fall bei der SOP-Anwendung durchgefu¨hrt werden
sollten (die Not-To-Dos).
Spezialfall Luftfahrt: In der stark regulierten Luftfahrt werden die Begriffe SOP und
Checkliste ha¨ufig synonym verwendet. Dies ist in den technischen und hochkomplexen Rah-
menbedingungen begru¨ndet, die von den Piloten eine strikte Vorgehensweise abverlangen
und die u¨ber die Jahre dazu gefu¨hrt haben, dass sich die Abarbeitung der Checklisten selbst
als ein wesentlicher Prozess (also als eine SOP) verankert hat. Viele SOPs werden in der
Luftfahrt aus der Perspektive der Abarbeitung der entsprechenden Checklisten gesehen,
obwohl auch dort komplexere SOPs u¨berpru¨ft werden. Einige hochkritische SOPs decken
sich jedoch fast zu einhundert Prozent mit den entsprechenden Checklisten-Items. Dies ist
jedoch die Ausnahme und nicht die Regel, sodass die Trennung beider Begriffe in anderen
Anwendungsgebieten durchaus beru¨cksichtigt werden sollte.
Fazit
Als eine Strategie des Umgangs mit Komplexita¨t und der Vermeidung von Unsicherheit
wurde die Standardisierung (von Prozessen) aufgefu¨hrt. Da in einer Großschadenslage be-
reits kleine Fehler zu fatalen Auswirkungen fu¨hren ko¨nnen, bietet sich im BOS-Bereich zur
Fehlervermeidung auf den ersten Blick die Strategie der Standardisierung an. Wir haben
in Kapitel 2 Dienstvorschriften als eine Mo¨glichkeit dieser Bemu¨hungen kennen gelernt.
Jedoch wurde bisher auch deutlich, dass Dienstvorschriften allein noch zu viel Spielraum
in der Ausgestaltung aufweisen. Die Einsatzkra¨fte mu¨ssen zum einen flexibel reagieren ko¨n-
nen und zum anderen jedoch auch die gu¨ltigen Richtlinien beachten. Sie sollen sich trotz
Flexibilita¨t in einem gewissen Rahmen (als eine Art
”
Leitplanken“) bewegen.
Wie kann ein elektronisches Assistenzsystem diesen beiden Anspru¨chen genu¨gen? Als
Antwort auf diese Frage wird als Grundidee dieser Arbeit die U¨bertragung des Checklisten-
Prinzips auf den BOS-Bereich vorgeschlagen. Dadurch dass Checklisten nur kritische Aspek-
te einer SOP beru¨cksichtigen und
”
nur“ eine Erinnerungsfunktion anbieten, bleibt die ge-
wu¨nschte Flexibilita¨t in den Handlungen erhalten. Die Einsatzkra¨fte ko¨nnen weiterhin frei
agieren und sollen durch die Checklisten auf einen groben Handlungsrahmen als Leitplan-
ken aufmerksam gemacht werden.
Die restliche Arbeit geht der Fragestellung nach, wie genau eine elektronische Umsetzung
des Checklisten-Prinzips im BOS-Bereich realisiert werden kann und welche Merkmale
ein entsprechendes Assistenzsystem aufweisen sollte. Hierzu wird im na¨chsten Kapitel ein
Rahmenwerk eines reaktiven Assistenzsystems vorgestellt, das u¨ber die Fehlervermeidung





Dieses Kapitel stellt ein Rahmenwerk und die Architektur eines intelligenten elektronischen
Checklisten-Assistenzsystems vor. Das System kann, speziell konfiguriert fu¨r den BOS-
Bereich, den Einsatzkra¨ften eine neuartige Hilfestellung bieten, um Handlungsroutinen
sicher und fehlerfreier anzuwenden. Daru¨ber hinaus ermo¨glicht der vorgestellte Ansatz ein
Monitoring der ausgefu¨hrten und sich in Bearbeitung befindlichen Handlungen fu¨r jede
BOS bzw. fu¨r alle Organisationen mit a¨hnlichem Arbeitsumfeld.
5.1 Motivation & Anforderungen einer elektronischen Check-
listen-Assistenz
Inwieweit eine IT-Unterstu¨tzung zur Harmonisierung des Einsatzmanagements und zur
Fehlervermeidung beitragen kann, ist eine der Kernfragen dieser Arbeit. In der heutigen
BOS-Praxis kommen zwar vereinzelt Computer bei der Administration und Koordinierung
ausgewa¨hlter Aufgabenbereiche zum Einsatz (vgl. Abschnitt 2.4), eine direkte Hilfestel-
lung bezu¨glich einer fehlerfreien Anwendung von Handlungsroutinen bieten diese jedoch
bis heute nicht. Auch haben die bisherigen (meist akademischen) Lo¨sungsansa¨tze aus dem
Bereich der Prozessmodellierung sowie der automatischen Handlungsplanung ihre deutli-
chen Schwa¨chen, wenn man versucht, diese Konzepte eins zu eins auf die BOS-Doma¨ne zu
u¨bertragen (vgl. Kapitel 3).
Doch was la¨sst sich tun, wenn sich die Prozesse im Vorfeld nicht zufriedenstellend erfas-
sen lassen bzw. eine klassische (automatische) Handlungsplanung im Kontext einer Groß-
schadenslage nicht praktikabel ist? Eine mo¨gliche Antwort stellt die Anwendung von SOPs
dar. SOPs ko¨nnen zu einer Harmonisierung von Handlungsroutinen beitragen. Jedoch sind
sie im Vergleich zu Prozessen oder Handlungspla¨nen deutlich abstrakter formuliert und er-
mo¨glichen dadurch eine (gewollte) flexiblere Anwendung ihrer Handlungsbeschreibungen.
Reinwarth definiert eine SOP als eine
”
Beschreibung einer gewu¨nschten Vorgehensweise
bei der Erledigung bestimmter Aufgaben, die mo¨glichst im Einklang mit operationell logi-
schen Abla¨ufen steht“ ([Rei07], S. 13). Im SpeedUp-Projekt zeigte sich fru¨hzeitig, dass die
angestrebte (formale) Modellierung derartiger SOPs nicht praktikabel ist, da die dort an-
gewandten SOPs gro¨ßtenteils nicht explizit vorliegen. Vielmehr lassen sich im BOS-Bereich
kaum niedergeschriebene operationalisierte Handlungsrichtlinien in SOP-Form finden (vgl.
Abschnitt 2). Dieser Einscha¨tzung folgen auch Becker et al. [BLK11] und Peinel et
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al. [PRW12a]. Doch wie lassen sich Fehler (Patzer und Schnitzer) mittels SOPs im BOS-
Bereich vermeiden, wenn sich keine expliziten SOPs finden lassen?
Vergleicht man die Arbeitsbedingungen des BOS-Bereichs mit denen anderer Hochsi-
cherheitsbereiche, in denen Checklisten seit langer Zeit erfolgreich eingesetzt werden, so
lassen sich gemeinsame Charakteristiken feststellen, die fu¨r einen systematischen Checklis-
teneinsatz im BOS-Bereich sprechen. Hierzu za¨hlen die Komplexita¨t der Handlungsrouti-
nen, die Notwendigkeit einer reibungslosen Zusammenarbeit aller Einsatzkra¨fte (hier wird
z. B. in a¨hnlichen Bereichen von einer Choreographie aller gesprochen [Gaw10]) und die ste-
tig steigenden Anforderungen an die Einsatzkra¨fte. So mu¨ssen z. B. die Einsatzkra¨fte der
Feuerwehr immer mehr Technik beherrschen und im Einsatzfall immer mehr Spezialwissen
abrufen ko¨nnen.
Der BOS-Bereich weist jedoch u¨berdies Merkmale auf, die eine Anwendung des Checklis-
tenprinzips erschweren bzw. die eine spezielle Anpassung und neue Konzepte der Umset-
zung erfordern. Folgende Hauptmerkmale eines komplexen, soziotechnischen Arbeitssys-
tems einer Großschadenslage kommen hierbei erschwerend hinzu.
• Dynamik der Einsatzlage. Eine Großschadenslage ist eine hochgradig dynamische Ar-
beitsumgebung, deren Verlauf schwer vorhersagbar ist. Aufgrund dieser Unvorhersag-
barkeit mu¨ssen die Einsatzziele, falls no¨tig, der Lageentwicklung angepasst werden.
Einen detaillierten Einsatzplan vorzuhalten, ist daher nur fu¨r sehr beschra¨nkte sta-
tische Einsatzlagen und in einer abstrakten Form sinnvoll.
• Vernetztheit der Aufgaben. Wa¨hrend z. B. im Cockpit oder im Operationssaal ein
Team von Experten eine komplexe Arbeitsaufgabe bewa¨ltigt, wobei in der Regel
”
nur“
jeweils eine Checkliste aktiv ist, arbeiten in einem Großschadensfall verschiedene
BOS parallel an sich teils bedingenden Aufgaben. Hier stellt sich die Aufgabe, die
Vernetzung der SOPs mit zu beru¨cksichtigen.
• Ggf. geographische Verteilung. Der Einsatzort kann sich u¨ber eine große Fla¨che er-
strecken, wodurch eine direkte Face-to-Face-Kommunikation aller beteiligten Ein-
satzkra¨fte in der Regel nicht mo¨glich ist. Der Frage nach einer Mo¨glichkeit zum
Informationsaustausch und Abgleich kommt daher zusa¨tzlich eine große Bedeutung
zu, wenn man als Ziel eine Koordination aller Einsatzkra¨fte verfolgt.
Um die oberen zusa¨tzlichen Merkmale zu adressieren, bietet sich eine computerintegrier-
te Umsetzung von Checklisten an, deren Potential bis heute in der BOS-Praxis kaum
ausgescho¨pft wird (vgl. Kapitel 2). Zudem ergaben Anforderungsanalysen von Notfall-
managementsystemen aus dem zivilen und milita¨rischen Bereich, dass eine elektronische
Checklistenunterstu¨tzung mit zu den wichtigsten Funktionalita¨ten eines solchen Assistenz-
systems za¨hlen sollte (vgl. [RS08; LI09; WMY11]). Interviews mit Anwendern verschiedener
BOS im Rahmen des SpeedUp-Projektes ergaben, dass eine elektronische Checklistenun-
terstu¨tzung, als ein Hilfsmittel fu¨r Fu¨hrungskra¨fte, durchaus gewu¨nscht ist. Die Erkennt-
nisse von Peinel et al. (siehe [PRW12a]) besta¨tigen diese Erfahrungen.
Thesen und Potential
Dass ECLs bezu¨glich PCLs ihre Vorteile besitzen, wurde bereits in der Luftfahrt erkannt.
So kann im Gegensatz zu PCLs im Computer eine sehr große Anzahl von Checklisten
hinterlegt und leicht recherchierbar gemacht werden. Fu¨r den BOS-Bereich zusa¨tzlich in-
teressant ist die Mo¨glichkeit der Verteilung von Checklisten in einem geografisch verteilten
Einsatzgebiet. Weiterhin ko¨nnen ECLs drei typischen Fehlern beim Umgang mit PCLs
entgegenwirken ([PD91; Boo01a; Ark06]):
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1. Vergessen (nach Unterbrechung oder Ablenkung) des aktuellen Items in der Liste.
2. Absichtliches (der Situation geschuldetes) U¨berspringen eines Items und dann ver-
gessen, spa¨ter zu diesem Item zuru¨ckzuspringen (sog. Wiederaufnahmefehler).
3. Item als
”
ausgefu¨hrt/beachtet“ markieren, obwohl dies nicht zutrifft. (Gilt fu¨r die
Items, deren Erfu¨llung ein angeschlossenes IT-System automatisch u¨berpru¨fen kann.)
Werden die besonderen Arbeitsbedingungen einer Großschadenslage bei der Entwicklung
von elektronischen Checklisten beru¨cksichtigt, so kann der Effekt der Geda¨chtnisentlastung
auch im BOS-Bereich hilfreich genutzt werden. Dieser Kernansatz spiegelt sich in folgender
Hauptthese dieser Arbeit wider:
Eine IT-unterstu¨tzte Umsetzung des Checklisten-Prinzips ist im BOS-Bereich beson-
ders geeignet, um einen signifikanten Beitrag zur Fehlervermeidung und besseren
Handhabung von Komplexita¨t im Management einer Großschadenslage zu leisten.
These 1
Neben der Funktion der Fehlervermeidung ko¨nnen computerintegrierte Checklisten einen
wesentlichen Beitrag zum Aufbau eines zentralen Lageu¨berblicks leisten. Jede Interaktion
mit einer Checkliste ero¨ffnet zugleich die Mo¨glichkeit, Informationen u¨ber den Fortgang
der Lagebewa¨ltigung zu erhalten. Dies ko¨nnen wichtige Informationen u¨ber den Verlauf
kritischer Schritte einer SOP sein. Weiterhin ist es auch mo¨glich, mit einem Item Informa-
tionen u¨ber die Einsatzlage vom Nutzer abzufragen bzw. zuvor annotierte Informationen
beim Check eines Items automatisch zu einem Lagebild zusammenzufu¨hren. Dieses Poten-
tial fu¨hrt zu einer weiteren These dieser Arbeit:
Die Anwendung vernetzter computerintegrierter Checklisten kann fu¨r ein Prozessmo-
nitoring genutzt werden, welches zusa¨tzlich dem Aufbau eines Lagebildes dient
und somit zu einem einheitlichen Lageversta¨ndnis (Situation Awareness) fu¨hrt.
These 2
Wird den Einsatzkra¨ften eine elektronische Checklisten-Assistenz zur Verfu¨gung gestellt,
so erschließen sich eine Vielzahl weiterer Zusatzfunktionalita¨ten, die in vielen Bereichen
der Einsatzvorbereitung, -durchfu¨hrung und -nachbereitung hilfreich sein ko¨nnen (siehe
Kapitel 7). Bezu¨glich dieses zusa¨tzlichen Praxispotentials ergibt sich eine allgemeinere,
dritte These dieser Arbeit:
Eine elektronische Checklisten-Assistenz kann zu einer qualitativen Verbesserung
der gesamten Einsatzabwicklung beitragen, die weit u¨ber die positiven Effekte
der Fehlervermeidung und des Prozessmonitorings hinausreicht.
These 3
Grundlegende Arbeiten des im Folgenden vorgestellten Lo¨sungsansatzes wurden bereits
vom Autor in [KGK+10; WKK11; KWB12] einem Fachpublikum vorgestellt und disku-
tiert. In der BOS-Praxis existieren zurzeit keine vergleichbare checklistenorientierte IT-
Unterstu¨tzung, die wa¨hrend einer Großschadenslage den Einsatzkra¨ften eine Unterstu¨t-
zung vor Ort bietet. Aktuelle Arbeiten von Peinel et al. [PRW12b] und Becker et al.
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[BLK11] zeigen hierfu¨r zwar erste Lo¨sungsansa¨tze auf, skizzieren jedoch bislang deren ge-
naue Umsetzung und vor allem Fragen des dynamischen Systemverhaltens nur recht vage
(siehe Kap. 3).
Anforderungen an eine elektr. Checklisten-Assistenz fu¨r die BOS-Doma¨ne
Nach der Analyse der BOS-Doma¨ne in Kapitel 2, der Sichtung und Bewertung bisheriger
Lo¨sungsvorschla¨ge in Kapitel 3 und der ausfu¨hrlichen Betrachtung des Checklistenprinzips
in Kapitel 4 werden im Folgenden die sich daraus herauskristallisierten Anforderungen an
eine elektronische Checklisten-Assistenz zusammengefasst, die solch ein System leisten bzw.
geeignet beru¨cksichtigen sollte.
1. Wahlfreiheit gewa¨hrleisten – Keine Einschra¨nkung bei der Wahl und Abarbeitung
der hinterlegten CLs. Assistenz nur als Vorschlag, der jederzeit ablehnbar ist. Ein
flexibler Wechsel zwischen verschiedenen Checklisten sollte immer mo¨glich sein.
2. Organisationsaufbau beru¨cksichtigen – Der Organisationsaufbau wa¨hrend einer Groß-
schadenslage mit seinen unterschiedlichen Arbeitsbereichen sollte sich im Auswahl-
prozess der CLs widerspiegeln. Eine redundanzfreie Zuordnung der Checklisten zu
den unterschiedlichen Arbeitsaufgaben sollte gewa¨hrleistet sein.
3. Komplexita¨t handhaben – Damit bei komplexen SOPs die U¨bersichtlichkeit der zu-
geho¨rigen CLs gewahrt bleibt, sollte das Anlegen und Anzeigen hierarchisch struktu-
rierter CLs mo¨glich sein.
4. Dynamik beru¨cksichtigen – Reaktion auf die sich vera¨ndernde Einsatzlage (z. B. Vor-
schlag einer passenden Checkliste zu Gefahrgutlagen, wenn es eine Gefahrgutbeteili-
gung gibt). Ein Assistenzsystem sollte in seinem Verhalten die Dynamik einer Einsatz-
lage mit beru¨cksichtigen und einen flexiblen Umgang mit den computerintegrierten
Checklisten ermo¨glichen.
5. Umgang mit Informationsmangel – Ein CL-System sollte auch bei einem Mangel an
(zuverla¨ssigen) Informationen (Art der Gefa¨hrdung, Ausmaß, Anzahl Verletzter, o¨rt-
liche Besonderheiten, Gefahren, Lageentwicklung) arbeitsfa¨hig sein. D. h., fu¨r unbe-
kannte Lagen kommen abstrakte CLs zum Einsatz, die bei wachsendem Wissensstand
immer konkreter werden.
6. Dokumentation – Eine wichtige Forderung der Praxis ist das Protokollieren des ge-
samten Ablaufes einer Großschadenslage. Neben der rechtlichen Absicherung fu¨r jede
BOS ist eine mo¨glichst lu¨ckenlose Protokollierung die Grundlage einer jeden Einsatz-
evaluierung. Eine elektronische Checklisten-Assistenz sollte daher auch einen wesent-
lichen Beitrag zur Einsatzdokumentation leisten.
7. Dokumentenpool als Zusatzinformation – Ein CL-System sollte die bereits existieren-
den elektronischen Dokumente genau an den Stellen eines Arbeitsablaufes zugreifbar
machen, an denen sie beim Anwenden einer SOP nu¨tzlich sind.
8. Einfache Bedienung – Da im BOS-Bereich nicht davon auszugehen ist, dass alle
Nutzer erfahren im Umgang mit Computern sind, und da sich die Arbeitsumgebun-
gen und -bedingungen teilweise recht widrig gestalten (wechselnde Lichtverha¨ltnisse,
Regen, Schmutz, Ka¨lte, Hitze, Stress), besteht die Notwendigkeit eines mo¨glichst
einfachen Benutzungskonzeptes.
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9. Einheitliches Vokabular – Ein zentral verwaltetes Vokabular der Einsatzdoma¨ne sollte
als Quelle fu¨r eine einheitliche Begriffsverwendung bei den Texten dienen. Missver-
sta¨ndnisse in den Begriffserkla¨rungen sind zu vermeiden.
10. Unterschiedliche Benutzergruppen – Zusa¨tzlich zu den Experten kommen in der Regel
auch wenig trainierte bzw. unerfahrene Einsatzkra¨fte zum Einsatz. Eine elektronische
Checklisten-Assistenz muss es auch diesen ermo¨glichen, die Checklisten mit ihren
personalisierten Zusatzinformationen anzureichern und zu nutzen.
Lo¨sungsansatz
Der folgende Teil der Arbeit stellt ein Rahmenwerk eines intelligenten elektronischen Check-
listen-Assistenzsystems (im Folgenden kurz Casie1 genannt) vor. Casie ero¨ffnet ein neu-
es Anwendungsszenario von Computerassistenz, dessen Besonderheit in dem bewussten
Verzicht auf eine umfassende Prozessmodellierung zugunsten einer computerintegrierten
Umsetzung von Checklisten liegt. Der gewa¨hlte Lo¨sungsweg stellt somit einen Mittelweg
zwischen einer vollsta¨ndig normativen Handlungsanweisung und dem bloßen Vertrauen auf
die menschlichen Problemlo¨sefa¨higkeiten bei der Ausfu¨hrung von Handlungen dar. Dabei
bietet Casie eine Checklisten-Assistenz auch fu¨r alternative soziotechnische Arbeitssyste-
me mit a¨hnlichen Merkmalen wie die des BOS-Bereiches. Obwohl das Rahmenwerk sich
an den Anforderungen des BOS-Bereiches orientiert, adressiert es eine allgemeine Pro-
blemklasse. Casie kann neben dem BOS-Bereich auch in alternativen sicherheitskritischen
Arbeitsbereichen zu einer Harmonisierung der Handlungsabla¨ufe und zur Verhinderung von
Fehlern (z. B. Geda¨chtnisfehlern) beitragen. Hierzu bedarf es lediglich einer entsprechen-
den Konfiguration von Casie fu¨r den entsprechenden Anwendungsbereich (siehe Abschnitt
6.3). Daru¨ber hinaus bietet Casie eine Vielzahl nu¨tzlicher Eigenschaften, die in Kapitel 7
erla¨utert werden.
Das Rahmenwerk beschreibt ein reaktives System, das ein
”
intelligentes“ Systemverhal-
ten zeigt. Als intelligent wird hierbei die Fa¨higkeit des Systems verstanden, sich u¨ber die
Arbeit mit den Checklisten einer sich a¨ndernden Informationslage anzupassen. Das System
u¨berwacht den Fortschritt von Handlungsroutinen und gewinnt somit Wissen u¨ber seine
Umwelt. Zum anderen wird das gewonnene Wissen dazu genutzt, Anwendungskriterien von
Checklisten und deren Items zu u¨berpru¨fen und somit eine dem aktuellen Wissensstand
angepasste Checklisten-Assistenz zu bieten.
Der in dieser Arbeit vorgestellte Lo¨sungsansatz hat jedoch nicht den Anspruch, eine
Hilfestellung fu¨r eine detaillierte Einsatzplanung zu geben oder eine Grundlage fu¨r eine
umfassende SOP-Modellierung zu sein. Beide Anspru¨che sind hinsichtlich der in Kapitel
2 erarbeiteten Charakteristika der BOS-Doma¨ne unangemessen. Vielmehr sollen die com-
puterintegrierten Checklisten den Einsatzkra¨ften eine einfache Assistenz zur Vermeidung
von Handlungsfehlern an die Hand geben, wobei das Augenmerk nur auf den kritischen
Punkten einer SOP liegen sollte. Die vorliegende Arbeit zeigt, dass ein Checklisten-System
– frei nach dem Motto keep it simple – mit wenig viel erreichen kann. Vor allem die mini-
male Interaktion des Nutzers mit dem System, die sich im Wesentlichen auf das Aufrufen
und Abhaken von Items beschra¨nkt, ist den Einsatzkra¨ften von PCL her gut vertraut und
entspricht der Anforderung nach einen einfachen Benutzungskonzept. Zudem fo¨rdert eine
einfaches Bedienkonzept die Akzeptanz des Computereinsatzes im BOS-Umfeld.
In der weiteren Arbeit wird vorausgesetzt, dass ein robustes Basiskommunikationssystem
verfu¨gbar ist, auf das die Funktionalita¨t einer elektronischen Checklisten-Assistenz aufbau-
1 Der Name Casie wurde aus dem Akronym IECAS (intelligentes elektronisches Checklisten-Assistenz-
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en kann. Wie genau solch ein robustes und flexibles Kommunikationssystem aufgebaut ist
und wie es im Detail arbeitet, ist daher nicht Gegenstand dieser Arbeit. Das im Rahmen des
SpeedUp-Projektes entwickelte prototypische Kommunikationssystem ist zum Beispiel ein
solches Basissystem, das gema¨ß den technischen und o¨rtlichen Bedingungen eine robuste
und flexible Datenkommunikation zwischen geografisch verteilten Einsatzkra¨ften ermo¨g-
licht. Dessen prinzipielle Praxistauglichkeit konnte auf zahlreichen U¨bungen unter Beweis
gestellt werden. Die allgemeinen Anforderungen und das prinzipielle Potential eines solchen
Basissystems wurden in Wucholt et al. [WMY11] erarbeitet.
Auf die Aufgabe der Checklistenerarbeitung (siehe Abschnitt 6.3) und der Umsetzung
einer geeigneten Benutzerschnittstelle (siehe Abschnitt 6.1.1) wird nur am Rande eingegan-
gen. Ohne Zweifel sind beides Problemstellungen, deren erfolgreiche Bearbeitung maßgeb-
lich den Praxiserfolg eines hier beschriebenen Systems mitbestimmt. Da beide Thematiken
jedoch eigensta¨ndige Forschungsgebiete betreffen, wird auf deren Bearbeitung zugunsten
der Darstellung der Kernkomponenten und der Funktionsweise einer intelligenten elektro-
nischen Checklisten-Assistenz verzichtet.
Der Autor ist sich bewusst, dass die Anwendung von IT im BOS-Bereich fu¨r die Anwender
eine große Herausforderung darstellt. Des Weiteren ist davon auszugehen, dass sich neue
Paradigmen und Technologien im o¨ffentliche Bereich der BOS eher mittelfristig durchsetzen
werden. Hinzu kommt, dass die Idee, in der BOS-Praxis versta¨rkt Computer einzusetzen,
nicht nur auf Befu¨rworter sto¨ßt. So besteht z. B. bei den Einsatzkra¨ften die Befu¨rchtung,
sich von der IT abha¨ngig zu machen und die Mo¨glichkeit des flexiblen Handelns zu verlie-
ren. Da der BOS-Bereich ein Arbeitsgebiet ist, das flexibles Handeln notwendig macht, darf
diese Freiheit durch ein Assistenzsystem nicht eingeschra¨nkt werden. Es ist daher unange-
bracht, zu regulierend in die Handlungsroutinen einzugreifen. Eine Handlungsassistenz, die
lediglich grobe Leitplanken bietet, so wie das gute Checklisten tun sollten, ist der schwieri-
gen Arbeitsumgebung und den Anforderungen einer Großschadenslage eher angemessen als
eine zu detaillierte, starre Handlungsanweisung. Da Checklisten den Einsatzkra¨ften jedoch
nicht direkt ihre Entscheidungen abnehmen sollen, sondern vielmehr zur Absicherung und
Entlastung dienen, ko¨nnen sich die Fu¨hrungskra¨fte auf das Wesentliche (das Neue) einer
Einsatzlage konzentrieren, ohne dabei die SOPs aus den Augen zu verlieren.
5.2 Grundlegende Konzepte und Designentscheidungen
Dieser Abschnitt stellt die Grundlagen der elektronischen Checklisten-Assistenz und die De-
signentscheidungen der Casie-Architektur vor. Bevor der Aufbau und die Funktionsweise
von intelligenten elektronischen Checklisten erla¨utert wird, wird zuvor das Konzept der Rol-
len eingefu¨hrt. Darauf folgend werden die wichtigsten Aspekte der Checklisten und Items
erarbeitet und der Ansatz vorgestellt, wie Komplexita¨t mittels Hierarchien gehandhabt
werden kann. Dabei bezieht sich der Abschnitt auf verwandte Aspekte der HTN-Planung
und auf Theorien der Handlungsregulation. Der Abschnitt erla¨utert die hierarchische Ver-
knu¨pfung einzelner CLs und diskutiert die Mo¨glichkeiten der Checklistenzuordnung zu den
Einsatzlagen. Das Ende dieses Abschnittes motiviert den Einsatz eines standardisierten
Vokabulars zur einheitlichen Begriffsverwendung.
5.2.1 Rollen und Rollenu¨bernahme in einem Einsatz
Der Organisationsaufbau in einem Großschadensereignis ist unter anderem durch eine Auf-
teilung in unterschiedliche Arbeitsbereiche (z. B. in die sog. Einsatzabschnitte) charakte-
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risiert. Fu¨r diese sind bestimmte Aufgaben- und Verantwortungsbereiche definiert (vgl.
Abschnitt 2). Jede Einsatzkraft nimmt in einem Großschadensereignis – wie auch im All-




Leitender Notarzt (LNA)“ oder
”
Leiter Unterabschnitt Verletztenablage“.
Die Benennung jeder der Aufgaben- und Verantwortungsbereiche wird in dieser Arbeit
als Rolle bezeichnet. Der Name einer Rolle stellt eine Art Signalwort dar, das die Einsatz-
kraft mit einem ganz bestimmten Aufgabenbereich verbindet. Um die Rollen geeignet im
Computer zu repra¨sentieren, werden in dieser Arbeit neben den Namen weitere grundle-
gende Merkmale einer Rolle formalisiert. In Casie findet folgende Definition einer Rolle
Anwendung.
Definition 2 (Rolle) Die unterschiedlichen Positionen, die die Aufgaben in einem Ar-
beitsbereich bezu¨glich einer Einsatzkraftverteilung strukturieren und die eine Einsatzkraft
u¨bernehmen kann, heißen Rollen. Die Menge aller Rollen wird mit R bezeichnet. Eine Rolle
r ∈ R ist charakterisiert durch folgende Bestandteile:
• name(r) – steht fu¨r einen eindeutigen Namen der Rolle r.
• nc(r) – steht fu¨r die maximal zula¨ssige Anzahl (Kardinalita¨t) zuzuordnender Ein-
satzkra¨fte.
• org(r) – steht fu¨r eine konkrete Organisation (BOS-Instanz), der die Rolle r zuge-
ordnet ist und
• desc(r) – steht fu¨r eine natu¨rlichsprachliche Beschreibung der Verantwortungs- und
Aufgabenbereiche der Rolle r.





Rettungsassistent“ (RA) oder aber Rollen, die nur ein einziges Mal besetzt werden,
zum Beispiel die eines
”
Leitenden Notarztes“ (LNA). Durch die Angabe von nc kann dies
genau festgelegt werden. In Casie kann durch eine strikte U¨berwachung der Kardinalita¨t
sichergestellt werden, dass bestimmte Aktionen eines Aufgabenbereiches nicht versehent-
lich mehrfach eingeleitet werden. Die Angabe der Organisation (org) ist zur zusa¨tzlichen
Abgrenzung der Rollenkonzepte unterschiedlicher BOS notwendig, da es hier (wenn auch
selten) zu Bedeutungsabweichungen bezu¨glich der Rollennamen kommen kann. Somit las-
sen sich Rollen verschiedener BOS in einer Großschadenslage zusammenfu¨hren und un-
terscheiden. U¨ber das Merkmal desc kann eine Rollenbeschreibung angegeben werden, die
zum einen hilfreich bei der Modellierung aller Rollen im System ist und zum anderen als
zusa¨tzliche Informationsquelle im Einsatz (zur runtime) genutzt werden kann.
Beispiel 1 Sei r1∈ R die Rolle eines Organisatorischen Leiters Rettungsdienstes (OrgL)
(vgl. Abschnitt 2). Dann kann die Rolleninstanz r1 z. B. folgende Auspra¨gung haben:
name(r1) =
”







Der Organisatorische Leiter unterstu¨tzt den Leitenden Notarzt (LNA), in-
dem er organisatorische Fu¨hrungs- und Koordinationsaufgaben u¨bernimmt.
Er ist gegenu¨ber dem Personal des Rettungsdienstes und den sonstigen zur
rettungsdienstlichen Versorgung eingesetzten Kra¨ften weisungsbefugt.“.
2
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U¨bernimmt eine Einsatzkraft ein Aufgabengebiet, so kann dies in Form einer Rollenzu-
ordnung gema¨ß der jeweiligen Rollendefinition ausgedru¨ckt werden. Eine Rollenzuordnung
sei definiert als eine Relation α ⊆ W × R, wobei W fu¨r die Menge aller im Einsatz ak-
tiven Einsatzkra¨fte steht. Beispiel 1 zeigt eine mo¨gliche Rolle eines OrgL. Eine konkrete
Rollenzuordnung kann dann wie folgt ausgedru¨ckt werden: α(
”
Peter Mu¨ller“, r1).
Die explizite Verwendung des Begriffes Rolle ist im BOS-Bereich jedoch wenig gela¨ufig.
Im Rahmen des SpeedUp-Projektes wurde er als Konzept der Einteilung der unterschied-
lichen Aufgabenbereiche eingefu¨hrt (siehe hierzu z. B. [GKM+11]). Obwohl sich Rollen auf
allen Ebenen der Organisationsstruktur einer BOS finden, wird sich in dieser Arbeit auf
die speziellen Rollen der Fu¨hrungskra¨fte konzentriert, da die Fu¨hrungskra¨fte die prima¨re
Zielgruppe des Assistenzsystems darstellen. Daru¨ber hinaus ko¨nnen in Casie prinzipiell
alle denkbaren Rollenauspra¨gungen beru¨cksichtigt werden.
Spezialisierung 
Instanziierung 
Abbildung 5.1: Beispiel einer definierten Rollenstruktur (aus [BOS-O]).
Die im Beispiel 1 adressierte Rolle des OrgL wird in der Regel nur durch eine einzige Ein-
satzkraft u¨bernommen. Abbildung 5.1 zeigt ein Beispiel eines Rollenstruktur, die sich so
(oder so a¨hnlich) in der BOS-Praxis manifestiert. Zusa¨tzlich ist fu¨r die Rolle
”
Notarzt“
ein Beispiel fu¨r eine Mehrfachbelegung dieser Rolle zu sehen, d. h., mehrere Einsatzkra¨fte
u¨bernehmen jeweils fu¨r sich die Rolle eines Notarztes. Weiterhin sind einige Beispiele fu¨r
Rollen-Spezialisierungen (bzw. Verallgemeinerungen) gegeben. So umfasst die abstraktere
Rolle einer Fu¨hrungskraft untergeordnete Rollen wie z. B. die des OrgL, Einsatzleiters und
LNA. Es zeigt sich eine A¨hnlichkeit zu der Fu¨hrungsstruktur in einer Großschadenslage
(vgl. Kapitel 2), die im weiteren Verlauf fu¨r die Zuordnung der Checklisten zu den Ein-
satzbereichen wichtig ist. Da die unterschiedlichen Rollen den jeweiligen Aufgaben- und
Verantwortungsbereich (mehr oder weniger) klar definieren, stellen sie einen geeigneten
Ausgangspunkt fu¨r die Zuordnung der Checklisten zu den aufgabenspezifischen SOPs dar
(siehe Abschnitt 5.2.5 weiter unten).
In der Regel werden Rollen nur von den Einsatzkra¨ften eingenommen, die auch eine
entsprechende Qualifikation fu¨r diese besitzen. So hat z. B. ein Gruppenfu¨hrer (GF) der
Feuerwehr oder ein Rettungsassistent (RA) auf einem Notarzteinsatzfahrzeug (NEF) durch
eine Ausbildung seine fachliche Eignung fu¨r die jeweilige Rolle zuvor erworben. Ein leiten-
der Notarzt (LNA) oder ein organisatorischer Leiter Rettungsdienst (OrgL) verfu¨gt zudem
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u¨ber eine zusa¨tzliche Ausbildung als Fu¨hrungskraft. Da nicht alle Mitarbeiter u¨ber spezielle
Fu¨hrungsqualifikationen verfu¨gen, kommt es jedoch in der Praxis ab und zu vor, dass Mit-
arbeiter ohne entsprechende Qualifikation eine Fu¨hrungsrolle – typischerweise zu Beginn
einer Großschadenslage – kommissarisch einnehmen mu¨ssen, bis die entsprechend qualifi-
zierten Einsatzkra¨fte eintreffen. Auch wird nicht zwangsla¨ufig jede Einsatzkraft nach ihrer
maximalen Qualifikation eingesetzt. Eine Rollenzuordnung spiegelt daher nicht zwangsla¨u-
fig die Qualifikation einer Einsatzkraft wider, sondern lediglich deren eingenommene Rolle
im Team. Das Konzept der Rolle ist daher von dem der Qualifikation zu unterscheiden.
5.2.2 Charakteristische Merkmale von Checklisten und SOPs
Um die Unterschiede (vgl. Abschnitt 4.3) und Gemeinsamkeiten der Konzepte SOP und
Checkliste herauszuarbeiten, wird im Folgenden eine typische Struktur einer SOP definiert,
von der dann die entsprechende Struktur von Checklisten abgeleitet wird. SOPs werden
zwar in Casie nicht direkt hinterlegt, jedoch verfolgt die Arbeit das Ziel, die Korrespondenz
beider Konzepte auch formal repra¨sentieren zu ko¨nnen. In einem spa¨teren Abschnitt (siehe
Abschnitt 6.3.2) wird die sich daraus ergebende Mo¨glichkeit einer Ru¨cku¨bersetzung von
Checklisten zu (Teil-)Prozessmodellen einer SOP motiviert.
Eine SOP formal zu erfassen, wird nicht zuletzt dadurch erschwert, dass in der Praxis
kein Konsens daru¨ber besteht, welche Informationen eine SOP u¨berhaupt beinhalten sollte
und wie diese strukturiert sind. Vor allem aus dem angelsa¨chsischen Raum stammt eine
Vielzahl von Vorschla¨gen, wie SOPs zu erarbeiten sind und wie sie aufgebaut sein sollten
(siehe hierzu z. B. [FEM99; Gru03; CG05; DHS06]). Diese Vorschla¨ge unterscheiden sich
mehr oder weniger stark voneinander, was auf die unterschiedlichen Einsatzgebiete und die
vielfa¨ltigen Auffassungen davon, was alles unter einer SOP zu verstehen ist, zuru¨ckzufu¨hren
ist. Nichtsdestotrotz zeigen diese Arbeiten, dass SOPs strukturelle Invarianten besitzen soll-
ten. Die vorliegende Arbeit orientiert sich an der Herangehensweise von Cimolino [CG05],
welche sich an der Struktur sogenannter Verfahrensanweisungen aus dem Bereich des Qua-
lita¨tsmanagements (QM) ausrichtet. Die folgende Definition soll den Anforderungen einer
Checklistenableitung Genu¨ge leisten:
Definition 3 (SOP) Eine operationalisierte Arbeitsanweisung, die eine (gema¨ß den Vor-
schriften und Richtlinien) gewu¨nschte Vorgehensweise bei der Erledigung bestimmter Auf-
gaben beschreibt, heißt SOP. Sei P die Menge aller SOPs in der Doma¨ne. Eine SOP p ∈ P
wird durch folgende Merkmale charakterisiert:
• name(p) – steht fu¨r den eindeutigen Namen der SOP,
• org(p) – bezeichnet die Organisation, in deren Einsatzbereich die SOP fa¨llt,
• pur(p) – steht fu¨r eine natu¨rlichsprachliche Beschreibung des Zweckes der SOP,
• r(p) – erla¨utert klar, fu¨r welche Rolle(n) (bzw. Rollengruppen) die SOP gu¨ltig ist,
• app(p) – beschreibt, wann (in welcher Situation) die SOP angewendet werden sollte,
• desc(p) – steht fu¨r eine (natu¨rlichsprachliche) detaillierte Beschreibung der Prozedur,
• notes(p) – steht (optional) fu¨r eine Menge von Hinweisen auf besonders zu beachtende
Sachverhalte in der SOP, und
• term(p) – steht (optional) fu¨r eine unmissversta¨ndliche Beschreibung wichtiger Be-
griffe und Abku¨rzungen, die in desc, pur und notes relevant sind.
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Die Beschreibung (desc) des Prozesses stellt den Kern einer SOP dar. Die Mo¨glichkeiten
einer geeigneten Formalisierung und Strukturierung sind hierbei so vielfa¨ltig wie die An-
wendungsgebiete und die Organisationen selbst. Zusa¨tzlich machen es regionale Eigenhei-
ten sowie perso¨nliche Vorlieben schwierig, eine einheitliche Struktur der Beschreibung desc
festzulegen. In Casie wird daher bewusst nicht der Versuch unternommen, diese Beschrei-
bung detailliert zu formalisieren, so wie es teils in den in Kapitel 3 vorgestellten Arbeiten
versucht wurde. Vielmehr soll obige Definition den Weg zu einer geeigneten Checklisten-
definition bereiten, in der die Korrespondenz zu den strukturellen Invarianten einer SOP
Beachtung findet.
Beispiel 2 Als Beispiel p1 einer SOP dient das Vorgehen bei Auslo¨sen einer Brandmelde-










Vorgehensbeschreibung und Hinweise bei Auslo¨sung einer Brandmel-






Bei Alarm einer Brandmeldeanlage“,
desc(p1) = (siehe [StadtVS06], S. 33-37),
notes(p1) = (siehe [StadtVS06], S. 33-37),
term(p1) =
”
BMA – Brandmeldeanlage; BMZ – Brandmelderzentrale; U¨E – U¨ber-
tragungseinrichtung; FBF – Feuerwehr-Bedienfeld; FAT – Feuerwehr-
Anzeigetableau; FSD – Feuerwehr Schlu¨ssel Depot“ .
2
Beispiel 2 zeigt Teile einer SOP-Beschreibung aus dem Feuerwehrbereich. Das Merkmal
term(p1) beinhaltet in diesem Beispiel
”
nur“ eine Erla¨uterung der in der Beschreibung
desc(p1) und in den Hinweisen notes(p1) verwendeten Fachbegriffe. Auf eine detaillierte
Angabe von desc und notes wurde aus Platzgru¨nden verzichtet und auf die entsprechende
Quelle verwiesen. Zufa¨lligerweise sind in der Beispiel-SOP die Hinweise (notes) in Form
einer Checkliste (siehe Anhang, Seite 138) gegeben. Im Allgemeinen ko¨nnen diese Hinweise
jedoch eine beliebige Form (Freitext, Stichpunkte oder Kombination aus beiden) aufweisen.
Gerade mit Blick auf die Erarbeitung computerintegrierter Checklisten, die mehr bieten
sollen als nur eine bloße Auflistung von Items, spielen die Metadaten (gemeint sind alle
obigen Merkmale außer desc) einer SOP eine wesentliche Rolle dabei, die jeweiligen Check-
listen zur aktuellen SOP zuzuordnen, und bei der Realisierung eines dynamischen und
flexiblen Systemverhaltens.
Bevor auf die Items als wesentlichste Elemente einer Checkliste genauer eingegangen
wird, soll im Folgenden deren Struktur unter Beachtung der zuvor erarbeiteten SOP-
Korrespondenz definiert werden:
Definition 4 (Checkliste) Eine Liste kritischer Aspekte einer SOP heißt Checkliste. Ei-
ne Checkliste cl ist charakterisiert durch folgende Bestandteile:
• name(cl) – steht fu¨r einen eindeutigen Namen von cl,
• org(cl) – steht fu¨r den Organisationsnamen, in deren Einsatzbereich cl fa¨llt,
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• pur(cl) – steht fu¨r eine natu¨rlichsprachliche Beschreibung des Zweckes von cl,
• R(cl) – steht fu¨r die Menge von Rollen, in deren Kontext cl beachtet werden muss,
• K(cl) – steht (optional) fu¨r eine Menge von Anwendungskriterien, d. h. Kriterien der
Umwelt (Einsatzlage), die die Anwendung der Checkliste indizieren,
• I(cl) – ist ein Paar (Φ,≺), wobei Φ fu¨r eine Menge kritischer
”
Aspekte“ (Items
genannt) einer zu cl zugeho¨rigen SOP und ≺ fu¨r eine Menge von Ordnungsconstraints
u¨ber Φ steht.
• stat(cl) – steht fu¨r einen Bearbeitungszustand aus {inactive, active, complete, canceled}.
Die Merkmale name, org und pur entsprechen den gleichnamigen Merkmalen einer SOP
(siehe Def. 3). Die Menge R(cl) aller fu¨r cl relevanten Rollen entspricht der Aufza¨hlung
der Rollen r(p) einer SOP. Durch die Einfu¨hrung der Menge R soll ein expliziter Bezug
auf die formalen Rollendefinitionen genommen werden. Weiterhin entspricht die Menge der
Anwendungskriterien K der Menge app einer SOP. Jedoch soll in Casie, mit Blick auf eine
computerverarbeitbare Situationsbeschreibung, die Angabe der Anwendungskriterien K in
einer formalen und pra¨ziseren Form als
”
nur“ in einer natu¨rlichsprachlichen Beschreibung
mo¨glich sein. Na¨heres hierzu folgt im Abschnitt 6.3, in dem der Aufbau und die Nutzung
einer formalen Wissensbasis thematisiert werden. Die Struktur I, bestehend aus der Menge
der Items und optional einer Menge von Ordnungsrelationen u¨ber den Items, stellt den Kern
einer jeden Checkliste dar. Obwohl die Items typischerweise in Form einer Liste organisiert
sind, bietet Casie die Mo¨glichkeit der Angabe einer partiellen Ordnung u¨ber den Items.
U¨ber die Angabe der partiellen Ordnung (≺) kann eine gewu¨nschte
”
Ausfu¨hrungsreihenfol-
ge“ der Items festgelegt werden. Dadurch ist es mo¨glich, eine zeitlich-kausale Abha¨ngigkeit
kritischer SOP-Punkte zu repra¨sentieren. Das ermo¨glicht eine flexible Formulierung der
Reihenfolge und der spa¨teren Systemu¨berwachung der Item-Checks.
In Abgrenzung zu einer einfachen Abbildung von papierbasierten Checklisten in einem
Computer wird im Folgenden unter einer intelligenten elektronischen Checkliste (kurz intel-
ligente CL oder ICL) eine computerintegrierte Umsetzung einer (papierbasierten) Check-
liste verstanden, die mittels einer grafischen Benutzerschnittstelle dem Benutzer eine Inter-
aktion (Abhaken) mit der Liste ermo¨glicht (analog zu ECLs) und zusa¨tzlich die folgenden
Merkmale aufweist:
1. Ausfu¨hrungsu¨berwachung von Items (Vergessen/U¨berspringen von Items verhindern),
2. Situationsorientierte, dynamische Anpassung der Items an die Einsatzlage,
3. Handhaben der Komplexita¨t durch Hierarchien von Checklisten/Items und
4. Vernetztheit der Checklisten untereinander, auch u¨ber Rollengrenzen hinweg.
Eine ICL bietet daher mehr als eine bloße Speicherung einer statischen Liste von Items
im Computer, die außer der Mo¨glichkeit des Anzeigens und des Abhakens der Items keine
weitere Funktionalita¨t aufweist.
Jede Checkliste la¨sst sich in der Regel genau einer SOP zuordnen, unabha¨ngig davon,
ob die jeweilige SOP explizit (formal erarbeitet) oder implizit (
”
in den Ko¨pfen“) vorliegt.
Dieser Zusammenhang soll in dieser Arbeit als Prozesskontext, kurz PK , bezeichnet werden.
Sei C die Menge aller Checklisten, so la¨sst sich fu¨r jedes Element aus C ein entsprechender
Prozess aus P zuordnen.
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In der Praxis ist zu erwarten, dass, nicht zuletzt durch die fu¨r PCLs gewohnte und daher
pra¨ferierte Challenge-Verification-Response Bearbeitungsmethode (vgl. Abschnitt 4.2.3), in
der Regel von den Anwendern eine totale Ordnung der Items gewa¨hlt wird. Jedoch kann
fu¨r ICLs der Freiheitsgrad bei der Angabe der Itemreihenfolge durchaus von Vorteil sein.
So kann z. B. in Anwendungsgebieten mit einer Vielzahl zeitlich ausgedehnter und vonein-
ander unabha¨ngiger Aktionen deren parallele Abarbeitung sich in einem entsprechenden
Freiheitsgrad in der vorgeschriebenen Reihenfolge der zugeho¨rigen Items widerspiegeln.
Zusa¨tzlich kann das Problem, dass eine feste Itemreihenfolge von den Anwendern als zu
einengend empfunden wird, somit fu¨r einige Einsatzfa¨lle entscha¨rft werden. Ob und wie
eine Angabe einer Halbordnung der Items relevant ist, ha¨ngt jedoch einzig und allein von
der jeweiligen zur CL korrespondierenden SOP ab.
Der Bearbeitungszustand einer ICL wird durch einen der vier Zusta¨nde inactive, active,
complete und canceled repra¨sentiert. Neben active fu¨r
”
noch unvollsta¨ndig bearbeitet“ und
complete fu¨r
”
abgeschlossen“ la¨sst sich u¨ber den Status canceled ein gewollter Abbruch
der Bearbeitung ausdru¨cken. ICLs, die noch keiner Einsatzkraft zur Bearbeitung zugeord-
net wurden, gelten als inactive und werden im Folgenden auch als CL-Schema bezeich-
net, da erst eine spa¨tere Einsatzsituation die konkrete Instanz einer Checklistenhierarchie
bestimmt. Die Erstellung dieser Schemata obliegt den jeweiligen BOS. Auf Fragen der
Erarbeitung der ICL, speziell der Erarbeitung der kritischen Punkte einer SOP, wird in
Abschnitt 6.3.2 eingegangen. Das Problem inkonsistenter Ordnungsconstraints, das bei ei-
ner unsachgema¨ßen Erstellung von ICLs auftreten kann, soll in dieser Arbeit nicht na¨her
betrachtet werden. Vielmehr wird im Weiteren davon ausgegangen, dass die Item-Ordnung
(≺) keine widerspru¨chlichen Elemente entha¨lt.
Kommen wir nun zu den Items als wesentliche Bestandteile einer Checkliste. Obwohl jedes
Item im Prinzip jeden erdenklichen, als kritisch erachteten Aspekt (Punkt, Sachverhalt)
einer entsprechenden SOP repra¨sentieren kann (vgl. Abb. 4.7), lassen sich Invarianten in
ihrer Auspra¨gung und ihren Intentionen erkennen. Nach der Sichtung typischer Check-
listen aus der Praxis (siehe z. B. im Anhang, S. 138 ff.) und auf Basis der Analyse aus
Kapitel 4 wird mit Blick auf die angestrebte Funktionalita¨t des Assistenzsystems folgende
Unterscheidung in drei Itemtypen gewa¨hlt:
Hinweis (note-Item) – soll den Anwender an einen allgemeinen Sachverhalt erinnern.
Hinweise betreffen Meta-Aspekte der Abarbeitung, zu denen z. B. die bereits erwa¨hn-
ten Not-To-Dos za¨hlen. Beispiele sind:
o Keine hohen Hindernisse in der Na¨he des Landeplatzes. und o Ruhe bewahren!
Aktion (action-Item) – steht fu¨r eine konkrete Aufgabe (einen Prozessschritt) in einer
SOP und soll sicherstellen, dass diese Aufgabe ausgefu¨hrt bzw. delegiert wird. Bei-
spiele hierfu¨r sind:
o Ru¨ckmeldung an RLS u¨ber Lage! und o Hubschrauberlandeplatz einrichten!
Hinter jedem dieser Items verbirgt sich eine konkrete bzw. abstrakte Aufgabe (Task).
Fu¨r abstrakte (komplexe) Tasks, die auf eine eigene Sub-SOP referenzieren, kann
(falls definiert) zur Konkretisierung eine eigens fu¨r diese Unteraufgabe zugeschnittene
ICL bereitgestellt werden (siehe Abschnitt 5.2.3, S. 57 ff.).
Geschlossene/Offene Frage (query-Item) – Geschlossene Fragen sollte der Anwender
schnell und zweifelsfrei (mit ja oder nein) beantworten ko¨nnen. Zum Beispiel:
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o Anzahl der Nota¨rzte ausreichend? ja/nein und o Ist Gefahrgut involviert? ja/nein
Offene Fragen ko¨nnen hingegen beliebige Informationen u¨ber die Einsatzlage abfra-
gen. Die Informationen ko¨nnen dann zur weiteren Steuerung der ICL-Darbietung
bzw. zur Gewinnung eines Lagebildes genutzt werden. Ein Beispiel ist:
o Erste Scha¨tzung u¨ber die Anzahl Verletzter: ...
U¨ber offene Fragen ko¨nnen Quantita¨ten eines bestimmten Konzeptes (Anzahl Schwerver-
letzter oder Anzahl der Rettungsmittel vor Ort) abgefragt werden. Aber auch Fragen be-
zu¨glich qualitativer Eigenschaften von Konzepten sind mo¨glich. So kann z. B. die Frage
nach der Art eines Gefahrstoffes durch die Angabe seines Namens beantwortet werden.
Denkbar sind weiterhin auch Fragen, die nur durch einen Freitext beantwortet werden
ko¨nnen. Fu¨r diese ist jedoch eine spa¨tere automatische Auswertung im Computer nicht
ohne Weiteres mo¨glich. Daru¨ber hinaus haben Praxistests des SpeedUp-Systems gezeigt,
dass im Ernstfall wenig Zeit fu¨r das Eintippen von la¨ngeren Informationen in Freitextform
bleibt.
Wa¨hrend bei klassischen PCLs die Checks und die niedergeschriebenen Antworten der
Dokumentation und/oder zur Erinnerung fu¨r den Anwender dienen, erschließt sich in ICLs
die Mo¨glichkeit, gezielt Informationen u¨ber die Einsatzlage durch entsprechend vorberei-
tete ICLs fu¨r ein Computersystem bereitzustellen. Die Beachtung unterschiedlicher Item-
typen und deren Abarbeitungsstatus ermo¨glicht einen qualitativen Sprung einer Checklis-
tennutzung, verglichen mit dem, was mit klassischen PCLs erreicht werden kann. Fu¨r die
Einsatzleitung ko¨nnen wichtige Informationen u¨ber den Verlauf des Einsatzes mit Hilfe
des Computers zu einem Lagebild verarbeitet werden. Um eine erweiterte Ausfu¨hrungs-
u¨berwachung der Items zu erreichen, werden die Items in einer entsprechenden Struktur
repra¨sentiert. Folgende Itemdefinition legt die Grundlage dafu¨r, dass Casie im Einsatz er-
weiterte qualitative Aussagen u¨ber den Bearbeitungsstand der Checklisten und somit den
Verlauf des gesamten Einsatzes erhalten kann.
Definition 5 (Item) Die Listenelemente einer Checkliste heißen Items. Ein Item φ zeich-
net sich durch folgende Merkmale aus:
• text(φ) – steht fu¨r einen stichpunkthaften Informationstext (fu¨r die Anzeige in der
Benutzeroberfla¨che vorgesehen), der einem kritischen Aspekt einer SOP entspricht,
• desc(φ) – steht fu¨r eine (optionale) ausfu¨hrlichere Erla¨uterung von text(φ),
• res(φ) – steht fu¨r eine Menge optionaler Zusatzressourcen (Dokumente, Tabellen,
Abbildungen),
• type(φ) – steht fu¨r dessen Typ {action, note, query},
• stat(φ) – steht fu¨r einen Bearbeitungsstatus {open, inprogress, done, cancel, fail, ignor},
• Sub(φ) – steht (optional) fu¨r eine Menge von Sub-Checklisten, die je nach Erfu¨llung
ihrer Anwendungskriterien φ entsprechend weiter konkretisieren ko¨nnen,
• Pre(φ) – steht (optional) fu¨r eine Menge an Vorbedingungen, und
• Eff(φ) – steht (optional) fu¨r eine Menge von Effekten (Merkmalen), die in der Ein-
satzlage explizit gelten, nachdem das Item besta¨tigt wurde.
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Im Folgenden werden die einzelnen Strukturelemente der Definition 5 na¨her erla¨utert. Wenn
im weiteren Verlauf dieser Arbeit von CLs oder ICLs die Rede ist, ist genau obere CL- und
Itemstruktur gemeint.
Neben der klassischen Angabe eines Itemtextes (text) ermo¨glicht die Angabe von Zusatz-
informationen (desc) und Dokumenten (res) selbige genau an den Stellen im Arbeitsablauf
einer SOP zuga¨nglich zu machen, an der sie im Einsatz auch relevant sind. Von besonderer
Bedeutung in Casie ist der Typ eines Items. Die in dieser Arbeit vorgenommene Klassifizie-
rung der Items in action-, note- und query-Item ist das Ergebnis einer Analyse zahlreicher
PCLs, die der Autor im Rahmen dieser Arbeit gesichtet hat. So ko¨nnen in Casie Items
angemessen beru¨cksichtigt werden, die mit einer Aktion korrespondieren (action-Items wie
z. B.
”
Hubschrauberlandeplatz einrichten!“), welche in der Regel eine gewisse Zeitspanne be-
no¨tigt und gegebenenfalls auch fehlschlagen kann (siehe reaktives Systemverhalten, Ab-
schnitt 6.2.2). Hingegen spiegeln die note-Items lediglich allgemeine Hinweise wider, so
dass fu¨r diese Items keine zusa¨tzlichen Funktionalita¨ten bezu¨glich des Systemverhaltens
von Casie notwendig sind. Unter dem Begriff query-Item sind all diejenigen Items zusam-
mengefasst, in denen eine zusa¨tzliche Nutzerinteraktion (neben dem Abhaken) in Form
einer Dateneingabe modelliert wird. Mit Casie ist es somit mo¨glich, wa¨hrend der Arbeit
mit einer Checkliste zugleich Informationen u¨ber die Einsatzlage in ein Computersystem
aufzunehmen, weiterzuleiten und auszuwerten.
Weiterhin kann die Angabe des Itemtyps auf der Benutzeroberfla¨che dafu¨r genutzt wer-
den, die Items visuell nach ihrem Typ zu unterscheiden. Im Gesamtsystem ko¨nnen fu¨r die
unterschiedlichen Typen computergestu¨tzte Dienste bereitgestellt werden. So kann z. B.
zur Erfu¨llung des action-Items
”
Informiere IRL u¨ber Anzahl Verletzter!“ ein entsprechend
zur Verfu¨gung stehender elektronischer Dienst zur Informationsweitergabe (information-
propagation service) genutzt werden. Oder es kann in der Gegenrichtung eine Informati-
onsabfrage (information-gathering service) (z. B.
”
Anzahl der Unfallbetten im Klinikum X
abfragen!“) automatisiert werden. In [KGK+10] wird hierzu bereits ein Ansatz der Einbin-
dung semantischer Dienste fu¨r Aktionen in einem Krisenszenario vorgestellt.
Die stat-Eigenschaft repra¨sentiert den Zustand eines Items. Die Status open und done
stehen fu¨r die noch leere (noch nicht besta¨tigte) bzw.
”
abgehakte“ Checkbox. Um eine
zeitliche Ausdehnung und einen mo¨glichen Fehlschlag einer Aktion (action-Items) zu re-
pra¨sentieren, werden in Casie zusa¨tzlich die Zusta¨nde inprogress (noch in Bearbeitung)
und fail (expliziter Fehlschlag) beru¨cksichtigt. Die Ereignisse, die Zustandsu¨berga¨nge von
Checklisten und deren Items bewirken, werden im kommenden Abschnitt 6.2 genauer er-
la¨utert.
Eine Verknu¨pfung eines Items zu einer entsprechend konkretisierten Checkliste kann
mittels der Eigenschaft Sub realisiert werden (siehe Abschnitt 6.2). Falls fu¨r ein Item φ keine
Sub-Checkliste zur eventuellen Detaillierung angegeben ist, wird φ als primitiv bezeichnet,
anderenfalls heißt φ nicht-primitiv. Synonym wird im Weiteren fu¨r nicht-primitiv auch von
abstrakten Items gesprochen.
Durch die Menge der Vorbedingungen Pre(φ) und der Effekte Eff(φ) kann der Teil der
Einsatzlage beschrieben werden, welcher fu¨r eine Beachtung gelten muss bzw. welcher sich
durch eine erfolgreiche Bearbeitung des jeweiligen Items ergibt. Analog zu der Menge der
Anwendungskriterien K einer Checkliste sollen die Pre- und Effektmerkmale gema¨ß eines
formalisierten Doma¨nenvokabulars in einer computerverarbeitbaren Form abgelegt werden.
Details hierzu werden im Abschnitt 6.3 erla¨utert.
Beispiel 3 Als Beispiel i1 eines konkreten Items dient ein kritischer Schritt aus der SOP
aus Beispiel 2. Es zeigt eine mo¨gliche Auspra¨gung eines Items im Kontext einer Checkliste
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BMA wird mit dem Taster ’BMZ ru¨ckstellen’ im Feuerwehr-
Bedienfeld wieder in den Ruhezustand versetzt. Eine Ru¨ckstellung
darf erst nach Kontrolle der ausgelo¨sten Melder erfolgen!“,





Eff(i1) = {bma zuru¨ckgesetzt(’BMA1’)}.

Das Beispiel 3 zeigt, welche Arten von Informationen fu¨r ein Item in Casie hinterlegt
werden ko¨nnen. Die Referenz auf die Abbildung als zusa¨tzliche Ressource zum Item ist im
Beispiel nur angedeutet. Zu Beginn ist dem Item per default der Status open zugeordnet,
damit wird angezeigt, dass dieser Punkt noch beachtet werden muss. Da die Menge Sub(i1)
leer ist, handelt es sich bei i1 um kein abstraktes Item. Als Eﬀekt ist hinterlegt, dass
die betreﬀende Brandmeldeanlage (BMA1) in den normalen Betriebszustand zuru¨ckgesetzt
wurde. Eﬀekte werden erst nach erfolgreicher Besta¨tigung der entsprechenden Items zum
Aufbau und Update der Lageinformation genutzt. Na¨heres hierzu wird im Abschnitt 6.2
Dynamik erla¨utert.
 Bereitstellungsraum für RD-Fahrz. 
in der Nähe der VA BP einrichten
 Hubschrauberlandeplatz 
(„nah“ und „fern“) festlegen
 auf eine ausreichend große Zu-
und Abfahrt achten
 Leiter Bereitstellungsraum und 
RTH-Landeplatz benennen




 … … … 
 Größe Landeplatz: mind. 30x30 m 
 keine hohen Hindernisse in der Nähe
 freien Zugang für den RD herstellen
 Landeplatz absperren
 Landeplatz kenntlich machen 
(Blaulicht/Warnblinkanlage)
 … … … 
ܵݑܾ ߶ଶ ؔ ࢈
Abbildung 5.2: Beispiel einer Konkretisierung eines abstrakten Items.
5.2.3 Komplexita¨t handhaben durch Hierarchien
Die Umsetzung von PCLs ist in der Regel aus Platz- und Handhabbarkeitsgru¨nden auf eine
oder wenige A4-Seite(n) beschra¨nkt. Einfache SOPs lassen sich somit u¨berschaubar darstel-
len. PCLs stoßen jedoch bei komplexeren SOPs schnell an ihre Grenzen. Eine bekannte und
eﬀektive Methode zur Handhabung von Komplexita¨t ist die Abstraktion. Angewandt auf
komplexe SOPs heißt das, dass bei Bedarf Teilaspekte einer SOP in Form eines (abstrakten)
Items zusammengefasst werden. Doch was tun, wenn die SOPs schwer abstrahiert werden
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ko¨nnen, da dadurch wichtige Informationen verloren gehen oder Schritte ausgelassen wer-
den? Eine Lo¨sung liegt darin, komplexe SOPs in einzelne, unabha¨ngige Bestandteile zu
zerlegen und fu¨r jeden dieser Teilbereiche jeweils eine eigene, detailliertere CL umzusetzen.
Durch den Computereinsatz erschließt Casie die Mo¨glichkeit einer hierarchisch vernetz-
ten Gesamtverwaltung dieser Checklisten. In Casie lassen sich zusammengeho¨rige Teile
einer SOP als ein sogenanntes abstraktes Item (auch nicht-primitives Item genannt) in die
u¨bergeordnete ICL dieser SOP aufnehmen (vgl. Abschnitt 5.2). Bei Bedarf kann der An-
wender u¨ber die abstrakten Items Zugriﬀ auf die entsprechenden referenzierten Sub-CLs
erhalten.
In Abbildung 5.2 ist als Beispiel eines abstrakten Items und einer mo¨glichen Konkreti-





triert (angelehnt an [PM01], S. 92). Der Einfachheit halber besitzt im Beispiel die Menge
Sub(φ2) mit der Checkliste b nur ein einziges Element. Im Allgemeinen ko¨nnen jedoch fu¨r
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;  … … … …  
;  … … … … 
  
  … … … … 
  … … … …  
  … … … … 
  … … … … 




 ;  … … … …  
;  … … … …  
;  … … … … 
  … … … …  
  … … … … 
  … … … …  
  … … … … 
  … … … … 
 Rolle: TEL 
 Org: Feuerwehr 
 
;  … … … …  
;  … … … …  
;  … … … … 
;  … … … …  
 Rolle: TEL 
 Org: Feuerwehr 
 
;  … … … …  
  … … … …  




Abbildung 5.3: Schema einer Konkretisierung abstrakter Items.
Die Methode der Abstraktion ist im Prinzip fu¨r alle drei in dieser Arbeit unterschiedenen
Typen von Items anwendbar. Neben den action-Items eignen sich auch note-Items zur
Abstraktion fu¨r komplexere Hinweise. Aber auch auf query-Items la¨sst sich das Prinzip
anwenden. Somit ko¨nnen z. B. allgemeine Fragen u¨ber spezielle Bereiche einer Einsatzlage
auf eine Sub-Checkliste verweisen, mit der sich detailliertere Angaben u¨ber die Lage vom
Benutzer abfragen lassen.
Die Abbildung 5.3 zeigt ein Beispielschema einer sich durch Abstraktion ergebenden
Checklistenhierarchie (CLH). Jedes abstrakte Item φ referenziert dabei auf eine Menge
Sub(φ) mo¨glicher Sub-Checklisten als mo¨gliche Konkretisierung. Hier wurde ebenfalls als
Vereinfachung eine jeweils einelementige Menge Sub(φ) angenommen. Hierdurch ergibt sich
eine Hierarchie von Checklisten, die der Struktur eines Baums a¨hnelt. Ausgehend von einer
Wurzel an oberster (abstrakter) Stelle, fa¨chert sich somit ein Baum auf, dessen Blattknoten
aus Checklisten bestehen, deren Items alle primitiv sind. Alle inneren CL-Knoten besitzen
hingegen abstrakte Items. Die Checklistenhierarchie stellt das Prinzip einer Konkretisierung
abstrakter Items einer Checkliste a dar. Der Aufbau einer solchen CLH wird in Abschnitt
6.2 genauer erla¨utert.
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Der Einfachheit halber wurde in der Abbildung 5.3 als Ordnungsrelation der Items eine
Totalordnung angenommen. Die Ordnung der Items entspricht in diesem Fall einer Sequenz
von Items. In den kommenden Beispielen wird, falls nicht anders angegeben, immer von
einer Totalordnung der Checklistenitems ausgegangen.
Mastercheckliste und Rollenu¨bergang
Die Checkliste an oberster Position einer CLH nimmt in Casie einen besonderen Stellen-
wert ein. Sie wird im weiteren Mastercheckliste (MCL) einer CLH genannt (siehe Abb.
5.3, links) und dient der jeweiligen Einsatzkraft als ein Ausgangspunkt der Checklisten-
bearbeitung. Fu¨r eine MCL gilt, dass keine andere Checkliste auf sie als Sub-Checkliste
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;  … … … …  
;  … … … … 









;  … … … …  
;  … … … …  
  … … … …  
  … … … … 
UA Feuerwehr 
 
;  … … … …  
;  … … … …  
  … … … … 
  … … … … 
  … … … … 
  … … … … 
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;  … … … …  
;  … … … …  
;  … … … … 
  … … … …  
  … … … …  
  … … … …  
  … … … …  
  … … … … 
Rolle: Leiter UA Brandbekämpfung Rolle: Technische Einsatzleitung Feuerwehr 
Abbildung 5.4: Rollenbegrenzung in einer Checklistenhierarchie.
Die Designentscheidung in Casie, dass einem aktiven Rolleninhaber genau eine MCL
zugeordnet wird, beruht auf der Annahme, dass jede MCL eine (abstrakte) Zusammenstel-
lung aller kritischen Aspekte des gesamten Aufgabenbereiches der entsprechenden Rolle
umfasst. Diese Sichtweise soll zur runtime eine initiale Zuordnung der Checklisten gema¨ß
der Aufgabenbereiche ermo¨glichen (siehe kommenden Abschnitt 5.2.5).
Vor allem fu¨r Einsatzkra¨fte der oberen Fu¨hrungsebene ist eine volle Expandierung einer
Mastercheckliste nur dann sinnvoll, wenn die Items der unteren Ebene noch in das Aufga-
bengebiet der eingenommenen Rolle fallen. Je ho¨her die Fu¨hrungsinstanz (z. B. Gesamtein-
satzleiter) desto mehr Aufgabenbereiche und untergeordnete Fu¨hrungskra¨fte (z. B. Unter-
abschnittsleiter) sind dieser in der Regel unterstellt. Details der Arbeiten im Unterabschnitt
sind fu¨r die oberen Fu¨hrungsebenen meist nicht von Belang. Wesentlich ist zu wissen, ob
und ggf. wann eine Aufgabe erfu¨llt wurde. Eine Besonderheit des Casie-Konzeptes liegt in
der Beachtung aller durch die Einsatzkra¨fte unterschiedlich eingenommenen Rollen. D. h.,
die Konkretisierung der abstrakten Items soll nur bis auf die Ebenen erfolgen, deren Items
noch in den Verantwortungsbereich des Anwenders der MCL fallen. Abbildung 5.4 skizziert
diese Rollengrenzen.
Ausgehend von der MCL mk zeigt obige Abbildung 5.4 eine Checklistenhierarchie, die
sich u¨ber zwei Rollenbereiche erstreckt. Der hervorgehobene Rollenu¨bergang, der aus β
berechnet ist, korrespondiert mit einem entsprechenden Wechsel des Verantwortungsberei-
ches gema¨ß einer zugrunde liegenden Organisations- und Fu¨hrungsstruktur (vgl. Abschnitt
5.2.5, unten): Der Verweis vom abstraktem Item φi zur MCL ml korrespondiert im Beispiel
mit einem Wechsel des Verantwortungsbereiches vom Technischen Einsatzleiter hin zum
60 Grundlegende Konzepte und Designentscheidungen
Unterabschnittsleiter Brandbeka¨mpfung. Dem Item φi kommt in Casie daher zur runtime





 abstraktes Item (OR-Knoten) 
Checkliste (AND-Knoten) 
primitives Item (Blattknoten) 
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Abbildung 5.5: Entwicklung einer CLH als AND/OR-Graph.
Erweiterung um alternative Sub-Checklisten
Wie die BOS-Praxis zeigt, kann es fu¨r bestimmte SOPs durchaus sinnvoll sein, je nach den
Erfordernissen der Lage alternative Vorgehensweisen fu¨r ein und dieselbe Zielstellung zu
unterscheiden. So kann sich z. B. die SOP hinter der Aufgabenstellung ’Behandlungsplatz
etablieren’ fu¨r eine Einsatzlage mit und ohne Gefahrgutbeteiligung wesentlich unterschei-
den. In Anbetracht des Prozesskontextes von Checklisten sollte daher obige Anforderung
auch bei einem Checklisten-Assistenzsystem mit beachtet werden.
In Analogie zu der Struktur von AND/OR-Graphen, welche unter anderem in der KI-
Forschung im Umfeld von Problemreduktion (siehe z. B. [HJW94], S. 99 ﬀ.) zu ﬁnden
sind, spannt sich in Casie ein Suchraum bezu¨glich der zu beachtenden nicht-primitiven
Items auf. Abbildung 5.5 zeigt links das Schema einer mo¨glichen MCL-Expandierung in
Form eines AND/OR-Graphen. Eine der potentiell mo¨glichen Konkretisierungen ist (dick)
hervorgehoben. Die sich daraus ergebende CLH ist in der Abbildung auf der rechten Seite
angedeutet. Jede Checkliste mit ihren Items steht fu¨r einen AND-Knoten. Jedes abstrakte
Item, fu¨r das mehr als eine alternative Konkretisierung angegeben ist, stellt einen OR-
Knoten dar. Die Blattknoten als Saum des Graphen sind die konkreten Items, die beachtet
werden mu¨ssen.
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Abbildung 5.6: Grundprinzip der Angabe von alternativen Sub-Checklisten.
Eine Mo¨glichkeit, Casie fu¨r unterschiedliche SOP-Auspra¨gungen zu konﬁgurieren, be-
steht darin, fu¨r ein abstraktes Item alternative Sub-CLs als Realisierung anzugeben. Ob-
wohl theoretisch einem abstrakten Item φ mittels Sub(φ) = {cl1, . . . , cln} beliebig viele
Checklisten zugeordnet werden ko¨nnen, ist in der BOS-Praxis zu erwarten, dass nur sehr
wenige Alternativen in Frage kommen. Dieser Mechanismus kann jedoch, neben der Beach-
tung unterschiedlicher Einsatzlagen, auch zur Realisierung von personalisierten Checklisten
genutzt werden (siehe Kapitel 7).
Die Abbildung 5.6 zeigt schematisch das Grundprinzip der alternativen Sub-CLs. Zu
sehen ist eine MCL, die ein abstraktes Item entha¨lt. Zur runtime muss gekla¨rt werden, wel-
che der mo¨glichen Varianten aus {cl1, . . . , cln} als Konkretisierung eines abstrakten Items
in Frage kommen. Dieser Entscheidungsschritt wurde in der Abbildung mittels δ kennt-
lich gemacht. Die Entscheidung daru¨ber, welche Sub-Checkliste in der jeweiligen Situation
angewandt werden muss, obliegt in erster Linie der Einscha¨tzung des Anwenders. Als As-
sistenzsystem kann jedoch auch Casie die Gu¨ltigkeit der Anwendungskriterien u¨berpru¨fen
und die Zuordnung automatisch vornehmen, falls nur eine Checkliste als Konkretisierung
in Frage kommt. Hierzu wird u¨berpru¨ft, fu¨r welche Checkliste alle Anwendungskriterien
der Menge K(cl) erfu¨llt sind – vorausgesetzt, es lassen sich dementsprechende Informatio-
nen u¨ber die Gu¨ltigkeit der jeweiligen Anwendungskriterien ermitteln (siehe Abschnitt 6.2,
Dynamik).
Es obliegt dem Anwender, die Varianten so zu konﬁgurieren, dass sich die Anwendungs-
kriterien gegenseitig ausschließen. Das heißt, es muss klar geregelt sein, welche Sub-CL aus
dem Pool der Varianten im konkreten Einsatz anzuwenden ist.
Die Abbildungen 5.7 und 5.8 (siehe na¨chste Seite) skizzieren beispielhaft eine mo¨gliche
Checklistenhierachie. Ausgehend von der MCL cl1 fu¨r die Rolle des Gesamteinsatzleiters
(TEL) ist ein Auszug einer CLH skizziert, die sich u¨ber 4 weitere Rollenbereiche erstreckt.
Zu sehen sind Beispiele realer Checklisten (in Anlehnung an [PM01], S. 83 ﬀ.) fu¨r die Rol-
len ’Gesamteinsatzleiter (TEL)’, ’Unterabschnittsfu¨hrer Hubschrauberlandeplatz (HLP)’,
’OrgL’, ’Leiter Behandlungsplatz (BP)’ und ’Medizinische Leiter Behandlungsplatz’. Ob-
wohl in den beiden Abbildungen viel Wert auf Authentizita¨t gelegt wurde, stellen die Items
lediglich Musterbeispiele ohne Anspruch auf Korrektheit der Iteminhalte dar.
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 Rolle: Gesamteinsatzleiter/TEL 
 BOS: Feuerwehr (FW) 
 SOP: Nachalarmierung MANV 
 
 Absprache mit der RLS beachten 
 Überörtliche Hilfe 
 Werkfeuerwehren 
 ausgleichende Maßnahmen  
 THW; Bundeswehr; DLRG; BGS; etc. 
 Reserveführungskräfte Feuerwehr   
 Führungskräfte für TEL 
 Betreuung eigener Kräfte 
 Notfallseelsorger anfordern 
 Rolle: Gesamteinsatzleiter/TEL 
 BOS: Feuerwehr (FW) 
 SOP: Benachrichtigungen 
 
 Leiter Feuerwehr informieren 
 Beigeordnete informieren 
 Oberbürgermeister informieren 
 Presseruf auslösen 
 Meldung an die Bezirksregierung 
 Zuständige Ordnungsbehörden 
verständigen 
 Gesundheitsamt (falls nötig) 
 Presse- und Bürgeramt 
 Alarmschwelle für Krankenhäuser 
festlegen und kommunizieren 
 Warnung der Bevölkerung  











  Rolle: Unterabschnittsführer 
  BOS: Feuerwehr (FW) 
  SOP: Geeigneter RTH-Landeplatz 
 
 Mind. 35 x 70 m! 
 Ebener und fester Platz möglichst  
ohne Grasbewuchs! 
 Keine hohen Hindernisse in 
unmittelbarer Nähe! 






 Rolle: Gesamteinsatzleiter/TEL 
 BOS: Feuerwehr (FW) 
 SOP: Technische Einsatzleitung MANV 
 
 Abschnittsbildung gemäß Einsatzplan 
(siehe EPL)  
 Funkkonzept anwenden (siehe FKZ) 
 Raumordnung festlegen  
 Erstbeurteilen der Lage 
 Nachalarmierungen veranlassen 
 Benachrichtigungen 
 Alarmierung anderer Behörden  
und Betriebe  
 Führungsstab  organisieren 
 … … … … 
 Rolle: Gesamteinsatzleiter/TEL 
 BOS: Feuerwehr (FW) 
 SOP: Raumordnung  festlegen 
 
 Bereitstellungsraum Einsatzstelle 
bestimmen 
 Sammelstellen für überörtliche Kräfte 
bestimmen 
 Einrichtung Einsatzabschnitt (EA) 
Schadensbewältigung 
 Einrichtung EA Umwelt; Logistik im EA 
Schadengebiet 
 Absperrbereich festlegen 
 Standort TEL festlegen 
 Behandlungsplatz (EA-Führer-
Verletztenversorgung) 
 Verletztenablage festlegen  
 Hubschrauberlandeplatz etablieren  
 Bereitstellungsraum für 
Rettungsdienstfahrzeuge 
 … … … … … 
 Rolle: Unterabschnittsführer 
 BOS: Feuerwehr (FW) 
 SOP: Hubschrauberlandeplatz 
 
 Landeplatz räumlich festlegen  
 
 freien Zugang für RD herstellen 
 Landeplatz absperren 
 Landeplatz kenntlich machen 
 Funkkontakt mit RTH-Besatzung 
aufnehmen 
 Informationen über Landeplatz an  
alle weiterleiten 
 ausleuchten (bei Nacht) 
 Lose Gegenstände entfernen  
oder festbinden 
 Sicherstellung Brandschutz 
 Keine Tücher oder sonstige Zeichen 
auslegen!* 
 Pilot sucht evtl. anderen Landeplatz  










Abbildung 5.7: Auspra¨gung einer Checklistenhierarchie (1/2).
Grundlegende Konzepte und Designentscheidungen 63
  Rolle: OrgL 
  BOS: Rettungsdienst (RD) 
  SOP: Vorgehen MANV II 
 
  Rolle: Leiter Verletztenablage (RD) 
  BOS: Rettungsdienst (RD) 
  SOP: Leitung Verletztenablage 
 
 Rolle: Med. Leiter Behandlungsplatz 
 BOS: Rettungsdienst (RD) 
 SOP: Med. Leiter Behandlungsplatz 
 Rolle: Leiter Behandlungsplatz (BP) 
 BOS: Rettungsdienst (RD) 
 SOP: Leitung Behandlungsplatz 
 
 Raumordnung und Behandlungsplatz  
mit Absprache OrgL festlegen 
 BP entsprechend kennzeichnen 
 Absprache mit dem med. Leiter 
Behandlungsplatz 
 Aufstellung der Fahrzeuge und Zelte 
festlegen 
 Eingang Behandlungsplatz festlegen 
 Eingangsdokumentation delegieren 
 Ablauforganisation nach Sichtungs-
kategorien 
 Ausgangsbehandlungsplatz festlegen 
 Ausgangsdokumentation delegieren 
 Ausgang aus dem Betreuungsbereich 
festlegen 
 Evtl. Betreuungsbereich (Gebäude/ 
Zelt/Container) für Angehhörige  
von Betroffenen schaffen 
 
 Ruhe bewahren! 
 Kommunikation sicherstellen 
Ansprechpartner: OLRD/LNA/TEL 
 Verletztenablage kennzeichnen 
 Tragen für Trägertrupps ausgeben 
 Rettungsmittel (Material/ggf. Zelte) 
platzieren – Windrichtung beachten! 
 Zu-/Abfahrtswege – ausreichend Platz 
lassen (auch für Busse) –  Achtung – 
Einbahnstraßensystem! 
 Zu-/Abfahrtwege/Zugänge sichern 
 
 Bereitstellungsräume für 
Rettungsfahrzeuge festlegen  
 
 Verfügbarkeit der Materialien 
sicherstellen 





 Kennzeichnung (Überwurfweste) 
 Erstausstattung vorhanden? 
(3 RTW, 2-3 NEF) 
 Vergabe der Aufgabenbereiche an 
Notärzte (Eingangssichtung, Behandlung, 
Ausgangssichtung) 
 Triagierung auf Anhängekarte dok. 
 Individuelle Dokumentation  
 Einbindung der SEG-Behandlungs- 
plätze, wenn nötig 
 Transportpriorität festlegen 
 Anforderung von Rettungsmitteln über 
den Leiter BP 
 Zuweisung der Patienten in die 
Behandlungseinrichtung 
 Anmeldung von Patienten in Kranken-
häusern nur in Ausnahmefällen; dann 
aufnehmender RTW über LST 
 
 Kommunikationswege und -mittel  
gemäß Funkskizze 
 … … … … 




 Ruhe bewahren! 
 Transportstopp! 
 Kontakt mit TE herstellen 
 Schadensentwicklung 
abgeschlossen? 
 Drohende Gefahren ermitteln – 
Einsatzkräfte informieren! 
 Anzahl der Betroffenen ermitteln – 
ggf. Abschnittsleiter einteilen 
 Lagemeldung an die ILS 
 Windrichtung beachten 
 
 Verletztenablage festlegen –  
(Leiter bestimmen) CL beachten 
  
 Med. Leiter BP bestimmen  
 
 Behandlungsplatz festlegen (Ort) 
 
 Verbandplatz (räumlich) festlegen 
 KTW-Halteplatz festlegen – Leiter 
bestimmen 
 Ggf. weitere Hilfskräfte anfordern 
 Festlegen Einbahnstraßensystem 
 Nachfolgende Einsatzkräfte 
einteilen (wenn möglich Melder  





Abbildung 5.8: Auspra¨gung einer Checklistenhierarchie (2/2).
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Weiterhin ist in den Abbildungen 5.7 und 5.8 im Kopf einer Checkliste die jeweilige Rolle
der Einsatzkraft, ihre Organisationszugeho¨rigkeit und der Prozesskontext PK(cl) benannt.
Weitere Merkmale wie mo¨gliche Anwendungskriterien K(cl) oder der Zustand stat(cl) sind
in der Skizze einfachheitshalber nicht abgetragen. Auch eine eventuell vorliegende partielle
Ordnung der Items ist in der gewa¨hlten Serialisierung nicht mehr als solche zu erkennen.
Zur besseren Unterscheidung sind im Beispiel die note-Items kursiv dargestellt und die
query-Items durch ein Fragezeichen am Ende des Textes gekennzeichnet. Items, die nur
in bestimmten Situationen beachtet werden mu¨ssen (d. h., die Menge Pre() eines Items
entha¨lt mindestens eine Vorbedingung), werden bedingte Items genannt und sind in der
Abbildung mittels Unterstreichung als solche kenntlich gemacht. Bei einem bedingten Item
handelt es sich nicht um einen zusa¨tzlich eingefu¨hrten Itemtyp, sondern um eine (optionale)
Qualita¨t der bereits definierten note-, action- und query-Items. Vorbedingungen lassen
sich in natu¨rlichsprachlicher Form angeben. Der Hinweis, dass bei einer Schadstoffwolke
(
”
falls Schadstoffwolke“, siehe Abbildung 5.7, cl3) die Bevo¨lkerung zu warnen ist, ist ein
Beispiel eines bedingten Items, dass nur beachtet werden muss, falls die Vorbedingung
erfu¨llt ist. Bedingte Items ermo¨glichen die Konfiguration einer Checkliste fu¨r ein mo¨glichst
breites Spektrum an Anwendungsszenarien. Auch fu¨r diese spezielle Qualita¨t von Items
kann Casie automatisch die Gu¨ltigkeit der Bedingungen pru¨fen. Voraussetzung ist auch
hier, dass die Vorbedingungen in einer computerverarbeitbaren Form gegeben sind und
der momentane systeminterne Wissensstand u¨ber die Einsatzlage eine Schlussfolgerung
ermo¨glicht. Ist z. B. in der Wissensbasis bereits bekannt, dass es sich bei dem Einsatz
um einen Großbrand handelt, der zudem in einem Du¨ngemittelbetrieb ausgebrochen ist,
so kann Casie automatisch den Schluss ziehen, dass eine Schadstoffwolke droht. Hierfu¨r
muss das System zuvor mit einer entsprechenden Regel (Axiom) konfiguriert werden. In
dem kommenden Abschnitt 6.2 und dem Kapitel 7 wird genauer auf die Thematik der
bedingten Items eingegangen.
Fu¨r einzelne abstrakte Items (grau hinterlegt) sind Beispiele mo¨glicher Konkretisierun-
gen zu sehen. So sind z. B. fu¨r die drei abstrakten Items von cl1 deren jeweilige Konkretisie-
rung (cl2, . . . , cl4) als Sub-Checklisten zu sehen. Weiterhin sind Beispiele fu¨r Rollenu¨berga¨n-
ge β1, . . . , β5 gegeben. Die Konkretisierung abstrakter Items, welche im Verantwortungsbe-
reich einer anderen Rolle liegen, ist durch gestrichelte Pfeile gekennzeichnet. Die Checkliste
cl2 des ’Technischen Einsatzleiters’ beinhaltet z. B. zwei abstrakte Items, deren jeweilige
Konkretisierung auf die Sub-Checkliste cl5 bzw. cl7 verweist. cl7 des ’OrgL’ verweist wieder-
um auf drei Sub-Checklisten (cl8, . . . , cl10), welche jeweils im Verantwortungsbereich von
Abschnittsleitern liegen, die dem ’OrgL’ unterstellt sind. (Dass der ’Medizinische Leiter
Behandlungsplatz’ in der Praxis immer dem leitenden Notarzt unterstellt ist, wurde in der
Abbildung 5.8 zu Gunsten der U¨bersichtlichkeit ausgeblendet.)
5.2.4 HTN-Planung und Theorien der Handlungsregulation
Die Berechung einer Checklistenhierarchie orientiert sich an der sogenannten Reduktion ei-
nes hierarchischen Tasknetzwerks in der HTN-Planung (vgl. [GNT04]), deren Grundlagen
1975 von Sacerdotis als Lo¨sungsansatz komplexer Probleme beschrieben wurden (vgl.
[Sac75]). Wa¨hrend Sacerdotis in seinen Arbeiten statt von HTN noch von
”
prozeduralen
Netzen“ sprach und eher die hierarchische Organisation und zielorientierte Wiederverwen-
dung von Programmprozeduren adressierte, bescha¨ftigt sich die heutige HTN-Planung all-
gemein mit der Perspektive weltvera¨ndernder Handlungen in einer Planungsumgebung. Ein
wesentliches Konzept in der HTN-Planung sind die sog. Methoden. HTN-Methoden sind
stark problembezogen und ko¨nnen als eine Art Standard Operating Procedure aufgefasst
werden [GNT04]. Doma¨nenexperten formulieren in ihnen ihre Standardvorgehensweise bei
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der Bearbeitung von mehr oder weniger abstrakten wiederkehrenden Aufgaben. Wie in den
HTN-Methoden, so wird auch in den Checklisten jeweils eine
”
best practice“ als Lo¨sung
fu¨r eine abstrakte Aufgabe beschrieben, wenn auch bei letzteren ausschließlich kritische
Aspekte einer u¨bergeordneten SOP adressiert werden. Im Prinzip la¨sst sich der Aufbau




































Abbildung 5.9: Das Prinzip der Task-Dekomposition.
Die MCL in Casie a¨hneln dem Konzept eines Start-Task-Netzwerk w eines HTN-Planungs-
problems P = (s0, w,O,M) (vgl. hierzu [GNT04], S. 236 ﬀ.). Wie eine komplexe Task
realisiert werden kann, wird durch eine oder mehrere zuvor konﬁgurierte Methoden vorge-
geben. Abbildung 5.9 zeigt, wie das Prinzip der Task-Dekomposition (auch Taskreduktion
genannt) bei der Plansuche angewendet wird. Zu Beginn steht eine vorgegebene nicht-
primitive Task, die erfu¨llt werden soll. Fu¨r solch eine Task kann es mehrere vorgegebene
Methoden als Realisierung geben. Kann z. B. zwischen zwei Methoden fu¨r ein und dieselbe
Task gewa¨hlt werden, so entscheiden die in der jeweiligen Methode angebbaren Vorbe-
dingungen u¨ber die Wahl der anzuwendenden Methode. Nur wenn die Vorbedingungen
der jeweiligen Methode im momentanen Zustand gelten, versucht der Planer, die Metho-
de zur weiteren Konkretisierung der Task anzuwenden. Beginnend vom Startzustand s1
wird durch Hintereinanderausfu¨hrung der Aktionen (Operator-Instanzen) der Zielzustand
s4 erreicht. Im Zustand s4 wurde der potentielle Weltzustand durch Anwendung der Ak-
tionen dahingehen gea¨ndert, dass nun alle Merkmale, die eine erfolgreiche Taskerfu¨llung
charakterisieren, gelten. In Abbildung 5.10 ist eine vereinfachte Darstellung eines Teils einer
mo¨glichen Planungsdoma¨ne als AND/OR-Graph dargestellt.
Die Itemstruktur I einer MCL la¨sst sich mit der eines Task-Netzwerks w vergleichen.
Bei der HTN-Planung besteht das Problem in einer Reduktion von w im Startzustand
s0, unter Beachtung der Doma¨nenmodellierung (bestehend aus den Methoden M und den
Operatoren O). Hingegen stellt sich in Casie die Aufgabe einer Reduktion der Itemstruktur
I der MCL. Fu¨r Casie gelten daher im Vergleich zur HTN-Planung folgende Besonderhei-
ten/Unterschiede:
1. In einer Großschadenslage lassen sich aufgrund des zu Beginn herrschenden Informa-
tionsmangels kaum konkrete Planungsprobleme formulieren. Wenn u¨berhaupt, dann







handlungsplatz aufbauen“). Bei Casie handelt es sich aus Planungssicht nicht um































































Abbildung 5.10: Beispielhafter Auszug einer HTN-Planungs-Doma¨ne als AND/OR-Graph.
eine Vorplanung, sondern vielmehr um eine Art on-demand CLs-Konkretisierung mit
Prozessmonitoring.
2. Die Items in Casie entsprechen im Gegensatz zu den HTN-Operatoren nicht zwangs-
la¨uﬁg konkreten Aktionen einer SOP. D. h., die meisten Items entsprechen abstrakten
Tasks. Es ist zu erwarten, dass nur fu¨r die wenigsten Items eine korrekte Angabe der
Vor- und Nachbedingungen mo¨glich (sinnvoll) ist. Auch steht die Instantiierung von
Operatoren zu Aktionen (durch Ressourcenzuweisung) in Casie nicht im Fokus. Ca-
sie arbeitet vielmehr auf einer abstrakteren Ebene, da umfassende Informationen
u¨ber alle Ressourcen in der Regel nicht vorliegen.
3. In Casie mu¨ssen aufgrund des Multiagentenszenarios zusa¨tzlich zu dem Aufbau der
Checklistenhierarchie(n) die jeweiligen eingenommene Rollen und die mo¨glichen Rol-
lenu¨berga¨nge mit beachtet werden. Des Weiteren gilt es zusa¨tzlich zum Paradigma
der Taskreduktion in der HTN-Planung, den Level der jeweiligen Sub-CLs im Ergeb-
nis einer CLH mit zu beru¨cksichtigen.
Obige Diskussion soll aufzeigen, dass die Anwendung des HTN-Planungsparadigmas im
Prinzip fu¨r die in Casie beno¨tigte Konkretisierung von MCLs geeignet ist. Jedoch liegt
der Fokus bei Casie eher auf der Verzahnung zwischen Taskreduktion und Ausfu¨hrung
zur Einsatzzeit, und weniger auf der Berechnung eines in allen Einzelheiten konkretisier-
ten Planes. Die KI bietet jedoch mit der HTN-Planungstheorie ein Verarbeitungsmodell
menschlicher Handlungsplanung, das als Rahmenwerk fu¨r den Umgang mit abstrakten Auf-
gabenbeschreibungen geeignet ist.
Abstraktionen und Hierarchien ﬁnden sich ebenfalls in den sozialpsychologischen Hand-
lungstheorien (auch Handlungsregulationstheorien genannt) wieder. Dies untermauert die
Angemessenheit der hierarchischen Checklistenstruktur und zeigt, dass der Casie-Ansatz
der menschlichen Herangehensweise an komplexe Problemstellungen entspricht. Im Folgen-
den werden zwei popula¨re Handlungstheorien aufgefu¨hrt, die die Analogie zum Vorgehen
der CLH bzw. HTN-Taskreduktion deutlich machen.
Die Handlungstheorien leisten einen Beitrag zur Erkla¨rung und Vorhersage sozialer
Interaktionen und sozialen Verhaltens [FG97]. Sie versuchen zu kla¨ren, wie elementare
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Handlungen im Gesamtkontext von abstrakten u¨bergeordneten Aufgaben zu verstehen
sind [FG97]. So gibt es unter anderem relevante kognitions-, motivations-, perso¨nlichkeits-,
entwicklungs- und arbeitspsychologische Ansa¨tze [Bos07]. In allen handlungspsychologi-
schen Ansa¨tzen kommt die Interaktion des ta¨tigen Menschen mit anderen Menschen und
seiner Umwelt, d. h. die Wechselwirkung mit seiner sozialen und physikalischen Umwelt
zum Ausdruck [Amm05]. Die Handlungspsychologie geht davon aus, dass sich der Mensch
aktiv, zielgerichtet, denkend und planend mit seiner Umwelt auseinandersetzt ([Wie94]
S. 73f.). Durch Pla¨ne werden Abfolgen von menschlichen Handlungen festgelegt, die auf
ein bestimmtes Ziel hin ausgerichtet sind. Dieser Sichtweise entspricht prinzipiell die KI-
Planung, jedoch wird in der sozialpsychologischen Literatur der Begriff
”
Planung“ teils sehr

















































































Kette befestigen Kran einweisen Kran bedienen
Abbildung 5.11: Beispiel einer hierarchischen Aufgabendekodierung nach Hacker [Hac97].
Wie Hacker in [Hac97] schreibt, besteht
”
das Kernproblem bei der psychologischen Ana-
lyse des Handelns darin“, ein
”
theoretisches Vakuum zwischen Erkenntnis und Handeln zu
fu¨llen.“ Gemeint ist hier die Frage,
”
wie Handlungen durch die interne Repra¨sentation der
Umwelt im Organismus reguliert werden“. Die Handlungspsychologie versucht, menschli-
ches Handeln zu erkla¨ren, indem sie ihre Aufmerksamkeit auf die handlungssteuernden
Pla¨ne und die kognitiven Strukturen beim Planen richtet.
Aus dem Bereich der Arbeitspsychologie stammt ein Modell der Regulation von Arbeits-
ta¨tigkeiten, das Hacker unter anderem in seinem Buch
”
Allgemeine Arbeitspsychologie.
Psychische Regulation von Arbeitsta¨tigkeiten“ [Hac97] vorstellt. Hacker untersucht die
Bildung von regulativen Funktionseinheiten und erarbeitet in diesem Zusammenhang ein
hierarchisches Modell der Regulation von Arbeitsta¨tigkeiten. Komplexere Aufgaben werden
dabei in Unteraufgaben unterteilt. Die in Abbildung 5.11 gezeigte Aufgabendekodierung
entspricht der einer Taskreduktion in der HTN-Planung. Die Kreise auf der unteren Ebene
stellen die auszufu¨hrenden elementaren Handlungen (Aktionen in der Planung) dar. Die
angedeutete Sequenz dieser Handlungen spiegelt hier einen (total-geordneten) Plan wider.
Wie Hacker schreibt, entspricht
”
der Hierarchie der Zielsetzung“ eine
”
Hierarchie der
Pla¨ne“ [Hac97]. Dies entspricht der Vorstellung der HTN-Planung von HTN-Methoden
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als eine Art
”
Teilpla¨ne“ zur Lo¨sung von untergeordneten Zielen. Weiterhin empfiehlt er




Aktionsprogramm“ zu nutzen, wodurch
erneut die Na¨he zum Planbegriff der KI-Planung deutlich wird.
Die Aufgabendekodierung trifft nicht nur auf individuelle Arbeitsta¨tigkeiten zu, son-
dern gilt auch fu¨r Ta¨tigkeiten von Gruppen und umfassenderen organisatorischen Einhei-
ten. Dieser Ansatz la¨sst sich gut auf die Zusammenarbeit der unterschiedlichen BOS in
einem MANV anwenden. Hacker fasst die in Abbildung 5.11 angedeuteten Teilaufga-
ben hierzu zu Blo¨cken bezu¨glich ihrer organisationalen (betrieblich-abteilungsbezogenen)
Arbeitsteilung bzw. Arbeitskooperation zusammen. Besonders interessant sind hierbei die
Schnittstellen und der notwendige Informationsaustausch zwischen den Blo¨cken, die eine
reibungslose Zusammenarbeit zwischen den Organisationen sicherstellen. Bezogen auf die














         der Zielerreichung
Abbildung 5.12: Die Zyklische Einheit nach Volpert 1982 [FG97].
Eine weitere Handlungstheorie stellt das Modell der hierarchisch-sequentiellen Handlungs-
organisation von Volpert [Vol83] dar. In ihr besteht die Ausgangssituation in einem hier-
archisch u¨bergeordneten komplexen Ziel, das absteigend u¨ber mehrere Hierarchieebenen in
einfachere Teilziele aufgeteilt wird, bis eine Sequenz elementarer umweltvera¨nderlicher Ope-
rationen realisiert ist. Ein Basiskonzept dieser Handlungstheorie ist die Zyklische Einheit
(siehe Abbildung 5.12). Das Erfu¨llen eines Ziels wird u¨ber sequenzielle Transformationen
derart realisiert, dass nach Beendigung der letzten Transformation das gewu¨nschte Ziel
erreicht ist. Im Idealfall hat der erfolgreiche Abschluss aller einzelnen Transformationen
der Handlungssequenz das Erreichen des gewu¨nschten Ziels zur Folge.
Die Mo¨glichkeit einer Ru¨ckmeldung im Fehlerfall spiegelt sich in dem vorgesehenen Zy-
klus dieser Einheit wider. Begru¨ndet auf a¨ußere Einflu¨sse, die das erfolgreiche Anwenden
der Handlungsstrategie vereiteln ko¨nnen, ist hier eine Erfolgskontrolle nach der letzten
Transformation vorgesehen. Somit kann u¨berpru¨ft werden, ob die Handlungssequenz das
gewu¨nschte Ziel erreicht. Falls das Ziel nicht erreicht wurde, sieht das Modell eine erneute
Anwendung der Sequenz vor. Dieser Zyklus wird solange durchlaufen, bis das Ziel erreicht
ist. Ist die Handlungssequenz jedoch fehlerhaft, d. h. prinzipiell nicht zielfu¨hrend, dann
nu¨tzt eine sta¨ndige Wiederholung hier nichts. Vielmehr sollte in den meisten Situationen,
bei denen eine zuvor gewa¨hlte Handlungssequenz fehlschlug, eine Neueinscha¨tzung aller
Umsta¨nde zu einer abgea¨nderten Handlungssequenz fu¨hren. Der Fehlschlag kann prinzipiell
zwei Ursachen haben: (1) die Handlungssequenz ist prinzipiell nicht durchfu¨hrbar und (2)
die Handlungssequenz ist in der momentanen Umgebung (mit ihren aktuellen Merkmals-
auspra¨gungen) nicht durchfu¨hrbar. Im 2. Fall wa¨re eine erneute Wiederholung durchaus
sinnvoll, wa¨hrend im 1. Fall eine neue/abgea¨nderte Handlungssequenz gefunden werden
muss (Re-Planung in der KI-Planung, vgl. z. B. [NK95]).
Die Transformationen ko¨nnen wiederum selbst eine zyklische Einheit darstellen (siehe
Abb. 5.13). Jede Transformation kann als Teilziel der u¨bergeordneten Transformation bzw.
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des u¨bergeordneten Ziels angesehen werden. Zum einen kann die Aufspaltung des Haupt-
ziels in Teilziele als Abstraktionsreduktion gesehen werden, bis hin zu konkret ausfu¨hrbaren
Handlungen (Top-down-Sichtweise). Auf der anderen Seite ist jedes Teilziel ein Bestandteil
eines komplexeren Oberziels, dessen Beschreibung auf dem Weg von
”
unten nach oben“
abstrahiert wird (Buttom-up-Sichtweise). Dies a¨hnelt einer Baumstruktur, die u¨ber eine
bestimmte Anzahl von Ebenen hinweg die Handlungsorganisation darstellt. Das abstrakte
”








Abbildung 5.13: Das hierarchisch-sequenzielle Modell der Handlungsregulation [FG97].
Das in Abbildung 5.13 gezeigte Modell entspricht prinzipiell der Arbeitsweise der Ordered-
Task-Decomposition des SHOP2-Planers (vgl. [NMAC+01]). Eine unabha¨ngige Teilzielde-
komposition ist jedoch in der Praxis nicht immer mo¨glich. Bei der separaten Erfu¨llung
von Teilzielen besteht die Gefahr, dass die Lo¨sung eines Teilzieles eine bereits zuvor er-
reichte Lo¨sung eines anderen Teilzieles (zum Teil) wieder zersto¨ren kann. Dieses Problem
ist in der KI-Planung unter der sog. Sussman-Anomalie [Sus75] bekannt, die beispielhaft
die Problematik einer unbedachten Zielzerlegung aufzeigt. In der HTN-Planung muss diese
unabha¨ngige Teilzieldekomposition durch den Methodenmodellierer sichergestellt werden.
5.2.5 Checklisten-Auswahlprozess und -Zuordnung
Analog zu klassischen PCLs obliegt es in erster Linie der Einsatzkraft, zu entscheiden,
welche Checkliste in welcher Situation zur Hand genommen werden muss. Neben der Ablage
aller Checklisten in einem entsprechenden Repository (siehe Abschnitt 6.1), aus dem dann
die Einsatzkraft zur Laufzeit die passende Checkliste manuell auswa¨hlt, stellt sich in Casie
besonders die Frage danach, inwiefern dieser Auswahlprozess vom Computer unterstu¨tzt
werden kann. Ziel ist es, die zum Einsatz und zur Rolle passende(n) ICL(s) anzubieten bzw.
die Menge der zur Auswahl stehenden ICLs mo¨glichst gering und damit u¨berschaubar zu
halten. Zwei Problemstellungen sind hierbei zu unterschieden:
1. Zu Beginn eines Einsatzes: Wie la¨sst sich zu Beginn (bei beschra¨nkter Faktenlage)
eine Auswahl passender Checklisten realisieren? Mit anderen Worten, nach welchen
Kriterien und durch welche Automatismen la¨sst sich erreichen, dass das System mo¨g-
lichst nur fu¨r die Einsatzlage relevante Checklisten anbietet?
2. Wa¨hrend eines Einsatzes: Wie ist es mo¨glich, auf sich a¨ndernde Einsatzmerkmale
mit entsprechend angepassten Checklisten zu reagieren bzw. die Notwendigkeit der
Bearbeitung neuer Checklisten automatisch abzuleiten?
Die zweite Problemstellung adressiert das in Casie angestrebte dynamische und intelligen-
te Gesamtsystemverhalten, auf das in den kommenden Abschnitten (siehe Abschnitt 6.2)
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genauer eingegangen wird. An dieser Stelle soll vorerst die erste Fragestellung, na¨mlich
die der Zuordnung von Checklisten zu entsprechenden Aufgaben einer Einsatzsituation,
behandelt werden. Zur Beantwortung der ersten Frage wurden im Rahmen dieser Arbeit
folgende drei Herangehensweisen in Betracht gezogen:
1. Einsatzstichworte: Zuordnung der MCLs u¨ber eine Hierarchie von sog. Einsatzstich-
worten, welche jedem Einsatztyp ein entsprechendes Schlu¨sselwort zuordnet.
2. Aufgaben/Tasks: Zuordnung zu entsprechenden Aufgaben (Tasks), deren Bearbei-
tung durch die Situation oder durch eine Handlungsauﬀorderung eines Vorgesetzten
notwendig werden.
3. Rollen und Organisationsstruktur : Zuordnung mit Hilfe der anzuwendenden Organi-
sationsstruktur des jeweiligen Einsatzes, durch die die Einsatzrollen bestimmt wer-
den.
Einsatzstichworte. Auf den ersten Blick bietet sich eine MCL-Zuordnung anhand einer
zuvor erstellten Einsatzklassiﬁkation (z. B. Geba¨udebrand, Gefahrgutunfall, MANV) an.
Hierbei besteht der Ansatz darin, eine Hierarchie von sog. Einsatzstichworten (vgl. Ab-
schnitt 2) zu nutzen – so wie sie in Rettungsleitstellen bekannt sind, um hinter jedem
Einsatztyp die zu beachtenden Checklisten zu hinterlegen. Diese Mo¨glichkeit der Klassi-
ﬁzierung ist jedoch nur in Rettungsleitstellen gela¨uﬁg, wo sie zur Auswahl der zu alar-
mierenden Kra¨fte dient. Die Verknu¨pfung zu entsprechenden zugeho¨rigen SOPs ist in der
Regel nicht damit verbunden. Zudem sind die Listen der Einsatzstichworte von Region zu
Region stark individuell ausgepra¨gt bzw. deren Verwendung nicht in jedem Einsatzgebiet
verbreitet. Obgleich eine erste Einschra¨nkung der in Frage kommenden CLs durch Einsatz-
stichworte erreicht werden kann, bleibt der Rollenaspekt noch unbeachtet. CLs anhand von
Einsatzstichworten zu organisieren ist daher eher ungeeignet.
                                   
ݐܽݏ݇ଵ ؙ „Gesamteinsatzleitung MANV (FW) …“  ؙ ݌ݑݎ ݈ܿଵ  
ڭ 
ݐܽݏ݇௜ ؙ „Maßnahmen ersteintreffendes Rettungsmittel …“  ؙ ݌ݑݎ ݈ܿ௜  
 
ݐܽݏ ௝݇ ؙ  „Organisatorischer Leiter Rettungsdienst …“  ؙ ݌ݑݎ ܿ ௝݈  
 
ݐܽݏ݇௞ ؙ„Nachalarmierung aller Reservekräfte (KatSchutz) …“  ؙ ݌ݑݎ ݈ܿ௞  
ڭ 















Abbildung 5.14: Zuordnung der Aufgaben/Tasks u¨ber die Beschreibungen zu den Checklisten.
Aufgaben/Tasks. Ausgehend von den jeweiligen Aufgabengebieten lassen sich gema¨ß
der SOPs alle Checklisten anhand ihrer adressierten Aufgabenstellungen (gema¨ß SOP Be-
schreibung) organisieren. Abbildung 5.14 skizziert eine mo¨gliche 1:1-Zuordnung der Tasks
(1...n) aus einer Liste zu den entsprechenden Checklisten. Die Beschreibung pur(cl) einer
Checkliste cl beschreibt zugleich die dahinterstehende Task. Sind fu¨r alle Tasks auch ent-
sprechende CLs hinterlegt, so ko¨nnte die Einsatzkraft, je nach Aufgaben, Zugriﬀ auf eine
passende Checkliste anhand einer Task aus der Tasklist erhalten. Eine automatische Vor-
auswahl ist jedoch ohne konkretes Wissen u¨ber die Einsatzlage schwer mo¨glich bzw. ha¨ngt
von der Entscheidung ab, welche Organisationsstruktur etabliert wird. Als taskorientierte
Sicht auf die Checklisten ist diese Variante jedoch geeignet.
Grundlegende Konzepte und Designentscheidungen 71
(Gesamt-) Einsatzleiter (EL/TEL) 
Org: Feuerwehr (FW) 
MCL 
Einsatzabschnitt (EA) 
Einsatzleitung RD (LNA) / (OrgL) 






Org: Feuerwehr (FW) 
       (EA) 
… 
…  
      Unterabschnitt 
Menschenrettung 
Org: FW 
       Unterabschnitt 
Brandbekämpfung 
Org: FW  
    (UA) 
… 
…  
     Unterabschnitt 
Behandlungsplatz 
Org: RD 
        Unterabschnitt 
Bereitstellungsraum 
Org: RD 
  (UA) 
… 
… 
MCL MCL MCL MCL 
MCL MCL MCL MCL MCL MCL 
Abbildung 5.15: Auszug eines MANV-Organisationsaufbaus.
Rollen und Organisationsstruktur. In Abschnitt 5.2.1 wurde bereits die enge Verbin-
dung von SOPs zur Rollenverteilung angesprochen. Da die Rolle einer Einsatzkraft auch
deren Aufgabengebiet bestimmt (zumindest stark eingrenzt), wird in Casie die Organi-
sation der ICLs anhand der deﬁnierten Rollen favorisiert. Wa¨hlt eine Einsatzkraft ihre
zutreﬀende Rolle aus, so kann sie die prinzipiell fu¨r sie in Frage kommende ICL selektieren
oder die Menge aller relevanten ICLs auf eine u¨berschaubare Menge einschra¨nken. Bei der
Konﬁguration des Systems empﬁehlt es sich, fu¨r jede deﬁnierte Rolle eine entsprechende
MCL als Startpunkt (Einstiegspunkt) festzulegen.
Die Abbildung 5.15 zeigt hierzu ein Beispiel einer Rollenverteilung anhand der Glie-
derung der Einsatzabschnitte und der Fu¨hrungshierarchie. Zu sehen ist ein Auszug einer
mo¨glichen etablierten Fu¨hrungsorganisation mit den unterschiedlichen Aufgabenbereichen
wie z. B. Gesamteinsatzleitung, Einsatzabschnitte (EA) und Unterabschnitte (UA). Abbil-
dung 5.15 kann jedoch nur den Teil der Rollenstruktur visualisieren, der dem Verantwor-
tungsbereich der Fu¨hrungskra¨fte entspricht. Verschiedene Unterabschnitte oder mehrfach
eingenommene Rollen (wie z. B. die eines Notarztes (NA) oder Truppfu¨hrers (TF)) mu¨ssen
zusa¨tzlich beru¨cksichtigt werden.
Es ist zu beachten, dass eine Rolle in der Regel zwar eine spezielle Qualiﬁkation der Ein-
satzkraft voraussetzt, die Qualiﬁkation jedoch nicht zwingend mit der Rolle gleichgesetzt
werden darf. Zum Beispiel kann ein Arzt mit der Qualiﬁkation zum LNA durchaus einem
anderen, die Rolle des LNA innehabenden Notarzt untergeordnet sein. Beispiel hierfu¨r ist
die Rolle ’Eingangssichtung Behandlungsplatz’, die unter der Leitung eines ’Leitenden Not-
arztes’ (LNA) arbeitet. Die Frage, wann welche ICL beachtet werden muss und wie deren
mo¨glichen abstrakten Items konkretisiert werden, ist u¨ber die Rolle hinaus abha¨ngig von
der jeweiligen vorgefundenen und sich ergebenden Einsatzsituation.
5.2.6 Standardisiertes Vokabular
Fu¨r die Problemstellung dieser Arbeit stellt sich die Frage, wie eine Computerassistenz bei
der Deﬁnition und Eingrenzung eines Grundwortschatzes fu¨r die Erstellungszeit (oﬄine)
und fu¨r die Nutzung eines Assistenzsystems im Einsatz (online) genutzt werden kann. Hier-
fu¨r wird fu¨r Casie als eines der zentralen Elemente der Einsatz einer formalen Wissens-
repra¨sentation vorgeschlagen (vgl. Abschnitt 6.1). Drei Verwendungsmo¨glichkeiten einer
formalen Wissensrepra¨sentation kommen fu¨r Casie zum Einsatz:
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1. Erstellung (oﬄine) – Wa¨hrend der Erstellung der Checklistentexte kann die Termi-
nologie der Anwendungsdoma¨ne (in dieser Arbeit beispielhaft an der BOS-Doma¨ne
gezeigt, vgl. Abschnitt 6.3.1) bei der Wahl der zu verwendenden Fachbegriffe zu Rate
gezogen werden. Dies befo¨rdert eine Vereinheitlichung im Sprachgebrauch, wodurch
das Risiko eventueller Fehlinterpretationen im Einsatz verringert wird. Zum Beispiel
sollte immer dann, wenn von Orten die Rede ist, an denen Einsatzkra¨fte und Ein-
satzmittel fu¨r den Einsatz vorgehalten werden, der Name
”
Bereitstellungsraum“ ver-
wendet werden. Abbildung 5.16 zeigt eine entsprechende Konzeptdefinition aus der
BOS-Ontologie. (Zu sehen ist ein Ausschnitt der BOS-Ontologie ([BOS-O]), ediert
mit dem Ontologieeditor Prote´ge´, vgl. hierzu Abschnitt 6.3.)
Abbildung 5.16: Annotation des Konzeptes
”
Bereitstellungsraum“ (siehe [BOS-O]).
2. Informationsquelle (online) – Da fu¨r die Itemtexte in der Benutzerschnittstelle (UI)
in der Regel wenig Platz zur Verfu¨gung steht, mu¨ssen die Texte eher stichpunkthaft
gehalten werden. Darunter kann das Versta¨ndnis der Aussagen leiden. Eine formale
Wissensbasis kann nun auf Begriffsebene eine Quelle fu¨r Zusatzinformationen sein,
die ein Nutzer bei Bedarf im UI bezu¨glich einer Kla¨rung eines Begriffes (a¨hnlich
eines interaktiven Thesaurus) konsultieren kann. Diese Assistenz ist vor allem mit
Blick auf die wenig trainierten und unerfahrenen Einsatzkra¨ften von Vorteil. Die in
Abbildung 5.16 unter comment hinterlegte Begriffsbeschreibung des KB-Konzeptes
”
Bereitstellungsraum“ kann beispielsweise bei Bedarf dem Anwender als Information
eingeblendet werden.
3. Wissensakquise und Reasoning (online) – Beobachtete Fakten der Einsatzlage ko¨nnen
gema¨ß der Terminologie der Wissensbasis abgespeichert werden. Dabei entsteht eine
formale Repra¨sentation der Einsatzlage, die ein automatisches Ableiten von Wissen
erlaubt (intelligentes Systemverhalten). Das Problem, wie in der Praxis das Wissen
u¨ber eine Einsatzlage gema¨ß der Terminologie abgespeichert werden kann, wird in
Casie pragmatisch durch den Einsatz der ICLs gelo¨st. Durch die Arbeit mit den
ICLs werden z. B. bereits bei den Rollenu¨bernahmen die Namen der entsprechenden
Einsatzkra¨fte den jeweiligen formal definierten Fu¨hrungskonzepten zugeordnet. Die
automatische Auswertung der Item-Nachbedingungen und die manuell abgefragten
query-Items sind weitere Quellen fu¨r eine Wissensakquise. Ein Beispiel der Reaso-
ningfunktionalita¨t ist in Abschnitt 6.1.4 erla¨utert.
Selbst wenn das verwendete Vokabular sich an einer Anwendungsontologie orientiert, sind
in der BOS-Praxis immer noch Missversta¨ndnisse bezu¨glich der Deutung einzelner Fachbe-
griffe zu erwarten. Da in einer Großschadenslage typischerweise mit unterschiedlich qualifi-
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zierten Benutzergruppen zu rechnen ist, ist auch ein differenziert ausgepra¨gtes Versta¨ndnis
fu¨r BOS-eigene und fu¨r BOS-u¨bergreifende Fachtermini bei den Einsatzkra¨ften zu erwarten
(vgl. Wucholt et al. [WYM+11]). Die Verwendung einer einheitlichen Terminologie als
Informationsquelle im Einsatz (Punkt 2.) ist daher besonders hilfreich zur Vorbeugung von
begriﬄichen Missversta¨ndnissen im BOS-Bereich. Wie solch eine Nachschlagefunktionalita¨t
in einem UI geeignet umgesetzt werden kann, soll nicht Gegenstand dieser Arbeit sein.
Im Rahmen des SpeedUp-Projekts konnte diesbezu¨glich bereits eine Methode erarbei-
tet werden (siehe Wucholt et al. [WYM+11]), welche mit einer Analyse der inter- und
intraorganisationalen Kommunikation in einem MANV-Szenario beginnt. Begleitet durch
Beobachtungen (U¨bungen), Dokumentenanalysen (Dienstvorschriften, Regelwerke, Fach-
bu¨cher) und durch das Mittel (narrativer) Interviews, la¨sst sich so eine erste pra¨formale
Modellierung des Wissensbereiches erreichen. Diese dient dann in einem na¨chsten Schritt
einem sog. Knowledge Engineer als Ausgangspunkt einer formalen Modellierung. Die On-
tologie selbst wird wiederum Bestandteil einer sog. Wissensbasis (WB) in einem wissensba-
sierten System (Knowledge Base System) sein (vgl. Abb. 5.17). Die Begriffe Wissensbasis
(WB), Wissensdatenbank und Knowledge Base (KB) werden in dieser Arbeit synonym
verwendet.
Abbildung 5.17: Kulturanalyse und Knowledge Engineering.
Abbildung 5.17 skizziert die drei Schritte von der pra¨formalen Modellierung hin zu der Nut-
zung in einer wissensbasierten Softwarekomponente. Die im Rahmen dieser Arbeit erstellte
BOS-Ontologie dient ausschließlich als Beispiel einer konkreten Realisierung und muss fu¨r
einen realen Einsatz noch auf die jeweiligen lokalen Besonderheiten und der beno¨tigten




In diesem Kapitel werden das Casie-Architekturkonzept und das Zusammenspiel der ein-
zelnen Komponenten dargestellt. Als Voraussetzung wird angenommen, dass bereits ein
geeignetes (robustes) Kommunikationsnetzwerk existiert, worauf Casie mit seiner Funk-
tionalita¨t aufsetzen kann.
6.1 Komponenten der Casie-Architektur
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 … … …
 12:37: Item 34 bestätigt.
 12:45: Start der Task a3$.
 12:45: Task a3 ist abgeschlossen.
 01:15: Task 3 abgebrochen.
 01:34: Bearbeitung CL3 abgebrochen.
 02:15: C12 vollständig abgeschlossen.
 12:37: Item 34 bestätigt.
 12:45: Start der Task a3$.
 12:45: Task a3 ist abgeschlossen.
 01:15: Bearbeitung CL5 abgebrochen.
 02:15: C12 vollständig abgeschlossen.
 … … …
 Zugriff CL-Repository
 Init. CL-Schemata 
und Aufbau der CLH
 Prozess-Monitoring
 Event-Monitoring





zu CL-Clients bzw. 
System-Instanzen
Abbildung 6.1: Meta-Architekturskizze der wichtigsten Casie-Komponenten.
Eine fru¨he Version dieses Architekturkonzeptes wurde bereits 2010 auf dem Internatio-
nal Workshop on Emergency Management through Service Oriented Architectures (vgl.
[KGK+10]) vorgestellt. Die hier gezeigte Variante stellt eine Verfeinerung des fru¨hen Kon-
zeptes dar, wobei die automatische Planungskomponente durch eine Checklisten-Assistenz
(CL-Manager) spezialisiert wurde. Die Servicekomponente aus [KGK+10] (S. 5 ﬀ.), welche
eine automatische Ausfu¨hrung ausgesuchter Items ermo¨glicht, wurde in dieser Arbeit aus-
gespart. Prinzipiell kann, je nach Typ und Aufgabe der Items, auch eine Servicearchitektur,
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z. B. durch Bereitstellung von sog. information gathering- und information propagation-



























Abbildung 6.2: Architektur eines WfMS (nach Klausner [Kla01]).
Obwohl Checklisten in der Regel keine (reinen) Workflows1 darstellen (vgl. die Diskussion
in Abschnitt 3 und zu Beginn des Kapitels 5), kann die Architektur von Casie mit der eines
Workflow-Management-Systems (WfMS) (vgl. z. B. Klausner [Kla01], S. 5 ff.) verglichen
werden. Abbildung 6.2 zeigt den Aufbau eines WfMS, wobei der zu Casie korrespondie-
rende Bereich schraffiert gekennzeichnet ist. Vor allem das Konzept der work-to-do-lists
(vgl. Abb. 6.2) ist mit dem der Itemlisten in Casie vergleichbar. Auch die distributed and
intelligent to-do lists des Ansatzes von Wickler et al. (siehe [WTP06]) beruhen auf einem
a¨hnlichen Prinzip. Im Gegensatz zu einem WfMS steht in Casie jedoch keine automatische,
sondern eine manuelle Ausfu¨hrung von Aufgaben im Zentrum. Es gilt, in einer Multiagen-
tenumgebung physische Aktionen auszufu¨hren und die Einsatzkra¨fte dabei assistierend
mittels Checklisten zu
”
begleiten“. Eine vollsta¨ndige automatische Ausfu¨hrung(-skontrolle)
wird durch Casie nicht realisiert.
Dokumentenpool Die in der Architekturgrafik (Abb. 6.1) rechts außen angedeutete
Komponente des zusa¨tzlichen Dokumentenpools (Karten, Lagepla¨ne, Text-Dokumente, Ta-
bellen, Kataloge, Pla¨ne) tra¨gt der Praxisanforderung Rechnung, eine Vielzahl von mo¨gli-
chen bzw. bereits verfu¨gbaren elektronischen Dokumenten genau an den Stellen zugreifbar
zu machen, an denen sie als Hilfestellung auch wirklich angebracht sind. Die Realisierung
einer geeigneten Zugriffsmo¨glichkeit auf die verfu¨gbaren Dokumente wird vorausgesetzt.
Ein Verweis auf die jeweiligen Zusatzressourcen wird in Casie u¨ber das Definieren eines
entsprechenden Merkmals res(φ) := {Ress1, Ress2, ...} einer CL bzw. eines Items reali-
siert.
Im Folgenden werden die einzelnen Casie-Architekturkomponenten mit ihren Funktionen
vorgestellt. Wie diese in einem reaktiven und wissensbasierten System zusammenspielen,
wird im Anschlussabschnitt 6.2 erla¨utert.
1 Als Workflow (-Instanz) wird nach Jablonski [Jab95],
”
eine ausfu¨hrbare Beschreibung bzw. Abbild
eines Gescha¨ftsprozesses“ verstanden.
Komponenten der Casie-Architektur 77
6.1.1 CL-Client, Benutzerschnittstelle und Endgera¨te
Der sog. Checklisten-Client (kurz CL-Client) stellt als eine der Runtime-Komponenten die
Funktionalita¨ten der ICL den Einsatzkra¨ften bereit. Jeder CL-Client kommuniziert dabei
mit dem CL-Manager, von dem er mit Daten versorgt wird und der die Dynamik steuert.
Abbildung 6.1 abstrahiert das Detail der technischen Aufteilung der Architekturkomponen-
ten auf die eingesetzten Endgera¨te. Die Abbildung la¨sst bewusst offen, ob jedes Endgera¨t,
auf dem der CL-Client la¨uft, auch zugleich alle restlichen Komponenten bereitstellen muss.
Ob sich der CL-Client und der CL-Manager auf ein und demselben Rechner befinden oder
aber auf unterschiedliche Rechner im Netzwerk verteilt sind, ha¨ngt von der konkret gewa¨hl-
ten Umsetzung der Casie-Architektur ab. Aus der Perspektive der Komponentenverteilung
kommen folgende zwei Grundvarianten der Architekturumsetzung in Betracht:
1. Stand-Alone-Variante – Jedes Endgera¨t verfu¨gt u¨ber eine komplette Implementierung
aller Casie-Komponenten in einer einzigen Applikation bzw. auf einem Endgera¨t.
2. Network-Variante – Jedes Endgera¨t beno¨tigt
”
nur“ einen CL-Client und eine Netz-
werkanbindung. U¨ber das Netzwerk kann sich der Client an einen verfu¨gbaren CL-
Manager anmelden und seine Dienste in Anspruch nehmen.
Welche der beiden Varianten in der Praxis einsetzbar ist, ha¨ngt von der jeweiligen Imple-
mentierung und der zu erwartenden Netzwerkabdeckung ab. Im SpeedUp-Projekt hat sich
eine Variante der ersten Lo¨sungen als vorteilhaft herausgestellt (siehe Abschnitt 6.2), bei
der auf jedem Endgera¨t eine komplette Instanz aller Architekturelemente des SpeedUp-
Demonstrators untergebracht wurde. Dies hat den Vorteil, dass das System unabha¨ngig von
einer bestehenden Netzwerkverbindung autonom arbeiten kann. Kann ein System wa¨hrend
einer Großschadenslage eine Verbindung zu einem zweiten System aufbauen, so ko¨nnen
diese dann ihre bis dahin aggregierten Daten abgleichen. Dies ist eine Anforderung, die
sich aus der Einsatzcharakteristik einer Großschadenslage direkt ableitet und daher auch
fu¨r die konkrete Casie-Implementierung beachtet werden sollte.
Fu¨r die Stand-Alone-Variante (und den Datenaustausch in der Network-Variante) ist
die Anwendung verschiedener Netzwerktopologien mo¨glich. Beispielsweise kann ein zen-
traler Server alle CL-Clients bedienen (u¨berwachen) oder aber ein dediziertes Endgera¨t
u¨bernimmt bei bestehender Netzwerkverbindung zusa¨tzlich die Aufgabe des Servers fu¨r
alle CL-Clients, die im Einsatz sind.
In der Network-Variante wird die Verbindung einzelner CL-Clients untereinander (bzw.
mit einer zentralen Verwaltungskomponente) u¨ber ein zuvor etabliertes Kommunikations-
netzwerk realisiert. In diesem Fall beno¨tigt der Nutzer als Mindestanforderung nur einen auf
das eingesetzte Endgera¨t (PC, Notebook, Tablet) zugeschnittenen Client und eine Netz-
werkverbindung. Gema¨ß des klassischen Client/Server -Prinzips [Gei95] nutzt der Client
dann die von einem dedizierten CL-Manager innerhalb eines Netzwerkes bereitgestellten
Funktionalita¨ten (siehe CL-Manager weiter unten).
Der BOS-Bereich ist ein stark heterogener Bereich, was sich auch in der vorhandenen
IT-Unterstu¨tzung widerspiegelt. Ziel einer konkreten Casie-Implementierung sollte daher
eine mo¨glichst hohe Plattformunabha¨ngigkeit bezu¨glich der eingesetzten Systeme sowie eine
breite Unterstu¨tzung mo¨glicher Gera¨teklassen sein. Abbildung 6.3 skizziert von Tablet-PCs
u¨ber normale Desktop-PCs bis hin zu Smartphones ein Spektrum mo¨glicher Gera¨teklassen.
Weiterhin ist an eine Druckeranbindung als
”
Ru¨ckfallebene“ und/oder zu Back-Up- und
Dokumentationszwecken als notwendiges Kriterium fu¨r einen Praxiseinsatz zu denken.
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Obwohl die Gestaltung einer geeigneten graﬁschen Benutzerschnittstelle (engl. graphical
user interface, kurz GUI) nicht Zielstellung dieser Arbeit ist, sollen im Folgenden einige
allgemeine Aspekte und Anforderungen an diese zusammengefasst werden.
Benutzerschnittstellen (UI) / Geräte zur CL-Engine 
Abbildung 6.3: Mo¨gliche Klassen von Endgera¨ten.
Fu¨r einer Casie-Implementierung stellt sich die Aufgabe, jeweils eine geeignete GUI fu¨r die
Buildtime- und eine fu¨r die Runtime-Komponenten zu realisieren. Fu¨r die Modellierung der
Doma¨nenontologie (mit Rollen und Organisationsstruktur) kann auf vorhandene Werkzeu-
ge (wie z. B. den Ontologieeditor Prote´ge´) zuru¨ckgegriﬀen werden. Fu¨r die Konﬁguration
der Checklisten bedarf es hingegen neuer Softwarewerkzeuge, die auf die jeweiligen Anwen-
der zugeschnitten sind. Peinel et al. schlagen hierzu z. B. in [PRW12b] einen webbasierten
















Zeit des Itemchecks  
(z.B. für das Logbuch) 
action-Item einer delegierten Aktion, 
die längere Zeit in Anspruch nimmt 
Bereitstellung einer 
Erläuterung (desc) über 
das “Fragezeichen”-Icon 
Abbildung 6.4: Eigene Studie eines mo¨glichen GUI (vgl. [KWB12]).
Wie die Erfahrungen des SpeedUp-Projekts zeigten, besteht bereits bei der Konﬁguration
eines solchen Systems ein sehr hoher Usability-Anspruch an die eingesetzten Softwarewerk-
zeuge. Da zudem im BOS-Bereich nicht davon auszugehen ist, dass alle Nutzer erfahren im
Umgang mit Computern sind, und da sich die Arbeitsumgebungen und -bedingungen teil-
weise recht widrig gestalten (wechselnde Lichtverha¨ltnisse, Regen, Schmutz, Ka¨lte, Hitze,
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Stress), leitet sich die Notwendigkeit einer mo¨glichst einfach zu bedienenden Benutzer-
schnittstelle ab. Nicht zuletzt um der Akzeptanzproblematik entgegen zu wirken, sollten
die Werkzeuge den Einsatzkra¨ften ermo¨glichen, ihr eigenes CL-Repository mo¨glichst ein-
fach einzupflegen und zu warten. Erfahrungen der SpeedUp-Praxis zeigten daru¨ber hinaus,
dass sich die Fu¨hrungskra¨fte eine einheitliche Benutzerschnittstelle fu¨r die Buildtime- und
Runtime-Komponenten wu¨nschen. Eines der Designziele sollte daher darin liegen, die not-
wendige Interaktion mit dem System auf ein Minimum zu beschra¨nken.
Die Verknu¨pfung der einzelnen CLs einer CLH la¨sst sich in einem GUI auf mindestens
zwei Arten visualisieren. So ko¨nnen z. B. ausgehend von einer MCL alle Items der Sub-CLs
(der kompletten Hierarchie) in einer Baumstruktur visualisiert werden (siehe Beispiel in
Abb. 6.4). Oder es ko¨nnen alle Checklisten einer Hierarchie jeweils separat dargestellt wer-
den. Die Darbietung aller Items fu¨r eine MCL, in Form einer flachen Liste, wird bei großen
und komplexen Hierarchien zu unu¨bersichtlich und sollte daher keine Option sein. Eine
mo¨gliche Itemreihenfolge sollte im Benutzerinterface der Ordnungsconstraints (≺) folgen.
Fu¨r jede partielle Ordnung existieren mehrere Mo¨glichkeiten der seriellen Darstellungen.
Abbildung 6.4 zeigt eine Mo¨glichkeit einer Umsetzung, die im Rahmen dieser Arbeit pro-
totypisch entwickelt wurde. Bedingte Items sind in der Abbildung nicht beachtet.
Welche Darstellungsformen konkret den Kriterien einer angestrebten Benutzerfreund-
lichkeit entsprechen, kann letztendlich nur eine Evaluierung verschiedener Konzepte in der
Praxis zeigen. In dieser Arbeit soll der sich dadurch ero¨ffnende eigene Themenkomplex
nicht weiter vertieft werden. Vielmehr wird im Folgenden vorausgesetzt, dass geeignete
Werkzeuge zur Konfiguration der Checklisten und der Ontologie vorhanden sind und von
den BOS-Mitarbeitern (mit oder ohne Hilfe von Experten) bedient werden ko¨nnen.
6.1.2 CL-Manager
Der CL-Manager stellt die zentrale Steuereinheit in Casie dar. Je nachdem, ob ein CL-
Client fu¨r eine Einsatzkraft isoliert genutzt wird (Single-User-Modus, kurz SUM ) oder aber
im Datenaustausch mit weiteren Clients (Multi-User-Modus, kurz MUM ) betrieben wird,
steht ein eingeschra¨nkter bzw. der volle Funktionsumfang dem Nutzer bereit. Folgende
Funktionalita¨ten stellt der CL-Manager einem CL-Clienten zur Verfu¨gung.
• Zugriff auf Repository – Der CL-Manager ermo¨glicht den CL-Clienten einen wahl-
freien Zugriff auf alle hinterlegten (relevanten) CL-Schemata (siehe na¨chsten Unter-
abschnitt).
• Prozess-Monitoring – Der CL-Manager u¨berwacht den Status aller Checklisten (von
der Aktivierung bis zum Ende der Bearbeitung) und kann somit einen U¨berblick
u¨ber alle abgeschlossenen, abgebrochenen und noch laufenden Prozesse gema¨ß des
Prozesskontextes der ICL liefern. Dies wird durch die U¨berwachung aller Client-
Ereignisse und aller externen Ereignisse (ausgelo¨st durch andere Casie-Instanzen im
Multi-User-Mode) erreicht.
• KB-Connector – Alle u¨ber den Client erfassten Informationen u¨ber die Einsatzla-
ge werden vom CL-Manager erfasst und zur Erweiterung der KB genutzt. Zu den
Informationen za¨hlen die Effekte der besta¨tigten Items bzw. bereits abgeschlossener
Checklisten. Ein automatisches Schließen u¨ber die Informationen fu¨r situationsange-
passte ICL wird so erst ermo¨glicht.
• Logging/Dokumentation – Durch das automatische Speichern von Informationen u¨ber
die Statuswechsel der aktiven CL und deren Items ist der CL-Manager in der Lage,
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einen Logging-Mechanismus zu Dokumentationszwecken bereitzustellen (siehe na¨chs-
ten Abschnitt).
• Network-Manager – Der Verbindungsaufbau und die U¨berwachung der Ereignisse
anderer Clients ermo¨glichen eine einsatzu¨bergreifende Zusammenfu¨hrung und Be-
achtung aller durch die Arbeit mit den Checklisten gewonnenen Informationen.
Auf die einzelnen Funktionsbereiche, die das reaktive Systemverhalten von Casie bestim-
men, wird im kommenden Abschnitt 6.2 genauer eingegangen.
6.1.3 CL-Repository & -Logbook
Im Checklisten-Repository ist die Menge aller erarbeiteten Checklisten hinterlegt. Hierzu
ko¨nnen die Checklisten jeweils lose in einer geeigneten Datenstruktur organisiert werden.
Da selbst bei einer gro¨ßeren Anzahl vorgehaltener Checklisten der zu erwartende Datenum-
fang relativ gering ausfa¨llt, bedarf es keiner besonderen Lo¨sungen fu¨r große Datenmengen.
Die Doma¨nenexperten ko¨nnen mittels eines Build-Time-Editors (welcher an dieser Stelle
nicht na¨her erla¨utert wird) ihre eigenen CLs erstellen, a¨ndern und lo¨schen. Die Speicherung
u¨ber das Dateisystem der Plattform ist hierbei ausreichend. Eine einfache Mo¨glichkeit stellt
z. B. eine Menge von Dateien dar, bei der jede Datei fu¨r eine einzelne Checkliste steht. Die
Checklisten ko¨nnen zentral vorgehalten werden, was eine Pﬂege und Aktualisierung erleich-
tert. Als Build-Time-Komponente kann die Erstellung der CLs z. B. u¨ber eine Tabellenkal-
kulationsanwendung ga¨ngiger Oﬃce-Produkte erfolgen. Dies ermo¨glicht den Einsatzkra¨ften










 … … …  
 … … …  
 … … … 








 … … …  
 … … …  
 … … … 
 … … …   
Checkliste 
 … … …  
 … … …  
 … … … 
 … … …   
Lagemerkmale 
Domänenexperten 
Abbildung 6.5: Die Komponente des CL-Repository.
Die Komponente CL-Logbook steht fu¨r eine digitale Variante eines Einsatztagebuches, in
der Informationen u¨ber die Lageentwicklung bezu¨glich der laufenden und bereits erledigten
Handlungen protokolliert werden ko¨nnen. Der CL-Manager aggregiert hierzu die Informa-
tionen u¨ber die vom CL-Client registrierten Benutzeraktionen. Die so gewonnene Historie
der Aufgabenabarbeitung leistet einen entscheidenden Beitrag zur Pﬂicht der Einsatzdo-
kumentation, welche im BOS-Bereich einen hohen Stellenwert einnimmt (siehe Abschnitt
7.3).
Jedem im Einsatz aktiven CL-Client kann sein eigenes Einsatztagebuch zugeordnet wer-
den. Zusa¨tzlich ko¨nnen durch das Anlegen verschiedener Eintragsschemata (Log-Modus)
(siehe Abb. 6.6) eine auf die jeweiligen Anspru¨che des Anwenders zugeschnittene Form und
der gewu¨nschte Detaillierungsgrad angegeben werden. Die Aggregation aller Informationen
kann mittels einer dedizierten Logging-Komponente des CL-Manager erfolgen, welche alle
relevanten Informationen z. B. in Form eines einfachen Logﬁles im CL-Client abgespeichert.
Tabelle 6.1 zeigt fu¨r jeden der mo¨glichen internen Zustandsu¨berga¨nge einen entsprechen-
den Beispieleintrag. Die genaue Auspra¨gung der Eintra¨ge im Logbuch la¨sst sich je nach


















 … … … 
 12:37: Item 34 bestätigt. 
 12:45: Start der Task a3$. 
 12:45: Task a3 ist abgeschlossen. 
 01:15: Task 3 abgebrochen. 
 01:34: Bearbeitung CL3 abgebrochen. 
 02:15: C12 vollständig abgeschlossen. 
 12:37: Item 34 bestätigt. 
 12:45: Start der Task a3$. 
 12:45: Task a3 ist abgeschlossen. 









 … … … 
 12:37: Item 34 bestätigt. 
 12:45: Start der Task a3$. 
 12:45: Task a3 ist abgeschlossen. 
 01:15: Task 3 abgebrochen. 
 01:34: Bearbeitung CL3 abgebrochen. 
 02:15: C12 vollständig abgeschlossen. 
 12:37: Item 34 bestätigt. 
 12:45: Start der Task a3$. 
 12:45: Task a3 ist abgeschlossen. 
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Abbildung 6.6: Die Komponente des CL-Logbooks.
Wunsch frei gestalten. Die Tabelle soll ein Gefu¨hl dafu¨r vermitteln, welche Mo¨glichkeiten
eine automatische Loggingfunktion in Casie bietet.
Event Beispiel-Schema fu¨r Eintra¨ge eines Logbook
init(cl) time Uhr: Start der Checklise name(cl).
check(φ) time Uhr: Item φ besta¨tigt.
start(φ) time Uhr: Start der Task (action-Item) name(φ).
finish(φ) time Uhr: Task (action-Item) name(φ) ist abgeschlossen.
abandon(φ) time Uhr: Task (action-Item) name(φ) abgebrochen.
cancel(cl) time Uhr: Bearbeitung von name(cl) abgebrochen.
finish(cl) time Uhr: name(cl) vollsta¨ndig abgeschlossen.
login(w) time Uhr: w ist am CL-Client mir der ID id angemeldet.
fulfil(w) time Uhr: w u¨bernimmt Rolle name(r).
Tabelle 6.1: Mo¨gliches Schema der Logbook-Eintra¨ge.
Die beiden letzten Eintra¨ge in der Tabelle 6.1 beziehen sich bereits auf die Interaktion eines
Nutzers mit dem System selbst. Im kommenden Abschnitt 6.2 werden die Loggingfunktio-
nalita¨t und die Events na¨her erla¨utert.
6.1.4 Knowledge-Base (System) / BOS-Ontologie
In Casie soll der Wissensbereich der BOS-Doma¨ne in Form einer formalen Ontologie mo-
delliert werden. Unter einer Ontologie wird in der Informatik eine
”
explicit speciﬁcation
of a conceptualization“ [Gru93] eines Wissensbereiches verstanden. In der ju¨ngeren Zeit
wurde der formale Aspekt einer solchen Speziﬁkation herausgehoben und obige Deﬁnition
zu
”
explicit and formal speciﬁcation of a conceptualization“ erweitert [AH04]. Die Begrif-
fe BOS-Ontologie, Anwendungsontologie, Doma¨nenontologie und Ontologie werden in der
weiteren Arbeit, wenn nicht explizit eingeschra¨nkt, synonym verwendet. Ein wesentliches
Merkmal der Casie-Architektur liegt daher darin, die formale Speziﬁkation des ontologi-
schen BOS-Doma¨nenwissens im Rechner geeignet zu repra¨sentieren und als Wissensbasis
zu nutzen. Das so modellierte Wissen ist konform seiner Bedeutung maschinell verarbeitbar
(machine processable), wodurch sich vor allem die Mo¨glichkeit ergibt, automatisch u¨ber die
Menge der vorhandenen Fakten der Wissensbasis schließen zu ko¨nnen. Der oft statt ma-
chine processable unsauber verwendete Ausdruck machine understandable sollte vermieden
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werden, da er ein wirkliches Verstehen im Sinne des menschlichen Verstandes suggeriert,
wovon jedoch im Rechner keine Rede sein kann.
Konkret wird Casie durch den Aufbau einer Wissensbasis in die Lage versetzt, die Gu¨l-
tigkeit der Anwendungskriterien von ICLs und der Vorbedingungen der Items automatisch
zu evaluieren. Falls die Qualita¨t und die Quantita¨t der Datenlage es ermo¨glichen, kann diese
zu einer intelligenten, lagekonformen Anpassung der ICLs genutzt werden (siehe Abschnitt
6.2).
Ein weiterer Vorteil dieser Art der Modellierung liegt darin, dass A¨nderungen am Do-
ma¨nenmodell (in der Regel) ohne eine Anpassung der Programmlogik mo¨glich sind, da
das Wissen u¨ber die Anwendungsdoma¨ne unabha¨ngig von der jeweiligen Programmlogik
(CL-Manager) realisiert ist. In der KI werden Systeme, in denen deklaratives Wissen ei-
ner Doma¨ne von der Programmlogik getrennt wird, als wissensbasierte Systeme oder auch
Knowledge Base Systems bezeichnet. Die Abbildung 6.7 skizziert den Aufbau einer Wis-


















Patient ≡ Person ِ ׌hat.Verletzung 
Einsatzkraft ≡ Person ِ ׌gehörtZu.BOS  
LNA ≡ Notarzt ِ ׌leitet.Einsatz 
Notarzt(‘Dr. Müller’)  
hatRolle('Dr. Müller'‚ 'LNA' ) 
beteiligtesGefahrgut(‘Blausäure’) 
leitet(‘Dr. Eilig’, ‘Behandlungsplatz’) 
Bsp. Fakten (Assertions) über Einsatzlage 
Bsp. Axiome der BOS-Ontologie 













Abbildung 6.7: Architektur eines Knowledge Base Systems (KBS) (nach Baader [BCM+03]).
Eine formale Wissensbasis besteht aus einer TBox (das T steht fu¨r Terminology) und
einer ABox (das A steht fu¨r Assertions) [BCM+07]. Die TBox entha¨lt axiomatische De-
ﬁnitionen (terminologisches Wissen) aller Konzepte und deren Beziehungen untereinander
– in dieser Arbeit z. B. bereitgestellt durch eine BOS-Ontologie. Sie stellt das Vokabular
des Anwendungsgebietes bereit und legt fest, welche Relationen zwischen den Instanzen
der Konzeptklassen bestehen. In der ABox wird mit den Sprachmitteln der TBox Fak-
tenwissen (Assertions) u¨ber Individuen (Objekte der Welt) abgelegt. Die ABox beinhal-
tet Informationen u¨ber einen konkreten Zustand der Welt (der Anwendungsdoma¨ne). Um
die Wissensbasis nutzen zu ko¨nnen, bedarf es der Anwendung entsprechender Schlussfolge-
rungssysteme (Reasoner). Das Ziel der logischen Inferenz ist es, zu entscheiden, ob aus einer
gegebenen Wissensbasis KB die Gu¨ltigkeit einer gegebene Formel ϕ ableitbar (logisch in-
ferierbar) ist, geschrieben KB |= ϕ. Alle Komponenten zusammen, stellen ein KB-System
dar. Die KB-Komponente stellt eine sog. Tell/Ask-Schnittstelle zum CL-Manager bereit,
u¨ber die Fakten der Welt der KB mitgeteilt werden ko¨nnen (Tell) und u¨ber die Anfragen
u¨ber die Gu¨ltigkeit einer Formel ϕ gestellt werden ko¨nnen (Ask) [BCM+07]. Abbildung
6.7 stellt dies schematisch dar. Auf der rechten Seite sind jeweils Beispiele von Axiomen
bzw. Assertions gegeben. Das Axiom Patient  Person  ∃hat.Verletzung deﬁniert z. B. ein
Konzept Patient, zu dem Individuen za¨hlen, die eine Person sind und zugleich eine Ver-
letzung aufweisen. Eine konkrete Beobachtung, z. B. dass Dr. Mu¨ller die Rolle des LNA
u¨bernommen hat, wird in der ABox als Assertion hatRolle(’Dr. Mu¨ller’,’LNA’) repra¨sentiert.
Als Sprachmittel zur terminologischen Wissensrepra¨sentation hat sich in der KI-Forschung
der Einsatz von Beschreibungslogik (Description Logic, DL) etabliert. DL steht fu¨r ei-
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ne ganze Familie von Formalismen zur Wissensrepra¨sentation (Knowledge Representation,
KR), deren Urspru¨nge in der Forschung zu semantischen Netzen und Frames (siehe Mins-
ky, [Min75]) liegen. Fru¨here objektzentrierte Wissensrepra¨sentationssysteme (siehe z. B.
Schmolze et al. [SBI85]) verfu¨gten noch nicht u¨ber eine formale Semantik. Dies fu¨hr-
te zur Entwicklung entsprechender Sprachformalismen wie DLs, die ausdruckssta¨rker als
die Aussagenlogik (propositional logic), aber noch nicht so komplex wie die volle Pra¨dika-
tenlogik 1. Stufe (PL1) (first-order predicate logic, FOL) sind, sodass einige interessante
Entscheidungsprobleme (und damit Schlussfolgerungen) effektiv berechnet werden ko¨nnen
(vgl. z. B. [BHS08]). DL stellt wegen ihrer Beschra¨nkung auf bina¨re Pra¨dikate und den
Verzicht auf Funktionen eine entscheidbare Untermenge der PL1 dar.
Ein einfaches Beispiel soll den prinzipiellen Zusammenhang von PL1 und DL verdeutli-
chen. Angenommen wir wollen folgenden Sachverhalt modellieren:
”
Ein Leitender Notarzt
ist ein Notarzt, der einen Einsatz leitet“. Formalisiert in PL1 lautet er, wie folgt
∀x. [LeitenderNotarzt(x)→ Notarzt(x) ∧ ∃y. [leitet(x, y) ∧ Einsatz(y)]] .
Die Syntax der Description Logic erlaubt, den gleichen Sachverhalt einfacher und in einer
pra¨gnanten, variablenfreien Syntax zu notieren:
LeitenderNotarzt v Notarzt u ∃leitet.Einsatz .
Im Beispiel wird das Konzept LeitenderNotarzt durch Zuhilfenahme bereits definierter Kon-
zepte (Notarzt und Einsatz) und deren Relationen (hier z. B. leitet) neu definiert. Eine
Ontologie la¨sst sich als eine Sammlung von DL-Axiomen obiger Beispielstruktur verste-
hen. Das zentrale Element jeder Ontologie stellen die Konzepte (auch Klassen genannt)
und die Relationen (auch Rollen oder Eigenschaften genannt) zwischen den Konzepten
der Anwendungsdoma¨ne dar [NM01]. (Dieser Rollenbegriff darf nicht mit dem in Casie
eingefu¨hrten Begriff der Rolle einer Einsatzkraft (vgl. Def. 2) verwechselt werden.) Zum
Beispiel kann die Klasse Patient alle Verletzten und Erkrankten in einem MANV repra¨sen-
tieren. Ein konkreter Patient ist diesbezu¨glich ein Individuum, eine Instanz dieser Klasse.
Je nach Modellierung und Anforderung ko¨nnen Konzepte auch abstrakte Dinge wie z. B.
eine Schadenslage oder ein Gefahrenpotential repra¨sentieren. Spezialisierungen zu Konzep-
ten ko¨nnen in Form von Subklassen realisiert werden. Zum Beispiel wa¨re das Konzept
Verletzter eine Subklasse (sub-class) von Patient und dieses wiederum von Person. Durch
Relationen werden Eigenschaften von Klassen und Beziehungen zwischen konkreten Instan-
zen beschrieben. So kann z. B. eine Relation hatDiagnoseGestellt zwischen der Klasse Patient
und Notarzt definiert werden. Ein konkreter Patient kann so spa¨ter in Beziehung zu seinem
diagnostizierenden Notarzt gebracht werden. Es handelt sich in diesem Beispiel um eine
bina¨re Relation hatDiagnostiziert(Notarzt,Patient), deren konkrete Auspra¨gung z. B. hatDia-
gnostiziert(’Dr. Eilig’,’Max Mustermann’) lauten ko¨nnte. Eine ausfu¨hrliche Abhandlung zum
Thema Ontologien und Beschreibungslogik la¨sst sich z. B. in [SS04] bzw. [BCM+07] finden
und soll nicht Gegenstand dieser Arbeit sein.
Die Wahl einer konkreten Ontologiesprache
Bezu¨glich des theoretischen Hintergrundes von DL und KBS stellt sich die Frage der Um-
setzung in einem entsprechenden Softwaresystem. Eine konkrete Realisierung von DL stellt
eine Variante der Web Ontology Language (OWL) dar, fu¨r die mittlerweile eine Vielzahl
hilfreicher Softwarewerkzeuge existieren. Die Sprache ist eine Weiterentwicklung der On-
tologiesprache DAML+OIL (siehe [DAML]). Bei der Entwicklung der Sprache hatte das
Forschungsgebiet der Beschreibungslogiken einen großen Einfluss, vor allem was die formale
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Semantik, die Wahl der Sprachkonstruktoren und die Integration der Datentypen und spezi-
eller Werte anbelangt [HPM+07]. OWL ist eine semantische Auszeichnungssprache (Mark-
up-Sprache), die urspru¨nglich zur Vero¨ffentlichung und zum Austausch von Ontologien im
World Wide Web (WWW) entwickelt wurde. Durch eine relativ gute Tool-Unterstu¨tzung
und die theoretische DL-Basis ist OWL auch außerhalb des WWW-Umfeldes als Mittel
der Wahl zur Ontologieentwicklung weit verbreitet. Mit OWL ko¨nnen Klassen (Classes),
Eigenschaften (Properties) und Instanzen (Individuals) beschrieben werden. Die Klassen
stehen fu¨r die Konzepte, welche spezielle Eigenschaften besitzen ko¨nnen. Instanzen sind
Individuen einer oder mehrerer Klassen. Die OWL-Spezifikation2 unterscheidet zwischen
den drei zunehmend komplexen Sprachversionen (auch profiles genannt) OWL-Lite, OWL-
DL und OWL-Full. Da im Rahmen dieser Arbeit nur OWL-DL relevant ist, soll auf die
beiden anderen Profile nicht weiter eingegangen werden. OWL-DL (
”
DL“ steht hier fu¨r
Description Logic) stellt einen ausdrucksstarken Sprachformalismus dar und ist a¨quivalent
zu der Beschreibungslogik SHOIN (D) [HPM+07].
Der praktische Einsatz von Beschreibungslogiken ließ in vielen Anwendungsbereichen
den Wunsch aufkommen, Schlussfolgerungen u¨ber spezielle Doma¨nen mit einer fixen (con-
crete) Semantik fu¨r ausgewa¨hlte Konzepte, wie Integer, Real oder String, nutzen zu ko¨nnen.
Ziel war es, konkrete Qualita¨ten (wie z. B. Gewicht, Temperatur oder Entfernung) fu¨r reale
Objekte der Welt einfacher zu modellieren und verarbeiten zu ko¨nnen. Um dies zu ermo¨g-
lichen, wurden die DL-Reasoner um die Mo¨glichkeit des Schließens u¨ber diese sogenannten
Concrete Domains (kurz D) erweitert. Fu¨r weitere Details sei z. B. auf [BH91; HMW01;
Lut03] verwiesen. Folgende Auflistung soll speziell fu¨r SHOIN (D) die charakteristischen
Sprachbestandteile wiedergeben (siehe Description Logic Complexity Navigator [DLCN]):
• S – steht fu¨r transitive Rollen (Rollen-Axiom): Trans(R).
• H – steht fu¨r Rollen-Hierarchie (Rollen-Axiom): R ⊆ S.
• O – steht fu¨r sog. Nominale (abgeschlossene Klassen), d. h. fu¨r eine Menge von Indi-
viduen a1, ..., an ist {a1, ..., an} ein eigenes Konzept.
• I – steht fu¨r inverse Rollen: R−.
• N – steht fu¨r eine (unqualified) number restrictions: (≥ n R), (≤ n R).
• D – steht fu¨r Concrete Domains.
Obige Sprachbestandteile ermo¨glichen es, ein sehr detailliertes Doma¨nenmodell zu erstellen.
Die im Rahmen dieser Arbeit beispielhaft umgesetzte BOS-Ontologie (siehe [BOS-O]) nutzt
direkt (oder indirekt) all diese Sprachbestandteile, indem es die entsprechenden OWL-
Konstrukte verwendet. In den Abbildungen 6.8 und 6.9 wird die A¨quivalenz ausgewa¨hlter
OWL-Konstrukte (linke Spalte) mit der entsprechenden korrespondierenden DL-Syntax
aufgezeigt, erga¨nzt um eine jeweilige FOL-Variante bzw. Beispiele.
Die Praxiserfahrungen mit OWL fu¨hrten in ju¨ngster Zeit zu dem Wunsch nach Erweite-
rung des alten OWL-Standards und schließlich zu einer u¨berarbeiteten OWL-2-Spezifikation
[OWL2]. In OWL 2 wurden zusa¨tzliche ontologische Axiome zur Steigerung der Ausdrucks-
kraft eingefu¨hrt. Des Weiteren wurden nichtlogische Erweiterungen, z. B. bei Syntax und
Metadaten, und eine U¨berarbeitung der OWL-Varianten (Lite/DL/Full) vorgenommen.
Durch die Erweiterungen hat sich auch die DL-Basis von SROIN (D) zu SROIQ(D)
gea¨ndert (erweitert). An dieser Stelle soll auf eine detaillierte Vorstellung von OWL 2
verzichtet werden (siehe [OWL2]).
2 siehe http://www.w3.org/2004/OWL/ (abgerufen am 01.12.2013)
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Abbildung 6.8: OWL-Konstruktoren vs. DL (Quelle: [BHS08]).
Abbildung 6.9: OWL-Axiome vs. DL (Quelle: [BHS08]).
Fu¨r diese Arbeit relevant ist jedoch die Tatsache, dass ab OWL 2 eine explizite Angabe
negierter Relationen (z. B. ¬ hatDiagnostiziert(’Dr. Eilig’,’Max Mustermann’)) mo¨glich ist.
Fu¨r Casie ist dies vor allem bei der Aufnahme von Beobachtungen der Fakten u¨ber die
Welt von Interesse, bei denen ein explizites Nichtzutreffen eines bestimmten Merkmales
im System aufgenommen werden soll. Zum Beispiel kann der Fakt, dass kein Gefahrgut
bei einem Großbrand mit beteiligt ist (¬ beteiligtGefahrgut(’MANV-A7’)), somit in Casie
explizit repra¨sentiert werden. Dieser Fakt hat mehr Aussagekraft als das bloße Nichtwissen,
ob Gefahrgut beteiligt ist oder nicht. Folgende zwei Punkte sprechen zusa¨tzlich fu¨r den
Einsatz von OWL-DL als Repra¨sentationssprache in Casie:
1. Entwicklungstool-Support. Da OWL in der ju¨ngsten Zeit als quasi de facto Stan-
dard fu¨r die Ontologieentwicklung auch außerhalb des Einsatzes in der Semantic
Web Vision annoncierte, existieren mittlerweile einige ma¨chtige Softwarewerkzeuge
zur Entwicklung und Integration von OWL-Ontologien. Zu nennen sei hier z. B. der
Ontologieeditor Prote´ge´ [Prote´ge´] und die OWL API [HB11].
2. Formale Semantik. Da sich die wohldefinierte Syntax der Sprachelemente von OWL-
DL auf die entsprechende Syntax der Beschreibungslogik SHOIN (D) abbilden la¨sst,
ko¨nnen Schlussfolgerungsmechanismen der Beschreibungslogiktheorie auf die Onto-
logie angewandt werden. Dies ist nur mo¨glich, da DL u¨ber eine formale Semantik
verfu¨gt. Des Weiteren existiert eine Reihe von Reasonern wie z. B. [Racer], [FaCT++]
und [Pellet], die als Beschreibungslogikdialekt OWL-DL unterstu¨tzen.
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Abbildung 6.10: TBox-Auszug der BOS-Definitionen aus [BOS-O].
Modellierung und Reasoning-Fa¨higkeiten
In diesem Unterabschnitt wird das Grundprinzip hinter der Reasoning-Funktionalita¨t und
den dazu notwendigen TBox-Axiomen anhand eines einfachen Beispiels illustriert. Stellen
wir uns vor, wir wollen in Erfahrung bringen, welche BOS alle in einer Großschadenslage
rettungsdienstliche Aufgaben inne haben. D. h., wir wollen wissen, welche BOS bei der
Behandlung von Patienten involviert sind, um z. B. nur ihnen wichtige Erkenntnisse u¨ber
einen Giftstoff zukommen zu lassen. Dies stellt ein Beispiel einer Competency Question
dar (vgl. Schritt 1 im vorhergehenden Abschnitt), welche die Ontologie in der Lage sein
sollte, zu beantworten. Vorausgesetzt, es sind alle konkreten BOS am Einsatzort ihrem
allgemeinen BOS-Typ zugeordnet, ließe sich obige CQ durch Auflistung aller Individuen
erreichen, die der Klasse Hilfsorganisation zugeordnet sind (vgl. Abb. 6.10).
Konkret handelt es sich hierbei um eine zusammengesetzte Reasoningaufgabe (vgl. hier-
zu [BCM+03; BCM+07]). In einem ersten Schritt muss mittels Klassifikation (Classificati-
on) das Hasse-Diagramm der Subsumtions-Relationen vT bezu¨glich einer gegebenen TBox
T berechnet werden. Somit erha¨lt man im oberen Beispiel all die Klassen, die direkt per
”
is-
a“-Relation zur Klasse Hilfsorganisation zugeordnet sind, und zusa¨tzlich jene, die indirekt
aufgrund entsprechender TBox-Axiome ebenfalls unter die gesuchte Klasse subsumiert wer-
den. In einem zweiten Schritt werden u¨ber die Menge der Individuen diejenigen berechnet,
die in eine der gesuchten Klassen fallen. Letztere Aufgabe ist ein Inferenzproblem bezu¨glich
Zusicherungen in der ABox. Alle Individuen einer Klasse zu ermitteln, wird u¨ber Retrieval
erreicht (siehe [BCM+03]). Retrieval bezeichnet die Berechnung der Menge IA,T (C) von
Individuennamen a ∈A, fu¨r die gilt: A |=T C(a). Vorausgesetzt, gegeben ist eine ABox A,
eine TBox T und ein Konzept C.
In der Praxis u¨bernehmen jedoch nicht nur Hilfsorganisationen wie das DRK oder der
ASB rettungsdienstliche Aufgaben. Auch Feuerwehren und die Bundeswehr ko¨nnen hierfu¨r
in Frage kommen (vgl. Kapitel 2). Die Abfrage nur auf die Klasse Hilfsorganisation zu
beschra¨nken, ist daher ungeeignet. Eine Erweiterung auf die gesamte Klasse der BOS ist
hingegen zu weitreichend, schließlich kann es auch Hilfsorganisationen oder Feuerwehren in
einem Einsatz geben, die nicht in die Patientenbehandlung involviert sind. Die Definition
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einer Klasse der Rettungsdienstorganisation ist hierfu¨r eine Lo¨sung, andere Lo¨sungen sind
ebenfalls denkbar.
Abbildung 6.11: Beispiel eines Reasoningergebnisses (Prote´ge´).
Folgendes TBox-Axiom definiert eine neue benannte Klasse auf Basis von BOS, die einen
Fahrzeugtyp der Klasse Rettungsdienstfahrzeug am Einsatzort angemeldet haben.
Rettungsdienstorganisation
.
= BOS u ∃fahrzeugGeho¨rtZuBOS−.Rettungsdienstfahrzeug.
Abbildung 6.12: Explanation Schlussfolgerungsergebnis (Prote´ge´).
Abbildung 6.11 zeigt ein entsprechendes Reasoningergebnis, so wie es mittels Prote´ge´ auf
Basis eines Reasoneres (hier HermiT OWL Reasoner, siehe [MSH09]) berechnet und ange-
zeigt wird. Das Axiom selbst ist in der Manchester Syntax zu sehen, welche eine alternative
Schreibweise der DL-Syntax darstellt. Das Beispiel stammt aus der BOS-Ontologie [BOS-
O], in der einige Individuen als Beispiel abgelegt sind. Zu sehen sind drei Individuen, die
als Members der Klasse Rettungsdienstorganisation ermittelt wurden.
Eine Begru¨ndung, warum z. B. das ’DRK Jena-Eisenberg-Stadtroda e. V.’ mit zu den ge-
suchten BOS za¨hlt, kann in Prote´ge´ durch einen Click auf das Fragezeichen-Icon angezeigt
werden. Abbildung 6.12 listet alle Fakten auf, die in ihrer Gesamtheit zur Ableitung gefu¨hrt
haben.
Die Sta¨rken logischen Schließens ko¨nnen bereits wa¨hrend der Modellierungsphase genutzt
werden. Dadurch ko¨nnen ungewollte Beziehungen (Relationen) und Inkonsistenzen auf-
gedeckt werden. Automatische Schlussfolgerungen sind fu¨r folgende Anwendungsbereiche
hilfreich:
1. Es ko¨nnen Modellierungsfehler z. B. anhand widerspru¨chlich definierte Konzepte der
TBox erkannt werden.
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2. Die Struktur der Konzepthierarchie kann mittels Schlussfolgerung bezu¨glich der Sub-
klassenbeziehungen (is-a-Relation) zur besseren Darstellung explizit gemacht werden.
Die Darstellung der Konzepthierarchie in Abbildung 6.19 ist ein Beispiel hierfu¨r.
3. Schlussfolgerungen ko¨nnen ungewollte Redundanzen ﬁnden, in dem z.B. zwei a¨qui-
valente Konzepte erkannt werden, die unter Umsta¨nden so nicht beabsichtigt waren.
Der hier vorgeschlagene Ansatz geht weit u¨ber die Bereitstellung eines bloßen Glossars, wie
er z. B. in Peinel et al [PRW12b] vorgeschlagen wird, hinaus. So kann das Doma¨nenwissen
(Punkt 3.) als Schema genutzt werden, um ihm die Informationen einer taskorientierten
Datenakquise wa¨hrend eines Einsatzes zuzuordnen. Was genau unter taskorientierter Da-
tenakquise zu verstehen ist und wie diese in Casie zur Gewinnung einer Lagerepra¨sentation
genutzt werden kann, wird im Unterabschnitt 7.3 erla¨utert.
6.2 Dynamik / reaktives Systemverhalten
Unter Zuhilfenahme der oben erarbeiteten Konzepte und Deﬁnitionen werden im Folgen-
den die wesentlichen Aspekte des dynamischen Systemverhaltens von Casie erla¨utert. Eine
den Anforderungen entsprechende Konﬁguration (siehe Abschnitt 6.3) des Systems (Check-
listen, Rollendeﬁnitionen, Doma¨nenmodell in der Wissensbasis) soll hierbei als gegeben
vorausgesetzt werden. Vorerst wird sich auf die reine Anwendungsdynamik im Einsatz
konzentriert.
6.2.1 Zustandsu¨berga¨nge einer Checkliste und deren Items
Wesentliche Bestandteile der Modellierung des dynamischen Verhaltens reaktiver Systeme
sind deren Zusta¨nde, in denen sich das System beﬁnden kann, und die als Transitionen
bezeichneten Zustandsu¨berga¨nge. U¨ber ein Transitionssystem (englisch state maschine)
ko¨nnen die dynamischen Aspekte eines solchen Systems speziﬁziert werden. Ziel ist es
hierbei, die Zusta¨nde der Welt (speziell der Bearbeitungsstand der ICLs) durch interne
Systemzusta¨nde in Casie zu repra¨sentieren.
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Abbildung 6.13: Diagramm der mo¨glichen Zustandsu¨berga¨nge einer ICL.
Fu¨r Casie sind folgende drei Ereignisse deﬁniert, die einen Zustandsu¨bergang einer Check-
liste bewirken:
init() – Die Initiierung einer Checkliste aus dem Repository zeigt an, dass die zugeho¨rige
SOP begonnen wurde. Der Zustand der ICL wechselt von inactive auf active. Das
Ereignis init() wird entweder durch eine aktive Auswahl einer Checkliste durch den
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Benutzer selbst ausgelo¨st, durch Besta¨tigung eines automatischen Vorschlages von
Checklisteninstanzen, welche dem Nutzer dargeboten werden, oder im Rahmen des
automatischen Aufbaus eines CLH durch Casie selbst (siehe Abschnitt 6.2.2).
finish() – Alle Items wurden vom Nutzer besta¨tigt (siehe
”
Item-Zusta¨nde“ weiter unten),
oder der Nutzer deklariert die Checkliste als
”
abgeschlossen“ (Status completed), ob-
wohl noch oﬀene Items vorhanden sind. Die Aufgabenstellung der zugeho¨rigen SOP
wurde den Gegebenheiten entsprechend erfu¨llt.
cancel() – Expliziter Abbruch der Bearbeitung durch den Benutzer, bevor alle Items be-
arbeitet/beachtet wurden, d. h., die Aufgabenstellung der zugeho¨rigen SOP ist nicht
mehr aktuell oder konnte nicht vollsta¨ndig abgeschlossen werden. Gru¨nde fu¨r einen
Abbruch sind der aktuellen Einsatzlage geschuldet und spielen an dieser Stelle keine
weitere Rolle.
In Abbildung 6.13 sind die mo¨glichen Zusta¨nde und deren U¨berga¨nge durch die jeweiligen
Ereignisse illustriert. Die Initiierung einer ICL ordnet eine entsprechende CL-Instanz einer
Einsatzkraft zur Bearbeitung zu. Die ICL ist solange im Zustand active und wird somit in
Casie u¨berwacht, wie keines der Ereignisse finish() bzw. cancel() eintritt.
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Abbildung 6.14: Diagramm der Zustandsu¨berga¨nge eines Items.
Auf der Ebene der Items werden die fu¨nf Zusta¨nde open, inprogress, fail, done und ignor
unterschieden (vgl. Def. 5). Um den fu¨r action-Items typischen zeitlichen Verlauf repra¨sen-
tieren zu ko¨nnen, sind in Casie speziell fu¨r diesen Itemtyp die Zusta¨nde inprogress und fail
deﬁniert. Nachfolgend sind die mo¨glichen Ereignisse und deren Bedeutungen aufgefu¨hrt,
die zu einem Zustandsu¨bergang eines Items φ fu¨hren ko¨nnen:
check() – Durch das Abhaken eines Items wird dessen erfolgreicher Abschluss, d. h. dessen
Beru¨cksichtigung quittiert. Der Zustand wechselt von open zu done. check() ist fu¨r
alle drei Item-Typen (note, query, action) deﬁniert.
start() – Ist der Nutzer an einem bestimmten Prozessschritt angelangt, fu¨r den ein action-
Item in der zugeho¨rigen Checkliste deﬁniert wurde, so kann er den Start (Ereignis
start() ) dieses Schrittes besta¨tigen.
finish() – Der Nutzer besta¨tigt den erfolgreichen Abschluss eines zuvor gestarteten acti-
on-Items. Der Zustand des Items wechselt von inprogress zu done.
abandon() – Ist eine begonnene Aktion (repra¨sentiert durch den Zustand inprogress) nicht
abschließbar und muss daher aufgegeben werden, so quittiert dies der Nutzer explizit.
Das dadurch ausgelo¨ste Ereignis abandon() setzt φ auf den Zustand fail.
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disable() – Sind die unter Pre(φ) angegebenen Vorbedingungen eines bedingten Items φ
nicht gegeben, so wird dieses auf den Status ignor gesetzt. Die Elemente aus Pre(φ)
ko¨nnen entweder manuell durch die Einsatzkraft oder aber (je nach Type) automa-
tisch durch Casie evaluiert werden.
enable() – Wird fu¨r ein bedingtes Item φ im Status ignor (automatisch oder durch die
Einsatzkraft) festgestellt, dass im Verlauf eines Einsatzes alle Vorbedingungen erfu¨llt
sind, wird φ wieder auf den Status open gesetzt.
Die Abbildung 6.14 zeigt alle definierten Ereignisse, die einen Zustandsu¨bergang eines Items
bewirken ko¨nnen. Die Rechtecke repra¨sentieren alle mo¨glichen Zusta¨nde eines Items, wa¨h-
rend die Kanten die Zustandsu¨berga¨nge darstellen. Zusa¨tzlich zu dem bereits beschriebenen
Systemverhalten werden die Informationen, die mittels eines query-Items vom Nutzer ab-
gefragt werden ko¨nnen, bzw. die bei der Itemdefinition zuvor annotierten Effekte mit in
die lokale Lagerepra¨sentation durch entsprechende ABox-Eintra¨ge in die KB aufgenom-
men. Die Mo¨glichkeit, bedingte Items (siehe S. 64) zu definieren (konfigurieren) tra¨gt der
Bobachtung Rechnung, dass in vielen Einsa¨tzen eine Vielzahl von zuvor bedachten Items
keine Rolle mehr spielen. Diese Items werden dem Nutzer zwar zu Beginn pra¨sentiert, ko¨n-
nen jedoch manuell oder automatisch ausgeblendet werden, wodurch eine u¨bersichtlichere
Darstellung komplexer CLH erreicht werden kann.
Event Effekt(e)/Systemverhalten
check() Statuswechsel zu done und alle Effekte werden als Assertions in die ABox
geschrieben.
start() Statuswechsel zu inprogress und entsprechender Logbucheintrag.
abandon() Statuswechsel zu fail und Logbucheintrag und Lo¨schen der Aufgabe aus der
Liste der laufenden Tasks.
finish() Statuswechsel zu done und Lo¨schen der Aufgabe aus der Liste der laufenden
Tasks.
disable() Statuswechsel zu ignor, Item wird zur U¨berwachungsliste hinzugefu¨gt.
enable() Statuswechsel zu open und Lo¨schen des Items aus der U¨berwachungsliste.
Tabelle 6.2: Mo¨gliche Item-Events und das resultierende Systemverhalten.
Die Tabelle 6.2 fasst die Zustandsu¨berga¨nge und das jeweils daraus resultierendes System-
verhalten zusammen.
6.2.2 (Intelligentes) reaktives Systemverhalten
In Abha¨ngigkeit von der sich a¨ndernden Einsatzsituation mu¨ssen unterschiedliche Auf-
gaben durch die Einsatzkra¨fte erfu¨llt werden. Ein CL-Assistenzsystem sollte in seinem
Verhalten die Dynamik einer Einsatzlage mitberu¨cksichtigen. Casie erfu¨llt diese Forde-
rung dahingehend, dass aus den durch die ICL-Bearbeitung gewonnenen Informationen
eine entsprechende ICL-Anpassung vorgenommen wird.
Die Abbildung 6.15 illustriert die in Abschnitt 6.1.2 eingefu¨hrten Betriebsmodi SUM
und MUM. Wa¨hrend im SUM nur lokale, auf den jeweiligen Runtime-Client beruhende
Events und Informationen beru¨cksichtigt werden, ko¨nnen im MUM die (externen) Events
und Lageinformationen (z. B. die Anzahl der Verletzten oder das erfolgreiche Einrichten
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Abbildung 6.15: Singel-User- vs. Multi-User-Modus.
eines Behandlungsplatzes) anderer Nutzer zusammengefu¨hrt und gegebenenfalls mitbe-
ru¨cksichtigt werden.
Das intelligente reaktive Systemverhalten von Casie wird hierbei durch das Zusam-
menspiel zweier grundlegender Mechanismen erreicht: zum einen durch das Auswerten der
Interaktionen zwischen der Einsatzkraft und dem CL-Client sowie der Statuswechsel un-
d/oder KB-Updates andere CL-Clients im Netzwerk; und zum anderen durch eine darauf
folgende interne U¨berpru¨fungsroutine, welche die durch die Nutzeraktion gewonnenen In-
formationen im System weiterverarbeitet und ggf. mit der Anpassung bzw. der Darbietung
der ICLs reagiert.
In den Deﬁnitionen der ICLs (Def. 4, S. 52) und der Items (Def. 5, S. 52) sind durch K(cl)
bzw. Pre(φ) zwei Stellen zur Angabe von Anwendungsbedingungen (Contraints) vorgese-
hen. Bei den Bedingungen handelt es sich um eine Menge formaler bzw. natu¨rlichsprachlich
repra¨sentierter (Anwendungs-)Kriterien, die, wie folgt, in Casie Anwendung ﬁnden.
1. Bei manueller Auswahl einer Checkliste durch den Benutzer und deren Initialisierung
kann davon ausgegangen werden, dass die Anwendungskriterien der ausgewa¨hlten
Checkliste in der aktuellen Einsatzlage gelten. Diese Informationen ko¨nnen als Fakten
u¨ber die Einsatzlage zur Lagerepra¨sentation hinzugefu¨gt werden.
2. Wird im Zuge eines U¨berpru¨fungszyklus der Anwendungskriterien aller noch nicht
initiierten Checklisten festgestellt, dass die Kriterien fu¨r eine ICL erfu¨llt sind, so wird
die entsprechende ICL der Einsatzkraft als
”
zu beachtend“ automatisch vorgeschla-
gen.
Im Folgenden soll das Systemverhalten aus der Perspektive einer einzelnen Fu¨hrungs- bzw.
Einsatzkraft (im Folgenden auch Nutzer genannt) beschrieben werden. Mit dem SUM und
dem MUM werden jedoch beide Facetten der Anwendung gemeinsam behandelt. Die Abbil-
dung 6.16 (na¨chste Seite) skizziert hierzu in Form eines Aktivita¨tsdiagramms das reaktive
Systemverhalten von Casie. Die Abbildung stellt die dynamischen Aspekte des model-
lierten Systems dar. Die einzelnen Aktivita¨ten sind in die logischen Bereiche Anmelden,
Auswahl & CL-Hierarchie, Bearbeitung/Update und Abmelden/Dokumentation zusammen-
gefasst dargestellt. Die grau (hell) hinterlegten Aktivita¨ten stehen fu¨r manuelle Interak-
tionen des Nutzers mit dem System, wa¨hrend die rot (dunklen) hinterlegten (voll-) auto-
matisch durch Casie realisiert werden. Die schraﬃert hinterlegten Aktivita¨ten stehen fu¨r
eine Mischform beider, d. h. fu¨r eine manuelle Aktion des Nutzers mit semiautomatischer
Assistenz des Systems.
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Abbildung 6.16: Aktivita¨tsdiagramm des reaktiven Systemverhaltens von Casie.
Anmelden
Zu Beginn (1) muss sich der Nutzer am CL-Client mit seinem Namen anmelden. Im SUM
spielt der Name zwar noch keine Rolle, jedoch kann im MUM dann nach Bedarf eine Liste
aller aktiven CL-Clients mit deren Nutzernamen erstellt werden. Danach wa¨hlt der Nutzer
diejenige Rolle aus (2), die er u¨bernehmen mo¨chte. Casie kann dem Nutzer hierfu¨r eine
Liste aller Rollen pra¨sentieren, fu¨r die entsprechende ICLs hinterlegt sind. Die Liste la¨sst
sich auf Basis aller ICL-Deﬁnitionen des Repository leicht ermitteln. Diese semiautoma-
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tische Systemunterstu¨tzung ist in der Abbildung 6.16 durch die Schraffierung des Aktivi-
ta¨tsknotens gekennzeichnet. Im Prinzip sollte der Nutzer jede beliebige Rolle frei wa¨hlen
ko¨nnen. Als Assistenz kann jedoch in der MUM-Variante auf Basis der Rollendefinitionen
und deren Kardinalita¨ten (nc) eine ungewollt redundante Rollenu¨bernahme erkannt und
dem Nutzer angezeigt werden. Das Netzwerksymbol in der Abbildung 6.16 zeigt an, dass
ein Mehrwert nur dann zur Verfu¨gung steht, wenn eine Verbindung mehrerer CL-Clients
(bzw. Casie-Systeme) untereinander besteht.
Auswahl der MCL bzw. alternativer ICLs
Nach erfolgreicher Rollenu¨bernahme wird die fu¨r die Rolle hinterlegte MCL automatisch
aus dem Repository ermittelt (3). Existiert eine fu¨r den Nutzer passende, personalisierte
MCL-Variante (siehe Abschnitt 6.3), so wird diese anstatt der allgemeinen MCL ausge-
wa¨hlt. Zur weiteren Detaillierung ko¨nnen auch alle dazugeho¨renden Sub-CLs gelistet wer-
den. Sind zu den ICLs entsprechende formale Vorbedingungen definiert, so pru¨ft Casie
automatisch, ob diese mit dem momentanen Wissenstand der Wissensbasis (KB) jeweils
als gu¨ltig ableitbar sind (Σ |=T K). Falls die Anwendungskriterien einer ICL bzw. MCL
nicht erfu¨llt sind, so kann dies dem Nutzer entsprechend kenntlich gemacht werden. Ist
der Nutzer mit der angebotenen Auswahl nicht zufrieden, wa¨hlt er alternativ eine beliebi-
ge Menge von ICLs, passend zu oder abweichend von seiner Rolle aus (5). Ist der Nutzer
hingegen mit der MCL einverstanden, was als Regelfall zu erwarten ist, kann er diesen Vor-
schlag u¨bernehmen und somit den Bearbeitungsbeginn der MCL aktivieren (4). Der Status
der jeweils ausgewa¨hlten MCL (bzw. der alternativ gewa¨hlten ICLs) wechselt hierbei von
inactive auf active. Der CL-Manager u¨berwacht ab nun die Bearbeitung der ICLs, bis
diese abgeschlossen bzw. explizit abgebrochen werden. Hierzu werden alle aktiven ICLs im
CL-Manager in eine sog. Watch-List (Beobachtungsliste) aufgenommen.
Initialer Aufbau der CL-Hierarchie & -Bearbeitung
Mit der Aktivierung einer MCL erfolgt der Aufbau der entsprechenden CL-Hierarchie (6).
Die CL-Hierarchie ist als eine automatisch generierte Sicht einer Menge verknu¨pfter ICLs zu
verstehen, wodurch ein Wurzelbaum entsteht, dessen Wurzel eine MCL darstellt. Abstrakte
Items werden dabei nur soweit durch Sub-CLs konkretisiert, wie es die Auswertung der
Anwendungsbedingungen gestattet. Der Einfachheit halber wird davon ausgegangen, dass
der Nutzer nur die fu¨r ihn passende MCL auswa¨hlt. Fu¨r eventuelle alternative ICLs gilt
jeweils die analoge Vorgehensweise.
Um eine initiale CL-Hierarchie zu berechnen, werden in einem ersten Schritt alle zur
Rolle passenden ICLs aus dem Repository gelesen. Danach wird die in jedem Sub-CL-
Verweis (falls vorhanden) angegebene ICL mit dem abstrakten Item verknu¨pft. Die so
entstehende Datenstruktur muss bei Bedarf zusa¨tzlich die verschiedenen alternativen Sub-
CLs, die fu¨r ein abstraktes Item angegeben sein ko¨nnen, mitbeachten. Alle so ermittelten
Sub-CLs, die exklusiv (ohne Alternativen) mit einem Item verknu¨pft sind, werden ebenfalls
mit in die Watch-List aufgenommen und auf Status active gesetzt.
Zu jedem Satz an CL-Alternativen wird dann u¨berpru¨ft, welche Checklisten ein ab-
straktes Item in der gegenwa¨rtigen Lage konkretisiert, d. h., welche Auspra¨gung die CL-
Hierarchie in der jeweiligen Lage konkret einnimmt. Analog zur U¨berpru¨fung der Anwen-
dungskriterien fu¨r ICLs wird hierzu in jedem Entscheidungsschritt δ (vgl. Abb. 5.6, S. 61)
eine passende Sub-CLs gewa¨hlt. Die Konkretisierung kann entweder automatisch oder auf
Basis der ausgewerteten Anwendungsbedingungen getroffen werden – vorausgesetzt, die IC-
Ls sind mit entsprechenden formalen Anwendungskriterien K annotiert worden und es la¨sst
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sich aus der Wissensbasis schließen, dass die Anwendungsbedingungen gelten (Σ |=T K).
Oder aber der Nutzer trifft die Entscheidung selbst, indem er eine seiner Meinung nach
passende Sub-CL aus der Liste der mo¨glichen Alternativen auswa¨hlt.
In einem weiteren Schritt wird automatisch fu¨r jedes Item aller aktiven ICLs u¨berpru¨ft,
ob das Item bereits erfu¨llt wurde (7), d. h., ob anhand der mo¨glicherweise bereits vorliegen-
den Informationen zur Einsatzlage deren Effektmenge Eff(φ) (falls angegeben) als erfu¨llt
abgeleitet werden kann oder nicht. Falls ja, so wird dessen Status automatisch auf done
gesetzt. Eine entsprechende visuelle Hervorhebung kann dies dem Nutzer kenntlich machen.
Die CL-Bearbeitung (8) stellt die Hauptaktivita¨t des Anwenders dar. Dieser Bearbei-
tungszyklus besteht im Wesentlichen aus dem Abhaken der einzelnen Items. Da der Verlauf
dieser Aktivita¨t von der jeweiligen Einsatzlage und den konkreten ICLs abha¨ngt, la¨sst sich
dieser Teil im Aktivita¨tsdiagramm nur abstrakt darstellen. Neben dem allgemeinen Abha-
ken von Items lassen sich zwei mo¨gliche Unteraktionen nennen. Zum einen kann Casie die
Gu¨ltigkeit von Item-Vorbedingungen automatisch u¨berpru¨fen. La¨sst sich z. B. aus der KB
ableiten, dass kein Gefahrgut beteiligt ist, so ko¨nnen all diejenigen bedingten Items aus-
geblendet werden (8.1), die nur fu¨r den Fall einer Gefahrgutbeteiligung beachtet werden
mu¨ssen. Tritt wa¨hrend des Einsatzes Gefahrgut auf und wird dies der KB bekannt ge-
macht, so kann Casie automatisch die entsprechenden Items wieder in der Liste anzeigen.
Bei der zweiten Unteraktion handelt es sich um eine Delegation (8.2) eines Items zu ei-
nem anderen Nutzer, da dessen Bearbeitungsverantwortung in einer untergeordneten Rolle
liegt. Diese Funktionalita¨t steht jedoch nur zur Verfu¨gung, falls ein weiterer CL-Client im
Netz verfu¨gbar ist, an dem sich der entsprechende Rolleninhaber angemeldet hat. Zusa¨tz-
lich mu¨ssen diese Verknu¨pfungspunkte zuvor bei der Konfiguration des Systems explizit
angegeben werden (siehe Abschnitt 6.3).
Abmelden/Dokumentation
Nachdem der Nutzer alle ICLs abgeschlossen hat (Event finish()) bzw. die Bearbeitung ex-
plizit abgebrochen hat (Event cancel()), werden die ICLs automatisch mittels der Logbook-
Komponente archiviert (9). Das explizite Abmelden (10) des Nutzers am CL-Client archi-
viert alle noch offenen (Status aktive) ICLs und versetzt den CL-Client in den Stand-by-
Modus. Ein Abmelden ist prinzipiell zu jeder Zeit mo¨glich, ohne dabei die Informationen
der bis dato Bearbeitet ICLs zu verlieren. Die Vorteile, die solch eine automatische Doku-
mentation fu¨r die BOS hat, werden im Abschnitt 7.3 erla¨utert.
6.3 Konfiguration/Wartung
Um Casie fu¨r den Einsatz in einem Anwendungsbereich zu konfigurieren, bedarf es zwei
sich teils erga¨nzender Modellierungen. Zum einen muss ein entsprechendes terminologisches
Doma¨nenmodells erstellt und zum anderen muss das prozedurale Wissen der SOPs in Form
der ICLs erfasst werden. Da jede Organisation ihre eigenen spezifischen Anforderungen und
Auspra¨gungen von Arbeitsprozessen aufweist, wird jede Organisation das System mit ih-
ren eigenen Checklisten fu¨llen mu¨ssen. Wa¨hrend die Benutzung von Casie kein spezielles
Know-how von einer Einsatzkraft abverlangt, ist bei der Konfiguration des Systems, der
Ontologieerstellung und der Verknu¨pfung der Checklisten und der Merkmale zur Situati-
onsbeschreibung ein tiefgreifendes Fachwissen erforderlich. Die jeweils regional ausgepra¨gte
BOS-Ontologie kann daher nur mit Hilfe eines Ontologieexperten in enger Kooperation mit
den Anwendern erstellt werden.
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Im Folgenden werden die Erstellung einer Doma¨nenontologie erla¨utert und Hinweise fu¨r
den Aufbau eines CL-Repository und die Personalisierung von Checklisten gegeben.
6.3.1 Entwicklung einer BOS-Ontologie
Dieser Abschnitt beschreibt die Entwicklung einer BOS-Ontologie als beispielhaftes Doma¨-
nenmodell und gibt am Ende ein Beispiel dafu¨r, inwieweit die Ma¨chtigkeit der Reasoning-
funktionalita¨t von einer geeigneten Modellierung abha¨ngig ist.
Formale Ontologien sollen einen Konsens der Begriffsverwendung einer speziellen Do-
ma¨ne repra¨sentieren. Dieser Thematik widmet sich der Forschungsbereich des Ontologie
Engineering aus dem bis heute eine Vielzahl von Vorschla¨gen, Techniken und Methoden
zur Ontologieerstellung hervorgegangen sind. So gibt z. B. Ferna´ndez-Lo´pez in [Fer99]
einen kurzen U¨berblick u¨ber verschiedene Methoden, wa¨hrend Go´mez-Pe´rez et al. in
ihrem Buch
”
Ontological Engineering“ [GFC04] einen umfassenden Einstieg in das Fach-
gebiet geben. Ohne auf die Vor- und Nachteile der unterschiedlichen Herangehensweisen
genauer einzugehen, werden in dieser Arbeit die Einzelschritte der Ontologiemodellierung
beispielhaft anhand der von Noy & McGuiness in [NM01] vorgeschlagenen Knowledge-
Engineering Methodology vorgestellt. Die Autoren schlagen vor, den Entwicklungszyklus in
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Abbildung 6.17: Schritte der Ontologieentwicklung nach McGuinness et al. [NM01].
Wa¨hrend der Evaluierungs- und Anpassungsphase der Ontologie werden je nach Bedarf
einzelne Schritte erneut durchlaufen. Es ist bei der Ontologieentwicklung ratsam, einige
wichtige Grundsa¨tze nicht aus dem Blick zu verlieren. Noy und McGuiness (siehe [NM01])
geben dem Entwickler drei Leitsa¨tze mit auf den Weg: (1)
”
There is no one correct way
to model a domain – there are always viable alternatives. The best solution [...] depends
on the application that you have in mind.“ (2)
”
Ontology development is necessarily an
iterative process.“ (3)
”
Concepts in the ontology should be close to objects (physical or
logical) and relationships in your domain of interest. These are most likely to be nouns
(objects) or verbs (relationships) in sentences that describe your domain.“
Die Erstellung einer Ontologie ist als ein kreativer Prozess zu verstehen. Zwei unter-
schiedliche Modellierer werden aufgrund ihrer unterschiedlichen Fa¨higkeiten und Sichtwei-
sen auch unterschiedliche Ontologien fu¨r ein und dieselbe Doma¨ne entwickeln. Die Gu¨te
der Ergebnisse la¨sst sich nur durch den Grad der erfolgreichen Anwendbarkeit in der zu
erzielenden Anwendung einscha¨tzen (
”
the proof is in the pudding“ [GF95]). Die im Rah-
men dieser Arbeit modellierte BOS-Ontologie (siehe [BOS-O]) ist daher als eine mo¨gliche
Beispielmodellierung der BOS-Doma¨ne anzusehen.
Prote´ge´ als Tool zur Ontologieentwicklung
Eine Schlu¨sselrolle fu¨r die erfolgreiche Modellierung einer Ontologie nehmen spezielle Soft-
ware-Tools ein. Obwohl sich die Idee des Semantic Web wachsender Beliebtheit erfreut,
existieren bisher nur wenige Programme zur Unterstu¨tzung einer Ontologieentwicklung.
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Abbildung 6.18: Das GUI von Prote´ge´ (4.*) mit geladener BOS-Ontologie [BOS-O].
Speziell fu¨r die junge Ontologiesprache OWL 2 stehen dem Entwickler momentan weni-
ge Tools zur Verfu¨gung. Hinsichtlich der Entwicklungsumgebungen nimmt das Prote´ge´-
Projekt3 eine fu¨hrende Stellung ein. Nicht zuletzt sind die Editoren OilEd [BHG+01] von
der University Manchester und OntoStudio (ehemals OntoEdit) der Firma semafora sys-
tems zwei weitere Vertreter fu¨r Ontologieeditoren.
Bei Prote´ge´ handelt es sich um ein Open-Source-Projekt. Das mit einem Graphical User
Interface (GUI ) ausgestattete ma¨chtige Entwicklungstool (Abb. 6.18) gilt momentan als de
facto Standard zur Ontologieentwicklung mit OWL 2 und stellt daru¨ber hinaus eine stan-
dardisierte Schnittstelle zu verschiedenen Inferenzmaschinen bereit. Prote´ge´ ist in Java
implementiert und somit plattformunabha¨ngig einsetzbar. Weiterhin ist eine Ontologie-
Validierung schon wa¨hrend der Erstellung mo¨glich, wodurch syntaktische Modellierungs-
fehler bereits zu Beginn erkannt und behoben werden ko¨nnen.
Die Benutzeroberfla¨che bietet eine Reihe von Registerkarten, mit deren Hilfe die Erstel-
lung bzw. das Editieren von Ontologien ermo¨glicht wird. Hierbei sind die wichtigsten Re-
gisterkarten OWL-Classes, Properties und Individuals. Fu¨r den Aufbau einer Wissensbasis
werden u¨ber den OWL-Classes-Tab die verschiedenen beno¨tigten Klassen definiert. U¨ber
den Properties-Tab ko¨nnen die Eigenschaften, die eine Klasse bzw. eine spa¨tere Instanz
der Klasse haben soll, festgelegt werden. Zur Definition des Werte- (Range) und Defini-
tionsbereichs (Domain) einer Property werden die zuvor eingefu¨hrten Klassendefinitionen
(bzw. die zur Verfu¨gung stehenden Datentypen) genutzt. Auf der Reiterkarte Individuals
ko¨nnen im Anschluss beliebig viele Instanzen einer Klasse angelegt und die durch die Pro-
perties zuvor bestimmten mo¨glichen Attributwerte festgelegt werden. Es wird an dieser
Stelle auch von Wissensakquise gesprochen, da das Anlegen von Instanzen eine konkre-
te Repra¨sentation von Individuen eines Wissensbereiches anhand einer zuvor definierten
Ontologie entspricht.
Ob eine Ontologie mit Prote´ge´ 3.* oder mit Prote´ge´ 4.* entwickelt wird, ha¨ngt ganz von
den jeweiligen Anforderungen ihrer Verwendung ab (vgl. Wang [Wan06]). Da im Rahmen
3 Homepage des Prote´ge´ Projekts: http://www.protege.standford.edu. (abgerufen am 01.12.2013)
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dieser Arbeit die Modellierung der korrekten Zusammenha¨nge der Begriﬄichkeiten mehr
im Vordergrund steht als die Akquise umfangreicher Datenmengen, wurde sich fu¨r die
OWL-Variante von Prote´ge´ entschieden.
Die einzelne Schritte der BOS-Ontologieentwicklung im Detail
Im Folgenden werden die einzelnen Schritte der Ontologieentwicklung gema¨ß der vorge-
schlagenen Herangehensweise von Noy & McGuiness [NM01] Schritt fu¨r Schritt betrach-
tet. Die Entwicklungsschritte werden beispielhaft anhand der BOS-Ontologie illustriert.
Vereinzelt werden dabei einige spezifische Modellierungsdetails aufgefu¨hrt, die die einge-
setzten Werkzeuge bzw. die formale Ontologiesprache betreffen.
Schritt 1: Festlegen des Wissensbereiches
Im ersten Schritt mu¨ssen Fragen gekla¨rt werden wie: Welches Anwendungsgebiet soll model-
liert werden und was soll nicht modelliert werden? Wie soll die Ontologie genutzt werden?
D. h., welche Fragen u¨ber die Doma¨ne soll die Ontologie beantworten? Und nicht zuletzt:
Wer wird die Ontologie nutzen und administrieren? Diese Fragestellungen sollen folgend
genauer betrachtet werden.
Welches Anwendungsgebiet soll modelliert werden? Die Beantwortung dieser Frage ist so
einfach wie schwierig zugleich. Die Herausforderung besteht darin, einen Mittelweg zwi-
schen einer einfachen Ontologie und ihrer gleichzeitigen Ausdruckskraft und Vollsta¨ndig-
keit bezu¨glich ihres geplanten Einsatzgebietes zu finden. Im Rahmen dieser Arbeit wur-
de sich bei der Umsetzung einer beispielhaften BOS-Ontologie auf die Modellierung der
wesentlichen Konzepte einer Großschadenslage und einem Satz beispielhafter Relationen
konzentriert.
Welche Fragen u¨ber die Doma¨ne soll die Ontologie beantworten? Das problemorientierte
Erarbeiten sogenannter Competency Questions (CQ) dient dazu, den Einsatzbereich der
Ontologie zu bestimmen (vgl. [GF95; UG96]). Um eine Ontologie in einer realen Anwen-
dung hilfreich nutzen zu ko¨nnen, sollte sie einen Reasoner dazu befa¨higen, die in den CQ
informell formulierten Anforderungen zu erfu¨llen. D. h., die CQs sollen deutlich machen,
welche Fragen durch den Einsatz der Ontologie mit einem Reasoner durch die Anwendung
u¨berhaupt beantwortet werden ko¨nnen. Die CQs stellen eine Orientierung fu¨r die weiteren
Schritte der Ontologieentwicklung und des Anwendungssystems selbst dar. Es ist davon
auszugehen, dass sich die CQs u¨ber den Entwicklungszyklus der Ontologie a¨ndern werden
und daher die Ontologie gema¨ß der neuen Anforderungen angepasst werden muss. Eine
beispielhafte Menge von informellen Competency Questions, die sich in Casie ergeben,
lautet wie folgt:
• Welche Rollen sind momentan durch wen belegt, und welche SOPs sind aktuell durch
wen in Bearbeitung?
• Gibt es Rollenkonflikte durch irrtu¨mlich mehrfach belegte Rollen?
• Um welches Schadensereignis handelt es sich?
• Gibt es Redundanzen in der Patientenerfassung?
• Welche Organisationen mit Rettungsdienstaufgaben sind im Einsatz involviert?
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Wer wird die Ontologie nutzen und wie? Dieser Aspekt wird (nach McGuiness [NM01]) oft
vernachla¨ssigt, obwohl dies eine wichtige Fragestellung hinsichtlich des Praxiserfolgs einer
ontologiebasierten Anwendung ist. Wie in Abschnitt 5.2.6 gezeigt, soll die BOS-Ontologie
in Casie zum einen als Diskussionsgrundlage fu¨r die Modellierung relevanter Aspekte ei-
ner Großschadenslage dienen, und zwar bereits im Vorfeld einer solchen. In einem zweiten
Schritt dient die Ontologie einer Wissensbasis als Terminologie, wodurch logische Schluss-
folgerungen u¨ber eine konkrete Einsatzsituation und u¨ber Aktionen in Casie mo¨glich sind.
Wer wird die Ontologie bei Bedarf anpassen? Die Frage nach der Anpassung der Ontologie
ist ein zweischneidiges Schwert. Zum einen liegt der Vorteil der Nutzung einer Wissensba-
sis gerade darin, dass die Modellierung Modellierung von Wissen und die Einordnung von
Fakten der Anwendungsdoma¨ne flexibler gehandhabt werden kann. So kann die Ontolo-
gie bei Bedarf angepasst werden, ohne dass eine oft aufwa¨ndige A¨nderung der Logik des
Anwendungsprogramms erforderlich wird. Auf der anderen Seite bedarf es eines tiefgreifen-
den Grundversta¨ndnisses der einer Ontologie zugrunde liegenden Theorie sowie der Syntax
und der formalen Semantik der verwendeten Ontologiesprache. Es la¨sst sich der Standpunkt
vertreten, dass die Ontologie nach ihrer Erstellung nicht mehr gea¨ndert werden kann und
soll.
Das SpeedUp-Projekt hat gezeigt, dass ein großer Anpassungsbedarf solcher Systeme
an die lokalen Gegebenheiten besteht, was nicht selten den Eingriff in die grundlegende
Modellierung zur Folge hat. Ziel von Casie ist jedoch, ein mo¨glichst flexibles Rahmenwerk
zu erarbeiten, das eine Anpassung der Ontologie an sich a¨ndernde Gegebenheiten unter-
stu¨tzt. Eine Anpassung der Ontologie wird immer durch einen Ontologieexperten erfolgen
mu¨ssen.
Schritt 2: Integration bereits bestehender Ontologien pru¨fen
Existiert bereits fu¨r einen Teilbereich eine formale Ontologie, sei es eine selbst entwickel-
te oder eine
”
fremde“ Ontologie, so ist es ratsam, abzukla¨ren, ob diese Ontologie genutzt
werden kann. La¨sst sich eine bereits vorhandene Ontologie integrieren, hilft dies, die Ent-
wicklungsarbeit zu erleichtern. Daru¨ber hinaus kann es Vorteile haben, sich auf eine bereits
etablierte (Quasi-)Standardontologie zu beziehen.
Zwei Beispiele sollen dies verdeutlichen. Angenommen es soll eine Ontologie fu¨r einen
Buchshop erstellt werden, so bietet es sich an, die bereits existierende Ontologie des Dublin
Core Metadata Standards mit bei der Ontologieentwicklung zu beru¨cksichtigen. Soll hinge-
gen eine Ontologie zur Beschreibung von Web-Services erstellt werden, so sollte die Nutzung
der bereits dafu¨r etablierten OWL-S -Ontologie in Betracht gezogen werden [MBM+07].
Es ist jedoch eine Konsequenz aus Schritt 1, dass es recht unwahrscheinlich ist, eine frei
verfu¨gbare Ontologie zu finden, die sich auch mit der gleichen Anwendungsdoma¨ne und
vor allem mit den gleichen CQs deckt. Je spezieller das Anwendungsgebiet, desto spezieller
wird auch eine Ontologie zu diesem Gebiet ausfallen.
Zwar wurden in den letzten Jahren einige Ontologien im Bereich Krisenmanagement entwi-
ckelt (vgl. hierzu z. B. die Auflistung von Liu et al. [LSB13]), doch sind diese nicht auf die
deutschen BOS u¨bertragbar. Obwohl die modellierten Doma¨nen der in Kapitel 3 vorgestell-
ten Forschungsarbeiten den BOS-Bereich a¨hneln, sind deren Unterschiede jedoch so groß,
dass eine Nutzung fu¨r Casie nicht mo¨glich ist. Dies liegt nicht zuletzt an den deutlichen
la¨nderspezifischen Unterschieden im Rescue Management und den damit einhergehenden
Konzepten. Selbst die deutschen Projekte, in denen Ontologien im BOS-Bereich Teil der
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Forschungsarbeit waren (vgl. z. B. SHARE [KPS+08]), decken sich nicht mit den Anforde-
rungen in Casie.
Schritt 3: Zusammentragen der wichtigsten Konzepte
Ist die Doma¨ne abgesteckt, werden im na¨chsten Schritt die wichtigsten Begriffe des Anwen-
dungsbereiches zusammengetragen, welche prima¨r Kandidaten fu¨r die zu modellierenden
Konzepte darstellen. Ob die Aufnahme eines Konzeptes sinnvoll ist, ha¨ngt direkt von der
konkreten Verwendung der Ontologie in der entsprechenden Anwendung (siehe Competency
Questions) ab.
Natu¨rlich sagt eine bloße Aufza¨hlung der wichtigsten Begriffe noch nichts u¨ber den Zu-
sammenhang und die Eigenheiten der Doma¨ne aus. Hierfu¨r bedarf es eines ausreichenden
Doma¨nenversta¨ndnisses und einer weiterfu¨hrenden Modellierung in den folgenden Schrit-
ten. Auch sind nicht alle der ermittelten Begriffe zugleich sinnvolle Kandidaten fu¨r Klas-
sendefinitionen. So werden z. B. substantivierte Ta¨tigkeitswo¨rter zumeist als Relationen
umgesetzt (siehe Schritt 5).
Nachfolgend werden beispielhaft einige relevante Begriffe der BOS-Doma¨ne aufgefu¨hrt.
Fu¨r eine komplette Auflistung aller potentiell relevanten Begriffe und Konzepte sei auf die
BOS-Ontologie verwiesen.
• Spezielle Pla¨ne: Alarmierungsplan, Ausru¨ckeordnung, Objektplan, Hydrantenplan,
Evakuierungsplan und Lageplan.
• Organisationen: Hilfsorganisation, Polizei, Feuerwehr, Berufsfeuerwehr, Werkfeuer-
wehr, Rettungsdienst und Rettungsleitstelle sowie konkrete BOS: DRK, THW, JUH,
ASB, DLRG und BRK.
• O¨rtlichkeiten: Einsatzort, Standort, GPS-Koordinaten, ra¨umliche Einsatzabschnit-
te, Anfahrtswege, Objektnamen, Behandlungsplatz, Hubschrauberlandeplatz und Be-
reitstellungsraum.
• Organisationsstruktur und Rollen: Technische Einsatzleitung, Stab, Krisenstab, AAO,
EL, Notarzt, OrgL, Abschnittsleiter, Einsatzleiter, Gruppenfu¨hrer, Zugfu¨hrer, Trupp-
fu¨hrer, Rettungsassistent, Rettungshelfer, Rettungssanita¨ter und Polizeifu¨hrer.
• Ta¨tigkeiten: Alarmieren, Aufbauen, Anfordern, Melden der Lage, Treffen von Ent-
scheidungen, Befehlen, Dokumentieren, Sichten, Absprechen, Datenerfassung, Be-
handlung, Bergung, Rettung, Berichten, Angriff, Ermitteln, Aggregieren, Zuweisen,
Transportieren und Informieren.
Fu¨r die BOS-Ontologie konnte fu¨r die Definition einiger Begriffe die DIN-Norm 13050
”
Rettungswesen – Begriffe“ herangezogen werden. Insgesamt sind derzeit ca. 350 Kon-
zepte der Doma¨ne in der Ontologie erfasst. Alle Konzepte wurden unter Zuhilfenahme
der Annotation-Property label benannt und mit einem erkla¨renden Kommentar u¨ber die
Annotation-Property (comment) annotiert. Falls vorhanden, wurde zu jedem Konzept des-
sen gela¨ufige Abku¨rzung mit erfasst, z. B. LNA fu¨r Leitenden Notarzt oder GrFu¨ fu¨r einen
Gruppenfu¨hrer der Feuerwehr. Zum Zweck der Ontologiedokumentation ko¨nnen diese Be-
schreibungen automatisch aus der Ontologie extrahiert und als Bestandteil der Klassenbe-




Abbildung 6.19: Beispielhafter Ausschnitt aus der BOS-Ontologie [BOS-O].
Schritt 4: Definition der Konzepte und der Konzepthierarchie
Zur richtigen Definition der Konzepte, und speziell der Konzepthierarchie (siehe Abb. als
Beispiel 6.19), existieren unterschiedliche Ansa¨tze und Empfehlungen. Ein Ansatz besteht
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darin, mit der Definition der allgemeineren Konzepte zu beginnen (Top-down) und in
der Folge speziellere Konzepte diesen unterzuordnen. Als entgegengesetzter Ansatz wer-
den spezielle Konzepte zu allgemeineren Konzepten zusammengefasst (Bottom-up). Beide
Vorgehensweisen ko¨nnen je nach Anforderung kombiniert werden. Uschuld & Grunin-
ger weisen darauf hin, dass keine Methode prinzipiell besser ist als die andere. Vielmehr
ha¨ngt es von den Fa¨higkeiten des Modellierers selbst und seiner Sicht auf die Doma¨ne ab,
welche Methode fu¨r ihn die geeignetste und praktikabelste ist [UG96].
In Abbildung 6.19 ist mit den Klassen nur eine Facette der Ontologiestruktur sichtbar.
Durch eine Ontologie wird in der Regel mehr als eine bloße Taxonomie von Konzepten,
so wie die Abbildung vielleicht suggeriert, repra¨sentiert. Eine vollsta¨ndige Abbildung einer
komplexen Ontologie wa¨re an dieser Stelle weitaus umfangreicher und unu¨bersichtlicher.
Schritt 5: Festlegen der Relationen
Nachdem die wichtigsten Konzepte bestimmt wurden, gilt es, deren Relationen (auch Be-
ziehungen, Rollen oder Eigenschaften genannt) untereinander zu formalisieren. Einige in
Schritt 3 identifizierten Begriffe lassen sich zum Beispiel als Relation4 zwischen Konzepten
interpretieren und stellen somit Kandidaten fu¨r eine zu definierende Relation dar. So er-
scheint z. B. der Begriff Retten (aus der DIN 13050) als Konzeptklasse wenig sinnvoll, da
er vielmehr eine Beziehung zwischen zwei Konzeptklassen beschreibt (Einsatzkra¨fte retten
Patienten), und sollte daher als Relation definiert werden.
Abbildung 6.20: Auszug einer Rollendefinition der BOS-Ontologie in Prote´ge´.
Relationen zwischen Konzeptklassen werden durch die Angabe ihres Definitionsbereichs
(domain) und des Wertebereiches (range) genauer spezifiziert. In dem eben genannten Bei-
spiel (retten) wurde daher als Definitionsbereich das Konzept Einsatzkraft und als Werte-
bereich das Konzept Patient zugeordnet. Abbildung 6.20 zeigt beispielhaft einen Auszug
aus der mittels Prote´ge´ modellierten Relationendefinitionen. Im oberen Bereich sind die
Datatype-Properties und im unteren Bereich die Object-Properties zu sehen.
4 Da der Begriff Rolle in dieser Arbeit bereits belegt ist, wird im Weiteren der Begriff Relation verwendet.
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Schritt 6: Festlegen der Restriktionen u¨ber die Relationen
Die in Schritt 5 definierten Rollen unterliegen Restriktionen bezu¨glich des Datentyps und
der mo¨glichen Anzahl der Werte (cardinality des Wertebereiches). Die Restriktionen der
Relationen beziehen sich auf die Festlegung des Definitionsbereiches und des Werteberei-
ches. Zum Beispiel hat die Relation hatName(Ort,String) als Definitionsbereich Individuen
der Klasse Ort und als Wertebereich Individuen des Typs String, wa¨hrend die Relation
istFrei(RTW,Boolean) einen RTW mit einem Wahrheitswert (true oder false) in Beziehung
setzt.
Obwohl String und Boolean prinzipiell zwei Konzepte der TBox darstellen, werden solche
elementaren Datentypen in konkreten KB-Systemen jedoch separat behandelt und nicht
extra als neue Konzepte in die Ontologie aufgenommen. Hierbei handelt es sich um ein
Beispiel des bereits angesprochenen SHOIN (D)-Sprachmerkmals (concrete domain, D).
Mehr Informationen zum Thema finden sich im U¨berblick von Lutz [Lut03].
Analog zur Kardinalita¨tsbeschra¨nkung im Entity-Relationship-Modell (vgl. [Che76])
la¨sst sich die Anzahl der mo¨glichen Auspra¨gungen fu¨r eine spezielle Relation festlegen.
Es kann grob zwischen Single-Kardinalita¨t (ho¨chstens ein Wert ist erlaubt) und Multi-
ple-Kardinalita¨t (mehrere Werte sind erlaubt) unterschieden werden. Zum Beispiel wird
durch die Relation hatFunkkenner(RTW,Funkkenner) ein Rettungswagen mit einer (seiner)
ganz speziellen Funkkennung in Beziehung gesetzt. Hierbei handelt es sich um eine 1-
Kardinalita¨t, da mehrere Funkkenner fu¨r ein Rettungsfahrzeug ausgeschlossen sind.
Da einem Rettungsfahrzeug immer ein Funkkenner zugewiesen ist, handelt es sich bei
diesem Beispiel genau genommen um einen funktionalen Zusammenhang, der sich z. B. mit
OWL-Sprachmitteln owl:FunctionalProperty auch als solcher definieren la¨sst. Die Relation
hatAlsMitglied(Org,Person) hingegen erlaubt die Zuordnung mehrerer Personen zu einer
Organisation und ist somit ein Beispiel fu¨r eine Multiple-Kardinalita¨t.
Schritt 7:
”
Bevo¨lkern“ der Ontologie mit Instanzen
In der Regel beinhaltet die formale Spezifikation einer Konzeptualisierung noch keine kon-
kreten Symbole fu¨r Individuen. Erst in einer konkreten Anwendung werden Individuen
den Konzepten und Relationen als Assertions u¨ber einen Weltzustand hinzugefu¨gt. Dieser
Vorgang wird in der Literatur auch als Vorgang der Ontologie Population bezeichnet und
entspricht der Beschreibung eines bestimmten Weltzustands der Doma¨ne.
Ob Ontologien prinzipiell individuenfrei sein mu¨ssen, wird selbst unter Experten teils
kontrovers diskutiert. Da Ontologien in der Praxis jedoch in der Regel kein reiner Selbst-
zweck sind, sondern immer einer ganz bestimmten Anwendung dienen, entscheidet die Art
der Anwendung daru¨ber, ob es sinnvoll ist, Individuendefinitionen bereits in die Ontologie
einfließen zu lassen. So ko¨nnen z. B. (invariante) o¨rtliche Gegebenheiten wie istBenach-
bart(Ort1,Ort2) als konstante individuenbezogene Aussagen einer Doma¨ne in die Ontologie
aufgenommen werden. Die unterschiedlichen Triagierungsstufen bei der Verletztensichtung
sind ein weiteres Beispiel fu¨r invariante Fakten, die bereits im Vorfeld in der Ontologie als
Instanzen des Konzeptes
”
Triagierungsstufe“ erfasst werden ko¨nnen, da sie sich wa¨hrend
eines Einsatzes nicht a¨ndern werden.
Die Ontologie sollte einerseits mo¨glichst alle relevanten Sachverhalte der Welt widerspie-
geln und andererseits kompakt genug sein, um noch effizient Schlussfolgerungen ziehen zu
ko¨nnen. Von den konkreten Objekten der Doma¨ne (teils Ressourcen genannt) wie Personen
(Einsatzkra¨fte, Helfer, Patienten) und Rettungsmittel sollen in Casie nur solche beachtet
werden, die fu¨r einen Ablauf und die Koordinierung von Checklisten notwendig sind. Eine
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vollsta¨ndige Aufnahme aller Ressourcen (Einsatzkra¨fte, technische Gera¨te, Verbrauchsma-
terialien, etc.) ist nicht praktikabel umsetzbar und soll nicht realisiert werden.
6.3.2 Entwicklung von ICLs
Ist die Erstellung und Nutzung simpler Checklisten in unserem Alltag noch recht einfach
und u¨berschaubar, so steht man bei sicherheitskritischen Einsatzgebieten schon vor einer
gro¨ßeren Herausforderung. Welche kritischen Schritte lassen sich denn bei welchen Routi-
nehandlungen identifizieren? Wie pra¨sentiere ich diese Punkte geeignet, damit mo¨glichst
alle Mitarbeiter den Sinn dahinter korrekt interpretieren?
Das Verbalisieren und das Formulieren passender Checklisten (Methoden) ist eine recht
schwierige Aufgabe, vor allem dann, wenn es sich um Handlungen handelt, denen sich die
Akteure nicht in Ga¨nze bewusst sind. Sie wu¨rden in einer entsprechenden Situation durch-
aus richtig handeln, ko¨nnen ihre Handlungsschritte im Vorfeld jedoch schwer formulieren
bzw. nicht vollsta¨ndig begru¨nden. Geeignete Checklisten fu¨r die unterschiedlichen SOPs zu
erstellen, kann nur individuell von den jeweiligen lokalen BOS und unter Beru¨cksichtigung
ihrer speziellen regionalen Besonderheiten umgesetzt werden. Im Rahmen dieser Arbeit soll
trotzdem versucht werden, die einzelnen Schritte der CL-Erarbeitung aufzuzeigen. Abbil-
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Abbildung 6.21: Von SOPs zu Checklisten und zuru¨ck.
¬ Kritische Punkte ermitteln In einem ersten Schritt gilt es, basierend auf den Erfah-
rungen vorangegangener Einsa¨tze (und U¨bungen), die kritischen Punkte zu identifizieren,
die oft vergessen werden, deren Beachtung aber essentiell fu¨r die jeweiligen SOPs sind. Jede
Organisation muss anhand ihrer spezifischen SOPs selbst fu¨r sich entscheiden, fu¨r welche
Bereiche eine Fehlerminimierung angestrebt wird. Weiterhin sind die gu¨ltigen Ordnungen,
Regelwerke, Gesetze und Dienstvorschriften zu beachten. Aus ihnen ko¨nnen sich ebenfalls
kritische Punkte ergeben, deren Einhaltung im Ernstfall durch die CLs sichergestellt wer-
den soll.
­ Kritische Punkte gruppieren Wurde ein Satz kritischer Punkte notiert, so mu¨s-
sen diese zuna¨chst gema¨ß der zu beachtenden SOPs bzw. Rollenverantwortungen gruppiert
werden. Hierbei muss zuvor gekla¨rt werden, fu¨r welche der Punkte eine U¨berpru¨fung mit-
tels Checklisten u¨berhaupt sinnvoll und praktikabel ist. Bei Bedarf lassen sich ebenfalls
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individuelle Wu¨nsche und die jeweiligen Erfahrungen konkreter Einsatzkra¨fte mit beru¨ck-
sichtigen.
® Itemtexte und -ordnung festlegen Die bis jetzt ungeordneten kritischen Punkten
mu¨ssen zum einen (falls erforderlich) gema¨ß der SOP-Korrespondenz geordnet werden und
zum anderen in eine geeignete Itemstruktur u¨berfu¨hrt werden (vgl. Definition, S. 55). Die
Ordnung der Items einer ICL wird durch das Paar I(cl) = (Φ,≺) bestimmt, mit Φ als
Menge der Items und ≺ als Ordnungsconstraints u¨ber Φ (vgl. Def. 4, S. 52). Fu¨r jedes Item
φ einer ICL wird dann ein stichpunkthafter Informationstext text(φ) erstellt. Siehe hierzu
die Diskussion zur Checklisten-Phraseologie auf Seite 36 ff.
Das durch die BOS-Ontologie bereitgestellte standardisierte Vokabular sollte zudem
eine wichtige Quelle fu¨r verwendete Fachbegriffe sein. Im Idealfall bedient man sich bei
der Formulierung der Itemtexte strikt der Bezeichnungen der Fachkonzepte, die in der
Ontologie beru¨cksichtigt wurden.
Die Verbindung der Fachbegriffe mit den jeweiligen Namen der TBox-Konzepte ent-
spricht einer semantischen Annotation ausgewa¨hlter Itemtext-Elemente, womit sich die
Mo¨glichkeit einer Erkla¨rungsfunktionalita¨t fu¨r weniger routinierteren Einsatzkra¨fte er-
schließt.
¯ Metadaten, Anwendungskriterien und Effekte In einem weiteren Schritt ko¨nnen
gema¨ß der Strukturdefinitionen von Checklisten und Items, deren Merkmale an den CLs
und Items angegeben werden. Auf Seiten der Checkliste selbst sollten folgende Angaben
gemacht werden: ein eindeutiger Name name(cl), der BOS-Name org(cl), in deren Ein-
satzbereich cl fa¨llt, eine natu¨rlichsprachliche Beschreibung pur(cl) des Zweckes, die Menge
R̂(cl) von zusta¨ndigen Rollen und die Menge K(cl) von Anwendungskriterien.
Fu¨r jedes Item φ der Liste ko¨nnen eine ausfu¨hrliche Beschreibung desc(φ), eventuell
vorhandenen Zusatzressourcen res(φ), der Typ des Items und mo¨gliche Vor- und Nachbe-
dingungen angegeben werden. Items mit Vorbedingungen werden bedingte Items genannt.
Der Anwender/Ersteller einer ICL kann Vorbedingungen auf zwei Weisen definieren:
1. Er kann die Vorbedingungen als Anwendungskriterien vom Typ
”
Freitext“ angeben.
Diese Bedingungen ko¨nnen von Casie im GUI nur dem Nutzer angezeigt werden.
Eine automatische U¨berpru¨fung der Gu¨ltigkeit ist nicht mo¨glich. Die Gu¨ltigkeit der
angegebenen Bedingungen kann jedoch vom Nutzer wa¨hrend einer Casie-Anwendung
abgefragt (erfragt) werden. (Vorausgesetzt in der GUI wird eine entsprechende Funk-
tionalita¨t bereitgestellt.)
2. Er kann aus dem Satz von zuvor in der Ontologie definierten Merkmalen wa¨hlen und
somit die Grundlage fu¨r eine spa¨tere automatische Auswertung geben. Jedoch sollte in
den Fa¨llen, in denen die KB als Ergebnis der Auswertung
”
unknown“ liefert, ebenfalls
der Nutzer u¨ber die eventuelle Gu¨ltigkeit der Vorbedingungen befragt werden.
Nicht fu¨r jedes bedingte Item wird sich in der Praxis auch ein geeignetes Merkmal finden
lassen, das zuvor auch in der Ontologie beru¨cksichtigt wurde. Oftmals ist es wohl sinn-
voller, die Vorbedingungen in natu¨rlichsprachlicher Form abzulegen und dem Nutzer im
Einsatz selbst entscheiden zu lassen. Bedingte Items, fu¨r die das System keine Gu¨ltigkeit
feststellen kann, ko¨nnen (automatisch) zur Erho¨hung der U¨bersichtlichkeit von der jeweili-
gen Checkliste ausgeblendet werden. Falls wa¨hrend der Bearbeitungszeit der Checkliste die
Vorbedingungen plo¨tzlich erfu¨llt sind, kann dieses Item automatisch als noch offen wieder
eingeblendet werden.
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° Sub-CLs und Alternativen Fu¨r jedes abstrakte Item φ werden u¨ber die Menge
Sub(φ) alle potentiell mo¨glichen Sub-CLs angegeben. Diese Verknu¨pfungen sind die Basis
der automatischen Berechnung der Checklisthierarchien. Analog zu den HTN-Methoden
geben sie an, welche CLs die jeweiligen abstrakten Items konkretisieren ko¨nnen (siehe Ab-
schnitt 5.2.3).
± Anwenden in der Praxis Das Ergebnis des ersten Durchlaufs des Zyklus kann dann
im Ernstfall oder in einer U¨bung angewandt werden. Neben dem Einsatz einer konkreten
Casie-Implementierung ko¨nnen die CLs aus dem CL-Repository auch als einfache PCLs
eingesetzt werden. Selbst in diesem Fall lassen sich noch fehlende Punkte oder Unstimmig-
keiten aufdecken.
² Evaluierung/Debriefing In Analogie zur Entwicklung von SOPs [Gru03] mu¨ssen
nach der Erarbeitung der Checklisten Evaluationsmechanismen erarbeitet und etabliert
werden, die die Effektivita¨t der Checklisten und deren korrekte Anwendung u¨berpru¨fen.
Personalisierte Checklisten
Aufgrund der Heterogenita¨t der Qualifikationen aller Einsatzkra¨fte liegt der Wunsch nahe,
Checklisten zusa¨tzlich zu personalisieren (vgl. Anforderungen, S. 46 ff.). Gemeint ist hier-
mit, dass z. B. ein hoch qualifizierter und erfahrener Notarzt, der die Rolle des Leitenden
Notarztes einnimmt, deutlich weniger und detailliertere Items bevorzugt als etwa ein kaum
erfahrener Kollege. Letzterer wird unter Umsta¨nden u¨ber mehr Assistenz (erweiterte CLs
und detailliertere Items, mehr Zusatzmaterialien, perso¨nliche Anmerkungen) sehr dankbar
sein. Um diese Zusatzfunktionalita¨t zu realisieren, bedarf es lediglich einer entsprechenden
Abfrage im GUI und ein um die personalisierten Checklisten erweitertes CL-Repository.
Je nachdem, unter welchem Namen (ID) sich eine Einsatzkraft am CL-Client anmeldet
und welche Rolle sie u¨bernommen hat, wird die zuvor personalisierte Checkliste aktiviert.
Diese Zusatzfunktionalita¨t kann recht einfach durch entsprechend abgelegte CL-Varianten
realisiert werden, so wie sie weiter oben im Abschnitt 5.2.3 vorgestellt wurden. Die Menge
der Anwendungsbedingungen K muss nun lediglich um ein Merkmal erweitert werden, das
Auskunft u¨ber den jeweiligen Rolleninhaber gibt.
Eine unsachgema¨ße Nutzung solch einer Personalisierung birgt jedoch auch Gefahren.
Volle Freiheit bei der Personalisierung ko¨nnte dazu fu¨hren, dass der gewu¨nschte Effekt,
ausschließlich auf kritische Punkte hinzuweisen, verloren geht, wenn diese (leichtsinnig) von
einer personalisierten Checkliste entfernt werden. Hingegen weitgehend unproblematisch ist
die Erweiterung um zusa¨tzliche Items oder Informationen (perso¨nliche Anmerkungen und
Erga¨nzungen). Aber auch hier ko¨nnen zu viele Informationen dazu fu¨hren, dass die CL
zu umfangreich wird, was sich wiederum negativ auf deren Anwendung auswirken kann
(siehe Diskussion in Abschnitt 4.2.5). Inwieweit diese Funktionalita¨t genutzt wird und bis
zu welcher Granularita¨t diese umgesetzt wird, liegt bei jeder Organisation selbst.
Von CLs zu SOPs
In der vorliegenden Arbeit (Kapitel 4 und 5) wurde der Verzicht auf eine komplexe und
allumfassende Prozessmodellierung zugunsten des Checklisten-Konzeptes motiviert. Be-
gru¨ndet wurde dies vor allem durch zwei Feststellungen: (1) Eine Großschadenslage ist
hochgradig dynamisch und im Detail nicht planbar. (2) Auch die Teile der SOPs, welche
sich in jeder Großschadenslage gleichen, sind schwer zu erfassen und zu modellieren. Es
mangelt hierfu¨r zum einen an geeigneten und einfach zu bedienenden Softwarewerkzeugen,
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und zum anderen sind diese SOPs als solche kaum in der deutschen BOS-Kultur verankert.
Obgleich sich SOPs sehr wohl in der Praxis herausbilden, sind diese zumeist nur implizit
in den Ko¨pfen der Anwender gegeben.
Trotz der oben genannten Schwierigkeiten ist im BOS-Bereich der Versuch einer (teil-
weisen) Prozesserfassung durchaus ein lohnenswertes Ziel. Eine Evaluierung von Hand-
lungsstrategien und eine Qualita¨tssicherung kann somit ermo¨glicht werden. Zum Beispiel
beschreibt Arsenova in [Ars08] die Praxiserfahrung, dass ein Prozessmodell den Einsatz-
kra¨ften der Feuerwehr einen ersten U¨berblick u¨ber ihre Prozesse gibt und somit bereits
bei der Diskussion der Einsatzvorbereitung dienlich ist. Es bleibt die Frage, wie solch ein
Prozessmodell zu erarbeiten ist. Der Autor stimmt mit Peinel et al. [PR09] u¨berein, dass
heutige BPM-Techniken nicht direkt 1:1 im BOS-Bereich angewendet werden ko¨nnen (siehe
Diskussion in Kapitel 3). Vielmehr bedarf es alternativer Ansa¨tze der Modellierung.
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Abbildung 6.22: Beispielschema eines Prozessskeletts.
Mit Casie erschließt sich hierfu¨r ein pragmatischer, alternativer Ansatz. Ausgehend von
der Menge der Checklisten im CL-Repository, la¨sst sich theoretisch zu jeder Checkliste ein
entsprechendes Prozess-Skelett ermitteln. Dieses besteht
”
nur“ aus kritischen Tasks einer
(oder mehrerer) SOPs. In der Praxis ist es jedoch ausreichend, die Checklisten der ho¨chs-
ten Hierarchieebene (MCLs) zu konkretisieren. Beru¨cksichtigt man dabei ausschließlich die
definierten action-Items, so erha¨lt man, in Abha¨ngigkeit der Anwendungskriterien der je-
weiligen CLs, ein sog. Task-Netzwerk. Abbildung 6.22 skizziert solch ein sich ergebendes
Prozess-Skelett. In einem zweiten Schritt la¨sst sich daraus ein Prozessmodell in der ge-
wu¨nschten Modellierungstechnik erstellen. So la¨sst sich leicht eine Umwandlung in einen
ga¨ngigen Modellierungsformalismus, wie z. B. in den, der Ereignisgesteuerten Prozessket-
ten (siehe Scheer [KNS92]), vornehmen. Man erha¨lt somit ein grobes Schema der in einer
Großschadenslage ablaufenden Prozesse, was z. B. nu¨tzlich fu¨r eine Prozessdokumentation
sein kann.
Durch die Definition der Checklisten erha¨lt man gleichzeitig Informationen u¨ber alle
potentiellen Aufgaben und deren Prozesse. Checklisten ko¨nnen daher Einblick auf die da-
hinterliegenden impliziten SOPs geben. Genau dieser Effekt kann dazu beitragen, dass jede
BOS sich ihrer implizit vorhandenen SOPs bewusst(er) wird und diese somit reflektieren,
evaluieren und verbessern kann. Auch wenn diese Sicht auf die Prozesse noch lu¨ckenhaft
ist, da sie sich nur auf kritische Aspekte beziehen, ko¨nnen die Prozessskelette einen Aus-
gangspunkt fu¨r eine detailliertere Modellierung sein.
Kapitel 7
Vorteile der CASIE-Anwendung in
der Praxis
In diesem Kapitel wird der praktische Nutzen von Casie zusammengefasst. Daru¨ber hinaus
werden eine Reihe zusa¨tzlicher Vorteile eines solchen Assistenzsystemes erla¨utert und Aus-
blicke auf zuku¨nftige Erweiterungen gegeben. Das Anwendungsfeld der BOS dient dabei
an einigen Stellen als Illustration allgemeiner Systemmerkmale.
7.1 Beitrag zur Fehlervermeidung
Der in erster Linie durch Casie erreichte Praxisnutzen liegt in der Fehlervermeidung bei
der Anwendung von standardisierten Handlungsroutinen. Das liegt vor allem an den Haupt-
funktionen von Checklisten (vgl. Kapitel 4):
• Sicherstellung eines Qualita¨tsstandards fu¨r Standardprozeduren,
• Handhaben komplexer Prozeduren durch Abstraktion,
• Reduktion der Unsicherheit der Einsatzkra¨fte und
• Geda¨chtnisentlastung in Stresssituationen,
die jede fu¨r sich genommen das Risiko des Auftretens von groben Fehlern (Patzer oder
Schnitzer) minimieren ko¨nnen (vgl. Abschnitt 4.1). Zusa¨tzlich ist zu erwarten, dass im Zu-
ge der Konfiguration der Checklisten, sich jede BOS auch mit der Qualita¨t ihrer eigenen
SOPs kritisch auseinandersetzt. Der von Reason [Rea90] als
”
eigentlicher Fehler“ bezeich-
nete Problematik, unangemessene Pla¨ne fu¨r bestimmte Zielstellungen anzuwenden, kann
somit ebenfalls entgegengewirkt werden, da bereits bei der Konfiguration offensichtliche
Fehler im Ablauf erkannt und behoben werden ko¨nnen. In der Praxis ist daher zu erwar-




Patzer“ auf den von Reason unterschiedenen Handlungsebenen Planung, Speicherung
und Ausfu¨hrung zu vermeiden (vgl. Abschnitt 4.1).
Natu¨rlich sind obige Effekte auch bereits mit klassischen, papierbasierten Checklisten
zu erreichen. Wie in dieser Arbeit in Abschnitt 5.1 gezeigt wurde, besitzen Großschadensla-
gen jedoch besondere Merkmale, bei denen der Einsatz papierbasierter Checklisten an seine
Grenzen sto¨ßt. Zu ihnen za¨hlen die zu erwartenden unterschiedlichen Benutzergruppen, die
geographische Verteilung der Einsatzkra¨fte, die Vernetztheit der Aufgaben unterschiedli-
cher SOPs und BOS sowie die Dynamik der Einsatzlage und der Informationsmangel.
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Computerintegrierte Checklisten ko¨nnen zum einen den bekannten Fehlern (wie z. B. dem
Vergessen von Items oder dem Wiederaufnahmefehler) bei der Ausfu¨hrung von PCL entge-
genwirken. Zum anderen kann Casie den besonderen Merkmalen einer Großschadenslage
gerecht werden. So kann im Gegensatz zu PCLs den Einsatzkra¨ften eine theoretisch unbe-
schra¨nkte Zahl an unterschiedlichsten ICLs leicht zuga¨nglich gemacht werden.
Alle eben genannten Vorteile von Casie zeigen, dass eine IT-unterstu¨tzte Umsetzung
des Checklisten-Prinzips im BOS-Bereich besonders geeignet ist, um einen signifikanten
Beitrag zur Fehlervermeidung beizutragen. Dies besta¨tigt die These 1 dieser Arbeit.
Casie dient in erster Linie den Einsatzleitern verschiedener BOS zur Bereitstellung und
Anwendungsassistenz von elektronischen Checklisten. Im Prinzip kann jedoch jede beliebige
Einsatzkraft, die u¨ber ein entsprechendes Endgera¨t mit einem CL-Client ausgestattet ist,
ebenfalls durch die Definition eigener Checklisten von Casie profitieren.
Das Anwenderspektrum sowie die Anwendungsfelder von Casie sind prinzipiell un-
beschra¨nkt. Die freie Konfigurierbarkeit des CL-Repositories und der formalen Anwen-
dungsontologie ermo¨glicht es den Anwendern, ein Assistenzsystem zu etablieren, das genau
auf ihre speziellen Anforderungen zugeschnitten ist.
7.2 Prozessmonitoring
Besteht eine Verbindung zwischen mehreren CL-Clients am Einsatzort, so kann mittels
der aktuellen Bearbeitungszusta¨nde aller ICLs ein U¨berblick u¨ber alle laufenden und abge-
schlossenen SOPs abgeleitet werden. Neben den ICLs mit ihren Status inactive, active,
completed und canceled, sind deren action-Items hierbei von besonderem Interesse, da sie
fu¨r bestimmte Handlungen/Aufgaben der zu den ICLs korrespondierenden SOPs stehen.
Auf Basis des fu¨r action-Items speziell beru¨cksichtigten Status inprogress ko¨nnen auch
alle noch nicht abgeschlossenen, aber bereits gestarteten Aktionen beru¨cksichtigt werden.
Zusa¨tzlich ko¨nnen auch abgebrochene ICLs oder Items als solche mittels der Status cancel
bzw. abandon beru¨cksichtigt werden, wodurch Casie eine detailliertere Sicht auf die Ein-
satzlage bereitstellt, als es nur unter Beru¨cksichtigung der besta¨tigten Items mo¨glich ist.
Im Endeffekt ermo¨glicht dies einen qualitativen Sprung im gesamten Einsatzmanagement.
Prinzipiell lassen sich durch die Komponente des Prozessmonitorings folgende Fragen an
die Einsatzlage beantworten.
1. Welche Rollen sind im Einsatz aktiv und wer hat diese u¨bernommen?
2. Welche ICLs, und daher welche SOPs, sind gerade in Bearbeitung?
3. Welche ICLs wurden bereits abgeschlossen bzw. explizit abgebrochen?
4. Wie ist der jeweilige Bearbeitungszustand der aktiven ICLs? Dies umfasst alle noch
offenen, abgeschlossenen und delegierte Items.
Abbildung 7.1 zeigt das Schema der durch Casie mo¨glichen Prozessu¨berwachung. Die
vertikalen Pfeile stehen fu¨r Statusabfragen, in denen, u¨ber alle aktiven Rollenbereiche hin-
weg, die Bearbeitungszusta¨nde aller aktiven CLs aggregiert werden ko¨nnen. Aufgrund des
Prozesskontextes jeder ICL kann daher auch der Fortschritt aller eingeleiteten SOPs u¨ber-
wacht werden. Die Casie-Komponente des Prozessmonitorings kann somit einen Beitrag
dazu leisten, dass Fu¨hrungskra¨fte einen umfassenden U¨berblick u¨ber alle laufenden Pro-
zesse erhalten. Somit kann fu¨r die Einscha¨tzung der eigenen Lage zeitnah auch der Verlauf
der zu den CLs korrespondierende SOPs herangezogen werden.
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Wenngleich u¨ber das Monitoring
”
nur“ die in den ICLs beru¨cksichtigten SOPs beachtet
werden, kann solch eine Funktionalita¨t einen signifikanten Beitrag zur allgemeinen Situa-
tion Awareness (siehe S. 111) leisten. Die Qualita¨t der auf durch das Monitoring fußenden
Entscheidungen kann dadurch wesentlich verbessert werden. Dies untermauert die These 2
dieser Arbeit (vgl. S. 45), welche besagt, dass durch den Einsatz einer Checklisten-Assistenz
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Abbildung 7.1: Schema des Prozessmonitorings.
Obwohl die Informationen aller laufenden Prozesse an jedem beliebigen CL-Client angezeigt
werden ko¨nnen, bietet es sich an, die Rollenstruktur und somit die Organisationsstruktur
(vgl. Abb. 5.15) des Einsatzes zu beachten. U¨ber die Auswertung der Rollenhierarchie kann
der Zugriff auf die einzelnen Status der CL-Clients gesteuert und gefiltert werden.
Wie eine konkrete GUI-Umsetzung eines Prozessmonitoring realisiert werden kann, soll
nicht Gegenstand dieser Arbeit sein. Mit der Task-Agenda des HICAP-Projektes (siehe
Abb. 3.3, S. 22) und mit dem Process Panel des CoSAR-TS-Projektes (siehe Abb. 3.3, S.
23 und [TDS02]) wurden bereits mo¨gliche Umsetzungen vorgestellt, an denen sich orientiert
werden kann. Diese Lo¨sungen beru¨cksichtigen jedoch noch keine Rollenaspekte und zielen
ausschließlich auf eine Ausfu¨hrungsu¨berwachung von Pla¨nen ab.
7.3 Zusa¨tzliche Vorteile und Ausblick
Im Folgenden wird eine Reihe weiterer Vorteile beschrieben, die Casie in der Praxis bietet.
Taskorientierte Datenakquise
Wie nicht zuletzt die Erfahrungen des SpeedUp-Projekts zeigten, besteht vor allem in der
Chaosphase, aber auch im weiteren Verlauf einer Großschadenslage ein Mangel an (vertrau-
enswu¨rdigen) Informationen u¨ber die Einsatzlage. Dies liegt zum einen darin begru¨ndet,
dass eine Einsatzlage zu Beginn typischerweise noch weitgehend unklar ist und erst er-
kundet werden muss. Zum anderen auch darin, dass wichtige Informationen zwar verteilt
vorliegen, diese jedoch noch nicht an die richtigen Stellen weitergeleitet bzw. zu einem
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einheitlichen Lagebild aufbereitet wurden. Eine Fu¨hrungskraft, auf welcher Ebene auch
immer, wird daher nicht selten auf Basis eines unvollsta¨ndigen bzw. veralteten Lagebildes
wichtige Entscheidungen treffen mu¨ssen.
Um den Fu¨hrungskra¨ften mo¨glichst zeitnah die Informationen an die Hand zu geben,
die sie auch beno¨tigen, liegt die Idee nahe, relevante Daten bereits fru¨hzeitig mit Hilfe ei-
nes IT-Systems aufzunehmen und die sich daraus ergebenden Informationen weiterzuleiten
und auszuwerten. Wie das SpeedUp-Projekt gezeigt hat, kann bereits ein relativ einfaches
IT-System, das Informationen u¨ber die Anzahl der Verletzten und deren Triage-Daten sam-
melt, den Einsatzkra¨ften a¨ußerst hilfreich sein. Ein allgemeiner Einsatz computerbasierter
Informationsplattformen sto¨ßt im BOS-Bereich jedoch auf eine grundlegende Schwierigkeit:
Woher kommen die Informationen u¨ber die Einsatzlage und deren momentanen Abarbei-
tungsstand? Wer soll diese wann und wie in ein Computersystem einpflegen? Wie werden
diese gespeichert und wie kann auf diese zugegriffen werden? Einsatzu¨bungen im Umfeld
des SpeedUp-Projektes zeigten, dass den Fu¨hrungskra¨ften vor Ort in der Regel kaum Zeit
bleibt, umfangreiche Eingaben u¨ber eine Tastatur in ein IT-System vorzunehmen. Zusa¨tz-
lich verscha¨rft sich das Problem durch widrige technische Gegebenheiten wie z. B. schlechter
bedienbare
”
Tastaturen“ von Tablet-PCs oder kleineren mobilen Endgera¨ten.
Folgt man der Zielstellung dieser Arbeit, na¨mlich den Fu¨hrungskra¨ften eine elektroni-
sche Checklistenassistenz an die Hand zu geben, die auf einer minimalen Nutzerinteraktion
beruht (im Wesentlichen das Abhaken von Items), so erschließt sich quasi ganz neben-
bei ein pragmatischer Lo¨sungsbeitrag fu¨r obige Problemstellung. Informationen des Bear-
beitungsstatus der ICLs ko¨nnen dazu genutzt werden, um daraus Ru¨ckschlu¨sse u¨ber die
”
eigene Lage“ (vgl. Kapitel 2) ziehen zu ko¨nnen. Daru¨ber hinaus ko¨nnen query-Items fu¨r
eine taskorientierte Datenakquise herangezogen werden. Casie kann Informationen gema¨ß
folgender prinzipieller Fragestellungen bereitstellen:
1. Welche Rollen sind aktiv und wer hat sie u¨bernommen? – Die Rollenzuordnung der
ICLs ermo¨glicht es, Informationen daru¨ber zu erhalten, welche Rollen durch wen
u¨bernommen wurden. Dies kann zur eigenen Lageeinscha¨tzung genutzt werden und
z. B. bei einer mo¨glichen Ablo¨sung eines Rolleninhabers durch eine andere Einsatz-
kraft Klarheit u¨ber die etablierte, aktuelle Rollenstruktur geben.
2. Wie ist der Bearbeitungsstand der einzelnen Aufgaben? – Durch die Interaktion mit
den ICLs ko¨nnen in Casie automatisch Informationen u¨ber offene, laufende und be-
reits abgeschlossene Aufgaben gesammelt werden. Realisiert wird diese Funktionalita¨t
u¨ber das Prozessmonitoring der CL-Manager-Komponente (siehe Abschnitt 6.1).
3. Welche Lagemerkmale sind bisher sicher bekannt? – Zusa¨tzlich kann jeder Status-
wechsel eines Items (oder ganzer ICLs) dazu fu¨hren, dass neue Fakten in die Wis-
sensbasis aufgenommen werden. Das einheitliche Datenmodell, das durch die BOS-
Ontologie realisiert wird, garantiert eine semantisch korrekte Speicherung und Ver-
wendung der Informationen. Daru¨ber hinaus kann die Wissensbasis von Casie als
Informationsquelle fu¨r ein externes Informations- und Managementsystem dienen.
Eine rechnerinterne Repra¨sentation der Einsatzlage wird jedoch zwangsla¨ufig immer hinter
einer wirklichen Einsatzlage hinterherhinken. Der Versuch, eine exakte Lagerepra¨sentation
im Computer abzubilden, wird in dieser Arbeit daher nicht verfolgt; vielmehr soll sich nur
auf die Einsatzmerkmale konzentriert werden, die aufgrund der Interaktionen mit den ICLs
(Auswahl, Abhaken, Beenden) dem System bekannt gemacht wurden. Durch Casie ko¨nnen
jedoch nur Informationen gesammelt werden, welche zuvor im Kontext der vordefinierten
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Rollenstrukturen und der Aufgaben sowie der damit verknu¨pften Ergebnisse (Eﬀekte) be-
ru¨cksichtigt wurden. Nichtsdestotrotz bietet Casie einen innovativen und pragmatischen
Lo¨sungsbeitrag zur Frage, wie die Informationen u¨berhaupt in ein Computersystem zur
Weiterverarbeitung gelangen ko¨nnen.
Beitrag zur Steigerung der Situation Awareness
Die Informationen, die mittels Casie erhoben werden, ko¨nnen zum Aufbau eines besseren
Versta¨ndnisses u¨ber eine Einsatzlage genutzt werden. Der besondere Vorteil von Casie liegt
darin, dass Einsatzkra¨fte aller Organisationen Einblick in laufende Aktionen anderer Teams
erhalten ko¨nnen, was zusa¨tzlich zu einem besseren Versta¨ndnis der Problemstellungen der
jeweils anderen BOS fu¨hren kann.
Sich der richtigen Einsatzsituation bewusst zu sein, spielt im Management einer Groß-
schadenslage eine besonders wichtige Rolle. In der Literatur wird hierfu¨r der Begriﬀ der
Situation Awareness (SA) verwendet. Im Crew Resource Management (CRM) der Human-
Factors-Forschung in der Luftfahrt nimmt die SA einen prominenten Stellenwert ein (vgl.
z. B. [BH89]). Da eine Großschadenslage a¨hnliche Charakteristika aufweist, lohnt sich ein
Blick auf das Konzept der SA auch im Kontext des BOS-Bereiches. Aufgrund einer ver-
gleichbaren Komplexita¨t der Arbeitsbereiche greift z. B. Wagner in [Wag06] das Konzept
der SA auf und propagiert eine U¨bertragung auf den Bereich der Notfallmedizin.
Situation Awareness 























Abbildung 7.2: a) Fu¨hrungsvorgang vs. b) Situation Awareness im Entscheidungsprozess.
Um den Beitrag von Casie zur SA in einer Großschadenslage zu illustriere, sei beispiel-
haft das popula¨re Modell des SA-Konzeptes im dynamischen Entscheidungsprozess von
Endsley (siehe [End00]) aufgefu¨hrt. Abbildung 7.2 (nach [End00], S. 3) zeigt hierzu unter
b) das (vereinfachte1) SA-Modell nach Endsley. Das in Kapitel 2.3 vorgestellte Modell
des Fu¨hrungsvorganges (siehe Abbildung 2.3) laut [FwDV100], das auf der linken Seite
der Abbildung dem SA-Modell gegenu¨bergestellt ist, zeigt zudem, dass beide Modelle den-
selben Zyklus aus leicht unterschiedlichen Perspektiven darstellen. Der Aufbau der SA
wird demnach in drei aufeinander folgende Schritte (Level) unterteilt. Die Wahrnehmung
der Umweltmerkmale im ersten Level ist der fundamentalste Schritt zum Aufbau einer
SA. Darauf aufbauend folgt in Level zwei die Interpretation der Informationen, die zum
Aufbau eines gesamten Lageversta¨ndnisses fu¨hrt. In Level drei wird aus den vorhandenen
1 Im Bild wurden die Individual Factors und die Task/System Factors ausgespart, da hier die U¨ber-
schneidung mit dem Modell des Fu¨hrungsvorgangs (Abb. 7.2 a)) deutlich gemacht werden soll.
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Informationen u¨ber die Lage deren zuku¨nftige Entwicklung abgescha¨tzt. Das Ergebnis aller
drei Level bildet die Grundlage fu¨r die zu treffenden Entscheidungen.
Eines der Hauptprobleme fu¨r die Fu¨hrungskra¨fte in einer Großschadenslage ist der Man-
gel an zuverla¨ssigen Informationen. Indem Casie Informationen u¨ber die Einsatzlage (vgl.
”
State of the Environment“ in Abb. 7.2) automatisch u¨ber die Arbeit mit den ICLs ag-
gregieren kann, was vor allem in geografisch weit verteilten Einsatzsituationen ohne Casie
schwer bzw. zeitverzo¨gert mo¨glich ist, leistet das System einen entscheidenden Beitrag fu¨r
den ersten Schritt der
”
Perception Of Elements In Current Situation“ im SA-Modell.
Wird Casie in der Praxis von allen beteiligten BOS genutzt, so kann es dazu bei-
tragen, das Versta¨ndnis fu¨r die jeweils anderen agierenden BOS zu erho¨hen. Da in einer
Großschadenslage alle BOS an einer u¨bergeordneten Lagebewa¨ltigung zusammenarbeiten,
existieren in einigen Bereichen und zu bestimmten Zeitpunkten U¨berschneidungen in den
Arbeitsschritten. Die Arbeiten der unterschiedlichen BOS mu¨ssen dann situationsbedingt
ineinandergreifen. Deutlich wird dies z. B. bei einem MANV mit chemisch kontaminier-
ten Patienten. Fu¨r die Dekontaminierung der Verletzten ist die Feuerwehr zusta¨ndig und
erst nach erfolgter Dekontaminierung kann und soll der Rettungsdienst z. B. mit seinem
Sichtungszelt aktiv werden. Weiterhin ist es beispielsweise mo¨glich, dass aufgrund einer
durch die Feuerwehr festgestellten Gefahrgutbeteiligung am Einsatzort (erkannt durch die
Beantwortung eines entsprechenden query-Items) Casie dahingehend reagiert, dass alle an-
deren beteiligten BOS automatisch die passenden ICLs (falls definiert) fu¨r den Umgang mit
Gefahrgutlagen eingespielt (vorgeschlagen) bekommen. In Kombination mit einer diesbe-
zu¨glichen Meldung in der GUI wird die Aufmerksamkeit der Einsatzkra¨fte dadurch zeitnah
auf diesen neuen Sachverhalt gelenkt.
Automatische Protokollierung
Eine wichtige Forderung der Praxis ist das Protokollieren des gesamten Ablaufs einer
Großschadenslage. Neben der rechtlichen Absicherung ist eine mo¨glichst lu¨ckenlose Pro-
tokollierung fu¨r jede BOS die Grundlage einer Einsatzevaluierung. Das Fu¨hren eines sog.
Einsatzlogbuchs (oder auch Einsatztagebuch genannt) gestaltet sich jedoch in der Praxis
oft als schwierig bzw. wird zugunsten
”
dringenderer“ Handlungen vernachla¨ssigt. Wa¨hrend
das Fu¨hren eines Logbuchs im Krisenstab fu¨r einen extra dafu¨r abgestellten Mitarbeiter
noch einfach ist, gestaltet sich eine Protokollierung fu¨r eine Fu¨hrungskraft am Einsatzort
schon problematischer. Aus eigener Erfahrung des Autors werden nicht selten Eintra¨ge in
ein Einsatztagebuch erst nach einem Einsatz aus dem Geda¨chtnis verfasst, erga¨nzt oder
gea¨ndert, worunter die Genauigkeit der Angaben leidet.
Auch ein elektronisches Logbuch, das dem Nutzer den Eintrag von Freitext ermo¨glicht,
so wie es z. B. im Rahmen des SpeedUp-Projektes umgesetzt wurde, unterliegt obiger
Problematik. So konnte der Autor selbst erfahren, wie unhandlich sich das Fu¨hren eines
elektronischen Logbuchs in einer stressigen Einsatzlage gestalten kann. Obwohl die Benut-
zerfreundlichkeit stark von der jeweils eingesetzten Hardware bzw. des GUI abha¨ngt, bleibt
im Einsatz meist kaum die Zeit, um la¨ngere Sa¨tze oder Stichpunkte korrekt und in Ruhe
einzutippen. Hinzu kommt, dass in der Praxis die Eingabe von Text in ein GUI nicht von
jeder Einsatzkraft gleich gut bewa¨ltigt werden kann.
Mit Casie erschließt sich ein alternativer Beitrag zu obiger Problemstellung (siehe Ab-
schnitt 6.2). Da die Interaktionen des Nutzers mit den ICLs minimal ausfallen (vgl. Ab-
schnitt 6.1.1), wird diese Problematik weitgehend vermieden. Die Idee besteht hierbei darin,
dass in der Praxis bereits das Aktivieren einer ICL und das einfache Abhaken von Items
einen wichtigen Beitrag zur Protokollierung leisten kann. Je nach Statuswechsel der Items
(oder ganzer ICLs) kann ein entsprechend vorbereiteter (oder automatisch aggregierter)
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Text in ein lokales/globales Einsatzlogbuch mit einem Klick (bzw. Fingerdruck am Touch-
screen) eingetragen werden. Somit la¨sst sich bequem festhalten, wer was wann festgestellt
bzw. bearbeitet hat. Auch die U¨bernahme einer Rolle durch eine Einsatzkraft und der
Wechsel der Person zu einer neuen Rolle sind wichtige Informationen, die in einer Doku-
mentation mit erfasst werden sollten. Eine Einsatznachbereitung und Rekonstruktion kann
dadurch maßgeblich verbessert werden.
Kontextabha¨ngige Bereitstellung von Dokumenten
In vielen BOS existiert eine Vielzahl an Dokumenten zur Einsatzvorbereitung und Ein-
satzplanung. Diese reichen von Alarmierungspla¨nen, Kartenmaterialien und Funkpla¨nen
bis hin zu Rahmenpla¨nen fu¨r spezielle Szenarien (z. B. MANV) oder bestimmten Objekten
(z. B. Chemiefabrik) des Einzugsgebietes. Wie die Erfahrungen in SpeedUp zeigten, wer-
den diese Dokumente nicht selten zentral bei der Einsatzleitung (z. B. auf einem Notebook
im Einsatzleitfahrzeug) vorgehalten. Damit stellt sich die Frage des organisierten Ablegens
dieser Dokumente.
Je nach Lage und aktuellem Bearbeitungsstand der Checklisten ermo¨glicht Casie das
Hinterlegen dieser Zusatzinformationen in elektronischer Form. Diese Materialien ko¨nnen
den Einsatzkra¨ften kontextabha¨ngig, d. h. zur jeweiligen SOP oder Task u¨ber die GUI
des CL-Clients entsprechend zuga¨nglich gemacht werden. In Abschnitt 6.1.1 wurde hierfu¨r
beispielhaft eine entsprechende GUI-Komponente gezeigt.
Assistenzsystem fu¨r dynamische Lageentwicklungen
Wa¨hrend beim Start von Casie keinerlei Wissen u¨ber die aktuelle Einsatzsituation in der
KB vorliegt, wird durch die Interaktion des Nutzers mit dem CL-Client im Laufe eines
Einsatzes sukzessiv das Wissen u¨ber die Lage erweitert. Zu Beginn eines jeden Einsatzes
bedarf es einer initialen Benutzerinteraktion. Als Erstes meldet sich eine Einsatzkraft am
CL-Client durch die Auswahl der eingenommenen Rolle an. Danach hat sie Zugriff auf
alle hinterlegten CL-Schemata. Je nach Informationslage kann hierbei bereits eine Filte-
rung nach Relevanz automatisch angeboten werden. Im Laufe des Einsatzes passt sich das
System mit Hilfe der Informationen, die u¨ber die Abarbeitung der Checklisten gewonnen
wurde, bestmo¨glich an die Einsatzsituation an. Die Zunahme an faktischem Wissen mani-
festiert sich u¨ber die Zeit in der Wissensbasis und dient der fortlaufenden, automatischen
U¨berpru¨fung aller Vorbedingungen der CL. A¨ndert sich etwas in den Vorbedingungen der
aktiven Checklisten, kann der Nutzer daru¨ber automatisch informiert werden. Sind plo¨tz-
lich Kriterien fu¨r eine CL-Anwendung erfu¨llt, die noch nicht initiiert wurden, so kann der
passende Rolleninhaber (falls vorhanden) daru¨ber informiert werden, dass die Situation
die Bearbeitung einer Checkliste erfordert. Wenn es laut einem Item z. B. notwendig ist,
einen Gera¨tewagen
”
Gefahrgut“ zur Gefahrstofferkundung anzufordern, dies aber bereits
durch eine z. B. u¨bergeordnete Fu¨hrungsinstanz erfolgreich geschehen ist, so kann dieser
Punkt automatisch in der ICL als
”
erledigt“ markiert werden. Dies fu¨hrt zu einer direkten
Entlastung der Einsatzkra¨fte und zu einem koordinierterem Vorgehen.
Organisationsu¨bergreifende Checklisten
Wie die Erfahrungen im SpeedUp-Projekt zeigten, verla¨uft die Koordination und das Zu-
sammenspiel aller beteiligten BOS in einem MANV oft nicht in der Art, wie es gewu¨nscht
ist. Dies kann zu zusa¨tzlichen Reibungsverlusten bei einem koordinierten Vorgehen fu¨h-
ren. Zum Beispiel wird in der Praxis um die Nutzung der richtigen Funkkana¨le diskutiert,
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wichtige Ressourcen werden eigenma¨chtig an falschen Stellen eingesetzt und damit gebun-
den oder es werden Informationen nicht oder verspa¨tet an andere BOS weitergeleitet. Die
bereits oben angesprochene Situation Awareness ist zumeist auf Aspekte beschra¨nkt, die
”
nur“ fu¨r die eigenen BOS wichtig sind. Mit Casie bietet sich die Mo¨glichkeit der Erstel-
lung BOS-u¨bergreifender Checklisten. Vorausgesetzt, die einzelnen CL-Clients sind u¨ber
ein etabliertes Kommunikationssystem am Einsatzort miteinander verbunden. Die Infor-
mationen u¨ber initiierte und abgeschlossene Aufgaben (repra¨sentiert durch action-Items)
ko¨nnen so in einer organisationsu¨bergreifenden Checkliste aggregiert werden. Diese sollte
als eine Art Meta-Checkliste kritische Aspekte beim Zusammentreffen und Arbeiten von
BOS mit unterschiedlichen Kompetenz- und Aufgabenbereichen widerspiegeln.
Der Einsatz von Checklisten in organisationsu¨bergreifenden Prozessen ist ein ga¨nzlich
neuer Ansatz, der im heutigen Management einer Großschadenslage noch nicht angewandt
wird. Die Schwierigkeiten dieser Art der CL-Nutzung liegen jedoch weniger im technischen
Bereich. So kann Casie diese Art von Checklisten ohne Weiteres durch z. B. die Einfu¨hrung
einer Meta-Rolle und der ihr zugeordneten Checklisten abbilden. Vielmehr stellt neben der
Akzeptanzproblematik die Erstellung solcher organisationsu¨bergreifender Checklisten eine
besondere und neuartige Herausforderung dar. Es gilt, viele Interessen und Meinungen
unter einen Hut zu bringen. So weisen die in einer Großschadenslage involvierten BOS
neben unterschiedlichen Zusta¨ndigkeiten und Aufgabengebieten jeweils abweichende und
ganz spezifische Arbeits- und Kommunikationsstile auf (vgl. hierzu [SMS10]). All dies gilt
es zu beru¨cksichtigen.
Neue Items zur Laufzeit einfu¨gen
Bis jetzt wurde davon ausgegangen, dass alle kritischen Aspekte der SOPs im Vorfeld (off-
line) in Form von CLs erarbeitet werden. Die Einsatzkra¨fte ko¨nnen daher zur Laufzeit
(online)
”
nur“ an zuvor auch beru¨cksichtigte Aspekte erinnert werden. Erst im Zuge einer
Einsatznachbesprechung und Evaluierung ko¨nnen noch fehlende bzw. neue Aspekte erkannt
und die jeweiligen CLs fu¨r einen zuku¨nftigen Einsatz erweitert werden. In Interviews (im
Rahmen des SpeedUp-Projektes) a¨ußerten Fu¨hrungskra¨fte der Feuerwehr den Wunsch,
Checklisten nicht erst nach einem Einsatz zu editieren/erweitern, sondern diese Anpas-
sung bereits wa¨hrend einer U¨bung oder gar im Einsatz (wenn es die Umsta¨nde erlauben)
vornehmen zu ko¨nnen.
Aus Sicht der Erarbeitung und sta¨ndigen Verbesserung der Checklisten ist diese Funk-
tionalita¨t durch eine Erweiterung im GUI und im CL-Manager realisierbar. In der Praxis
ist es wu¨nschenswert, dass ein Anwender bereits wa¨hrend der Bearbeitung einer Check-
liste neue Items an einer beliebigen Position hinzufu¨gen kann. Je nachdem, welche Rolle
und welche Aufgabe das neu eingefu¨gte Item betrifft, wird ein Update des entsprechenden
CL-Schemas im CL-Repository vorgenommen.
Analog zur Hinzunahme von Items kann prinzipiell auch das Lo¨schen und das Anpassen
von Items zur Laufzeit ermo¨glicht werden. Diese sollten jedoch aufgrund der sich daraus
ergebenden Problematiken (Update laufender CLs, mo¨gliche Verwirrung der Einsatzkra¨f-
te) erst bei zuku¨nftigen Einsa¨tzen beru¨cksichtigt werden. In der Praxis kann ein Update
auch dazu genutzt werden, allen Beteiligten die sich zur Laufzeit neu ergebenden kritischen
Aspekte einer Einsatzlage
”
einzuspielen“, welche nur fu¨r den aktuell laufenden Einsatz gel-
ten sollen. Zu realisieren ist dies z. B. durch die Einfu¨hrung eines neuen Itemtypes (z. B.
temp-Item) in Casie, der nur im aktuellen Einsatz der Checklisten aktiv ist und nicht
mit in das CL-Schema aufgenommen wird. In gewisser Weise kommt dies einer Informa-
tionsfunktion nahe, a¨hnlich einer Chatfunktion (vgl.
”
Instrument for communication“ in
[WMY11]) in einem Einsatzmanagementsystem. Jedoch mit dem Unterschied, dass sich
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die Einsatzkra¨fte nur auf eine Art Assistenzsystem konzentrieren mu¨ssen und die Informa-
tionen rollenabha¨ngig verbreitet werden ko¨nnen. Somit ist es mit Casie mo¨glich, basierend
auf sich a¨ndernde Spezialanforderungen der aktuellen Situation, kritische Punkte, die sich
neu ergeben, ad hoc wa¨hrend der Laufzeit zu definieren und allen Beteiligten bekannt zu
machen.
Alternative Einsatzgebiete
Neben den klassischen Einsatzgebieten von Checklisten in Hochsicherheitsbereichen kann
die hier vorgestellte Casie-Architektur auch in a¨hnlich charakteristischen Arbeitsbereichen
hilfreich eingesetzt werden. Gemeint sind alternative Einsatzgebiete, in denen (verteilte)
Prozesse in einem beliebigen Notfallszenario fehlerfrei auszufu¨hren sind. Das Arbeitsfeld
des Business Continuity Management (BCM) ist ein Beispielbereich (vgl. Starke [Sta10],
S. 52 ff.), in dem die Sicherstellung fehlerfreier SOP-Anwendungen im Zuge eines Qualita¨ts-
und/oder Risikomanagements anhand des Checklistenprinzips mo¨glich ist.
Jedes gro¨ßere Industrie- oder Wirtschaftsunternehmen bereitet sich auf mo¨gliche Notfa¨l-
le und Krisen vor. Die Etablierung eines BCM wird vielerorts sogar von u¨bergeordneten In-
stitutionen verpflichtend vorgeschrieben. Im Rahmen des BCM werden u. a. entsprechende
Krisenmanagementpla¨ne erarbeitet. Sind diese erst einmal vorhanden, stellt sich die Frage:
Wie kann sichergestellt werden, dass alle Mitarbeiter im Ernstfall Kenntnis u¨ber die ak-
tuellen Pla¨ne erhalten und daru¨ber hinaus auch innerhalb der vorgegebenen
”
Leitplanken“
handeln? Durch die prinzipielle Doma¨nenunabha¨ngigkeit kann die Casie-Architektur fu¨r
jedes denkbare Einsatzgebiet konfiguriert werden. Somit kann Casie auch fu¨r diese Art
von Notfall- und Krisenprozessen hilfreich eingesetzt werden.
Neben Krisenszenarien ist Casie auch zur Sicherstellung der Prozessqualita¨t einsetzbar.
Bei der Einfu¨hrung eines Qualita¨tsmanagementsystems (QMS) (z. B. gema¨ß der ISO-9000
Normenreihe) stellt sich die Frage, wie die Einhaltung der dort zugesicherten und doku-
mentierten Prozesse u¨ber die Zeit sichergestellt werden kann. Es gilt, Abweichungen von
den SOPs mo¨glichst zu vermeiden. Ein gebra¨uchliches Vorgehen im Qualita¨tsmanagement
stellt die Standardisierung dar. Konkret werden detaillierte Verfahrensanweisungen fu¨r be-
stimmte Arbeitsga¨nge erarbeitet. Diese Anweisungen sind jedoch eher zur Schulung als zur
Assistenz in der Praxis gedacht. Sie ko¨nnen allein noch nicht sicherstellen, dass die Mit-
arbeiter nichts Wichtiges vergessen. Der in dieser Arbeit erarbeitete Lo¨sungsansatz ist zur
U¨berpru¨fung dieser Prozesse geeignet und kann somit mit Blick auf ein QMS ein wichtiges




Die vorliegende Arbeit beantwortet die Frage, inwieweit eine Computerunterstu¨tzung in
komplexen Arbeitsbereichen zu einer Harmonisierung der Handlungsabla¨ufe und zur Ver-
hinderung von Fehlern (z. B. Geda¨chtnisfehlern) beitragen kann. Eine Analyse des Arbeits-
bereiches deutscher Beho¨rden und Organisationen mit Sicherheitsaufgaben (BOS) zeigt,
dass vor allem der Informationsmangel und die nicht selten auftretenden Handlungsfeh-
ler wesentliche Grundprobleme in einer Großschadenslage darstellen. Die Untersuchung
existierender Forschungsarbeiten zum Thema ergab, dass sich die dort vorgeschlagenen
Lo¨sungsansa¨tze nur schwer in den Arbeitsprozess deutscher BOS u¨bertragen lassen. Es
mangelt ihnen an einem praktikablen, d. h. den Anforderungen einer Großschadenslage
angepassten Interaktionskonzept mit den Einsatzkra¨ften, das eine Computerassistenz am
Einsatzort ermo¨glicht. Der in dieser Arbeit vorgestellte Lo¨sungsansatz bietet genau dies.
Motiviert durch den großen Erfolg von Checklisten (CL) in der Luftfahrt und in der Inten-
sivmedizin, schla¨gt die Arbeit eine systematische U¨bertragung des Checklisten-Prinzips auf
den deutschen BOS-Bereich vor. Die Dynamik der Einsatzlage, die Vernetztheit der Auf-
gaben und die ggf. geographische Verteilung der Einsatzkra¨fte am Einsatzort erschweren
jedoch eine 1:1-U¨bertragung des CL-Prinzips in den BOS-Bereich. Um diese Merkmale zu
adressieren, schla¨gt die Arbeit eine computerintegrierte Umsetzung vernetzter proaktiver
Checklisten vor. Dadurch werden zum einen die Probleme vermieden, die beim Einsatz
papierbasierter Checklisten zu verzeichnen sind, und zum anderen erschließen sich damit
weitere nu¨tzliche Einsatzgebiete einer Computerassistenz, deren Potential bis heute in der
BOS-Praxis kaum ausgescho¨pft wird (vgl. Kapitel 2). Um alle Anforderungen an ein Check-
listensystem fu¨r den BOS-Bereich zu adressieren, wird in dieser Arbeit ein Rahmenwerk
eines intelligenten elektronischen Checklisten-Assistenzsystems (Casie) erarbeitet und be-
wertet. Die Funktionalita¨t der computerintegrierten Checklisten geht dabei weit u¨ber eine
bloße elektronische Abbildung hinaus. Vielmehr werden beim Abhaken der Items einer
Checkliste wichtige Informationen u¨ber die Einsatzlage aggregiert. In Abha¨ngigkeit der so
aufgebauten Informationslage wird im Gegenzug die Checklistendarbietung selbst dyna-
misch gesteuert. Die dadurch entstehenden erweiterten elektronischen Checklisten werden
in Casie intelligente elektronische Checklisten (ICLs) genannt.
Die Arbeit zeigt, dass neben dem Haupteffekt der Fehlervermeidung (These 1, siehe
S. 45) Casie zusa¨tzlich zur Prozessu¨berwachung der Standardhandlungsroutinen (Standard
Operation Procedures, SOPs) und zum Aufbau eines einheitlichen Lagebildes dienen kann
(These 2, S. 45). Daru¨ber hinaus wird dargelegt, welchen zusa¨tzlichen Nutzen Casie im
BOS-Alltag und wa¨hrend einer Großschadenslage den Einsatzkra¨ften bieten kann (These
3, S. 45). Inwieweit Casie die zu Beginn von Kapitel 5 herausgearbeiteten Anforderun-
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gen an eine elektronische Checklisten-Assistenz erfu¨llt, ist im Folgenden Punkt fu¨r Punkt
zusammengefasst.
Wahlfreiheit gewa¨hrleisten: Casie ermo¨glicht den Einsatzkra¨ften zu jeder Zeit einen
wahlfreien Zugriff auf alle vorkonfigurierten ICLs. Die automatischen Vorgaben, die Casie
auf Basis der zuvor von der Einsatzkraft eingenommenen Rolle (Aufgabenbereich) anbietet,
ko¨nnen jederzeit u¨berstimmt werden. Der Nutzer kann das Assistenzangebot von Casie
nutzen, muss es aber nicht. Ein flexibler Wechsel zwischen verschiedenen Checklisten ist
dem Anwender zu jeder Zeit mo¨glich. Ruft er jedoch z. B. eine Checkliste auf, die nicht
in sein durch die Rolle bestimmten Aufgabenbereich fa¨llt, so kann Casie ihn auf diesen
Sachverhalt hinweisen. Dadurch, dass Checklisten nur kritische Aspekte einer SOP beru¨ck-
sichtigen und
”
nur“ eine Erinnerungsfunktion anbieten, bleibt die gewu¨nschte Flexibilita¨t
in den Handlungen erhalten. Die Anwender ko¨nnen weiterhin frei agieren und werden durch
die Checklisten lediglich auf einen groben Handlungsrahmen aufmerksam gemacht.
Organisationsaufbau beru¨cksichtigen: Da in Casie explizite Rollenzuordnungen unter-
stu¨tzt werden, ist es mo¨glich, die Checklisten gema¨ß eines beliebigen (in der Ontologie)
vorkonfigurierten Organisationsaufbaus auf die unterschiedlichen Zusta¨ndigkeitsbereiche
zu organisieren und zu verteilen. Daru¨ber hinaus kann Casie erkennen, ob ein anderer
Nutzer genau dieselbe Checkliste bereits bearbeitet, und dies dem Nutzer mitteilen. Einem
versehentlichen Mehrfachausfu¨hren von SOPs kann so effektiv vorgebeugt werden, wodurch
die These 1 untermauert wird.
Komplexita¨t handhaben: Die Mo¨glichkeit zur Aufteilung und Hierarchisierung von Check-
listen tra¨gt in Casie dazu bei, dass komplexe Checklisten mittels der Angabe von Sub-
Checklisten fu¨r die Einsatzkraft handhabbarer (u¨bersichtlicher) gestaltet werden ko¨nnen.
Komplexe SOPs ko¨nnen somit aufgabengerecht in kleinere aufgeteilt und im Einsatz wieder
automatisch zu einer CL-Hierarchie verbunden werden. Die Berechung einer Checklisten-
hierarchie orientiert sich an der sogenannten Reduktion eines hierarchischen Tasknetzwerks
in der HTN-Planung.
Dynamik beru¨cksichtigen: Die Dynamik einer Einsatzlage wird in Casie wie folgt be-
ru¨cksichtigt. (1) Es werden automatisch ICLs vorgeschlagen, wenn deren Anwendungsbe-
dingungen erfu¨llt sind. (2) Im Gegenzug wird darauf hingewiesen, wenn urspru¨nglich gel-
tende Anwendungsbedingungen nicht mehr gelten. (3) Ereignisse anderer Nutzer ko¨nnen
mitbeachtet werden (z. B. Item wurde bereits an einer anderer Stelle erfu¨llt).
Problem des Informationsmangels: Weil Checklisten-Items zum einen mit Nachbedin-
gungen annotiert und zum anderen Daten an geeigneter Stelle u¨ber die query-Items ab-
gefragt und im System aufgenommen werden ko¨nnen, tra¨gt Casie zur Verbesserung des
Aufbaus eines einheitlichen Lagebildes bei. Da des Weiteren die Informationen, die sich
u¨ber die ICLs gewinnen lassen, Konzepten aus der Ontologie zugeordnet sind, ist deren
Bedeutung klar definiert. Daru¨ber hinaus gibt das Prozessmonitoring einen U¨berblick u¨ber
die
”
eigene Lage“ der Einsatzkra¨fte. Dies untermauert die These 2.
Dokumentation & Backup: Der in Casie vorgesehene automatische Logbookmechanis-
mus erfu¨llt die Praxisanforderung einer Dokumentationspflicht, indem detaillierte Informa-
tionen u¨ber die Bearbeitung der SOPs automatisch protokolliert und festgehalten werden
ko¨nnen. Die Frage, wer was wann eingeleitet und mit welchem Erfolg abgeschlossen hat,
la¨sst sich somit leicht und zu jeder Zeit beantworten.
Zugriff/Organisation von Zusatzressourcen: Die in der BOS-Praxis vorhandenen elek-
tronischen Dokumente (Geba¨udepla¨ne, Einsatzpla¨ne, Funkschemata und Telefonnummern-
register) ko¨nnen in Casie den Einsatzkra¨ften, gema¨ß ihres Aufgabenkontextes, direkt an
den Stellen des Arbeitsprozesses automatisch zuga¨nglich gemacht werden, an denen sie
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eine Hilfestellung bieten. Zusatzinformationen zu einem Item oder auch zu einer ganzen
Checkliste ko¨nnen so ebenfalls leicht u¨ber die vernetzten Checklisten bereitgestellt werden.
Einfache Bedienung : Eine der Sta¨rken von Casie liegt in der Art und Weise, wie die
Anwender mit dem System interagieren. Sie arbeiten zur Einsatzzeit ausschließlich mit den
Checklisten, die fu¨r sie ein wohlvertrautes bzw. leicht zu verstehendes Konzept darstellen.
Dadurch wird zur Laufzeit im Wesentlichen vom Nutzer nur eine minimale Interaktion mit
dem System erwartet. Lediglich die Eingabe konkreter Daten bei query-Items verlangt vom
Nutzer mehr Aufwand.
Einheitliches Vokabular : Die Forderung, fu¨r die Texte der Items und die Beschreibungen
ein mo¨glichst einheitliches Vokabular zu verwenden, unterstu¨tzt Casie dahingehend, dass
den Einsatzkra¨ften durch die Formulierung einer BOS-Ontologie solch ein einheitliches
Vokabular zur Verfu¨gung steht, das fu¨r die Erstellung der Texte zu den Items herangezogen
werden kann. Letztendlich obliegt es jedoch den Einsatzkra¨ften selbst, eine ausreichende
Konsistenz bei der Wahl der Begriﬄichkeiten einzuhalten.
Unterschiedliche Benutzergruppen: Dadurch, dass Casie durch die Einsatzkra¨fte selbst
frei konfigurierbar ist, d. h., jeder Nutzer ICLs seiner Wahl im Repository hinterlegen kann,
steht auch einer Personalisierung der einzelnen Checklisten nichts im Wege. Damit unter-
schiedliche ICLs fu¨r ein und dieselbe SOP im Einsatz auch entsprechend zugreifbar sind,
bedarf es lediglich einer zuvor hinterlegten Nutzerkennung. Die dafu¨r beno¨tigten Informa-
tionen sind im Wesentlichen bereits dadurch gegeben, dass sich jeder Nutzer an seinem
CL-Client explizit mit seinem Namen anmeldet und so automatisch die fu¨r ihn hinterleg-
ten Checklisten dargeboten bekommt.
Als Ergebnis der Arbeit steht interessierten Anwendern mit Casie ein Rahmenwerk eines
neuartigen Checklisten-Assistenzsystems zur Verfu¨gung. Erst durch die ICLs, als elektroni-
sche Checklisten, erschließt sich ein Mehrwert gegenu¨ber klassischen papierbasierten Check-
listen. Neuartig ist vor allem der Ansatz, computerintegrierte Checklisten untereinander
zu vernetzten und mit einer formalen Wissensbasis zu kombinieren, um ein maschinelles
Schließen u¨ber Fakten einer Einsatzlage zu ermo¨glichen. Dadurch ko¨nnen Informationen
u¨ber die Einsatzlage gesammelt, protokolliert und vom Computer automatisch entspre-
chend ihrer Bedeutung ausgewertet werten.
Um ein fu¨r die Problemstellung angemessenes Rahmenwerk zu erarbeiten, wurden in
dieser Arbeit folgende Aufgabengebiete bearbeitet:
1. Umfassende Analyse des Checklistenprinzips aus einer Human-Factors-Perspektive
2. Erarbeitung der Anforderungen an eine elektronische Checklisten-Assistenz
3. Entwicklung eines technologischen Rahmenwerkes (Modellierung, Architektur, Tech-
nologieauswahl, Dynamik, Konfiguration von Checklisten als prozedurale Wissensre-
pra¨sentation)
4. Entwicklung (beispielhaft) einer formalen BOS-Ontologie [BOS-O] als terminologi-
sche Wissensrepra¨sentation
Damit eine konkrete Casie-Instanz in der Praxis erfolgreich genutzt werden kann, gilt es
aus informatischer Sicht, noch eine Reihe von weiteren Herausforderungen zu meistern.
Neben der Realisierung eines Basiskommunikationssystems, das fu¨r die Anwendung von
Casie vorausgesetzt wurde, werden geeignete Softwarewerkzeuge beno¨tigt, die dem An-
wender das Erstellen und die Wartung der ICL-Beschreibungen auf eine bequeme Art und
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Weise ermo¨glichen. Zusa¨tzlich bedarf es weiterer Forschung hinsichtlich geeigneter Benut-
zerschnittstellen, die das volle Potential von Casie ausscho¨pfen und den Anforderungen
eines Einsatzes in einer Großschadenslage genu¨gen mu¨ssen. Eine weitere noch offene Frage-
stellung betrifft den Abgleich der individuellen Wissensbasen unterschiedlicher CL-Clients.
Hier gilt es, mo¨gliche Inkonsistenzen und versteckte Redundanzen zu vermeiden bzw. ge-
eignet zu behandeln. Des Weiteren sind die heutigen Programmierschnittstellen zur On-
tologieunterstu¨tzung (siehe z. B. [OWL-API]), zum Reasoning (z. B. [FaCT++]) und zur
Realisierung einer Wissensbasis noch unhandlich und erfordern viel Know-how, um sie zu
beherrschen und geeignet miteinander in einer Praxisanwendung zu verbinden.
Die Bereitstellung eines technischen Assistenzsystems allein garantiert jedoch noch nicht,
dass der angestrebte Haupteffekt der Fehlervermeidung erreicht wird. Damit die Lo¨sung
nicht zum Problem wird, bedarf es weiterer Untersuchungen, wie ein Assistenzsystem wie
Casie in der Praxis genau eingefu¨hrt wird und fu¨r welche Bereiche ICLs geeignet sind und
fu¨r welche nicht. Hierfu¨r mu¨ssen zusa¨tzlich zu den technischen Problemstellungen folgende
Aufgaben gemeistert werden:
• Erarbeitung einer Fehlerkultur und unterschiedlicher Anwendungsphilosophien,
• Lo¨sungsansa¨tze fu¨r die Akzeptanzproblematik,
• Beachten der Arbeitsumgebung bei der Anwendung von Checklisten,
• Aspekte der Fehlbenutzung und deren Auswirkungen,
• Kulturwandel bei Nutzung von Checklisten im Arbeitsprozess,
• mo¨gliche Effekte bei Abweichung von Checklisten und
• die Erarbeitung geeigneter Evaluationskriterien und -konzepte.
Vor allem der Checklisteneinsatz fu¨r Nichtexperten stellt ein kaum untersuchtes Forschungs-
gebiet dar, da er von der Einsatzphilosophie anderer Hochsicherheitsbereiche abweicht, in
denen Checklisten ausschließlich die Experten bei komplexen Arbeitsschritten unterstu¨t-
zen. Jedoch ist gerade in Anbetracht wenig trainierter Einsatzkra¨fte eine Lockerung dieser
Forderung sinnvoll. Immer dort, wo Mitarbeiter zum Einsatz kommen, die (aus unter-
schiedlichen Gru¨nden) unsicher in dem sind, was und wie sie etwas zu tun haben, ko¨nnen
Checklisten zur Orientierung beitragen. Es gilt aber, Situationen vorzubeugen, in denen
Einsatzkra¨fte, ohne selbst zu u¨berlegen, blind den Checklisten folgen:
”
Ja, aber laut Check-
liste sollte ich doch ...“. Solch eine Reaktion offenbart, dass das Prinzip hinter den Check-
listen entweder falsch vermittelt wurde oder aber Checklisten als ausschließlich normatives
Mittel zur Prozesssteuerung gebraucht werden. In beiden Fa¨llen ist zu bezweifeln, dass der
Effekt der Fehlervermeidung wirklich eintritt. Dem gilt es, durch ein geeignetes Training
und eine begleitende Einfu¨hrung der Checklisten in den Praxisbetrieb vorzubeugen.
Der zunehmende Einsatz von Computern im BOS-Bereich ermo¨glicht es, zuku¨nftig neuar-
tige Assistenzsoftware am Einsatzort einzusetzen. Mit Casie stellt diese Arbeit ein Rah-
menwerk bereit, in dem genau solch eine neuartige Assistenz beschrieben wird. Die Arbeit
stellt einen Ausgangspunkt fu¨r eine Reihe weiterfu¨hrender (interdisziplina¨rer) Forschungs-
arbeiten dar. Weiterhin soll sie die BOS-Einsatzkra¨fte dazu motivieren, eine elektronische
Checklisten-Assistenz auf Basis des Casie-Rahmenwerkes in ihrem Bereich einzusetzen, zu
testen und zu evaluieren. In Anbetracht der vielen Vorteile, die Casie in der Praxis bieten
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kann, und der immer komplexer werdenden Arbeitsumgebungen sollte jede Organisation
mit Sicherheitsaufgaben daran interessiert sein, solch ein System im Praxisbetrieb einzuset-
zen. So wie die Luftfahrt aus ihren Fehlern gelernt hat, so sollten auch die BOS den Einsatz
neuartiger Technologie zur Fehlervermeidung bedenken. Die beno¨tigten Grundtechnologien
sind bereits vorhanden, sie mu¨ssen
”
nur“ geeignet kombiniert und richtig eingesetzt werden,
dann la¨sst sich in der hier fokussierten Anwendungsdoma¨ne Leben retten. Auch wenn der
Weg zu einer erfolgreichen Etablierung einer elektronische Checklistenassistenz mu¨hsam
erscheint, die Aussicht auf nur ein gerettetes Menschenleben sollte Motivation genug sein,
diesen Weg zu gehen.
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Anhang
Please note: A checklist is NOT a teaching tool or an algorithm 
A C H E C K L I S T F O R C H E C   K L I S T S
D e v e l o p m e n t  
 Do you have clear, concise 
objectives for your checklist? 
Is each item: 
 A critical safety step and in great 
danger of being missed? 
 Not adequately checked by other 
mechanisms? 
 Actionable, with a specific 
response required for each item? 
 Designed to be read aloud as a 
verbal check? 
 One that can be affected by the 
use of a checklist? 
Have you considered: 
 Adding items that will improve 
communication among team 
members? 
 Involving all members of the team 
in the checklist creation process? 
D r a f t i n g  
Does the Checklist: 
 Utilize natural breaks in workflow 
(pause points)? 
 Use simple sentence structure and 
basic language? 
 Have a title that reflects its 
objectives? 
 Have a simple, uncluttered, and 
logical format? 
 Fit on one page? 
 Minimize the use of color? 
Is the font: 
 Sans serif? 
 Upper and lower case text? 
 Large enough to be read easily? 
 Dark on a light background? 
 Are there fewer than 10 items per 
pause point? 
 Is the date of creation (or revision) 
clearly marked? 
V a l i d a t i o n  
Have you: 
 Trialed the checklist with front line 
users (either in a real or simulated 
situation)? 
 Modified the checklist in response 
to repeated trials? 
Does the checklist: 
 Fit the flow of work? 
 Detect errors at a time when they 
can still be corrected? 
 Can the checklist be completed in 
a reasonably brief period of time? 
 Have you made plans for future 
review and revision of the 
checklist? 











Bus Tie Switches…………………………….……………….Auto 
GEN CONT Switches…………………………………..Pushed In 
Hydraulic Demand Pumps….………………….……………..Of 
Engine Hydraulic Pumps……….……………..….………….On 
External Power……………………….……….………….…….On 
Turn On External Power #1 | Turn On External Power #2 If Available     
Utility Bus Switches (L&R)…………………….……………….On 
NAV Light………………………………….……………..……..On 
Emergency Light Switch………………………….………….ARM 
Alternate Flap Selector………………..……………………….Of 
Flap Lever / Position Indicator……….…………….Up / Agree 
Landing Gear……………………………………….……….Down 
IRS Mode Selectors……………….………………………….NAV 





Exterior Lights………………………………….…….As Required 
NAV Lights And Logo Lights On | Al Other Lights Should Be Off      
Window Heat…………………………………………..………..On 
Windshield Wiper Switches…………………………….…….Off 
Passenger Oxygen Switch………………………………….Norm 
Yaw Damper Switches………………………………….……..On 
APU Bleed Switch………………………………………….….Of 
APU…………………………………………………….……….Start 
When APU AVAIL lights Iluminate - Press APU Generator Switches (1&2)  
Outflow Valves…………….……………………….……….Open 
Landing Altitude Switch………………………………….….Auto 
Outflow Valve Manual Switches……………………………..Of 
Cabin Altitude Auto Selector……………………………..Norm 
Passenger Temp……………………………………………..Auto 
Flight Deck Temp…………………………….……………..Auto 
Trim Air Switch………………………………………………….On 
Recirc Fan Switches (UPR & LWR)………………………….On 
AFT Cargo Heat Switch………………………………………..Off 
Equipment Cooling Selector……………………………...Norm 
If OAT Is Less Than 70* Set To NORM | If OAT Is Above 70* Set To OVRD  
High Flow Switch……………………………………….……….Off 
Gasper Switch…………………………………………………..On 
Pack Switches (1-2-3)……………….………………….….Norm 
ISLN Switches………………………………………….…….Open 
APU Bleed Switch…………………………………………..….On 
Alow APU To Operate One Minute Before Activating APU Bleed Switch     
Engine Bleed Switches………………………………………..On 
FMC……………………………………………………..….Program 
Mode Control Panel (MCP)…………………………………...Set 





Enter Runway Heading 
ALT…………………………………………………….………….Set 
Enter Your Cleared Altitude                                        
Auto Pilot Disengage Bar…………………………..………….Up 
Altimeter………………………………………………………….Set 
Lower CRT Selector………………………………………….Norm 




Reverse Thrust Levers……………………………….…….Down 




Auto Brake Selector……………………………………….….RTO 
Passenger Signs…………………………………….……….Auto 
Flight Deck Door…………………………………………..Locked 
Aileron / Rudder Trim………………………….…………….Set 0 
TCAS/ATC…………………………………………….……Test/Set 
Set TCAS To The Folowing                                        
AboveDuringTakeof | N During Cruise | Below During Descent      
Ground Proximity Light……………………………Extinguished 
Ground Proximity Flap Override Switch…..………….…….Of 
Ground Proximity Config/Gear Override Switch………….Off 
Ground Proximity Terrain Override Switch………….…….Off 
Alternate Flaps Selector………………………………….…….Of 
Alternate Flaps Arm Switch…………………………….…….Off 
Alternate Gear Extend Switches……………………………..Off 
Fuel Pumps……………………………………………………….On 
Only Turn On Fuel Pumps for tanks that contain fuel                      
Fuel Crossfeeds……..………………………………………….Set 
If Fuel Tank Quantity In Tank #2 Is More Than #1 And #3 Is More Than #4   
Turn Al Fuel Crossfeeds On                                             
If Fuel Tank Quantity In Tank #2 Is Less/Equal To #1 And #3 Is Less/Equal To #4  
Turn Crossfeeds 1&4 of | Turn Override Pumps 2&3 Of                    
Aircraft Doors……..….……………………………………Closed 
Confirm Al Doors Secure Prior To Pushback                          
                                                         
Hydraulic Demand Pumps……..….……………….…Auto/Aux 
Set Hydraulic Demand Pump Selectors #1 - #2 - #3 To Auto                 
Set Hydraulic Demand Pump Selector #4 to Aux                    
Red Anti-Colision Lights (Beacon)…………………….…..On 
Pack Switches……………………………………………Norm/Off 
Leave Pack Switch #1 On Norm - Turn Pack Switches #2 And #3 Off         
EICAS (Recal Buton)……………….……………………….Push 
Confirm Only Appropriate Alert Messages Displayed On EICAS            
EICAS (Cancel Buton)…………….…………….………….Push 




Engine Start Selector #4……………………………….……..Pul 
Fuel Control Switch #4……………………………..………..Run 
When N2 Reaches Magenta Start Line - Set #4 Fuel Control Selector To Run 
EICAS Engine Indicator………………………………….Monitor 
Verify Engine Start At 50% N2 - #4 Pul Start Selector Ilumination Extinguished     
——————————————————————————————————————
Engine Start Selector #1……………………………….……..Pul 
Fuel Control Switch #1……………………………..………..Run 
When N2 Reaches Magenta Start Line - Set #1 Fuel Control Selector To Run 
EICAS Engine Indicator………………………………….Monitor 
Verify Engine Start At 50% N2 - #1 Pul Start Selector Ilumination Extinguished 
—————————————————————————————————————— 
Engine Start Selector #3……………………………….……..Pul 
Fuel Control Switch #3……………………………..………..Run 
When N2 Reaches Magenta Start Line - Set #3 Fuel Control Selector To Run 
EICAS Engine Indicator………………………………….Monitor 
Verify Engine Start At 50% N2 - #3Pul Start Selector Ilumination Extinguished  
——————————————————————————————————————
Engine Start Selector #2……………………………….……..Pul 
Fuel Control Switch #2……………………………..………..Run 
When N2 Reaches Magenta Start Line - Set #2 Fuel Control Selector To Run 
EICAS Engine Indicator………………………………….Monitor 
Verify Engine Start At 50% N2 - #2 Pul Start Selector Ilumination Extinguished  
                                                         
APU………………………………………………………….…….Of 
Hydraulic Demand Pump #4……..….……….………….…Auto 
Nacele / Wing Anti-Ice…………………….……….As Required 
Use If Temperature Is Below 10 Degrees Celsius & Visible Moisture Is Observed 
AFT Cargo Heat……………………………….………………..On 
Isolation Switches…………………..……………………...Open 
Pack Switches……………..………………………………….Auto 
Do Not Engage Packs Until The Engines Have Stabilized At Idle For 2 Minutes 
EICAS Caution-Advisory-Status Messages….Check/Correct             
Ensure Al Cautionary Messages Have Been Addressed Prior To Takeof 
Ground Equipment…………………………….…….Disconnect  




Cabin Crew Notification…………………...………Accomplish 
Runway Turnof Lights / Taxi Lights……………..………….On 
Boeing 747 - 400 Normal Checklist 
Pre-Flight 
Pushback 
Manual Engine Start 
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