Abstract-Three alternative optically amplified long reach, wlde splitting ratio PON (SuperPON) amplifier placement strategies (i.e architectural configurations) are modelled using 
I. Introduction
At present most telecommunications fiber rings use synchronous optical networklsynchrooous digital hierarchy (SONETISDH) technology. These rings, which require optical-to-electrical-twoptical conversion at each node, are optimized for long haul and metropolitan inter-exchange applications. They are not, however, an appropriate choice for the local access network. By contrast a passive optical network (PON) uses passive optical fiber splitters or couplen to route traffic, instead of the more expensive electro-optic required for SONETiSDH rings. As a result the PON offers the most cost-effective solution for upgrading the critical last mile infrastructure to provide an evolutionary path for the delivery of future broadband services [I] . It is also an attractive solution for optical access to solve the bottleneck by bringing the fiber closer to the curb, cabinet, building and home. Between them lies the optical distribution network (ODN) comprising of fibers and passive optical splitters. The interface path between ODN and ONU is connected with a maximum fiber length of 20 km [2] . At present, however, there is no standard for specifylng the distance between OLT and splitter or amplified splitter in the case of the SuperPON.
There are three active devices that can be used in a PON.
At the CO, carriers install a special switch, called an OLT, which either generates light signals on its own or takes in SONET signals (such as OC-12) fiom a co-located SONET cross-connect. The OLT then broadcasts this traffic through one or more outgoing subscriber ports. Depading on where the fiber terminates, either an ONU or an ONT receives the optical signal and converts it into an electrical signal for use in the customer premises. The customer premises can be provided for by either a fiber to the curb (FTTC), fiber to the building (FITB), fiber to the cabinet (FITCab) or fiber to the home (Fl-r"). With the SuperPON, another active device, the optical amplifier i s used to extend the optical power budget [3] . In the PLANET SuperPON the optical amplifier is located at the splitter in order to produce an amplified splitter [4] . This approach provides for a longer network span and increased splitting ratio to service a much larger number of
ONUS.
The technical success of PONS commenced with 32 splitting ratio telephony over a passive optical networks (i) Cost sharing: PONS share the costs of fiber and much of the equipments located with the service provider among several customers while also eliminating expensive, powered equipment between the service provider and these customers [II.
(ii) Potential for broadband upgrading: the arrival of the new type of digital services such as high quality streaming videoaudio and new graphic intensive web interfaces demands high bandwidth.
In this paper we concentrate on the physical architecture of the SuperPON. The main objective of this study is to identify the minimum number of optical amplifiers and their placement in the SuperPON architecture. Thus the optical amplifier placement in the SuperPON will be investigated using an optical power budget simulation process.
The SuperPON
By utilising optical amplifiers to extend the PON power budget a long span optically amplified splitter PON, 01 SuperPON has been developed by European Union ACTS Photonic Local Access Networks (PLANET) Consortium since 1995 [8] . The practical development to both a laboratory demonstrator and field trial has been undertaken in relation to the one specific SuperPON architecture as par( of PLANET project. The PLANET SuperPON was designed using a combination oftwo splitter stages consisting of 1x16 and 1x128 couplers to serve 2048 ONUS. The network architecture incorporated a feeder length of 90 km and a distribution stage of IO km giving an overall span of 100 km.
For downstream transmission erbium doped fiber amplifiers (EDFAs) were used. Furthermore one optical amplifier was incorporated with a power splitter in a single module. In the upstream transmission, however, semiconductor optical amplifiers (SOAs) were used to boost the signal power [9] . The SuperPON has been demonstrated at high speed using TDM and TDMA technology. The downstream TDM transmission was at 2.5 GbiUs using an optical wavelength of 1550 nm whereas the upstream TDMA transmission was at the lower speed 31 1 Mbit/s on a 1310 nm wavelength optical signal.
Optical Power Budgeting Simulation for SuperPON (a) Optical Power Budget
The optical power budget establishes whether a particular network is operationally feasible by balancing the overall optical power available against the optical losses. The losses in the network are caused by fiber attenuation, coupling of light fkom transmitter to the fiber, transition fiom one fiber diameter to another, transition 60m one numerical aperture to a different numerical aperture, connector losses and splice losses, branching and coupling of light fiom the fiber to the receiver. These are defined as channel losses for the system, which can be written as:
where CL is the total channel loss, Aris fiber attenuation, L, is splice loss, L, is coupler loss and 1 . is miscellaneous losses in the system.
(1)
In this paper the measurement of optical power, however, does not take account of the impairment issues such as amplified spontaneous emission (ASE) noise and fiber dispersion. Hence the optical power budget for a system is given by [IO] : P, = P, +CL + Ma dB where, Pi is the mean input optical power launched into the fiber, P . is the mean incident optical power required at the receiver and M, is a safety margin. The network headroom H can be defined as:
For the purposes of the simulation the safety margin was reduced to zero and the amplifier gain G was also incorporated into (3) to give:
Power budget simulation was carried out using the Virtual Photonic Integration (VPI) Software P a c k F [1,1]. The Fourth generation VPltransmissionMaker wth the Photonic Design Automation (PDA) tool was used for simulation purposes and several modules were utilised to model the SuperPON architecture as follows. The coupler output signal is represented by its transfer matrix
where a is coupling factor, E],,", E2,," are the input electrical field, El,-,, E2.0ut are the output field at the ports 1 and 2 of the coupler respectively. Figure 4 (a) can be used in a network, which consists of small number of ONUS. Figure 4 (b) is designed to service a larger number of ONUS. Each splitter and amplifier is connected using a fusion splicing technique to minimize the connection losses. For single mode fiber (SMF)-SMF splicing, the splice loss is estimated as 0.02 dB and for SMF-EDFA it increases to 0.07 dB [12] . The construction of the splitter and whether it comprises a number of stages does not adversely affect the system performance due to the low loss of the fusion splices between the stages. Figure 5 shows the number of ONU versus the number of stages contained with in the splitter unit. The overall splitter loss, however, is not provided. From Figure 5 , it may be observed that the number of splitter stages is increased when the number of ONU increased. where E.(..y, and E. , are referred to as the input and output electric fields respectively.
In the simulation the optical amplifier operates at small signal gain. The gain was specified as a fkquency independent constant at 20 dB [13]. The advantage of setting the optical amplifier gain in this manner that is straightforward to determine the minimum number of amplifiers required in the architecture. In this case (7) becomes: The power budget parameters are summarised in Table 1 . 
IV. SuperPON Architectural Configurations for Simulation
The choice of the specific SuperPON architectures used in the simulation was guided by the following factors. From Figure 6 it should be noted that to avoid saturation with two amplifiers in cascade, a separation of at least 40 km is required. As the number of cascaded amplifiers increases then the distance between them must be increased to avoid saturation. For example, with four cascaded amplifiers a minimum separation of 80 km is required. Therefore in order to service a have high number of ONUS and avoid saturation, it is necessary to place another optical power splitter between two cascaded optical amplifiers as shown in Figure 4(b) .
(c) Splitter Location: an important issue is splitter location. More headroom power will be obtained when splitter is placed near to customer premises and this location will also reduce the maintenance costs [17]. It may not practical, however, to Mly implement such a strategy because normally with a high number of ONUS (i.e more than 32,000) they could be located at a radius greater than 20 km.
Taking account of the above issues three specific SuperPON amplifier placement strategies or architectural configurations were chosen for investigation by simulation. 
V. Simulation Results for SuperPON Configurations
Optical power budget simulations using the W I software package for the three SuperPON configurations shown in ONUs up to 90,000 with a network dimension of 100 km.
However, the number of ONUs serviced decreases to 50,000 when network dimension is increased to 110 km.
Configuration B can also be used in SuperPON with up to 20,000 ONUs when the network dimension is 130 km. By contrast, configuration C will satisfactorily service up to 131,072 ONUs at the maximum network dimension of 130 km.
The number of optical amplifiers in the specific SuperPON configuration can also be determined from the data provided in Figure 8 . In this manner the numbers of cascaded optical amplifiers and the total number of optical amplifiers versus the number of ONUs can be displayed as indicated in Figure 9 and IO respectively. It may be noted from Figure 9 For completeness Figure IO shows the total number of optical amplifiers versus the number of ONUs. The total number of amplifiers in network architectural configurations A and B are one and two respectively. Since configuration C uses coupler 1x4 coupler as a first stage in the splitter this situation results in a total of six amplifiers being required. 
VI. Conclusions
This paper has described the number and placement of optical amplifiers in the SuperPON architecture. By considering optical amplifier gain saturation performance within the overall SuperPON power budget three specific approaches to amplifier placement (architectural configurations) were identified for further investigation. Using this data both the number of cascaded optical amplifiers and the total number of optical amplifiers to service a wide range of connected ONUS has been determined. In this manner it is demonstrated that when an architectural configuration is employed which incorporates six optical amplifiers with three in cascade then the SuperPON will service 13 1,072 ONUS over a network span of up to 130 kin. Therefore the three architectural configurations simulated provide a range of options for the network engineer to utilise within the design of future SuperPON access networks.
