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Abstrat. We onsider the utuations of generalized urrents in stohasti
Markovian dynamis. The large deviations of urrent utuations are shown to obey a
Gallavotti-Cohen (GC) type symmetry in systems with a nite state spae. However,
this symmetry is not guaranteed to hold in systems with an innite state spae. A
simple example of suh a ase is the Zero-Range Proess (ZRP). Here we disuss in
more detail the already reported [1℄ breakdown of the GC symmetry in the ontext
of the ZRP with open boundaries and we give a physial interpretation of the phases
that appear. Furthermore, the earlier analytial results for the single-site ase are
extended to over multiple-site systems. We also use our exat results to test an
eient numerial algorithm of Giardinà, Kurhan and Peliti [2℄, whih was developed
to measure the urrent large deviation funtion diretly. We nd that this method
breaks down in some phases whih we assoiate with the gapless spetrum of an eetive
Hamiltonian.
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1. Introdution
An important step in the understanding of non-equilibrium systems has been the
development of so-alled utuation theorems [3, 4℄ whih quantify irreversibility by
relating the probability of some bakward proess to that of a orresponding forward
proess. Formally, these utuation relationships all derive from a statement about the
relative probabilities of a trajetory in phase spae and the time-reversed trajetory.
The various theorems found in the literature an be divided into two broad lasses:
transient relations (whih are exat for nite times) and steady-state relations (whih
hold only asymptotially in the long-time limit)see, e.g., [5, 6℄ for reent disussion
of the various interonnetions. In the present paper we will mainly be interested in
asymptoti symmetries, speially whether (or not) a given quantity satises a relation
of the form
P(−r, t)
P(r, t) ∼ e
−rt. (1)
Here P(r, t) is the probability to observe, over time interval [0, t], a time-averaged value
r ≡ R/t of some time-extensive quantity R (e.g., entropy prodution). The symbol
3∼ means logarithmi equality in the limit of large t. In this paper, we refer to the
relationship (1) as the Gallavotti-Cohen utuation theorem or simply the utuation
theorem.
Historially, the onept of a utuation theorem emerged from omputer
simulations investigating the entropy prodution utuations in a sheared uid [7℄. A
rigorous derivation of the form (1) was then given for the steady state of deterministi
systems [8, 9℄ where the entropy-like funtional r an be identied with the rate of
phase spae ontration. Later proofs addressed stohasti dynamis [10, 11℄, leading to
a general property of the large deviation funtion sometimes referred to as Gallavotti-
Cohen symmetry (or GC symmetry for short). Here r is assoiated with a urrent
of some quantity through the system (e.g., the partile urrent in a lattie gas) and,
for bounded state-spae, the relation (1) holds for arbitrary initial ondition. Reent
work by Kurhan [12℄ has also explored how to reast the deterministi utuation
theorem as the vanishing-noise limit of the stohasti one. In parallel to the theoretial
development there has been muh suessful work on experimental veriation of
utuation theorems; for reviews see [4, 13, 14℄. In partiular, we note that reent
experiments using an optial defet in diamond provide a simple realization of a two-
state stohasti system [15, 16℄.
Very reently there has been onsiderable theoretial, experimental and numerial
interest in ases where the symmetry (1) breaks down, see e.g., [17, 18, 19, 20, 1, 21, 22℄.
It is now understood that this eet an be attributed to ertain boundary terms whih
beome relevant in the ase of innite state spae; see setion 2 below for a detailed
exposition in the ontext of stohasti Markovian dynamis. For deterministi systems,
the eet of unbounded potentials was disussed by Bonetto et al. [20℄. They argued for
the restoration of the symmetry by removal of the unphysial singular terms. Earlier
a similar phenomenon was found for a model of a trapped-Brownian partile treated
via a Langevin equation [17, 23℄. Within the Langevin framework, disussion of some
related subtleties an also be found in [24, 25℄.
In [1℄ we provided a general disussion of this breakdown of Gallavotti-Cohen
symmetry for many-partile stohasti dynamis within the ontext of a partiular
modelthe zero-range proess (ZRP). The ZRP plays a paradigmati role in non-
equilibrium statistial mehanis, hene suh work oers a ontribution to general
understanding as well as providing onrete results for an important model. In the
present paper, we give details of the analytial alulations leading to those results
and ompare them with diret evaluation of the urrent large deviation funtion using
the reent algorithm of Giardinà, Kurhan and Peliti [2℄. We also disuss some
generalizations and present new results for the multi-site ZRP.
Interestingly, in the zero-range proess, we do not nd a onstant value for the ratio
of probabilities for large forward and bakward urrent utuations. This is in stark
ontrast to analytial arguments [17, 20, 25℄ and numerial work [21℄ for other models.
We argue below that the failure to observe this form of extended utuation theorem is
due to strong orrelations in our model between the boundary terms and the integrated
4urrent. These orrelations persist even in the long-time limit; it would be interesting
to see if eets of this type an be observed in any experimental situations.
The plan of the rest of the paper is as follows. First, in setion 2, we give a
general derivation of the Gallavotti-Cohen utuation theorem for stohasti systems
and indiate also the relation to transient utuation theorems. Then, in setion 3, we
introdue our zero-range model and outline its treatment within this general framework.
setion 4 is devoted to a detailed alulation of the urrent large deviation funtion for
the single-site version of this model, giving a onrete example of the breakdown of
GC symmetry. In setion 5 the analytial approah is omplemented by use of the
algorithm of [2℄ to obtain new numerial results for the large deviation funtion (and
general insight into the appliability of the loning method). Signiantly, in setion 6
we extend our disussion to larger systems, demonstrating how information about the
urrent utuations in an L-site ZRP an be obtained by mapping to an eetive single-
site model. Setion 7 ontains some onlusions and general perspetives.
2. The utuation theorem for Markovian dynamis
2.1. Central argument
Here we present a derivation of the utuation theorem for generalized urrents of
Markov proesses dened on a nite onguration spae. Our argument is based on
that of [11℄.
Consider a ontinuous time Markov proess whih satises detailed balane in
the stationary state. The system an be desribed by the transition rates weqσ′σ from
onguration σ to σ′. In addition, onsider a ounter J , the value of whih inreases
by the amount Θσ′σ at eah transition σ → σ′. Here the matrix Θ, whih is required
to be real and antisymmetri, an desribe any type of real or abstrat urrent in the
system. As an example one an onsider the partile urrent through a given bond: in
this ase Θσ′σ is the number of partiles hopping aross the bond at a transition σ → σ′
(whih an be positive or negative depending on the diretion of hopping). At t = 0
the ounter J is set to zero; for any positive time it is a funtional ating on the paths
(sequenes of ongurations) from time 0 to time t and an be written as
J(t, {σ}) =
n−1∑
k=1
Θσk+1σk . (2)
Here n is the number of ongurations σk visited during time t. In the following we
refer to J as the time-integrated urrent (or, where no onfusion an arise, simply as
the urrent). Note that, due to detailed balane, the mean of this urrent 〈J(t)〉 is
always zero in equilibrium.
We dene the driven system by the modied transition rates
wσ′σ = w
eq
σ′σe
E
2
Θ
σ′σ
(3)
5from onguration σ to σ′, where E is a driving eld onjugated to the spei urrent
under onsideration. In what follows we show that in this driven system the probability
distribution funtion P(J, t) of the random variable J(t) satises the relation
P(J, t)
P(−J, t) ∼ e
EJ
(4)
asymptotially for large times, provided the state spae (i.e., the number of possible
ongurations) is nite. Here the power EJ an be interpreted as the work done on the
system by the external eld. This is the statement of the utuation theorem.
In ases where the sum
∑
nΘσn,σn+1 gives zero for all periodi paths σn in the
onguration spae, J beomes a simple funtion of the initial and nal onguration,
i.e., there is no real dependene on the history. In this speial ase not only the
original but also the above-dened driven system would satisfy detailed balane in
the stationary state. In the following we assume that this is not the ase, i.e., there are
periodi paths in the onguration spae for whih the sum
∑
nΘσn,σn+1 is non-zero.
For a given non-equilibrium model with rates wσ′σ one an apply a reversed
argument. In this ase physially one an think of E as a negative driving eld,
onjugated to the urrent under onsideration, whih is needed in order to restore
detailed balane. If, for a spei value of E, the rates weqσ′σ (dened by (3)) lead to
detailed balane then the utuation relation (4) holds for this urrent. This gives some
freedom for the quantity J whih enters the utuation relation. The ation funtional
of [11℄ (W in that paper) orresponds to the spei hoie Θσ′σ = ln
w
σ′σ
w
σσ′
with E = 1,
whih leads to weqσ′σ =
√
wσ′σwσσ′ . These rates indeed lead to detailed balane, sine for
eah pair of ongurations the forward and bakward transition rates are equal. This
also implies that in the orresponding equilibrium distribution every onguration has
the same weight.
Let us now dene the rate w({σ}) for a full path as
w({σ}) = wσ1σ0wσ2σ1 · · ·wσnσn−1e−
t0
τ0 e
−
t1−t0
τ1 · · · e−
t−tn−1
τn , (5)
where tk denotes the time when the transition from onguration σk to σk+1 happened
and τk = (
∑
σ′ wσ′σk)
−1
orresponds to the overall exit rate from onguration σk. The
onditional probability of suh a path with transition times between tk and tk + dt,
provided at time 0 the system starts in onguration σ0 is w({σ})dtn−1. Using (3) one
an readily show that
peqσ0w({σ})
peqσnw ({σ}rev) = e
EJ(t,{σ}), (6)
where {σ}rev is the time-reversed path of {σ} and peqσ is the equilibrium probability of
onguration σ. In referene [26℄ the above relation is referred to as the non-equilibrium
detailed balane ondition with EJ being the work done on the system. This also
suggests the identiation of EJ as the work.
We note that in the ase of disrete time dynamis the above senario is very
similar, the only dierene is that here the quantities wσ′σ and w({σ}) denote transition
6probabilities rather than rates and the exponential fators in (5) are replaed by diagonal
elements of the transition matrix w.
2.2. Proof of the asymptoti utuation theorem for nite systems
In the alulation we use the so-alled quantum Hamiltonian formalism where a basis
vetor is assoiated with eah possible onguration and the state of the system (a
probability measure on the onguration spae) is denoted by a vetor |P 〉 in this spae
with the normalization 〈s|P 〉 = 1. Here 〈s| is a row vetor with omponents (1, 1, 1, . . .).
In this formalism the master equation takes the form
∂
∂t
|P 〉 = −H|P 〉, (7)
whih is similar to the Shrödinger equation in imaginary time. The transition rates are
in the o-diagonal elements of H and the onservation of probability requires
〈s|H = 0. (8)
For more details on this formalism see [27℄.
As a rst step of the proof we introdue the joint probability distribution funtion
Pσ(J, t), whih denotes the probability of being in onguration σ and having the value
J of the urrent at time t. In what follows we alulate the generating funtion 〈e−λJ(t)〉.〈
e−λJ(t)
〉
= 〈s|g(t)〉 , (9)
where
g(t)σ =
∑
J
Pσ(J, t)e−λJ . (10)
The time derivative of g(t) is
d
dt
g(t)σ =
∑
J
∑
σ′
(Pσ′(J −Θσσ′ , t)wσσ′ − Pσ(J, t)wσ′σ) e−λJ
=
∑
J ′
∑
σ′
Pσ′(J ′, t)wσσ′e−λJ ′e−λΘσσ′ − g(t)σ
∑
σ′
wσ′σ
=
∑
σ′
g(t)σ′wσσ′e
−λΘ
σσ′ − g(t)σ
∑
σ′
wσ′σ
= −H˜(λ)σσ′g(t)σ′ , (11)
where H˜(λ) is a modied Hamiltonian in whih the transition rates orresponding to
σ′ → σ are multiplied by the fator e−λΘσσ′ . Note that H˜(λ) is a non-stohasti matrix
with 〈s|H˜(λ) 6= 〈s| for λ 6= 0. Sine |g(0)〉 is idential to the initial measure |P0〉 the
generating funtion takes the form〈
e−λJ(t)
〉
=
〈
s
∣∣∣e−H˜(λ)t∣∣∣P0〉 . (12)
The long-time behaviour of this quantity is haraterized by the funtion
e(λ) = − lim
t→∞
1
t
ln
〈
e−λJ(t)
〉
. (13)
7One nds from (12) that as long as the onguration spae is nite, e(λ) is given by the
lowest eigenvalue ǫ0(λ) of H˜(λ), sine〈
e−λJ(t)
〉
=
∑
i
〈s|ψi〉 〈ψi|P0〉 e−ǫi(λ)t ≃ 〈s|ψ0〉 〈ψ0|P0〉 e−ǫ0(λ)t, (14)
Where ǫi(λ) are the eigenvalues and ψi are the eigenvetors of H˜(λ). It is easy to show
that e(λ) is related to the large deviation funtion
eˆ(j) = − lim
t→∞
1
t
lnP(tj, t) (15)
of the time-averaged urrent j = J/t through a Legendre transformation:
eˆ(j) = max
λ
{e(λ)− λj}, e(λ) = min
j
{eˆ(j) + λj}. (16)
As a seond step in the proof we show that H˜ has the symmetry property
H˜(λ)T = P−1eq H˜(E − λ)Peq, (17)
where Peq is a matrix with the equilibrium probabilities p
eq
σ on the diagonal and zero
elsewhere. For the rhs of (17) one nds[
P−1eq H˜(E − λ)Peq
]
σ′σ
= −wσ′σe−(E−λ)Θσ′σ p
eq
σ
peqσ′
(1− δσ′σ) +
∑
ρ
wρσδσ′σ, (18)
whih leads to
wσσ′e
−λΘ
σσ′ = wσ′σe
−(E−λ)Θ
σ′σ
peqσ
peqσ′
(19)
for the non-diagonal elements of equality (17). Using (3) and the fat that the matrix
Θ is antisymmetri, the above ondition takes the form
weqσσ′p
eq
σ′ = w
eq
σ′σp
eq
σ , (20)
whih is just the detailed balane ondition for the equilibrium system and is trivially
satised. This proves the relation (17) (The diagonal part of both the lhs and rhs is
just the diagonal part of the original non-equilibrium Hamiltonian.)
As a orollary of the symmetry property (17) one nds the important relation
e(λ) = e(E − λ). (21)
For the large deviation funtion eˆ(j), using the Legendre transformation (16) this implies
eˆ(−j) = Ej + eˆ(j), (22)
whih is equivalent to (4).
82.3. Transient utuation theorem
The relation (4) is true only asymptotially, for large times. However, due to the
symmetry (17), one an show that for spei initial onditions it an be made exat for
any nite time. Namely, taking the equilibrium distribution |peq〉 as the initial ondition
then for the generating funtion one nds
〈e−λJ(t)〉 = 〈s|e−H˜(λ)t|peq〉 = 〈peq|e−H˜(λ)T |s〉 = 〈peq|P−1eq e−H˜(E−λ)tPeq|s〉
= 〈s|e−H˜(E−λ)t|peq〉 = 〈e−(E−λ)J(t)〉. (23)
This implies that the relation (4) holds exatly for any nite time (but only for this
spei initial ondition). This is the statement of the transient utuation theorem of
Evans and Searles [28, 29, 3℄.
2.4. Boundary terms
As mentioned above, in a non-equilibrium system one has some freedom to hoose the
urrent to be onsidered. Here we investigate whether two dierent hoies really give
two independent relations for the utuations of the non-equilibrium system. In order
to satisfy the onditions of the theorem, by applying −E eld in the non-equilibrium
model one should get bak to detailed balane, whih an be formulated as
wσσ′e
−E
2
Θ
σσ′
wσ′σe
−E
2
Θ
σ′σ
=
e−Vσ
e−Vσ′
. (24)
Here Vσ is the energy of onguration σ in the equilibrium system. Taking the logarithm
of (24) and summing up for a path results in
J∗(t)−EJ(t) = Vσini − Vσfin , (25)
where J∗ is the ation funtional of [11℄ and Vσini(fin) is the potential in the initial (nal)
state. This shows that any two urrents (that satisfy the onditions of the utuation
theorem) dier only in boundary terms. In nite systems these terms are bounded,
onsequently their ontribution to the net urrent is negligible in the limit, where t→∞.
In these systems the utuation theorems for dierent urrents give essentially the same
information.
In order to demonstrate this, onsider a driven exlusion proess on a nite lattie.
Here the number of possible ongurations is learly nite. There are many ways of
dening the integrated partile urrent in the system: one an onsider the urrent
through a given bond, take a spae-averaged urrent or measure the distane travelled
by a tagged partile (in periodi systems). All these denitions give a dierent urrent
for nite times but in the t→∞ limit they are essentially the same, sine the dierene
between them is bounded while they are proportional to t.
However, for systems with innite onguration spae this argument does not
hold and the boundary terms an be relevant even for large times, leading to several
independent relations for the utuations.
9The fat that the dierene between two urrents an be written as a boundary
term suggests that the same holds for the dierene between two initial states. Suppose
that the transient utuation theorem holds for J (1), E(1) with the initial measure
peq(1)σ = e
−V
(1)
σ
. Sine for any two urrents E(1)J (1) = E(2)J (2)+V (2)σini−V (2)σfin−V (1)σini +V (1)σfin ,
the transient utuation theorem holds for any urrent J with a boundary term as
Jcorr = EJ + Vσini − Vσfin − V iniσini + V iniσfin , (26)
where V is the equilibrium potential orresponding to the urrent J and V iniσ = ln p
ini
σ
with piniσ being the initial measure (Jcorr satises the theorem with E = 1).
2.5. Breakdown of the utuation theorem in innite systems
For innite systems the above argument breaks down at (14), where one identies
e(λ) dened in (13) with the lowest eigenvalue of H˜(λ). In ases where H˜ is innite-
dimensional, there is no guarantee that the salar produts appearing in (14) are nite.
An expliit example of this breakdown is given in [1℄ and will be disussed in detail
below. Note however, that the derivation of the transient utuation theorem still
holds even for innite systems. Consequently, a violation of the asymptoti utuation
theorem requires the unbounded growth of the boundary term in (26).
To avoid possible onfusion, we remark here that in the original dynamial systems
formulation [8, 9℄ of the GC symmetry, a ritial value r∗ already appears above whih
the relation (1) does not hold. This is a diret onsequene of the fat that the large
deviation funtion (equivalent to eˆ in our notation) diverges outside a nite interval.
In ontrast, in the stohasti framework of this paper, we onsider situations where the
large deviation funtion is always nite (i.e., formally r∗ = ∞) but the symmetry may
still have a restrited range of validity due to the relevane of boundary terms. Indeed,
it has also reently been understood in the dynamial systems ontext, that adding
singular boundary terms to a system with nite r∗ leads to a further redution in the
symmetry regime, see [20℄.
2.6. Extended utuation theorem
The argument we present in this setion is largely based on that of van Zon and Cohen
[17, 23℄, where they desribe a generi senario for the breakdown of the utuation
theorem in the ontext of Langevin dynamis. This leads to an extended utuation
theorem, where the quantity eˆ(j) − eˆ(−j) is linear for small j (as suggested by the
utuation theorem) but, after an intermediate rossover regime, saturates to a onstant
value for large j. Similar arguments are also given in [25℄.
Our starting point is equation (26) whih we now write for the time-intensive
quantities:
jcorr = j + t
−1(Bini −Bfin). (27)
Here jcorr is the orreted urrent for whih the utuation theorem holds, and B is a
boundary term, whih depends only on the initial/nal onguration of the history.
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First we assume that the probability distribution P(B) of B has an exponential tail
for very large/small values of B:
P(B)(B, t) ∼
{
e−A
+B B →∞
eA
−B B → −∞ . (28)
Here we set A+/− to innity if B is bounded from above/below. Fousing on the
ase where the initial state is the steady state, one an assume that the probability
distribution of B is idential for the initial and nal state, moreover, for large
measurement times they beome independent. This implies that the probability
distribution of
b = t−1(Bini −Bfin) (29)
is of the form
P(b)(b, t) ∼ e−tA|b|, (30)
where A = min(A+, A−).
As a next step we assume that b and jcorr as random variables are independent. In
this ase the large deviation funtion of the utuations of j = jcorr + b are determined
by
eˆ(j) = min
jcorr
(eˆc(jcorr) + A|jcorr − j|). (31)
Here eˆc, whih desribes the large deviations of jcorr, satises the utuation theorem,
i.e., eˆc(−j) − eˆc(j) = j. In gure 1, one an see how eˆ(j) an be obtained from eˆc(j)
graphially by using (31). The points −j1 and j2 are dened as those values of j where
the derivative of the onvex funtion eˆc(j) beomes −A and A respetively. Outside the
interval (−j1, j2) the funtion eˆ(j) is linear with slope ±A. Consequently, the quantity
eˆ(−j)−eˆ(j) is linear from zero to j = min(j1, j2), and after a rossover regime it saturates
at j = max(j1, j2) to a onstant value C. We remark that in the ase where ec(j) is
symmetri with respet to 〈j〉 (e.g. in the ase of Gaussian utuations) C = 2A〈j〉.
In a more general situation, where the initial state is not stationary, the utuations
of B are dierent in the initial and nal state (we still require that the tails are
exponential).
P(Bini)(B, t) ∼
{
e−A
+
iniB B →∞
eA
−
ini
B B → −∞ . (32)
In this ase the large deviations of b take the following form:
P(b)(b, t) ∼
{
e−tA1b b > 0
etA2b b < 0
, (33)
where A1 = min(A
+
ini, A
−) and A2 = min(A
−
ini, A
+). This leads to a variant of the
extended utuation theorem, where the the quantity eˆ(−j) − eˆ(j) does not saturate
but beomes linear with a non-zero slope for large j.
We stress that the above argument relies strongly on the assumption that the
boundary terms are independent of the bulk ontribution. There are various examples in
11
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Figure 1. A shemati plot showing the large deviation funtions e(j) and eˆc(j).
While the utuation theorem holds for ec(j), a modied form is found for eˆ(j), as
plotted in the inset
the literature where this holds, and the above extended form of the utuation theorem
was found, e.g., [23, 17, 21℄. In ontrast, in the remainder of this paper, we disuss
a simple stohasti Markovian system where there is a strong orrelation between the
boundary and bulk terms and hene this extended utuation theorem is not expeted
to hold.
3. Zero-range proess
Here we demonstrate how the general formalism of the preeding setion is applied to a
spei modelthe zero-range proess (ZRP). First introdued by Spitzer in 1970 [30℄,
the ZRP now plays a paradigmati role in non-equilibrium statistial mehanis, see [31℄
for a reent review. In partiular, for ertain hoies of parameters the model exhibits
a ondensation transition [32, 33℄ in whih a marosopi proportion of partiles pile
up on a single site. Condensation phenomena are well-known in olloidal and granular
systems [34℄ and also our in a variety of other physial and non-physial ontexts [31℄.
3.1. Model
We study the one-dimensional partially asymmetri zero-range proess with open
boundaries [35℄see gure 2. Eah lattie site an be oupied by any integer number
of partiles, the uppermost of whih hops randomly to a nearest neighbour site after
an exponentially distributed waiting time. In the bulk partiles move to the right (left)
12
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Figure 2. Shemati representation of the ZRP on an open L-site lattie
with rate pwn (qwn) where wn is a funtion of the number of partiles n on the departure
site (w0 = 0 by denition). Note that wn = n would orrespond to free partiles whereas
all other forms represent an attrative or repulsive inter-partile interation. The top
partile on the leftmost lattie site (site 1) leaves the system with rate γwn whereas
new partiles are injeted with rate α. Correspondingly, on the rightmost site (site L)
partiles are removed (injeted) with rates βwn (δ). For later onveniene we label eah
bond by the site at its left-hand end, i.e., the lth bond is between sites l and l + 1.
In the quantum Hamiltonian formalism this dynamis is enoded in the Hamiltonian
H = −
{L−1∑
l=1
[
p(a−l a
+
l+1 − dl) + q(a+l a−l+1 − dl+1)
]
+α(a+1 − 1) + γ(a−1 − d1) + δ(a+L − 1) + β(a−L − dL)
}
(34)
where a+ and a− are innite-dimensional partile reation and annihilation matries
a+ =


0 0 0 0 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


, a− =


0 w1 0 0 · · ·
0 0 w2 0 · · ·
0 0 0 w3 · · ·
0 0 0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


(35)
and d is a diagonal matrix with the (i, j)th element given by wiδi,j.
3.2. Stationary state, urrent utuations
The steady state of the ZRP is given by a produt measure (in other words, the
stationary distributions for eah site are unorrelated):
|P ∗〉 = |P ∗1 )⊗ |P ∗2 )⊗ . . .⊗ |P ∗L) (36)
where |P ∗l ) is the probability vetor with omponents
P ∗(nl = n) =
znl
Zl
n∏
i=1
w−1i . (37)
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Here the empty produt n = 0 is dened equal to 1 and Zl is the loal analogue of the
grand-anonial partition funtion
Zl ≡ Z(zl) =
∞∑
n=0
znl
n∏
i=1
w−1i . (38)
The fugaities zl are uniquely determined by the hopping rates α, β, γ, δ, p and q.
However, for wn bounded (i.e., limn→∞wn = a with a < ∞), Zl has a nite radius of
onvergene. For parameters leading to fugaities outside this radius of onvergene, a
growing boundary ondensate ours [35℄.
We are interested in the appliation of the utuation theorem to this model,
for the ase where the boundary parameters are hosen to give a well-dened steady
state, i.e., without boundary ondensation. As disussed in the preeding setion, one
an onsider a variety of dierent urrents through the system. However, sine the
state spae is unbounded (eah lattie site an ontain an arbitrarily large number
of partiles) we antiipate the possibility of relevant boundary terms and dierent
utuation relationships.
A natural hoie is to look at the physial urrent of partiles aross a partiular
bond. For example, suppose we hoose to fous on the partile urrent into the system
(i.e., aross the 0th bond), then the modied Hamiltonian is given by
H˜(λ) = −
{L−1∑
l=1
[
p(a−l a
+
l+1 − dl) + q(a+l a−l+1 − dl+1)
]
+α(a+1 e
−λ − 1) + γ(a−1 eλ − d1) + δ(a+L − 1) + β(a−L − dL)
}
. (39)
In the next setion we will examine losely the spetrum of this Hamiltonian for the
L = 1 single site ase. Here we reap some known results for the general L-site ase as
obtained in [36℄.
If wn is unbounded, (i.e., limn→∞wn = ∞) then H˜(λ) has a gapped spetrum for
all λ with lowest eigenvalue given by‡
ǫ0(λ) =
(p− q)(eλ − 1)
[
αβ
(
p
q
)L−1
e−λ − γδ
]
γ(p− q − β) + β(p− q + γ)
(
p
q
)L−1 . (40)
The right eigenvetor |ψ0〉 orresponding to (40) has the same form as the stationary
produt measure (36) with fugaities
zl =
[(αe−λ + δ)(p− q)− αβe−λ + γδ]
(
p
q
)l−1 − γδ + αβe−λ (p
q
)L−1
γ(p− q − β) + β(p− q + γ)
(
p
q
)L−1 . (41)
and the left-hand eigenvetor is also a produt state with one-site marginal fugaities
z˜l =
βγ(eλ − 1)
(
p
q
)L−l
+ γeλ(p− q − β) + β(p− q + γ)
(
p
q
)L−1
γ(p− q − β) + β(p− q + γ)
(
p
q
)L−1 . (42)
‡ The leading order term in an L → ∞ expansion for the bulk-symmetri ase, orresponding to the
limit p = q = 1 in (40), has also been obtained by an additivity priniple [37℄ and by eld-theoreti
methods [38℄.
14
1
PSfrag replaements
l α δ
βγ
in
out
Figure 3. Shemati representation of the single-site ZRP with wn = 1.
Note that this result is independent of the details of wn and one an also show that
it is the same for urrents aross all bonds meaning that the urrent utuations
are spatially homogeneous in the long-time limit. Furthermore the salar produts
appearing in equation (14) are nite and the standard Gallavotti-Cohen utuation
theorem is reovered. Physially, unbounded wn means that there is no hane for the
temporary aumulation of a large numbers of partiles on any site.
However, if wn is bounded, then there is a rossover to a gapless spetrum at
some value of λ and also the salar produts in equation (14) an be innite. In fat,
〈ψ0|P0〉 and 〈s|ψ0〉 are related to the distribution of initial and nal boundary terms
and the ondition for 〈ψ0|P0〉 to diverge obviously depends on the initial state. Thus,
although the symmetry of the eigenvalues remains, we expet the breakdown of the usual
Gallavotti-Cohen utuation theorem in a spatially homogeneous and initial-ondition-
dependent way. To explore this issue in more detail we present, in the next setion,
expliit alulations for the single-site ase.
4. Analytial results for single-site model
As a simple example of the ZRP with bounded wn, we now fous on the single-site model
with wn = 1see gure 3. Even this apparently simple model exhibits a rih phase
behaviour, as shown in [1℄. One must now distinguish between the partile urrents
aross only two bonds viz. the 0th (input) and 1st (output). Sine utuations aross
the two bonds are simply related by left-right reetion, we will onsider only the former
exept where expliitly stated otherwise. Note that the oupation number n of the site
performs a random walk on a semi-innite lattie but with two independent proesses
for movement in eah diretion. For a well-dened steady state this random walk should
be biased towards the reeting boundary at n = 0, i.e., we require α + δ < β + γ. If
this ondition is not met then there is a growing ondensate on the site.
Let us rst onsider an initial Boltzmann distribution given by
|P0〉 = (1− x)
∞∑
n=0
xn|n〉 (43)
where |n〉 denotes the onguration with site oupied by n partiles (i.e., a olumn
vetor with a `1' in the nth position and `0's elsewhere) and the fugaity x is less than
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Values of λ Corresponding values of j
eλ1 ≡ α
β+γ−δ
ja ≡ (β+γ−δ)2−αγβ+γ−δ , jb ≡ β(β+γ−δ)
2−αγδ
(β+γ)(β+γ−δ)
eλ2 ≡ (β+γ)2−αγ−βδ+η
2γδ
jc ≡ − ηβ+γ
eλ3 ≡ δ−βx2+
√
(δ−βx2)2+4αγx2
2γx2
jd ≡ −(δ−βx2)x
eλ4 ≡ β(1−x)+γ
γx
je ≡ αβγx2−δ[β(1−x)+γ]
2
x(β+γ)[β(1−x)+γ]
, jf ≡ αγ−[β(1−x)+γ]
2
β(1−x)+γ
Table 1. Transition values for input urrent utuations in single-site ZRP.
1 for normalization. For example, the hoie x = (α + δ)/(β + γ) is the steady-state
initial ondition. Note also that the limit x→ 0 orresponds to the empty-site ase and
that by ergodiity this gives the same result as any xed partile onguration.
To obtain the large deviations of input urrent, we need to alulate the matrix
element 〈s|e−H˜t|P0〉 where the modied Hamiltonian H˜(λ) is given by

α + δ −γeλ − β 0 0 . . .
−αe−λ − δ α + β + γ + δ −γeλ − β 0 . . .
0 −αe−λ − δ α + β + γ + δ −γeλ − β . . .
0 0 −αe−λ − δ α+ β + γ + δ . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


(44)
In appendix A.1, we rst present an expliit alulation of the spetrum of H˜(λ) and
thereby illustrate the rossover to a gapless regime. Then, in appendix A.2, we show
how to obtain an integral representation of the matrix element 〈s|eH˜(λ)|P0〉 and thus
extrat the large deviation behaviour. This enables us to onstrut and explain the
phase diagram for urrent utuations as shown in setion 4.1. Finally, in 4.3 we
disuss some straightforward generalizations of these results.
4.1. Phase diagrams
In order to extrat the large-time behaviour from the integral representation (A.13) we
an use the method of steepest desents with saddle-point at z = 1. However, are
must be taken due to the poles in the integrands (at z = φ−1, (φx)−1,φ and y). If
the saddle-point ontour has to be deformed through one of these poles then we must
take into aount the ontribution of the residue at that pole. For a given λ, e(λ) is
then determined by the term whih deays most slowly with t. This yields hanges in
behaviour at the values of λ given in table 1, where we have dened for onveniene the
parameter ombination
η =
√
[(β + γ)2 − βδ − αγ]2 − 4αβγδ. (45)
Phase A: λ < λ1 (see gure 4). Here e(λ) takes the form
e(λ) = α
(
1− e−λ
)
+ γ
(
1− eλ
)
, (46)
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Figure 4. The xλ phase diagram for α = γ = δ = 0.1, β = 0.2. Red line: λ = λ1,
green line: λ = λ2, blue line: λ = λ3(x), yan line: λ = λ4(x).
whih does not oinide with the lowest eigenvalue of H˜. The reason is that
here the quantity 〈s|ψ0〉 in (14) diverges. This phase orresponds to large
forward urrents.
Phase B: [(x < xc) ∧ (λ1 < λ < λ2)]∨ [(x > xc) ∧ (λ1 < λ < λ4)], where we dened xc
as
xc =
−η + (β + γ)2 − αγ + βδ
2β(β + γ)
(47)
(see gure 4). In this region the spetrum of H˜ is gapped and e(λ) oinides
with the lowest eigenvalue:
e(λ) =
αβ
β + γ
(1− e−λ) + γδ
β + γ
(1− eλ). (48)
The quantities 〈s|ψ0〉 and 〈ψ0|P0〉 are nite.
Phase C: (x < xc) ∧ (λ2 < λ < λ3) (see gure 4). In this phase the spetrum of H˜ is
gapless. The salar produts 〈s|ψ0〉 and 〈ψ0|P0〉 are nite (here |ψ0〉, whih
is the ground-state of H˜ , has to be understood as |ψk→0〉), onsequently e(λ)
is given by the lowest eigenvalue:
e(λ) = α + β + γ + δ − 2
√
(αe−λ + δ) (β + γeλ) (49)
Phase D: [(x < xc) ∧ (λ > λ3)]∨ [(x > xc) ∧ (λ > λ4)] (see gure 4). In this phase the
quantity 〈ψ0|P0〉 diverges and e(λ) diers from the lowest eigenvalue of H˜(λ):
e(λ) = α + β + γ + δ −
(
β + γeλ
)
x− αe
−λ + δ
x
. (50)
It is interesting that here the large deviation of urrent utuations retains
a dependene on the initial state of the system.
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the spei value of x whih orresponds to the steady state initial ondition.
For the physial interpretation of these phases it is better to onsider eˆ(j), whih
an be obtained from e(λ) by a Legendre transformation. eˆ(j) has the following forms
in the dierent regions of gure 5:
eˆ(j) =


fj(α, γ) A
fj
(
αβ
β+γ
, γδ
β+γ
)
B
fj(α, γ) + fj(β, δ) C
fj(α, γ) + β(1− x) + δ (1− x−1) + j ln x D
(51)
with
fj(a, b) = a+ b−
√
j2 + 4ab+ j ln
j +
√
j2 + 4ab
2a
. (52)
We remark that fj(a, b) has a simple physial meaning. Consider a single partile
performing a simple random walk on the innite one-dimensional lattie with right
(left) hopping rate a (b). Then the large deviation funtion of the distane travelled by
this partile is given by fj(a, b).
In phase A only the rates for the rst bond determine the large deviation funtion.
For suh large urrents partiles typially pile up on the site, whih then ats as an
innite reservoir. In this ase the behaviour of the two bonds deouples, so the urrent
distribution aross the input bond is entirely ontrolled by the two Poisson proesses
at rate α and γ. This explains the rst line in (51). The fat that in these (very
unlikely) realizations the oupation number inreases with time, is onsistent with the
divergene of 〈s|ψ0〉. In stohasti systems suh divergene is usually assoiated with
the lak of a steady state. Here, the model does have a steady state so that realizations
involving piling-up of partiles (ondensation) are never observed in the innite time
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limit. However, as indiated, they haraterize the utuations that an be observed
over a large but nite measuring period t. We therefore use the term instantanous
ondensate.
In phase B, whih always ontains the mean steady-state urrent (λ = 0), the four
rates enter symmetrially in the large deviation funtion. Note that the ombinations
αβ/(β+γ) and γδ/(β+γ) are the eetive renormalized hopping rates of two exlusion
partiles with left (right) hopping rates α (γ) and β (δ), in the ase where they form a
bound state [39℄. In this regime the oupation of the site, whih maps to the distane
between the two exlusion partiles, remains nite. The existene of this two-partile
bound state is also manifested in the gapped spetrum of H˜ .
Although the naive approah (i.e. identifying e(λ) with the lowest eigenvalue of
H˜) still works in phase C, the large deviation funtion takes a dierent form here.
For these large negative urrents (and small initial oupation) it is needed that the
urrent aross the other bond also takes a large negative value (unlike in phase A). It
an be seen in (51) that the ontribution of the two bonds fatorize suggesting that
they at independently. This an be traed bak to the hange in the spetrum whih
beomes gapless in this regime, orresponding to a two-partile unbound state. The
distane between the two partiles (or equivalently the oupation of the site) grows as
the square-root of time in suh realizationsagain we refer to this temporary piling-up
as instantaneous ondensation.
Phase D is in some sense the ounterpart of phase A. Typial realizations
ontributing to these exponentially small probabilities start at a very high oupation
(initial ondensate) whih then dereases during the observation time. For xed j, this
is possible only for suiently large values of x. This initial singularity is indiated by
the divergene of 〈ψ0|P0〉.
One an see in the xj phase diagram (see gure 5) that in between phases AB
and BD transition regions appear. These regimes orrespond to a single transition line
in the xλ diagram along whih the derivative of e(λ) is disontinuous. This is entirely
analogous to ordinary equilibrium phase transitions where dierent thermodynamial
potentials are Legendre transforms of eah other and in ertain phase diagrams mixed
regions (e.g. liquidgas) appear at rst order phase transitions lines. For the full analogy
one an onsider the following identiations: j →(spei) volume; λ →pressure;
eˆ(j) → Helmholtz free energy (density); e(λ) → Gibbs free energy (density). One an
immediately see that the analogue quantity of the system size N is the measurement
time t in our model whih must diverge if a true phase transition is to exist. In the
mixed regions of the phase diagram the system segregates in time, i.e., for some nite
fration of the whole measurement time the system behaves as being on one boundary
of the mixed phase while for the rest of the time it swithes to the other boundary.§
§ Mathematially speaking, knowledge of e(λ) is only suient to determine eˆ(j) where e(λ) is
dierentiable. If e(λ) is non-dierentiable then eˆ(j) is, in general, non-onvex; Legendre transform
of the non-dierentiable points in e(λ) then yields straight-line setions of the onvex envelope of eˆ(j).
However in our ase, the physial argument based on phase separation in time, indiates that the linear
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One an formally onsider t as a spae dimension. Then a path in the onguration
spae of the original model beomes a onguration of the new model, see e.g., [43℄.
If the original model has nite number of ongurations then this leads to only one
(diverging) dimension (t) in the new model hene no phase transition is possible in
this ase. Therefore for a real phase transition to take plae one needs innitely many
possible ongurations in the original model. In our single site model this is ahieved
in the simplest way.
The above analogy between ordinary equilibrium phase transitions and transitions
in the large deviation funtion of urrent utuations suggests that the ordinary
free energy an be onsidered as the large deviation funtion of density utuations,
whih is indeed the ase. Vie versa, the large deviation of urrent utuations eˆ(j)
an be interpreted as some kind of dynamial free energy. The main dierene
between the two ases is that the pressure an easily be ontrolled and measured in
an experiment, whereas that is not the ase with λ. So far it seems that the only way
to make measurements for e(λ) or eˆ(j) is the highly ineient method of measuring
the probabilities of large urrent utuations in a system where λ = 0 (zero pressure).
However in the next setion, we will see that with the help of a neat trik λ beomes
adjustable in omputer simulations. Still, the question of the (experimental) physial
interpretation of this parameter remains open.
4.2. Range of validity of GC symmetry
Armed with the detailed knowledge of the phase diagram for our single-site model, we
now return to the original question of the validity of the utuation theorem. For the
GC symmetry to hold for urrents of magnitude j, we require that both j and −j are in
phases B or C (in whih e(λ) is given by the lowest eigenvalue of H˜). This immediately
implies that the symmetry is seen only in the restrited interval [−jmax, jmax] where
jmax ≡ min(jb,−je). (53)
This is shown as the shaded regime in gure 5. Note that jmax depends on the initial
distribution and that the GC symmetry is not seen at all above some ritial value of x.
Now let us investigate the ratio of probabilities for forward and bakward urrents
outside the symmetry regime. For non-zero x, then one sees a rossover to
eˆ(−j)− eˆ(j) = f−j(α, γ) + β(1− x) + δ(1− x−1)− j ln x− fj(α, γ)
= β(1− x) + δ(1− x−1) + j ln
(
α
γx
)
. (54)
In other words, for large j, the quantity eˆ(−j)− eˆ(j) is linear with slope ln
(
α
γx
)
. At rst
glane, this may appear to be the extended utuation theorem of setion 2.6. However,
setions obtained via Legendre transform do yield the orret form for eˆ(j) in the transition regimes
(i.e., the large deviation funtion is still onvex). For a mathematial aount of the subtleties of
large deviation theory the reader is referred to [40℄; the appliation to statistial mehanis is disussed
in [41, 42℄.
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the slope of the linear setion is not as predited therein partiular, it is not zero for
an initial steady-state distribution (i.e., the ratio of forward and bakward urrents does
not saturate to a onstant value). We emphasize also that eˆ(j) itself does not beome
linear for large |j| as it does in the ase of boundary terms whih are independent of
the bulk ontribution. It would be interesting to develop a general argument to predit
the behaviour in ases, suh as this, where orrelations are important.
4.3. Generalizations
Although the alulations of appendix A and setion 4.1 were for a single-site model
with the rates wn = 1 and a Boltzmann initial distribution (43) we argue here that they
also have impliations for more general single-site models.
Firstly, we note that results for the ase wn = a where a is any nite positive
onstant are trivially given by resaling β → aβ and γ → aγ. More generally, we argue
that for the long-time behaviour only the large-n asymptotis of wn are relevant and
thus the results for any bounded wn funtion limn→∞wn = a are obtained by the same
resaling of β and γ. To see this note that the lowest eigenvalue in the gapped state (40)
is independent of wn and the ondition for ourrene of instantaneous ondensates
(divergene of the salar produts) depends only on the behaviour for n→∞ as does the
asymptoti urrent distribution out from suh an instantaneous ondensate. However
the onvergene to the long-time limiting behaviour is expeted to depend on the form
of wn making diret omparison of nite-time simulation results diult.
By a similar argument, we expet any initial distribution with the same large-n
behaviour to lead to the same urrent large deviations. Sine the elements of the lowest
eigenvetor |ψ0〉 fall o exponentially with n, this means that any initial distribution
with super-exponential deay should give the same result as the empty initial site (or any
other xed initial onguration), i.e., x = 0. Similarly, if the weight of ongurations
in the initial state deays slower than exponentially, then this orresponds to the ase
x = 1.
Finally, we remark that results for the urrent aross the output bond an always
be obtained by the replaements: α ↔ δ, β ↔ γ, p ↔ q, λ ↔ −λ, j ↔ −j, i.e., by
left-right reetion. In setion 6 we disuss extensions to larger systems.
5. Numerial results for e(λ)
In [1℄, the analytial predition for eˆ(j) was heked via diret Monte Carlo simulation.
However, it is diult to get high quality data for long-times sine one is looking for
exponentially unlikely events. In this setion we demonstrate instead the appliation of
a reent algorithm by Giardinà, Kurhan and Peliti [2℄ to alulate e(λ) diretly.
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5.1. Cloning algorithm
The method is based on an alternative interpretation of (12). Here H˜ ats as the
generator of some kind of time evolution. However, it annot be an ordinary stohasti
evolution operator sine it does not satisfy the normalization ondition (8), therefore
it does not onserve probability. The idea is to onsider an ensemble of N idential
systems (lones), where the number of individuals being in the same onguration σ is
denoted by Pσ. Here the size N of the population an vary in time, whih means that
there is no onservation law for the vetor |P 〉 as it is not a probability vetor anymore
(〈s|P 〉 6= 1). The o-diagonal elements of H˜ give the urrents from one onguration
to another. The fat that H˜ is not normalized means that the sum of the urrents
from a spei onguration into any other is not neessarily equal to the loss in that
onguration. This means that individuals an reprodue (i.e. introdue another opy
of the system prepared in the same onguration as the anestor by inreasing N by
one) or die at given rates, where this rate depends on the onguration σ, and is given
by
∑
σ′ H˜σ′σ.
The proess desribed above an easily be simulated by Monte Carlo methods.
The quantity to measure is the average rate of growth of the whole population for large
times, whih diretly gives e(λ). In pratie however, one hooses a suiently large
N whih is kept onstant by renormalizing the size of the population after eah birth
or death (while keeping a reord of growth). The method was originally introdued
for disrete-time update (for details see [2℄) but is straightforwardly modied to the
ontinuous time ase (see also [44℄).
Note that H˜ does not give the full probabilisti desription of the above-dened
stohasti loning proess. The deterministi time evolution (often alled rate equation)
given by H˜ refers only to the averages in a large population (N → ∞). Therefore, in
order to obtain reliable results one has to redue the possible utuations of the (loning)
proess by hoosing large N .
In a modied version of the algorithm the mean (integrated) urrent is measured
instead of the growth rate. This gives the derivative of e(λ), whih an be then
numerially integrated (with the xed ondition e(0) = 0). We note that, in this
algorithm, desendants of a given lone inherit not only the onguration of the parent
but also the atual value of the parent's integrated urrent. The advantage of this
modied algorithm is that it gives less noise.
5.2. Results for the one-site ZRP with empty initial ondition
We performed the above programme for the one-site ZRP. Sine e(λ) is known exatly,
this should be onsidered as a test of the loning method. Results are shown in gure
6(a) for the ase of an empty initial site. It an be seen that the resulting data points
for N = 103 and t = 103 lie very lose to the exat (t =∞) results in phases A and B.
However, in phase C there is a signiant deviation and the dierene dereases with
inreasing N . A systemati analysis of the N-dependene of the loning method is still
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Figure 6. Cloning simulation results for the one-site ZRP with empty initial ondition
ompared to the exat analytial results. The plots show the result of two versions
of the algorithm, both with two dierent values of N . The original loning algorithm
(a) produes more noise in the gapless regime than a variant of it (b) whereby the
derivative of the funtion e(λ) is measured and then numerially integrated to get
e(λ). In the gapless ase the onvergene in N is slow. For reasonable values of N
there is a systemati deviation (overestimation) from the exat result. Parameters:
α = γ = δ = 0.1, β = 0.2.
laking so it is not obvious how to set the value of N in general to provide a good
balane between auray and simulation speed.
Our numerial results suggest that in the gapless phase the simulation ould be
very sensitive to the value of N and ould deliver unreliable results for the aessible
range. We believe that this limitation of the loning method is related to the gapless
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spetrum and would not show up in ases where the state spae is nite.
Figure 6(b) shows the results of a modied loning algorithm, where the derivative
of e(λ) was measured diretly and then numerially integrated. Despite the smoother
results the same type of disrepany shows up in this version of the simulation.
In the stationary state of the loning proess (if it exists), the distribution of the
oupation number of lones is expeted to follow the ground-state of H˜ . We measured
this distribution in a representative point of phase B (λ = 1.0, x = 0) and C (λ = 2.2,
x = 0). Results are shown in gure 7-8. The measured distribution in phase B follows the
one suggested by the theory. In phase C (gapless phase) however, there is a signiant
dierene between the theory and the measurement. This suggests that in the gapless
phase the algorithm fails to nd the true ground-state, hene e(λ) is systematially
overestimated in the measurement. This is onsistent with the results shown in gure
6. We note that in phases A and D there is no steady state of the loning proess.
As disussed above, the loning method strongly relies on the assumption that the
number of lones is innite. It is highly non-trivial to determine what type of orretion
appears if N is nite (as in omputer simulations). Our numerial results show that this
orretion is muh higher in the gapless phase. This is possibly due to the fat that with
a nite number of lones one annot reover the exat distribution but some utuations
are introdued. In the ase of a gapped spetrum the system has a strong tendeny to
the ground state, therefore these utuations are suppressed and do not play a rutial
role as long as they are suiently small (N is suiently large). In the gapless ase
however, the relaxation to the true ground-state beomes slow and therefore, due to the
utuations, states other than the ground state are also represented in the sample with
a non-negligible weight (see gures 7-8).
It is also possible to dene e(λ) for nite time, whih we denote by e(λ)t.
e(λ)t = −1
t
ln〈e−λJ〉 (55)
Sine measurements an be made only for nite times, the orretions to e(λ) are of
great interest. It is relatively easy to alulate the nite-time orretions in the single-
site model based on (A.13). In phases A-B-D the leading ontribution omes from a
pole whih leads to an O(1/t) orretion in e(λ)t. In the gapless phase C the leading
ontribution is given by the saddle point integration. Sine the rst order term vanishes
here the dominant ontribution gives O(t−2/3 exp(−e(λ)t)) in (A.13), whih leads to
a (2/3) ln(Ct)/t orretion, where C is some onstant. We performed exat numeri
alulations of e(λ)t by evaluating the integrals in (A.13) and this is in good agreement
with our analytial ndings. For details see gure 9.
5.3. Non-empty initial ondition
It is, in priniple, possible to start the system from any initial ondition in the loning
algorithm. Ideally, one would hope that the method reprodues the exat results in this
regime. However, sine the number of lones is nite, the initial distribution has always
24
1e-07
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
0 5 10 15 20
P
n
n
simulation
analyti
Figure 7. Distribution of the oupation number in the steady state of the loning
algorithm at λ = 1.0 (phase B) ompared to the analytial results (ground-state of H˜).
Parameters: α = γ = δ = 0.1, β = 0.2, t = 10000, N = 105.
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Figure 8. Distribution of the oupation number in the steady state of the loning
algorithm at λ = 2.2 (phase C) ompared to the analytial results. Taking the limit
of expression (A.3) at k → 0 together with (A.7) one obtains 〈n|ψk→0〉 ∼ φ−n(n +
y/(y− 1)). The algorithm seems to fail in this gapless region and the distribution does
not onverge to the ground-state of H˜(λ). Parameters: α = γ = δ = 0.1, β = 0.2,
t = 10000, N = 105.
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a nite (although arbitrarily large) uto. Although this is a minor hange in the initial
distribution, it beomes ruially important when measuring large deviations. A long
time measurement for an initial distribution with a nite uto gives the same results
as for an initially empty lattie. For an initial distribution with exponential tails (the
ase that we onsider) one would need N ∼ exp(t) number of lones in a measurement
of length t. This is pratially unreahable for reasonably large t. For this reason it is
not surprising that the algorithm breaks down in the initial-state-dependent phase.
6. Larger systems
In this setion we extend our disussion to larger systems in order to demonstrate
the generality of the utuation theorem breakdown for the urrent utuations. We
onsider the L-site zero-range proess with parameters as dened in setion 3 and take
again wn = 1 (but expet qualitatively the same results for any bounded wn). For
deniteness we assume that the boundary parameters have been hosen to give a well-
dened steady state with mean (forward) urrent to the right. One again, we fous on
the behaviour of urrent utuations aross the input (0th) bond but indiate also how
to extend our approah to treat the utuations aross bulk bonds. In setion 6.1, we
rst outline our general method, in partiular the use of a powerful mapping to eetive
one-site systems. This leads to a statement about the regime of validity of the GC
symmetry (setion 6.2) and some omments on generalizations (setion 6.3). Finally, in
setion 6.4, we give expliit results for a two-site system and make omparisons with
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numerial data.
6.1. General approah
We remind the reader that, for a ZRP of arbitrary size, one an rigorously alulate
the lowest eigenvalue ǫ0 in the gapped phase of the modied Hamiltonian measuring
the input urrent together with the assoiated left and right eigenvetors 〈ψ0| and |ψ0〉.
Details of the alulations are given in [36℄, pertinent results are summarized in setion 3
above. In order to determine the limit of the GC symmetry one has to asertain the
values of λ at whih the salar produts 〈s|ψ0〉 and 〈ψ0|P0〉 diverge whilst keeping in
mind that the divergene of the normalization of the gapped eigenvalue 〈ψ0|ψ0〉 indiates
the ross-over to a gapless regime. To determine the behaviour of urrent utuations
when these salar produts diverge we an appeal to the heuristi argument based on
instantaneous ondensates.
This proess is onsiderably simplied by relating the urrent utuations in an
L-site system to those in a one-site system with eetive parameters. We note that
with the denitions
αl =
α(p/q)l−1(p− q)
(p− q + γ)(p/q)l−1 − γ (56)
βl =
β(p/q)L−l(p− q)
p− q − β + β(p/q)L−l (57)
γl =
γ(p− q)
(p− q + γ)(p/q)l−1 − γ (58)
δl =
δ(p− q)
p− q − β + β(p/q)L−l , (59)
the lowest eigenvalue (40) in the gapped phase of the modied Hamiltonian for an L-site
system (39) an be written in the form
ǫ0 =
αlβl
βl + γl
(1− e−λ) + γlδl
βl + γl
(1− eλ), (60)
and the orresponding left and right eigenvetors are dened by fugaities
zl =
αle
−λ + δl
βl + γl
(61)
z˜l =
βl + γle
λ
βl + γl
. (62)
In other words, the one-site marginal for site l and the eigenvalue have exatly the same
form as in the one site problem with eetive αl and γl (βl and δl) determined by all the
rates to the left (right) of l. This fat relies on the produt-state harater of the lowest
eigenvetor of the modied Hamiltonian orresponding to the urrent being measured.
Notie that, by onstrution, α1 = α, γL = γ, βL = β and δL = δ. We also remark that
the parameter ombinations αlβl/(βl+γl) and γlδl/(βl+γl) are independent of l and are
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equal to the left/right hopping rates of an N partile bound state in the orresponding
exlusion proess. Equivalently, in urrent spae we have
eˆ(j) = fj
(
αlβl
βl + γl
,
γlδl
βl + γl
)
. (63)
This important observation allows us to utilize the exat results already obtained for
the one-site ase to build up the phase diagram for an L-site system.‖
Reall that λ = 0 orresponds to the mean urrent. The asymptoti probability of
seeing a urrent utuation larger than the mean is given by the behaviour of e(λ) for λ
negative. To determine the λ < 0 part of the phase diagram we arry out the following
proedure:
(i) Start with λ = 0 and e(λ) given by ǫ0 of (60).
(ii) Derease λ until 〈s|ψ0〉 diverges on one of the sites, whih we label l1. From the
one-site piture we immediately see that this will happen at
λ1(l1) ≡ λ1(αl1 , βl1, γl1, δl1) (64)
with λ1 dened as in Table 1. Physially, we argue (just as in the single-site
ase) that this divergene orresponds to the piling-up of partiles on site l1. For
λ < λ1(l1) the urrent utuations (aross the input bond) only depend on the part
of the system to the left of site l1 and we thus expet a rossover to
e(λ) = αl1(1− e−λ) + γl1(1− eλ), (65)
whih orresponds to a urrent large deviation funtion.
eˆ(j) = fj(αl1 , γl1). (66)
Just as in the single-site ase, e0(λ) is ontinuous but not dierentiable at λ1(l1) so
the two phases in urrent spae are separated by a linear transition regime whose
expliit form is simply obtained from the eetive single-site piture.
(iii) Now, with suh an instantaneous ondensate on site l1, the left-hand part of the
system looks just like a system of size l1 − 1 with right-hand boundary rates p and
q. We an then write down the new ground state |ψ0〉 in terms of redened eetive
parameters αl, βl, γl and δl.
(iv) Repeat steps (ii) and (iii) reursively until...
(v) At some value of λ, 〈s|ψ0〉 (with |ψ0〉 a funtion of the eetive parameters) diverges
on site 1 and the large deviation funtion takes the form
e(λ) = α(1− e−λ) + γ(1− eλ) (67)
eˆ(j) = fj(α, γ). (68)
(again with a linear transition regime in j-spae). In other words, for very large
forward urrents, only the hopping parameters aross the input bond are signiant.
‖ Although our results an be applied to large systems by taking the thermodynami limit L → ∞,
this limit does not neessarily ommute with the long-time limit t → ∞. Our analysis therefore does
not address the form of urrent utuations in a genuinely innite system (taking the limit L → ∞
rst, followed by t→∞).
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In a similar fashion one an investigate what happens for urrents smaller than
the mean by inreasing λ from zero. For simpliity, let us rst take a xed initial
onguration so that 〈ψ0|P0〉 is always nite. At λ2(l) ≡ λ2(αl, βl, γl, δl), 〈ψ0|ψ0〉 diverges
on site l, orresponding to a transition to a gapless phase. The minimum value of λ2(l)
ours at some l2 (whih depends on the parameters of the model) so we rst see a
rossover to
e(λ) = αl2 + βl2 + γl2 + δl2 − 2
√
(αl2e
−λ + δl2)(βl2 + γl2e
λ) (69)
eˆ(j) = fj(αl2, γl2) + fj(βl2 , δl2). (70)
In other words, to sustain a large bakwards urrent we have an instantaneous
ondensate on site l2 and the produt of urrent distributions aross the two independent
parts of the system. For inreasing bakwards urrents, one an then repeat the
proedure for the two subsystems (eah with redened eetive parameters), inreasing λ
and looking for the next site where 〈ψ0|ψ0〉 diverges. Eventually, for very large bakward
urrents we expet instantaneous ondensates on all sites and a urrent large deviation
funtion given by
eˆ(j) = fj(α, γ) + (L− 1)fj(p, q) + fj(β, δ) (71)
For a distribution over initial ongurations, the situation is more ompliated but
again we an make progress based on the eetive one-site piture. For an initial partile
distribution whih is a produt measure of Boltzmann distributions with site dependent
fugaity xl, then 〈ψ0|P0〉 will diverge on the lth site at λ4(l) ≡ λ4(αl, βl, γl, δl, xl)
leading to a rossover to an initial-state dependent regime. If l4 is the (initial-ondition-
dependent) value of l orresponding to the minimum of λ4(l) then, for large initial
fugaities we expet to nd rst a transition to
e(λ) = αl4 + βl4 + γl4 + δl4 − (βl4 + γl4eλ)xl4 − (αl4e−λ + δl4)x−1l4 (72)
eˆ(j) = fj(αl4 , γl4) + βl4(1− xl4) + δl4(1− x−1l4 ) + j ln xl4 . (73)
One again, we see a fatorization of the asymptoti urrent distribution aross the
two sub-systems to the left and right of l4. In prinipal, one an try to build up the
omplete phase diagram by next heking for the divergene of 〈ψ0|P0〉 on other sites
as λ is further inreased. Another senario, for small initial fugaities, involves rst a
transition to a gapless phase and then a transition to the initial ondition dependent
phase when λ = λ3(l) as a funtion of the redened eetive rates.
6.2. Range of validity of GC symmetry
The eetive one-site piture provides an elegant way to summarize the range of validity
for the GC symmetry in ZRPs of arbitrary size. By omparison with (53) and with the
shaded regime in gure 5, we see that, for given initial fugaities {x}, the symmetry
relation for input urrent will only be obeyed in the following urrent range:
|j| ≤ min(jb(αl1 , βl1, γl1 , δl1),−je(αl4, βl4 , γl4, δl4 , xl4)) (74)
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where li is the value of l at whih |λi(l)| takes its minimum value as a funtion of the
eetive rates given in (56)(59). In the ase where je is positive for some l then the
symmetry will not be observed at all.
6.3. Further generalizations
We remark that the same ondition as (74) should also apply for ZRPs with quenhed
disorder (i.e., with p and q bond dependent)one needs only to determine the
appropriate form for the eetive rates. Indeed, building on the reent determination
of the stationary state for suh systems [45℄, we an show that the relevant parameter
ombinations are
αl =
∏l−1
i=0
pi
qi∑l−1
i=0
1
ql−i−1
∏i
k=1
pl−k
ql−k
(75)
βl =
1∑L−l
i=0
1
pl+i
∏i−1
k=0
ql+k
pl+k
(76)
γl =
1∑l−1
i=0
1
ql−i−1
∏i
k=1
pl−k
ql−k
(77)
δl =
∏L−l
i=0
ql+i
pl+i∑L−l
i=0
1
pl+i
∏i−1
k=0
ql+k
pl+k
(78)
where pl (ql) is the right (left) hopping rate aross bond l and by denition p0 = α,
q0 = γ, pL = β and qL = δ. One an state (75-78) alternatively as a simple reursion
relation:
αl+1 =
αlpl
γl + pl
(79)
βl−1 =
βlpl−1
βl + ql−1
(80)
γl+1 =
γlql
γl + pl
(81)
δl−1 =
δlql−1
βl + ql−1
(82)
Not surprisingly, these are again the renormalized two-partile hopping rates.
We onlude this subsetion by indiating how to extend our approah to treat
the urrent utuations aross other bonds. In this ase, the eetive parameters are
unhanged, but in all sites to the left of the bond in question the fugaities (61) and (62)
must be replaed by
zl =
αl + δle
λ
βl + γl
(83)
z˜l =
βl + γle
−λ
βl + γl
. (84)
orresponding to the expressions for the output bond of a single-site system.
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6.4. Example: Two-site system
In priniple, the general approah outlined above an be used to determine the behaviour
of urrent utuations in ZRPs of arbitrary size. However the implementation rapidly
beomes tedious and the phase diagram ompliated. Here, as a simple test ase, we
present results for a two-site system with empty initial ondition (xl = 0 for all l).
It is obvious that for any hoie of parameters obeying α− γ < p− q < β − δ, the
system has a well-dened steady state (i.e., no boundary ondensation). One also gets
a stationary state if the onditions
α− γ < β − δ < p− q (85)
and
αp
p+ γ
− γq
p+ γ
< β − γ (86)
are obeyed. These inequalities an easily be understood in the exlusion piture where
the rst two partiles form a bound state with hopping rates
αp
p+γ
and
γq
p+γ
. The ondition
for the bound state of this and the remaining single partile is just (86).
For deniteness, in the remainder of the disussion we assume that the rates
obey (85) and (86). In this ase, as λ is dereased from 0, 〈s|ψ0〉 diverges rst on
site 2 (i.e., l1 = 2). Similarly, as λ is inreased from 0, 〈ψ0|ψ0〉 also diverges rst on site
2 (i.e., l2 = 2). Appealing to the heuristi instantaneous ondensates piture we then
obtain the following dierent regimes for the urrent large deviation funtion.
eˆ(j) =


fj(α, γ) A2
fj
(
αp
p+γ
, γq
p+γ
)
A1
fj
(
αβp
γq+βp+βγ
, γδq
γq+βp+βγ
)
B
fj
(
αp
p+γ
, γq
p+γ
)
+ fj(β, δ) C1
fj(α, γ) + fj(p, q) + fj(β, δ) C2
, (87)
with
A2 : ja(α, p, γ, q) < j
A1 : ja
(
αp
p+γ
, β, γq
p+γ
, δ
)
< j < jb(α, p, γ, q)
B : jc
(
αp
p+γ
, β, γq
p+γ
, δ
)
< j < jb
(
αp
p+γ
, β, γq
p+γ
, δ
)
C1 : jc(α, p, γ, q) < j < jc
(
αp
p+γ
, β, γq
p+γ
, δ
)
C2 : j > jc(α, p, γ, q)
. (88)
Here the urrents ja, jb and jc are as dened in Table 1; we label the phases in analogy
to A, B and C in the single-site ase and note that there are intermediate transition
regions at the A2A1 and A1B rossovers. From the argument in 6.2 it is lear that
the Gallavotti-Cohen symmetry should hold for small urrents j < jb
(
αp
p+γ
, β, γq
p+γ
, δ,
)
.
Finally, we ompare the Legendre transform of (87) with results for e(λ) obtained
via the loning algorithm (see setion 5). As shown in gure 10, we nd exellent
agreement exept for λ > λ2
(
αp
p+γ
, β, γq
p+γ
, δ
)
where e(λ) is given by the lowest eigenvalue
of a gapless spetrum. Just as in the single-site ase we attribute this to limitations
imposed by the nite number of lones.
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Figure 10. Cloning simulation results for two-site ZRP with empty initial ondition
ompared with exat analytial results. Agreement is exellent exept in the gapless
phase. Parameters: α = γ = δ = q = 0.1, β = 0.15, p = 0.24, t = 5000, N = 104.
7. Summary
This paper fouses on the Gallavotti-Cohen (GC) utuation symmetry in the ontext
of ontinuous-time Markov proesses. In partiular, it oers a ontribution towards
understanding the potential breakdown of this symmetry in systems with innite state
spae. To set the sene for this, we rst disussed how the symmetry is manifested for
the large deviation funtion of urrents in systems with nite state spae. Our proof
was based on that of Lebowitz and Spohn [11℄ (or Derrida et al. [46℄) but slightly
extends their work by onsidering more general urrents. In the notational framework
of this paper, the ation funtional of Lebowitz and Spohn an be obtained by hoosing
Θσ,σ′ = ln(wσ′,σ/wσ,σ′) and the GC symmetry then holds for J with E = 1. In this ase,
as shown in [11℄, J an be interpreted as an entropy urrent.
The above-mentionned proof of the utuation relation holds only for systems with
nite state spaein systems with innite state spae the GC symmetry an be broken¶.
In the spirit of van Zon and Cohen's earlier work for Langevin systems [23, 17℄, we
next reapitulated the ideas leading to an extended utuation theorem in whih
(for stationary initial state) the ratio of probabilities of given forward (j) and bakward
(−j) urrents approahes a onstant for large values of j. We argued that this partiular
form of breakdown relies on the independene of bulk and boundary ontributions to
the urrent. The entral aim of this paper was to study analytially a simple model
where this ondition is not metthe partially asymmetri Zero Range Proess (ZRP)
¶ We remark that an innite state spae is not a suient ondition for a breakdown of the Flutuation
Theorem. A ounterexample is the ZRP with unbounded wn as explained in setion 3.2
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on an open lattie [35, 36℄.
Speially, we expanded on earlier results in [1℄, and showed in detail how to
alulate the large deviations of the average partile urrent j in the one-site ZRP.
The phase behaviour of the large deviation funtion an be physially understood by
onsidering the possibility for an arbitrarily large number of partiles to pile-up on the
site (instantaneous ondensation). Even in this single-site ase, the phase diagram
(parametrized by the time-averaged urrent and the initial state) shows a omplex
piture with rst and seond order phase transitions. These transitions are analogous
to ordinary equilibrium phase transitions sine formally the urrent large deviation
funtion an be onsidered as a kind of dynamial free energy funtional. In general,
the GC symmetry holds only in a restrited interval [−jmax, jmax], where jmax depends
on the initial state. The relevant parameter of the initial state, whih is denoted by
x, an be onsidered as a kind of initial temperature. For large values of x the regime
of validity of the utuation relation shrinks (jmax dereases) and reahes zero at a
nite x. Aording to the above interpretation, this means that above a ritial initial
temperature the utuation theorem does not hold, even for small urrents.
Although the one-site ZRP might be thought to be oversimplied, it is very
instrutive and already exhibits most features of the multiple-site version, whih we
have also studied in detail. In partiular, we developed a heuristi argument based on
mapping to an eetive one-site system and onsidering the appearane of instantaneous
ondensates. The phase diagram an, in priniple, be derived for any number of sites
but it beomes inreasingly ompliated. As an example we showed how the urrent
large deviation funtion an be obtained for a two-site ZRP. Again the phenomenon of
instantaneous ondensation is the physial mehanism leading to a breakdown of the
GC utuation theorem.
Outside the symmetry regime, we found that the behaviour is somewhat dierent to
that predited by the extended utuation theorem of van Zon and Cohen, presumably
due to the orrelations (between bulk and boundary terms) in our model. There are
evidently still open questions relating to the haraterization of the utuation behaviour
of dierent systems beyond the limits of Gallavotti-Cohen symmetry. For example, in
another reent work [47℄ it was shown that the distribution of work utuations for
a Brownian partile with Lévy noise (i.e., innite variane) do not even have a large
deviation form. It might be interesting to look for analogues of the resulting anomalous
utuation theorem in the present framework of many-partile dynamis desribed by
a master equation.
Our analytial results also made it possible to test the reently proposed loning
algorithm [2℄ that measures the Legendre transform of the large deviation funtion
diretly. The strength of this method is its eieny and relative simpliity. The
algorithm reprodues our analytial results in several phases. However, there are notable
deviations in a phase where the spetrum of H˜ , the eetive Hamiltonian governing the
urrent utuations, beomes gapless. Another weakness of the algorithm is that it is
unable to apture the initial-state-dependene of the utuations. It is only the ase
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of a xed initial onguration that this method an safely be used. These observations
all for the development of a novel numerial algorithm whih would not break down
in ases where the loning method does. One possibility here would be to develop a
transition path sampling method.
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Appendix
A. Analytial alulations for single site model
A.1. Spetrum
Naively, one expets that the large deviation of urrent utuations is given by the
lowest eigenvalue of H˜ aording to (12). For this reason, we here study the spetrum
of (44). First we transform H˜ into the symmetri form
H˜ ′(λ) = ΦH(λ)Φ−1 (A.1)
using the diagonal operator
Φ =


φ 0 0 · · ·
0 φ2 0 · · ·
0 0 φ3 · · ·
.
.
.
.
.
.
.
.
.
.
.
. .

 , with φ =
√
γeλ + β
αe−λ + δ
. (A.2)
The diagonalization of H˜ ′(λ) is easily done by a Fourier transformation. We introdue
y(λ) =
√
(γeλ + β) (αe−λ + δ)/ (β + γ) whih determines the harater of the spetrum
as follows:
y(λ) > 1 Here the spetrum is entirely ontinuous. The eigenvetor |ψ′(k)〉
orresponding to wave number k ∈ (0, π] takes the form
|ψ′(k)〉 =
√
2
π
∞∑
n=0
sin(kn+ ϕ)|n〉, with e2iϕ = y(λ)e
ik − 1
y(λ)e−ik − 1 , (A.3)
and the orresponding eigenvalue is
ǫ(k) = α+ β + γ + δ − 2
√
(γeλ + β) (αe−λ + δ) cos k. (A.4)
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y(λ) < 1 In addition to the above ontinuous spetrum a disrete band appears with
|ψ′(0)〉 =
√
1− y2
∞∑
n=0
yn|n〉 and ǫ(0) = α + δ − (β + γ) y2. (A.5)
Here this is the lowest eigenvalue, orrespondingly the spetrum beomes
gapped. Notie that ǫ(k → 0) 6= ǫ(0).
We note that it is easy to prove that the above set is omplete, i.e.,
δm,n =
{ ∫ π
0 〈m|ψ′(k)〉〈ψ′(k)|n〉 dk y(λ) > 1∫ π
0 〈m|ψ′(k)〉〈ψ′(k)|n〉 dk + 〈m|ψ′(0)〉〈ψ′(0)|n〉 y(λ) < 1
(A.6)
The right and left eigenvetors |ψ(k)〉 and 〈ψ(k)| of H˜(λ) an be obtained by
applying the operator Φ:
|ψ(k)〉 = Φ−1|ψ′(k)〉, 〈ψ(k)| = 〈ψ′(k)|Φ. (A.7)
for k ∈ [0, π] . In summary, for the lowest eigenvalue ǫ0(λ) (inmum of the spetrum)
of H˜(λ) we obtain
ǫ0(λ) =
{
α + δ − (β + γ) y(λ)2 y(λ) > 1
α + β + γ + δ − 2 (β + γ) y(λ) y(λ) < 1 . (A.8)
It an easily be seen that this expression satises the symmetry relation (21), sine
y(λ) = y(E − λ) with eE = (αβ) / (γδ).
A.2. Calulation of the large deviation funtion
As a rst step we write
〈s|e−H˜t|P0〉 = (1− x)
∑
m
∑
n
xn〈m|e−H˜t|n〉, (A.9)
where 〈m| is a row vetor with a `1' at the mth position and `0's elsewhere. Inserting a
omplete set of eigenvetors we an write this in the form
〈s|e−H˜t|P0〉 = (1− x)
∑
m
∑
n
xn
∫ π
0
〈m|ψ(k)〉〈ψ(k)|n〉e−ǫ(k)t dk
+θ (1− y) (1− x)∑
m
∑
n
xn〈m|ψ(0)〉〈ψ(0)|n〉e−ǫ(0)t (A.10)
Here θ denotes the Heaviside funtion. Using the k → −k symmetry of the eigenvetors
and eigenvalues in the ontribution of the ontinuous part, the above integral an be
rewritten in the form∫ π
0
〈m|ψ(k)〉〈ψ(k)|n〉e−ǫ(k)t dk = 1
2π
φn−m
∫ 2π
0
(
eik(n−m) − e2iϕeik(n+m)
)
e−ǫ(k)t dk. (A.11)
After the substitution z = eik and using (A.3) we obtain
〈s|e−H˜t|P0〉 = (1− x)
∑
m
∑
n
xnφn−m
1
2πi
∮
|z|=1
(
zn−m−1 +
yz − 1
z − y z
n+m
)
e−ε(z)t dz
+θ (1− y) (1− x)∑
m
∑
n
xnφn−m
(
1− y2
)
yn+me−ǫ(0)t, (A.12)
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where by ε(z) we mean ǫ(k(z)) based on the above substitution. In order to be able
to perform the innite sums in (A.12), we have to hoose the ontour of the integral
arefully. In the rst term of the integral there is a pole only at z = 0. Here we hose
the ontour to be a irle of radius φ−1 < |z| < (φx)−1 (denoted by C1). In the seond
term we deform the ontour to run along a irle around the origin with innitesimal
radius (denoted by C2). Notie that doing so, for y < 1 we pik up a pole ontribution
at z = y, whih just anels with the last term in (A.12) (sine ǫ(0) = ε(y)). Finally we
obtain
〈s|e−H˜t|P0〉 = − 1− x
2πixφ
∮
C1
e−ε(z)t(
z − 1
xφ
) (
z − 1
φ
) dz
+
1− x
2πix
∮
C2
(yz − 1) e−ε(z)t(
z − 1
xφ
)
(z − φ) (z − y)
dz. (A.13)
To obtain the large deviation funtion we need to study the limit of this integral as
t→∞. This enables us to build up the phase diagram as shown in setion 4.1.
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