In this paper the integer-valued autoregressive model of order one, contaminated with additive outliers is studied in some detail. Moreover, parameter estimation is also addressed. Supposing that the timepoints of the outliers are known but their sizes are unknown, we prove that the conditional least squares (CLS) estimators of the offspring and innovation means are strongly consistent. In contrast, however, the CLS estimators of the outliers' sizes are not strongly consistent, although they converge to a random limit with probability 1. We also prove that the joint CLS estimator of the offspring and innovation means is asymptotically normal. Conditionally on the values of the process at the timepoints neighboring to the outliers' occurrences, the joint CLS estimator of the sizes of the outliers is also asymptotically normal.
Keywords Integer-valued autoregressive models · Additive outliers · Conditional least squares estimators · Strong consistency · Conditional asymptotic normality
Mathematics Subject Classification (2000) 60J80 · 62F12

Introduction
Recently, there has been considerable interest in integer-valued time series models and a sizeable volume of work is now available in specialized monographs (e.g., Cameron and Trivedi 1998) and review papers (e.g., Weiß 2008) . Several integer-valued time series models were proposed in the literature, we only mention the INteger-valued AutoRegressive model of order p (INAR( p) ). This was first introduced by McKenzie (1985) and Al-Osh and Alzaid (1987) for the case p = 1. The INAR( p) models have been investigated and extended by several authors, see, e.g., Du and Li (1991) , Latour (1988) and for a short survey, see also the introduction of Barczy et al. (2009) .
Moreover, topics of major current interest in time series modeling are to detect outliers in sample data and to investigate the impact of outliers on the estimation of conventional ARIMA models. Fox (1972) introduced the notion of additive and innovational outliers and proposed the use of maximum likelihood ratio test to detect them. Chang and Chen (1988) extended Fox's results to ARIMA models and proposed a likelihood ratio test and an iterative procedure for detecting outliers and estimating the model parameters. Some generalizations were obtained by Tsay (1988) for the detection of level shifts and temporary changes. Abraham and Chuang (1993) applied the EM algorithm to the estimation of outliers. Other useful references for outlier detection and estimation in time series models can be found, e.g., in Barczy et al. (2009) . It is worth mentioning that all the references above are about continuous-valued processes.
A general motivation for studying outliers for integer-valued time series can be the fact that it may often difficult to remove outliers in the integer-valued case, and hence an important and interesting problem, which has not yet been addressed, is to investigate the impact of outliers on the parameter estimation of series of counts which are represented through integer-valued autoregressive models. This paper aims at giving a contribution towards this direction. A more specialized motivation is the possibility of potential applications, for example in the field of statistical process control (a good description of this topic can be found in Montgomery (2005, Chapter 4 , Section 3.7)). In this paper we consider the problem of Conditional Least Squares (CLS) estimation of some parameters of the INAR(1) model contaminated with additive outliers starting from a general initial distribution (having finite second or third moments). We suppose that the timepoints of the outliers are known, but their sizes are unknown. Under the assumption that the second moment of the innovation distribution is finite, we prove that the CLS estimators of the means of the offspring and innovation distributions are strongly consistent, but the joint CLS estimator of the sizes of the outliers is not strongly consistent; nevertheless, it converges to a random limit with probability 1. This random limit depends on the values of the process at the outliers' timepoints and also on the values at the preceding and following timepoints. Under the assumption that the third moment of the innovation distribution is finite, we prove that the joint CLS estimator of the means of the offspring and innovation distributions is asymptotically normal with the same asymptotic variance as in the case when there are no outliers. Conditionally on the values of the process at the timepoints neighboring to the outliers' occurrences, the joint CLS estimator of the sizes of the outliers is also asymptotically normal. We calculate its asymptotic covariance matrix as well. In this paper we consider one or two additive outliers for INAR(1) models, the general case of finitely many additive outliers may be handled in a similar way, but we renounce to consider it.
The rest of the paper is organized as follows. Section 2 provides a background description of basic theoretical results related to the asymptotic behavior of CLS estimators for the INAR(1) model. In Sect. 3 we consider INAR(1) models contaminated with one or two additive outliers. The cases of one outlier and two outliers are handled separately. Moreover, in case of two outliers we distinguish two subcases, namely, neighbouring or not neighbouring outliers' timepoints. However, we will formulate our results only in the case of two not neighbouring outliers' timepoints estimating the mean of the offspring and innovation distributions and the outliers' sizes. The full presentation of our (other) results can be found in our Arxiv preprint Barczy et al. (2009) . In Sect. 4 we give a proof of our results in the above mentioned case.
In a companion paper we examine the INAR(1) model contaminated with one or two innovational outliers, see Barczy et al. (2010) and also Barczy et al. (2009, Section 4) .
The INAR(1) model
Let Z + and N denote the set of non-negative integers and positive integers, respectively. Every random variable will be defined on a fixed probability space ( , A , P).
Definition 1 Let (ε k ) k∈N be an independent and identically distributed (i.i.d.) sequence of non-negative integer-valued random variables. An INAR(1) time series model is a stochastic process (X k ) k∈Z + satisfying the recursive equation
where for all k ∈ N, (ξ k, j ) j∈N is a sequence of i.i.d. Bernoulli random variables with mean α ∈ [0, 1] such that these sequences are mutually independent and independent of the sequence (ε ) ∈N , and X 0 is a non-negative integer-valued random variable independent of the sequences (ξ k, j ) j∈N , k ∈ N, and (ε ) ∈N .
We note that the INAR(1) model in (1) can be written in another way using the binomial thinning operator α • (due to Steutel and van Harn 1979), namely,
In the sequel we will assume that α ∈ (0, 1), EX 2 0 < ∞ and that Eε 2 1 < ∞, P(ε 1 = 0) > 0. In this case, it is well-known (e.g., Barczy et al. 2009 , Lemma 5.1) that there exists a unique stationary distribution of the INAR(1) model in (1). Let us denote the mean and variance of ε 1 by µ ε and σ 2 ε , respectively. Clearly, 0 < µ ε < ∞. We denote by F X k the σ -algebra generated by the random variables
We only consider the joint CLS estimation of α and µ ε (details for estimating only α can be found, e.g., in Barczy et al. 2009) 
For all n ∈ N, a CLS estimator ( α n , µ ε, n ) for the parameter (α, µ ε ) ∈ (0, 1)×(0, ∞) can be obtained by minimizing the sum of squares (2) with respect to (α, µ ε ) ∈ R 2 . One may prove that asymptotically as n → ∞, a unique CLS estimator ( α n , µ ε, n ) exists with probability one and
hold asymptotically as n → ∞ with probability one, see, e.g., Hall and Heyde (1980, formulae (6.36 ) and (6.37)). Hereafter by the expression 'a property holds asymptotically as n → ∞ with probability one' we mean that there exists an event S ∈ A such that P(S) = 1 and for all ω ∈ S there exists an n(ω) ∈ N such that the property in question holds for all n n(ω).
It is well-known that ( α n , µ ε, n ) is a strongly consistent estimator of (α, µ ε ) as n → ∞ for all (α, µ ε ) ∈ (0, 1) × (0, ∞), see, e.g., Hall and Heyde (1980, Section 6.3) . Moreover, if EX 3 0 < ∞ and Eε 3 1 < ∞, by Hall and Heyde (1980, formula (6.44) 
where
and X denotes a random variable with the unique stationary distribution of the INAR(1) model in (1). Further, we note that
see, e.g., the Appendix of Barczy et al. (2009) (where one can also find an explicit expression for E X 3 ). Finally, we recall that, by ergodic theorems (see, e.g., Bhattacharya and Waymire 1990, Sect. II, Theorem 9.4d),
The INAR(1) model with additive outliers
For all k, ∈ Z + , let
We introduce, below, the INAR(1) model contaminated with additive outliers.
Definition 2 A stochastic process (Y k ) k∈Z + is called an INAR(1) model contaminated with finitely many additive outliers if
where (X k ) k∈Z + is an INAR(1) process given by (1) with α ∈ (0, 1), EX 2 0 < ∞, Eε 2 1 < ∞, P(ε 1 = 0) > 0, and
Notice that θ i , i = 1, . . . , I , represents the ith additive outlier's size and δ k,s i is an impulse taking the value 1 if k = s i and 0 otherwise. Roughly speaking, an additive outlier can be interpreted as a measurement error at time s i , i = 1, . . . , I , or as an impulse due to some unspecified exogenous source. Note also that Y 0 = X 0 . Let F Y k be the σ -algebra generated by the random variables
In what follows we formulate our results only in the case of two not neighbouring outliers' timepoints estimating the mean of the offspring and innovation distributions and the outliers' sizes. Our other results are presented in Barczy et al. (2009) .
First we present a formula for E(Y k | F Y k−1 ) in case of I = 2 and arbitrary known timepoints s 1 , s 2 ∈ N,
In the sequel we also suppose that s 1 < s 2 − 1, i.e., the timepoints s 1 and s 2 are not neighbouring. Then, it follows by (10) that for all n s 2 + 1, n ∈ N,
By minimizing the sum of squares (11) with respect to (α, µ ε , θ 1 , θ 2 ) ∈ R 4 , a CLS estimator ( α † n , µ † ε,n , θ † 1,n , θ † 2,n ) for the parameter (α, µ ε , θ 1 , θ 2 ) ∈ (0, 1) ×(0, ∞) × N 2 can be obtained for all n s 2 + 1. In Sect. 4 we prove that asymptotically as n → ∞, a unique CLS estimator ( α † n , µ † ε,n , θ † 1,n , θ † 2,n ) exists with probability one.
The next result shows that α † n is a strongly consistent estimator of α, µ † ε,n is a strongly consistent estimator of µ ε , whereas θ † 1,n and θ † 2,n fail to be strongly consistent estimators of θ 1 and θ 2 , respectively.
Theorem 1 Consider the CLS estimators
whereas the sequences ( θ † 1,n ) n∈N and ( θ † 2,n ) n∈N are not strongly consistent for any
for all (α, µ ε ,
Proof The proof can be found in Sect. 4.
The asymptotic distributions of the CLS estimators are given in the next theorem.
Theorem 2 Under the additional assumptions EX 3 0 < ∞ and Eε 3 1 < ∞, we have 
where C α,ε := 1
Proofs
We retain the notations introduced earlier. Moreover, let us define
for all n ∈ N, y 0 , . . . , y n ∈ R and ω ∈ . First we give a proof that asymptotically as n → ∞, a unique CLS estimator ( α † n , µ † ε,n , θ † 1,n , θ † 2,n ) exists with probability one. Motivated by (11), for all n s 2 + 1, n ∈ N, we define the function
for all y n ∈ R n+1 , α , µ ε , θ 1 , θ 2 ∈ R. By definition, for all n s 2 + 1, a CLS estimator for the parameter (α, µ ε , θ 1 , θ 2 ) ∈ (0, 1) × (0, ∞) × N 2 is a measurable function
where S n is suitable subset of R n+1 (defined in the proof of Lemma 1). We note that we do not define the CLS estimator
,n ) for all samples y n ∈ R n+1 . The next result is about the existence and uniqueness of
Lemma 1 There exist subsets S n ⊂ R n+1 , n max(5, s 2 + 1) with the following properties:
is the unique solution of the system of equations
(iii) Y n ∈ S n holds asymptotically as n → ∞ with probability one.
Proof For any fixed y n ∈ R n+1 , n max(5, s 2 + 1) and α ∈ R, the quadratic function R 3 (µ ε , θ 1 , θ 2 ) → Q † n (y n ; α , µ ε , θ 1 , θ 2 ) can be written in the form
2 − t n (y n ; α ) A n (α ) −1 t n (y n ; α ), and the matrix
is strictly positive definite for all n 5 and α ∈ R.
The inverse matrix A n (α ) −1 takes the form
The polynomial R α → D n (α ) is of order 4 with leading coefficient n − 2. We have Q † n (y n ; α ) = R n (y n ; α )/D n (α ), where R α → R n (y n ; α ) is a polynomial of order 6 with leading coefficient
For y n ∈ S † n , we have lim |α |→∞ Q † n (y n ; α ) = ∞ and the continuous function R α → Q † n (y n ; α ) attains its infimum. Consequently, for all n 5 there exists a CLS estimator
By (17), (19) and Lemma 1, we get
By (18) and the explicit form of the inverse matrix A n (α ) −1 , we obtain
Using (7) and that for all p i ∈ R, i = 0, . . . , 4, sup x∈R, n 5 n( p 4 x 4 + p 3 x 3 + p 2 x 2 + p 1 x + p 0 )
(1 + x 2 )((n − 2)x 2 + 4x + n − 2) < ∞, one can think it over that H n /D n ( α † n ), n ∈ N, and J n /D n ( α † n ), n ∈ N, are bounded with probability one, which yields also that the sequences ( θ † 1,n − θ 1 ) n∈N and ( θ † 2,n − θ 2 ) n∈N are bounded with probability one. Again by Lemma 1 and Eqs. 17 we get that α † n µ † ε,n = a n b n b n n
holds asymptotically as n → ∞ with probability one, where Hence, by (23), we obtain
which yields (12) and (13). Then (12), (13) and (20) imply (14).
Proof of Theorem 2
By (3) and (23), to prove (15) it is enough to show that P lim n→∞ 1 n a n b n b n n
where X is a random variable having the unique stationary distribution of the INAR(1) model in (1) and the (2 × 2)-matrix A α,ε is defined in (4). By (22), we have (24). By formula (6.43) in Hall and Heyde (1980, Sect. 6 .3),
Hence using that the sequences ( θ † 1,n − θ 1 ) n∈N and ( θ † 2,n − θ 2 ) n∈N are bounded with probability one, by Slutsky's lemma, we get (25). Now we turn to prove (16). Using the notation B
