In this study, we proposed a new concept, gammachirp envelope distortion index (GEDI), based on the signal-to-distortion ratio in the auditory envelope SDR env , to predict the intelligibility of speech enhanced by nonlinear algorithms. The main objective of using GEDI is to calculate the distortion between enhanced and clean speech representations in the domain of a temporal envelope that is extracted by the gammachirp auditory filterbank and modulation filterbank. We also extended the GEDI with multi-resolution analysis (mr-GEDI) to predict the speech intelligibility of sound under non-stationary noise conditions. We evaluated the GEDI in terms of the speech intelligibility predictions of speech sounds enhanced by a classic spectral subtraction and a state-of-the-art Wiener filtering method. The predictions were compared with human results for various signal-to-noise ratio conditions with additive pink and babble noise. The results showed that mr-GEDI predicted the intelligibility curves more accurately than the short-time objective intelligibility (STOI) measure and the hearing aid speech perception index (HASPI).
Introduction
The development of objective speech intelligibility and quality measures is essential for speech communication technologies such as assistive listening devices, including smart headphones and hearing aids (Falk et al., 2015) . As international standards of objective intelligibility measures (OIMs), the speech Email addresses: yamamoto.katsuhiko@g.wakayama-u.jp (Katsuhiko Yamamoto), irino@wakayama-u.ac.jp (Toshio Irino), araki.shoko@lab.ntt.co.jp (Shoko Araki), kinoshita.k@lab.ntt.co.jp (Keisuke Kinoshita), nakatani.tomohiro@lab.ntt.co.jp (Tomohiro Nakatani) intelligibility index (SII) (ANSI S3-5, 1997) , and the speech transmission index (STI) (ISO 9921, 2003) have been proposed to evaluate the speech transmission qualities of public spaces and telecommunication lines assumed as a linear transmission system. However, the SII and STI are not able to account for the effects of nonlinear processing, including noise reduction and speech enhancement algorithms. For example, it is reported that the STI fails to predict the speech intelligibility of enhanced speech processed by a simple spectral (SS) algorithm (Jørgensen & Dau, 2011) . For the above reasons, their evaluation methodology of speech intelligibility still involves subjective listening tests, although many noise reduction and speech enhancement algorithms have been developed thus far.
Objective measures for speech enhancement
To solve these problems, several human-auditory-based models have been proposed. These models are commonly based on two approaches, namely correlation analyses and signal-to-noise ratio (SNR) in an envelope domain. Taal et al. (2011) proposed a short-time objective intelligibility (STOI) measure, which has often been used in recent evaluations of speech enhancement algorithms. The STOI is based on the cross-correlation between the temporal envelopes of clean speech (S) and enhanced speech (Ŝ) at the output of a 1/3-octave filterbank. The STOI is intended to assess the intelligibility of speech processed by ideal time-frequency segregation (ITFS) (Kjems et al., 2009 ). Kates & Arehart (2014) proposed a hearing-aid speech perception index (HASPI) for hearing impaired (HI) and normal hearing (NH) listeners that was an extension of the three-level coherence speech intelligibility index (CSII) (Kates & Arehart, 2005) . This measure is a combination of two indices: (1) the coherence between the outputs of an auditory filterbank for clean (S) and enhanced speech (Ŝ), and (2) the cross-correlation between the temporal sequences of the cepstral coefficients of S andŜ. The purpose of HASPI is to assess the results of nonlinear frequency compression and ITFS processing. Jørgensen & Dau (2011) proposed an alternative SNR-based model, which they refer to as the speech-based envelope power spectrum model (sEPSM). The sEPSM assumes that speech intelligibility is related to the signal-to-noise ratio (SNR) in the envelope domain SNR env that originates from (S/N) mod in (Dubbelboer & Houtgast, 2008) . The SNR env is calculated from the ratios between the envelope powers of the enhanced speech (Ŝ) and residual noise (Ñ ) in the modulation frequency domain. The sEPSM is intended to assess the intelligibility of speech sounds processed by SS. The sEPSM was extended to a multiresolution version (mr-sEPSM) to perform more accurate speech intelligibility estimations for speech affected by non-stationary noise (Jørgensen et al., 2013) . Chabot-Leclerc et al. (2014) extended the sEPSM with a spectro-temporal receptive field (STRF) to account for phase jitter (Chi et al., 1999) . Considering the auditory filter of humans, Yamamoto et al. (2019) extended the sEPSM with a dynamic compressive gammachirp filterbank (dcGC-FB) (Irino & Patterson, 2006) , in which the level-dependent frequency selectivity and gain of the auditory filter were reasonably determined by the data obtained from psychoacoustic masking experiments. It was demonstrated that the dcGC-sEPSM predicted the human results of the Wiener filtering more accurately than the original sEPSM (Jørgensen & Dau, 2011) , CSII (Kates & Arehart, 2005) , STOI measure (Taal et al., 2011) , and HASPI (Kates & Arehart, 2014) .
However, the SNR env -based OIMs (such as the sESPM and dcGC-sEPSM) are naturally limited. As shown in Fig. 1(a) , the SNR env -based OIMs require the "residual noise" (Ñ ) that is estimated by a speech enhancement algorithm. The definition of the residual noise, however, has not been clarified in the original paper (Jørgensen & Dau, 2011; Jørgensen et al., 2013; Chabot-Leclerc et al., 2014) . Although SS may provide an appropriate estimation of the residual noise, many speech enhancement algorithms aim to estimate the clean speech (S) directly without estimating the residual noise (Ñ ). Some non-linear speech enhancement algorithms (Fujimoto et al., 2012; Weninger et al., 2014; Smaragdis & Venkataramani, 2017) cannot provide us precise and unique estimation of the residual noise because there are several ways of estimation . Therefore, the SNR env -based OIM approaches are restricted to speech enhancement algorithms, such as SS, that can estimate the residual noise uniquely and properly. In contrast, major correlation-based OIMs, as shown in shown in Fig. 1(b) , including STOI and HASPI, are solely based on the use of clear speech (S) as the reference signal without any ambiguity.
Proposed method
In this paper, we first propose a new OIM called "gammachirp envelope distortion index (GEDI)," which uses the signal-to-distortion ratio in the envelope domain (SDR env ) and clean speech (S) as the reference signal, as shown in Fig.  1(b) . The internal representations in the proposed model are similar to those of the dcGC-sEPSM and original sEPSM, which use the SNR env . The original GEDI was initially reported in Yamamoto et al. (2017) with the evaluation of pink background noise. In this study, we extend the GEDI with a weighting function, called GEDI (weight), to normalize the envelope power from the output of the dcGC-FB and demonstrate the effect of this extension. We also demonstrate the prediction performance in non-stationary, babble noise conditions. The results let us extend the mr-GEDI to improve predictability under babble noise conditions (Yamamoto et al., 2018) .
The prediction results of the GEDI, STOI (Taal et al., 2011) , and HASPI were compared with human results by using the speech materials produced by two speech enhancement algorithms under pink and babble noise conditions.
In section 2, we give an overview of the GEDI. In sections 3 and 4, we describe the speech materials and experimental conditions of the evaluation. In section 5, the human results and predicted results are discussed. In section 6, we describe the mr-GEDI and its evaluation results. Figure 2 is a block diagram of the GEDI. The input sounds to the GEDI are the enhanced speech (Ŝ) and the clean speech (S). The main objective of the GEDI is to calculate the distortion between the temporal envelopes of the clean and enhanced speech from the outputs of an auditory filterbank. We hypothesized that speech intelligibility becomes increasingly degraded as the temporal envelopes of the enhanced speech diverge from those of clean speech.
Overview of the GEDI

Auditory filterbank
The first stage is an auditory spectral analysis using the dynamic compressive gammachirp filterbank (dcGC-FB) (Irino & Patterson, 2006) , which has 100 channels equally spaced on the ERB N -number (Moore, 2013) , and covers the speech range between 100 and 6000 Hz 1 . The auditory filter changes the gain and bandwidth in accordance with the input level. Therefore, the dcGC-FB was carefully set to correspond to the sound pressure level (SPL) used for subjective listening experiments.
Distortion in the temporal envelope domain
The temporal envelopes of the enhanced (eŜ) and clean speech (e S ) are calculated from the output of the individual auditory filter by using the Hilbert transform and a low-pass filter with a cutoff frequency of 150 Hz. The absolute difference between the two power envelopes is calculated to determine the temporal "envelope distortion (e D )" as where i{i|1 ≤ i ≤ 100} is the number of dcGC-FB channels, and n is the sample number of the temporal envelopes. Here, p is a constant; we set this number as p = 2 in this study. Thus, the envelope distortion e D represents these differences as absolute values. Figure 3 shows an example of envelopes e S and eŜ, as well as distortion e D calculated using Eq. 1. The use of the enhancement algorithms causes the envelope of the enhanced speech to be either emphasized or degraded relative to that of clean speech. The temporal envelope of the enhanced speech differs from that of the clean speech. The working hypothesis in this study is that the distortion between them (Eq. 1) is negatively correlated with speech intelligibility. Additionally, we hypothesize that the relative power of the distortion is closely related to the intelligibility of the speech, i.e., the speech intelligibility decreases when the power of the envelope distortion increases, and vice versa.
SDR in envelope modulation domain
The modulation spectra of the envelope distortion (e D ) and the envelope of the clean speech (e S ) are calculated using the fast Fourier transform (FFT). A filterbank that is defined based on the modulation frequency f env is applied to the absolute modulation spectra. There are seven modulation filters whose power spectra are W f c env (f env ) for the modulation center frequency of f c env , as illustrated in Fig. 2 and described in previous studies (Jørgensen & Dau, 2011; Yamamoto et al., 2019) .
where the asterisk (*) represents either S or D, and EŜ(0) represents the 0-th order coefficient of the FFT, i.e., the DC component of the temporal envelope. In the original sEPSM (Jørgensen & Dau, 2011) , it was assumed that there is internal noise in the modulation domain to restrict the lower limit of P env, * . The formula, P env, * = max(P env, * , 0.01), is also used in this simulation. Because the number of dcGC-FB channels is 100 and the number of modulation filters is 7, the total number of envelope power spectra P env, * is 700. The SDR in the modulation frequency domain (SDR env ) is calculated as the ratio of the modulation power spectra of clean speech P env,S to the distortion P env,D . The individual SDR env,j for modulation filter channel j is defined as the ratio of the powers summed across the dcGC-FB channel i, and it can be written as
The total SDR env can be calculated as
where J is the number of the modulation filter {j|1 ≤ j ≤ 7}.
SDR env with a weighting function
The envelope power |E * (f env )| 2 in Eq. 2 is proportional to the output power of the dcGC-FB because it is linearly derived by the FFT and the modulation filterbank as shown in Fig. 2 . The output power of the individual auditory filter is proportional to the bandwidth, ERB N (Moore, 2013) . ERB N (f ) = 24.7(4.37f /1000 + 1), where f is the filter center frequency in Hz and the bandwidth is roughly proportional to f above 500 Hz. The auditory filters in the dcGC-FB are distributed densely on the frequency axis with considerable overlapping, as described in section 2.1. To evaluate the speech spectrum uniformly, the frequency-dependent level difference must be compensated for. Thus, Eq. 3 for SDR env is modified as
with a weighting function, W i , that is inversely proportional to the bandwidth of the filter at frequency f i as
The total SDR env is then calculated using Eq. 4. We evaluated this version of the GEDI using SDR W env,j in comparison with the original version to demonstrate the effect of the weighting function. This version will be referred to as "GEDI (weight)" hereinafter.
Transformation to speech intelligibility
The following procedure is the same as that used in the sEPSM algorithm (Jørgensen & Dau, 2011; Yamamoto et al., 2019) , except that SDR env is used instead of SNR env . The SDR env is converted into sensitivity index d ′ of an "ideal observer" by
where k and q are empirically determined constants. In practice, they can be tuned such that the predicted speech intelligibility scores for the reference sounds approximately coincide with those of the human subjective score. The speech intelligibility as percent correct I predict is predicted from index d ′ using a multiple-alternative forced choice (mAFC) model (Green & Birdsall, 1988) in combination with an unequal-variance Gaussian model (Mickes et al., 2007) , and can be written as
where Φ denotes the cumulative normal distribution. The values of µ N and σ S were determined by response-set size m. In our study, the value of m was fixed at 20000 as in the previous studies of (Yamamoto et al., 2017 (Yamamoto et al., , 2018 ; in addition, the values of q, µ N , and σ N were set to the same as those reported in the Appendix of (Jørgensen & Dau, 2011) , i.e., q = 0.5, µ N = 4.0389, and σ N = 0.3297. σ S is a parameter related to the redundancy of the speech material (e.g., meaningful sentences or monosyllables) and is determined based on the speech intelligibility experiment. The values of σ S and k will be explained in section 4.2.
Speech materials for evaluation
Speech data
Speech sounds of Japanese four-mora words spoken by a male speaker (label ID: mis) from a database called the familiarity-controlled word lists 2007 (FW07) (Kondo et al., 2007) were used for subjective listening experiments and objective evaluations. The database consists of several word-familiarity ranks that correspond to the degree of lexical information. We obtained speech sounds from the set with the lowest familiarity, which prevents listeners from complementing the answer with their guesses.
Noise conditions
Pink noise and babble noise were used for the subjective listening experiments and objective predictions. Each noise was added to the clean speech to obtain noisy speech sounds, referred to as "unprocessed" sounds. The babble noise has some temporal fluctuation in power and prevents the perception of individual speech. A speech babble noise was generated from the corpus of spontaneous Japanese (CSJ) database (Furui et al., 2000; Maekawa, 2003) . The noise was generated as follows: 8-minute sections were randomly extracted from each file, and all were superimposed to be babble noise. We mixed speech signals of 32 speakers after concatenating the sentences into a single-track sound. This number of 32 was chosen so that individual sounds would not be heard and it would not be a steady noise.
The pink noise and the babble noise were extracted from a random starting point before adding it to the speech sounds. When making noise speech, we randomly cut out the start point from the noise, and the length was adjusted to the original speech sound. The SNR conditions ranged from −6 dB to +3 dB in 3-dB steps for pink noise conditions, and from −6 dB to +6 dB for babble noise conditions.
Speech enhancement algorithms
In this study, we applied two speech enhancement algorithms to the unprocessed sounds. The first one is a simple SS algorithm (Berouti et al., 1979) , to ensure consistency with the method previously used to evaluate the original sEPSM method (Jørgensen & Dau, 2011) . The second one is a noise-suppression algorithm based on a Wiener filter with a pre-trained speech model (WF PSM ). Current speech enhancement algorithms estimate the speech and noise spectral densities through state-of-the-art approaches including a vector Taylor-series (VTS) -based model (Fujimoto et al., 2012) , nonnegative matrix factorization (Weninger et al., 2014) , and deep neural network (Smaragdis & Venkataramani, 2017) . Thus, we selected the WF PSM algorithm based on a vector Taylor series (Fujimoto et al., 2012) for the evaluation.
Spectral subtraction
The amplitude spectrum of clean speech,Ŝ(f ), was estimated by using SS (Berouti et al., 1979) , which was defined as
whereP N (f ) represents the noise power spectrum (N ) estimated from a nonspeech segment, and P S+N (f ) is the power spectrum of noisy speech (S + N ). The parameter α denotes the over-subtraction factor (α ≤ 0), and β denotes the spectral flooring parameter (0 < β ≪ 1). The oversubtraction factor, α, for the SS was fixed at 1.0 as a reference condition for comparison with the results presented in (Jørgensen & Dau, 2011) . We calculated the power and phase spectra by using a short-time Fourier transform with a 1024-point Hanning window and a 50 % frame shift at a sampling frequency of 16 kHz. This method will hereafter be referred to as "SS (1.0) ".
Wiener filter with pre-trained speech model
The WF PSM used in this study was estimated using a PSM of the clean speech and noise (Fujimoto et al., 2009 (Fujimoto et al., , 2012 . The PSM is defined as a Gaussian mixture model that is defined in the Mel-spectrum domain by using a VTSbased model combination algorithm. This algorithm can estimate the speech component of noisy speech based on the PSM, which represents the statistical distribution of the spectral features in clean speech. The PSM was trained with a large speech database consisting of more than 30,000 sentences spoken by 180 speakers taken from the CSJ database (Furui et al., 2000; Maekawa, 2003) . In this evaluation, we used the PSM with a 24-channel Mel-filterbank and set the number of Gaussian mixture components for speech and noise to 64 and 1, respectively. The WF gain applied to the noisy speech in the linear frequency domain was calculated using frequency warping from the Mel-frequency domain. The sampling frequency was set as 16 kHz owing to the limit of the program for the WF PSM .
The WF PSM can control the amount of residual noise with the parameter ε {ε|0 ≤ ε ≤ 1} of the Wiener gain shown in Eq. 18 in (Fujimoto et al., 2009 ). Residual noise increases as the value of ε increases. WF PSM with ε values of 0, 0.1, and 0.2 will be referred to as "WF 
Evaluation conditions
We performed human, subjective experiments to estimate the intelligibility of the enhanced speech described in section 3. The proposed and conventional OIMs were evaluated based on how well they predicted the human results. Note that the speech materials used in the experiments were different for individual subjects; hence and, therefore,, the predictions were performed for the individual materials.
Subjective intelligibility
Sound presentation
For pink noise conditions, the sounds were presented diotically via a digitalto-analog (DA) converter (Fostex, HP-A8) over headphones (Sennheiser, HD-580) at a quantization level of 24 bits and a sampling frequency of 48 kHz after upsampling from 16 kHz. The level of stimulus sounds was 65 dB in L Aeq . Listeners were seated in a sound-attenuated room with a background noise level of approximately 26 dB in L Aeq .
For babble noise conditions, the sounds were presented diotically via a DA converter (OPPO, HA-1) over headphones (OPPO, PM-1) at a sampling frequency of 48 kHz. The stimulus sound levels were 63 dB in L Aeq .
Listeners
Nine (four male and five female) young NH listeners participated in the experiments with pink noise conditions, and fourteen (eight male and six female) young NH listeners participated in the experiments with babble noise conditions. Their native language was Japanese. The participants had a hearing level (HL) of less than 20 dB between 125-8000 Hz. They participated in the experiments after providing informed consent.
The participants were instructed to write down the words that they heard by using "hiragana," which roughly corresponds to the Japanese morae or consonant-vowel syllables. The total number of presented stimuli was 400 words, consisting of a combination of speech enhancement algorithm conditions and SNR conditions with 20 words per condition. Note that the words for each condition corresponded to a set of 20 words in the FW07. Each subject listened to a different word set, which was assigned randomly to avoid bias caused by word difficulty. Thus, there were fourteen sets of stimulus sounds.
Objective intelligibility measures
Model evaluations were performed for the prediction of human results under the conditions arising from the use of speech enhancement algorithms and the existence of pink noise and babble noise conditions. The STOI measure (Taal et al., 2011) was selected as a de facto standard OIM for the evaluation of state-of-the-art speech enhancement algorithms. In addition, the HASPI was also selected as a competing model because it performed better than other models in a previous study . Note that these models, including the sEPSM (Jørgensen & Dau, 2011) and CSII (Kates & Arehart, 2005) , have been used for the comparison with the dcGC-sEPSM in the previous study . As a result, the sEPSM failed to predict speech intelligibility for the WF PSM s condition, and the CSII could not predict speech intelligibility for SS (1.0) . Thus, we only used the STOI and HASPI in the evaluation of this study.
We calculated the speech intelligibility from the same speech sounds, that is, the 3600 words, used in the subjective listening experiments. Therefore, the OIM predictions were derived for the word sets provided to the individual listeners. In the following OIMs, several parameters must be tuned depending on the speech material used in the evaluation. In this study, for a fair comparison, the parameter values were determined by a least squared error (LSE) method such that the model predictions matched the intelligibility scores of human results of speech intelligibility for the unprocessed conditions in each noise conditions. The capabilities of the OIMs to predict speech intelligibility based on the individual speech enhancement algorithms were investigated.
GEDI and GEDI (weight)
In the GEDI, the values of the four parameters k, q, σ S , and m in Eqs. 7 and 8 need to be determined. We fixed q = 0.5, as described in (Jørgensen & Dau, 2011) , and m = 20000, as described in . Next, k and σ S were determined by the LSE method to minimize the mean-squared error of the "unprocessed" curves between the human results and the model prediction, as described above. The optimized parameter values for the GEDI and GEDI (weight) are listed in the second and third rows of Table 1 . Table 1 : Parameter values for the GEDI, GEDI (weight), STOI, and HASPI described in section 4 as well as for the mr-GEDI described in section 6. 
STOI
The STOI consists of a one-third octave band filterbank, envelope extraction, and normalization to calculate the correlation-based intelligibility measure d, as described in (Taal et al., 2011) . The speech intelligibility is derived as a percentage value by using a logistic function
as in Eq. 8 of (Taal et al., 2011) . The optimized parameter values by the LSE method are listed in the fifth row of Table 1 .
HASPI
The HASPI is a recent version developed to predict speech intelligibility for HI listeners using an extended version of the gammatone filterbank. This index is calculated from the normalized cross-correlation of the temporal sequence of the cepstral coefficients in addition to the auditory coherence values. Speech intelligibility using the HASPI is derived by using a logistic function,
as in Eqs. 1 and 7 in (Kates & Arehart, 2014) . The parameter p is defined as a linear combination of feature values related to the cepstral correlations (c) and the three levels of auditory coherence (a low , a mid , and a high ) with a bias component, and it can be calculated as
The coefficients for this feature are denoted with capital letters as B, C, and A. Note that coefficients A low and A mid have been set to zero, as described in Kates & Arehart (2014) . The remaining coefficients, namely B, C, and A high , were determined by the LSE method. The optimized parameter values are listed in the sixth row of Table 1 . Figure 4 shows the percent correct values of speech intelligibility as a function of the speech SNR. Panel(a) shows the human results. The other panels show the model predictions by (b) the original GEDI, (c) the GEDI with the weighting function, (d) the mr-GEDI, which will be described in section 6, (e) the STOI, and (f) the HASPI. The speech materials for evaluation were unprocessed sounds and enhanced sounds, which were produced by SS (1.0) and 3 levels of WF PSM , i.e. WF PSM . The percentage of correct values is the averaged value across the nine noisy speech sets that were used for both the subjective experiments with the nine listeners and the objective predictions.
Results
Pink noise conditions
In the human results ( Fig. 4(a) ), the speech intelligibility curves for WF PSM are roughly the same as the curve for the unprocessed conditions. However, the curve for SS (1.0) is lower than the curve for the unprocessed conditions. The standard deviations across listeners were approximately 10%. Multiple comparison analyses (Tukey-Kramer HSD test, α = 0.05) indicated that the speech intelligibility scores of the enhanced speech processed by SS (1.0) were significantly lower than those of the unprocessed speech. There was no significant difference in any combination between the unprocessed and other enhancement methods.
The results of the GEDI in Fig. 4(b) show that the speech intelligibility of WF (0.1) PSM is slightly higher and that of WF (0.2) PSM is slightly lower than for the unprocessed conditions. The results are similar to the human results in Fig. 4(a) . In contrast, speech intelligibility for WF (0.0) PSM and SS (1.0) above 0-dB SNRs is lower than that in the human results.
The GEDI (weight) in Fig. 4 (c) improved the prediction results from the original GEDI (Fig. 4(b) ), particularly for SS PSM is slightly lower than that for the GEDI and becomes closer to the human results. As a result, the prediction is improved by introducing the weighting function described in Eqs. 5 and 6.
The results of the STOI in Fig 4(e) show that the speech intelligibility curves for WF PSM are higher than that for the unprocessed condition. The results are inconsistent with the human results. In contrast, the speech intelligibility curve for SS (1.0) is similar to that for the human. The HASPI (Fig. 4(f) ) also predicted similar speech intelligibility to that in the STOI (Fig. 4(e) ). For WF PSM conditions, speech intelligibility curves are higher than the curve for the unprocessed conditions. The curve for the SS (1.0) was slightly higher than that for the human (Fig. 4(a) ). Figure 5 shows the percent correct values of speech intelligibility as a function of the speech SNR for babble noise conditions. Panel(a) shows the human Figure 4 : Results of (a) the subjective listening experiments, and the objective predictions obtained via (b) the original GEDI, (c) the GEDI with the weighting function (GEDI (weight)), (d) the mr-GEDI (see section 6), (e) the STOI, and (f) the HASPI for the tests under pink noise conditions. The values and error bars represent the averages and standard deviations across the sets of speech materials. .2) PSM , and the unprocessed condition for the reference. Fourteen noisy speech sets were used for both the subjective experiments and objective predictions.
Babble noise conditions
In the human results ( Fig. 5(a) ), the speech intelligibility curves for WF (0.0) PSM and SS (1.0) are lower than the curve for the unprocessed speech condition. For WF (0.2) PSM , the speech intelligibility was almost identical to the unprocessed condition in all SNRs. The intelligibility score curves for the enhancement algorithms are roughly parallel across SNR conditions. Multiple comparison analyses (Tukey-Kramer HSD test, α = 0.05) indicated that the speech intelligibility scores of the enhanced speech processed by SS (1.0) were significantly lower than those for the unprocessed speech. There were no significant differences between the other algorithms and the unprocessed speech.
The prediction result of the GEDI in Fig. 5(b) showed lower speech intelligibility than the human results for all speech enhancement algorithm conditions. In particular, the speech intelligibility for SS (1.0) was much lower than the human results.
The GEDI (weight) (Fig. 5(c) ) slightly improved the speech intelligibility predictions for the SS (1.0) condition from the prediction results of the GEDI. However, the improvement is smaller than in the case of the pink noise conditions. Moreover, the speech intelligibility predicted by the GEDI (weight) decreased for the WF The results of the STOI in Fig 5(e) show that speech intelligibility curve for the SS (1.0) condition is the closest to that for the human (Fig 5(a) ). However, the speech intelligibility for WF PSM s is still higher than the unprocessed condition described for the pink noise conditions in section 5.1.
In Fig 5(f) ), the average intelligibility of the SS (1.0) is less than 10%. This implies that the HASPI completely failed to predict it. The curves for WF PSM are lower than the curve for the unprocessed condition.
Summary of results
In Fig. 4 , we found that the GEDI predicted the intelligibility of speech sounds relatively well. Moreover, the GEDI (weight) improves the prediction. This means that the weighing function is effective for predicting speech intelligibility under the pink noise conditions. In Fig. 5 , the GEDI and GEDI (weight) were, however, not good at predicting speech intelligibility under the babble noise conditions, because the model does not account for the effects of temporal fluctuations in non-stationary noise. Therefore, in the next section, we consider the extension of the GEDI with an IIR-based modulation filterbank and a short-time frame processing in the temporal envelope domain. 
Multi-resolution GEDI for non-stationary noise conditions
We extended the GEDI (weight), which was successful under pink noise conditions, to a multi-resolution version (mr-GEDI), which uses temporal frames that are dependent on the modulation period used in the analysis. The main purpose is to improve the predictability of speech intelligibility under nonstationary noise conditions, such as those in everyday situations with realistic noise. The main differences from the GEDI (weight) are the temporal processing steps using IIR filters, as described in section 6.2, and segmentation using different frame lengths, as described in section 6.3. Figure 6 shows a block diagram of the mr-GEDI. The front-end processing, which includes the dcGC-FB, envelope extraction, and calculation of distortion, is common to the original GEDI shown in Fig. 2 and described in sections 2.1, 2.2, and 2.3.
Front-end processing
IIR-based modulation filterbank
Temporal envelopes e S and distortion e D are filtered using an IIR-based modulation filterbank that includes a third-order low-pass modulation filter and eight second-order modulation bandpass filters. The octave-frequency space, the range, and the Q-value of the modulation filterbank used are the same as in the mr-sEPSM study (Jørgensen et al., 2013) .
Segmentation and envelope power
The output of the j-th modulation filter channel, {j|1 ≤ j ≤ 9}, is segmented into multi-resolution frames using a rectangular window without overlap and is denoted as E i,j (n). The duration of the window is the inverse of the cutoff frequency or the center frequency of the corresponding modulation filter (Jørgensen et al., 2013) . For example, when the modulation filters have their center frequencies at 2 Hz, 4 Hz, and 8 Hz, the corresponding frame durations are 500 ms, 250 ms, and 125 ms, respectively. This frame processing enables us to analyze the components with the optimal resolution. The power of each frame, P env , is calculated from the squared sum of each temporal output of the modulation filterbank:
where the asterisk (*) represents components from either the clean speech "S" or the distortion "D". t{t|1 ≤ t ≤ T (j)} is the frame index in the j-th modulation filter, and the bar indicates average over time. n is the sample number of the temporal envelopes. The denominator eŜ i in Eq.13 represents the normalization factor obtained using the DC component of the temporal envelope of the enhanced speechŜ i . P env, * ,i,j,t was restricted to be greater than −30 dB (0.001 in linear terms) as suggested by Jørgensen et al. (2013) .
Calculation of SDR env and speech intelligibility
The SDR in the temporal envelope domain (SDR env ) is calculated as the power ratio between the clean speech (P env,S,i,j,t ) and the distortion signal (P env,D,i,j,t ). The individual SDR env,j,t for modulation filter channel j and frame index t is defined as the ratio of the powers summed across the dcGC-FB channel i, and it can be written as
where W i is a weight function described in section2.4. The total SDR env value is calculated as the root-mean-squared (RMS) value after averaging over the frames, T (j):
The total SDR env is calculated by using Eq. 4 with the following number of modulation filter channels: J = 9. The SDR env in Eq. 15 is transformed into speech intelligibility by Eqs. 7 and 8, which are the same as those used in the GEDI. The parameter values optimized by the LSE method are listed in the fourth row of Table 1.
Evaluation of the mr-GEDI
Speech intelligibility curves
Figure 4(d) shows the prediction results of the mr-GEDI for pink noise conditions. The prediction results by the mr-GEDI are in sufficiently good agreement with the human results shown in Fig. 4(a) . The results are almost identical to those obtained by GEDI (weight) in Fig. 4(c) because the mr-GEDI works in almost the same manner as GEDI (weight) under stationary noise, such as the pink noise.
Figure 5(d) shows the prediction results of the mr-GEDI under babble noise conditions. The predicted curves are still lower than the curves of the human results in Fig. 5(a) . However, these are significantly improved from those of the original GEDI (Fig. 5(b) ) and GEDI (weight) (Fig. 5(c) ). This implies that the multi-resolution analysis works well under non-stationary noise conditions.
Quantitative evaluation
In sections 5 and 7.1, a comparison between human and OIM's results was performed qualitatively using Figs. 4 and 5. In this section, quantitative comparison is performed by two measures: 1) RMS error between the intelligibility scores of human and OIMs for individual speech enhancement algorithms, 2) mean difference between the unprocessed and enhanced conditions to clarify whether the prediction is an overestimation or underestimation. Table 2 PSM were the smallest for the GEDI (weight). The RMS error for WF (0.0) PSM was the smallest for the mr-GEDI. The second smallest RMS errors were located in either the GEDI (weight) or the mr-GEDI, except for one exception of the STOI in the SS (1.0) . The mean difference of the speech intelligibility values between the unprocessed condition and the individual OIMs was calculated to quantify the relative locations of the curves shown in Figs. 4 and 5. This is a good measure to clarify whether the prediction results are close to the human results. Table 3 shows the results. In the SS (1.0) , the mean difference for the STOI was closest to that for the human results, and the GEDI (weight) was the second closest. In the WF (0.0) PSM , the mr-GEDI was first, whereas the GEDI (weight) was second. In the WF PSM , the GEDI (weight) was first. The results from the RMS error and mean difference imply that the GEDI (weight) and the mr-GEDI outperform the STOI and HASPI under pink noise conditions. The mr-GEDI is promising because it works in almost the same manner as the GEDI (weight) under stationary noise conditions, as described previously. Table 4 shows a comparison of the OIMs in terms of the RMS error under babble noise conditions. For SS (1.0) , the RMS errors were smallest in for the STOI and second smallest in for the mr-GEDI. For WF (0.0) PSM , the RMS errors were smallest in for the HASPI and second smallest in for the mr-GEDI. For WF (0.2) PSM , the RMS errors were smallest in for the STOI and second smallest in for the HASPI. PSM , the mean differences were closer to that for the human result in for the STOI, HASPI, and STOI, respectively. The mr-GEDI is always in the second place.
Pink noise conditions
One problem was observed in for the STOI. The value in of the STOI for WF The results imply that the mr-GEDI, STOI, and HASPI were very competitive in predictions under babble conditions when the prediction performance was evaluated in terms of the RMS errors and mean differences. However,But it is clear that the mr-GEDI was successfully extended from the original GEDI and GEDI (weight). 
Speech reception thresholds
The SRTs were calculated to analyze the difference between the human and predicted results. The SRT is defined as an SNR value where the intelligibility curve crosses the 50%-score line (dotted horizontal line in Figs. 4 and 5 . The values of the SRTs were calculated by fitting the prediction results to the human results using a cumulative Gaussian function.
Moreover, ∆SRT is defined to clarify the difference between the human result and the predictions by the OIMs. For example, the ∆SRT for the unprocessed condition is defined as ∆SRT unpr.,OIM = SRT unpr.,OIM − SRT unpr.,Human . In particular, ∆SRT is positive when the curve for the prediction of the OIM is located in on the right of the curve for the human result in Figs. 4 and 5. The positive ∆SRT means the prediction was an under-estimation and the negative ∆SRT means the prediction was an over-estimation. Figure 7 (a) summarizes the SRTs for human results ( ), GEDI (△), and GEDI (weighted, ♦), mr-GEDI ( ), STOI (+), and HASPI ( * ) under pink noise conditions. Square markers are the SRT of human subjective results, and the error bar represents standard deviations across the subjects. Other markers are the average of the SRTs predicted by each OIM. For SS (1.0) , the average SRTs of the mr-GEDI, GEDI (weight), and STOI were within the standard deviation of the human SRT. For WF Figure 7(b) shows ∆SRTs to clarify the difference between the SRT of the OIM and the human SRT shown in Fig. 7(a) . The data was submitted to multiple-comparison analysis (Tukey-Karamer HSD test, α = 0.05). The asterisks in Fig. 7(b) show the conditions, which were significantly different from the corresponding unprocessed conditions where the ∆SRTs were virtually zero. The ∆SRTs for the GEDI and GEDI (weight) were significantly positive in WF PSM were significantly negative. In contrast, the ∆SRT for the mr-GEDI were not significantly different from the zero in all speech enhancement conditions. The results show that the mr-GEDI is better than the STOI and HASPI under pink noise conditions. Figure 8(b) shows the ∆SRTs. The data was submitted to multiple-comparison analysis (Tukey-Karamer HSD test, α = 0.05). The asterisks in Fig. 8(b) show the conditions with significant difference. There were a few conditions which that were not significantly different: the STOI for SS PSM were negative. This implies that the STOI tends to over-estimate speech intelligibility.
Pink noise conditions
Babble noise conditions
Summary of the SRT results
Under pink noise conditions, the mr-GEDI predicted the human result better than the other OIMs. Under babble noise conditions, the mr-GEDI, STOI, and HASPI were competitive. In total, the mr-GEDI is advantageous.
Goodness of the model
It is essential to determine the parameter values of the OIMs in advance to predict the intelligibility of enhanced speech, as described in section 4.2. In this study, the parameter values were derived by the LSE method to minimize the prediction error of for the unprocessed conditions.
In modelling studies, goodness of the model could also be measured two factors: 1) the number of parameters or the degree of freedom and 2) predictability or stability of parameter values across various conditions. The increment of parameters improves applicability to various kind of data and goodness of fit to the existing data. However, it does not necessarily mean to improve the performance to on unknown data. A model with stable parameters is more useful in practical situations, which are more complex than laboratory conditions. The GEDI family and STOI require two parameters, as defined in Eqs. 8 and 10 while theHASPI requires, at least, three parameters as defined in Eq. 12. Reduction of one parameter in the HASPI would result in a serious degradation, although it is not allowed in by its definition. Table 1 shows the parameter values used in the evaluation. In the GEDI family, k values were between 1.1 and 1.5 and σ S values were about approximately 1.6 for pink noise and about approximately 0.6 for babble noise. The variability is relatively small. This implies the GEDI family canould be applicable to other noise conditions with a small change or tuning in the parameter values. It would also be possible to use intermediate values without fine-tuning for new noise conditions, although it could degrade the prediction slightly. In the STOI, the parameters a and b were had similar values in for pink and babble noise conditions. In contrast, the parameter values in HASPI were completely different in for pink and babble noise conditions. Current values cannot be applicable to a new noise condition. Moreover, it is not possible to predict or determine likely parameter values in advance. This also implies that the prediction by the HASPI may not be robust for noise conditions whose characteristics are varying dynamically as in everyday situations.
Conclusion
In this study, we proposed the GEDI based on the signal-to-distortion ratio in the auditory envelope, called SDR env . The main idea behind the proposed algorithm is to calculate the distortion between the temporal envelopes of the enhanced and clean speech from the output of an auditory filterbank. Moreover, the GEDI is extended with a multi-resolution analysis (mr-GEDI) to improve predictions for non-stationarlly noise conditions.
The GEDI and the mr-GEDI were evaluated in contrast with the well-known OIMs: the STOI and HASPI. Predictability of human speech intelligibility scores ware evaluated for speech sounds enhanced by simple spectral subtraction and a state-of-the-art Wiener filtering method. Additive pink and babble noise with various SNR was used for the input noisy sounds. According to the evaluation results, the mr-GEDI predicted human speech intelligibility scores better than the STOI and HASPI.
The software for the GEDI and mr-GEDI is available online: https://github.com/AMLAB-Wakayama/GEDI.
