, is often inaccurate, usually far from the true coefficients, if X X ′ exhibits a high degree of multicollinearity. This is due to an intricate internecine sharing among the estimated coefficients.
Measures of the Degree of Multicollinearity: Let the explanatory variables, ( , )
X n m , in the model y X u β = + be measured such that each of its columns has a zero mean and unit standard deviation. In that case, X X ′ = nR , where R is the intercorrelation matrix and ij r is the cosine of the angle between i x and j x vectors. Ideally, the X X ′ matrix should be diagonal. That signifies a total absence of multicollinearity. However, this is far from the real world situation. Since the cosine of an angle must lie between -1 and 1, multicollinearity reaches its zenith when any one or more off-diagonal element(s) of R is (are) 1. larger ?'. The answer is relative and contextual; by that much quantity 'larger' is just 'trivially larger' which has hardly any bearing on our conclusion regarding the severity of multicollinearity and its undesirable effects on estimation. Note that 'multicollinearity' is a fuzzy concept, dialectical in nature (see Georgescu-Roegen, 1971 ), which may only imperfectly be measured by any crisp (arithmomorphic) number such as the so called 'condition number.' In the practice of econometrics, the concept of 'condition number' is vague. This is clearly reflected in the literature. Belsley et al. (1980) measure the degree of multicollinearity in one way, Golan et al. (1996) in another way (Paris, 2001 , p.1 footnote), Kaçiranlar et al. (1999) Golan et al. (1996) introduced the Generalized Maximum Entropy (GME) estimator to resolve the multicollinearity problem. This estimator requires a number of support values supplied subjectively and exogenously by the researcher. The estimates as well as their standard errors depend on those support values. In a real life situation it is too demanding on the researcher to supply appropriate support values, which limits the application of GME. Paris (2001) introduced the Maximum Entropy Leuven (MEL) estimator. It exploits the information available in the sample data more efficiently than the OLS does, and unlike GME estimator, it does not require any additional information to be supplied by the researcher. The MEL estimator maximizing entropy in β is formulated as (Paris, 2001, 
Objectives of the Present Investigation:
Our objectives in this investigation are: (i) to look into the problem of multicollinerarity more closely and (ii) to shed more light on the MEL estimator through simulation as well as to propose a new estimator. Additionally, we will discuss some computational issues and alternatives also. in σ the estimates go wild when µ is large. However, for a small value of σ the OLS gives fairly acceptable estimates even if µ is large. On the other hand, for a small µ a larger σ cannot destabilize the estimator. It appears that errors (that introduce inconsistency into the over-determined linear system of equations y X β = , the strength of which is dependent on ( ) u σ ) and X (that contains information on the source of variation in the true y or the y net of error) interact to determine ˆ.
β A large µ implies a weaker power of X in explaining the variations in y , which may yet be effective if ( ) u σ is small enough and vice versa. From this we learn that large µ coupled with a large σ destabilizes the estimator; either of the two in isolation cannot cause much harm. Yet, of the two, µ is more potent in determining the stability of the OLS estimator of regression coefficients. An investigation is also needed as to the origins of quirks and antiquirks (Bertrand & Holder, 1988; Bertrand, 1998) in the intricate interactions between multicollinearity (measured by , µ say) and ( ) u σ . respectively. Symmetric matrices that are ill-conditioned to inversion are quite wellconditioned to computing their eigenvalues and eigenvectors. Now, using the celebrated Cayley-Hamilton theorem (Fröberg, 1965 , pp. 57-62),
Estimation of Regression Coefficients when
if all the elements in the principal diagonal of D are non-zero (absence of perfect multicollinearity). In case some elements (at least one, but not all, of course) in the principal diagonal of D are zero (perfect multicollinearity), one may obtain D + (the Moore-Penrose generalized inverse of D , see Theil, 1971 . pp. 268-270), which is very simple to compute. Since D is a diagonal matrix, 
Generation of Multicollinear Explanatory Variables ( X ):
For the investigation at hand we will require to generate multicollinear X , such that X X ′ has a large µ or . X n m , in n rows (observations or the sample size) and m columns, such that each variable (column of X ) is uniformly distributed within a specified range. However, generation of X with some control over the degree of multicollinearity is quite involved. The following procedures generates X with a high degree of multicollinearity. β In the estimation procedure,( ) prob β is obtained accordingly. He draws a justification for this operation from physics. However, we must note that the physical system relating to light may not be archetypal to all systems (e.g. the economic system, see Georgescu-Roegen) that throw up data with the multicollinearity problem. Therefore, let us part with the Euclidean norm, normalize i β using the absolute norm of β and investigate into its effects on the performance of the Maximum Entropy estimator. We obtain a new estimator of β by solving the problem stated as:
A. Orthogonalization consisting of six steps
This new estimator is not fully à la Paris (2001) and hence we would call it the Modular Maximum Entropy Leuven (MMEL) estimator. The results of this enterprise are presented in the tables 3-A through 3-D, between the results of MEL and OLS estimators. We observe that overall, the performance of MMEL (in terms of mean estimated coefficients as well as the RMS values in 50 trials) is much superior to that of the MEL estimator.
It is pertinent to note here that obtaining ( ) prob β is the most crucial task before the scientist if he chooses to use the maximum entropy estimator (MEL, MMEL or any variant thereof). After all, the mathematics of probability suggests us that given a sample description space S, probability is a function which assigns a non-negative real number to every event A, denoted by P(A) and it is called the probability of the event A. The probability function is defined on a Borel field of events conformal to the axioms of positiveness, certainty and union. Under these axioms, there could be several different rules of assignment, ranging from subjective judgement backed up by a rational belief to counting the number of success in the repeated trials. In our study MEL does this assignment in the one way and the MMEL does that in the other way. There could be many more (possibly better) rules of assignment. Thus, the subjective (or exogenous) element that was explicit in Golan et al. reappears in the MEL, although in another garb.
A Multi-Objective Optimization Interpretation of the MEL Estimator:
The MEL estimator (MEL proper as well as MMEL) purports to minimize a combination of { } u u ′ and
Consider the 2-objective minimization problem given as: investigation. Further, there could be several alternative approaches to solve a multiobjective programming problem, other than the one outlined above. Note that all these observations apply to MMEL estimator also. (1974 
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