1. Introduction. In 1932 W. Rogosinski [15] introduced and studied quite thoroughly the class of functions typically-real in the unit circle, i.e., functions of the form 00 (1.1) /W=J+EiX n-2 which are regular in \z\ <l (hereafter denoted by E) and in addition satisfy in E the condition (1.2) 3/(2)32^o.
This concept has been extended in several directions in [4; 6; 10; 11; 13 ; 16] .
In the present paper we initiate the study of functions which are meromorphic in E but still satisfy the condition (1.2). To be precise we make the following definitions.
A function f(z) which is meromorphic in E, and except at the poles satisfies the condition (1.2), is said to be meromorphic and typically-real in the unit circle. The class of such functions with Taylor series of the form (1.1) in a neighborhood of the origin will be denoted by TM, and the subclass of functions regular in E will be denoted by TR. The class of functions meromorphic and typically-real in E with a Laurent expansion about the origin of the form 00
(1-3) <f>(z) = -1/3+ £/?n3" will be denoted by TM*.
It is immediately obvious that the condition (1.2) implies that, for a function meromorphic and typically-real in E, all the poles lie on the interval -1 <z<l, are of first order, and have negative residues. Hence, by a trivial transformation any such function can be reduced to either the form (1.1) or (1.3), and in either case all of the coefficients are real. The set of functions TM is convex, for if/i(z) and/2(z) belong to TM, so also does (1) (2) (3) (4) f(z) = mxfx(z) + nttft(z)
for every pair wi, m2>0, with mi+m2 = l. A similar remark can be made for
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use the set TM*. We also note an elementary relation between the two sets, namely if/(z)£TM, then <p(z) = -/(z)~'£TM* and conversely. Among other results, we determine, for functions of these two classes, the precise domain of variability of f(z) and <p(z), and sharp bounds for the coefficients bn and 0n in terms of the modulus of the closest pole to the origin.
2. Bounds for functions belonging to TM. We first prove the following theorem. l-2sz + z2
The equality sign occurs in (2.2) if and only if for z = a, 9tF"(a) =0, that is for the function (2.3) with (2.4) 25 = ("-! + ") cos a.
We remark that the form of the left side of (2.1) is a little unusual, and that the extremal function is not unique, since equality occurs for every real s. Clearly (2.2) is a trivial consequence of (2.1). We also note that because fiz) is real on the real axis it is sufficient to consider only the upper half of P, i.e., we may assume sin a>0, and this assumption is made throughout this paper.
To prove this theorem let z = gi£) map | f | <1 conformally onto the semicircular region 33>0, |_| <1, with g(0)=a. The inverse function $" = G(z) is a rational function and indeed has the form (z -a)(l -az) (2-5) Giz)=e*)-~-J-, 7 real. and hence (2.1). For equality in (2.1),/(z) must map the semicircular region onto the upper half plane. Since /(z)£TM it must then map E onto the full plane minus a set on the real axis. This set may be either a segment, an infinite ray, or two infinite rays. But all such functions have the form (2.3).
Conversely, an easy computation shows that for F,(z), the two sides of (2.1) are identical for every a, independent of s.
Obviously other bounds can be obtained from (2.7) using w^2, but these are more complicated than (2.1) and do not seem to be fruitful. On the other hand, (2.1) leads quite naturally to the following result. and (2.4).
Proof. If /(z)GTM then -/(-z)£TM, so without loss of generality we assume a is in the first quadrant, but not real. Let T be the portion of the curve with equality only if fiz) is given by (2.3) and (2.4). An easy manipulation ot (2.17) and passage to the limit as a0->0 gives (2.9). The bounds obtained in Theorems 1 and 2 give immediately the bound for/'(z). and this bound is sharp. The equality sign occurs only for F,iz) given by (2. 3) and (2.4). To see that every interior point w0 of K(a) corresponds to infinitely many functions, note first that any such point is an interior point of infinitely many chords of the circle and hence can be expressed in infinitely many ways in the form Wo = miWi + m2Wz where mi+m2 = l, mi>0, m2>0, and wx and w2 are points on the boundary of K(a). If FSl(z) and FS2(z) correspond to Wx and w2 at a, then (1.4) with these functions defines an/(z)£TM which corresponds to w0. That these functions are different for two different chords follows from the fact that the poles of Fs 4. Bounds for the coefficients. It is clear that if the function F,iz) given by (2.3) is expanded about the origin, the coefficients may be made arbitrarily large by letting 5-+oo, i.e., by letting one pole tend to the origin. If, however, we bound the poles of/(z) away from the origin, then sharp upper and lower bounds can be obtained for the coefficients. Let/(z)£TM, and number its poles (if any) pj so that
If the function has only a finite number of poles, (4.1) contains only a finite number of terms, but it is clear that the class TM contains functions with infinitely many poles. The equality sign can occur in (4.1) if pk= -pk+i, but for every k, \pK\ <\pK+t\. If \pu\ <\pk+i\, let Rk denote the region \pk\ <\z\ < | pk+i | • Then there is either an Rk with outer boundary | z\ = 1, or an infinite sequence of Rk such that the outer boundary tends to \z\ -1. 
P?
In the special case that |pk-x\ =\pk\, a trivial modification shows that 
>-i Pj
Clearly F(z) (ETM, and an easy computation shows that the poles and residues are as prescribed, and (4.3) holds with the equality sign. It is interesting that the lower bound in (4.18) is identical with that found by Rogosinski [15] ,_i \p) )) r» ,=i pi\pni r"/ Clearly, when n is odd the last sum in (4.24) is positive and may be dropped. Further, p(n) <0, so the first sum may also be dropped, giving bn'^p(n)r1~n. Letting r->1 on a suitable sequence yields the desired lower bound. Clearly the equality sign can hold only if the function has no poles in E. Thus the extremal function here coincides with that found in [15] , namely F,(z), with 5 = cos 0o, where 0 = 0O yields the minimum value p(n) in (4.16). Of course 0o and Ft(z) depend on the index n. The proof closely parallels that of Theorem 7 so we merely outline it, indicating the altered equations by affixing * to the original number. As before, the poles pj are numbered in order of increasing absolute value, but omitting the pole at z = 0. Then Here again </>(z)£TM *ip), and if 0o is chosen properly (different for each index n) then for this function the lower bound in (4.18*) is attained.
As a corollary we have that if $(z)£TM* and if /3i= -1, then <£(z) = -z +0o -sr1. Theorem 7* contains as a special case a theorem due to Gel'fer and since b3 -bl = 4s2 -1 -.(2s)2= -1, the lower bound cannot be increased. The coefficients for functions in TM(J>) are unbounded as p->0, yet the lower bound in (4.25) is independent of p, just as in one part of Theorem 7. This lower bound could also be proved by considering <£(z) = -/(z)_1 and applying the condition 0i^ -1 of Theorem 7*. 5 . A representation theorem. We now show that any function in TM (or TM*) can be represented by a slight modification of a suitable <(z) in TR (regular in P). The proof follows closely one used in a similar situation due to Schiffer and Bargemann, as presented by Wigner [16] . The precise results are as follows. Proof. Let us suppose (dropping subscripts) that f(z) has a pole p?*0 with residue -m<0. Then with 2s=/r~1+£, a(z)=m(p~2 -l)F,(z) has the same pole p with the same residue -m, so that g(z) =f(z)-a(z) has in £ the same poles as/(z), except that at z = p, g(z) is regular. Further, except for the poles, g(z) is real on the real axis. We shall show that g(z) satisfies the condition 3g(z)3z^0 at the regular points in E, so that either g(z) =0, or g(z)/g'(0) £TM. Now a(z) is regular in the entire plane, except for the poles at z = p <1 and z = l/p, and hence is uniformly continuous in any sufficiently narrow ring domain containing \z\ =1. Further on \z\ =1, a(z) is real. Thus for any e>0, there is an r<l such that for r^|z| <1, |3to(z)| <e/2. Suppose now that for a certain z0 in E, 3g(z0) = -e<0, where 3z0>0. Consider g(z) on the simple closed curve T consisting of a semicircle C: \z\ -r in the upper halfplane, a set of disjoint semicircles Cj with centers at the poles pj^p of f(z), passing above the poles, and appropriate segments of the real axis joining the end points of Cj and C to form a simple closed curve (see Wigner [16, p. 41 ] .) On the real axis 3g(z) =0, except at the poles. In a neighborhood of z = pj^p, a(z) is regular so that the radius of Cj can be taken so small that | 3fa(z) | < e/2 and hence 3>g(z) > -e/2 on Cj. Similarly on C. Hence a simple closed path V can be found containing z0 on the interior, on which 3g(z)> -e/2. Since g(z) is regular inside and on T this contradicts the assumption that 3te(zo) = -e- If f(z) has only a finite number of poles the proof of Theorem 9 is complete.
If fiz) has infinitely many poles, then as a consequence of the inequality (5.6) (or (4.3)), the sequence gkiz) converges uniformly on any closed domain of E, not containing a pole of fiz). The limit function giz) satisfies the condition (1.2) and has no poles in p. It is either identically zero or g'(0) =ju>0, and giz) =ntiz) where f(z)GTR, and n satisfies equation (5.2). Theorem 10 is now an easy consequence of Theorem 9, for if <£(z)GTM*, then by an argument similar to the one just given /*(z) =4>iz) -0o+z+z~1 satisfies the condition (1.2) and hence is either identically zero, or /*(z)/(l + pi) = fiz) E TM.
Herglotz [7] gave a representation as a Stieltjes integral for functions with positive real part in P. On the basis of this representation, Robertson [12] On the basis of (5.1) and (5.7) it is easy to formulate a Stieltjes integral representation for the functions in the class TM. We refrain from pursuing the details, but from such a representation a large variety of results would flow. To mention just a few, this would give new proofs of our Theorems 2, 3, 4, and 7, and in addition would give immediately the precise domain of variability for the derivatives/(*'(z), for/(z) in TM.
6. A remark on univalent functions. Let Uip) denote the class of functions of the form (1.1) univalent in P, with pole at z = p. Since the extremal functions in Theorem 7 are also univalent, this theorem solves simultaneously the problem of determining the sharp bound for bn for functions in Uip) in the special case that all the coefficients are real. It is natural to conjecture that for any /(z)£t/(£), \bn\ =P(w, p), a conjecture which contains the one \bn\ ^n for regular univalent functions as a special case. In this direction Komatu 
