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EXTENSION OF SOME LIONS-MAGENES THEOREMS
ALEKSANDR A. MURACH
Dediated to the memory of A. Y. Povzner
Abstrat. A general form of the Lions-Magenes theorems on solvability of an ellipti
boundary-value problem in the spaes of nonregular distributions is proved. We nd a general
ondition on the spae of right-hand sides of the ellipti equation under whih the operator of
the problem is bounded and has a nite index on the orresponding ouple of Hilbert spaes.
Extensive lasses of the spaes satisfying this ondition are onstruted. They ontain the
spaes used by Lions and Magenes.
1. Introdution and statement of the problem
Let Ω be a bounded domain in the Eulidean spae Rn, n ≥ 2, with the boundary Γ whih
is an innitely smooth losed manifold of the dimension n − 1. The domain Ω is situated
loally on the same side from Γ.
We onsider the nonhomogeneous boundary-value problem in the domain Ω:
(1) Au = f in Ω, Bj u = gj on Γ for j = 1, . . . , q.
In what follows A is a linear dierential expression on Ω of an arbitrary even order 2q ≥ 2,
whereas Bj with j = 1, . . . , q is a boundary linear dierential expression on Γ of order
mj ≤ 2q − 1. All oeients of A and Bj are omplex-valued funtions innitely smooth
on Ω := Ω ∪ Γ and on Γ respetively.
Everywhere in this paper the boundary-value problem (1) is assumed to be regular ellipti.
This means [1, Ch. 2, Se. 5.1℄ that the expression A is properly ellipti on Ω and the ol-
letion of boundary expressions B := (B1, . . . , Bq) is normal and satises the omplementing
ondition with respet to A on Γ. It follows from the ondition of normality that all orders
mj with j = 1, . . . , q are mutually distint.
Along with (1) we onsider the boundary-value problem
(2) A+ v = ω in Ω, B+j v = hj on Γ, j = 1, . . . , q,
formally adjoint to the problem (1) with respet to the Green formula
(Au, v)Ω +
q∑
j=1
(Bju, C
+
j v)Γ = (u,A
+v)Ω +
q∑
j=1
(Cju, B
+
j v)Γ, u, v ∈ C
∞( Ω ).
Here, A+ is the linear dierential expression formally adjoint to A and having the order 2q
and oeients from C∞( Ω ). In addition, {B+j }, {Cj}, and {C
+
j } are ertain normal systems
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of linear dierential boundary expression with oeients from C∞(Γ). They orders satisfy
the ondition:
ordBj + ordC
+
j = ordCj + ordB
+
j = 2q − 1.
In what follows we denote by (·, ·)Ω and (·, ·)Γ the inner produts in the spaes L2(Ω) and
L2(Γ) (formed by funtions square-integrable over Ω or Γ respetively) and natural extensions
by ontinuity of these inner produts.
We set
N := {u ∈ C∞( Ω ) : Au = 0 in Ω, Bju = 0 on Γ ∀ j = 1, . . . , q},
N+ := {v ∈ C∞( Ω ) : A+v = 0 in Ω, B+j v = 0 on Γ ∀ j = 1, . . . , q}.
Sine both the problem (1) and (2) are regular ellipti, both the spaes N and N+ are nite-
dimensional [1, Ch. 2, Theorem 5.3℄.
The fundamental property of every ellipti boundary-value problem onsists in that the
problem generates the bounded and Fredholm operator on appropriate ouples of funtional
spaes. Note that a linear bounded operator T : E1 → E2, with E1 and E2 being Banah
spaes, is alled the Fredholm operator if its kernel ker T and o-kernel coker T := E2/T (E1)
are both nite-dimensional. The Fredholm operator T has the losed range in the spae
E2 and the nite index indT := ker T − coker T . This operator naturally generates the
homeomorphism T : E1/ ker T ↔ T (E1).
Let us formulate the lassial theorem on ellipti boundary-value problems (see, e.g. [1,
Ch. 2, Se. 5.4℄, [2, Ch. 3, Se. 6℄). In this paper, we restrit ourselves to the Hilbert spaes
ase, whih is the most important for appliations.
Theorem 0. The mapping
(3) u 7→ (Au,Bu), u ∈ C∞( Ω ),
an be extended by ontinuity to the bounded and Fredholm operator
(4) (A,B) : Hs+2q(Ω)→ Hs(Ω)⊕
q⊕
j=1
Hs+2q−mj−1/2(Γ) =: Hs(Ω,Γ)
for every real s ≥ 0. The kernel of this operator oinides with N , whereas the range onsists
of all vetors (f, g1, . . . , gq) ∈ Hs(Ω,Γ) satisfying the ondition
(5) (f, v)Ω +
q∑
j=1
(gj, C
+
j v)Γ = 0 for every v ∈ N
+.
The index of the operator (4) is equal to dimN − dimN+ and independent of s.
In what follows Hσ(Ω) and Hσ(Γ) are Hilbert spaes with the index σ ∈ R onsisting of
some distributions given in the domain Ω or on the manifold Γ respetively (we will remind
their denitions in Se. 2). In addition, as usual D′(Ω) and D′(Γ) stand for the linear
topologial spaes of all distributions given in Ω or on Γ. We always interpret distributions
as antilinear funtionals.
Theorem 0 has a generi nature beause the spaes in whih the operator (4) ats are
ommon for all ellipti boundary-value problems of the same order. By this theorem, the
operator (A,B) establishes the homeomorphism of the fator spae Hs+2q(Ω)/N onto the
subspae
{(f, g1, . . . , gq) ∈ Hs(Ω,Γ) : (5) is true}
EXTENSION OF SOME LIONS-MAGENES THEOREMS 3
for eah s ≥ 0. Therefore the theorems on operators generated by ellipti boundary-value
problems are alled the theorems on homeomorphisms.
Generally, Theorem 0 is not true in the ase s < 0 beause the mapping u 7→ Bju with
u ∈ C∞( Ω ) an not be extended to the bounded operator Bj : H
s+2q(Ω)→ D′(Γ) if s+2q ≤
mj + 1/2. Therefore we have to use the spae narrower than H
s+2q(Ω) as the domain of
(A,B), namely
(6) Ds+2qA,X (Ω) := {u ∈ H
s+2q(Ω) : Au ∈ Xs(Ω)},
where Xs(Ω) is a Hilbert spae imbedded ontinuously in D′(Ω). In what follows the image
Au of u ∈ D′(Ω) is understood in the theory of distributions. We endow the spae (6) with
the graphis inner produt
(7) (u1, u2)Ds+2qA,X (Ω)
:= (u1, u2)Hs+2q(Ω) + (Au1, Au2)Xs(Ω)
and the orresponding norm.
The spae Ds+2qA,X (Ω) with the inner produt (7) is omplete. Indeed, if (uk) is a Cauhy
sequene in Ds+2qA,X (Ω), then by a ompleteness of H
s+2q(Ω) and Xs(Ω) there are two limits:
u := lim uk in H
s+2q(Ω) →֒ D′(Ω) and f := limAuk in X
s(Ω) →֒ D′(Ω) (imbeddings are
ontinuous). Sine the dierential operator A is ontinuous in D′(Ω), we dedue from the
rst limit that Au = limAuk in D
′(Ω). This implies by the seond limit the equality Au =
f ∈ Xs(Ω). Therefore u ∈ Ds+2qA,X (Ω) and lim uk = u in the spae D
s+2q
A,X (Ω), that is this spae
is omplete.
J.-L. Lions and E. Magenes [3, 4, 5, 1℄ found the ertain important examples of Xs(Ω) suh
that the mapping (3) an be extended by ontinuity to the bounded and Fredholm operator
(8) (A,B) : Ds+2qA,X (Ω)→ X
s(Ω)⊕
q⊕
j=1
Hs+2q−mj−1/2(Γ) =: Xs(Ω,Γ)
if s < 0. In ontrast to Theorem 0, the domain of the operator (8) with the topology
depends on oeients of the ellipti expression A. Therefore the theorems on properties
of the operator (8) naturally an be termed the individual theorems. Let us formulate two
individual theorems proved by Lions and Magenes.
Theorem LM1 [3, 4℄. Let s < 0 and X
s(Ω) := L2(Ω). Then the mapping (3) an be extended
by ontinuity to the bounded and Fredholm operator (8). The kernel of this operator oinides
with N , whereas the domain onsists of all vetors (f, g1, . . . , gq) ∈ Xs(Ω,Γ) satisfying (5).
The index of the operator (8) is dimN − dimN+ and independent of s.
Here, we espeially note the ase s = −2q, whih is important in the spetral theory of
ellipti operators [6, 7, 8, 9℄. In this ase the spae
(9) D0A,L2(Ω) = {u ∈ L2(Ω) : Au ∈ L2(Ω)}
is the domain of the maximal operator orresponding to the dierential expression A [10,
Se. 1.2℄. Even when all oeients of A are onstant, the spae (9) depends essentially
on eah of them. We an see it from the following result of L. Hormander [10, Se. 3.1,
Theorem 3.1℄.
Let both A1 and A2 be onstant-oeient linear dierential expressions. If D
0
A1,L2
(Ω) ⊆
D0A2,L2(Ω), then either A2 = αA1 + β for some α, β ∈ C, or both A1 and A2 are ertain
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polynomials in the derivation operator with respet to a vetor e and moreover ordA2 ≤
ordA1. Note that the seond possibility is exluded for ellipti operators.
To formulate the seond Lions-Magenes theorem we need the following weighted spae
̺Hs(Ω) := {f = ̺v : v ∈ Hs(Ω) },
where s < 0, and a funtion ̺ ∈ C∞(Ω) is positive. We endow this spae with the inner
produt
(f1, f2)̺Hs(Ω) := (̺
−1f1, ̺
−1f2)Hs(Ω)
and the orresponding norm. The spae ̺Hs(Ω) is omplete and imbedded ontinuously in
D′(Ω). This follows from that the operator of multipliation by ̺ is ontinuous in D′(Ω) and
establishes the homeomorphism from the omplete spae Hs(Ω) onto ̺Hs(Ω).
We onsider a weight funtion ̺ := ̺−s1 suh that
(10) ̺1 ∈ C
∞( Ω ), ̺1 > 0 in Ω, ̺1(x) = dist(x,Γ) in a neighbourhood of Γ.
Theorem LM2 [1, Ch. 2, Se. 7.3℄. Let s < 0, s+ 1/2 /∈ Z, and X
s(Ω) := ρ−s1 H
s(Ω). Then
the assertion of Theorem LM1 remains true.
We note that Lions and Magenes used a ertain Hilbert spae Ξs(Ω) as Xs(Ω). This spae
oinides (up to equivalene of norms) with the weighted spae ρ−s1 H
s(Ω) for eah non half-
integer s < 0 [1, Ch. 2, Se. 7.1℄. Theorem LM2 also holds true for every half-integer s < 0 if
we dene the spae Xs(Ω) by means of the omplex (holomorphi) interpolation, for instane
(11) Xs(Ω) := [X2s(Ω), L2(Ω)]1/2.
(See the denition and properties of this interpolation, e.g. in [1, Ch. 1, Se. 14.1℄).
In this paper, we nd a general enough ondition on the spae Xs(Ω) under whih the
operator (8) is well dened, bounded, and Fredholm if s < 0. The ondition onsists in the
following.
Condition Is. The set X
∞(Ω) := Xs(Ω) ∩ C∞( Ω ) is dense in Xs(Ω), and there exists a
number c > 0 suh that
(12) ‖Of‖Hs(Rn) ≤ c ‖f‖Xs(Ω) for eah f ∈ X
∞(Ω).
Here, Of(x) := f(x) for x ∈ Ω, and Of(x) := 0 for x ∈ Rn \ Ω.
In (12), we dene by Hs(Rn) the Hilbertian Sobolev spae with index s and given over Rn.
Note that if s is smaller, then Condition Is is weaker for the same spae X
s(Ω).
Both of the spaes Xs(Ω) := L2(Ω) and X
s(Ω) := ρ−s1 H
s(Ω) used by Lions and Magenes
satisfy Condition Is.
In this paper, we nd all the Hilbertian Sobolev spaes Xs(Ω) = Hσ(Ω) for whih Con-
dition Is is fullled. In addition, we desribe the lass of all weights ̺ ∈ C
∞(Ω) suh that
the weighted spae Xs(Ω) := ρHs(Ω) satises Condition Is. This lass ontains the weight
ρ := ρ−s1 as a partiular ase. Thus, we get some generalizations of the Lions-Magenes theo-
rems mentioned above to more extensive lasses of the Hilbertian spaes Xs(Ω) of right-hand
sides of the ellipti equation.
Note that we generalize the Lions-Magenes theorems staying in lassis of distributions given
in the domain Ω. The dierent theorems on ellipti boundary-value problems were proved
by Shehter [11℄, Berezansky, Krein, Roitberg [12℄, Roitberg [13, 14, 15, 16℄, Kostarhuk
and Roitberg [17℄ (also see the monograph [2, Ch. III, Se. 6℄ and the survey [18, Se. 7.9℄).
In these theorems, the solution and/or the right-hand side of the ellipti equation are not
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distributions in Ω. One of suh theorems proved by Ya. A. Roitberg will be used in this paper
(see Proposition 1).
Ya. A. Roitberg [19, Se. 2.4℄ onsidered a ondition on the spae Xs(Ω), whih was some-
what stronger than our Condition Is. He demanded additionally that C
∞( Ω ) ⊂ Xs(Ω).
Under this stronger ondition, Roitberg [19, Se. 2.4℄, [15, p. 190℄ proved the boundedness of
the operator (8) for all s < 0. Remark that Roitberg's ondition does not over the important
ase where Xs(Ω) = {0} as well as some weighted spaes Xs(Ω) = ̺Hs(Ω) whih we onsider.
We also note that Condition Is is fullled for some lassis of the Hilbertian Hormander
spaes [20, Se. 2.2℄, [21, Se. 10.1℄. Their appliations to ellipti operators and ellipti
boundary-value problems were studied by V. A. Mikhailets and the author in [2231℄ .
The results of this paper are formulated in Setion 2 as Theorems 1, 2, 3, and Corollar-
ies 1, 2. The main result, Theorem 1, is proved in Setion 4, all the rest in Setion 5. In
Setion 3, we formulate the auxiliary propositions needed for our proofs. At the end of the
paper, we give the appendix, in whih a useful proposition on weight funtions of the form
̺ = ̺δ1 is established.
2. Results
We introdue some neessary funtion spaes. Let s ∈ R. Reall that
Hs(Rn) :=
{
w ∈ S ′(Rn) : ‖w‖Hs(Rn) := ‖(1 + |ξ|
2)s/2 ŵ(ξ)‖L2(Rnξ ) <∞
}
.
Here, S ′(Rn) is the topologial linear spae of tempered distributions in Rn, whereas ŵ is the
Fourier transform of w. For a losed set Q ⊂ Rn, we put
HsQ(R
n) :=
{
w ∈ Hs(Rn) : suppw ⊆ Q
}
.
The spae HsQ(R
n) is Hilbert with respet to the inner produt in Hs(Rn). We are interested
in the ases where Q ∈ {Ω, Ω̂,Γ} with Ω̂ := Rn \ Ω.
Following [1, Ch. 1, Se. 12.1℄, we will dene the Hilbert spae Hs(Ω). For arbitrary s ≥ 0
we set
Hs(Ω) := Hs(Rn)/HsbΩ(R
n) =
{
w ↾Ω : w ∈ Hs(Rn)
}
.
The spae Hs(Ω) is omplete with respet to the Hilbertian norm
‖u‖Hs(Ω) := inf
{
‖w‖Hs(Rn) : w ∈ H
s(Rn), w = u in Ω
}
.
The set C∞( Ω ) is dense in Hs(Ω), eah measurable funtion u over Ω being identied with
the antilinear funtional (u, · )Ω. We denote by H
s
0(Ω) the losure of the linear manifold
C∞0 (Ω) := {u ∈ C
∞( Ω ) : supp u ⊂ Ω}
in the topology of Hs(Ω). The spae Hs0(Ω) is omplete with respet to the inner produt in
Hs(Ω).
For arbitrary s < 0, we denote by Hs(Ω) the Hilbert spae antidual to the spae H−s0 (Ω)
with respet to the inner produt in L2(Ω). Sine antilinear funtionals from H
s(Ω) are
dened uniquely by their values on funtions from C∞0 (Ω), we an orretly identify these
funtionals with distributions in Ω. It useful to keep in mind that Hs(Ω) = Hs
Ω
(Rn)/HsΓ(R
n)
with equality of norms for every s < 0 [1, Ch. 1, Remark 12.5℄, and Hs(Ω) = Hs(Rn)/Hs
bΩ
(Rn)
with equivalene of norms for all non half-integer s < 0 [32, Se. 4.8.2℄. It follows from the
rst equality that C∞0 (Ω) is dense in H
s(Ω) for every s < 0 [32, Se. 4.3.2, Theorem 1(b)℄.
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Thus, the Hilbert spae Hs(Ω) is dened for every s ∈ R and imbedded ontinuously in
D′(Ω). We have the ompat dense imbedding Hs+δ(Ω) →֒ Hs(Ω) if δ > 0.
We denote by Hs(Γ) the Hilbertian Sobolev spae with the index s ∈ R dened over the
losed ompat manifold Γ [1, Ch. 1, Se. 7.3℄. The spae onsists of all distributions on Γ
belonging to Hs(Rn−1) in loal oordinates and does not depend on a hose of loal harts on
Γ up to equivalene of norms.
Let us formulate the main result of the paper.
Theorem 1. Let s < 0, and Xs(Ω) be an arbitrary Hilbert spae imbedded ontinuously in
D′(Ω) and satisfying Condition Is. Then the ellipti boundary-value problem (1) possesses the
following properties:
(i) The set
D∞A,X(Ω) := { u ∈ C
∞( Ω ) : Au ∈ Xs(Ω) }
is dense in Ds+2qA,X (Ω).
(ii) The mapping u → (Au,Bu) with u ∈ D∞A,X(Ω) an be extended by ontinuity to the
bounded linear operator (8).
(iii) The operator (8) is Fredholm. Its kernel is N , and its range onsists of all vetors
(f, g1, . . . , gq) ∈ Xs(Ω,Γ) satisfying (5).
(iv) If the set O(X∞(Ω)) is dense in Hs
Ω
(Rn), then the index of (8) is dimN − dimN+.
Let us onsider some appliations of Theorem 1 aused by a partiular hoie of the spae
Xs(Ω). Evidently, the spae Xs(Ω) := {0} satises Condition Is. In this ase, Theorem 1
desribes properties of the semihomogeneous boundary-value problem (1) with f = 0 and
holds true for every s ∈ R (also see [23℄).
All the Hilbertian Sobolev spaes satisfying Condition Is are found in the next theorem.
Theorem 2. Let s < 0 and σ ∈ R. The spae Xs(Ω) := Hσ(Ω) satises Condition Is if and
only if
(13) σ ≥ max{s,−1/2}.
The next result follows from Theorems 1 and 2.
Corollary 1. Let s < 0, and (13) be valid. Then the mapping u 7→ (Au,Bu) with u ∈ C∞( Ω )
an be extended by ontinuity to the bounded and Fredholm operator
(14) (A,B) :
{
u ∈ Hs+2q(Ω) : Au ∈ Hσ(Ω)
}
→ Hσ(Ω)⊕
q⊕
j=1
Hs+2q−mj−1/2(Γ),
its domain being the Hilbert spae with respet to the norm(
‖u‖2Hs+2q(Ω) + ‖Au‖
2
Hσ(Ω)
)1/2
.
The index of (14) is dimN − dimN+ and independent of s, σ.
Here, we note the partiular ase where σ = s. If −1/2 < σ = s < 0, then the domain of
(14) oinides with the spae Hs+2q(Ω) up to equivalene of norms. If σ = s = −1/2, then the
domain is narrower than H2q−1/2(Ω) but does not depend on A as well (see Se. 5.3 below).
We always have Xs(Ω) ⊆ H−1/2(Ω) in Theorem 2. But we an get a spae Xs(Ω) ontaining
an extensive lass of some distributions f /∈ H−1/2(Ω) and satisfying Condition Is if we use
ertain weighted spaes ̺Hs(Ω).
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A funtion ̺ given in Ω is alled a multiplier in the spae Hs(Ω) if the operator of multi-
pliation by ̺ maps this spae into itself and is bounded on it. A desription of the lass of
all multipliers in Hs(Ω) with s ≥ 0 was given in [33, Se. 6.3.3℄.
Let s < −1/2. We introdue the following ondition on the weight funtion ̺.
Condition IIs. The funtion ̺ is a multiplier in the spae H
−s(Ω), and
(15) Djν ̺ = 0 on Γ for every j ∈ Z, 0 ≤ j < −s− 1/2.
Here, Dν is the derivation operator with respet to the unit vetor ν of inner normal to
the boundary Γ of Ω. Note that if ̺ is a multiplier in H−s(Ω), then evidently ̺ ∈ H−s(Ω).
By the trae theorem [1, Ch. 1, Se. 9.2℄, there is a trae (Djν̺)↾Γ ∈ H
−s−j−1/2(Γ) for every
integer j ≥ 0 suh that −s− j − 1/2 > 0. Hene, Condition IIs is formulated orretly.
Theorem 3. Let s < −1/2, and a funtion ̺ ∈ C∞(Ω) be positive. The spae Xs(Ω) :=
̺Hs(Ω) satises Condition Is if and only if the funtion ̺ satises Condition IIs.
The next result follows from Theorems 1 and 3.
Corollary 2. Let s < −1/2, and a positive funtion ̺ ∈ C∞(Ω) satisfy Condition IIs. Then
the mapping u→ (Au,Bu) with u ∈ C∞( Ω ), Au ∈ ̺Hs(Ω) an be extended by ontinuity to
the bounded and Fredholm operator
(16) (A,B) :
{
u ∈ Hs+2q(Ω) : Au ∈ ̺Hs(Ω)
}
→ ̺Hs(Ω)⊕
q⊕
j=1
Hs+2q−mj−1/2(Γ),
its domain being the Hilbert spae with respet to the norm(
‖u‖2Hs+2q(Ω) + ‖̺
−1Au‖2Hs(Ω)
)1/2
.
The index of (16) is dimN − dimN+ and independent of s, ̺.
We give an important example of a funtion ̺ satisfying Condition IIs for xed s < −1/2
if we set ̺ := ̺δ1, where ̺1 meets (10), and the number δ is suh that δ ≥ −s − 1/2 ∈ Z or
δ > −s− 1/2 /∈ Z (we will prove it in the appendix).
Let us ompare Theorem 1 and its Corollaries 1, 2 with the Lions-Magenes theorems [1, 3,
4, 5℄ on ellipti boundary-value problems in the spaes of distributions.
We restrit ourselves to the ase of Hilbertian spaes, whereas the non-Hilbertian Sobolev
spaes were onsidered in [3, 4, 5℄ as well.
A proposition similar to Theorem 1 was proved in [5, Se. 6.10℄ for non half-integers s ≤ −2q
and the Dirihlet problem, the spae Xs(Ω) obeying some dierent onditions depending on
the problem. Our Condition Is does not depend on it.
Theorem LM1 is a partiular ase of Corollary 1 where σ = 0, i.e. X
s(Ω) = L2(Ω). Note
that some spaes Xs(Ω) ontaining L2(Ω) are permissible in Theorem 2 and Corollary 1. The
spae Xs(Ω) = H−1/2(Ω) is the most extensive among them provided that s ≤ −1/2. If
−1/2 < σ = s < 0, then Corollary 1 oinides with Theorem 7.5 of Lions and Magenes [1,
Ch. 2℄ proved under the additional assumption that N = N+ = {0}.
Theorem LM2 is a speial ase of Corollary 2 beause the funtion ̺ := ̺
−s
1 satises
Condition IIs.
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3. Auxiliary propositions
First we note [1, Ch. 1, Theorem 11.5℄ that for every s > 1/2
(17) Hs0(Ω) :=
{
u ∈ Hs(Ω) : Djν u = 0 on Γ ∀ j ∈ Z, 0 ≤ j < s− 1/2
}
.
In addition [1, Ch. 1, Theorem 11.1℄
(18) Hs0(Ω) = H
s(Ω) for 0 ≤ s ≤ 1/2.
Further we will use some results of Ya. A. Roitberg [13, 15℄ on properties of the problem
(1) in the Hilbert sale
(19) Hs,(2q)(Ω) := H˜s,2,(2q)(Ω), s ∈ R,
introdued by him. We also need some properties of this sale.
Let us give the denition of the sale (19). Let s ∈ R. In the ase were s ≥ 0 we denote
by Hs,(0)(Ω) the spae Hs(Ω). In the ase were s < 0 we denote by Hs,(0)(Ω) the spae
Hs
Ω
(Rn) antidual to H−s(Ω) with respet to the inner produt in L2(Ω). The spae H
s,(0)(Ω)
is Hilbert for every s ∈ R, with the set C∞( Ω ) being dense in it. Here as usual, the funtion
f ∈ C∞( Ω ) is identied with the funtional (f, · )Ω.
In view of (18)
(20) Hs,(0)(Ω) = Hs(Ω) with equality of norms for s ≥ −1/2.
If s < −1/2, then the spaes Hs,(0)(Ω) and Hs(Ω) are dierent.
Let s ∈ R and s 6= j − 1/2 for all j = 1, . . . , 2q. We denote by Hs,(2q)(Ω) the ompletion of
the linear system C∞( Ω ) with respet to the norm
‖ u ‖Hs,(2q)(Ω) :=
(
‖ u ‖2Hs,(0)(Ω) +
2q∑
j=1
‖(Dj−1ν u)↾Γ‖
2
Hs−j+1/2(Γ)
)1/2
.
The spae Hs,(2q)(Ω) is separable Hilbert.
In the ase where s ∈ {j − 1/2 : j = 1, . . . , 2q} we dene the separable Hilbert spae
Hs,(2q)(Ω) by means of the omplex interpolation
Hs,(2q)(Ω) :=
[
Hs−1/2,(2q)(Ω), Hs+1/2,(2q)(Ω)
]
1/2
.
We note that by the trae theorem [1, Ch. 1, Se. 9.2℄
(21) Hs,(2q)(Ω) = Hs(Ω) with equivalene of norms for s > 2q − 1/2.
The spaes Hs,(2q)(Ω) and Hs(Ω) are dierent if s ≤ 2q − 1/2.
The imbeddings Hs2,(0)(Ω) →֒ Hs1,(0)(Ω) and Hs2,(2q)(Ω) →֒ Hs1,(2q)(Ω) are ompat and
dense for arbitrary s1, s2 ∈ R, s1 < s2. This follows from the ompatness of the imbeddings
Hs2(Ω) →֒ Hs1(Ω) and Hs2(Γ) →֒ Hs1(Γ).
Proposition 1 ([15℄, Theorems 4.1.1, 5.3.1). Let s ∈ R. The mapping u 7→ (Au,Bu) with
u ∈ C∞( Ω ) an be extended by ontinuity to the linear bounded operator
(22) (A,B) : Hs+2q,(2q)(Ω)→ Hs,(0)(Ω)⊕
q⊕
j=1
Hs+2q−mj−1/2(Γ) =: Hs,(0)(Ω,Γ).
This operator is Fredholm. Its kernel oinides with N , whereas its range onsists of all vetors
(f, g1, . . . , gq) ∈ Hs,(0)(Ω,Γ) satisfying ondition (5). The index of (22) is dimN − dimN
+
.
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Proposition 1 is another example of the generi theorem on ellipti boundary-value prob-
lems. If s ≥ 0, then Proposition 1 oinides with Theorem 0 by (21). But if s < −1/2, then
both the spaes Hs+2q,(2q)(Ω) and Hs,(0)(Ω) = Hs
Ω
(Rn) onsist of the elements whih are not
distributions in the domain Ω.
Proposition 2 ([15℄, Theorem 7.1.1). Let s ∈ R, δ > 0, and u ∈ Hs+2q,(2q)(Ω). If (A,B)u ∈
Hs+δ,(0)(Ω,Γ), then u ∈ H
s+2q+δ,(2q)(Ω).
Proposition 3 ([15℄, Theorem 6.1.1). Let s ∈ R. The following assertions are true:
(i) The norm in the spae Hs+2q,(2q)(Ω) is equivalent to the norm
(23)
(
‖u‖2Hs+2q,(0)(Ω) + ‖Au‖
2
Hs,(0)(Ω)
)1/2
on the set of all funtions u ∈ C∞( Ω ). Therefore the spae Hs+2q,(2q)(Ω) oinides
with the ompletion of the linear system C∞( Ω ) with respet to the norm (23).
(ii) The mapping IA : u 7→ (u,Au) with u ∈ C
∞( Ω ) an be extended by ontinuity to the
homeomorphism
IA : H
s+2q,(2q)(Ω)↔ Ks+2q,A(Ω).
Here,
Ks+2q,A(Ω) :=
{
(u0, f) : u0 ∈ H
s+2q,(0)(Ω), f ∈ Hs,(0)(Ω),
(u0, A
+v)Ω = (f, v)Ω ∀ v ∈ H
2q
0 (Ω) ∩H
−s,(0)(Ω)
}
(24)
is a losed subspae in Hs+2q,(0)(Ω)⊕Hs,(0)(Ω).
Proposition 4 ([15℄, Theorem 6.2.1). Let s < −2q − 1/2. For eah ouple of distributions
u0 ∈ H
s+2q,(0)(Ω) and f ∈ Hs,(0)(Ω) satisfying the ondition
(25) (u0, A
+v)Ω = (f, v)Ω for all v ∈ C
∞
0 (Ω),
there exists a unique ouple (u∗0, f) ∈ Ks+2q,A(Ω) suh that
(26) (u0, v)Ω = (u
∗
0, v)Ω for all v ∈ C
∞
0 (Ω).
Furthermore,
(27) ‖u∗0‖Hs+2q,(0)(Ω) ≤ c
(
‖u0‖
2
Hs+2q,(0)(Ω) + ‖f‖
2
Hs,(0)(Ω)
)1/2
,
with number c > 0 being independent of u0, f , and u
∗
0.
Remark 1 ([15℄, Se. 6.2). The onditions (24) and (25) are equivalent for s ≥ −2q−1/2, but
they are not equivalent if s < −2q − 1/2.
4. Proof of the main result
Now we will prove the main result of the paper, Theorem 1. We assume that its ondition
be fullled; i.e., s < 0 and the Hilbert spae Xs(Ω) is imbedded ontinuously in D′(Ω) and
satises Condition Is. It follows that the mapping f 7→ Of with f ∈ X
∞(Ω) an be extended
by ontinuity to the bounded linear operator
(28) O : Xs(Ω)→ Hs
Ω
(Rn) = Hs,(0)(Ω).
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This operator is injetive. Indeed, let Of = 0 for a distribution f ∈ Xs(Ω). Chose a sequene
(fk) ⊂ X
∞(Ω) suh that fk → f in X
s(Ω) →֒ D′(Ω). Then Ofk → 0 in H
s
Ω
(Rn) →֒ S ′(Rn)
that implies
(f, v)Ω = lim(fk, v)Ω = lim(Ofk, v)Ω = 0 for every v ∈ C
∞
0 (Ω).
Thus, f = 0 as a distribution belonging toXs(Ω) →֒ D′(Ω); i. e., the operator (28) is injetive.
This operator denes the ontinuous imbedding Xs(Ω) →֒ Hs,(0)(Ω).
Aording to Proposition 1, the element Au ∈ Hs,(0)(Ω) is orretly dened for an arbitrary
u ∈ Hs+2q,(2q)(Ω) by means of passing to the limit. We set
D
s+2q,(2q)
A,X (Ω) := { u ∈ H
s+2q,(2q)(Ω) : Au ∈ Xs(Ω) }.
We also endow the spae D
s+2q,(2q)
A,X (Ω) with the graphis inner produt
(u1, u2)Ds+2q,(2q)A,X (Ω)
:= (u1, u2)Hs+2q,(2q)(Ω) + (Au1, Au2)Xs(Ω).
The spae D
s+2q,(2q)
A,X (Ω) is omplete with respet to it. Indeed, let (uk) be a Cauhy sequene
in D
s+2q,(2q)
A,X (Ω). Sine both the spaes H
s+2q,(2q)(Ω) and Xs(Ω) are omplete, the limits
u := lim uk in H
s+2q,(2q)(Ω) and f := limAuk in X
s(Ω) exist. The rst of them implies that
Au = limAuk in H
s,(0)(Ω). We have from this in view of the seond limit and the ontinuity
of (28) that Au = f ∈ Xs(Ω). Hene, u ∈ D
s+2q,(2q)
A,X (Ω) and lim uk = u in D
s+2q,(2q)
A,X (Ω); i.e.,
the spae D
s+2q,(2q)
A,X (Ω) is omplete.
By Proposition 1, the restrition of the operator (22) to D
s+2q,(2q)
A,X (Ω) gives the bounded
operator
(29) (A,B) : D
s+2q,(2q)
A,X (Ω)→ Xs(Ω,Γ).
The kernel of (29) is N , and the range onsists of all vetors (f, g1, . . . , gq) ∈ Xs(Ω,Γ) sat-
isfying ondition (5). Hene, the operator (29) is Fredholm, with its o-kernel being of a
dimension β ≤ dimN+.
Moreover, if O(X∞(Ω)) is dense in Hs
Ω
(Rn), then β = dimN+. Indeed, denoting the
operator (22) by Λ and the narrower operator (29) by Λ0, we onsider the operators Λ
∗
and
Λ∗0 adjoint to them. Sine the imbedding Xs(Ω,Γ) →֒ Hs,(0)(Ω,Γ) is ontinuous and dense,
we have ker Λ∗0 ⊇ ker Λ
∗
. Hene
β = dim coker Λ0 = dim ker Λ
∗
0 ≥ dimker Λ
∗ = dim coker Λ = dimN+.
Therefore β = dimN+ and the index of (29) is equal to dimN − dimN+ if O(X∞(Ω)) is
dense in Hs
Ω
(Rn).
Let us show that the set D∞A,X(Ω) is dense in D
s+2q,(2q)
A,X (Ω). Sine X
∞(Ω) × (C∞(Γ))q is
dense in Xs(Ω,Γ), we an write by the Gohberg-Krein lemma [34, Lemma 2.1℄
(30) Xs(Ω,Γ) = (A,B)
(
D
s+2q,(2q)
A,X (Ω)
)
∔Q(Ω,Γ),
where Q(Ω,Γ) is a nite-dimensional subspae satisfying the ondition
(31) Q(Ω,Γ) ⊂ X∞(Ω)× (C∞(Γ))q.
Denote by Π the projetor of the spae Xs(Ω,Γ) onto the rst term in (30) parallel to the
seond term.
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Let u ∈ D
s+2q,(2q)
A,X (Ω). Approximate F := (A,B)u by a sequene (Fk) ⊂ X
∞(Ω)×(C∞(Γ))q
in the the topology of Xs(Ω,Γ). We have
(32) limΠFk = ΠF = F = (A,B)u in Xs(Ω,Γ),
and by (31)
(33) (ΠFk) ⊂ X
∞(Ω)× (C∞(Γ))q
The Fredholm operator (29) naturally generates the topologial isomorphism
Λ0 := (A,B) : D
s+2q,(2q)
A,X (Ω)/N ↔ Π(Xs(Ω,Γ)).
In view of (32),
limΛ−10 ΠFk = {u+ w : w ∈ N} in D
s+2q,(2q)
A,X (Ω)/N.
Hene, there is a seguene of representatives uk ∈ D
s+2q,(2q)
A,X (Ω) of osets Λ
−1
0 ΠFk suh that
(34) lim uk = u in D
s+2q,(2q)
A,X (Ω).
In addition, by (33) we have
(A,B)uk = ΠFk ∈ C
∞( Ω )× (C∞(Γ))q.
It follows in view of Proposition 2, equality (20) and the Sobolev imbedding theorem that
uk ∈
⋂
δ>0
Hs+2q+δ,(2q)(Ω) =
⋂
δ>0
Hs+2q+δ(Ω) = C∞( Ω ).
Thus, in (34) we have (uk) ⊂ D
∞
A,X(Ω); therefore D
∞
A,X(Ω) is dense in D
s+2q,(2q)
A,X (Ω).
Next, we will onsider the ases −2q − 1/2 ≤ s < 0 and s < −2q − 1/2 separately.
The rst ase: −2q − 1/2 ≤ s < 0. Then Hs+2q,(0)(Ω) = Hs+2q(Ω) in view of (20). We
use Proposition 3 and onsider the mapping I0 : u 7→ u0 in whih u ∈ D
s+2q,(2q)
A,X (Ω) and
(u0, f) := IAu. This mapping establishes the homeomorphism
(35) I0 : D
s+2q,(2q)
A,X (Ω)↔ D
s+2q
A,X (Ω).
Indeed, note that (24)⇔ (25) for arbitrary u0 ∈ H
s+2q,(0)(Ω) = Hs+2q(Ω) and f ∈ Xs(Ω) →֒
Hs,(0)(Ω) (see remark 1). Condition (25) means that Au0 = f as distributions in Ω. It follows
by Proposition 3 that I0(D
s+2q,(2q)
A,X (Ω)) = D
s+2q
A,X (Ω). Moreover, we have the equivalene of the
norms:
‖u‖2
D
s+2q,(2q)
A,X (Ω)
= ‖u‖2Hs+2q,(2q)(Ω) + ‖f‖
2
Xs(Ω)
≍ ‖u0‖
2
Hs+2q,(0)(Ω) + ‖f‖
2
Hs,(0)(Ω) + ‖f‖
2
Xs(Ω)
≍ ‖u0‖
2
Hs+2q(Ω) + ‖f‖
2
Xs(Ω) = ‖u0‖
2
Ds+2qA,X (Ω)
.
Hene, the mapping I0 establishes the homeomorphism (35).
It follows from properties of the operator (29) denoted by Λ0 and the operator (35) that
(36) Λ0I
−1
0 : D
s+2q
A,X (Ω)→ Xs(Ω,Γ)
is a bounded and Fredholm operator, with the range and index being the same as for (29).
Sine I0 bijetively maps the set D
∞
A,X(Ω) onto itself, this set is dense in D
s+2q
A,X (Ω), and (36)
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is an extension by ontinuity of the mapping u→ (Au,Bu) with u ∈ D∞A,X(Ω). Theorem 1 is
proved in the rst ase.
The seond ase: s < −2q − 1/2. Then Hs+2q,(0)(Ω) = Hs+2q
Ω
(Rn). In addition
Hs+2q(Ω) =
{
w ↾Ω : w ∈ Hs+2q
Ω
(Rn)
}
,(37)
‖u‖Hs+2q(Ω) = inf
{
‖w‖Hs+2q(Rn) : w ∈ H
s+2q
Ω
(Rn), w = u in Ω
}
.(38)
This follows immediately from the equality Hs+2q(Ω) = Hs+2q
Ω
(Rn)/Hs+2qΓ (R
n) mentioned in
Setion 2.
Let us denote Rw := w ↾Ω for w ∈ S ′(Rn). We will prove that the mapping I0 : u 7→ Ru0
with u ∈ D
s+2q,(2q)
A,X (Ω) and (u0, f) := IAu establishes the topologial isomorphism (35) in
the ase under onsideration. (In the rst ase, Ru0 = u0.) We use Proposition 3 and note
that (24) ⇒ (25). For an arbitrary u ∈ D
s+2q,(2q)
A,X (Ω), we have: Ru0 ∈ H
s+2q(Ω) (see (37)),
f = Au ∈ Xs(Ω), and
(Ru0, A
+v)Ω = (u0, A
+v)Ω = (f, v)Ω for every v ∈ C
∞
0 (Ω);
i. e., ARu0 = f as distributions in Ω. Therefore I0u = Ru0 ∈ D
s+2q
A,X (Ω). Moreover, in view of
(38) and the denition of Hs+2q,(2q)(Ω) we have:
‖I0u‖
2
Ds+2qA,X (Ω)
= ‖Ru0‖
2
Hs+2q(Ω) + ‖f‖
2
Xs(Ω)
≤ ‖u0‖
2
Hs+2q(Rn) + ‖f‖
2
Xs(Ω) ≤ ‖u‖
2
D
s+2q,(2q)
A,X (Ω)
.
Hene, the operator I0 : D
s+2q,(2q)
A,X (Ω)→ D
s+2q
A,X (Ω) is bounded.
Now we will show that this operator is bijetive. Let ω ∈ Ds+2qA,X (Ω) and f := Aω ∈ X
s(Ω).
Due to (37), there is a distribution u0 ∈ H
s+2q
Ω
(Rn) suh that ω = Ru0. Distributions u0 and
f satisfy ondition (25) beause
(u0, A
+v)Ω = (ω,A
+v)Ω = (f, v)Ω for every v ∈ C
∞
0 (Ω).
Aording to Proposition 4, for u0 ∈ H
s+2q,(0)(Ω) and f ∈ Xs(Ω) →֒ Hs,(0)(Ω) there exists
a unique ouple (u∗0, f) ∈ Ks+2q,A(Ω) suh that ondition (26) is fullled. This implies by
Proposition 3 that
u∗ := I−1A (u
∗
0, f) ∈ D
s+2q,(2q)
A,X (Ω), and I0u
∗ = Ru∗0 = Ru0 = ω.
The element u∗ is a unique preimage of ω in the mapping I0. Indeed, if I0u
′ = ω for some
u′ ∈ D
s+2q,(2q)
A,X (Ω), then the ouple (u
′
0, f
′) := IAu
′ ∈ Ks+2q,A(Ω) satises the following ondi-
tions:
f ′ = ARu′0 = Aω = f and (u
′
0, v)Ω = (ω, v)Ω = (u0, v)Ω ∀ v ∈ C
∞
0 (Ω).
Therefore by Proposition 4, the ouples (u′0, f
′) = (u′0, f) and (u
∗
0, f) are equal that implies
the equality of their preimages u′ and u∗ in the mapping IA.
Thus, the linear bounded operator (35) is bijetive in the ase examined and therefore is a
topologial isomorphism by the Banah theorem on inverse operator. Now using the Fredholm
property of (29) and reasoning as in the rst ase, we omplete our proof in the seond ase.
Theorem 1 is proved.
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5. Proofs of Theorems 2, 3, and orollaries
5.1. Proof of Theorem 2. By the ondition, s < 0, σ ∈ R, and Xs(Ω) := Hσ(Ω). Then
the set X∞(Ω) = C∞( Ω ) is dense in the spae Hσ(Ω).
Suieny. Let (13) be fullled, i.e. σ ≥ max{s,−1/2}. Then by (20) we have
Hσ(Ω) = Hσ,(0)(Ω) →֒ Hs,(0)(Ω),
with the imbedding being ontinuous. We remind that eah funtion f ∈ C∞( Ω ) is identied
with the funtional (f, · )Ω, the last being identied with the funtion Of from the spae
Hs
Ω
(Rn) = Hs,(0)(Ω). Hene
‖Of‖Hs(Rn) ≤ c ‖f‖Hσ(Ω) for every f ∈ C
∞( Ω ),
with number c > 0 being independent of f . Suieny is proved.
Neessity. Let Xs(Ω) := Hσ(Ω) satisfy Condition Is. We assume that σ < 0. (If
σ ≥ 0, then (13) holds true). The operator (28) establishes the ontinuous dense imbedding
Hσ(Ω) →֒ Hs,(0)(Ω). This implies that
H−s(Ω) = (Hs,(0)(Ω))′ ⊆ (Hσ(Ω))′ = H−σ0 (Ω),
we denoting by H ′ the spae antidual to H with respet to the inner produt in L2(Ω). Hene,
−s ≥ −σ. Moreover −σ ≤ 1/2, beause if −σ > 1/2, then the funtion f ≡ 1 ∈ H−s(Ω)
would not belong to H−σ0 (Ω) by virtue of (17). Thus, σ satises (13). Neessity is proved.
5.2. Proof of Corollary 1. Let numbers s < 0 and σ satisfy inequality (13). The bounded-
ness and the Fredholm property of (14) follow immediately from Theorems 1 and 2 in whih
Xs(Ω) := Hσ(Ω) and D∞A,X(Ω) = C
∞( Ω ). Moreover, sine the set O(C∞( Ω )) identied with
C∞( Ω ) is dense in Hs
Ω
(Rn) = Hs,(0)(Ω), the index of (14) is equal to dimN − dimN+ by
Theorem 1(iv) and therefore independent of s, f .
5.3. Remark to Corollary 1. Here we onsider the speial ase of Corollary 1 where −1/2 ≤
σ = s < 0. In this ase the domain of the operator (14) does not depend on A. Indeed, if
−1/2 < σ = s < 0, then we have the bounded operator A : Hs+2q(Ω) → Hs(Ω) beause s is
not half-integer [1, Ch. 1, Proposition 12.1℄. It follows that the domain of (14) oinides with
Hs+2q(Ω) and therefore does not depend on A.
If s = σ = −1/2, we annot reason as above beause the spae H−1/2(Ω) is narrower than
A(H2q−1/2(Ω)). However, in view of Theorem 1(i), equality (20), and Proposition 3 we draw
a onlusion that the domain of (14) is the ompletion of the set of all u ∈ C∞( Ω ) with
respet to the norm
‖u‖2H2q−1/2(Ω) + ‖Au‖
2
H−1/2(Ω) = ‖u‖
2
H2q−1/2,(0)(Ω) + ‖Au‖
2
H−1/2,(0)(Ω) ≍ ‖u‖H2q−1/2,(2q)(Ω).
Hene, the domain oinides with the spae H2q−1/2,(2q)(Ω) independent of A.
5.4. Proof of Theorem 3. By the ondition, s < −1/2 whereas ̺ ∈ C∞(Ω) is positive. Let
us denote by M̺ and M̺−1 the operators of multipliation by ̺ and ̺
−1
respetively. We
have the isometri isomomorhism M̺ : H
s(Ω) ↔ ̺Hs(Ω). It follows from this and from the
density of C∞0 (Ω) in H
s(Ω) that the set C∞0 (Ω) is dense in X
s(Ω) := ̺Hs(Ω). Hene, the
more extensive set X∞(Ω) is dense in Xs(Ω).
We need the following lemma.
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Lemma 1. Let s < −1/2. The multipliation by ̺ ∈ C∞(Ω) is a bounded operator
(39) M̺ : H
−s(Ω)→ H−s0 (Ω)
if and only if ̺ satises Condition IIs.
Proof. Neessity. If the multipliation by ̺ denes the bounded operator (39), then ̺ is a
multiplier in H−s(Ω) and belongs to H−s0 (Ω). Therefore ̺ satises Condition IIs in view of
(17).
Suieny. Let ̺ satisfy Condition IIs. We only need to prove that ̺u ∈ H
−s
0 (Ω) for every
u ∈ H−s(Ω). Condition IIs implies that ̺ ∈ H
−s
0 (Ω) in view of (17). We hose sequenes
(uk) ⊂ C
∞( Ω ) and (̺j) ⊂ C
∞
0 (Ω) suh that uk → u and ̺j → ̺ â H
−s(Ω). Sine both the
funtions ̺ and uk are multipliers in the spae H
−s(Ω), we have therein
lim
k→∞
(̺uk) = ̺u and lim
j→∞
(̺juk) = ̺uk for every k.
This in view of ̺juk ∈ C
∞
0 (Ω) implies that ̺u ∈ H
−s
0 (Ω). Suieny is proved. 
Now let us dene the following spae with inner produt:
̺−1H−s0 (Ω) := {f = ̺
−1v : v ∈ H−s0 (Ω) },
(f1, f2)̺−1H−s0 (Ω) := (̺f1, ̺f2)H
−s(Ω).
We have the isometri isomorphism
(40) M̺−1 : H
−s
0 (Ω)↔ ̺
−1H−s0 (Ω).
Hene, the spae ̺−1H−s0 (Ω) is omplete, with C
∞
0 (Ω) being dense in it.
Note that
(41) (̺−1H−s0 (Ω))
′ = ̺Hs(Ω) with equality of norms.
Indeed, passing in (40) to adjoint operator, we get the isometri isomorphism
M̺−1 : (̺
−1H−s0 (Ω))
′ ↔ (H−s0 (Ω))
′ = Hs(Ω).
This by the denition of ̺Hs(Ω) implies the isometri isomorphism
I = M̺M̺−1 : (̺
−1H−s0 (Ω))
′ ↔ ̺Hs(Ω),
where I is the identity operator. Thus, (41) is proved.
Now we an omplete the proof of Theorem 3 in the following way. Aording to Lemma 1,
Condition IIs is equivalent to the boundedness of the operator (39) that by (40) is equivalent
to the ontinuous imbedding H−s(Ω) →֒ ̺−1H−s0 (Ω). This imbedding is dense and by (41) is
equivalent to the ontinuous dense imbedding
̺Hs(Ω) = (̺−1H−s0 (Ω))
′ →֒ (H−s(Ω))′ = Hs
Ω
(Rn).
Finally, the imbedding ̺Hs(Ω) →֒ Hs
Ω
(Rn) is equivalent to Condition Is. Note that the last
imbedding is dense beause C∞0 (Ω) is dense in H
s
Ω
(Rn) [32, Se. 4.3.2, Theorem 1(b)℄. Thus,
Conditions IIs and Is are equivalent for X
s(Ω) = ̺Hs(Ω).
Theorem 3 is proved.
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5.5. Proof of Corollary 2. Let s < −1/2, and a positive funtion ̺ ∈ C∞(Ω) satisfy
Condition IIs. The boundedness and Fredholm property of the operator (16) follow from
Theorems 1 and 3 with Xs(Ω) := ̺Hs(Ω). In addition, sine the set O(Xs(Ω)) is dense in
Hs
Ω
(Rn), Theorem 1(iv) implies that the index of (16) is dimN − dimN+ and independent
of s, ̺.
The author would like to thank Yu. M. Berezansky and V. A. Mikhailets for their valuable
remarks and interest in this work.
Appendix
A.1. In the appendix we will prove the following proposition, whih gives an important ex-
ample of the funtion satisfying Condition IIs.
Proposition A. Let a number s < −1/2 and a funtion ̺1 satisfying ondition (10) be given.
Assume that δ ≥ −s − 1/2 ∈ Z or δ > −s − 1/2 /∈ Z. Then the funtion ̺ := ̺δ1 satises
Condition IIs.
A.2. Proof of Proposition A. Condition (15) is fullled for the funtion ̺ = ̺δ1 beause
̺1 = 0 on Γ, and δ ≥ −s− 1/2. Therefore we only need to prove that ̺
δ
1 is a multiplier in the
spae H−s(Ω). If the positive number δ is integer, then the funtion ̺δ1 belongs to C
∞(Ω) and
therefore is a multiplier in H−s(Ω). Further we assume that δ /∈ Z. Then by the ondition,
δ > −s− 1/2.
It is not diult to verify that the funtion ηδ(t) := t
δ
, 0 < t < 1, belongs to H−s((0, 1))
(we will do it in the next subsetion). Hene, this funtion has an extension from the interval
(0, 1) to R pertaining to H−s(R). Let us retain the notation ηδ for the extension. By the
Strihartz theorem [35℄, [33, Se. 2.2.9℄, every funtion from the spae H−s(R) is a multiplier
therein if −s > 1/2. Hene, ηδ is a multiplier inH
−s(R). Then [33, Se. 2.4, Proposition 5℄ the
funtion ηδ,n(t
′, tn) := ηδ(tn) of arguments t
′ ∈ Rn−1, tn ∈ R is a multiplier in H
−s(Rn). This
funtion oinides with ̺δ1 in the speial loal oordinates (x
′, tn) near the boundary Γ. Here,
x′ is a oordinate of a point on Γ, and tn is the distane from Γ. It follows by [33, Se. 6.4.1,
Lemma 3℄ that ̺δ1 is a multiplier in eah spae H
−s(Ω ∩ Vj), where {Vj : j = 1, . . . , r} is a
nite olletion of balls in Rn with a suiently small radius ε, and the olletion overs the
boundary Γ. By supplementing this olletion with the set V0 := {x ∈ Ω : dist(x,Γ) > ε/2},
we get the nite open overing of the losed domain Ω. Let ertain funtions χj ∈ C
∞
0 (Vj),
j = 0, 1, . . . , r, form the partition of unity on Ω orresponding to this overing. Sine the
multipliation by a funtion from C∞0 (Vj) is a bounded operator in the spae H
−s(Ω ∩ Vj),
the funtion χj̺
δ
1 has to be a multiplier in this spae and therefore in H
−s(Ω). Hene,
̺δ1 =
∑r
j=0 χj̺
δ
1 is a multiplier in H
−s(Ω).
It remains to proof that ηδ ∈ H
−s((0, 1)). We use the inner desription of the spae
H−s((0, 1)). If −s ∈ Z, the inlusion ηδ ∈ H
−s((0, 1)) is equivalent to that ηδ ∈ L2((0, 1))
and η
(−s)
δ ∈ L2((0, 1)). The last two inlusions are fullled beause δ > −s − 1/2. Hene,
ηδ ∈ H
−s((0, 1)) in the ase examined. If −s /∈ Z, then by [36, p. 214, Se. 7.48℄ the inlusion
ηδ ∈ H
−s((0, 1)) is equivalent to that ηδ ∈ H
[−s]((0, 1)) and
(42)
∫ 1
0
∫ 1
0
|D
[−s]
t t
δ −D
[−s]
τ τ δ|2
|t− τ |1+2{−s}
dt dτ <∞.
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Here as usual, [−s] and {−s} are the integral and frational parts of −s respetively. Sine
δ > [−s]−1/2, we have ηδ ∈ H
[−s]((0, 1)), that was proved above. In addition, inequality (42)
holds true by virtue of the following elementary lemma, whih we will prove in Subsetion A.3.
Lemma A. Let α, β, γ ∈ R, and in addition, α 6= 0, γ > 0. Then
(43) I(α, β, γ) :=
∫ 1
0
∫ 1
0
|tα − τα|γ
|t− τ |β
dt dτ <∞
if and only if the following inequalities are fullled:
(44) αγ − β > −2, γ − β > −1, αγ > −1.
Indeed, the double integral in (42) is equal to c I(α, β, γ), where c is a positive number,
whereas α = δ − [−s], β = 1 + 2{−s}, and γ = 2. Equalities (44) are fullled for these
numbers α, β, and γ, beause
αγ − β = 2(δ + s)− 1 > −2, γ − β = 1− 2{−s} > −1, αγ = 2(δ − [−s]) > −1.
We have used the ondition δ > −s − 1/2 in the rst and the third inequalities. Thus, the
inlusion ηδ ∈ H
−s((0, 1)) is also valid in the ase of non-integer s < −1/2.
Proposition A is proved.
A.3. Proof of Lemma A. Changing the variable λ := τ/t in the inner integral, we an
write the following in view of evident transformations:
I(α, β, γ) = 2
∫ 1
0
dt
∫ t
0
|tα − τα|γ
|t− τ |β
dτ = 2
∫ 1
0
tαγ−β+1dt
∫ 1
0
|1− λα|γ
|1− λ|β
dλ.
Here, the integral in variable t is nite if and only if αγ−β > −2, whereas the integral in τ is
nite if and only if both the inequalities αγ > −1 and γ − β > −1 hold. Hene (43)⇔ (44),
whih is what had to prove.
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