When deciding where to place access points in a wireless network, it is useful to model the signal propagation loss between a proposed antenna location and the areas it may cover. The indoor dominant path (IDP) model, introduced by Wölfle et al., is shown in the literature to have good validation and generalization error, is faster to compute than competing methods, and is used in commercial software such as WinProp, iBwave Design, and CellTrace. The previous algorithms known for computing it involved a worst-case exponential-time tree search, with pruning heuristics for speed.
INTRODUCTION
When installing a wireless network in an office or other building, it can be difficult to determine the best spots to place access points (APs) in order to achieve the desired signal strength throughout the building. Wireless signal propagation is complicated, especially in an indoor office environment where the numerous walls attenuate the signal as it passes through them or diffracts around corners.
Since physical trial-and-error is expensive and time-consuming, we desire an effective model to answer the following question: if we place an access point at location s, how strong of a signal will we receive at various other points t throughout the building? In other words, we want to produce a heat map such as in Figure ? ?.
If we can do this quickly and accurately in simulation, it opens the door to many algorithmic approaches for designing the wireless network to provide the desired coverage, throughput, etc.
Our original motivation for this paper came several years ago, when one of our colleagues told us that he had discovered a beautifully simple but heretical indoor radio signal propagation model in the literature, whose results accorded with reality surprisingly well.
The model has two controversial features: it uses only the strongest propagation path to estimate the received signal strength at a point, and it completely ignores paths that rely on reflections off of walls, focusing on diffractions around corners as the only mechanism for a path to change direction. This indoor dominant path (IDP) model lies in stark contrast to the methods blessed by conventional wisdom in the field: sophisticated ray-tracing techniques that expend a large amount of computational effort on tracing individual rays as they bounce off of multiple obstacles, and add up the contributions of multiple rays at each prediction point, accounting for phase shifting of the waves from the differential path lengths and the resulting constructive or destructive interference. Nevertheless, another member of his team was spending his days pushing a cart around the halls, measuring the actual received signal strengths from the WiFi APs in our building, and finding that the IDP model matched reality roughly as well as the much more sophisticated and accepted ray tracing models.
Better yet, the IDP model is fast: the commercial software he was using that featured the IDP model could compute a heat map for our entire office building from a single AP in minutes, many times faster than ray tracing tools. However, O(1min) was still not fast enough to satisfy our colleague. For each possible AP location on a 1m grid, he wanted to compute a heat map for the entire building, also at a 1m resolution, in order to inform his AP placement. For a 60m x 60m building, this would be 3600 heat maps. At 1min apiece, this would take 2.5 days of computation. Obtaining the relevant data to fuel this modeling was a chore unto itself, and he wanted to rerun the models as the input data improved. Could we compute the model faster, he asked? Sadly, we were not able to do so in time to help our colleague with his project, but we did subsequently design algorithms to compute the IDP model faster, and this paper is the result. On a synthetic 60m x 62m instance meant to model an office building (Section ??), our algorithm takes roughly 1.3sec per heat map, preceded by 2.9sec of pre-computation (which can be amortized across all of the heat maps). Using this algorithm, the full set of heat maps could be computed in under 80min, despite the fact that we have taken no particular care to engineer an optimized implementation.
Our main algorithmic insight is that we can reduce the IDP model to a parametric shortest path computation on an associated graph.
By exploiting further structure, we can reduce this to the equivalent of about 2 ordinary, non-parametric shortest path computations on the same graph, while incurring an approximation error that is provably tiny in the worst case and nearly always zero in practice.
We call this our geometric progression (GP) algorithm, as it involves evaluating a geometric progression of parameter values on geometrically increasing subsets of the graph. Our GP algorithm possesses two benefits over previous algorithms for the IDP model. First, it relies on fast polynomial-time algorithms for shortest path (e.g., Although the IDP model may not yet be fully accepted in the academic community, we take its commercial success and the strong validation results cited above as convincing indicators that it merits further study. While the community would probably value further validation of the model, that is not the aim of this paper. Here, we take the quality of the model as given, and our goal is to present a new algorithmic approach that can solve it faster. The practical value of this speedup is to enable new use cases such as the one described above, where our colleague wished to compute a separate heat map for each possible transmitter location in a 1m grid, to serve as input for a WiFi network planning tool.
Dijkstra's algorithm
Our Contribution. the approximation algorithms use geometric progressions similarly to our GP algorithm, but they do not apply to our problem due to a difference in objective functions and desired bounds. To wit, those algorithms provide multiplicative approximations while our algorithm gives an additive approximation requiring a different geometric analysis. In our context, a multiplicative approximation is meaningless, since path losses are measured on a log scale (dB), so the units would not even make sense for a multiplicative error.
Our algorithm also provides a better tradeoff between the error and number of shortest path invocations. It remains an open question whether there exists a polynomial-time algorithm to solve the IDP exactly, but Carstensen's lower bound implies that we cannot hope to do so directly via our reduction to parametric shortest paths. The IDP model focuses on RF propagation inside buildings, such as for WiFi. It models the path loss PL(P ) along any path P, finds the path P from source (i.e., transmitter location) s to destination t that minimizes PL(P ), and uses that number for the propagation loss from s to t. In this minimization, it considers only polygonal paths that change direction only at corner points of walls in the floorplan. Figure ?? shows examples of such paths, on a synthetic floorplan representing a generic office building. Other obstacles such as round pillars can be modeled as polygonal walls.
The path loss PL(P ) along path P of length d (P ) can be broken into four components: (1) the (constant) unobstructed path loss at a reference distance d 0 (typically 1m), which can include an antenna gain, (2) a distance term based on the ratio d (P )/d 0 , (3) penetration losses for passing through walls, and (4) diffraction losses for changing directions around obstacle corners. With the terms in this order, the path loss PL(P ) (in dB) is:
where path P intersects a sequence of walls i and changes directions at a sequence of corners j. Since PL 0 is a constant (e.g., 40 dB at 1m [? ]), we ignore it for the rest of this paper.
We assume a fixed signal frequency. 
Parametric shortest paths
This section defines the parametric shortest path problem in graphs, and the next section reduces the IDP model to it.
Our input is a graph G = (V , E) where V is a set of nodes and E is a set of edges, along with two non-negative weights on each edge e: a distance d e and a loss ℓ e . In our context, d e represents Euclidean distance and ℓ e represents penetration and diffraction loss. Given any parameter λ ≥ 0, we define a hybrid edge weight h λ (e) = ℓ e + λd e . Given a source node s ∈ V and target node t ∈ V , let P λ be the shortest path w.r.t. weights h λ and let (d λ , ℓ λ ) denote 
A graph representing all valid paths
We now construct a graph with weights d e and ℓ e on each edge e, capturing distance and (penetration + diffraction) loss of paths in the IDP model. We require:
(1) the distance d (P ) and loss ℓ(P ) of path P in the IDP model equal e ∈P d e and e ∈P ℓ e , and
(2) every valid physical path P in the IDP model corresponds to a path in the graph, and vice versa. We construct such a graph in two phases: first a graph G 1 that encodes all relevant paths, plus their distances and wall penetration losses, then a related graph G 2 that also encodes diffraction losses. There are two defects in G 1 that we must correct in our construction of G 2 : it models neither the penetration losses at corners nor the diffraction losses. We correct this by "exploding" each corner node c ∈ C, replacing it with a new set of nodes, one for each incoming and outgoing edge e. These new nodes are directed sockets of G 1 , i.e., ordered pairs (e, c) where e ∈ E 1 is incident to c in G 1 .
These new socket nodes are illustrated by the circles in Figure ? ?, labeled (e 1 , c), . . . , (e 4 , c). We now add a directed edge from each incoming socket to each outgoing socket at corner c, represented by the six blue edges inside the big circle in Figure ? ?.
An intra-corner edge e ∈ E 2 running from incoming socket (e 1 , c) to outgoing socket (e 2 , c) covers zero physical distance, so d e = 0. The loss ℓ e is the sum of a diffraction loss δ c θ e 1 e 2 (where θ e 1 e 2 is the physical angle between directed edges e 1 and e 2 ), and a penetration loss term. For the latter, we compute the total penetration loss for the walls incident at corner c encountered as we sweep either clockwise or counterclockwise from e 1 to e 2 , and take the minimum. There are two more subtleties. First, some edges of G 1 run from one end of a wall segment to the other. We represent these as two edges, one on each side of the wall, to enable correct penetration losses on the intra-corner edges of G 2 . Second, sets of co-linear corner points are a common occurrence in buildings, so we cannot assume away their existence. It would be problematic to consider edges directly from one end of the line of corners to the other, because we would have to make a decision at each intermediate corner point about which side of the wall the edge lies on for that segment, thereby introducing an exponential number of parallel edges. Instead, we simply delete these edges, keeping only those connecting adjacent pairs along the line of corner points.
It is clear that every valid path P in the IDP model corresponds to a path in G 2 , and vice versa. Moreover, d (P ) and ℓ(P ) as defined by G 2 agree with the values assigned by the IDP model. In other words, we have set the edge weights so that (??) becomes PL(P ) = PL 0 + ℓ(P ) + 10γ log 10 d (P ).
(
The dominant path is the one that minimizes ℓ(P ) + 10γ log 10 d (P ).
For convenience, we convert to ln, plug in γ = 2, then define α = 10γ ln 10 dB ≈ 8.686dB, f (d, ℓ) = ℓ + α ln d, and f (P ) = f (d (P ), ℓ(P )). Thus, the dominant path P is the one that minimizes f (P ).
Reduction to parametric shortest path
This theorem demonstrates that the dominant s-t path is one of the parametric shortest s-t paths in G 2 .
Theorem 1. Let P * be the dominant s-t path, and define d * = d (P * ) and λ * = α d * . Then P * also minimizes h λ * (P ) = ℓ(P ) + λ * d (P ).
A proof appears in the full paper [? ] . Figure ? ? shows the crux: L(d * , ℓ * , λ * ) lies below the level set F , so (d * , ℓ * ) minimizes h λ * .
EXACT CONVEX HULL
By the results of Section ??, finding the dominant s-t path reduces to a parametric s-t shortest path computation, or equivalently finding the lower left convex hull of feasible paths (Figure ??) . Let SP(λ) denote the shortest path calculation w.r.t. edge weights h λ .
Theorem 2. The parametric s-t shortest path problem can be solved using (2k + 1) shortest s-t path computations, where k is the number of breakpoints.
Since k is at most n O (log n) [? ], the parametric s-t shortest path problem can be solved using at most n O (log n) s-t shortest path computations. The average number of breakpoints in our experiments is only about 5 (Section ??). This divergence between the worst case and practice can be explained by smoothed analysis: a formalization of the idea that the worst-case instances are rare and brittle, and in practice the algorithm encounters "good" instances, for which the number of breakpoints is small. Theorem 3. The exact IDP model can be solved in smoothed polynomial time.
Proofs of Theorems ?? and ?? appear in the full paper [? ] .
GEOMETRIC PROGRESSION ALGORITHM
From Theorem ??, we can compute a single s-t dominant path efficiently if the number of breakpoints is small. However, if we wish to compute dominant paths from a single source s to all destinations then we can do much better, especially if we are willing to tolerate a small additive error. Our geometric progression (GP) algorithm does precisely this. We devote this section to its definition, then to analyzing its approximation error and practical time complexity.
Given fixed r > 1, λ 0 > 0, define a geometric sequence of values λ i = λ 0 r i , for i ∈ Z. It is safe to think of r as 2. The geometric progression algorithm GP (r, λ 0 ) runs SP(λ i ) for λ i in some sufficiently wide range (specified later). 2 For each destination t, it outputs the best of the s-t paths it found, according to the real objective function f . Since our algorithm always outputs the path loss of some valid path, it never underestimates the optimal path loss. Let d λ (t ) and ℓ λ (t ) denote the distance and loss of the s-t path P λ (t ) computed by SP(λ), omitting the argument t where clear from context. For convenience, define d min = d ∞ and d max = d 0 , the lengths of the straight-line and min-loss s-t paths, noting that d λ decreases in λ, while ℓ λ increases.
For each t, Theorem ?? guarantees there is some λ such that SP(λ) finds the dominant s-t path. Although we don't know which λ that is, the GP (r, λ 0 ) algorithm is guaranteed to use a nearby value, and this allows us to bound the error, as shown by Theorems ??, ??
and ??. In each theorem, (d * , ℓ * ) denotes the optimal distance-loss for t.
It turns out thatβ := r ln r r −1 is the worst value of β.
Theorem 5. Algorithm GP (r , λ 0 ) returns an s-t path P with f (P ) ≤ f (d * , ℓ * ) + α (−1 + ln r r −1 + ln(r − 1) − ln ln r ).
Theorem 6. Set λ 0 = r u where u is drawn uniformly from (0, 1). For each destination t, algorithm GP (r , λ 0 ) returns an s-t path P with E[f (P )] ≤ f (d * , ℓ * ) + α (− 1 2 ln r + ln(r − 1) − ln ln r ). We assume adversarial input, so the expectation in Theorem ??
is w.r.t. the algorithm's random choice of u. As we prove these theorems, our intermediate results will tell us what range of λ i we must consider, and also allow us to prune G 2 before running each SP(λ i ) calculation. As a result, each measurement point appears in only a small number of these graphs, O (1) in practice. We defer the proof of Theorem ?? to the full paper [? ] .
Proof of Theorem ??. Figure ? ? illustrates the following geo-
Hence, (d λ , ℓ λ ) lies on or below the level set for h λ through (d * , ℓ * ), denoted L(d * , ℓ * , λ). Among all such points, the one maximizing f lies at the point of tangency between L(d * , ℓ * , λ) and some level
using the fact that d * = α/λ * , from Theorem ??. 
Practical considerations
We have one piece of unfinished business, which is to define the range of λ i values for which GP (r , λ 0 ) must run the SP(λ i ) compu- ]. Therefore, if we run SP(λ i ) for each of the λ i in
then we satisfy the error bounds in Theorems ?? and ??. Therefore, for each λ i considered in algorithm GP (r, λ 0 ), we need to include node t in G 2 only for the measurement points
If M (λ i ) = ∅, then we do not have to run SP(λ i ) at all.
We can now answer the question that we deferred when first defining algorithm GP (r, λ 0 ), namely: for which λ i must we run SP(λ i )? Let us define D min = min t d min (t ) and D max = max t d max (t ).
Then we must try all λ i in [ αβ r D max , αβ D min ]. The multiplicative width of I (t ) is only r d max d min , so in expectation, each destination t is pruned from G 2 for all but log r r d max (t ) d min (t ) values of λ i . Recall that d min (t ) is merely the straight-line distance from s to t, whereas d max (t ) is the distance along the s-t path P 0 (t ) with lowest (penetration + diffraction) losses. The diffraction losses are relatively high compared to the penetration losses, e.g., for drywall, a 90°turn costs the same as penetrating 2.5 walls (Section ??). Therefore, we would expect that path P 0 does not bend too much, and therefore d max (t ) d min (t ) will be fairly small in practice, typically less than 2. In this case, if using r = 2, then we include most destinations t in only one or two of the SP(λ) computations.
We can also prune some of the corner points from G 2 . If the distance d (s, c)+d (c, t ) from s straight to corner point c ∈ C straight to t exceeds d max (t ), then we need not consider any s-t paths that go through c, because they will be both longer than P 0 (t ) and have equal or greater loss than P 0 (t ) (which has minimum loss over all s-t paths). In this case, we prune the edge (c, t ) from G 2 . If this condition holds for all t ∈ M (λ i ), we prune c from G 2 entirely.
Conceptually, our sequence of SP(λ i ) computations is performed on a single graph, G 2 . However, the pruning operations that we just discussed shrink it greatly for most values of λ i , because of the geometry. Let us sweep λ downward from αβ D min to αβ r D max . Initially, only the nodes close to the source s remain unpruned. Each time we divide λ by r , the outer radius of the annulus of measurement points defining M (λ) grows by a factor of r . Assuming the ratio O (1) , then the inner radius of this annulus also grows by roughly a factor of r . In the typical case, the set of measurement points is a uniform grid, which means that |M (λ)| grows by roughly a factor of r 2 . If the corners are also spaced relatively uniformly, then the number of unpruned corners also grows by roughly r 2 .
Therefore, the set of relevant unpruned C − C and C − T edges grows by roughly r 4 . Therefore, the total cost of all of the SP(λ i ) computations is dominated by the ones at the end of the process (small λ i ), where the pruned version of G 2 is the largest, and by SP(0), which is used to compute d max (t ) for all t and so must run on the full G 2 . 4.1.2 Running Dijkstra on G 2 implicitly. Recall Dijkstra's shortest path algorithm [? ] . We maintain a distance label L v on each node v, initialized to 0 for s and ∞ for all other nodes, with all labels active. At each step, we select the smallest active label, make it inactive (aka finalize it), and relax each of its outgoing edges e = (v, w ), namely L w ← min(L w , L v + w e ). Once the last label is finalized, L v is the weight of the shortest path from s to v.
Recall that most of the nodes in G 2 are sockets (e, c) from G 1 , where c ∈ C is a corner point with incident edge e, and most of the edges of G 2 are the intra-corner edges from each incoming socket to each outgoing socket at c. We can save a huge amount of memory by explicitly constructing and storing only G 1 , and running Dijkstra implicitly on G 2 . To do this, we maintain our distance labels L on the sockets of G 1 . When we finalize the label of an incoming socket (e, c), we relax all of its outgoing intra-corner edges to the outgoing sockets (e ′ , c). The cost of each such edge depends on just three things: (1) the diffraction angle between e and e ′ , (2) the sector of e, and (3) the sector of e ′ , where sector refers to the directions between two consecutive walls meeting at c. Figure ?? shows 3 sectors around corner c. The pair of sectors determines the penetration loss and the deflection angle determines the diffraction loss.
This explains how to run Dijkstra without ever storing G 2 . Better yet, we can avoid the vast majority of no-op relaxations (i.e., ones that do not actually update their label). This is because, for all outgoing sockets (e ′ , c) within a given sector, the penetration loss from (e, c) is the same, and the diffraction loss, plotted as a function of the angle θ , is a line with constant slope equal to ±δ c , the diffraction constant at corner c. Thus, we can picture each of the finalized incoming sockets (e, c) at corner c as inducing either a V-shape (for its own and its opposite sector) or a line (for all other sectors), representing the implied path weight to a hypothetical outgoing socket at angle θ . The actual Dijkstra label will be the minimum of these lines and V-shapes.
To actually perform the relaxation for a newly-finalized incoming socket (e, c), we start in the opposite sector at angle 0, the bottom of the V, and march through the outgoing sockets in clockwise order to 180°, then do it again counterclockwise. If we ever encounter an angle at which our implied label exceeds the existing label (aka a no-op relaxation), we know that our line is dominated for the rest of that sector, since we are increasing at rate δ c and all other lines are increasing or decreasing at that same rate. We then pick up at the next sector, where we have a chance again because the vertical offset of each line is different (from the differing penetration losses, depending on the sector of the corresponding incoming socket).
Therefore, the number of no-op Dijkstra relaxations that we must perform is bounded by the number of sectors + 2 (since the 0°and 180°sectors each count twice).
EXPERIMENTS
Datasets: For our experiments, we consider two types of artificial "buildings." These are not meant to replicate real buildings, but rather just to exhibit some properties of our algorithms. The first type are ten random "maze" buildings, like the one shown in Figure ? ?. These are formed by taking a 20x20 grid graph, removing a random spanning tree, and then taking the planar dual, leaving a 20x20 connected maze of 3m x 3m cells. This gives 60m x 60m buildings, with 441 corner points, 441 walls, and 3600 measurement points (on a 1m grid). The second building is an artificial office building, like the one shown in Figure ? ?, to contrast with the random mazes. Although this is not a real office building, it does provide a check that the experimental results are not purely an artifact of the random mazes. It consists of a very regular grid of 3m x 4m offices connected by 2m wide hallways, with 12 rows of 20 offices each (where Figure ?? shows just a portion with 6 rows of 10 offices). This office is 62m x 60m, with 418 corner points, 658 walls, and 3720 measurement points (on a 1m grid). For both types Approximation errors: First, we consider the approximation error of the GP algorithm from Section ??. For each of the ten random mazes, we sampled 1000 random source-destination pairs, and for the office building, we sampled 10,000 random pairs. For each pair we computed the full convex hull of parametric shortest paths (Section ??). Even though Carstensen [? ] gives a worst-case lower bound of n Ω(log n) for the number of extreme points on the convex hull, the worst case we encountered was 19 extreme points, and the mean was only 4.2 for the mazes, and 5.5 for the office building.
Based on these convex hulls, we compute the exact solution to the IDP model, which allows us to compute the expected error for each source/destination pair in the GP approximation algorithm.
All expectations are w.r.t. the random choice of λ 0 in GP (r, λ 0 ). gives an expected error bound of 6.6dB, the worst observed error is only 1.5dB and 99% of the s-t pairs have error below 0.6dB. There is never any reason to use such a large value of r ; we show it just to emphasize that our results are extremely robust to r .
To understand why the geometric progression algorithm actually finds the dominant s-t path so frequently, consider the two breakpoints λ lo and λ hi corresponding to the two segments of the convex hull adjacent to the extreme point representing the dominant s-t path (Figure ??) . The dominant s-t path will be returned by SP(λ) for every value of λ ∈ (λ lo , λ hi ). In particular, if λ hi /λ lo > r , then the geometric progression is guaranteed to have λ i ∈ (λ lo , λ hi ) for some i, and hence find the dominant s-t path. Figure ?? shows, as a function of r , how often we are guaranteed to find the dominant s-t path, i.e., what fraction of our sampled s-t pairs satisfy λ hi /λ lo > r .
Pruning G 2 : As observed in Section ??, a measurement point t needs to be included when running SP(λ i ) only for each λ i ∈ I (t ), so is pruned from G 2 for all but log r r d max (t ) d min (t ) values of λ i (in expectation). To evaluate how effective this pruning was, we considered r = 2 for ten random choices of s and a 1m grid of measurement points for each of ten random maze buildings and the office building. For the random maze buildings, the expected number of SP(λ i ) computations that left the average measurement point unpruned was only 1.06, and the maximum expectation we encountered over all measurement points was only 2.14. For the office building, the long straight hallways result in higher d max (t ) d min (t ) ratios, but still the average number of SP(λ i ) a measurement point was included in was only 1.29, and the maximum we encountered was only 2.69. Hence, the total complexity of the full GP (2, λ 0 ) computations on the unpruned version of G 2 : one with λ = 0 to compute d max (t ) for all t, and the sequence of Dijkstra runs on pruned versions of G 2 add up to about one additional Dijkstra on the full G 2 .
Implicit G 2 savings: A key implementation detail is to avoid no-op Dijkstra edge relaxations on the implicit representation of G 2 (Section ??) . In the run that generated the heat map in Figure ? ?, roughly 99% of the relaxations were no-ops, so this trick allowed us to perform only 2.18 × 10 8 relaxation steps rather than 2.87 × 10 10 .
Running time: For the mazes, building G 2 took 3.0 CPU sec, and generating a heat map from a single source took 1.0sec. For the office, building G 2 took 2.9sec, and a single heat map took 1.3sec.
The experiments were run using a single thread on a 3.6GHz Intel Xeon E5-1650v4 CPU.
FUTURE WORK
This paper focuses on algorithm design, not algorithm engineering.
Although our prototype implementation is reasonable, it has not been highly engineered for speed. We could accelerate it by pruning edges of G 1 above some loss threshold, handling measurement points outside the main Dijkstra loop and priority queue, tuning data structures, cache optimization, etc. After such improvements, a careful "horserace" running time comparison against tree-search dominant path codes might be appropriate. This paper instead focuses on proving the GP algorithm's viability, owing to its alreadyfast running time and superb fidelity to the exact IDP model.
For simplicity, we focused on the 2D indoor dominant path model, but the outdoor and mixed models are also important. It would be interesting to apply the GP algorithm to these models, and also to 3D models. Finally, we hope that our methods will be integrated into wireless nework planning tools, to support AP placement optimization as described in Section ??. 
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