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ABSTRACT 
For a loopless, acyclic, transitive directed graph, we give a new result about the 
relation between the t-predecessor property or predecessor property of subsets of its 
levels and the property of having full combinatorial column rank for certain blocks in 
its adjacency matrix. As a corollary, we give new lower bounds for the ith height 
characteristic number of a singular M-matrix. An open question about determining 
the height characteristics of singular M-matrices with a prescribed singular graph is 
also posed. 
0. INTRODUCTION 
It is well known that a (square) nonnegative matrix is irreducible if and 
only if its associated directed graph is strongly connected, and that an 
irreducible nonnegative matrix has nice spectral properties as given by the 
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famous Frobenius theorem. It is natural to go further and ask about the 
connection between the structure of the elementary divisors (or Jordan 
blocks) associated with the spectral radius of a nonnegative matrix and its 
associated directed graph. For convenience, here questions are usually formu- 
lated in an equivalent form in terms of a singular M-matrix (with respect to 
the eigenvalue 0). 
Research in this direction is of long standing and dates back to the early 
work of H. Schneider at the beginning of the second half of this century (see 
[ll, 121). In the early work there was no explicit use of graphs. Substantial 
progress was made in the 197Os, when people began to apply graph-theoretic 
methods (see Richman [8], Richman and Schneider [9], and Rothblum [lo]). 
To set a direction for research, in 1986 Schneider [ 131 posed explicitly several 
general open questions about the relation between the Jordan diagram of a 
singular M-matrix (for the eigenvalue 0) and its singular graph or level 
diagram. Reformulated in an equivalent way in terms of height characteristic 
(instead of Jordan di agram) and level characteristic (instead of level diagram), 
his questions are as follows. (The definitions of height characteristic and level 
characteristic will be given in Section 1.) 
QUESTION A. Given a singular graph (that is, a transitive, acyclic di- 
rected graph) S, what are the possible height characteristics for singular 
M-matrices with singular graph S? 
QUESTION B. Given a finite nonincreasing sequence 71 of positive inte- 
gers, what are the possible singular graphs for M-matrices with height 
characteristic equal to q? 
QUESTION A’. Given a (finite) sequence h of positive integers, what are 
the possible height characteristics for singular M-matrices with level charac- 
teristic A? 
QUESTION B’. Given a finite nonincreasing sequence 77 of positive 
integers, what are the possible level characteristics for M-matrices with 
height characteristic equal to v? 
The survey paper [13] has aroused the interest of many people in the 
subject. Since its appearance, more than a dozen papers have appeared on 
the graph-theoretic spectral theory of matrices. Depending on the previous 
work of [2, 31, recently Hershkowitz and Schneider [5] completely determined 
all possible relations between the height characteristic and the level charac- 
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teristic for matrices in a class which includes the class of singular M-matrices. 
More specifically, what they obtained is the following: Given 77, h, two finite 
sequences of positive integers of the same length, there exists a matrix in the 
said class with height characteristic r] and level characteristic h if and only if 
A is majorized by 77 in a strong sense. Thus they solved the open Questions A’ 
and B’ mentioned above. Nevertheless, Questions A and B are still open, and 
appear to be more difficult. This paper is the outcome of our attempt to 
answer Question A. Though the question remains unresolved, we have 
obtained some interesting related results and also made some useful observa- 
tions which may help in the final solution of the question at issue. 
We now describe our paper in more detail. Section 1 is devoted to 
definitions and notation. In Section 2 we describe known fundamental results 
on the subject. We also collect results which describe for a real matrix the 
relation between the property of having full combinatorial column rank or full 
absolute column rank and the property of having a system of distinct 
representatives or a rigid system of representatives for the supports of its 
columns. We indicate how these results can be used to deduce readily known 
results of Richman [B] and Richman and Schneider [9]. In Section 3 we show 
that a necessary and sufficient condition for the ith level (i 1 2) of a singular 
graph S to have the (i - D-predecessor property is that the product of 
certain blocks in the adjacency matrix of S has full combinatorial column 
rank. Equivalent conditions for related properties of the singular graph are 
also given in terms of its adjacency matrix. Making use of the results obtained 
in the previous section, in Section 4 we obtain lower bounds for the ith 
(i 2 2) height h c aracteristic number of singular M-matrices with a prescribed 
singular graph. We also pose a question about determining the height 
characteristics of singular M-matrices with a prescribed singular graph. Some 
related questions about the ranks of nonnegative matrices with a given zero 
pattern are also asked. Illustrative examples are given at the end. 
1. DEFINITIONS AND NOTATION 
All matrices considered in this paper are real. This section contains most 
of our notation and definitions. Some are given in the next sections. We begin 
with graph-theoretic definitions. All the graphs we deal with are simple 
directed graphs, possibly with loops. 
For a positive integer rr we denote by (n) the set {1,2, . . . , n). The 
cardinality of a set S is denoted by card(S). 
Let V be a nonempty set, and let E be a set of ordered pairs of elements 
of V. The pair G = (V, E) is called a directed graph, the elements of V are 
its vertices, and the elements of E are the arcs of G. 
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Let G be a directed graph. A sequence T = (ir, . . , i,) of vertices of G is 
said to be a chain from i, to i, in G if there is an arc in G from i, to ij+ i 
for each j E (k - 1). Th e chain r is said to be simple if i, , . . , i, are all 
distinct. r is called a circuit if i, = ii and i,, . , ik_l are all distinct, and is 
a loop if k = 2 and i, = i,. If i, j are vertices of G, we say i has access to j if 
i= j or there is a chain in G from i to j. G is said to be acyclic if it contains 
no circuits except possibly for loops, and is loopless if it has no loops. G is 
said to be transitive if (i, k) is an arc of G whenever (i, j) and (j, k) are arcs 
of G. By the length of a chain we mean the number of edges it contains. 
Let G be an acyclic directed graph. Let i be a vertex of G. We define the 
level of i as 1 plus the maximal length of a simple chain in G that terminates 
at i. (By convention, the empty chain terminates at each vertex and is of 
length zero.) We call the set of all vertices of level i the ith level of G, and 
denote it by hi(G). The cardinal&y of hi(G) is denoted by hi(G). When 
there is no danger of confusion, we write simply hi and hi. If G has 4 levels, 
then the sequence (h,(G), . , A,(G)) is called the level characteristic of G, 
and is denoted by A(G). 
A directed graph G is said to be strongly connected if either it has only 
one vertex or there is a chain in G from i to j for all distinct vertices i and j. 
A strong component of a directed graph G is a maximal strongly connected 
subgraph of G. 
If A is an m X n matrix, (Y c (m), and /? 5 (n), then we denote by 
A[ (Y I p ] the submatrix of A whose rows and columns are indexed by cy and p 
respectively. If (Y = ~3, we write A[ cr] p] simply as A[ (~1. 
Let A be an n X n matrix. As usual, the directed graph G(A) of A is 
defined to be the graph with vertex set ( n) and such that there is an arc from 
i to j iff ajj f 0. Suppose that G(A) h as r strong components, labeled by 
ai, ‘. .1 Q,, where (Y~ denotes the set of all vertices of the corresponding 
strong component. By the reduced graph of A, denoted by M(A), we mean 
the directed graph with vertex set { cri, . , QJ and such that there is an arc 
(ai, CX~) if and only if the submatrix A[ oil L~I] is nonzero. When i is a vertex 
and CY is a strong component of G(A), we say i has access to (Y if i has 
access [in G( A)] to some vertex of CY. If x is a vector in R” and (Y is a vertex 
of ?ll( A), then we denote by ( x>~ the subvector of x formed by the entries 
indexed by cy (in the natural order), and also refer to it as the a-suhvector 
of x. 
Let A be a square singular matrix. A vertex cy of %(A) is said to be 
singular if the submatrix A[ (u] is singular. By the singular graph of A, 
denoted by S(A), we mean the directed graph whose vertex set is the set of 
all singular vertices of %( A), and is such that there is an arc ((Y, P ) in S( A) 
if and only if (Y f p and (Y has access to /3 in %(A). It is clear that S(A) is 
always acyclic, loopless, and transitive. (Our definition of the singular graph 
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of a matrix deviates from that of Richman and Schneider [9] in that we 
require the graph to be loopless instead of having a loop at each of its 
vertices.) Note that the singular graph of a matrix is unique up to the labeling 
of its vertices (or, in other words, up to graph isomorphism). Suppose that 
S(A) has 4 levels. For each i, 1 6 i s q, we denote A,(S( A)) by h,(A), or 
simply by Ai if there is no danger of confusion. The sequence 
(h,(A), . . , h,(A)) is called the level characteristic of A, and is denoted by 
A( A). 
For a matrix A we denote its nullspace and nullity respectively by %(A) 
and n(A). 
Let p be the index of a square singular matrix A, that is, the order of the 
largest block in the Jordan form of A associated with the eigenvalue 0. For 
each i E ( p> let v~( A) = n( A’) - n( A’- ‘) [where n( A’> = O]. The se- 
quence (q&A), . . . , vP(A)) is called the height characteristic (or Weyr 
characteristic) of A, and is denoted by v(A). 
Let CY = ((Y1.. . , a,) and p = ( PI,. . , /!I,> be two sequences of nonneg- 
ative integers. Following the definition of Hershkowitz and Schneider [5], we 
say that /3 mujotizes (Y (or (Y is majorized by P), and denote it by CY s P, if 
;: 1 
**a +a!, 5 p1 + **a +& for every k E (t - l), and (Ye + e.0 + (Y~ = 
*.. +p,. Note that (Y s p if and only if akfl + 0.. +a, 2 Pkil 
+ ... +& for every k E (t - l), and a1 + +.. +a, = p1 + ;a* +p,. 
If A is a finite sequence of positive integers, we denote by A the sequence 
h reordered in a nonincreasing order. 
We call a matrix (or a vector) P nonnegative (positive) if each of its 
entries is a nonnegative (positive) number. Then we write P 2 0. A square 
matrix A is called a singular M-matrix if there is a square nonnegative matrix 
P such that A = p(P)Z - P, w h ere p(P) denotes the spectral radius of P. 
A strictly block lower triangular matrix D = (Dkl>ky,l=, is said to be in a 
standard form if the partition of the vertices of the singular graph S( 0) into 
levels and the partition of the rows (as well as columns) of D into blocks are 
the same, viz.: 
It is clear that by a simultaneous permutation of rows and columns every 
strictly lower triangular matrix D can be transformed to a strictly block lower 
6 RAFAEL BRU, RAFAEL CANTO, AND BIT-SHUN TAM 
triangular matrix in a standard form, without affecting the sequences A(D) 
and q(D). 
We call a directed graph a singular graph if it is acyclic, loopless, and 
transitive. Let S be a singular graph with vertex set (n). By the adjacency 
matrix of S, which we denote by U(S) (or simply by V), we mean the n X n 
(0,l) matrix whose directed graph is S. By relabeling the vertices of S, if 
necessary, we may always assume that V( S> is a strictly block lower triangular 
(transitive) matrix in a standard form. 
In their study of M-matrices with equal level characteristic and height 
characteristic, Richman and Schneider [lo] introduced the concept of prede- 
cessor property (which they originally called the successor property) for 
subsets of an acyclic graph. Below we give the definition, generalizing it 
slightly. 
Let G be an acyclic directed graph with 9 levels; let k E (9 - 1). For 
each vertex i of h,+,(G), let A(i) denote the set of all vertices j in h,(G) 
for which there exists an arc from j to i. If Z is a subset of A,, i(G), we 
write A(Z) for lJ,,,A(i>. If t E (k) and Z s hk+i, we define A”(Z) 
inductively by At(Z) = A(A’- l( I>>; ‘t 1 IS c ear that A’( Z> consists of precisely 1 
those vertices j in A, + 1 _ t which have access to some vertex of I (by a simple 
chain of length t). A subset I of Aktl (G) is said to have the t-predecessor 
property, where t E (k) ( or simply the predecessor property if t = 1) if 
there do not exist disjoint nonempty subsets Ji, Jz of Z such that At(J,) = 
AT],>. 
2. PRELIMINARY RESULTS 
The following known result (see Huang [7, Section 41) is fundamental to 
the study of problems about the height characteristic and level characteristic 
of a singular M-matrix. We call a square matrix transitive if its directed graph 
is transitive. 
THEOREM 2.1. Let A be an n x n singular M-matrix with m singular 
vertices. Then there exists an m X m strictly lower triangular transitive 
nonnegative matrix D such that q(A) = v( 0) and (possibly a$er relabeling 
the vertices of S( A))$ A) = S( 0). 
Among other results, Hershkowitz and Schneider [5, Theorem 4.11 obtain 
the following strong majorization relation between the level characteristic and 
the height characteristic of a singular M-matrix. 
THEOREM 2.2. Let h = (A,, . , A,) b e a sequence of positive integers, 
and let 77 = (ql,. . . , qp) be a nonincreasing sequence of positive integers. 
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Then there exists a singylar M-matrix A such that A( A) = h and q(A) = q if 
andonlyifp =qand h s q. 
IXt (Ei)iE(m) be a finite family of nonempty subsets of a set E. A family 
(Xi,. . , x,) of distinct elements of E is said to be a system of distinct 
representatives for ( Ei Ii E ( m ) if xi E Ej for each i E (m). If, in addition, 
there is no nonidentity permutation (T of (1,. . , m} such that xaCi) E Ei for 
each i E (m), then the family (xi,. . . , x,) is said to be a rigid system of 
(distinct) representatives for (Eiji ~ (“,). 
Two matrices A = (aij> and B = (bij) of the same size are said to have 
the same zero pattern provided that ajj = 0 if and only if bij = 0. Then we 
also write s(A) = s(B). 
A (rectangular) matrix A is said to have full absolute column rank if any 
matrix (of the same size) with the same zero pattern has full column rank. A 
nonnegative matrix A is said to have full combinatorial column rank if any 
nonnegative matrix with the same zero pattern has full column rank. 
If A is an m X n matrix and j E (n), then we denote by QA(j> the 
support of the jth column of A, that is, the set (i E (m): aij # 0). If 
(Y C_ (n), we also write QA(a> for lJ jE a Q,(j). The following result follows 
from a modification of the proof of Richman [8, Lemma 2.11 or from 
Hershkowitz and Schneider [6, Theorem 3.91. 
THEOREM 2.3. Let A be an m x n matrix. The following conditions are 
equivalent: 
(i) A has full absolute column rank. 
(ii) The family of sets o,(j), j E (n) has a rigid system of representa- 
tives. 
The following result is known (see, for instance, Hershkowitz and Schnei- 
der [4, Corollary 4.31): 
THEOREM 2.4. Let A be an m X n matrix. The following conditions are 
equivalent: 
(i) There exists a nonnegative matrix with full column rank that has the 
same zero pattern as A. 
(ii) There exists a matrix with full column rank that has the same zero 
pattern as A. 
(iii) The family of sets Q,(j), j E (n), has a system of distinct represen- 
tatives. 
Our next result is just a reformulation of Richman and Schneider [9, 
Lemma 5.21. For a further equivalent condition, see Hershkowitz and Schnei- 
der [6, Theorem 5.41. 
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THEOREM 2.5. Let A be an m X n nonnegative matrix. Then the follow- 
ing are equivalent: 
(i> A has full combinatorial column rank. 
(ii) The sets Q,(j), j E (n), are all nonempty, and there do not exist 
disjoint nonempty subsets (Y, p of (n) such that QA( CY) = QA( p ). 
As a digression, below we give a new result about a system of representa- 
tives for a set system. 
THEOREM 2.6. Let (Eiji, (m) be a finite family of finite nonempty 
subsets of a set E. Consider the following conditions: 
(i> (Ei)i E cm) has a rigid system of representatives. 
(ii) There do not exist nonempty disjoint subsets IY, /? of (m) such that 
‘JiEaEi = UiGpEi. 
(iii> (Ei)i E cm) has a system of distinct representatives. 
We always have (i) =+ (ii) * (iii). 
Proof. Suppose that the set tJ i t cmj Ei has n elements, say, x1, . . , x,. 
Define an n X m (0, 1) matrix A such that a,. equals 1 if xi E Ej and equals 
0 otherwise. Apply Theorems 2.3, 2.4, an d 2.5. Our implications follow 
readily. n 
The following known result (see Richman [8, Theorem 1.21) is fundamen- 
tal to the study of matrices with equal level characteristic and height 
characteristic. 
THEOREM 2.7. Let D be a strictly block lower triangular matrix in a 
standard form. Let p be the index of D, and q be the number of levels of the 
singular graph S(D). Th en the following are equivalent: 
(i) ~(0) = A(D) (and hence p = q>. 
(ii) For each k E (q - l), Dk,k+l has full column rank, where Dk,k+ 1 
denotes the submatrix of D with rows and columns inokxed by h,(S( D)) and 
A,, 1( S( D)) respectively. 
Observe that if S is a singular graph with adjacency matrix U, then for 
each i E A,, r we have A(i) = QUI,k+ I<i>, where U,> k+ r denotes the subma- 
trix of U with rows and columns indexed by A, and A, + r respectively. By 
Theorem 2.5 it follows that A,, 1 has the predecessor property if and only if 
the matrix U,, k+ r has full combinatorial column rank. Making use of 
Theorems 2.1 and 2.7, one can now readily deduce the following known 
result (Richman and Schneider [9, Theorem 5.61): 
PREDECESSOR PROPERTY 9 
THEOREM 2.8. Let S be a singular graph with levels A,, . . . , A,. Then 
the following conditions are equivalent: 
(9 17(D) = MD) f or each strictly lower tm’angular nonnegative matrix D 
with S(D) = S. 
(ii> q(A) = h(A) f or each singular M-matrix A with S(A) = S. 
(iii) For each k E (q - l), Ak+ 1 has the predecessor property. 
Similarly, making use of Theorems 2.3 and 2.4, one can also readily 
deduce Theorems 2.3 and 2.4 of Richman [B]. 
3. FULL COMBINATORIAL COLUMN RANK AND THE 
PREDECESSOR PROPERTY 
THEOREM 3.1. Let I?,,..., E,, k 2 2, be rectangular (0, 1) matrices of 
sizes n, X n2, n, X n3,. . . , nk X nk+l respectively. Consider the following 
conditions: 
(a> The matrix E,E, a*- E, has full combinatorial column rank. 
(b) Each of the mat&es E,, i E (k ), has full combinatorial column rank. 
(c) Each of the matrices 
EI[QE,(QE,( *** Q&L+ 1 )) -))IQ&,( - Qdh+J) - ))I 
has full combinatorial column rank. 
(d) Zj-Dl,..., D, are nonnegative matrices such that s( Di> = S( Ei) for 
each i E (k), then the matrix D, D, *‘. D, has full column rank. 
Then we have (a) + (d) and (b) 9 (c) j cd). 
Proof. (a) + cd): This is obvious, because if D,, . . , D, are nonnega- 
tive matrices such that s( Di) = s(Ei) for each i E (k), then s( D,D, *-* 
D,) = s( E, E, 0.. Ek). 
(b) * (c) follows from the fact that if A is an m X n matrix of full 
column rank and (Y E: ( n > then A[ QA( cu) ( a] is also a matrix of full column 
rank. 
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(c) * (d): Let D,, . , D, be nonnegative matrices such that s( Dj> = 
s( Ei) for each i E (k). Denote by D the matrix D, D, .*a D,. It is not 
difficult to see that the product of the matrices 
D,[Q~,(Q~,( - ~~,(h+,)) -~))~Q~~~(Q~,C 
Dk~i[QU1~,(Qu,((ni,+l)))(Qo,((n~+~))]~ 
is equal to the submatrix of D formed by the 
QD,((nk + 
submatrix 
,))..* 1). Being a p 
rows indexed by QD$QD,< a*- 
ro UC o matrices of full column rank, this d t f 
of D also has full column rank, and hence so does D. n 
Theorem 3.1, in fact, contains all the logical relations between conditions 
(a>, (b), cc>, and (d). For example, let 
0 1 1 
E,=E,= [ 1 0 1 1 1.  0 
Then 
2 1 1 
E,E,= [ 1 2 1  . 
1 1 2 
It is clear that the matrix E,E, does not have full combinatorial column rank, 
but by Theorem 2.5 the matrix E,(E,) has full combinatorial column rank. 
So in this case condition (b) [and hence also conditions (c) and (d)] is 
satisfied, but not condition (a). 
Now let 
Since E, does not have full combinatorial column rank, condition (b) is not 
satisfied. On the other hand, E,[Q,j@)) I (591 = EJQE,(Q&2))) I 
Qs,((2>)] = I,, so condition (cl is satisfied. 
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If we let 
11 
= 
[ 0 10,  0 1  
then 
E,E, = ; :, 
[ I 
Clearly condition (a) [and hence also condition (d)] is satisfied, but not 
condition (c) [nor (b)]. This example also shows that condition (d) does not 
imply condition (c). 
If the matrices E,, . . . , E, are subdiagonal blocks of the adjacency matrix 
(in strictly block 1 ower triangular standard form) of a singular graph, then we 
can also give equivalent conditions for conditions (a>, (b), cc>, and (d) of 
Theorem 3.1 respectively in terms of the singular graph. Before we do that, 
we need the definitions of an induced matrix and a Rothblum basis. 
Let A be an n x n matrix. We denote by E(A) the generalized nullspace 
of A, viz. 8( A"). Let !8 = {x1 .** x”‘) be a basis for E(A). We define the 
corresponding basis matrix to be the n X m matrix whose k th column is x’, 
1 5 k s m. Denote this matrix by B. Clearly there exists a unique m X m 
matrix C such that AB = BC. We call this matrix the induced matrix for A 
by 23, and we denote it by C( A, B). 
Let A be an n X n singular M-matrix with m singular vertices (Ye a.. (Y,,,. 
We call a nonnegative vector x j in E(A) a Rothblum vector of A associated 
with the vertex ffj if for each nonnegative integer k, ( -AYxj (set A” = I> is 
a nonnegative vector such that for each vertex p of -9/(A) the subvector 
(( -Ajkxj& is positive if there is a simple chain in Zi( A) from P to aj that 
contains k + 1 or more singular vertices of .%(A), and is the zero vector 
otherwise. For each singular vertex of %(A) we can always associate with it a 
Rothblum vector, which in general is not (up to multiples) unique. Neverthe- 
less, it is known that the collection of all Rothblum vectors, one for each 
singular class, always forms a basis for E(A) (see Rothblum [lo, Theorem 3.1 
and its proofl). We call such a basis a Rothblum basis for E(A). 
LEMMA 3.2. Let A be a singular M-matrix with singular graph S whose 
vertices are labeled in such a way that its adjacency mat& U = U(S) is a 
strictly block lower triangular matrix in a standard form. Let q be the 
number of levels S has. Let 23 be a Rothblum basis for E(A). Then the 
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induced matrix C = C(-A, 23) can be partitioned as a strictly block lower 
triangular matrix in the same way as U. Furthermore, for each k E (q - l), 
the matrix C, k+ I is nonnegative and has the same zero pattern as U, k+ I, 
where C, k+ 1‘ (U, k+ ,> denotes the submatrix of C (U> with rows~ and 
columns indexed by A, and A,, 1 respectively. 
Proof. Suppose that S has m vertices, say, (pi, a2,. , CY,. Let 23 = 
{xi, . , x “I} where xi is a Rothblum vector of A associated with the singular 
vertex crj. Consider a fixed vertex CY~ E A,, i, where k E (q - 1). By the 
definition of the induced matrix C, we have 
m 
(-A)& = c cijx’. (*) 
i=l 
For each q E A,, by taking the q-subvector of both sides of ( * > and 
making use of the definitions of Rothblum vectors, we readily obtain cij = 0. 
Proceeding inductively (from vertices of high level to vertices of low level), 
we obtain cij = 0 whenever (Y~ E A,, 1 2 k + 1. If cq E A,, taking the 
qsubvector of both sides of ( * ), we obGn ((-A)x~)~~ = c~~(x’>,~, and in 
view of the definition of Rothblum vectors we infer that cij > 0 whenever (Y~ 
has access to a;, and is zero otherwise. Now it should be clear that our 
assertion follows. n 
THEOREM 3.3. Let S be a singular graph with q levels. Let U be the 
adjacency matrix of S. For each k E (q - l), denote by U,, k+l the subma- 
trix of U with rows and columns indexed by A, and A,, I respectively. Let 
i E (q), i 2 2. Th en the conditions (i) and (ii) given in (a) (as well as in (b), 
(c) and (d)) below are equivalent. Furthermore, we have (a) * (d) and 








The matrix U,, U2,, .*. U,-, i has full combinatorial column rank. 
Ai has the (i - l)-predecessor property. 
Each of the matrices Vi,, . , Ui_ ,, i has full combinatorial column 
rank. 
The sets Ai, hi_ ,, . , A, all have the predecessor property. 
Each of the matrices U,,[A’~r(Ai) 1 ti-“(A[)], U,,[Ai~“(Ai) ( 
II-Y hi)], . . , CJ_ 1, j A( Ai) 1 Ai) has full combinatorial column rank. 
The sets Ai, A(Ai), , &-‘(A,> all have the predecessor property. 
lf D,, , D,,, Di _ 1, i are nonnegative matrices such that s( D,, k + , ) = 
s(U,,~+,) for each k E (i - l), then the matrix D,,D,, ... Di_l,i 
has full column rank. 
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(ii) Zf A is a singular M-matrix with singular graph S, and if 
u(,‘), u;‘, . . ) up I are Rothblum vectors of A associated with the 
singular vertices in hi, then the vectors A’-‘uy), . . , A”- ‘uf,’ are 
linearly independent. 
Proof. We are going to show that conditions (i), (ii) given in (a) [as well 
as in (b), (c), and (d)] are equivalent. The logical relations between conditions 
(a), (b), (c), and (d) clearly follow from Theorem 3.1. 
(a): For any vertex j of hi, k-‘(j) consists of those vertices in A, which 
Irave access to j (by a simple chain of length i - 1). So it is clear that for any 
such j, &-r(j) is equal to the support of the j-column of (U’- I),, i, where 
(Ui)k, I denotes the submatrix of U i with rows and columns indexed by Ak 
and A, respectively. Also note that (U’-l),,i = U,, ..* U,_,,i, since the 
(j,,j,> entry (j, E A,, j, E Aj) of (U’-‘)l,j is equal to the number of 
simple chains in S (of length i - 1) from j, to j,. So by Theorem 2.5 the 
equivalence of (i) and (ii) follows. 
(b), (c): The equivalence of conditions (i) and (ii) follows also from 
Theorem 2.5. 
(d): For convenience, we label the vertices of S in such a way that its 
adjacency matrix is a strictly block 1 ower triangular matrix in a standard form. 
(i) j (ii): Let 4 be a singular M-matrix with singular graph S, and let 
Uii) . > up) be Rothblum vectors of A associated with the singular vertices 
in ii. To this linearly independent set, add Rothblum vectors of A associated 
with singular vertices not in Ai, one for each vertex. Then we obtain a 
Rothblum basis for E(A), say ‘8. Denote by C the induced matrix 
D( -A, 23). By Lemma 3.2 we can partition the matrix C into a strictly block 
lower triangular form in the same way as U. Let B denote the basis matrix 
corresponding to 8. By the definition of an induced matrix, we have 
(-A)B = BC, from which we readily obtain (-A)‘-lB = BC’-‘. Thus 
( -#-lU:i) . . . ( -_A)i-luyz) ] = (_A)‘-‘[ U(li) . . . uyc)] 
= B (ci$l,i . [ 1 
Now (Ci- ‘>l,i = C,? .** Ci_r i. Also, by Lemma 3.2, each C, k+l, k E (i - 
I>, is a nonnegative matrix with the same zero pattern as ’ Uk k+ ,. So by 
condition (i), the matrix (C’- ‘)r i has full column rank. But B is also a matrix 
with full column rank; it follows that the vectors A’-‘u(l’), . . , Ai-‘uy) are 
linearly independent. 
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(ii) * (i): Suppose that there exist nonnegative matrices D,, , D,,, a*. , 
Di_ I i. such that .s(D~,~+,) = s(U,,,+, ) for each k E (i - l), but the 
matrix D,, D,, .=* Di_,,, does not have full column rank. Now let D be a 
strictly block lower triangular nonnegative matrix that is partitioned in the 







Dip, i ‘. 
Dl, 0 
where the * -blocks are to be filled in any way such that the directed graph of 
D is S. Now take A to be the singular M-matrix -D. Then S(A) = !I?( A) 
= G(A) = S. Denote by e, the tth standard unit vector of 1w”, where n is 
the order of D. For each t E (n), we contend that (I + D)e, is a Rothblum 
vector of A associated with the singular vertex t. Indeed, for any nonnegative 
integer k, the Ith entry of ( -A>k(Z + D)e, is equal to dj,k) + dj,k+ ‘), where 
<Ii,“‘, the (I, t> entry of Dk, is always nonnegative, and is positive if and only if 
o!jf’ > 0 (since D with the same zero pattern as U is a transitive matrix), or 
equivalently, if and only if there is a simple chain of length at least k [in 
X(A) = S] from the vertex 1 to the vertex t. (Any such chain clearly contains 
at least k + 1 singular vertices.) So our contention follows. Denote by !.?3 the 
set of all column vectors of the matrix I + D. Then 23 is a Rothblum basis 
for E(A). In this case, the basis matrix B is I + D, and the induced matrix 
C = C( -A), $%) is simply the matrix D [because (- A)B = D(I + D) = (I 
+ D)D]. Denote by u?), . , uA (i) the Rothblum vectors in 23 that corre- 
spond to the vertices in A,. Since the matrix D,, D,, *.. Di_ 1 i does not 
have full column rank, and [as just shown in the proof of (i> d <ii>] we have 
[ 
D’- lu(i) 
, >..., D’+‘u~~‘] = (I + D) and 
( D”-‘),,i = D,,D,, .a. Di_l,i, 
it follows that the vectors Ai-lu(li), . . , 
dent. So condition (ii) is not satisfied. 
A’-‘u~~) are not linearly indepen- 
n 
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REMARK 3.4. In Theorem 3.3 if we consider a subset T of Ri instead of 
Ai itself, we can also obtain four sets of equivalent conditions similar to those 
in Theorem 3.3. In this case, simply apply Theorem 3.3 to the subgraph of S 
induced by its vertices in T, Ai _ 1, . , Ri. We need to make only slight 
alterations of the conditions of Theorem 3.3: replace Ai by T, and U,_ i, i by 
L’_,.i[Ai_,ITI. 
REMARK 3.5. In the same notation as in Theorem 3.3 and its proof, note 
that(Ut)i_t,i = q_ ._ U t,~ tfl iFt+l.i-t+2 ... q-,,), where t E (i - 1). It fol- 
lows that Ai has the t-predecessor property if and only if the matrix 
Y-t,i-t+l *.. vi_ 1, i has full combinatorial column rank. 
We conclude this section with a characterization for a subset of a level of 
a singular graph to have the predecessor property in terms of Rothblum 
vectors. We need one more definition before we give our result. 
Let W be a vector space, and V be a subspace of W. Also let 
ui,. f > uk E W. We say the vectors ui, . , uk are linearly independent 
modulo V provided that whenever a,u, + ..* +akuk E V, we have a, = ... 
=a - 0. k- 
THEOREM 3.6. Let S be a singular graph with y levels, q 2 2. Let T be 
a subset of Ai, i 2 2. Then T has the predecessor property if and only iffclr 
any singular M-matrix A and any Rothblum vectors u(li), . , u(k) of A 
associated with the singular vertices in T, the vectors Au!‘), . , Au(k) fire 
linearly independent module Wi_ 2( A), wh ere W,(A) denotes the subspace 
{x=(&)EE(A):&=O h w enever i has no access to any singular vertex of 
%(A) of level k or less}. 
Proof. We label the vertices of S in such a way that its adjacency matrix 
U is a strictly block lower triangular matrix in a standard form. 
“Only if’ part: Let A be a singular M-matrix with singular graph S. 
Suppose that u(li), . . , u(ki) are Rothblum vectors of A associated with the 
singular vertices in T. Extend this linearly independent set to a Rothblum 
basis 8 for E(A). Denote by C the induced matrix C( -A, 23). Also let B 
be the basis matrix corresponding to this basis. From the equation (-A)B = 
BC, and by matrix block multiplication, we obtain 
(-A)R = ~,-1Ci_l,i[Ai_,IT] + Ri-,C,-,,i[‘i-,IT] 
+ --. +B,C,, i[ A$-], 
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where C,,, denotes as usual the submatrix of C with rows and columns 
indexed by A, and A, respectively, Z? denotes the matrix [u?) **. u(k)], 
I?,(1 5 r 5 i - 1) denotes the submatrix of B whose columns are Rothblum 
vectors of !8 associated with the singular vertices in A,.. Now let (i, . , [k 
be scalars such that [rAu\‘) + em* + & Aug) E Wi_J A). Denote by x the 
vector ( El, , &IT. Then, we have 
B,_lCi_,,i[Ri_,IT]x + -** +B,Cx,i[A,lT]x E M'_,(A). 
But the column vectors of the matrix [ZI_, Bi_s .*. B,] are 
in W,_ SC A), and by the positivity properties the column vectors of the matrix 
Bi-l are linearly independent modulo W,_,(A); it follows that we have 
C~_,,,M_,lTlh. = 0. By L emma 3.2, Ci _ i, i is a nonnegative matrix with the 
same zero pattern as Vi_ Since T has the predecessor property, by 
Theorem 2.5 the matrix C,?::,[A,_,lT] has full column rank. It follows that 
x = 0. This proves that the vectors Au(l’), . , , Auf) are linearly independent 
modulo Wi _ & A). 
“If’ part: Suppose that T does not have the predecessor property. Then 
the matrix U,_,,i[Ai_,(T] d oes not have full combinatorial column rank, and 
there exists a nonnegative matrix X with the same zero pattern as 
U,_,,,[Ai_,[T] such that X does not have full column rank. Let D be the 
matrix obtained from U by replacing its submatrix Vi_ r, JAi_ ,(T] with X. 
Then clearly D is a strictly lower triangular transitive nonnegative matrix with 
singular graph S. Now take A to be the singular M-matrix -D. Then as the 
proof of Theorem 3.3 cd> (’ ) ii 2 i s ( > h ows, the column vectors of the matrix 
Z + D constitute a Rothblum basis % for E(A). Furthermore, in this case, 
the basis matrix B is Z + D, and the induced matrix CC-A, B) is D. From 
the proof of the “only if’ part of this theorem (and in its notation), we have 
(-A)Z? = B,_,Cj_&j_,lT] + ... + B,C, ,[A,JT]. Since the matrix 
Ci_ 1 i[Ai_ ,IT] (= X) does not have full column rank, there exists a nonzero 
vector x such that C,_i i[Ai_,lT]x = 0; hence AZ& E Wi_,(A). It follows 
that the vectors AUK’: . . , AU(~) are not linearly independent modulo 
Wi_,(A), where ui , . ,u (i) (k) are the vectors in !8 corresponding to T. n 
4. THE HEIGHT CHARACTERISTIC OF AN M-MATRIX 
We first give lower bounds for the ith height characteristic number 
(i 2 2) of singular M-matrices with a prescribed singular graph. 
THEOREM 4.1. Let S be a singular graph with q levels. Let U be the 
adjacency matrix of S. Let i E ( q >, i 2 2. Then for any singular M-matrix A 
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with singular graph S, a lower bound for q(A) is min(rank( B12 B,, a.* 
Bi_l,i): Bk,k+l 2 0 ands(Bk.k+,) = s(U,,k+l) foreachk E (i - l)), where 
u k,k+l denotes the submatrix of U with rows and columns indexed by Ak and 
A k+l respectively. Also, this lower bound is not less than the cardinality of 
each of the following sets: the largest subset of Ri that has the (i - l)- 
predecessor property, and the largest subset T of Ri with the property that 
the sets T, A(T), . . , k-‘(T) all have the predecessor property. 
Proof. For convenience, we label the vertices of S in such a way that its 
adjacency matrix U is a strictly block lower triangular matrix in a standard 
form. In view of Theorem 2.1, we need only prove our assertions for the 
special case when the singular M-matrix A under consideration is equal to 
-D, where D is strictly block lower triangular transitive nonnegative matrix 
with the same zero pattern as the adjacency matrix U. We first show that a 
lower bound for q(D) is rank((D’-I),, j), where (Di-1)1 i has the same 
meaning as before. So suppose that the columns of (Di-i)l i indexed by 
jr,. . . , j,( E AJ are a maximal family of linearly independent ‘columns. De- 
note by e, the rth standard unit vector of [w”, where n is the order of D. 
Then Di,T ‘, . . . , Di,T ’ are linearly independent columns. Also ejl, . , ejl E 
%(D’), since the columns of D” indexed by Ai are all zero. But q(D) is 
equal to the largest integer k for which there exists vectors xi,. . . , xk E 
%(D”) such that the vectors D”-lx,, . . , D”- ‘xk are linearly independent. 
Sowehave q(D) 2 t = rank(Di-‘),,i. Since(D”-l),,i = D1,D,, 0.. Di_l,i 
and S(Dk,k+l) = s(u,,k+l ) for each k E (i - I), it is clear that our first 
assertion follows. 
Now let T be a largest subset of Ai with the (i - l)-predecessor 
property. Let B,, , . , Bi_ 1, i be nonnegative matrices such that s( B,, k + i) 
= s(“k,k+l > for each k E (i - 1). Then we have 
rank ( B,, **. Bi_l,,) 2 rank(Bls .*a Bj-2,i_lBj_l,i[Ai_llT]) = card(T), 
where the equality follows from Remark 3.4 and Theorem 3.3(a) * Cd); so 
min{rank(Blz .*. Bi_l,i): Bk,k+l 2 0, S(Bk,k+l) = S(uk,k+l) for each k E 
(i - 1)) 2 card(T). 
Similarly, by Remark 3.4 and Theorem 3.3(c) * (d), our last assertion 
also follows. n 
If S is a singular graph, we denote by ST the singular graph obtained 
from S by reversing the direction of each of its arcs. 
REMARK 4.2. If A is a singular M-matrix with singular graph S, then 
clearly AT is a singular M-matrix with singular graph ST. Also n( A) = n( AT). 
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So we can also apply Theorem 4.1 to the singular graph ST to obtain a lower 
bound for qi(A). Th e 1 ower bound obtained thus for vi(A) is in general 
different from the one obtained by applying the theorem to S. (See Example 
4.6.) 
In light of Theorem 2.1, we make the following observation in regard to 
the problem of determining the height characteristics of singular M-matrices 
with a prescribed singular graph. 
OBSERVATION 4.3. Let S be a singular graph with q levels, and let U be 
the adjacency matrix of S. Then for any singular M-matrix A with singular 
graph S and for each nonnegative integer i 5 q - 1, we have 
min(rank B” : B 2 0 and s(B) = s(U)} 
5 max{rank B” : B 2 0 and s(B) = s(U)}. 
It is natural to pose the following question. 
QUESTION 4.4. Let S be a singular graph with q levels, and let U be the 
adjacency matrix of S. If VI = (vr,. . . , vq) is a nonincreasing sequence of 
positive integers that satisfies the inequalities of Observation 4.3, then does it 
follow that there exists a singular M-matrix A with singular graph S such that 
77(A) = V? 
Recall that the term rank of a matrix is the order of its largest square 
submatrix with nonzero permanent. It is known that for any matrix U we 
have 
max{ rank B : s(B) = s(U)} = term rank U. 
Even in the case of a singular graph with only two levels, Question 4.4 
seems nontrivial, because at present we do not know the answers to the 
following questions: 
QUESTION 4.5. Let U be a given rectangular nonnegative matrix. 
(i) What is minIrank B : B 2 0 and s(B) = s(U))? 
(ii) Is it true that for any positive integer k, if minirank B : B 2 0 and 
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s(B) = s(U)} s k 5 term rank U, then there exists a nonnegative matrix C 
such that s(C) = s(V) and rank C = k? 
Similar questions are also asked by Hershkowitz and Schneider (6, Prob- 
lem 5.71. For related work, see also Brualdi, Chavey, and Shader [l]. 
EXAMPLE 4.6. Let S be the singular graph given by 
(Here arcs are directed upwards. Also, arcs that follow from the transitivity 
property are omitted.) Let A b e a singular M-matrix with singular graph S. 
Denote by U the adjacency matrix of S. As before, denote by U,, the 
submatrix of U with rows and columns indexed by Ak and A, respectively. 
Then 
[ 0 10 0 1 0 1’  
So by Theorem 4.1, 2 = min(rank B : B 2 0, s(B) = s(U,,)) 5 Q(A). [Of 
course, 2 is the best lower bound we can obtain for Q(A) if we apply 
Theorem 4.1 to S. Note, however, that (4,5} is a largest subset of A, with 
the predecessor property. So in this example, the three lower bounds for 
q2(A) as given in Theorem 4.1 are all equal.] Also, we have 2 = 
min(rank(BrZ.B2J: Bk,k+l 2 0, s(B~,~+~) = s(U~,~+~, k = 1,2I =< v&A). 
[Note also that a largest subset of A, with the 2-predecessor property is 
(1,2], and that if T is a subset of A3 with the property that T and A(T) both 
have the predecessor property, then T is a $ngleton.] Since A = (4,3,2), 
from the strong majorization condition q x h (see Theorem 2.2) we have 
2 = i, 2 v3(A), ql(A) 2 4, and 5 = i, + i, 2 T~(A) + Q(A). But nr( A) 
2 qz(A) 2 q3(A); it f 11 o ows that the only possible candidates for q(A) are 
(4,3,2) and (5,2,2). Below, by applying Theorem 4.1 to the singular graph 
ST, we are going to rule out the possibility (5,2,2> for q(A). 
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The singular graph ST, is given by 
As can be readily checked, A,(Sr) h ave the 2-predecessor property; so 
q&A) = q&AT) >= h&ST). B u we always have r/a(A) 5 h&ST). So q3( A) t 
= h,( ST> = 2. It is easy to check that (4,5,6} is a largest subset of A,(ST> 
with the predecessor property; so q2(A) 2 3. On the other hand, we also 
have 7i(A) 2 i,(S’) = 4. I n view of q(A) f Q(A) = i,(Sr> + &(Sr> = 
7 [as v3( A) = h&ST>] and vr( A) 2 r]s( A), it follows that the only possibility 
for q(A) is (4,3,2>. 
We have shown that if we apply Theorem 4.1 to the singular graph S, the 
lower bound we obtain for Q( A) is 2 instead of 3. In other words, the lower 
bound given by Theorem 4.1 is not always best possible. This is understand- 
able, because the lower bound(s) for ?,(A) as given by Theorem 4.1 
depend(s) only on the subgraph of S induced by its first i levels, but q(A) in 
general is also affected by the higher levels of S, in view of Remark 4.2. 
In this example, by considering the adjacency matrix U of S and applying 
Observation 4.3, one can also show that q(A) must be (4,3,2). We omit the 
details. 
EXAMPLE 4.7. Let S be the singular graph given by 
As can be readily seen, {1,2} is a largest subset of A, with the 2-prede- 
cessor property; so if A is a singular M-matrix with singular graph S, then 
r/a(A) 2 2. Also, A, has the predecessor property, so n2(A) >= AZ = 3. 
[Indeed, these are the best lower bounds we can obtain for q&A) and Q(A) 
if we apply Theorem 4.1 to S.] But q,(A) 2 v,(A) 2 r],(A) and T~(A) + 
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q&A) + q,(A) = 9. It f 11 o ows that the only possible candidates for $A) are 
(3,3,3) and (4,3,2>. [If we apply Theorem 4.1 to the singular graph ST 
instead, we obtain q3(A) 1 2 and Q(A) 2 2, and we are not doing any 
better.] But we are not certain whether both of these sequences can be 
attained as q(A) for some singular M-matrix A with singular graph S. 
However, if we consider the adjacency matrix U of S and apply Observation 
4.3, we can show that both cases (3,3,3) and (4,3,2) for v(A) are possible. 
Now U is a strictly block lower triangular matrix in a standard form whose 
nonzero blocks are given by 
b2 = 
i 0 11  0 1 0 1 .  
Let D be a strictly lower triangular nonnegative matrix witl- I the same zero 
pattern as U. Clearly rank D,, equals 3, and rank D,, can be either 2 or 3, 
depending on whether its second and third columns are linearly dependent or 
not. If rank D,, = 2, then (by considering its rows> rank D = 5 and vl( D) = 
9 - 5 = 4. If rank D,, = 3, then rank D = 6 and v,(D) = 3. Also 0’ is a 
- matrix of the form 
0 0 0 
0 0 0 
D(:3) 0 0 
with D$ = D,, D,,. Note that rank 01’3’ = rank D,,, as D,, is nonsingular. 
If rank D,, = 2, then vl( D) + q2(D) = 9 - 2 = 7, and since ql( D> = 4, 
we have ~(0) = 3. If rank D,, = 3, then ~~(0) + Q(D) = 6, and since 
ql( D) = 3, q2( D) still equals 3. So both sequences (4,3,2) and (3,3,3) can 
be attained as the height sequence of a singular M-matrix with singular graph 
s. 
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