Abstract. There are known trace and extension theorems relating functions in a weighted Sobolev space in a domain Ω to functions in a Besov space on the boundary ∂Ω. We extend these theorems to the case where the Sobolev exponent p is less than one by modifying our Sobolev spaces to consider averages of functions in Whitney balls. Averaged Sobolev spaces are also of interest in the applications in the case where p > 1, and so we also provide trace and extension results in that case. Finally, we provide some comparable results for Neumann traces and extensions.
Introduction
Suppose that u is a function defined in some domain Ω. We are interested in the boundary values of u. Specifically, we wish to identify a space X such that if u lies in X, then the boundary traces Tr ∇ m−1 u of the derivatives of order m − 1 lie in the Besov spaceḂ p,p θ (∂Ω). We would like our result to be sharp in the sense that, ifḟ is an array of functions inḂ p,p θ (∂Ω), and ifḟ = Tr ∇ m−1 ϕ for some function ϕ, thenḟ = Tr ∇ m−1 F for some F ∈ X. (Recall that the partial derivatives of a function must satisfy some compatibility conditions; thus, the requirement thatḟ = Tr ∇ m−1 ϕ for some ϕ is a nontrivial restriction if m ≥ 2.) Such trace and extension theorems bear a deep connection to the theory of Dirichlet boundary value problems. For example, consider the harmonic Dirichlet problem with zero boundary data by letting h = −LF and then letting u = v + F . In some cases we may reverse the argument, going from well-posedness of the problem (1.2) to well-posedness of the problem (1.3). See the papers [JK95, AP98, MM04, Agr07, MMS10, MMW11, MM13a, MM13b, BM16b] for examples of such arguments with various choices of L; the trace and extension theorems of the present paper will be used in [Bar16b] for this purpose. In this paper we will introduce the weighted averaged Lebesgue spaces L The main result of this paper for Dirichlet boundary data is the following theorem. for some constant C depending only on p, θ, the Lipschitz character of Ω and the ambient dimension d. Conversely, let F be a function such that Tr ∂ γ F ∈Ḃ and Tr ∇ m−1 u = Tr ∇ m−1 F.
Also of great importance in the theory of boundary value problems is the secondorder Neumann problem (1.6) div A∇u = 0 in Ω, ν · A∇u = g on ∂Ω where ν is the unit outward normal vector to Ω and where A is a coefficient matrix. We are interested in the Neumann problem for higher order equations; the second main result of this paper (Theorem 1.10 below) is an analogue of Theorem 1.5 for Neumann boundary data. The appropriate generalization of Neumann boundary values to the higher order case is a complicated issue. We are interested in the following generalization of Neumann boundary values; this is the formulation used in [Bar17, BHM] , and is related to but subtly different from that of [CG85, Ver05, Agr07, Ver10, MM13b] . We refer the reader to [BHM, BM16a] for a discussion of various formulations of Neumann boundary data.
If G is a smooth vector field on Ω, then ν · G may be regarded as its Neumann boundary values. If G is divergence free (in particular, if G = A∇u for some solution u to the problem (1.6)), then ν · G satisfies
This formula may be used to define the Neumann boundary values of G even if G is not smooth. Furthermore, this formula generalizes to the higher order case: ifĠ is an array of locally integrable functions indexed by multiindices α of length m, then the analogue of formula (1.7) is (1.8)
where the array of distributionsṀ Ω mĠ represents the Neumann boundary values ofĠ.
We remark on two subtleties of formula (1. An arrayĠ that satisfies formula (1.9) is said to satisfy div mĠ = 0 in Ω in the weak sense; this condition is analogous to the requirement that div G = 0 in formula (1.7). We remark that ifĠ is smooth then div mĠ = 0 if and only if |α|=m ∂ α G α = 0.
Second, ifĠ is divergence-free in the sense of formula (1.9), then formula (1.8) does defineṀ (Ω) .
We now review the history of trace and extension theorems for boundary data in Besov spaces. To simplify our notation, we will introduce some terminology. Loosely, letẆ (We will provide precise definitions in Section 2.2.)ẆA p m−1,θ (∂Ω) is thus the space of all arrays of functions in a Besov space that may reasonably be expected to arise as boundary traces. Many of the results in the literature concern the "inhomogeneous" spaces WA [Nik77] and [Tri78, Section 2.9.3], and [Jaw78] for the result under various restrictions. In the case where Ω is smooth, see [Tri83, Section 3.3.3] . In the case where Ω is a Lipschitz domain, see [JW84] in the case p ≥ 1, [MM04] in the case m = 1, and [MM13b, Theorem 3.9] for the general case.
Another well known family of extensions of Besov functions are the weighted Sobolev spaces. Define the W p,θ m (Ω)-norm by
Notice that this is similar to theẆ p,θ,q m,av (Ω)-norm of Theorem 1.5, but is somewhat simpler in that we do not take local L q averages. (The u L p (Ω) term is an "inhomogeneous" term as mentioned above.) We consider averaged spaces both because they are somewhat better suited to the setting of differential equations with rough coefficients, and also because taking averages allows us to establish trace results in the case p < 1; this issue is discussed further below.
If Ω is sufficiently smooth, then we have that the trace operator
is bounded and has a bounded right inverse provided 0 < θ < 1 and 1 < p < ∞. In the case where Ω = R d + is a half-space, see [Liz60, Usp61] (a shorter proof of Uspenskiȋ's results with some generalization may be found in [MR15] ) or [Tri78, Section 2.9.2]. In the case where Ω is a domain with a reasonably smooth boundary (for example, a C k,δ domain for some k+δ > θ), see [Nik77, Sha85, NLM88, Kim07] . , with some careful attention to the definitions, Neumann trace and extension theorems (such as our Theorem 1.10) follow from the corresponding Dirichlet extension and trace theorems. See Section 6.1 and Theorem 7.1 below. This is essentially the approach taken in [FMM98, Zan00, MM13a] and in the p > 1 theory of [MM13b, BM16b] .
is not a dual space, and so another approach is needed. In [MM04] , the authors established a result similar to the m = 1 case of Theorem 1.10 with Besov spaces instead of weighted Sobolev spaces. Specifically, if ∆u = f for some f supported in a Lipschitz domain Ω, they formulated a notion of normal derivative ∂ f ν u, coinciding with ν · ∇u if u and Ω are sufficiently smooth, such that if u ∈ B p,p θ+1/p (Ω) for some 0 < θ < 1 and some
p,p θ−1 (∂Ω). They also showed that this Neumann trace operator had a bounded right inverse.
The author's paper [BM16b] with Svitlana Mayboroda introduced the weighted averaged Sobolev spacesẆ The present paper extends the results of [BM16b] concerning weighted averaged Sobolev spaces to the case m ≥ 2, the case of arbitrary Lipschitz domains with connected boundary, and also provides extension theorems. As compared with known results for m ≥ 2, the major innovation of this paper is to consider the case p < 1 in the weighted Sobolev space (rather than the Besov space) setting, and also to provide some new results in the case p = ∞.
The case p < 1 has been the subject of much recent study in the theory of elliptic boundary value problems. Specifically, in [MM04] , the authors considered the harmonic Dirichlet problem (1.1) with boundary data inḂ p,p θ (∂Ω), p < 1, 0 < θ < 1, and the corresponding harmonic Neumann problem with boundary data inḂ p,p θ−1 (∂Ω). In [BM16b] , the authors considered the Neumann problem (1.6) and the corresponding Dirichlet problem ((1.2) with m = 1) for more general second order operators, again with boundary data in Besov spacesḂ p,p θ (∂Ω) orḂ p,p θ−1 (∂Ω) with p < 1. (The case p < 1 has also been of interest in the integer smoothness case, that is, in the case of boundary data in a Hardy space H p (∂Ω) for p < 1; see [AM14, HMM15a, HMM15b] .) In [Bar16b] we intend to generalize some of the results of [MM04, BM16b] to the higher order case (that is, to boundary value problems such as (1.2), m ≥ 2, and the corresponding Neumann problem) and to extend to even more general second-order equations; the trace and extension results of this paper will be very useful in that context.
Weighted Sobolev spaces are more appropriate to rough boundary value problems than Besov spaces. Recall from the theory of partial differential equations that u is defined to be a weak solution to
This definition is meaningful even for rough coefficients A if ∇ m u is merely locally integrable. Some regularity results exist; however, for general coefficients, the most that may be said is that ∇ m u is locally square-integrable, or at best (2 + ε)th-power integrable for some possibly small ε > 0. (In the second-order case, this is the well known Caccioppoli inequality and Meyers's reverse Hölder inequality [Mey63] . Both may be generalized to the higher order case; see [Cam80, AQ00, Bar16a] .)
Thus, we wish to study functions u with at most m degrees of smoothness; we do not wish to consider u ∈Ḃ p,p m−1+θ+1/p (Ω), for if θ + 1/p > 1 then u is required to be too smooth. See [BM16b, Chapter 10] for further discussion. Thus, weighted Sobolev spaces are more appropriate to our applications than Besov spaces. (If p > 2, then weighted averaged Sobolev spaces with q = 2 are even more appropriate, as the gradient of a solution ∇ m u is known a priori to be locally square-integrable but not locally pth-power integrable.)
We introduce the averages in the spacesẆ p,θ,q m,av (Ω) both because of the applications to partial differential equations mentioned above, and also in order to establish trace theorems for p < 1. Observe that if u ∈ W p,θ m (Ω), then ∇ m u is only locally in L p ; if p < 1 then ∇ m u need not be locally integrable and it is not clear that the trace operator can be extended to W p,θ m (Ω). In Lemma 3.7 below, we will see that if u ∈Ẇ p,θ,q m,av (Ω) for some q ≥ 1, then ∇ m u is locally integrable up to the boundary provided p > (d − 1)/(d − 1 + θ), and so the trace operator is well-defined. We remark that the existing theorems for p < 1 and u ∈ B We have included results in the case p > 1. In the Neumann case these results follow by duality as usual. In the Dirichlet case, our results are not quite the same as but do owe a great deal to those of [MMS10] . To allow for a better treatment of unbounded domains such as the half-space, we have chosen to work with boundary data in homogeneous Besov spaces rather than inhomogeneous spaces, that is, to bound only Tr ∇ m−1 u and not the lower order derivatives Tr ∇ k u, 0 ≤ k ≤ m − 2; this requires some additional careful estimates. See in particular the bound (4.5); in the case of inhomogeneous data the earlier bound (4.2) (the bound (7.48) in [MMS10] ) suffices. We also work with weighted, averaged Sobolev spacesẆ p,θ,q m,av (Ω) rather than weighted Sobolev spaces W p,θ m (Ω); this presents no additional difficulties in the case of extension theorems but does require some care in the case of trace theorems.
The outline of this paper is as follows. In Section 2 we will define our terminology and the function spaces under consideration, in particular boundary spaces of Whitney arrays. In Section 3 we will establish some basic properties of the weighted averaged spaces L p,θ,q av . We will prove Theorem 1.5 in Sections 4 and 5, and finally will prove Theorem 1.10 in Sections 6 and 7.
Definitions
Throughout this paper, we will work in domains contained in R d . We will generally use lowercase Greek letters to denote multiindices in N d , where N denotes the nonnegative integers. If γ is a multiindex, then we define |γ|, ∂ γ and γ! in the usual ways, via
. . , γ d ) and δ = (δ 1 , . . . , δ d ) are two multiindices, then we say that δ ≤ γ if δ i ≤ γ i for all 1 ≤ i ≤ d, and we say that δ < γ if in addition the strict inequality δ i < γ i holds for at least one such i.
We will routinely deal with arraysḞ = F γ indexed by multiindices γ with |γ| = m for some m. In particular, if ϕ is a function with weak derivatives of order up to m, then we view ∇ m ϕ as such an array, with
The inner product of two such arrays of numbersḞ andĠ is given by
IfḞ andĠ are two arrays of functions defined in an open set Ω or on its boundary, then the inner product ofḞ andĠ is given by
where σ denotes surface measure. (In this paper we will consider only domains with rectifiable boundary.) Recall from formula (1.9) that, ifĠ is an array of functions defined in an open set Ω ⊂ R d and indexed by multiindices α with |α| = m, then div mĠ = 0 in Ω in the weak sense if and only if ∇ m ϕ,Ġ Ω = 0 for all smooth test functions ϕ supported in Ω.
If E is a set, we let 1 E denote the characteristic function of E. If µ is a measure and E is a µ-measurable set, with µ(E) < ∞, we let
We let L p (U ) and L ∞ (U ) denote the standard Lebesgue spaces with respect to either Lebesgue measure (if U is a domain) or surface measure (if U is a subset of the boundary of a domain). We let C ∞ 0 (U ) denote the space of functions that are smooth and compactly supported in U .
If U is a connected open set, then we let the homogeneous Sobolev spaceẆ p m (U ) be the space of equivalence classes of functions u that are locally integrable in Ω and have weak derivatives in Ω of order up to m in the distributional sense, and whose mth gradient ∇ m u lies in L p (U ). Two functions are equivalent if their difference is a polynomial of order m − 1. We impose the norm
Then u is equal to a polynomial of order m − 1 (and thus equivalent to zero) if and only if itsẆ
for every bounded set V with V ⊂ U . In particular, if U is a set and U is its closure, then functions in L p loc (U ) are required to be locally integrable even near the
is a cube, then we let ℓ(Q) denote its side-length. Recall that a Banach space is a complete normed vector space. We define quasiBanach spaces as follows.
Definition 2.1. We say that a vector space B is a quasi-Banach space if it possesses a quasi-norm · and is complete with respect to the topology induced by that quasi-norm.
We say that · is a quasi-norm on the vector space B if
If C B = 1 then B is a Banach space and its quasi-norm is a norm. In this paper, rather than the quasi-norm inequality
2 , we will usually use the p-norm inequality
We remark that if 0 < p ≤ 1 then the p-norm inequality implies the quasi-norm inequality with C B = 2 1/p−1 . (The converse result, that is, that any quasi-norm is equivalent to a p-norm for p satisfying 2 1/p−1 = C B , is also true; see [Aok42, Rol57] .)
If B is a quasi-Banach space we will let B * denote its dual space. If 1 ≤ p ≤ ∞ then we will let p ′ be the extended real number that satisfies 1/p + 1/p
. In this paper we will work in Lipschitz domains, defined as follows.
Definition 2.2. We say that the domain V ⊂ R d is a Lipschitz graph domain if there is some Lipschitz function ψ : R d−1 → R and some coordinate system such that
We say that the domain Ω is a Lipschitz domain if either Ω is a Lipschitz graph domain, or if there is some positive scale r = r Ω , some constants M > 0 and c 0 ≥ 1, and some finite set {x j } n j=1 of points with x j ∈ ∂Ω, such that the following conditions hold. First,
B(x j , r j ) for some r j with 1 c 0 r < r j < c 0 r.
Second, for each x j , there is some Lipschitz graph domain V j with x j ∈ ∂V j and with Lipschitz constant at most M , such that
where Z j is a cylinder of height (8 + 8M )r j , radius 2r j , and with axis parallel to the t-axis (in the coordinates associated with V j ).
If Ω is a Lipschitz graph domain let n = c 0 = 1; otherwise let M , n, c 0 be as above. We refer to the triple (M, n, c 0 ) as the Lipschitz character of Ω. We will occasionally refer to r Ω as the natural length scale of Ω; if Ω is a Lipschitz graph domain then r Ω = ∞.
Notice that if Ω is a Lipschitz domain, then either Ω is a Lipschitz graph domain or ∂Ω is bounded. If ∂Ω is bounded and connected, then the natural length scale r Ω is comparable to diam ∂Ω.
Throughout we will let C denote a constant whose value may change from line to line, but that depends only on the ambient dimension, the number m in the operatorsṪr 
If m is a positive integer, we letẆ p,θ,q m,av (Ω) be the space of equivalence classes (given by adding polynomials of degree m − 1) of functions u that are locally integrable in Ω and have weak derivatives in Ω of order up to m in the distributional sense, and for which
.
The main results of this paper concern the Dirichlet and Neumann trace operators acting onẆ p,θ,q m,av (Ω) and L p,θ,q av (Ω), respectively. Thus we must define these trace operators. We will see (Section 3) that if 0 < θ < 1 and 
2.2. Function spaces on the boundary. In this section, we will define Besov spaces and Whitney-Besov spaces; in Sections 4-7 we will show that these spaces are, in fact, the Dirichlet and Neumann trace spaces of weighted averaged spaces. The homogeneous Besov spacesḂ to ∂Ω for more general Lipschitz domains Ω; the Littlewood-Paley characterization does not generalize easily to such regimes.
In this paper, we will be concerned only with the spaceḂ p,p θ−1 (∂Ω) (for Neumann boundary values) orḂ p,p θ (∂Ω) (for Dirichlet boundary values), with 0 < θ < 1 and
It will be convenient to use different definitions in the cases p ≥ 1 and p ≤ 1, and in the case of positive and negative smoothness spaces; the four characterizations we use are as follows.
Definition 2.6. Let 0 < θ < 1, and let Ω ⊂ R d be a Lipschitz domain with connected boundary.
θ (∂Ω)-atom if there is some x 0 ∈ ∂Ω and some r > 0 such that
where the L ∞ norm is taken with respect to surface measure dσ and where the gradient denotes the tangential gradient of a along ∂Ω. We say that a is aḂ p,p θ−1 (∂Ω)-atom if there is some x 0 ∈ ∂Ω and some r > 0 such that
with the norm
If p ≤ 1 then we letḂ p,p θ (∂Ω) be the space of equivalence classes of locally integral functions modulo constantṡ
and impose the norm
If the a j s are atoms and the λ j s are complex numbers with j |λ j | p < ∞, then the sums j λ j a j converge to distributions or functions; see Remark 2.8.
If 1 < p ≤ ∞ and 0 < θ < 1, then we letḂ p,p θ (∂Ω) be the set of all equivalence classes modulo constants of locally integrable functions f defined on ∂Ω for which theḂ
is finite. If p = ∞ we modify the definition appropriately by taking the L ∞ norm; thenḂ
, the space of Hölder continuous functions with exponent θ. Finally, if 1 < p ≤ ∞ and −1 < θ − 1 < 0, then we letḂ 
and where 1/p + 1/p ′ = 1. Thus, such atoms may be viewed as distributions. If ∞ j=1 |λ j | < ∞, and if a j is an atom for each j, then the infinite sum ∞ j=1 λ j a j converges to a distribution (that is, the sum ∞ j=1 λ j ϕ, a j ∂Ω converges absolutely for any smooth function ϕ).
Remark 2.9. If 0 < θ < 1 and
θ−1 (∂Ω) are quasi-Banach spaces; if p ≥ 1 they are Banach spaces. Remark 2.10. The duality characterization of the negative smoothness spaces for p > 1 is well known; see, for example, [Tri83, Sections 2.11 and 5.2.5]. Recall that in some sense Neumann boundary data is dual to Dirichlet boundary data, and so a duality characterization is appropriate. However, the spaceḂ
is not the dual of a naturally arising space; thus we need an alternative characterization. The atomic characterization comes from the atomic decomposition of Frazier and Jawerth in [FJ85] . If p ≤ 1, then atomic characterizations are very convenient, and so we use them to defineḂ Remark 2.11. If p = 1 and 0 < θ < 1, then we shall see that the atomic norm and the norm (2.7) are equivalent. Specifically, in Remark 2.14 we shall see thaṫ B 
The m = 1, p = 1 case of Theorem 5.1 will establish the converses, that is, that if Φ ∈Ẇ
Combining these results yields the equivalence of normŝ
for any ϕ such that either side is finite. Although we shall not use this fact, we mention that it is possible to establish this equivalence in other ways: controlling the norm (2.7) by the atomic norm is straightforward if p ≤ 1, and the reverse implication in the case where Ω is a half-space and so ∂Ω = R d−1 denotes Euclidean space is a main result of [FJ85] .
Now, recall that we seek spaces of Dirichlet traces {Ṫr
m,av (Ω)}; in particular, we seek spaces of boundary data that may be extended to such functions. But if m ≥ 2, thenṪr Ω m−1 u is not a function; it is an array of functions that must satisfy certain compatibility conditions. Thus, if r is the number of multiindices γ of length m − 1, we do not expect to be able to extend an arbitrary element of (Ḃ 
Notice thatẆA
where r is the number of multiindices γ of length m − 1.
If 0 < θ < 1 and p = ∞, then we letẆA
equipped with the norm
When no ambiguity arises we will omit the m − 1 subscript.
Remark 2.14. We remark that if m = 1 thenẆA If p = ∞, the reverse inclusion is merely the statement that any Hölder continuous function defined on ∂Ω has a Hölder continuous extension to R d . If p ≤ 1 and 0 < θ < 1, then all atoms lie in the space given in formula (2.13) and so this space is dense inḂ We are also interested in the spaces of Neumann traces of (divergence-free) arrayṡ G ∈ L p,θ,q av (Ω). Recall that in this case, the main complication is thatṀ 
Observe that by the duality or atomic characterization ofḂ 
Properties of function spaces
In this section we will establish a few properties of the spaces L p,θ,q av (Ω); we will need these results to establish the trace and extension results of Sections 4-7.
Let Ω be a Lipschitz domain, and let W be a grid of dyadic Whitney cubes; then Ω = ∪ Q∈W Q, the cubes in W have pairwise-disjoint interiors, and if Q ∈ W then the side-length ℓ(Q) satisfies ℓ(Q) ≈ dist(Q, ∂Ω).
IfḢ ∈ L p,θ,q av (Ω) for 0 < p < ∞, θ ∈ R and 1 ≤ q ≤ ∞, then
where the comparability constants depend on Ω, p, q, θ, and the comparability constants for Whitney cubes in the relation ℓ(Q) ≈ dist(Q, ∂Ω). (This equivalence is still valid in the case p = ∞ if we replace the sum over cubes by an appropriate supremum.) Notice that this implies that we may replace the balls
av (Ω) by balls B(x, a dist(x, ∂Ω)) for any 0 < a < 1, and produce an equivalent norm.
This gives us a number of results.
is the weighted but not averaged Sobolev space given by
. Second, if 1 ≤ q < ∞ and 1 ≤ p < ∞, then we have the duality relation
where 1/p + 1/p ′ = 1/q + 1/q ′ = 1. The final result we will prove in this section generalizes a result of [BM16b] , in which the spaces L 
The regions W (Q) and T (Q) are shown in 
We claim that {W (Q) : Q ∈ H} has many of the useful properties of a decomposition of V into Whitney cubes (as in the norm (3.1)). It is clear that the diameter of W (Q) is comparable to the distance from W (Q) to ∂V . We claim that if Q, R ∈ H with Q = R then W (Q) and W (R) are disjoint, and that V = ∪ Q∈H W (Q).
To see this, observe that if Q ∈ H j for some integer j then W (Q) = {(x, t) ∈ V : x ∈ Q, ψ(x) + 2 j+2 < t < ψ(x) + 2 j+3 }. If Q ∈ H j and R ∈ H k for some integers j = k, then W (Q) and W (R) are clearly disjoint; otherwise, Q ∈ H j and R ∈ H j and so Q and R are disjoint, and thus Thus, the set {W (Q) : Q ∈ H} has many of the useful properties of a decomposition into Whitney cubes. In particular, we have a result similar to the estimate (3.1) in terms of such regions: ifḢ ∈ L p,θ,q
The following result states essentially that we may replace the sets W (Q) by the sets T (Q) in the norm (3.6). In particular, this implies that the integral over a tent T (Q) is finite, and so L p,θ,q av (V )-functions are locally integrable up to the boundary; this second result extends from Lipschitz graph domains V to general Lipschitz domains Ω.
Lemma 3.7. Let V be a Lipschitz graph domain and let H, T (Q), and W (Q) be as above.
Let θ ∈ R. Then, if 0 < p ≤ q and 1/q > (d − 1 + p − pθ)/dp, or if 0 < q ≤ p and 1/q > 1 − θ, then
More generally, suppose that Ω ⊂ R d is a Lipschitz domain, and that θ > 0, q ≥ 1, and
+ is a half-space, then the bound (3.8) is [BM16b, Theorem 6.1], and the bound (3.10) follows immediately. Let ψ be a Lipschitz function; by making the change of variables (
, we see that the lemma is still true in the domain Ω = {(x ′ , t) : t > ψ(x ′ )}, that is, in any Lipschitz graph domain.
There remains the case where Ω is a domain with compact boundary. (In this case we prove only the estimate (3.10), and not the estimates (3.8) or (3.9).) We may control the L 1 norm ofḢ near ∂Ω using the bound for Lipschitz graph domains. If R is sufficiently small (compared with the natural length scale r = r Ω of Definition 2.2), this completes the proof.
If R > r Ω /C, then we may control the L 1 norm ofḢ far from ∂Ω by using the norm (3.1) and the observation that there are at most C(1 + r Ω /2 j ) d dyadic Whitney cubes of side-length 2 j .
We have shown that if 0 < θ < 1 and Thus, for the remainder of this paper, we will only consider θ ∈ (0, 1) and
3.1. Density of smooth functions in weighted averaged spaces. The main result of this section is Theorem 3.15, the density of smooth functions in the spaceṡ W p,θ,q m,av (Ω). We will first prove the following Poincaré-style inequality; it will allow us to control the lower-order derivatives of a function inẆ
be a cube, and let T (Q), W (Q) be as in formulas (3.4) and (3.5).
av (Ω). Let u Q be the polynomial of order m − 1 that satisfies
(Ω) . Proof. We begin with the bound (3.12). Without loss of generality we assume u Q ≡ 0. Choose some multiindex γ with |γ| = k ≤ m − 1, and for any cube
notice that u γ,Q = 0. The k = m case is immediate; we will use induction to generalize to k < m.
Let G 0 = {Q}, and for each j > 0, let G j be the set of open dyadic subcubes of Q of side-length 2 −j ℓ(Q); then |G j | = 2 j(d−1) and ∪ R∈Gj R = Q. Let G = ∪ ∞ j=0 G j . In particular, if H is as in Lemma 3.7 and Q ∈ H, then G = {R ∈ H : R ⊆ Q}.
By formula (3.6), (3.14)
We want to bound 1 T (Q) ∂ γ u. Because q ≥ 1, we have that the triangle inequality in L q (W (R)) is valid, and so if
By the Poincaré inequality, if ℓ(R) ≤ ℓ(Q) then
and so
If p ≥ 1, then we may apply the triangle inequality in a sequence space to see that
If 0 < p < 1, then the triangle inequality is not valid; however, by Minkowski's inequality for sums, we have that (a + b) p ≤ a p + b p for any positive numbers a and b, and so
Applying the equivalence of norms (3.14), we have that if p ≥ 1 then
We are working by induction and so may assume
(Ω) . We consider the second term. If R ∈ G j and 0 ≤ i ≤ j, let P i (R) be the unique cube in G i with R ⊆ P i (R). Then
while if p ≥ 1, then by Hölder's inequality in sequence spaces,
Therefore,
If R ∈ G j , then ℓ(R) = 2 −j ℓ(Q), and so
Notice that if R ∈ G j , then P i (R) ∈ G i . We now wish to sum over S = P i (R) ∈ G i rather than over R ∈ G j . Each such S satisfies S = P i (R) for 2
where P (S) is the dyadic parent of S. Recalling that r = d − 1 + p − pθ, we see that
Interchanging the order of summation, we see that
Let ε = (p − pθ)/2, so 0 < ε < p/2. There is some constant C = C(p, θ) such that j max(0,p−1) < C2 jε for all integers j, and so
Again by the Poincaré inequality,
p , and so
By induction, the proof of the bound (3.12) is complete. (In the case p = ∞, the above argument must be modified slightly, by using suprema over the cubes R ∈ G rather than sums.) Now suppose thatṪr
If Tr ∇ k u = 0 on ∂Ω ∩ ∂T (Q), then we may use some form of the standard Poincaré inequality to control each of the terms on the right-hand side; thus,
Applying the Poincaré inequality iteratively in
Now, recall that u Q is the polynomial that satisfies ffl
We may write u Q as a polynomial in (x − x Q ) for some fixed x Q ∈ W (Q). A straightforward induction argument allows us to control the coefficients of u Q by the averages of ∇ k u, and thereby to show that
Thus,
and by Lemma 3.7,
(Ω) .
Because p − pθ > 0, we may easily show that
(Ω) . Combining this estimate with the bound (3.12), we see that u = (u − u Q ) + u Q must satisfy the bound (3.13), as desired.
We now use this result to establish density of smooth, compactly supported functions in weighted, averaged Sobolev spaces in Lipschitz domains.
Theorem 3.15. Suppose that 0 < θ < 1, that 1 ≤ q < ∞, and that Ω is a Lipschitz domain.
If 
The region A(Q) as a union of the regions W (Q), T (R) and W (R).
there is a sequence of functions ϕ n , smooth and compactly supported in Ω, such that ϕ n → u asẆ
Proof. Let u ∈Ẇ p,θ,q m,av (Ω) for some 0 < p ≤ ∞, 1 ≤ q < ∞ and 0 < θ < 1. We will produce smooth, compactly supported functions that approximate u. The proof will require several steps.
Step 1. First, we show that u may be approximated by functions defined in Ω that are nonzero only inside some bounded set.
If Ω is bounded then u itself is such a function, and so there is nothing to prove. Suppose that ∂Ω is compact and Ω is unbounded. Let ϕ R = 1 in B(0, R) and
We consider only R large enough that R d \ Ω ⊂ B(0, R/2). Let A be the annulus B(0, 2R) \ B(0, R), and let u R be the polynomial of degree m − 1 so that´A zero outside B(0, 2R) . By the Poincaré inequality in A and the norm (1.4), (u − u R )ϕ R lies inẆ
(Ω). Notice however that the lower order derivatives of (u − u R )ϕ R need not approach the derivatives of u; in particular, ifṪr
If Ω is a Lipschitz graph domain, let Q ⊂ R d−1 be a cube and adopt the notation of Lemma 3.11. In particular, recall the regions T (Q) and W (Q) and the polynomial u Q . Let ϕ Q be supported in T (Q) and identically equal to 1 in T ((1/2)Q), where (1/2)Q is the cube (in R d−1 ) concentric to Q with half the side-length. Let We now bound the lower-order derivatives of u − u Q in A(Q); this will allow us to control ∇ m (ϕ Q (u − u Q )) − ∇ m u. We consider the regions W (Q), T (R) and W (R) separately By the Poincaré inequality in W (Q),
for any integer k such that ∇ k+1 u ∈ L q (W (Q)), and so by induction, if 0
Recall that W (Q) ⊂ T (Q), and so by formula (3.14) we may express
in terms of integrals over W (R) for cubes R ∈ G. But if R ∈ G and R = Q, then W (Q) and W (R) are disjoint, and so the only nonzero term on the right-hand side of formula (3.14) is the one involving an integral over W (Q). Thus,
By the previous inequality
and a final application of formula (3.14) yields that
(Ω) . Let R be one of the dyadic subcubes mentioned above, and let V = W (Q) ∪ W (R). Let 0 ≤ k ≤ m − 1 and let w = u − u Q . Then by elementary arguments and the Poincaré inequality in V ,
, and by the Poincaré inequality and Hölder's inequality,
By induction, and recalling the definitions of w and V , if 0 ≤ k ≤ m − 1 then
Let P (R) be the dyadic parent of R. Then P (R) ∈ G and W (R) ⊂ W (P (R)). By formula (3.14),
Applying the previous inequality and the fact that ℓ(Q) = 2ℓ(P (R)) = 4ℓ(R), we have that
(Ω) . Finally, by Lemma 3.11,
We thus must bound
Arguing as before, we have that
and similarly
By definition of V , and letting P (R) be the dyadic parent of R as before, we have that
As usual, by formula (3.14) and because ℓ(Q) = 2ℓ(P (R)) = 4ℓ(R), we have that
(Ω) . But observe that u Q and u R are polynomials of degree at most m − 1. Thus, as in the proof of formula (3.13), we may bound the coefficients of u Q − u R , and so we have a pointwise inequality
(Ω) . Again as in the proof of formula (3.13), this yields the bound
(Ω) . Combining these estimates, we see that if 0 ≤ k < m, then
(Ω) . It is now straightforward to establish that ϕ Q (u − u Q ) → u inẆ Notice that ifṪr Ω k u = 0 for all 0 ≤ k ≤ m − 1, then we have that ϕ Q u → u as Q expands to all of R d−1 , and so in this case we need not renormalize u.
Step 2. We now show that smooth functions are dense. Let v ∈Ẇ p,θ,q m,av (Ω) be an approximant to u as produced in Step 1, i.e., let v be zero outside of a bounded set. Let v ε = v * η ε , where η ε = ε −d η(x/ε) and where η is smooth, nonnegative, supported in B(0, 1), and satisfies´η = 1. Observe that v ε is smooth in Ω ε , where
Because {η ε } ε>0 is a smooth approximate identity, we have that for any fixed δ, 
av (Ω). Now, we must extend v ε from Ω ε to all of Ω. For ease of visualization, suppose that Ω is a Lipschitz graph domain, and let G be a grid of cubes Q ⊂ R d−1 of side-length Cε. For each such Q, observe that in W (Q), we have that
is a slightly enlarged version of W (Q). We may extend v ε to a smooth function in such a way that
where B(x, Ω) = B(x, dist(x, ∂Ω)/2), as in the definition of L p,θ,q av (Ω). We may sum to see that
where Ψ ε is a small region near the boundary, which shrinks away as ε → 0 + . A similar argument is valid in Lipschitz domains with compact boundary. Thus we may extend v ε to a smooth function in such a way that v ε → 0 in L p,θ,q av (Ω), either weakly or strongly, as ε → 0.
Step 3. We now prove the second part of the theorem, that is, the special results in the case where Tr ∂ γ u = 0 on ∂Ω for all γ ≤ m − 1. If Ω is bounded let v = u. If Ω is a Lipschitz graph domain let v = uϕ Q for some large cube Q. In both cases v is compactly supported. If R d \ Ω is bounded, let v = (u − u R )ϕ R + u R , where R ≫ 0 and where u R is the polynomial of degree m − 1 introduced in Step 1. Notice that v is not compactly supported but that v equals a polynomial outside of some large ball.
Let v ε = v * η ε as before. Notice that ∇ m (u R * η ε ) = (∇ m u R ) * η ε = 0, and so if R d \ Ω is bounded then v ε is equal to a polynomial of degree m − 1 outside of some ball. Let ϕ ε be smooth, supported in Ω Kε and identically equal to 1 in Ω 2Kε , with |∇ k ϕ ε | ≤ Cε −k for all 1 ≤ k ≤ m, where K is a large constant depending on the Lipschitz character of Ω.
We wish to show that v ε ϕ ε → v.
Recall that 1 Ωε ∇ m v ε → ∇ m v, and so we need only bound 1 Ωε ∇ m v ε −∇ m (v ε ϕ ε ). Arguing as above, we may see that
m,av (Ω) or weakly as ε → 0, and so we need only bound terms of the form
If Ω is a Lipschitz graph domain then by formula (3.14)
where G is a grid of dyadic cubes in
Using our bounds on ϕ ε , we see that
If K is large enough, then as before we may control
, and becauseṪr
If p < ∞ then the right-hand side approaches zero as ε → 0, and if p = ∞ it is bounded for all ε (after replacing sums with appropriate suprema). Thus, v ε ϕ ε → v inẆ p,θ,q m,av (Ω), weakly or strongly, as desired. If ∂Ω is compact, notice that 1 Ωε ∇ m v ε −∇ m (v ε ϕ ε ) = 0 except for a small region near the boundary; working in Lipschitz cylinders and Lipschitz graph domains, as in Definition 2.2, we may show that v ε ϕ ε → v, as desired. (If R d \ Ω is bounded then v ε ϕ ε is not compactly supported; however, v ε ϕ ε = v ε ϕ ε − u R * η ε asẆ p,θ,q m,av -functions, and v ε ϕ ε − u R * η ε is compactly supported and equal to a polynomial in a neighborhood of ∂Ω, as desired.)
Extensions: Dirichlet boundary data
In this section we will prove the following extension theorem; this will show, in effect, thatẆA 
In the case p = 1 this is true whether we use atoms or the norm (2.7) to characterizeḂ 1,1 θ (∂Ω); that is, ifφ lies in the set in formula (2.13) then there is an extension Φ such that both of the bounds
As mentioned in Remark 2.11, the m = 1 cases of this theorem and of Theorem 5.1 imply that the atomic characterization and the norm (2.7) are equivalent in the case p = 1.
The remainder of Section 4 will be devoted to a proof of this theorem.
Our goal is to show that ifφ ∈ẆA 
In either case, we may consider only arrayṡ ϕ that satisfyφ =Ṫr Fix such an extension ϕ. We claim that there is a function Φ ∈Ẇ
. This suffices to prove the theorem.
We will follow closely the proof of [MMS10, Proposition 7.3]. The main differences in our case are, first, that [MMS10, Proposition 7.3] does not discuss the case p ≤ 1, and second, that we have chosen to work with homogeneous spaces.
Let ϕ γ (y) = ∂ γ ϕ(y) for any multiindex γ with |γ| ≤ m − 1. Define
and let P (x, y) = P 0 (x, y). Notice that p(x) = P γ (x, y) is a Taylor expansion of ∂ γ ϕ(x) around the point x = y; in particular, p(x) is a polynomial in x, and if
for all x ∈ Ω, where K(x, y) : Ω × ∂Ω → R is a kernel that satisfies the requirementŝ
for all x ∈ Ω, all y ∈ ∂Ω, and all γ ≥ 0, K(x, y) = 0 whenever |x − y| ≥ 2 dist(x, ∂Ω).
We wish, first, to bound ∇ m Eφ(x), and, second, to show thatṪr Ω m−1 Eφ =φ. Let x ∈ Ω. We assume first that dist(x, ∂Ω) ≤ r Ω /C, where r Ω is the natural length scale of Definition 2.2. (If Ω is a Lipschitz graph domain then this is true for all x ∈ Ω.) Then for any multiindex α,
Observe that if |δ| > m − 1 then ∂ δ x P (x, y) = 0, and so we may disregard terms of higher order. Furthermore, recall that´K(x, y) dσ(y) = 1 is independent of x, and so´∂ α−δ x K(x, y) dσ(y) = 0 whenever δ < α. Applying these facts, we see that for every z ∈ ∂Ω,
From [Ste70, p. 177] we have the formula
This formula may also be verified by observing, first, that it is valid if |δ| = m − 1, and, second, that it is valid if x = y for all δ and that differentiating both sides with respect to x yields the same formula with |δ| increased. So
where the sums are over all δ with δ < α and |δ| ≤ m − 1, and over all ζ with ζ ≥ δ and |ζ| ≤ m − 1. Notice that if |α| ≥ m then the second term vanishes. Let ∆(x) = ∂Ω ∩ B(x, 2 dist(x, ∂Ω)). Recall that by assumption, if K(x, y) = 0 then y ∈ ∆(x). Furthermore, we assumed dist(x, ∂Ω) < r Ω /C, and so we have that
, then we have the bound
We may average over all z ∈ ∆(x) to see that
If 1 ≤ q < ∞, then by Hölder's inequality
We now must bound the quantity |ϕ ζ (y) − P ζ (y, z)|.
If |ζ| = m − 1 then P ζ (y, z) = ϕ ζ (z). If |ζ| < m − 1, recall that p(y) = P ζ (y, z) is the Taylor polynomial for ϕ ζ expanded around the base point y = z. We may thus use standard error estimates for Taylor polynomials to bound ϕ ζ (y) − P ζ (y, z).
Recall that dist(x, ∂Ω) ≤ r Ω /C. Then ∆(x) ⊂ ∂V j for some Lipschitz graph domain, as in Definition 2.2.
Let η be a Lipschitz function defined on ∆(z ′ , r) with η(z ′ ) = 0, so that we may bound
by an appropriate integral of ∇η. It is an elementary exercise in multivariable calculus to establish that
Let q ≥ 1 and let θ be a Lipschitz function defined on ∆(z ′ , r) with θ(z ′ ) = 0. Applying the previous inequality to the function η(y ′ ) = |θ(y ′ )| q and using Hölder's inequality, we see that
We now choose θ(y
; θ is then a Lipschitz function, albeit is not smooth. We then have that
is small enough then we may also choose r small enough that ∆(z, r) ⊂ ∂Ω ∩ ∂V .
By induction, we have that
But if |ζ| = m − 1 then P ζ (y, z) = ϕ ζ (z), and so
for all x ∈ Ω with dist(x, ∂Ω) < r Ω /C 0 .
If ∂Ω is compact then we must consider x with dist(x,
The right-hand side is independent of x. Let η be a smooth cutoff function such that η(x) = 1 when dist(x, ∂Ω) < r Ω /2C 0 and η(x) = 0 when dist(x, ∂Ω) > r Ω /C 0 . Let Pφ be the polynomial of degree m − 1 that satisfiesˆr
We claim that Eφ satisfies the bound (4.3) for all x ∈ Ω.
There are three cases to consider.
An induction argument yields the bound
Applying the bound (4.4) and imposing the bound |∇ m−j η| ≤ Cr
, we have that
for all x ∈ Ω. Thus, we have that
for all x ∈ Ω. Here ∆ ′ (x) = {y ∈ ∂Ω : |x − y| < C 1 dist(x, ∂Ω)} for some C 1 sufficiently large; in particular, we require C 1 to be large enough that, if dist(x, ∂Ω) > r Ω /2C 0 , then ∂Ω = ∆ ′ (x).
By letting ∆ ′′ (x) = {y ∈ ∂Ω : |x − y| < C 2 dist(x, ∂Ω)} for some C 2 > C 1 large enough, we may establish the bound
If p = ∞, take q = 1. Thenφ lies in the spaceĊ θ (∂Ω) =Ḃ ∞,∞ θ (∂Ω) of Hölder continuous functions. Thus
for all x ∈ Ω, and so
Interchanging the order of integration we see that
thus, it may be readily seen that the inner integral is at most C|y − z| −pθ , and sô
as desired. Finally, suppose that (d − 1)/(d − 1 + θ) < p ≤ 1. Again take q = 1. Recall thaṫ ϕ = j λ jȧj , where eachȧ j is an atom supported in B(x j , r j ) ∩ ∂Ω, and where φ
pd .
In the other case, if 2r
We bound the first integral as before. To bound the second integral, we observe that
where
and so by Definiton 2.6,
The first integral converges because p > 0 and θ < 1, while the second integral converges because
We now need to show thatṪr m−1 Eφ =φ. Recall that if |γ| = m − 1, then for all z ∈ ∂Ω and all x ∈ Ω sufficiently close to ∂Ω, we have that
where the sums are over all δ with δ < γ and |δ| ≤ m − 1, and over all ζ with δ ≤ ζ and |ζ| ≤ m − 1. Observe that because P γ (y, z) = ϕ γ (z), we have that
and so we may write
where the sums are now over all δ with δ ≤ γ. Recall that by assumption on K the second integral is equal to ϕ γ (z); we need only show that as x → z in some sense the first term vanishes. Fix some z ∈ ∂Ω. Recall that
Let f (r) = ϕ ζ (z + r(y − z)). Then
By induction, we may establish that
Notice that this is not quite the standard form of the Taylor remainder of singlevariable calculus. Then
and the right-hand side is finite.
This completes the proof.
Traces: Dirichlet boundary data
In this section we complete the proof of Theorem 1.5 by proving the following theorem. 
for all Φ ∈Ẇ 1,θ,q m,av (Ω). As mentioned in Remark 2.11, the m = 1 cases of this theorem and of Theorem 5.1 imply that the atomic characterization and the norm (2.7) are equivalent in the case p = 1.
The remainder of Section 5 will be devoted to a proof of this theorem.
5.1. The case p = ∞. In this section we will prove Theorem 5.1 in the case p = ∞. We must show that if ϕ ∈Ẇ 
, where θ is smooth, compactly supported, and integrates to 1, and where θ t (y) = t −(d−1) θ(y/t). It is possible to choose c large enough that ∂ t ρ(x ′ , t) > 1 for all x ′ ∈ R d−1 and all t > 0. We let δ(x ′ , t) satisfy
Using a partition of unity argument, we may construct a function δ(x) that satisfies the conditions (5.2) if Ω is a bounded Lipschitz domain as well.
Suppose that φ ∈Ẇ 1 m,loc (Ω). As in Section 4, let p(x) = P (x, y) be the Taylor polynomial of φ about the point y of order m − 1,
Let η be smooth, radial and compactly supported, with´R d η = 1. We will impose further conditions on η momentarily. Let K(x, y) = δ(x) −d η δ(x) −1 (y−x) , so that´Ω K(x, y) dy = 1 for each x ∈ Ω. (We will use this kernel K on Ω × Ω; this differs from the kernel of Section 4 inasmuch as that kernel was used on Ω × ∂Ω.) Define
Then T φ is locally C m+1 in Ω. We will show that, if V ⊂ Ω is a bounded set, then T is a bounded operatorẆ Suppose that γ is a multiindex with |γ| = m − 1 or |γ| = m. Then
By definition of P (x, y), we have that
for some constants C γ,ξ,ζ .
Let a > 0 be a number such that K(x, y) (regarded as a function of y) is supported in B(x, a dist(x, ∂Ω)); by choosing η appropriately we may make a as small as we like. Let P x (y) be the polynomial of degree m − 1 such that
for any multiindex ζ with 0 ≤ |ζ| ≤ m − 1. Then
By definition of K,
We may control the integral by the Poincaré inequality, and so
In particular, notice that if |γ| = m − 1 and φ is smooth then I(x) → 0 as x → ∂Ω, and so ∂ γ T φ = II on ∂Ω. We now consider the second term II(x). We impose the additional requirement that´η(y) y ζ dy = 0 for all ζ with 1 ≤ |ζ| ≤ m; this implies that´K(x, y) p(y) dy = p(x) for any polynomial of degree at most m. Thus,
ζ+ξ−γ z=x = 0 unless α = γ − ζ, in which case it is a constant depending only on ζ, ξ and γ. Thus, there is some constant C γ such that
If |γ| = m then ∂ 
We now claim that C γ = 1 whenever |γ| = m − 1. This may be most easily seen by observing that, if φ(x) is a polynomial of degree m − 1, then P (x, y) = φ(x) and so T φ(x) = φ(x), and also that P x (y) = φ(y) and so I(x) = 0. In particular, if
and so C γ = 1. By our above bound on I(x), if φ ∈Ẇ 1 m,loc (Ω), then
where B(x) = B(x, a dist(x, ∂Ω)). Thus, if φ is smooth, then ∇ m−1 T φ(x) is continouous up to the boundary and satisfies ∇ m−1 T φ = ∇ m−1 φ on ∂Ω. Furthermore, using a Whitney decomposition, we see that that T is bounded onẆ Observe that we may extend Theorem 5.3 to any Lipschitz graph domain Ω = {(x ′ , t) : t > ψ(x ′ )} by means of the change of variables (
). To complete the proof in the case m = 1, we need only extend Theorem 5.3 to Lipschitz domains with compact boundary.
Let Ω be such a domain, and let u ∈Ẇ p,θ,q 1,av (Ω). Let {ϕ j } be a set of smooth functions such that n j=1 ϕ j = 1 in a neighborhood of ∂Ω, where each ϕ j is supported in the ball B(x j , (3/2)r j ), where x j and r j are as in Definition 2.2.
By Lemma 3.7, we have that ∇u ∈ L 1 (B(0, R) ∩ Ω) for any R > 0. Let
Notice that constants haveḂ p,p θ (∂Ω)-norm zero, and so we may neglect the u Ω term. We first show that u j ∈Ẇ p,θ,q 1,av (Ω). Let the tents T (Q) be as in Lemma 3.11. Notice that ϕ j is supported in a tent T (Q j ) for some cube Q. By Lemma 3.11, we have that ϕ j (u − u Qj ) ∈Ẇ (Ω) . This implies that u j Ẇ p,θ,q 1,av (Ω) ≤ C u Ẇ p,θ,q 1,av (Ω) . If V j is the Lipschitz graph domain associated to the point x j in Definition 2.2, we have that u j ∈Ẇ p,θ,q 1,av (V j ) and so Tr u j ∈Ḃ p,p θ (∂V j ). We now prove the following lemma.
Lemma 5.4. Let Ω be a Lipschitz domain, V a Lipschitz graph domain, and suppose that B(x 0 , 2r) ∩ Ω = B(x 0 , 2r) ∩ V , for some x 0 ∈ ∂Ω and some r > 0. Let 0 < θ < 1 and let
. (If p = 1 we may use either atomic norms or the norm (2.7).)
Proof. Suppose first that 1 ≤ p ≤ ∞. We must bound the norm (2.7). We will divide ∂Ω into the two regions ∂Ω ∩ B(x 0 , 2r) and ∂Ω\B(x 0 , 2r); because the norm (2.7) involves two integrals over ∂Ω, this leaves us with four integrals to bound.
Because ∂Ω ∩ B(x 0 , 2r) = ∂V ∩ B(x 0 , 2r), we have that
Because f is supported in B(x 0 , (3/2)r) ⊂ B(x 0 , 2r), we have that
By symmetry, and because f is supported in B(x 0 , (3/2)r), we need only bound ∂Ω\B(x0,2r)ˆ∂Ω∩B(x0,(3/2)r)
We have a bound in V , that is,
But if y / ∈ B(x 0 , 2r) and x ∈ B(x 0 , (3/2)r), then |x − y| ≈ |x 0 − y|. Thuŝ
Estimating the first integral, we see that
Again using the relation |x − y| ≈ |x 0 − y|, we see that For any function h, let h x0,2r = ffl B(x0,2r)∩∂V h dσ. Let ϕ be a smooth cutoff function, supported in B(x 0 , 2r) and identically equal to 1 in B(x 0 , (3/2)r). Then
We claim that f x0,2r ϕ = λ a for some atom a and some λ with |λ| ≤ C f Ḃ p,p θ (∂Ω) , and that (a k − a x0,2r k )ϕ is a bounded multiple of an atom or sum of two atoms. This suffices to show that f ∈Ḃ ϕ is also a bounded multiple of an atom.
We are left with the term f x0,2r ϕ. We begin by bounding the average value of f . Observe that
By the above arguments, (a k − a x0,2r k )ϕ is a multiple of an atom (or two) with characteristic length scale at most r; thus,
and by the definition of theḂ
Because f = 0 in B(x 0 , 2r) \ B(x 0 , (3/2)r), we have that
and estimating the left-hand integral, we see that (Ω) is different from the norms we prefer to use in this paper. However, using the atomic decomposition of B p,p θ+1/p (Ω) (see [FJ85] ), it is straightforward to establish that if p < 1 then
(Ω) , and so we may replace the B The second lemma we will require is well known in the theory of second-order divergence-form elliptic equations and may be verified using elementary multivariable calculus. Recall that we chose a multiindex γ with |γ| = m − 1. If |α| = m and α > γ, then there is some coordinate vector e i with 1 ≤ i ≤ d and with α = γ + e i ; let
Then for any smooth, compactly supported function F ,
as desired.
Traces: Neumann boundary data
In the previous section, we established thaṫ
av (Ω), div mĠ = 0}. We conclude our study of Dirichlet and Neumann boundary values by establishing that, in certain special cases, the reverse inclusion is valid. Specifically, we will establish the reverse inclusion in the case p > 1 (Theorem 7.1), in the case Ω = R Before presenting the (somewhat involved) proof of Theorem 7.2, we will mention an important corollary in the case m = 1. Lemma 7.5. For any integer N > 0 there exist real functions ψ and ϕ defined on R that satisfy the following properties.
• | Furthermore, suppose we let ψ i,m (x) = 2 i/2 ψ(2 i x − m) and ϕ i,m (x) = 2 i/2 ϕ(2 i x − m). Then {ψ i,m : i, m ∈ Z} is an orthonormal basis for L 2 (R), and if i 0 is an integer then {ϕ i0,m : m ∈ Z} ∪ {ψ i,m : m ∈ Z, i ≥ i 0 } is also an orthonormal basis for L 2 (R).
The functions ϕ and ψ are often referred to as a scaling function and a wavelet, or as a father wavelet and a mother wavelet.
We may produce an orthonormal basis of L 2 (R d−1 ) from these wavelets by considering the 2 d−1 − 1 functions Ψ ℓ (x) = η 1 (x 1 ) η 2 (x 2 ) . . . ) for some 0 < p ≤ ∞ and some σ ∈ R, the decomposition (7.6) is still valid. Furthermore, we have the inequality We choose the smooth cutoff function η in the definition of ϕ so that η(t) = 1 if t < ℓ(Q) and η(t) = 0 if t > 2ℓ(Q), with the usual bounds on the derivatives of η.
We then have that .
We have now bounded M jĠ . We wish to show that some representative oḟ M 
Then g γ ∈Ḃ 
