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BOOK ANNOUNCEMENTS 
E. Gelenbe and G. Pujolle, Introduction to Queueing Networks (Wiley, New York, 
1987) 177 pages 
htroducfion. Chapter 1: Queues with u Single Server. Introduction. Deterministic approach to a queue 
with a single server. The exponential distribution and queues with a single server (‘Memoryless’ property 
of the exponential distribution. Analysis of a queue with exponential interarrivals and services. 
Differential equation approach and the Chapman-Kolmogorov equation. The Poisson process). General 
queues with a single server (Little’s formula. Arrival and departure instants. Extension of some deter- 
ministic results to the case of the regenerative process N(t): Little’s formula. Probability of finding the 
queue empty. Kendall’s notation). M/GI/I queue. GI/M/I queue. GI/GI/l queue. Application to the 
evaluation of the characteristics of some computer systems (Response time of a computer system. 
Response time for a disc access. Model of a ‘send and wait’ protocol). Chapter 2: Jackson Networks. 
Introduction. Deterministic analysis of an open queueing network. The central server system: example 
of a closed system. Solution of a general closed system. Algorithms for calculating the normalization 
constant G(K, N) for closed networks (Case where the Xi do not depend on the ki. Algorithm for 
calculating G(K, N) in the general case. Calculation of the utilization rates of each server). Jackson’s 
theorem (Open network: Chapman-Kolmogorov equation. Open network: Use of the method of points 
of regeneration. Closed networks. Application example). Application to analysis of the characteristics 
of a computer with virtual memory. Chqgler 3: Extensions to Queues with a Single Server. Extensions 
to the M/M/l queue (M/M/I queue with state dependence. M/M/Cqueue. M/M/I/m queue. M/M/o0 
queue. M/M/m/m queue. M/M/C/m/K queue. M/M/C queue with possible departure). Diffusion 
process approximation (Introduction. Reflecting barrier. Absorbing barrier and instantaneous return. 
Discretization of the continuous process). Particular queues (Queue with batch arrivals Mx/M/l. 
Queue with batch service: M/My/I). Queues with priority (M/M/I queue with different customer 
classes and absolute priorities. M/GI/l queue with different customer classes and absolute priorities. 
M/GI/l queue with different customer classes and simple priorities). Chupter4: Basket& Chandy, Muntz 
and Pulacios Networks. BCMP networks (Service time distributions. Service disciplines. BCMP theorem. 
Examples of BCMP networks). Response time of a packet switching network. Chflp@r 5: Approximate 
Methods. Introduction. Decomposition method. Mean value method (Closed networks with product 
form solution. Closed networks with different customer classes. Open networks). Aggregation method 
(Theory of the aggregation method. Example of the aggregation method). Isolation method (Theory of 
the isolation method. Example of the isolation method). Study of the response time of a data trans- 
mission network. Application to the study of the characteristics of an interactive computer. Performance 
study of a computer network with virtual circuits. Chapter 6: Flows in Networks. Introduction. Output 
process of a queue. Reversibility and quasi-reversibility. Flows in Jackson networks (Flow in the M/M/l 
system with feedback. Output process. Departure process. Feedback process. Flows in Jackson 
networks). Appendix. Index. 
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Alexander Schrijver, Theory of Linear and Integer Programming (Wiley, New 
York, 1986) 471 pages 
Chup/er I: Introduction and Pre/iminuries. Introduction. General preliminaries. Preliminaries from 
linear algebra, matrix theory, and Euclidean geometry. Some graph theory. Chapter 2: Problems, 
Algori/hms, and Complexity. Letters, words, and sizes. Problems. Algorithms and running time. Poly- 
nomial algorithms. The classes 9, J’W, and co-J%‘. N&omplete problems. Some historical notes. 
PART I: LINEAR ALGEBRA. Chapter 3: Linear Algebra and Complexity. Some theory. Sizes and good 
characterizations. The Gaussian elimination method. Iterative methods. Notes on Linear Algebra. 
Historical notes. Further notes on linear algebra. PART II: LATTICES AND LINEAR DIOPHANTINE 
EQUATIONS. Chapter 4: Theory of Lattices and Linear Diophantine Equations. The Hermite normal 
form. Uniqueness of the Hermite normal form. Unimodular matrices. Further remarks. Chapter 5: 
Algorithms for Linear Diophantine Equations. The Euclidean algorithm. Sizes and good characteri- 
zations. Polynomial algorithms for Hermite normal forms and systems of linear diophantine equations. 
Chapter 6: Diophantine Approximation and Basis Reduction. The continued fraction method. Basis 
reduction in lattices. Applications of the basis reduction method. Notes on Lattices and Linear 
Diophantine Equations. Historical notes. Further notes on lattices and linear diophantine equations. 
PART III: POLYHEDRA, LINEAR INEQUALITIES. AND LINEAR PROGRAMMING. Chapter 7: Fundamental 
Concepts and Results on Polyhedra, Linear Inequalities, and Linear Programming. The fundamental 
theorem of linear inequalities. Cones, polyhedra, and polytopes. Farkas’ lemma and variants. Linear 
programming. LP-duality geometrically. Affine form of Farkas’ lemma. Carath6odory’s theorem. Strict 
inequalities. Complementary slackness. Application: max-flow min-cut. Chapter 8: The Structure of 
Polyhedra. Implicit equalities and redundant constraints. Characteristic one, lineality space, affine hull, 
dimension. Faces. Facets. Minimal faces and vertices. The face-lattice. Edges and extremal rays. 
Extremal rays of cones. Decomposition of polyhedra. Application: Doubly stochastic matrices. 
Application: The matching polytope. Chapter 9: Polarity, and blocking and Anti-blocking Pol_vhedra. 
Polarity. Blocking polyhedra. Anti-blocking polyhedra. Chapter 10: Sizes and the Theoretical Com- 
plexity oj’ Linear Inequalities and Linear Programming. Sizes and good characterizations. Vertex and 
facet complexity. Polynomial equivalence of linear inequalities and linear programming. Sensitivity 
analysis. Chapter 11: The Simplex Method. The simplex method. The simplex method in tableau form. 
Pivot selection, cycling, and complexity. The worst-case behaviour of the simplex method. The average 
running time of the simplex method. The revised simplex method. The dual simplex method. Chapter 
12: Primal-Dual, Elimination, and Relaxation Methods. The primal-dual method. The Fourier-Motzkin 
elimination method. The relaxation method. Chapter 13: Khachiyan’s Methodfor Linear Programming. 
Ellipsoids. Khachiyan’s method: Outline. Two approximation lemmas. Khachiyan’s method more 
precisely. The practical complexity of Khachiyan’s method. Further remarks. Chapter 14: The Ellipsoid 
Method for Polyhedra More Generally. Finding a solution with a separation algorithm. Equivalence of 
separation and optimization. Further implications. Chapter 15: Further Polynomiality Results in Linear 
Programming. Karmarkar’s polynomial-time algorithm for linear programming. Strongly polynomial 
algorithms. Megiddo’s linear-time LP-algorithm in fixed dimension. Shallow cuts and rounding of 
polytopes. Notes on Polyhedra, Linear Inequulities, and Linear Programming. Historical notes. Further 
notes on polyhedra, linear inequalities, and linear programming. PART IV: INTEGER LINEAR PRO- 
GRAMMING. Chapter 16: Introduction to Integer Linear Programming. Introduction. The integer hull of 
a polyhedron. Integral polyhedra. Hilbert bases. A theorem of Bell and Scarf. The knapsack problem 
and aggregation. Mixed integer linear programming. Chapter 17: Estimates in Integer Linear Pro- 
gramming. Sizes of solutions. Distances of optimum solutions. Finite test sets for integer linear pro- 
gramming. The facets of PI. Chapter 18: The Complexity of Integer Linear Programming. ILP is fi% 
complete. &%completeness of related problems. Complexity of facets, vertices, and adjacency on 
the integer hull. Lenstra’s algorithm for integer linear programming. Dynamic programming applied to 
the knapsack problem. Dynamic programming applied to integer linear programming. Chapter 19: 
Totally Unimodular Matrices: Fundamental Properties and Examples. Total unimodularity and optimi- 
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zation. More characterizations of total unimodularity. The basic examples: network matrices. Decompo- 
sition of totally unimodular matrices. Chapter 20: Recognizing total unimoduiarity. Recognizing 
network matrices. Decomposition test. Total unimodularity test. Chapter 21: Further Theory Related to 
Total Unimodularity. Regular matroids and signing of {0, I}-matrices. Chain groups. An upper bound 
of Heller. Unimodular matrices more generally. Balanced matrices. Chapter 22: Integral Polyhedra and 
Total Dual tntegrahty. Integral polyhedra nd total dual integrality. Two combinatorial applications. 
Hi!bert bases and minimal TDI-systems. Box-total dual integrality. Behaviour of total dual integrality 
under operations. An integer analogue of Caratheodory’s theorem. Another characterization of total 
dual integrality. Optimization over integral polyhedra nd TDI-systems algorithmically. Recognizing 
integral polyhedra nd total dual integrality. Integer ounding and decomposition. Chapter 23: Cutting 
Planes. Finding the integer hull with cutting planes. Cutting plane proofs. The number of cutting planes 
and the length of cutting plane proofs. The Chvatal rank. Two combinatorial i lustrations. Cutting 
planes and d@-theory. Chvatal functions and duality. Gomory’s cutting plane method. Chapter 24: 
Further Methods in Integer Linear Programming. Branch-and-bound methods for integer linear pro- 
gramming. The group problem and corner polyhedra. Lagrangean relaxation. Application: the traveling 
salesman problem. Benders’ decomposition. Some notes on integer linear programming in practice. 
Historical and Further Notes on Integer Linear Programming. Historical notes. Further notes on integer 
linear programming. Notation Index. Author Index. Subject Index. 
Martin C. Tangora, ed., Computers in Algebra (Dekker, New York, 1988) 159 
pages 
Chapter 1: Permutation Groups and p-Groups (Gregory Butler). Chapter 2: Computing with Finite 
Simple Groups and Their Covering Groups (Colin M. Campbell and Edmund F. Robertson). Chapter 
3: The Bimonster, the Group Ysss, and the Projective Plane of Order 3 (John H. Conway, Simon P. 
Norton and Leonard H. Soicher). Chapter 4: Cohomology Rings of Infinitesimal Unipotent Subgroups 
of SL,(k) (Ronni P. Crane). Chapter 5: Codes and Existence Theorems (Marshall Hall, Jr.). Chapter 
6: Computation of Cohomoiogy Groups and Enumeration of Finite Perfect Groups (Derek F. Holt). 
Chapter I: Mathematical Packages in Ada-like Languages (Anthony Hughes). Chapter 8: Algorithmsfor 
Syfow p-Subgroups and Solvable Groups (William M. Kantor). Chapter 9: Hopf Algebras via Symbolic 
Algebra (Richard CL Larson). Chapter 10: Advances in Computational Galois Theory (John McKay). 
Chapter 1 I: Computer Solution of Word Problems in Universal Algebra (John Pedersen). Chapter 12: 
Binary Cyclic Codes (Vera Pless). Chapter 13: Matrix Generators for the Held Group (A.J.E. Ryba). 
Chapter 14: Construction of Group Representations from Geometries (Stephen D. Smith). Chapter 15: 
Presentations for Some Groups Related to Co, (Leonard H. Soicher). Chapter 16: NewI Two-Element 
Generating Sets for M22. M23, M24 (Anestis A. Toptsis). 
