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Inverse Boundary Value Problem by Partial data for the
Neumann-to-Dirichlet-map in two dimensions
O. Yu. Imanuvilov, ∗Gunther Uhlmann,†M. Yamamoto‡
Abstract
For the two dimensional Schro¨dinger equation in a bounded domain, we prove uniqueness of
determination of potentials in W 1
p
(Ω), p > 2 in the case where we apply all possible Neumann
data supported on an arbitrarily non-empty open set Γ˜ of the boundary and observe the corre-
sponding Dirichlet data on Γ˜. An immediate consequence is that one can uniquely determine a
conductivity in W 3
p
(Ω) with p > 2 by measuring the voltage on an open subset of the boundary
corresponding to current supported in the same set.
1 Introduction
Let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω and let ν = (ν1, ν2) be the unit outer
normal to ∂Ω and let ∂∂ν = ∇ · ν.
In this domain we consider the Schro¨dinger equation with a potential q:
Lq(x,D)u = (∆ + q)u = 0 in Ω. (1)
Let Γ˜ be a non-empty arbitrary fixed relatively open subset of ∂Ω. Consider the Neumann-to-
Dirichlet map N
q,Γ˜ with partial data on Γ˜ defined by
N
q,Γ˜ : f → u|Γ˜, (2)
where
(∆ + q)u = 0 in Ω,
∂u
∂ν
|
∂Ω\Γ˜ = 0,
∂u
∂ν
|Γ˜ = f (3)
with domain D(N
q,Γ˜
) ⊂ L2(Γ˜). Without loss of generality we may assume that ∂Ω \ Γ˜ contains
a non-empty open set. By uniqueness of the Cauchy problem for the Scho¨dinger equation the
operator N
q,Γ˜
is well defined since the problem (3) has at most one solution for each f ∈ L2(Γ˜).
Thanks to the Fredholm alternative, we see that D(N
q,Γ˜
) = D(N
q,Γ˜
) and L2(Γ˜) \D(N
q,Γ˜
) is finite
dimensional for any potential q in W 12 (Ω).
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1
The goal of this article is to prove uniqueness of the determination of the potential q from
the Neumann-to-Dirichlet map N
q,Γ˜
given by (2) for arbitrary subboundary Γ˜. More precisely,
we consider all Neumann data supported on an arbitrarily fixed subboundary Γ˜ as input and
we observe the Dirichlet data only on the same subboundary Γ˜. This map arises in electrical
impedance tomography (EIT) where one attempts to determine the electrical conductivity of a
medium by inputting voltages and measuring current at the boundary. After transforming (1)
to the conductivity equation, we can interpret u|
Γ˜
and ∂u
∂ν Γ˜
respectively as the voltage and the
multiple of the current by values of the surface conductivity. In practice, we can realize such inputs
and outputs by applying current to electrodes on the boundary and observing the corresponding
voltages. The current inputs are modeled by the Neumann boundary data ∂u∂ν and the observation
data is modeled by Dirichlet data. See e.g., Cheney, Issacson and Newell [10] for applications
to medical imaging of EIT. Moreover it is very desirable to restrict the supports of the current
inputs as small as possible. To the authors’ best knowledge there are few works on the uniqueness
by such a ”Neumann-to-Dirichlet map” with partial data. In Astala, Pa¨iva¨rinta and Lassas [3],
the authors consider both the Dirichlet-to-Neumann map and the Neumann-to-Dirichlet map on
an arbitrarily subboundary to establish the uniqueness of an anisotropic conductivity modulo the
group of diffeomorphisms which is the identity on the boundary where the measurements take place.
The case where the measurements are given by the Dirichlet-to-Neumann map has been exten-
sively studied in the literature. This map is defined in the case of partial data by
Λ
q,Γ˜ : g →
∂u
∂ν
|Γ˜; (∆ + q)u = 0 in Ω, u|∂Ω\Γ˜ = 0, u|Γ˜ = g.
We give some references but the list is not at all complete. In the case of full data Γ˜ = ∂Ω, this
inverse problem was formulated by Caldero´n [9]. In the two dimensional case, given a Dirichlet-
to-Neumann map Λ
q,Γ˜
on an arbitrary subbondary Γ˜, uniqueness is proved under the assumption
q ∈ C2+α(Ω) by Imanuvilov, Uhlmann and Yamamoto [14] and for the uniqueness for potentials
q ∈W 1p (Ω), p > 2 see Imanuvilov and Yamamoto [19]. For other uniqueness results by the Dirichlet-
to-Neumann map on an arbitrary subboundary Γ˜, we can refer also to Imanuvilov, Uhlmann and
Yamamoto [15], [17]. Also see Imanuvilov and Yamamoto [18] for uniqueness results for elliptic
systems. In Guillarmou and Tzou [12], the result of [14] was extended on Riemmannian surfaces. In
particular, for uniqueness in determining a two-dimensional potential with full data: Λq,∂Ω, we refer
to Blasten [4], Bukhgeim [7] and, Sun and Uhlmann [24], and for systems in Albin, Guillarmou,
Tzou and Uhlmann [1] and Novikov and Santacesaria [22]. For the case of full data, in [4] and
[19], it was shown that Λq,∂Ω uniquely determines q in the class piecewise W
1
p (Ω) with p > 2 and
Cα(Ω), α > 0, respectively. As for the related problem of recovery of the conductivity in EIT, Astala
and Pa¨iva¨rinta [2] proved uniqueness for conductivities in L∞(Ω), improving the results of Nachman
[21] and Brown and Uhlmann [6]. Moreover for the case of dimensions n ≥ 3 with the full data
Sylvester and Uhlmann [25] proved the uniqueness of recovery of a conductivity in C2(Ω), and later
the regularity assumption was improved (see, e.g., Brown and Torres [5], Pa¨iva¨rinta, Panchenko
and Uhlmann [23] and Haberman and Tataru [13]). The case when voltages are applied and current
is measured on different subsets was studied in dimensions greater than three in Bukhgeim and
Uhlmann [8], Kenig, Sjo¨strand and Uhlmann [20] and in Imanuvilov, Uhlmann and Yamamoto [16]
for the two-dimensional case.
Our main result is as follows
Theorem 1 Let q1, q2 ∈ W 1p (Ω) for some p > 2. If D(Nq1,Γ˜) ⊂ D(Nq2,Γ˜) and Nq1,Γ˜(f) = Nq2,Γ˜(f)
for each f from D(N
q1,Γ˜
), then q1 = q2 in Ω.
2
Notice that Theorem 1 does not assume that Ω is simply connected. An interesting inverse
problem is whether one can determine the potential in a domain with holes by measuring N
q,Γ˜
only
on some open set Γ˜ in the outer subboundary.
Let Ω, G be bounded domains in R2 with smooth boundaries such that G ⊂ Ω. Let Γ˜ ⊂ ∂Ω be
an open set and q ∈ W 1p (Ω \ G) with some p > 2. Consider the following Neumann-to-Dirichlet
map:
N˜
q,Γ˜
: f → u|
Γ˜
,
where
u ∈ H1(Ω \G), (∆ + q)u = 0 in Ω \G, ∂u
∂ν
|
∂G∪(∂Ω\Γ˜) = 0,
∂u
∂ν
|Γ˜ = f.
Then we can directly derive the following from Theorem 1.
Corollary 2 Let q1, q2 ∈ W 1p (Ω \ G) with some p > 2. If D(N˜q1,Γ˜) ⊂ D(N˜q2,Γ˜) and N˜q1,Γ˜(f) =
N˜
q2,Γ˜
(f) for each f from D(N˜
q1,Γ˜
), then q1 = q2 in Ω \G.
For the case of EIT, if the conductivities are known on Γ˜, then we can apply our theorem to
prove uniqueness of the determination of conductivities in W 3p (Ω), p > 2 from the Neumann-to-
Dirichlet map.
The remainder of the paper is devoted to the proof of the theorem 1. The main technique
is the construction of complex geometrical optics solutions whose Neumann data vanish on the
complement of Γ˜.
Throughout the article, we use the following notations.
Notations. We set Γ0 = ∂Ω \ Γ˜, i =
√−1, x1, x2 ∈ R1, z = x1 + ix2, z denotes the complex
conjugate of z ∈ C. We identify x = (x1, x2) ∈ R2 with z = x1 + ix2 ∈ C and ξ = (ξ1, ξ2) with
ζ = ξ1 + iξ2. ∂z =
1
2(∂x1 − i∂x2), ∂z = 12(∂x1 + i∂x2), D =
(
1
i ∂x1 ,
1
i ∂x2
)
, ∂ζ =
1
2(∂ξ1 − i∂ξ2), ∂ζ =
1
2(∂ξ1 + i∂ξ2). Denote by B(x, δ) a ball centered at x of radius δ. For a normed space X, by oX(
1
τκ
)
we denote a function f(τ, ·) such that ‖f(τ, ·)‖X = o( 1τκ ) as |τ | → +∞. The tangential derivative
on the boundary is given by ∂~τ = ν2
∂
∂x1
− ν1 ∂∂x2 , where ν = (ν1, ν2) is the unit outer normal to ∂Ω.
The operators ∂−1z and ∂
−1
z are given by
∂−1z g = −
1
pi
∫
Ω
g(ζ, ζ)
ζ − z dξ2dξ1, ∂
−1
z g = ∂
−1
z g.
We call b(z) antiholomorphic if b(z) is holomorphic. In the Sobolev space W 12 (Ω) we introduce the
following norm
‖u‖
W
1,τ
2 (Ω)
= (‖u‖2
W 12 (Ω)
+ |τ |2‖u‖2L2(Ω))
1
2 .
2 Proof of Theorem 1
Let Φ = ϕ+ iψ be a holomorphic function in Ω such that ϕ,ψ are real-valued and
Φ ∈ C2(Ω), ImΦ|Γ∗0 = 0, Γ0 ⊂⊂ Γ∗0, (4)
3
where Γ∗0 is some open set in ∂Ω. Denote by H the set of the critical points of the function Φ.
Assume that
H 6= ∅, ∂2zΦ(z) 6= 0, ∀z ∈ H, H ∩ Γ˜ = ∅ (5)
and ∫
J
1dσ = 0, J = {x; ∂~τψ(x) = 0, x ∈ ∂Ω \ Γ∗0}. (6)
Let Ω1 be a bounded domain in R
2 such that Ω ⊂⊂ Ω1 and C be some smooth complex-valued
function in Ω such that
2
∂C
∂z
= C1(x) + iC2(x) in Ω1, (7)
where C1, C2 are smooth real-valued functions in Ω such that
∂C1
∂x1
+
∂C2
∂x2
= 1 in Ω1. (8)
The following proposition is proved as Proposition 2.5 in [17].
Proposition 1 Suppose that q ∈ L∞(Ω), the function Φ satisfies (4), (5), and the function C
satisfies (7), (8) and v˜ ∈W 21 (Ω) . Then there exist τ0 and C(N) independent of v˜ and τ such that
N
2
‖2∂z v˜eτϕ+NC‖2L2(Ω) + τ‖v˜eτϕ+NC‖2L2(Ω) + ‖v˜eτϕ+NC‖2W 12 (Ω) + τ
2‖|∂Φ
∂z
|v˜eτϕ+NC‖2L2(Ω)
≤ ‖Lq(x,D)v˜eτϕ+NC‖2L2(Ω) + C(N)τ‖(v˜eτϕ+NC ,
∂v˜
∂ν
eτϕ+NC)‖2
W
1,τ
2 (∂Ω)×L
2(∂Ω)
(9)
for all τ > τ0(N) and all positive N ≥ 1.
Let v˜ ∈W 22 (Ω) satisfy
Lq(x,D)v˜ = f in Ω,
∂v˜
∂ν
|Γ∗0 = 0.
Using Proposition 1, we can show the following.
Proposition 2 Suppose that Φ satisfies (4), (5) and q ∈ L∞(Ω). Then there exist τ0 and C
independent of v˜ and τ such that
τ‖v˜eτϕ‖2L2(Ω) + ‖v˜eτϕ‖2W 12 (Ω) + τ
2‖|∂Φ
∂z
|v˜eτϕ‖2L2(Ω)
≤ C
(
‖Lq(x,D)v˜eτϕ‖2L2(Ω) + τ‖(v˜eτϕ,
∂v˜eτϕ
∂ν
)‖2
W
1,τ
2 (Γ˜)×L
2(Γ˜)
)
(10)
for all τ > τ0 and for all v˜ ∈ H2(Ω).
Proof. Let {ej}Mj=1 be a partition of unity such that ej ∈ C∞0 (B(xj , δ)) where xj are some
points in Ω,
M∑
j=1
ej(x) = 1 on Ω,
∂ej
∂ν
|Γ∗0 = 0 ∀j ∈ {1, . . . ,M},
4
and δ be a small positive number such that B(xj, δ) ∩ Γ0 6= ∅ implies B(xj, δ) ∩ ∂Ω ⊂ Γ∗0. Denote
wj = ej v˜. Let suppwj ∩ (∂Ω \ Γ˜) = ∅. Then Proposition 1 implies that there exists τ0 such that for
all τ ≥ τ0
N
2
‖2∂zwjeτϕeNC‖2L2(Ω)
+τ‖wjeτϕ+NC‖2L2(Ω) + ‖wjeτϕ+NC‖2H1(Ω) + τ2‖|
∂Φ
∂z
|wjeτϕ+NC‖2L2(Ω)
≤ C‖Lq(x,D)wjeτϕ+NC‖2L2(Ω) + C(N)‖(wjeτϕ,
∂wje
τϕ
∂ν
)‖2
W
1,τ
2 (Γ˜)×L
2(Γ˜)
. (11)
Next let suppwj ∩ (∂Ω \ Γ˜) 6= ∅. We can not apply directly the Carleman estimate (10) in this
case, since the function wj may not satisfy the zero Dirichlet boundary condition. To overcame
this difficulty we construct an extension. Without loss of generality, using if necessary a conformal
transformation, we can assume that suppwj ∩ Ω ⊂ {x2 > 0} and suppwj ∩ ∂Ω ⊂ {x2 = 0}. Then
using the extension wj(x1, x2) = wj(x1,−x2), q(x1, x2) = q(x1,−x2) and ϕ(x1, x2) = ϕ(x1,−x2),
we apply Proposition 1 to the operator Lq(x,D) in O = supp ej ∪{x|(x1,−x2) ∈ supp ej}.We have
the same estimate (11). Therefore for all τ ≥ τ0
‖v˜‖2∗ := τ‖v˜eτϕ+NC‖2L2(Ω) + ‖v˜eτϕ+NC‖2H1(Ω) + τ2‖|
∂Φ
∂z
|v˜eτϕ+NC‖2L2(Ω)
≤
M∑
j=1
‖v˜ej‖2∗ ≤ C
M∑
j=1
‖Lq(x,D)wjeτϕ+NC‖2L2(Ω) + C(N)‖(wjeτϕ,
∂wje
τϕ
∂ν
)‖2
W
1,τ
2 (Γ˜)×L
2(Γ˜)
≤ C
M∑
j=1
(‖∆ej v˜eτϕ+NC‖2L2(Ω) + ‖2∂zej∂z v˜eτϕ+NC‖2L2(Ω) −N‖∂z(v˜ej)eτϕ+NC‖2L2(Ω)
+‖Lq(x,D)v˜eτϕ+NC‖2L2(Ω)) + C(N)‖(v˜eτϕ,
∂v˜eτϕ
∂ν
)‖2
W
1,τ
2 (Γ˜)×L
2(Γ˜)
. (12)
Fixing the parameter N sufficiently large, we obtain from (12)
‖v˜‖2∗ ≤ C(N)
(
‖v˜eτϕ+NC‖2L2(Ω) + ‖Lq(x,D)v˜eτϕ+NC‖2L2(Ω) + ‖(v˜eτϕ,
∂v˜eτϕ
∂ν
)‖2
W
1,τ
2 (Γ˜)×L
2(Γ˜)
)
. (13)
The first term on the right-hand side of (13) can be absorbed into the left-hand side for all sufficiently
large τ. Since N and C are independent of τ , the proof of the proposition is finished.
The Carleman estimate (10) implies the existence of solutions to the following boundary value
problem.
Proposition 3 There exists a constant τ0 such that for |τ | ≥ τ0 and any f ∈ L2(Ω), r ∈W
1
2
2 (Γ
∗
0),
there exists a solution to the boundary value problem
Lq(x,D)u = fe
τϕ in Ω,
∂u
∂ν
|Γ0 = reτϕ (14)
such that
‖u‖
W
1,τ
2 (Ω)
/
√
|τ | ≤ C(‖f‖L2(Ω) + |τ |
1
4‖r‖L2(Γ0) + ‖r‖
W
1
2
2 (Γ
∗
0)
). (15)
The constant C is independent of τ.
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The proof of this proposition uses standard duality arguments, see e.g., [14].
We define two other operators:
Rτg = 1
2
eτ(Φ−Φ)∂−1z (ge
τ(Φ−Φ)), R˜τg = 1
2
eτ(Φ−Φ)∂−1z (ge
τ(Φ−Φ)). (16)
Observe that
2
∂
∂z
(eτΦR˜τg) = geτΦ, 2 ∂
∂z
(eτΦRτg) = geτΦ ∀g ∈ L2(Ω). (17)
Let a ∈ C6(Ω) be some holomorphic function on Ω such that
Ima|Γ∗0 = 0, limz→zˆ a(z)/|z − zˆ|
100 = 0, ∀zˆ ∈ H ∩ Γ∗0. (18)
Moreover, for some x˜ ∈ H, we assume that
a(x˜) 6= 0 and a(x) = 0, ∀x ∈ H \ {x˜}. (19)
The existence of such a function is proved in Proposition 9 of [18]. Let polynomials M1(z) and
M3(z) satisfy
(∂−1z q1 −M1)(x˜) = 0, (∂−1z q1 −M3)(x˜) = 0. (20)
The holomorphic function a1 and the antiholomorphic function b1 are defined by formulae
a1(z) = a1,1(z)+a1,2(z)+a1,3(z) and b1(z) = b1,1(z)+ b1,2(z)+ b1,3(z) where a1,1, b1,1 ∈ C1(Ω) and
i
∂ψ
∂ν
a1,1(z)− i∂ψ
∂ν
b1,1(z) = −∂(a+ a)
∂ν
+ i
∂ψ
∂ν
a(∂−1z q1 −M1)
4∂zΦ
− i∂ψ
∂ν
a(∂−1z q1 −M3)
4∂zΦ
on Γ∗0 (21)
and a1,2(z, τ), b1,2(z, τ) ∈ C1(Ω) for each τ are holomorphic and antiholomorphic functions such
that
b1,2(z, τ) = − 1
8pi
∫
∂Ω
(ν1 − iν2)a(∂−1ζ q1 −M1)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ
and
a1,2(z, τ) = − 1
8pi
∫
∂Ω
(ν1 + iν2)a(∂
−1
ζ q1 −M3)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ.
Here the denominators of the integrands vanish in H ∩ Γ∗0, but thanks to the second condition in
(18) integrability is guaranteed. We represent the functions a1,2(z, τ), b1,2(z, τ) in the form
a1,2(z, τ) = a1,2,1(z) + a1,2,2(z, τ), b1,2(z, τ) = b1,2,1(z) + b1,2,2(z, τ),
where
b1,2,1(z) = − 1
8pi
∫
Γ∗0
(ν1 − iν2)a(∂−1ζ q1 −M1)
(ζ − z)∂ζΦ
dσ, a1,2,1(z) = − 1
8pi
∫
Γ∗0
(ν1 + iν2)a(∂
−1
ζ q1 −M3)
(ζ − z)∂ζΦ
dσ.
By (18), the functions b1,2,1, a1,2,1 belong to C
1(Ω). By (6) we have
‖b1,2,1(·, τ)‖L2(Ω) + ‖a1,2,1(·, τ)‖L2(Ω) → 0 as τ → +∞.
6
Finally a1,3(z, τ), b1,3(z, τ) ∈W 12 (Ω) for each τ are holomorphic and antiholomorphic functions
respectively such that
i
∂ψ
∂ν
a1,3(z, τ) − i∂ψ
∂ν
b1,3(z, τ) =
i
2pi
∂ψ
∂ν
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
(ζ − z) dξ2dξ1
− i
2pi
∂ψ
∂ν
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M3)
∂ζΦ
)
eτ(Φ−Φ)
(ζ − z) dξ2dξ1 on Γ
∗
0 (22)
and
‖a1,3(·, τ)‖L2(Ω) + ‖b1,3(·, τ)‖L2(Ω) = o(1) as τ → +∞. (23)
The inequality (23) follows from the asymptotic formula∥∥∥∥∥
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
W
1
2
2 (Γ
∗
0)
+
∥∥∥∥∥
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M3)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
W
1
2
2 (Γ
∗
0)
= o(1) as τ → +∞. (24)
In order to prove (24) consider the function e ∈ C∞0 (Ω) such that e ≡ 1 in some neighborhood of
the setH\Γ∗0. The family of functions
∫
Ω e∂ζ
(
a(∂−1
ζ
q1−M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ−z
dξ2dξ1 ∈ C∞(∂Ω), are uniformly
bounded in τ in C2(∂Ω) and by Proposition 2.4 of [14] this function converges pointwisely to zero.
Therefore ∥∥∥∥∥
∫
Ω
e∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
W 12 (∂Ω)
= o(1) as τ → +∞. (25)
Integrating by parts we obtain∫
Ω
(1− e)∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1 =
(1− e)
∂zΦ
∂z
(
a(∂−1z q1 −M1)
τ∂zΦ
)
eτ(Φ−Φ)
−1
τ
∫
Ω
∂ζ
(
(1− e)
∂ζΦ
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
))
eτ(Φ−Φ)
ζ − z dξ2dξ1.
Thanks to (4) and (18), we have∥∥∥∥1− e∂zΦ ∂z
(
a(∂−1z q1 −M1)
τ∂zΦ
)
eτ(Φ−Φ)
∥∥∥∥
W
1
2
2 (Γ
∗
0)
= o(1) as τ → +∞. (26)
The functions ∂ζ
(
1−e
∂ζΦ
∂ζ
(
a(∂−1
ζ
q1−M1)
∂ζΦ
))
eτ(Φ−Φ) are bounded in Lp(Ω) uniformly in τ. There-
fore by Proposition 2.2 of [14], the functions
∫
Ω ∂ζ
(
1−e
∂ζΦ
∂ζ
(
a(∂−1
ζ
q1−M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ−z
)
dξ2dξ1 are uni-
formly bounded in W 1p (Ω). The trace theorem yields∥∥∥∥∥1τ
∫
Ω
∂ζ
(
1− e
∂ζΦ
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z
)
dξ2dξ1
∥∥∥∥∥
W
1
2
2 (Γ
∗
0)
= o(1) as τ → +∞. (27)
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By (25)-(27) we obtain (24).
We note that by (18) the function a
∂zΦ
∈ C2(∂Ω). We define the function U1 by the formula
U1(x) = e
τΦ(a+ a1/τ) + e
τΦ(a+ b1/τ)− 1
2
eτΦR˜τ{a(∂−1z q1 −M1)} −
1
2
eτΦRτ{a(∂−1z q1 −M3)}.(28)
Integrating by parts, we obtain the following:
eτΦR˜τ{a(∂−1z q1 −M1)} =
1
τ
(
2b1,2e
τΦ +
eτΦa(∂−1z q1 −M1)
2∂zΦ
(29)
+
eτΦ
2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
)
and
eτΦRτ{a(∂−1z q1 −M3)} =
1
τ
(
2a1,2e
τΦ +
eτΦa(∂−1z q1 −M3)
2∂zΦ
(30)
+
eτΦ
2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M3)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
)
.
We claim that ∥∥∥∥∥e−iτψ2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
L2(Ω)
+
∥∥∥∥∥eiτψ2pi
∫
∂Ω
∂ζ
(
a(∂−1
ζ
q1 −M3)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
L2(Ω)
→ 0 as τ → +∞. (31)
We prove the asymptotic formula (31) for the first term. The proof of the asymptotic for the second
term is the same. Denote rτ (ξ) = ∂ζ
(
a(∂−1
ζ
q1−M1)
∂ζΦ
)
eτ(Φ−Φ). By (5), (19) and (20), the family of
these functions is bounded in Lp(Ω) for any p < 2. Hence by Proposition 2.2 of [14] there exists a
constant C independent of τ such that∥∥∥∥∥e−iτψ2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
∥∥∥∥∥
L4(Ω)
≤ C. (32)
By (5), (19) and (20), for any z 6= x˜1 + ix˜2, the function rτ (ξ)/(ζ¯ − z¯) belongs to L1(Ω).
Therefore by Proposition 2.4 of [14], we have
e−iτψ
2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1 → 0 a.e. in Ω. (33)
From (32), (33) and Egorov’s theorem, the asymptotic for the first term in (31) follows imme-
diately.
We set
gτ = q1(e
iτψa1/τ + e
−iτψb1/τ − e
iτψ
2
R˜τ{a(∂−1z q1 −M1)} −
e−iτψ
2
Rτ{a(∂−1z q1 −M3)}).
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By (29)-(31) we have
‖gτ‖L2(Ω) = O(
1
τ
) as τ → +∞. (34)
Short computations give
L1(x,D)U1 = e
τϕgτ in Ω,
∂U1
∂ν
|Γ0 = eτϕO
W
1
2
2 (Γ
∗
0)
(
1
τ
) as τ → +∞. (35)
Indeed, the first equation in (35) follows from (28), (19) and the factorization of the Laplace
operator in the form ∆ = 4∂z∂z. In order to prove the second equation in (35) we set
∂U1
∂ν
= I1+ I2
where
I1 =
∂
∂ν
((a+ a1,1/τ)e
τΦ + (a+ b1,1/τ)e
τΦ)
= eτϕ
(
iτ
∂ψ
∂ν
(a+ a1,1/τ)− iτ ∂ψ
∂ν
(a+ b1,1/τ) +
∂
∂ν
(a+ a1,1/τ) +
∂
∂ν
(a+ b1,1/τ)
)
=
(
i
∂ψ
∂ν
a(∂−1z q1 −M1)
4∂zΦ
− i∂ψ
∂ν
a(∂−1z q1 −M3)
4∂zΦ
)
eτϕ + eτϕOC1(Γ∗0)
(
1
τ
). (36)
In order to obtain the last equality, we used (18) and (21). Then
I2 =
∂
∂ν
((a1,2 + a1,3)e
τΦ + (b1,2 + b1,3)e
τΦ)− 1
2
∂
∂ν
(eτΦR˜τ{(a(∂−1z q1 −M1)}
+eτΦRτ{a(∂−1z q1 −M3)})
= −1
2
∂
∂ν
(
eτΦa(∂−1z q1 −M1)
2∂zΦ
+
eτΦ
2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M1)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
+
eτΦa(∂−1z q1 −M3)
2∂zΦ
+
eτΦ
2pi
∫
Ω
∂ζ
(
a(∂−1
ζ
q1 −M3)
∂ζΦ
)
eτ(Φ−Φ)
ζ − z dξ2dξ1
)
= −i∂ψ
∂ν
(
a(∂−1z q1 −M1)
4∂zΦ
− e
τΦa(∂−1z q1 −M3)
4∂zΦ
)
+O
W
1
2
2 (Γ
∗
0)
(
1
τ
). (37)
From (36) and (37), we obtain the second equation in (35).
Finally we construct the last term of the complex geometric optics solution eτϕwτ . Consider
the boundary value problem
Lq1(x,D)(wτ e
τϕ) = −gτeτϕ in Ω, ∂(wτ e
τϕ)
∂ν
|Γ0 = −
∂U1
∂ν
. (38)
By (34) and Proposition 3, there exists a solution to problem (38) such that
‖wτ‖L2(Ω) = o(
1
τ
) as τ → +∞. (39)
Finally we set
u1 = U1 + e
τϕwτ . (40)
By (39), (40), (23) and (28)-(30), we can represent the complex geometric optics solution u1 in the
form
u1(x) = e
τΦ(a+ (a1,1 + a1,2,1)/τ) + e
τΦ(a+ (b1,1 + b1,2,1)/τ)
−
(
eτΦ
a(∂−1z q1 −M1)
4τ∂zΦ
+ eτΦ
a(∂−1z q1 −M3)
4τ∂zΦ
)
+ eτϕoL2(Ω)(
1
τ
) as τ → +∞. (41)
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Since the Cauchy data (2) for the potentials q1 and q2 are equal, there exists a solution u2 to
the Schro¨dinger equation with potential q2 such that
∂u1
∂ν
= ∂u2
∂ν
on ∂Ω and u1 = u2 on Γ˜. Setting
u = u1 − u2, we obtain
(∆ + q2)u = (q2 − q1)u1 in Ω, u|Γ˜ =
∂u
∂ν
|∂Ω = 0. (42)
In a similar way to the construction of u1, we construct a complex geometrical optics solution
v for the Schro¨dinger equation with potential q2. The construction of v repeats the corresponding
steps of the construction of u1. The only difference is that instead of q1 and τ , we use q2 and −τ,
respectively. We skip the details of the construction and point out that similarly to (41) it can be
represented in the form
v(x) = e−τΦ(a+ (a˜1,1 + a˜1,2,1)/τ) + e
−τΦ(a+ (˜b1,1 + b˜1,2,1)/τ)
+
(
e−τΦ
a(∂−1z q2 −M2)
4τ∂zΦ
+ e−τΦ
a(∂−1z q2 −M4)
4τ∂zΦ
)
+ e−τϕoL2(Ω)(
1
τ
) as τ → +∞, ∂v
∂ν
|Γ0 = 0, (43)
where M2(z) and M4(z) satisfy
(∂−1z q2 −M2)(x˜) = 0, (∂−1z q2 −M4)(x˜) = 0.
The functions a˜1(z) = a˜1,1(z) + a˜1,2(z) and b˜1(z) = b˜1,1(z) + b˜1,2(z) are given by
−i∂ψ
∂ν
a˜1,1(z) + i
∂ψ
∂ν
b˜1,1(z) = −∂(a+ a)
∂ν
+ i
∂ψ
∂ν
a(∂−1z q2 −M2)
4τ∂zΦ
− i∂ψ
∂ν
a(∂−1z q2 −M4)
4τ∂zΦ
on Γ0,
a˜1,1, b˜1,1 ∈ C1(Ω) (44)
and a˜1,2,1(z), b˜1,2,1(z) ∈ C1(Ω) are holomorphic functions such that
b˜1,2,1(z) =
1
8pi
∫
Γ∗0
(ν1 − iν2)a(∂−1ζ q2 −M2)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ
and
a˜1,2,1(z) =
1
8pi
∫
Γ∗0
(ν1 + iν2)a(∂
−1
ζ q2 −M4)eτ(Φ−Φ)
(ζ − z)∂ζΦ
dσ.
Denote q = q1 − q2. Taking the scalar product of equation (42) with the function v, we have:∫
Ω
qu1vdx = 0. (45)
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From formulae (41) and (43) in the construction of complex geometrical optics solutions, we have
0 =
∫
Ω
qu1vdx =
∫
Ω
q(a2 + a2)dx
+
1
τ
∫
Ω
q(a(a1,1 + a1,2,1 + b1,1 + b1,2,1) + a(a˜1,1 + a˜1,2,1 + b˜1,1 + b˜1,2,1))dx
+
∫
Ω
q(aae2τiψ + aae−2τiψ)dx
+
1
4τ
∫
Ω
(
qa2
∂−1z q2 −M2
∂zΦ
+ qa2
∂−1z q2 −M4
∂zΦ
)
dx
− 1
4τ
∫
Ω
(
qa2
∂−1z q1 −M1
∂zΦ
+ qa2
∂−1z q1 −M3
∂zΦ
)
dx
+o(
1
τ
) = 0 as τ → +∞. (46)
Since the potentials qj are not necessarily from C
2(Ω), we can not directly use the stationary
phase argument (e.g., Evans [11]). Let function qˆ ∈ C∞0 (Ω) satisfy qˆ(x˜) = q(x˜). We have∫
Ω
qRe (aae2τiψ)dx =
∫
Ω
qˆRe (aae2τiψ)dx+
∫
Ω
(q − qˆ)Re (aae2τiψ)dx. (47)
Using the stationary phase argument and (19), similarly to [14], we obtain∫
Ω
qˆ(aae2τiψ + aae−2τiψ)dx =
2pi(q|a|2)(x˜)Re e2τiψ(x˜)
τ |(detψ′′)(x˜)| 12
+ o
(
1
τ
)
as τ → +∞. (48)
For the second integral in (47) we obtain∫
Ω
(q − qˆ)(aae2τiψ + aae−2τiψ)dx =
∫
Ω
(q − qˆ)
(
aa
(∇ψ,∇)e2τiψ
2τi|∇ψ|2 − aa
(∇ψ,∇)e−2τiψ
2τi|∇ψ|2
)
dx
=
∫
∂Ω
q
(
aa
(∇ψ, ν)e2τiψ
2τi|∇ψ|2 − aa
(∇ψ, ν)e−2τiψ
2τi|∇ψ|2
)
dσ
− 1
2τi
∫
Ω
{
e2τiψdiv
(
(q − qˆ)aa ∇ψ|∇ψ|2
)
− e−2τiψdiv
(
(q − qˆ)aa ∇ψ|∇ψ|2
)}
dx. (49)
Since ψ|Γ0 = 0 we have∫
∂Ω
qaa
(
(∇ψ, ν)e2τiψ
2τi|∇ψ|2 −
(∇ψ, ν)e−2τiψ
2τi|∇ψ|2
)
dσ =
∫
Γ˜
qaa
2τi|∇ψ|2 (∇ψ, ν)(e
2τiψ − e−2τiψ)dσ.
By (4), (6) and Proposition 2.4 in [14] we conclude that∫
∂Ω
qaa
(
(∇ψ, ν)e2τiψ
2τi|∇ψ|2 −
(∇ψ, ν)e−2τiψ
2τi|∇ψ|2
)
dσ = o(
1
τ
) as τ → +∞.
The last integral over Ω in formula (49) is o( 1τ ) and therefore∫
Ω
(q − qˆ)(aae2τiψ + aae−2τiψ)dx = o(1
τ
) as τ → +∞. (50)
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Taking into account that ψ(x˜) 6= 0 and using (48), (50) we have from (46) that
2pi(q|a|2)(x˜)
|(detψ′′)(x˜)| 12
= 0. (51)
Hence q(x˜) = 0. In [17] it is proved that there exists a holomorphic function Φ such that (4)-(6)
are satisfied and a point x˜ ∈ H can be chosen arbitrarily close to any given point in Ω (see [14]).
Hence we have q ≡ 0. The proof of the theorem is completed. 
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