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Abstract—In this work we introduce a cross modal image
retrieval system that allows both text and sketch as input modal-
ities for the query. A cross-modal deep network architecture is
formulated to jointly model the sketch and text input modalities
as well as the the image output modality, learning a common
embedding between text and images and between sketches and
images. In addition, an attention model is used to selectively focus
the attention on the different objects of the image, allowing for
retrieval with multiple objects in the query. Experiments show
that the proposed method performs the best in both single and
multiple object image retrieval in standard datasets.
I. INTRODUCTION
Image retrieval systems aim to retrieve images from a large
database that are relevant to a given query. Most existing
systems allow users to query by image (Content Based Image
Retrieval) or by text (Text Based Image Retrieval). Though
these two alternatives provide an effective way to interact
with a retrieval system by providing the query as an example
image or text, they also pose some constraints in situations
where either an example image is not available or text is
not sufficient to describe the query. In this type of scenarios
sketches arise as an alternative mode to provide the query
that can handle the limitations of text and image. As sketches
can efficiently and precisely express the shape, pose and fine-
grained details of the target images, they are becoming popular
as an alternative form of query. Though in many scenarios
sketches are more intuitive to express the query they still
present some limitations. Drawing a sketch can be tedious
for some users not skilled in drawing, and a sketch based
interface may need special hardware (e.g. stylus) which might
not be always available. Thus a SBIR (Sketch Based Image
Retrieval) system can not entirely replace traditional text based
retrieval which has its own convenience (e.g. use of keyboard
vs stylus), but can effectively supplement and/or complement
the traditional text based querying in many cases. Thus, a
multimodal image retrieval system can be envisioned, where
the query can be either a sketch or a text. The popular use
of smartphones with touch screen interfaces where people
stores many personal pictures will bring innovative search
services based in this multimodal input. Although recently
many approaches [1] [2] [3] for sketch based image retrieval
have been proposed, none of them permit to use text as an
additional or complementary input modality. On the other hand
traditional text based retrieval systems only permit to use text
as their query modality.
Another significant limitation of most existing image re-
trieval pipelines is that they can only deal with scenarios where
only one salient object is significant (see Fig. 1 to better
understand the limitations of current methods). To the best
of our knowledge none of the sketch based image retrieval
methods can deal multi-object scenarios, however few methods
[4] based on textual queries are able to retrieve relevant
images containing multiple objects by learning a common
subspace between text description and image. Nevertheless,
these methods need a detailed description (caption) about
the images to be retrieved, sometime which is unfeasible to
provide. Additionally these methods rely on co-learning of
text and images in a semantic space, and often limited to a
closed dictionary. Hence, we propose a unified image retrieval
Modalities Input Retrievals
Sketch
Text “apple”
Description “Dog with apple”
Sketch +
Sketch
Text +
Text “dog”+“apple”
Fig. 1. Input modality vs retrieval results
method, which can take both sketch or text as query. The
method obtains different representations for text, sketch and
image and then learns a common space where it is more
meaningful to compute distances between text and images
and between sketches and images. Additionally, the method
includes an attention mechanism that permits to focus retrieval
on those parts of the image relevant to the query. In this way,
our approach can also perform multi-object image retrieval.
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A. Related Work
As we are proposing a retrieval system where input queries
can be of different modality, our work is related to multimodal
retrieval approaches like [5], However, none of the existing
works in multimodal retrieval actually propose to combine text
and sketch, but there are several image retrieval systems for
each of these two modalities, which are in a way related to our
work.Thus, in this section we will review those works related
to multimodal retrieval of images focusing on sketch based
image retrieval and text based image retrieval approaches.
Sketch Based Image Retrieval (SBIR) is challenging be-
cause free hand sketches drawn by humans have no references
but focus only on the salient object structures. In comparison
to natural images, sketches are usually distorted. In recent
years some studies are made to bridge the domain gap between
sketches and natural images, in order to deal with this problem.
These methods can be grouped into two categories namely
hand-crafted methods and cross domain deep learning-based
methods. Most of the hand-crafted SBIR methods first generate
an approximate sketch by extracting edge or contour maps
from the natural images. Then hand-crafted features (e.g. SIFT
[6], HOG [7], gradient field HOG [8], histogram of edge local
orientations (HELO) [1] and Learned Key Shapes(LKS) [9])
are extracted from both the sketches and edge maps of natural
images. Sometimes these features are further clustered using
’Bag-of-Words’(BoW) methods to generate an embedding for
SBIR. One of the major limitations for such methods is the
difficulty to match the edge maps to non-aligned sketches
with large variations and ambiguity. To address the domain
shift issue, convolutional neural networks (CNNs) methods
[10] have recently been used to learn domain-transformable
features from sketches and images with an end-to-end frame-
work [2], [3], [11]. Both category [9], [12] [1] and fine grained
SBIR [2], [11], [13] tasks achieve higher performance with
deep methods which better handles the domain gap. All the
current deep SBIR methods tend to perform well only in a
single object scenario with a simple contour shape on a clean
background.
On the other hand few works exist which jointly leverage
images and natural text for different computer vision tasks.
Zero shot learning [14], language generation [15], multimedia
retrieval [16], image captioning [17] and Visual Question
Answering [18] build a joint space embedding for textual
and visual cues to compare both modalities directly in that
space. The first category of methods are based on Canonical
Correlation Analysis (CCA) for obtaining a joint embedding
[19]. There are recent methods that also use deep CCA for
such embedding [20]. Alternatively to CCA there are other
methods that learn a joint space embedding using ranking
loss. A linear transformation of visual and textual features
with a single-directional ranking loss is presented in WSABIE
[21] and DeViSE [22]. Bidirectional ranking loss [23] with
possible constraint is seen in [24]. Cross-modal queries are
often done in these joint image and text embedding i.e. retrieve
image with textual queries and vice-versa [24]. In many of
these works learning the joint embedding is by itself, the final
objective. In contrast to these works we try to leverage both
the joint space embedding and a sequential attention model to
retrieve images having multiple objects.
SBIR suffers the major drawback of varying drawing skills
amongst users. Certain visual characteristics can be cumber-
some to sketch, yet straightforward to describe in text. We
hypothesize that these two input modalities can be modelled
jointly with respect to the third for a successful retrieval system
as semantically they represent the same. In experiments we
will show that using a neural embedding we can jointly learn
embedding spaces, where image and the query (sketch and/or
text) can be represented as a vector, thus a simple nearest
neighbour can be used for retrieval.
From the methodological point of view in order to learn
different representation for different objects(in image), we
exploit the recent advances in deep learning and, in particular,
attention mechanisms [25] to select features from salient
regions. Attention models allow to select a subset of features
by an elegant weighting mechanism. Soft attention has been
widely used in machine translation [25], image captioning
[26]. Recently attention has also been used for multi object
detection in [27]. In this work we rely on an attention module
to do a soft detection of different objects by giving more
weights to the salient regions of the image corresponding to
the query object. Thus our attention module is responsible for
doing an object detection in place.
B. Contribution
Thus in summary we propose the following contributions
through this work:
• A unified framework for cross-modal image retrieval
that can perform both sketch to image or text to image
retrieval based on learning a common embedding between
text and images and between sketches and images.
• A retrieval framework for images having multiple salient
objects that leverages an attention model to select the
subset of image features relevant to each query object.
The rest of the paper is organized as follows: Section II
describes our proposed cross-modal and multi-object image
retrieval framework with all details on text, sketch and image
models. In Section III, we describe the datasets and the
experimental protocols we have used to show the effectiveness
of the method and present the results of the experiments.
Finally, Section IV concludes the paper and some future
directions of the present work are mentioned.
II. CROSS-MODAL AND MULTI-OBJECT RETRIEVAL
FRAMEWORK
In this section, we introduce our proposed framework
(see Fig. 2), which is a common neural network structure that
allows to query image databases with sketch as well as text
inputs. For that, on one side, we have separately designed
sketch and text models that respectively permit to obtain
a feature representation of sketches and text. On the other
hand, we use an image model that processes input images
Fig. 2. Overall architecture of our framework
and outputs a set of image features weighted by the attention
model. Finally, the network learns a common embedding
between text/sketch features and image features. Below we
provide the details of each part of the framework.
A. Sketch representation
For the sketch representation, we adopt a modified version
of the VGG-16 network [28]. We replace the input layer to
accept a single channel sketch image, and retrain the entire
network as a classification framework on the sketch images
from the Sketchy dataset [2] having 125 sketch classes. Once
trained we remove the last fully connected (FC) and softmax
layer, for obtaining the sketch representation.
B. Text representation
For word representation, we have used the standard
word2vec [29] representation, which is pre-trained on the set
of words from the English Wikipedia1. This word representa-
tion produces a feature vector of 1000 dimensions.
C. Image representation
The image representation relies on the VGG-16 net-
work [28] pre-trained on ImageNet. However, for obtaining
the image representation the top FC layers are removed, and
we take the output of the last convolutional layer. In this
way, we extract a mid-level M -dimensional visual feature
representation on a grid of spatial locations. Specifically, we
use P = {pl|pl ∈ RM ; l = 1, . . . , L} to represent the
spatial CNN features at each of the L grid locations. Given
a query with n objects (either sketches or text descriptions),
we compute n different sequentially dependent attention maps
for a single image utilizing an LSTM. Considering, αil , for
l = 1, 2, . . . , L to be the weights on the L spatial grids for the
ith query, we impose the following condition for obtaining a
statistically meaningful feature description for each image and
each query object.
αil ∝ exp(F (pil)) s.t.
L∑
l=1
αil = 1 (1)
where F is the neural network model used for obtaining the
weights on the spatial grids of the image. Practically, F is
1https://www.wikipedia.org/
designed with an LSTM. Hence the final image representation
for ith query results in as:
fi =
L∑
l=1
αilpil (2)
Each image feature fi is the weighted average of image
features over all the spatial locations l = {1, 2, . . . , L}. In
practice, the convolutional layers produce image features of
7×7×512 dimensions, which after incorporating the attention
weights results in 512 dimension feature vector delineating an
image for a particular query object.
D. Joint neural embedding
Given the query (either text or sketch) and image rep-
resentation as above, the goal is to project the respective
representations into a common space. For doing so, in each
case of sketch and text representation, we employ a non-
linear transformation containing two fully connected layers.
In case of image representation, it is done by augmenting a
non-linear transformation consisting a single MLP layer on the
weighted set of image features. We adjust the sizes of these
respective non-linear transformations accordingly, to produce
a 512 dimensional feature vector as the final representation,
for each modality. The goal is to learn mappings of different
modalities to make the embedding “close” for a given same
query-image pair, and “afar” for different query-image pair.
The training of this system is done by including the cosine
embedding loss as follows:
Lcos((q, f), y) =
{
1− cos(q, f) if y = 1
max(0,cos(q, f)−m) if y = −1
(3)
where q and f are respectively the learned query (either text
or sketch) and image representation, cos denotes normalized
cosine similarity and m is the margin. For training through this
paradigm, we generate positive (y = 1), as well as, negative
examples (y = −1), which respectively correspond to the
query-image pairs belonging to the same and different classes.
E. Multiple objects queries
Our framework permits querying by multiple objects repre-
sented with the same modality, which is particularly useful for
retrieving images containing multiple objects. In this case, the
loss is computed in a cumulative manner over all the query
objects:
n∑
i=1
Lcos((qi, fi), y)
where n is the number of queries and q is the representation
of any query object. Although, our method supports querying
with multiple objects, in practice, we consider querying at
most with 2 different objects. This is mainly because of the
unavailability of the appropriate datasets needed for training
and retrieval. While querying with multiple objects the sum
of distances between the queries and the image is considered
for ranking the retrievals.
III. EXPERIMENTAL RESULTS
A. Datasets
1) Sketchy: The Sketchy dataset [2] is a large collection of
sketch-photo pairs. The dataset consists of images belonging
to 125 different classes, each having 100 photos. After having
these total 125 × 100 = 12500 images, crowed workers
are employed for sketching the objects that appear in these
12500 images, which resulted in 75471 sketches. The Sketchy
database also gives a fine grained correspondence between
particular photos and sketches. Furthermore, the dataset read-
ily contains various data augmentations very useful for deep
learning based methods.
2) COCO: Originally the COCO dataset [30] is a large
scale object detection, segmentation, and captioning dataset.
We use the COCO dataset for constructing a database of
images containing multiple objects. We use the class names
of the Sketchy dataset and take all possible combinations by
taking two class names. Afterwards, we download the images
belonging to these combined classes, and use them for training
and retrieval. Few combined classes having very less number
(less than 10) images are eliminated, leaving 365 number of
combined classes for the experiment.
B. Experimental protocol
1) Single object: For single object query, we use the
Sketchy dataset [2].
a) Sketch-based image retrieval: During the training
step, the positive examples are fabricated considering the fine
grained information. This follows that for an image I , we
consider all the corresponding fine grained sketches drawn by
different sketchers. Let ns be the total number of sketches
that correspond to the image I according to the fine grained
information. Therefore, we construct ns different positive
training instances using the same image I . The negative
training examples for all the ns sketches are created by
randomly choosing images from the classes other than that
of I . In this way, we randomly select 80% of the images from
each class for training and the rest for testing. However, during
the test phase, we obtain the sketch and image representation
from the respective models in independent manner, and the
retrieval is done according to the distances between them.
Here it is to be noted that the fine grained information is not
considered for ranking the retrievals.
b) Text-based image retrieval: In case of text-based
image retrieval as well, we randomly select 80% of the images
from each class for training and the rest for testing. In this case,
the positive training instances are created by considering the
class label, the image, which creates training examples equal
to the number of training images. Equal number of negative
instances are created by randomly selecting images belonging
to the class different from the texts.
2) Multiple objects: For multiple objects, we consider the
database derived by us from the COCO dataset [30].
a) Sketch-based image retrieval: As we mentioned be-
fore, in practice, we consider only 2 different objects, which
is due to the unavailability of appropriate dataset for the
particular task. In this case as well, 80% images of each
combined class are selected for training set, and the rest of
the images from each class are kept for the testing phase. To
comply with diverse sketch instance, style and appearance, an
image I is reconsidered nm times. These nm instances of
the same image is framed with nm different combinations
of sketches that belong to the individual classes creating
the combined class. The negative examples are created by
associating each combined sketch query an image that does
not belong to the same combined class.
b) Text-based image retrieval: Creating training pairs for
text-based image retrieval is relatively straight forward. As in
the previous case, 80% images from each combined class are
selected for training set, and the rest of the images from each
class are kept for the testing purpose. For creating the positive
training examples each image that belongs to a combined class
is associated with the text labels of the individual classes. The
negative examples are created by bracketing each combined
text query an image that belongs to a different combined class.
TABLE I
RESULTS OBTAINED BY OUR PROPOSED METHOD AND COMPARISON WITH
STATE-OF-THE-ART METHODS. (MAP)
Methods Single Object Multiple (two) ObjectsText Sketch Text Sketch
S-HELO [1] − 16.10 − 3.07
Sketch-a-Net [31] − 20.80 − 3.39
GN Triplet [2] − 65.18 − 4.23
Proposed method 76.28 68.81 18.65 12.06
C. Discussions and comparisons
In Table I, we have presented the results obtained by our
proposed framework, and compared them with three state-
of-the-art methods: S-HELO [1], Sketch-a-Net [31], and GN
(Google Net) Triplet [2]. All these three methods proposed
some kind of sketch-based image retrieval strategy either based
on handcrafted or learning based feature representation. We
have used either their technique or trained model to extract
the final representation of the sketches and the images from
our test set, and have employed them for retrieving images
based on a sketch query. This step produces a mean average
precision (mAP) score for each of these methods, which are
shown in Table I. In case of querying by multiple sketches,
‘‘rabbit’’
Fig. 3. A qualitative result obtained by our proposed method while querying the database with a text ‘‘rabbit’’. (Best viewed in pdf)
Fig. 4. A qualitative result obtained by our proposed method while querying the database with a sketch of “teapot”. (Best viewed in pdf)
‘‘umbrella’’
+
‘‘chair’’
Fig. 5. A qualitative result obtained by our proposed method while querying the database with text of ‘‘umbrella’’ and ‘‘chair’’. (Best viewed in
pdf)
Fig. 6. A qualitative result obtained by our proposed method while querying the database with sketches of “apple” and “dog”. (Best viewed in pdf)
we first obtain individual representation of each sketch query,
used those representations to compute multiple (equal to the
number of sketches) distance matrices, and take the average
of them to calculate the final retrieval list. As these methods
do not allow querying by text, we do not use them for text
based image retrieval procedure. Although, in literature, there
are some methods that allow querying by caption [17] they use
a detailed text description of the query which is not our case.
This is why we have not compared our method with any other
text-based image retrieval method. Here, it is worth reminding
that our method can retrieve images based on the combination
of words describing the principal objects that appear in the
images.
From the results shown in Table I, it is evident that in
case of single object images, our proposed sketch-based image
retrieval method has performed the best. In this case, GN
Triplet has performed quite closely to us. In case of multiple
objects images, all three state-of-the-art methods have per-
formed quite poorly. Although used by us for retrieving images
based on multiple queries, these state-of-the-art methods had
not been designed for doing this specific task. Therefore,
averaging the distances over multiple queries might have lost
substantial information, which can explain these poor results.
We have observed that our text-based image retrieval system
performed considerably better than the sketch-based system,
both in case of single and multiple object scenarios. This is
probably because the spaces for sketch and image are apart
than the ones from text and image.
In Fig. 3 and Fig. 4, we present two qualitative results
respectively by querying with a text and a sketch input for
single object. From the retrieved images shown in the figures,
it is clear that the quality of the retrieval is quite satisfactory,
as the first few images in each case belong to the same class as
the query. Furthermore, the wrong ones have the major amount
of context similar to the correct retrievals. For example, in Fig.
3, together with “rabbit” some images of “squirrel” also appear
because they share substantial amount of context like grass,
soil etc. This phenomena also appeared to be true in case of
sketch based retrieval (see Fig. 4). The qualitative results of
retrieving images based on multiple text and sketch queries
are respectively shown in Fig. 5 and Fig. 6. In these cases as
well, the first few retrieved images are mostly true images.
However, the number of true images retrieved are much less
than the single object case. The majority of the false retrieved
images contain objects belonging to one of the queried class,
which is quite justified.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a common neural network
model for sketch as well as text based image retrieval. One
of the most important advantage of our framework is that
it allows one to retrieve images queried by multiple objects
of the same modality. We have designed an image attention
mechanism based on LSTM that allows to put attention on
the specific zones of the images depending on the inter
related objects which usually co-occur in nature. This has been
learned by our model from the images in the training set.
We have tested our proposed framework on the challenging
Sketchy dataset for single object retrieval and on a collection
of images from the COCO dataset for multiple object retrieval.
Furthermore, we have compared our experimental results with
three state-of-the-art methods. We have found that our method
has performed satisfactorily better than the considered state-
of-the-art methods on all the two datasets with some cases of
failure with justifiable reasons.
One of the future directions of this work will obviously
focus on improving the retrieval performance on both type
of datasets (single or multiple objects). For this purpose,
we plan to investigate on more efficient training strategies.
Furthermore, our framework can potentially allow to query by
multiple modalities at the same time. We will also explore this
possibility which will allow the users to query a database in
a more efficient and effortless manner.
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