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La tecnologia digitale è uno dei capolavori grafici del tempo attuale, che 
influenza molti aspetti della nostra vita quotidiana. Con lo sviluppo rapido e notevole 
di tale tecnologia, e con l’universo aperto dalle nuove tecnologie della 
rappresentazione, la tecnologia digitale ha una struttura multi-dimensionale in cui la 
natura procedurale, spaziale ed enciclopedica del computer s’interseca con 
l’immaginazione e la fantasia dell’artista, diventando così disponibile per molte 
persone e organizzazioni; queste la usano per creare molte opere grafiche per la TV, il 
cinema, il teatro e il web, ossia tramite tutti i suoi aspetti: il computer con i suoi 
software sofisticati, le macchine fotografiche, i scanner, le stampanti … ecc . 
Possiamo dire che la stampa, la fotografia e il cinema sono le origini storiche che 
introducono la progettazione grafica al computer e che seguono la sua fantastica 
evoluzione di macchine ed applicazioni.  
E’ un campionario visivo che in appena cinquant’anni dal funzionamento del 
primo computer per scopi artisti ha raccolto esperienza di comunicazione visiva 
sempre più coinvolgente, interattiva ed empatica (il 3D e la realtà virtuale, gli effetti 
speciali e l’animazione, i videogiochi ed internet ). Oggi un normale computer 
portatile è in grado di eseguire molte delle applicazioni che hanno segnato la 
velocissima storia dell’arte con il computer. Il linguaggio universale del segno grafico 
incontra i processi di digitalizzazione e la ricombinazione infinita di forma, colori e 
toni offerta dai software di elaborazione d’immagini.  
Le applicazioni digitali per le arti visive derivano dalla possibilità del 
computer di modellare il mondo mettendo a disposizione strumenti digitali – veri 
come pennello, un martello, una tavolozza di colori, una macchina da presa, una sala 
di montaggio audiovisiva e un videoproiettore. Questo è il motivo della mia ricerca, 
che interpreta la visione del ruolo della tecnologia digitale sofisticata sul graphic 
design, in particolare nei nuovi media, e il concetto e il ruolo del graphic design dalla 
sua nascita fino ad oggi.  
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L’importanza della Ricerca : 
 L'importanza della ricerca consiste nell’uso della tecnologia digitale sul 
design grafico, come la usa nella pubblicità, nei parti dei film cinematografici e i 
videogiochi dopo essere state fusi in personaggi 3D, e dopo che è stata trattata con 
effetti speciali del colore con l'uso di programmi del computer, per fare le 
modificazioni. Questi correggono i colori o aggiungono ad essi i quadri colorati , i 
cartoni animati, oppure con l'uso di recenti apparecchi di illuminazioni, lavorano 
con questa tecnologia sviluppata. E’ anche importante la possibilità di usare gli 
elementi  creativi dai programmi grafici e la possibilità di usare questi elementi 
alla costruzione dei designi grafici per la nuova media. 
Obiettivo della Ricerca : 
Creare, infine, un' unica visione integrante per l’importanza del graphic 
design come comunicazione visiva nella nostra vita quotidiana, come nei giornali, 
nella pubblicità sia stampate sia nella TV, e anche nel cinema, nel teatro e nei  
videogiochi  
Il Metodo : 
1) Il Metodo Scientifico : 
Lo studio della tecnologia digitale (che cosa e' il design e il design digitale, la 
conoscenza della tecnologia digitale, e nuovi programmi grafici sul computer). 
Lo studio delle forme popolari dei programmi grafici per utilizzarle nella formazione 
della nuova media visiva.  
 
2) Il Metodo Analitico : 
Studio dei fattori popolari con i rispettivi colori e simboli, secondo gli indirizzi 
delle scuole artistiche, in modo particolare la scuola espressionistica, quella 
simbolistica e quella surrealistica. Studio anche di alcuni importanti programmi 
grafici e 3D.  
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Che cosa è il graphic design? 
La parola ''Grafica'' è radicata nella parola greca di ‘Graphikos’ che significa 
in grado di disegnare o dipingere. È equivalente a “grafico” (EIN) il che implica 
disegnare o scrivere. 
Oggi il Graphic Design può essere definito come l'arte di creare dichiarazioni 
visive, composizioni artistiche di immagini e / o scritti. 
Per fare questo, il Graphic Designer utilizza vari elementi che sono legati alla 
creazione di cartelle, tabelle, loghi, grafici, disegni, grafica, simboli, disegni 
geometrici, collage fotografici e così via, in un paradigma artistico. 
La grafica è forse la manifestazione più potente della cultura umana. Esibisce 
le aspirazioni culturali, le memorie storiche di lotte e di trionfi, le credenze spirituali, 
le modalità socio-economico della vita morale, dei giudizi etici e così via. Marshall 
McLuhan dichiara nel suo ‘Understanding Media’ che: “In una cultura come la nostra, 
da tempo abituata a spaccare e dividere tutte le cose come mezzo di controllo, a volte 
è un po’ uno shock per ricordare che, di fatto operativo e pratico, il medium è il 
messaggio”. Questo è solo per dire che le conseguenze personali e sociali di ogni 
medium - cioè, di qualsiasi estensione di noi stessi – è la conseguenza della nuova 
scala che si introduce nel nostro affari da ogni estensione di noi stessi, o da qualsiasi 
nuova tecnologia. 
Questo significa che la grafica è in virtù di determinare la forma complessiva 
di un messaggio scritto e a sua volta determina i modi in cui tale messaggio sarà 
percepito: quindi avrebbe conseguenze sociologiche, estetiche e filosofiche di vasta 
portata, al punto di alterare la realtà e i modi in cui facciamo esperienza del mondo.  
In altre parole, le modifiche di progettazione grafica al mondo e, naturalmente, 
un mondo che cambia il design grafico, cambiano sia il messaggio sia 
l'interpretazione di tale messaggio. 
Nei tempi moderni, la pubblicità è il canale più importante per la creazione di graphic 
design. La trasmissione di messaggi commerciali è estremamente sofisticata e 
articolata attraverso vari studi che incorporano dimensioni, come i problemi 
psicologici, demografici, economici, ed etnologici. Tali comunicazioni sono in 
relazione a società multinazionali, reti globali mass-media e a una serie  
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delle zuppe alfabetiche di enti internazionali, come l'FMI, OCSE, APAC, l'OPEC, 
UE, NAFTA, NATO e così via. 
Il mezzo e il messaggio dividono frontiere culturali. Tuttavia, come John Berger, ha 
sostenuto: <<Anche se ogni immagine incarna un modo di vedere, la nostra 
percezione o apprezzamento di un'immagine dipende anche il nostro modo di vedere  
Quando un'immagine viene presentato come un'opera d'arte, il modo di vedere le cose 
è influenzato da tutta una serie di ipotesi imparato a conoscere l'arte. Molte di queste 
ipotesi non saranno più con il mondo così com'è. (Il mondo come puro fatto 
oggettivo, comprende la coscienza)>>.1 
Il graphic design è un processo creativo, spesso coinvolgente un client e un designer 
e di solito, completata la collaborazione con i produttori di forma (ad esempio, 
stampanti, programmatori, produttori di insegne, ecc), lo intraprende al fine di 
trasmettere un/dei messaggio/i specifico/i a un pubblico mirato. Il termine "graphic 
design" può anche riferirsi ad una serie di discipline artistiche e professionali che si 
concentrano sulla comunicazione visiva e di presentazione. Il settore nel suo 
complesso è spesso indicato come Visual Communication o Communication Design. 
Vari metodi sono utilizzati per creare e combinare parole, simboli e immagini 
affinché creino una rappresentazione visiva delle idee e dei messaggi. Il designatore 
grafico può utilizzare la tipografia, le arti visive e le tecniche di layout di pagina per 
produrre il risultato finale.  
 
Il graphic design fa spesso riferimento al processo (progettazione) con cui viene 
creata la comunicazione ed i prodotti (disegni) che vengono generati. Gli usi comuni 
del graphic design includono identità (loghi e marchi), siti web, pubblicazioni (riviste, 
giornali e libri), pubblicità e confezioni dei prodotti. Ad esempio, un pacchetto del 
prodotto potrebbe includere un logo o un altro materiale illustrativo, il testo 
organizzato e gli elementi di design puro, come le forme e il colore che uniscono il 
pezzo. La composizione è una delle caratteristiche più importanti del design grafico, 
soprattutto quando si utilizzano materiali pre-esistenti o di elementi diversi.2 




	   13	  
Il graphic design è un’attività pensata per migliorare la società attraverso una 
comunicazione efficace, che rende i concetti complicati più semplici da capire e da 
utilizzare. La grafica modella e influenza l’opinione pubblica, come nel caso della 
propaganda o della politica; serve a fornire istruzioni, per esempio su come 
connettersi a internet o mettere insieme qualcosa; informa il pubblico su un’ampia 
gamma di argomenti- dalle attività di un’azienda, con i suoi prodotti o servizi, fino 
alle statistiche sul paese più popolato o sull’andamento del PIL. Attraverso lavori 
intelligenti e anche provocatori, i designer capaci sono in grado di comunicare idee 
complesse in modo semplice ed efficace. 
 
La nascita di Graphic Design 
Come manifestazione della cultura umana, la grafica gioca un ruolo 
primordiale nella storia dell'uomo come essere sociale. 
Molte centinaia di progetti grafici di animali da parte del popolo primitivo nella 
Grotta Chauvet, nel sud della Francia, che sono stati elaborati nel 30.000 aC, 
l'immagine di "cavalli macchiati", dipinte da artiste donne all'interno di grotte francesi 
Pech Merle datato 23.000 aC, così come i disegni simili nella grotta di Lascaux in 
Francia che sono stati disegnati più di 14.000 aC. Le pitture rupestri di Altamira 
bisonte risalgono al 9.000-17.000 aC, i disegni dei cacciatori primitivi in rifugi 
Bhimbetka il rock in India che sono stati disegnati intorno al 7.000 aC , gli aborigeni 
Arte Rupestre, nel Parco Nazionale di Kakadu in Australia, e molte altre rock o 
pitture rupestri in altre parti del mondo sono testimonianze adatto alla sua storia molto 
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Fig. (1) L'immagine di un bisonte in grotta di Altamira, in Spagna. 
 
 
Per esempio, i dipinti di Altamira si trovano nei profondi recessi delle grotte 
nelle montagne del Nord della Spagna, lontano dalla portata delle forze distruttive del 
vento e dell'acqua, e di conseguenza questi dipinti sono stati conservati intatti da circa  
9,000-17,000 aC. Oltre a questi murales, Altamira è l'unico sito di pitture rupestri in 
cui gli strumenti, i focolari e il cibo rimane inoltre sono stati trovati. Questi segni 
fanno luce sugli habitat e sulle condizioni di vita di questi artisti preistorici. A 
differenza delle altre grotte simili in Europa e altrove, le grotte di Altamira non 
mostrano alcun segno di depositi di fuliggine, che forse suggerisce che la gente di 
Altamira aveva tecnologia di illuminazione più avanzata, che emetteva meno fumo e 
fuliggine delle torce e le lampade di grasso che erano date alla gente Paleolitico. 
 
Gli artisti Altamira sono concentrati principalmente sul bisonte, che era una risorsa 
economica principale per loro, non solo come fonte di cibo, ma anche di altre materie 
prime utili come pelle, ossa e pelliccia. Questi artisti preistorici utilizzati pigmenti 
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naturali della terra, come gli ossidi di ocra e di zinco, alcune delle immagini sono 
dipinte con tre colori. Questo è un risultato artistico significativo, in particolare se 
presa in considerazione l'esecuzione magistrale di anatomia dell'animale, e le loro 
proporzioni fisiche corrette. In Tassili-n-Ajjer (Algeria), uno dei più famosi siti del 
Nord Africa di pittura rock, varie immagini raffigurano una evoluzione storica. 
Questa documentazione storica di evoluzione dell'umanità è qualcosa che la grafica ha 
sempre fatto, e lo farà in futuro. I dipinti Tassili raffigurano almeno quattro distinti 
periodi cronologici, che sono: una tradizione arcaica raffigurante animali selvatici la 
cui antichità è nota, ma va certamente ben prima del 4500 aC; una tradizione, la 
cosiddetta bovidian, che corrisponde  all'arrivo di bestiame in Nord Africa tra il 4500 
e 4000 aC; una tradizione di "cavallo", che corrisponde alla comparsa di cavalli nel 
record archeologico del Nord Africa da circa il 2000 aC; più avanti, una tradizione 
"camel", che emerge al tempo di Cristo, quando questi animali fanno la loro prima 
apparizione in Nord Africa. Questa storia, insieme alla storia della scrittura che era 








Fig. (2) Immagine di un cavallo nella grotta Chauvet. 
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Fig. (4) Disegno di un cavallo nella caverna di Lascaux. 
 
 
Fig. (5) Un disegno rock Bhimbetka in India. 
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Fig. (6) Aboriginal Art Rock, sito d'arte Ubirr, Parco Nazionale di Kakadu, Australia. 
 
 
Fig. (7) Un'immagine battaglia sulle rocce del Tassili di Ajjer (Algeria). 
 
Il Graphic design non è arte  
Dire “grafica” non equivale a dire “arte”; è vero che a volte il graphic designer usa gli 
stessi strumenti del pittore, dello scultore o del fotografo per il suo lavoro e che può 
addirittura includervi oggetti artistici; è vero anche che sia l’arte che il design sono 
atti creativi. Lo scopo delle due attività, tuttavia, è completamente diverso. 
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L’arte è affine a sé stessa, è personale ed espressiva. Il vero artista esplora i problemi 
sociali, fa dichiarazioni, dà agli spettatori un’immagine nuova del mondo. Sebbene 
molti artisti sperino di vendere le loro creazioni a persone che si emozionano con la 
loro arte, l’arte in sé nasce in genere da ragioni personali più che per un acquirente 
particolare. Il grafico, invece, deve abbracciare la comunicazione visiva per conto di 
un cliente pagante con determinate necessità. In questo senso, il design si deve 
rivolgere in primo luogo ai bisogni e ai desideri dei clienti; questo può costringere 
talvolta a prendere decisioni che non si allineano con il proprio pensiero. Mentre 
l’arte è soggettiva (“la bellezza è negli occhi di chi osserva”) e aperta 
all’interpretazione, il design deve essere totalmente oggettivo, e ha scopi e obiettivi 




Fig. (8)il design permette di dare un’identità ad azienda e organizzazioni, garantendo 
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Il graphic design non è arte commerciale  
In alcune scuole, e addirittura tra i clienti, il termine “artista commerciale” viene 
ancora utilizzato per descrivere i compiti e le responsabilità del grafico. Usato per la 
prima volta nel ventesimo secolo, questo termine è contraddittorio e fuorviante 
dopotutto, ciò che è commerciale viene prodotto, per la massa e per trarne profitto, 
mentre l’arte ha lo scopo primo di soddisfare un’esigenza personale. L’artista 
commerciale indica più appropriatamente un artista che produce e vende i propri 
lavori per vivere. 
Mentre si può parlare di arte commerciale per le tre discipline distinte della fotografia, 
dell’illustrazione e del design, la grafica le comprende tutte e tre; il graphic designer 
utilizza la fotografica (selezionando) o commissionando fotografie), crea illustrazioni 
per la clientela o grafici per facilitare la comprensione di messaggi complessi e usa 
elementi formali per associare le immagini alle parole scritte. La sintesi dei tre campi 
dell’arte commerciale permette di trovare soluzioni visive efficaci, che comunicano 
informazioni e allo stesso tempo affascinano lo spettatore. 
 
Fig. (9) per pubblicizzare una serie televisiva sulla storia della scienza. Questo 
manifesto utilizza icone. Fotografie e persino la scultura. Che rappresenta le conquiste 
umane. Progetto: Chermayeff & Geismar Studio. 
	   20	  
 
Fig.(10) nella grafica convergono l’illustrazione, la fotograia e il design,. Il grafico 
deve essere una sorta di “jolly” nel risolvere i problemi visivi. 
 
 
Il graphic design è comunicazione visiva  
La comunicazione visiva combina il linguaggio parlato, il linguaggio scritto e 
le immagini in messaggi esteticamente piacevoli, si connette al pubblico sul piano 
intellettuale ed emotivo e gli fornisce informazioni pertinenti. Se ben eseguito, il 
graphic design identifica, informa, insegna, interpreta e addirittura persuade lo 
spettatore ad agire. È importante stesso linguaggio visivo: il progettista agisce come 
interprete e traduttore del messaggio. Riducendo la quantità d’informazioni, si crea un 
design più conciso e meno confuso, quello che, in sostanza, è lo scopo di ogni forma 
di comunicazione.1 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Ryan Hembree, Capire la Grafica, logos, Modena, 2008, pp.10-13.  
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Fig.(11) sebbene vengano (impropriamente) considerate spesso il primo esempio di 
arte, le pittura rupestri erano in realtà un modo per comunicare con gli altri. 
 
                     Scopi e obirttivi dell’impresa               Messaggio visivo  
 
           Impresa o organizzazione              Grafico                         Target 
Fig. (12) perché la comunicazione visiva sia efficace, devono esistere un mittente (in 
genere un cliente) e un destinatario (di solito il pubblico). Il designer codifica 
messaggi visivi traducendo le necessità del cliente in messaggi e contenuti che lo 
collegano con il destinatario.1 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Ibidem, p14. 
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Le Comunicazioni visive 
Il termine ‘comunicazione visiva’ è molto generico. Sarà quindi utile chiedersi quale 
sia la situazione della comunicazione visiva, sia quella a grandi linee. Intanto la 
pubblicità, i cartelli, gli avvisi, gli imballaggi, gli inserti quotidiani, i pieghevoli, le 
radio, la televisione, il cinema, la gigantografia, ecc. sono strumenti al servizio di un 
potere economico, cioè di una civiltà di tipo industriale che si avvale quindi tipici 
della pubblicità. 
C’è poi la comunicazione visiva come propaganda, come forma di comunicazione al 
servizio di un potere politico: i mezzi sono più o meno gli stessi. Ancora le forme 
sociali, cioè per manifestazioni culturali, sportive, le scuole, gli enti, il culto, ecc. 
È una novità questa della comunicazione visiva? Ritengo di no perché anche in 
passato la comunicazione sociale. Ogni affermazione di poter o culturale, di casta, di 
altissima civiltà. Per esempio nell’alto Orinoco le tribù del Rio Uparì non ammettono 
immagine umana: ogni manifestazione visiva è quindi limitata a modi astratti perché 
la rappresentazione dell’uomo è intesa come un avvilimento della personalità 
individuale. Questa tribù sa dell’esistenza della fotografia ma ne vieta l’uso nei loro 
territori. Con un certo schematismo si può dire che in passato la comunicazione visiva 
parlava del potere e lo affermava in specie attraverso gli oggetti d’uso: la carrozza 
regale per esempio, le armi, l’araldica o la segnaletica di potere erano simboli di caste, 
simboli che venivano poi ripetuti nelle livree, nelle uniformi,ecc quali sono oggi 
invece i limiti e i valori della comunicazione visiva? Può essere utile fare riferimento 
ad un saggio abbastanza interessante di Gillo Dorfles che considera la comunicazione 
visiva tipica del nostro tempo e tralascia di analizzare nel suo saggio questi aspetti ai 
quali io, molto rapidamente ho accennato. Dorfles dice che tanto più l’immagine è 
imprevista, tanto più la comunicazione visiva è efficace; tanto più al primo momento 
non è accettata, cioè provoca un’azione di shock, tanto più è provocatoria e tanto più 
rimane impressa.  
Si potrebbe anche dire che la comunicazione visiva oggi è strettamente 
connessa allo sviluppo della civiltà industriale: quindi è una comunicazione visiva al 
servizio di una civiltà. Sono portata a pensare la comunicazione in questo quadro di 
espressione collettiva, ma al servizio di una realtà sociale in movimento, in sviluppo, 
in marcata evoluzione, piuttosto che di una società statica o priva di sviluppo.  
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Il disegno grafico contemporaneo  
Il design grafico è un aspetto onnipresente della vita moderna. Un complesso 
di forma perennemente mutevole sintetizza e comunica informazioni al pubblico, ma 
allo stesso alla società. Nel design grafico vi sono stati molti sviluppi tecnici e 
importanti mutamenti di enfasi sotto il profilo sia stilistici sia dei contenuti. Ad 
esempio, la crescente interattività dei computer ha trasformato il design grafico in un 
mezzo essenziale. Inoltre, la comparsa di soluzioni di software sempre più sofisticati 
ha perfezionato la manipolazione dell’immagine, e i designer grafici di tutto il mondo 
hanno sfruttato creativamente la derivante possibilità di mescolare finzione  e realtà. 
Molti designer, e naturalmente molti registi cinematografici, hanno saputo 
sfruttare a pieno tali potenzialità,  generando ambienti artificiali iperrealisti in cui 
persino le leggi della fisica possono essere infrante a piacimento. Ciò ha conferito un 
che di surreale a ogni genere di media, accrescendo lo scetticismo di un pubblico che 
non è più disposto a fidarsi di ciò che vede con i propri occhi. Anzi più il messaggio e 
il mondo in cui viene trasmesso sono raffinati, ma sembrano ispirare maggiore 
diffidenza. Non sorprende, dunque, che questa tendenza abbia spinto molti designer 
grafici a rafforzare di nuovo il rapporto del loro lavoro con l’autenticità, servendosi 
del disegno a mano, impiegando accorgimenti visi che rendono l’immagine graffiata, 
mal definita o imperfetta per ottenere un effetto di affidabile semplicità. Portato agli  
estremi, questo approccio ha generato una vasta gamma di campagne chiaramente 
fondate sul principio secondo il quale “se la pubblicità fa schifo, il prodotto 
dev’essere buono”. Il successo che ha trasformato quasi in oggetto di culto la 
campagna inglese del Cillit Bang, che ha per protagonista l’esagitato Barry e i suoi 
adorati prodotti di pulizia, rivisitata in un  numero infinito di spoof e rimessaggi sulla 
rete, funziona proprio perché platealmente rozza e pacchiana, analogamente 
all’enorme successo della campagna Real Women del marchio, dove è dovuto in gran 
parte alla presa in giro delle pubblicità glamour e dell’immagine rigidamente 
idealizzata della bellezza femminile che esse presentano. 
Contemporaneamente, i popolari siti web come YouTube, un portale dedicato 
alla condivisione di immagini video che consente un facile accesso 
all’autopresentazione, hanno modificato profondamente la natura della partecipazione 
dell’utente, offrendo al pubblico la possibilità di ottenere spazio  sui media nei termini 
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da esso definiti. Da un certo punto di vista, tale influenza del digitale ha evaso lo 
status del designer grafico professionista, poiché oggi chiunque disponga di un PC 
crede di essere un mago del design, indipendentemente dal suo effettivo talento.Tale 
possibilità di fai–da-te  ha intaccato anche la linea di demarcazione tra omaggio e 
plagio, con il risultato che i designer professionisti  devono dare davvero il massimo 
della loro creatività per mantenersi un passo avanti al mondo del digitale. Allo stesso 
tempo, però questa rivoluzione digitale ha anche fornito maggiore libertà nel design 
grafico: il software sofisticato di cui i designer dispongono consente loro di giocare in 
libertà con idee che altri menti avrebbero richiesto ore, se non giorni, di elaborazione. 
Di recente John L. Walters, direttore della  rivista Eye ha riassunto così la situazione 
attuale: “Oggi qualsiasi interazione con il processo di solito implica il digitale”. 
In fondo, molti esponenti dell’ultima generazione di designer grafici sono 
fondamentalmente tecnofili, non tecnofobi. Anziché sentirsi intimiditi dalla 
tecnologia, tendono a sperimentare con essa e a sovvertirne le regole. Infatti, accade 
spesso che i designer manomettano i codici dei programmi di software commerciali 
per adattarli alla loro esigenza. Ad esempio, il plug-in Scriptographer (progettato ne  
2001 da Jurg Lehni ) è figlio illegittimo dell’onnipresente Adobe Illustrator e si serve 
del JavasScript per ampliare le funzionalità del software originale consentendo, 
secondo il suo sito web, “ la creazione di strumenti di disegno controllati dal mouse, 
di effetti che modificano le grafiche esistenti e di script che ne creano di nuove: molti 
degli strumenti di Scriptographer sono ideati per generare complessità visive; tre 
script generano rami e ramoscelli apparentemente casuali, Fiddlehead script fa 
crescere viticci a forma di felce, Tile Tool script ha un piacevole aspetto a blocchi, 
Faust script ha un taglio topografico in 3D e Strok –Raster script (il nostro preferito) 
traspone il valore in pixel di un’immagine in linee diagonali di spessore variabile. 
Questo tipo di software avanzato ha determinato una rinascita della 
complessità decorativa nel design grafico e una passione post-moderna per il più 
anziché per il meno. In passato, i modernisti più rigorosi associavano l’ornamento 
stesso all’immoralità. Com’è noto, nel suo manifesto di design del 1908, intitolato 
Ornamento e delitto, Adolf Loos scrisse che < l’evoluzione della cultura procede di 
pari passo con l’eliminazione dell’ornamento>. L’attuale rinascita della decorazione 
rifiuta tale rigore per affermare invece un’ingenuità esuberante e giocosa. In parte, ciò 
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si può interpretare come un tentativo di umanizzare le comunicazioni e ristabilire un 
rapporto tra il pubblico e il messaggio in un mondo sempre più minutamente 
frammentato e freddamente aziendalizzato.  
La rivoluzione digitale ha anche fatto sparire molti limiti creativi, consentendo 
una fusione sempre maggiore tra design grafico e belle arti, illustrazione, musica e 
moda, tanto che molti  dei designer grafici presentati in questo volume sono anche 
artisti, stilisti, musicisti, animatori e registi. Oggi non è insolito che un designer 
grafico cambi carriera per diventare art director o designer di produzione. Il balzo dal 
design 2D a quello 3D è stato facilitato dall’introduzione di software come Maya, 
Previs e studio Tools, le cui avanzate capacità di composizione si possono adattare in 
breve tempo ad altri media. 
Comprendere la tecnologia utilizzata dai designer, tuttavia, non basta a 
spiegare le motivazioni che li spingono a intraprendere questa carriera. Per molti, se 
non per la maggior parte dei designer presenti in questa pubblicazione, il design 
grafico non è un semplice lavoro, ma uno stile di vita e una fonte di identità. Un 
notevole numero di loro integra nel proprio lavoro aspirazioni e progetti intellettuali, 
che nella maggior parte dei casi rispecchiano una visione politica di sinistra e il 
desiderio di promuovere tematiche etiche e ambientali. Da questo punto di vista, i 
designer grafici sono consapevoli della potenza degli strumenti di persuasione a loro 
disposizione. Le stesse abilità che servono a pubblicizzare bevande gassate e detersivi 
in polvere possono essere impiegate anche per modificare l’atteggiamento 
dell’opinione pubblica nei confronti di una vasta gamma di argomenti, dallo 
sfruttamento dei lavoratori alla distruzione dell’ambiente, dalle pratiche commerciali 
inique alla discriminazione sessuale o alla corsa al petrolio che genera guerre. Uno dei 
più noti di questi designer grafici con principi etici, Jonathan Barnbrook, afferma di 
essere motivato da <<un’intima rabbia che è la risposta a tutta l’ingiustizia che c’è nel 
mondo>>. Il suo lavoro molto politicizzato sfida sistematicamente le strutture 
capitalistiche e, oltre ad essere visivamente interessante, è anche in grado di indurre 
alla riflessione. 
Analogamente, negli ultimi anni, l’AIGA (American Institute of Graphic Arts, 
Istituto Americano delle Arti Grafiche) ha deciso che la sua missione è promuovere 
un design socialmente responsabile, piuttosto che la fama dei singoli designer. In una 
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sua recente dichiarazione, l’istituto riconosce che nel mondo di oggi, i problemi di 
solito sono definiti da un contesto complesso. E sempre più spesso, come evidenziato 
dai protocolli di Kyoto, dalla conferenza di Johannesbrug sullo sviluppo sostenibile, 
dalle tensioni globali legate al terrorismo o alla repulsione culturale e dalla battuta 
d’arresto nella crescita economica, tale contesto ha dimensioni economiche, 
ambientali e culturali. In linea con tale concezione, l’AIGA ha iniziato a patrocinare 
una serie di iniziative di tipo etico, quali il Progetto Foresta Urbana nella Times 
Square di New York (ottobre 2007). È importante sottolineare che oggi Internet 
consente una maggiore diffusione di questo tipo di lavoro all’interno di comunità di 
persone che la pensano allo stesso modo e i designer grafici sono sempre più 
consapevoli del loro ruolo essenziale interfaccia tra l’alta politica e l’opinione 
pubblica. 
Tuttavia si può rilevare una netta divisione tra i designer che si considerano 
consapevoli paladini delle questioni sociali e anticapitalisti e gli ‘operatori di 
marketing’ creativi, che vanno fieri della loro capacità di potenziare marchi per conto 
di clienti paganti. Naturalmente, le realtà economiche relative alla gestione di uno 
studio di design impongono spesso ai designer di tenere un piede in entrambe le 
staffe, affrontando la dicotomia apparentemente irrisolvibile di avere rapporti sia con 
il movimento no-global sia con le grandi imprese. Il derivante equilibrismo spesso 
induce i designer ad alternare ai lavori prettamente commerciali progetti meno 
remunerativi ma culturalmente più appaganti per conto di gallerie d’arte, musei e 
istituti che si occupano di istruzione. 
Forse la perdurante percezione dei designer grafici come braccianti dei grandi 
gruppi industriali (e la nuova disponibilità di massa di strumenti dei design 
computerizzati) spiega in parte perché i designer grafici tengano tanto a presentarsi 
come esponenti di una categoria di professionisti di altissima formazione. Più di 
qualsiasi altro sottogruppo delle professioni del design, i designer grafici si servono di 
premi, riconoscimenti e tessere di appartenenza ad associazioni per definire e 
difendere i confini del proprio territorio professionale. Un’alta percentuale di designer 
grafici, inoltre, aggiunge l’attività di insegnamento alle altre attività professionali. La 
derivante pollinazione incrociata tra attività pratica e accademica contribuisce molto a 
sostenere la coerenza interna e lo status professionale del design grafico. 
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Gli sviluppi politici e commerciali e la straordinaria potenza del web hanno 
anche riscritto la configurazione geografica e culturale del design grafico. 
L’inclusione dei paesi dell’ex blocco comunista e della Cina in reti culturali e 
commerciali globali ha avuto una fortissima influenza. Questo volume presenta 
designer russi, sloveni, di Hong Kong e della Turchia a fianco di lavori provenienti da 
paesi più tradizionalmente associati al design grafico d’avanguardia come la Gran 
Bretagna, la Germania, la Svizzera, l’Olanda e la Francia. Molti dei designer qui 
proposti sottolineano le loro radici culturali nazionali e vi attingono nel proprio 
lavoro; altri sono più interessati a soluzioni universali che trascendono i confini 
nazionali e culturali che rispecchiano globalismo piuttosto che globalizzazione.  In 
entrambi i casi, tutti cercano di creare, nel modo più allettante possibile, un legame tra 
le persone, le idee e le opinioni espresse dal loro lavoro.  
Una delle caratteristiche più sorprendenti dei designer qui presentati è la loro 
giovane età: la maggior parte appartiene alla Generazione X (nati tra il 1965 e il 
1980), con la sua ironia e il suo cinismo post-esplosione demografica. Non sorprende, 
che questa generazione, cresciuta con MTV, il grunge e lo skateboard, abbia un 
rapporto molto diverso da quello dei suoi predecessori con la produzione di media. 
Buona parte del loro lavoro fa riferimento alla cultura giovanile e viene utilizzato 
dalle imprese per conferire un’essenziale e credibile carattere trendy ai loro prodotti. 
È interessante notare che i pensieri che tali designer esprimono in questo volume sono 
intrisi di autoriflessione e di riferimenti alla proprie esperienze adolescenziali: sembra 
che l’adolescente in loro non sia mai cresciuto del tutto. Un altro fenomeno recente è 
stato la comparsa del ‘marketing virale’, come strumento per attingere alle modalità di 
pensiero idealiste, ottimiste e flessibili del’ancor più giovane Generazione Y (in nati 
tra il 1980 e il 2000), a volte chiamata, per brevità, GenY. Ancor più refrattari dei loro 
fratelli maggiori alle tecniche di marketing tradizionali, gli esponenti di questo gruppo 
sono la dimostrazione di come Internet abbia allontanato il suo pubblico dalla 
pubblicità televisiva e a mezzo stampa per orientarlo verso piattaforme basate sul web 
(che vengono già infiltrate utilizzando tecniche di marketing virale). Per fare arrivare 
a destinazione il proprio messaggio, i designer grafici di oggi devono essere sempre 
più consapevoli delle correnti in continuo movimento della cultura giovanile che, 
come dettato dalla demografia di questo gruppo, sono caratterizzate da tempi 
d’attenzione molto brevi e da una naturale sintonia con la tecnologia. 
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Nel tentativo di attirare l’attenzione sempre più fluttuante del pubblico di oggi, 
che ha un’intima conoscenza dei media ma ne è anche un po’ annoiato, molti media 
producer fanno un uso sempre maggiore di immagini di tipo sessuale per vendere ogni 
tipo di prodotti. Il problema è che, così come l’appassionato di videogiochi si assuefa 
alla violenza, i potenziale consumatori si abituano tanto a questo tipo di stimoli 
pruriginosi che le immagini devono diventare sempre più esplicite per conservare il 
loro impatto. Ciò che appena dieci anni fa sarebbe stato considerato esplicito, oggi 
viene ritenuto normale in molte culture occidentali: non sorprende che sia emerso un 
inquietante rigurgito di fondamentalismo religioso (sia islamico , sia cristiano). 
Rifiutando questo tipo di design esplicitamente ‘porno-grafico’, in questo volume 
abbiamo privilegiato designer come Francesca Granato, che impiega immagini di tipo 
sessuale da un punto di vista molto diverso, femminile e sovversivo.  Purtroppo, 
sebbene molti dei designer grafici qui presentati si impegnino coscienziosamente 
nella critica alle ingiustizie della società industriale contemporanea, sembra che buona 
parte dei mass media di oggi siano altrettanto alacremente impegnati a diffondere la 
propria bancarotta morale, il proprio sensazionalismo e la propria idolatria per le 
celebrità.   
Se si vuole che il design grafico resti una forza vitale nel paesaggio culturale 
contemporaneo, i suoi esponenti dovranno non solo conoscere l’infinita molteplicità 
delle nuove piattaforme mediatiche, ma anche essere consapevoli che è davvero 
possibile avere successo come designer grafico senza vendersi l’anima, come 
dimostra chiaramente l’esempio di molti dei designer che abbiamo scelto per questa 
rassegna, che sono pronti a rispondere alle loro nuove responsabilità globali con un 
lavoro innovativo dal punto di vista estetico e concettuale. I designer che hanno 
contribuito a questa pubblicazione hanno anche cortesemente acconsentito di scrivere 
qualche parola sul proprio approccio al processo di design e sulle motivazioni che 
sono alla base del lavoro. Ci auguriamo quindi che Contemporary Graphic Design 
non si limiti solo a presentare un’istantanea visivamente piacevole del design grafico 
contemporaneo, ma che stimoli anche idee e valori atti a fornire una ‘bussola etica’ 
per la professione del designer grafico oggi.1 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Charlotte & Peter fiell, Contemporary Graphic Design, Taschen GmbH, 2007, pp.10-13. 
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Fig. (13) Philip Decrauzal usava “faust” 3d script, 2006.  
 
 
Fig. (14) 8o internazionale biennale in Messico 2005.  
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Fig. (15) Felipe Taborda, progetto: Cinema poloneˆs.  
 
Lo sviluppo del concetto 
Lo sviluppo del concetto, la parte più importante di ogni progetto di design, 
avviene nella mente e non al computer. 
Durante questa fase cruciale del processo creativo, il designer dovrebbe utilizzare il 
suo tempo per creare idee lontano dal computer. L’analisi approfondita dei problemi 
di design attraverso esercizi di scrittura permette in seguito al grafico di tradurre idee 
astratte o concetti solo abbozzati in immagini intese, che entrano in contatto con il 
pubblico target e recapitano il messaggio. 
 
Il grafico come scrittore  
Attraverso la parola, il designer mette insieme frammenti di pensieri o idee per 
creare concetti definiti.È spesso più facile esprimere idee complesse o astratte con 
parole che indicano come risolvere un problema di design tramite simboli visivi e 
metafore. Più il designer è colto ed eloquente, più sarà in grado di produrre idee 
originali; molti importanti art directory provengono dal giornalismo o dalla redazione, 
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e sfruttano la capacità di esprimere l’essenza di un’idea nel minor numero di parole 
possibile. 
 
Come nasce un’idea  
Il confronto con gli altri è fondamentale per produrre idee il più velocemente 
possibile. Appuntatevi ogni idea che vi passi per la mente, comprese quelle che 
sembrano banali o irrilevanti o far scaturire l’idea geniale. Il design è un processo di 
eliminazione delle idee o dei concetti inefficaci per arrivare a quei pochi che 
sembrano buoni. Le tecniche descritte in seguito aiuteranno il graphic designer a 
generare buoni concetto: 
1- Flusso di coscienza/libera associazione 
2-  Usare schemi ad albero. 
3- Utilizzo del dizionario e dei sinonimi.  
4- Combinare idee distanti.  
 
 
Fig. (16) Questo schema ad albero aiuto a sviluppare i concetti in immagini. Le idee 
di base sono connesse alle parole, ai pensieri o allo frasi a esse correlate, creando un 
ritratto del flusso di pensieri. Progetto indica Design 
 







Fig. (17) Quadno si crea una pubblicità di grande formato. Gli schizzi sono utili per 
determinare la posizione dei vari elementi, come il titolo e le immagini nella pagina. 
A meno che un’immagine non sia un elemento integrante del layout (per esempio, un 
testo che copre l’immagine o che interagisce con essa) , la sua posizione può essere 
indicata da un rettangolo segnato con una X. 
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Fig. (18) Ognuna delle tre idee originali presentata alla Sheridan’s Lattès and Frozen Custard trasmette 
i valori più importanti della strategia aziendale attraverso immagini che attraggono il target grazie a 
colori, illustrazioni, grafica delle insegne e particolari secondario. Progetto: Willoughby Design.1 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Ryan Hembree, opcit, p.53. 
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Graphic design: (intuizione o pensireo razionale) 
 Il grafico non deve essere solamente il designatore grafico intuitivo: deve 
essere un individuo in grado di pensare. Parte dei designers non crede al “pensare 
razionalmente”, convinti che il pensare faccia perdere l’intuizione artistica. Il grafico 
deve saper pensare con logica, prima, e disegnare (gestalten) dopo. Il grafico intuitivo 
(artista) respinge il pensiero razionale e comincia a disegnare (creare). È necessario 
chiarire la differenza esistente tra i due concetti: che cosa deve essere visualizzato e 
come deve essere visualizzato. 
 Ciò che esprime il contenuto, l’intenzione; il come esprime la forma, 
l’estetica, il gusto e le sensazioni. Dunque, il contenuto è la parte intellettuale nel 
processo della creazione, mentre l’immagine è il prodotto finale di tutto il processo, la 
parte cosiddetta estetica! Noi conosciamo l’estetico valore della forma; l’immagine, o 
la parte estetica, non si può stabilire con precisione matematica ( anche se oggi esiste 
l’estetica esatta dei computer). Noi sappiamo esattamente che cosa vogliamo (il che 
cosa) e possiamo, quindi, stabilire con esattezza il contenuto. 
 Il grafico può ottenere ottimi risultati essendo solamente un «intuitivo», ma 
con molta esperienza. 
 La grafica pubblicitaria è una forma di arte commerciale che ha senso soltanto 
se viene percepita e capita. La più bella immagine (intuizione) non può essere 
riconosciuta se non è nata da un pensiero logico. Cadere nel banale è cosa facile; 
subentra qui la preparazione tecnico-estetica del grafico cosciente.  
 
Non esiste il «pensare creativo formale». Esistono, invece, vari metodi per 
arrivare in parte a soluzioni valide di un problema. L’uno si basa su dati, l’altro su 
osservazioni, esperienza, intuizioni, sensazioni e cosi via. Sappiamo, anche, che le 
intuizioni e le sensazioni non sono misurabili, non sono esatte. 
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Il grafico intuitivo (prevalentemente artista), specialmente se coscienzioso, 
può produrre immagini affascinanti, esteticamente valide (nel senso tradizionale), 
però offre minor garanzia (controllabile) al committente.1         
 
Graphic Design: Gli Elementi 
1- Linea 













3- Il ritmo 
4- Il movimento 
 
 











 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Alfred hohnegger, estatica & funzione graphic design tecnica & progettazione, petruzzi editore, città 
di castello (PG), 1990, pp. 330-331. 
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La media  
La media è in altre parole la conseguenza individuale e sociale di ogni 
medium, cioè di ogni estensione di noi stessi, che deriva dalle nuove proporzioni 
introdotte in ogni nuova tecnologia. L’essenza della tecnologia dell’automazione è 
invece esattamente l’opposto. Essa è profondamente integrale e allo stesso tempo  
decentratrice, proprio come la macchina: quest’ultima è frammentaria e superficiale 
nel modellare i rapporti tra gli uomini. 1  
New media 
La “new media” è un termine ampio, che emerse alla fine del ventesimo 
secolo. Ad esempio, la nuova media tende a dare una possibilità di accesso on-
demand al contenuto ovunque, in qualsiasi momento e su qualsiasi dispositivo 
digitale, così come le reazioni degli utenti interattivi, la partecipazione creativa e la 
formazione di comunità di tutto il contenuto multimediale. Un'altra premessa 
importante della new media è la "democratizzazione" della creazione, pubblicazione, 
distribuzione e consumo di contenuti multimediali. Ciò che distingue i nuovi media 
dai media tradizionali è la digitalizzazione dei contenuti in bit. C'è anche un aspetto 
dinamico della produzione dei contenuti che può essere fatta in tempo reale.2	  
 
La nascita della Media 
 L’ottocento è il secolo in cui questo quadro viene radicalmente messo in 
discussione. Già nel settecento, la circolazione delle idee si era fondata soprattutto 
sulla diffusione di libri e giornali, quasi ovunque soggetti a censure e autorizzazioni 
delle autorità costituite, che apparivano sempre meno tollerabili. Sia nel 1° 
emendamento della Costituzione americana del 1787, sia nella dichiarazione dei diritti 
dell’uomo del 1789, viene affermato il principio della libertà di stampa, che sta 
insieme alla libertà di parola e di espressione. 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	   Mrshall MacLuhan, gli strumenti del comunicare, mass media e società moderna, Traduzione di 
Editore Carrilo, Net,2002,p16.	  
2 http://en.wikipedia.org/wiki/New_media 
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 L’ottocento è il secolo dell’elettricità. Il secolo si apre con la presentazione  a 
Napoleone da parte di Alessandro della prima applicazione dell’elettricità alla 
comunicazione è il telegrafo elettrico, introdotto da Samuel Morse negli Stati Uniti 
nel 1844. Forse è anche l’inventore dell’alfabeto omonimo, un codice che permette di 
trasmettere a distanza lettere dell’alfabeto sotto forma di linee e punti. Da una 
stazione telegrafica, dove un operatore specializzato traduce il messaggio in punti e 
linee, la comunicazione viaggia sotto forma d’impulsi elettrici attraverso fili, fino ad 
arrivare a destinazione, dove un altro operatore decodifica il messaggio e lo inoltra, 
con un fattorino, al destinatario < punto a punto >. 
 Il telefono, realizzato da Graham Bell nel 1876, è sempre una comunicazione 
< punto a punto >, col vantaggio rispetto al telegrafo di non richiedere un operatore 
specializzato che codifichi e decodifichi il messaggio, perché trasmette, sempre nella 
forma di impulsi elettrici, direttamente la voce umana. Il telefono sarà come 
l’automobile o il frigorifero: chiunque può facilmente imparare ad usarlo, anche per 
una comunicazione a carattere riservato, senza la mediazione pubblica di un 
operatore. 
 Molti media conosceranno prima una fase pubblica e solo successivamente 
una fase domestica: ad esempio, quando arriva la televisione prima si va a vederla nei 
circoli, nei bar, dai vicini di casa più benestanti(fase pubblica), poi si acquista un 
televisore e lo si mette in salotto (fase privata). A rimanere per sempre pubblico è 
soprattutto lo spettacolo dal vivo, il teatro, o ciò che richiede un luogo dedicato e 
attrezzature speciali (il cinema) o comunque un operatore specializzato (il telegrafo). 
Il telegrafo e il telefono non sono mass media, ma sono piuttosto perfezionamenti 
della comunicazione a punto a punto. Sono media vuota, perché non contengono 
alcun messaggio proprio, ma si limitano a trasmettere i messaggi dei comunicatori, 
anche se li adattano ad una particolare forma culturale.  
 Il giornale, il cinema, la radio e la televisione saranno invece “medie piene” perché 
i comunicatori sono loro (i mezzi fanno/sono il messaggio), in quanto trasmettono ai 
riceventi un proprio contenuto. Ai fini della comunicazione di massa sono rilevanti i 
“media pieni”, anche se i “vuoti” sono stati molto utili per lo sviluppo della 
comunicazione. 
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Nell’Ottocento c’era un grande sviluppo di culture e di tecnologie che interessano la 
comunicazione. L’elenco è lungo e affascinante. Avremo macchine da stampa sempre 
più veloci (rotative) e per la composizione meccanizzata delle matrici da stampa 
(linotype), che permettono di stampare in una notte il quotidiano del giorno dopo in 
centinaia di migliaia di coppie. 
Nel 1879 Thomas Edison, l’inventore americano della lampadina elettrica, realizza il 
fonografo, uno strumento per la registrazione del suono su un cilindro. Nelle sue 
intenzioni doveva essere uno strumento per l’ufficio, soprattutto quando l’anno 
successivo, sempre in America, Berliner inventò il grammofono, che utilizzava dischi 
invece di cilindri e aveva un motore. 
L’immagine viene riprodotta tecnicamente. Louis Da guerre, francese, presenta nel 
1839 il suo dagherrotipo, la prima fotografia, prodotta impressionando attraverso un 
obiettivo una lastra trattata chimicamente e sviluppata in camera oscura. Nel 1888, 
una macchina fotografica assai più semplice, che poteva essere utilizzata da chiunque, 
questa macchina si chiamava Kodak. Nel 1836, in Francia, esce un giornale, “La 
presse”, in cui per la prima volta una pagina (la quarta) ospita a pagamento la 
pubblicità. La metropolitana di Londra, dal 1861, presenta cartelloni pubblicitari sulle 
pareti esterne dei vagoni.  L’Ottocento è il primo secolo in cui la comunicazione ha 
un uso sociale forte. Sta nascendo una società di massa.1 
La nascita e lo sviluppo della comunicazione interattiva  
- I media tradizionali  
Per tutto il corso del Novecento, le basi della società nella quale viviamo si sono 
poggiate sui mass media. La stampa, la radio e la televisione sono stai i vettori lungo i 
quali sì è sviluppata quella che i sociologi definiscono la società di mass. I media ci 
hanno permesso -e ci consentono tuttora- di assistere agli eventi del mondo e per 
questo ricoprono il ruolo d’insostituibili strumenti di informazione. I mezzi di 
comunicazione di massa, gestiti dalle emittenti che distribuiscono I loro programmi in 
base a palinsesti precisi, determinano un flusso di comunicazione caratterizzato da 
due precisi aspetti: 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Enrico Menduni, i lingauggi della radio e della televisione, teorie, tecniche, formati, edittori GLF 
Laterza,2006, pp.19-22. 
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• Contenuti monomediali; 
• Messaggi unidirezionali. 
La monomedialità si riferisce alla natura analogica del messaggio che viene 
trasmesso; un giornale contiene un testo scritto e immagini statiche ma non la 
voce o le immagini; la radio trasmette voci e suoni, ma non ci dà la possibilità di 
le vedere immagini o filmati; la televisione ci comunica immagini in movimento, 
voci e suoni, ma in linea di principio non ci dà la possibilità di leggere dei testi. I 
contenuti veicolati da questi media non possono essere modificati da chi li riceve. 
In tutti questi casi siamo di fronte a un flusso comunicativo unidirezionale di tipo 
top-down, nel quale il messaggio viene confezionato a monte dai broadcaster e poi 
trasmesso al pubblico secondo precisi palinsesti, che ordinano i programmi da 
trasmettere in bas alle caratteristiche dell’audience (pubblico generalista o di 
nicchia) e alle regole del mercato pubblicitario. 
Gli spettatori hanno l’unica facoltà di assistere alle trasmissioni così come sono, in 
quanto il sistema dei media classici esclude la possibilità che il pubblico possa 
partecipare alla creazione dei contenuti dei quail esso poi fruisce. L’unica 
possibilità che resta loro, se una trasmissione non gli piace, è quella di cambiare 
canale. 
I nuovi media  
Con l’avvento dei New media il flusso della comunicazione cambia radicalmente. 
La natura digitale di un contenuto fa si che esso, in linea di principio, possa essere 
modificato, immagazzinato e ri-prodotto da chiunque in qualsiasi istante. La 
utilizzo dei contenuti digitali diventa dunque altamente personalizzabile, e 
chiunque produce o riproduce un contenuto può diventare di fatto un broadcaster. 
I contenuti digitali sono multimediali e interattivi; uno stesso file può contenere 
testo, immagini, video e link  che permettono di ampliare le possibilità di 
esplorazione del contenuto proposto, rendendo il destinatario direttamente 
partecipe della sua fruizione. Contenuti digitali non vengono trasmessi dalle 
emittenti nel modo tradizionale e unidirezionale al quale siamo stati abituati per 
decenni; essi possono viaggiare in rete ed essere quindi facilmente condivisi con 
altri utenti e recuperati grazie all’uso dei motori di ricerca. Il pubblico – o meglio, 
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gli utenti d’internet – possono partecipare alla creazione dei loro contenuti 
preferiti; in questo modo il flusso della comunicazione, grazie alla natura della 
rete, si fa partecipativo. Con i New media	  la comunicazione parte dal basso	  perché 
vede la partecipazione degli utenti nella creazione di un messaggio che	   può	  
arrivare a influenzare i broadcaster tradizionali, invertendo cosi il flusso della 
comunicazione. Il computer è lo strumento privilegiato per la creazione dei nuovi 
contenuti e internet è diventata il canale attraverso cui questi contenuti sono 
veicolati.1 	  
 
Il processo di trasformazione dei media -­‐ 	  -­‐ Mondo analogico                                                            Mondo digitale 
 
Media tradizionali                                                                                   New media 
 
. Contenuti                                                 Fase di                                                . Contenuti   
 monomediali                                                                                                                   multimediali  
                                        Transizione 
. Messaggi                                                                                                                          . Messaggi 
unidirezionali                                                                                                                    interattivi 
 
 . Palinsesti prestabiliti                                                                                                 . Partecipazione degli                                                                                                                                                              
.     per gli spettatori                                                                                                            interattori alla                                       
.                                                                                                                                                 creazione del           
.      .                                                                         
                                                                                                                                    messaggio -­‐                                Concorrenza e coevoluzione nuovi i supporti 
 
 
La transizione tra media analogica e digitale. 
Di fronte all’affermazione dei New media, qual è il destino dei media classici come la 
stampa, la radio e la tv generalista? 
Oggi si è dissolto il clima euforico della new economy esploso alla fine degli anni 
novanta. In quegli anni molti pensavano che nel giro di un decennio tutti noi saremmo 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Alessandro Prunesti, Social Media e comunicazione di Marketing, Franco Angeli Milano, 2009, 
pp.18-22 
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entrati a far parte di un’unica e indistinta società digitale e  i media classici così come 
li abbiamo sempre conosciuti si sarebbero estinti. Un cambiamento così radicale e 
improvviso non si è verificato; al suo posto oggi assistiamo a un lento ma progressivo 
fenomeno di convergenza tra vecchi e nuovi mezzi di comunicazione, schematizzato. 
Tale evoluzione si sta verificando sulla base di molteplici fenomeni. 1 
In primo luogo assistiamo a una fase di transizione le cui vecchie e nuove forme di 
comunicazione si intrecciano e si sovrappongono; da una parte 
a) media  generalisti fanno proprie alcune innovazioni ( come tv  si apre 
alla’offerta di  
canali, pur restando TV), e dall’altra i new media utilizzano alcune 
caratteristiche proprie dei media tradizionali ( il portale, per l’organizzazione e 
la distribuzione agli utenti dei servizi web). Si tratta dunque di una fase di 
concorrenza e evoluzione che vede i nuovi media digitali affiancarsi ai media 
tradizionali nell’offerta dei contenuti ai pubblico. 
b) Oggi inoltre i nuovi media favoriscono la personalizzazione nella fruizione e 
nell’uso dei contenuti. Questo sta portando alla moltiplicazione dei supporti a 
disposizione per riprodurre questi contenuti, in base alle specifiche esigenze di 
fruizione di ogni singola persona. Come (iPod, smartphone, TV a pagamento ) 
c) Assistiamo alla diffusione di nuove forme culturali proprio selle nuova 
tecnologie. Esse si esplicano nell’uso delle emoticon negli sms, chat, nel 
podcasting, nella creazione dei propri avatar, nella partecipazione ai social 
network, attraverso delle forme e modi. Oggi i new media come afferma A. 
Abruzzese, sono in grado di produrre senso, di creare cioè contenuti nati 
specificamente per questi nuovi supporti senza limitarsi a essere 
semplicemente un nuovo canale per veicolare i contenuti tradizionali. 
d) Queste caratteristiche rendono piuttosto stretta la classificazione dei  new 
media come dispositivi etichettabili con i termini “interattivi”, “multimediali”, 
“virtuali”. Le forme d’uso da parte degli utenti, infatti, ne rendono inadatta 
qualsiasi classificazione effettuata in base alle definizioni tradizionali. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 in particolare, cfr. Abruzzese, Mancini 2007 
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Il termine ‘mezzi di comunicazione digitale’ è usato per descrivere tutte le forme 
emergenti di mezzi di comunicazione. I media digitali vengono a volte chiamati 
‘nuovi media’. Combinare un testo, una grafica, dei suoni e  dei video utilizzando il 
grafiamedia: ad esempio, la stampa (libri, giornali riviste); e i video (movie e TV) . La 
multimedialità è usata per descrivere tutti i supporti che uniscono un testo, una 
grafica, un suono e video. I videogiochi, che sono i più familiari dei multimediali, 
possono essere riprodotti sulla TV. I videogiochi più recenti, essendosi sviluppati, 
possono essere riprodotti su un computer e anche online. 
I media digitali sono basati sulla tecnologia vecchia e nuova. Anche i media 
digitali sono il tipo crescente dei media e, a causa della loro rapida crescita, 
promettono di diventare il più grande fattore di sviluppo futuro di tutti i settori dei 
mass media.1 
  
New media digitale 
I new media digitali, cioè il nuovo mondo della comunicazione telematica, 
interattiva, ipertestuale, in rete e virtuale hanno avuto dei precursori, dei pionieri e 
degli artefici, sul piano sia della riflessione teorica, sia della progettazione tecnica e 
della pratica artistica. Questi tre aspetti, pur già presenti nell’invenzione della 
fotografia, del cinema e della televisione, forse come mai prima nel campo 
dell’innovazione tecnica e comunicativa, si sono profondamente intrecciati, dando 
luogo a un processo complesso e accelerato di elaborazione collettiva, 
interdisciplinare e intermediale.  
Il passaggio alla comunicazione interattiva di massa, che viene con la creazione degli 
ipertesti globali, è la rete Web e più estensivamente il cyberspazio, immaginato dalla 
letteratura fantascientifica, teorizzato da studiosi e filosofi visionari, ideato e 
realizzato da straordinari professionisti dell’invenzione cibernetica. La sua 
emanazione multisensoriale e multimediale più avanzata, discussa e in piena 
metamorfosi, è oggi costituita dalle realtà virtuali, sulle quali abbiamo infine scelto 
alcune emblematiche e diversificate riflessioni.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Shirly Biagi, Media Impact, an introduction to mass media, Thomason Wadsworth,NY, 2003,p180. 
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Howard Rheingold (1947) è uno degli studiosi e dei teorici più importanti del 
fenomeno della comunicazione in rete, delle comunità virtuali e dell’e-learning 
(l’educazione elettronica). Autore nel 1985 di un libro profetico, Tools for Thought, 
sulle prospettive di evoluzione comunicativa e cognitiva innescate dall’uso del 
computer, è stato tra gli animatori di una delle prime più note comunità virtuali on-
line. Con la fondazione di riviste on-line come ‘hot Wired’ ed ‘Electronic Minds’ e i 
due testi ‘Virtual Realty’  e ‘The Virtual community’,che  sono di fama internazionale, 
la creazione delle comunità virtuali mediante la comunicazione in rete è uno dei 
principi guida dell’etica del movimento hacker e delle nuove pratiche artistiche on-
line (Net Art e Hacker Art) che si sono sviluppate in modo transcontinentale degli 
anni novanta.  
L’aspetto centrale delle riflessioni e delle iniziative di Rheingold è l’uso formativo e 
auto formativo dell’interconnessione interattiva e della rete: considerando 
l’educazione è in crisi e alcuni pensano che aggiungendo tecnologia tutto si risolverà. 
Oggi arrivati Internet e i computer, strumenti che creano un vantaggio didattico 
eccezionale, le piccole scuole, lontane dai centri metropolitani, possono accedere alle 
più grandi biblioteche del mondo. 
Ancora più importante, avrebbero un contatto diretto con i professori e con 
altri studenti che possono dar loro un aiuto per imparare insieme. Esistono modi di 
utilizzare il computer per costruire simulazioni e per utilizzare modelli grafici che 
permettono agli studenti di studiare molto più attivamente che con la vecchia lavagna. 
Tuttavia, aggiungere Internet e i computer nelle aule non garantisce che tutti sappiano 
utilizzarli. I professori devono essere formati e devono esserci fondi per la formazione 
continua. 1 
Nel XX secolo, i mass media hanno avuto una tremenda influenza sulla gente, 
portando immagini, notizie da tutto il mondo all’interno delle case. Nei mass media, 
un piccolo gruppo di persone decidono quello che un vasto gruppo di gente può 
sentire e vedere dal mondo; viceversa, non si può riprendere con la telecamera quello 
che succede fuori dalla nostra finestra e ritrasmetterlo al mondo, se non si possiede 
Internet.  Internet permette di fare uscire mille voci, prima se ne sentivano solo 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Andrea balozla, anna maria monteverdi, le arti multimediali digitaliGarznti libri, milano, 2004, p.521. 
	   45	  
alcune! Abbiamo potuto vedere ciò durante le dimostrazioni di piazza Tien-An-Men 
quando gli studenti cinesi inviarono testimonianze oculari su Internet. Oggi abbiamo 
uno strumento potenziale per una comunicazione democratica essendo difficilmente 
controllabile da un potere centrale, al contrario della tv e della radio. 1 
 
Tifosi e media digitali: Culturali 2 
Fattori della generazione digitale 
 
Pur avendo dato un avvertimento, ci sono ancora identificabili fattori culturali 
che contribuiscono alla situazione retorica dei media digitali, a partire dalla 
sottocultura che ne è fan: fans e fandom non sono equi in borsa, come Joli Jenson 
osserva: "La letteratura sul fandom è ossessionata dalle immagini della devianza. La 
ventola è costantemente caratterizzata (riferimento all'origine del termine) da un 
fanatico potenziale. Questo significa che fandom è visto come eccessivo, al confine 
del suo comportamento squilibrato ".   
 
L’analisi di Jenson della letteratura sul fandom, inoltre, trova un ruolo passivo 
assegnato alla ventola, che è costruito semplicemente rispondendo ad una media  
capacità di trasformare una reazione personale in un’interazione sociale, la cultura di 
spettatore in cultura partecipativa. Questa natura essenziale del fandom è al centro 
delle idee in questa raccolta. ‘Fandom’ è uno stato di transizione, a causa della 
tecnologia digitale. Jenkins ha, infatti, recentemente rivelato: “le nuove tecnologie 
stanno permettendo ai media consumatori di archiviare i contenuti multimediali”. 
Inoltre, Jenkins osserva: "Negli ultimi decenni, i fandom hanno contribuito a 
rimodellare la cybercultura ".  
 
 
 Allo stesso modo, come Jonathan Gray, Sandvoss Cornel, C. Lee e 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem p523. 
2 Heather urbanski, writing and the digital generation, Essays on new media rhetoric, McFarland & 
Campany, north carolina, usa, 2010 pp. 5-6. 
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Harrington sostengono che le forze economiche e il mercato hanno cambiato la 
visione dei fan, facendola diventare più accettabile culturalmente e un consumatore 
specializzato ha diritto di diventare un centro delle strategie di marketing 
nell'industria dei media. Eppure, non tutti i fandom sono uguali, come notano alcuni 
dei collaboratori più avanti in questa raccolta, e come anche osservano Gray, 
Sandvoss e Harrington: “come culturale sentenza, è divenuta sempre più distaccata 
dalla condizione di essere un fan, la nostra attenzione è spostata sulla scelta 
dell'oggetto della ventola e le sue pratiche circostanti, e quello che ci raccontano la 
ventola di lui o lei stessa”.  Se Stephanie B. Gibson ha ragione e disse “siamo una 
cultura inestricabile con la nostra tecnologia elettronica”, allora quella tecnologia 
porta linearità, consequenzialità e interattività nella vita quotidiana. Questa media 
digitale è accessibile, facile da usare, interattiva e sempre più potente e sofisticata, 
come Gray, Sandvoss e Harrington osservano (8). È per molti intenti e scopi, globale, 
e, come Charles Bazerman sottolinea in Shaping Written Knowledges, la tecnologia 
gioca un ruolo essenziale nel rendere possibile l'attività sociale, che a sua volta si 
trasforma in una situazione sociale: "situazioni sociali e strutture di comunicazione di 
eventi" e "forme di comunicazione e di ristrutturazione della società ". 
 
 Alla convergenza tra televisione e web, in particolare, secondo June Deery, 
l'opportunità di utilizzare la tecnologia di Internet come un secondario mezzo per 
sostituire il mezzo principale permette ai produttori e ai fan di usare l’abilità 
praticamente infinita del web, cioè la capacità di memorizzare e recuperare una 
maggiore quantità di informazioni organizzati in modo efficiente rispetto ad altri 
media.  Questo mezzo di comunicazione, combinando televisione e internet, ha 
permesso fans di essere più attivi e alla partecipazione rispetto al pubblico del 
passato.  Troviamo un participativo intrattenimento a questa intersezione di fandom e 
tecnologia. Come Gibson sostiene "I portieri, sia in modo letterale che metaforico, 
sono riconcettualizzati nel mondo del testo digitale ", consentendo così al maggior 
numero di assalire porte digitali, per così dire, perché, Jenkins osserva: “Il concetto di 
udienza atttiva, molto diverso due decennia fa, è ora preso per concesso da tutti i 
coinvolti in e intorno all’industria dei media”. Quando si parla di televisione, in 
particolare, gli spettatori contemporanei chiedono più partecipazione nelle loro 
attività, e, Deery sostiene che i produttori televisivi devono rispondere. Anche una 
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mondana tecnologia come il telecomando, secondo William Uricchio, "ha stabilito 
nuovi modelli di interazione" con il nostro spettacolo. In questa cultura crescente 
basata sulla partecipazione alle attività , i fan di tutti i generi si aspettano di essere 
attivamente coinvolti, non si accontenta più di ricevere passivamente i messaggi, 
chiedono di essere parte della creazione di tali messaggi. 
 
 
Gli strumenti della media visiva: 
La Fotografia 
 
 Fra il XIX e il XX secolo, si affermano i mezzi audiovisivi: la fotografia, il 
disco, il cinema e la radio. 
Thomas Wedgwood, figlio di un famoso ceramista inglese, è il primo a tentare di 
registrare l’immagine della camera oscura con la luce, ma non riuscirà totalmente nel 
suo intento. Intorno agli anni Venti dell’Ottocento Joseph Nicéphore Niepce, dopo 
una serie di esperimenti, riesce a formulare l’idea di una camera oscura e costruirne 
un esempio, tentando così di creare le prime copie di disegni o di incisioni. Nel 1827 
Niepce incontra il pittore Louis Jacques –Mandé Daguerre- che sta facendo ricerche 
simili e che dopo la sua morte nel 1833 perfeziona l’invenzione e chiama 
l’apparecchio con il suo nome: dagherrotipo. L’immagine appare su una lastra di rame 
placcata d’argento, potrà essere utilizzata per riprendere l’arredo urbano, come copia 
di monumenti, strade, esterni di casa ecc. 
 
 Anche qui come in altri casi la concomitanza delle scoperte e degli 
esperimenti in diversi paesi fa sì che la tecnologia proceda speditamente. Il 
matematico e botanico inglese William Henry Fox Talbot segue lo stesso metodo per 
fotografare e riprodurre le immagini. Descrive perfettamente come si può ottenere 
un’immagine positiva dalla negativa e come può essere fissato il negativo, come può 
essere reso insensibile alla luce. Usa un apparecchio che ha la forma di una grande 
scatola mentre l’immagine viene proiettata su un’estremità dalla scatola da un 
obiettivo collocato all’altra estremità. Sir John F.W.Herschel trova nel frattempo la 
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sostanza chimica per fissare le fotografie che d’ora in poi sarà chiamata 
<<iposolfito>>. 
 In questo caso l’intervento pubblico è relativo e la Francia è la promotrice di 
una legge, nel 1839, che autorizza lo Stato ad acquistare il procedimento inventato da 
Niepce e Daguerre per realizzare delle fotografie. Si tratterà di un contributo in forma 
di pensione che garantisce agli inventori lo sfruttamento del brevetto. Alla Camera dei 
Deputati, all’Accademia delle Scienze e all’Accademia delle Belle Arti si fa una serie 
di sprementi pubblici che, a guardare le cronache dei giornali di allora, 
appassionarono folle di curiosi. 
     I primi dagherrotipi ritraggono soprattutto monumenti, perché i tempi 
d’esposizioni sono troppo lunghi per permettere dei ritratti. Uno dei primi a servirsi 
della nuova invenzione per fare ritratti è però un americano, Samuel F.B. Morse che 
ritrae a New York la moglie e la figlia obbligandole a stare in posa all’aperto per circa 
dieci o venti minuti. 
 La tecnica fotografica si stabilizza solo verso la metà del XIX secolo con 
l’avvento del negativo su vetro a collodio umido. Vi è anche un altro fattore che 
spinge al perfezionamento del nuovo mezzo e che non va dimenticato. A metà 
Ottocento avviene un grande fenomeno d’inurbamento: le principali città europee 
cominciano a estendersi e a misurarsi con piani urbanistici che prevedono la 
demolizione di antiche strutture anche storicamente importanti. Il bisogno di ricordare 
e di riprendere il patrimonio architettonico che veniva cancellato richiede una 
documentazione sistematica di quello che si va distruggendo, strade, palazzi, giardini. 
A Parigi, all’epoca della costruzione dei boulevards voluti da Georges Eugène 
Hausmann, restano le fotografie di Charles Melville, a Glasgow Thomas Annan 
fotografa conto dell’Amministrazione della città gli insani vicoli detti closes. 
Parallelamente, qualche anno dopo, fra il Settanta e l’Ottanta, cominciano ad apparire 
in Francia, in Inghilterra e negli Stati Uniti le lastre di gelatina secca che possono 
essere conservate a lungo: questo significa che possono essere riprodotte in gran 
quantità a livello industriale. 
 George Eastman, l’inventore della fotografia di massa, nel 1881 mette a punto 
la pellicola flessibile in rullino che propone ai fotografi e nel 1888 lancia il nuovo 
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prodotto denominato kodak. È un apparecchio a cassetta di mm 82x 95x 165 mm con 
un obiettivo a fuoco fisso fornito di un otturatore cilindrico o a tamburo. Avvolta su 
un rullo, ha una pellicola che permette cento pose, ciascuna di 65 mm di diametro. In 
principio la pellicola è ricoperta di un substrato di gelatina comune sopra il quale 
viene messa un’emulsione di gelatina sensibile alla luce; dopo il trattamento, la 
gelatina, solidificata dove viene impressa l’immagine, è strappata dal supporto di 
carta. Dal 1890 è introdotta la pellicola trasparente su un supporto chiaro di 
celluloide. Tutti gli storici della fotografia spunto di vista del mercato, non consiste 
tanto nell’innovazione tecnica, quanto nel fornire ai clienti un servizio di sviluppo e di 
stampa. Nel prezzo è compresa l’intera lavorazione. Basta quindi puntare l’obiettivo, 
premere un bottone e alla fine avvolgere la pellicola per compiere un’altra operazione. 
 Si apre l’era dell’istantanea che permette la riproduzione infinita di copie della 
realtà o meglio di quello che al soggetto sembra la realtà dell’oggetto. Si afferma così 
il concetto di verosimiglianza su cui si dibatte ancor oggi. Per citare Walter Benjamin, 
con la rivoluzione industriale il carattere dell’opera d’arte muta: ciò che viene meno 
nell’epoca della riproducibilità tecnica è l’aura dell’opera d’arte. La macchina pone 
una pluralità di copie al posto di un’unica esistenza e così facendo provoca un 
passaggio dal valore culturale dell’immagine al suo valore espositivo. Come Morse 
che aveva trasferito la sua innovazione dalla comunicazione di mercato alla 
comunicazione familiare ed entra a far parte del consumo di massa. Indirizza la sua 
ricerca verso la fotografia amatoriale che consente di cogliere e fissare aspetti tanto 
del mondo esterno quanto della vita familiare. La fotografia entra a pieno titolo nelle 
case borghesi e popolari e ne condiziona la memoria storica.1   
La fotografia ha la capacità di catturare l’essenza del  mondo che ci circonda fissando 
i momenti nel tempo è un mezzo potente che, se usato in mondo appropri nel lavoro 
di design, può avere un impatto enorme sull’utente, in quanto attrae la sua attenzione 
e lo spinge a osservare il resto del lavoro. Tuttavia, per raggiungere questo scopo, la 
fotografia deve essere particolare e visivamente attraente, con un punto focale 
originale. Le inquadrature ravvicinate, i tagli stretti e i primi piani del soggetto 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Francesca Anania, Storia delle Comunicazioni di Massa,De Agostini Scuola SpA,Novara,2007, 
pp.18-20. 	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permettono di raggiungere lo scopo. Trovare l’immagine giusta può essere molto 
difficile. Capita talvolta che sia il cliente stesso a fornire al grafico le istantanee, 
realizzate con una macchina fotografica analogica o digitale. In genere la qualità di 
queste immagini è scarsa a causa della bassa rivoluzione, della mancanza di 
illuminazione e di esperienza. In questa situazione, il designer può utilizzare 
immagini di repertorio o coinvolgere un fotografo professionista. 
 
Fotografie commissionate 
A seconda del budget e dei bisogni del cliente, può essere utile commissionare 
fotografie appositamente concepite per il progetto. La tipica foto su commissione è 
scattata in un ambiente particolare o in studio, in modo da scattare esattamente 
l’immagine che il designer ha in mente. Per scattare l’immagine perfetta si possono 
usare angolazioni e tecniche di illuminazione di vario genere. A causa del tempo extra 
impiegato e della complessità della preparazione di una fotografia costruita in questo 
modo, la fotografia su commissione può avere un costo eccessivo per alcuni clienti. A 
seconda dell’immagine desiderata o delle necessità specifiche (come le dimensioni 
finali dell’immagine o il processo di stampa utilizzato), il fotografo sceglie se scattare 
le immagini con una macchina fotografica digitale o con una analogica da 35 mm. A 
oggi si trovano sul mercato diverse digitali o reflex (SLR) che permettono di ottenere 
immagini di qualità. Le differenze più eclatanti tra la fotografia digitale e la 35mm 
stanno nel tempo e nel costo. I negativi devono essere trattati, stampati e scannerizzati 
per modificare immagini al computer. Le digitali acquisiscono le immagini 
elettronicamente e le salvano in un file, risparmiando tempo e denaro. Per questo 
motivo, la maggior parte dei fotografi professionisti sta passando al digitale, anche se 
alcuni restano fedeli al metodo tradizionale, ritenuto di qualità migliore. Ma, 
indipendentemente dal formato utilizzato, entrambi i metodi permettono oggi di 
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Il Cinema  
 Non si può separare l’invenzione del cinematografo da quella dei proiettori 
d’illuminazione – ricorda Paul Virilio. Thomas Edison, inventore dal 1879 della 
lampada elettrica a incandescenza non lavorava forse qualche anno dopo sul 
Kinetoscopio? 1 
 La città è l’ambiente in cui nasce il cinema. Le prime proiezioni 
cinematografiche in pubblico dei fratelli Lumière (1895) si svolgono, infatti, al Grand 
Café di Parigi, un classico luogo dell’intrattenimento e della conversazione. 
Il cinema riproduce e industrializza l’immagine in movimento. Utilizzando la 
pellicola, esso produce molte immagini al secondo (la cadenza standard sarà di 16 
fotogrammi al secondo per il cinema muto e di 24 per il cinema sonoro, mentre la 
televisione ne avrà 25) che, fissandosi sulla retina dell’occhio, ci danno l’impressione 
del movimento. Di ogni pellicola si possono fare molte copie; l’industrializzazione e 
la riproducibilità tecnica giungono anche nello spettacolo. Fin dall’inizio, infatti, il 
cinema è presentato come una forma di spettacolo pubblico. All’inizio prevalgono 
quelli che oggi chiamerebbero “documentari”, che servono a dimostrare le possibilità 
del mezzo. 
 
 Il film imboccherà notevolmente la strada della finzione; il documentario e 
l’informazione saranno generi importanti, ma nessuno di essi si dimostrerà capace, da 
solo, di attirare il grande pubblico nelle sale; il giornale quotidiano è assai più 
tempestivo. La lentezza dello sviluppo e del montaggio toglie al cinema la possibilità 
della diretta; anzi esso dà il meglio di sé con una lunga e accurata preparazione. La 
diretta ci sarà sola con la televisione.  
 Dal 1910 il cinema si dota di sale di proiezione fisse, tavolata lunga teatrale, 
trasformati, e rimane così un medium pubblico fino all’avvento delle videocassette. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 P.Virilio, Les Lumières de la ville, in Citès-Cinès, Ramsay, Paris, 1988gia citato da G.P. Brunetta, il 
buio in sala, Marsilio,Venezia 1989, pp.155-158. 	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Nel 1920 tutte le città importanti avevano un cinematografo, spesso un edificio 
imponente. Il cinema è qualcosa di complicato da fare, ma facilmente riproducibile. 
Inoltre il cinema è sempre qualche cosa di collettivo: non è più, come l’opera d’arte 
ottocentesca, un prodotto d’autore. Il cinema obbedisce a standard di formato, di 
lunghezza di tempi e modo di lavorazione che ne fanno un prodotto industriale, sia 
pure non seriale.1 
Il cinema sintetico 
Il primo film al computer risale al 1963 e fu prodotto presso la ‘Bell & Telephone 
Laboratorio’ nel New Jersey da Edward Zajec. Rappresentava la simulazione 
simbolica di un movimento di un satellite di comunicazione intorno alla Terra, si 
trattava della verifica visiva di calcoli studiati per porre un satellite di comunicazione 
nella sua orbita. Niente di artistico dunque: tuttavia l’esperimento fu sufficiente per 
far intuire che con la tecnologia a disposizione abbinata al registratore magnetico di 
microfilm era forse possibile ottenere di più e magari di meglio anche da punti di vista 
creativo. non a caso Zajec ha proseguito realizzando opere come A ‘Pair of Paradoxes 
(1986)’ in cui ottiene interessanti effetti ottici e acustici o ‘Chromas (1986)’ sullo 
studio del colore in rapporto al suono. 
Ken Knowlton, anche lui impiegato alla ‘Bell & Telephone Laboratorio’ produsse dei 
film, utilizzando un proprio programma. Molto semplice, che battezzò BEFLIX, e che 
era centrato sui concetti di velocizzazione di operazione e sulla ripetitività. Sarà con 
la collaborazione di Stan Vanderbeeck che Knowlton realizzerà alcune ricerche 
artistiche astratte più belle ed efficaci. 
Poiché le ricerche sull’immagine fissa si erano soprattutto orientate negli anni 
Sessanta sullo studio di nuovi pattern visivi geometrici estratti che interagissero 
dinamicamente con lo spazio di rappresentazione e con la percezione degli utenti, 
l’introduzione del movimento nella rappresentazione computerizzata, avvenuta negli 
stessi anni, sviluppa ulteriormente questi presupposti e si sintonizza subito con la 
storia delle immagini filmiche rivitalizzandola anche con le prime esperienza di 
musica elettronica. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Enrico Mendumi, op. cit., pp.24-26. 	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Non ci sono molti testi scritti sulla storia del cinema sintetico che documentino una 
cosciente continuità con il cinema delle avanguardie storiche. Esistono tuttavia alcune 
dichiarazioni rilevanti degli stessi autori e soprattutto è possibile tentare qualche 
analisi dalla visione delle opere prodotte in quegli anni. Sono opere nate generalmente 
per collaudare un dato programma più che per esprimere una ricerca estetica Tuttavia 
alcuni autori come Ronald Resch , John Stehura, Lillian Schwartz, Michael Noll e 
altri dimostrano di avere una certa sensibilità artistica coscientemente tesa a 
“espandere “la ricerca di un’arte filmica non figurativa.  
A differenza del primo film lineare di Zajec,la serie che Vanderbeeck realizza nel 
1964 insieme a Knowlton, intitolata Poemfiled, mostra immagini modulari simili a 
mosaici complessi, è in bianco e nero e il colore, squillante, è stato aggiunto in una 
fase successiva dai tecnici del laboratorio fotografico.Lo scopo era evidentemente 
quello di ottenere una nuova pittura non oggettiva, dinamica, costruita su un ritmo 
visivo soggettivo in cui le regole erano controllate dal computer. Un ritmo tutto 
interno all’immagine dunque. 
Anche Lillian Schwarts è un’artista che dalla pittura passa al computer per muovere il 
suo segno. Ma sfrutta subito la possibilità che la nuova tecnologia e il sistema 
BEFLIX offrivano per creare texture composite, mettendole però in rapporto con la 
musica. PIxillation (1970) è la sua prima composizione animata ed è una 
combinazione di quadri dipinti a mano e animazioni al computer colorate 
personalmente in laboratorio. I pattern visivi astratti  di cui è composto  il film creano 
immagini densamente carche di colori e sono accompagnati da suoni elettronici 
sintetici. Ne risulta un ritmo serrato che è stato paragonato dall’artista stessa al “ rullio 
di tamburo sugli occhi “ e anche se non strutturato in rapporto alla scrittura musicale, 
come invece succede in maniera più rigorosa e organica nelle opere di altri artisti 
Pixillation è un film che coglie la possibili corrispondenza tra il segno grafico del 
computer e la musica elettronica, tra numero e numero . 
Altri artisti hanno variamente ripreso e applicato nei loro lavori queste prima regole e 
altri hanno sviluppato, anche se in una direzione narrativa - figurativa, tecniche molto 
interessanti dal punto di vista linguistico - espressivo come l’interpolazione (il  
calcolo  automatico di un ‘immagine da un frame all’altro ). Charles Csuri all’Ohio 
state University è il primo negli anni Sessanta  a dedicarsi alla scrittura di programmi 
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per generare  trasformazioni e metamorfosi di oggetti che vengono disintegrati  
ricomposti e moltiplicati  facendo ricorso a poche funzioni. 
Il film Hummingbird (1968) è composto da una seria di particolari  variazioni 
grafiche sul tema di un colibrì.Il CTG in campo grafico (ricordiamo la storica 
sequenza Rumming Coca is africa del 1967 realizzata ricorrendo a un algoritmo che 
convertiva la figura di un uomo in corsa in una bottiglia di Coca Cola e quest’ultima 
nel disegno dell’Africa) e soprattutto Peter Foldes nell’animazione –si veda The 
Munger (1974) e soprattutto Metadata (1971) –applicano in maniera fantasiosa e 
poetica la stessa tecnica ottenendo risultati altrimenti impensabili. 
È utile qui aprire una parentesi sul passaggio da un’arte filmica di <<transizione>>, 
com’è stato definito da Gene Youngblood il cinema meccanico. A quella di 
<<trasformazione>> che egli attribuisce soprattutto all’immagine digitale ma che è 
portata fino a estreme conseguenze proprio dall’immagine sintetica tridimensionale. 
In poche parole l’immagine digitale prima e quella sintetica poi hanno messo in 
discussione il concetto stesso di fotogramma che nel nuovo cinema non è più un 
oggetto ma il segmento del tempo di un segnale continuo. Ciò rende possibile una 
sintassi basata sulla trasformazione e non sulla transizione. 
Si tratta quindi di un concetto di montaggio completamente diverso che a sua volta 
comporta una resa diversa del ritmo delle immagini in rapporto allo spazio e al tempo. 
Citando i coniugi Vasulka, tutto ciò porta a 2nuova possibilità narrative e a nuove 
strutture semiotiche: per esempio la possibilità di un passato o futuro che appare da un 
punto di vista spaziale dietro o davanti a un evento attuale all’interno dello stesso 
frame >>.  
L’elaborazione del fotogramma da parte delle avanguardie degli anni Venti era già 
stata un tentativo in questa direzione, ma tutto ciò diviene ancora più espressivo con 
le immagini di sintesi, poiché l’immagine è numero. <Solo oggi>, continuano i 
Vasulka, <si può cominciare a immaginare un film privo si stacchi, tendine o 
dissolvenze, dove ogni immagine si trasforma in quella successiva secondo possibilità 
infinite con conseguenze emotive e psicologiche illimitate >. 
Dunque anche la metamorfosi, la trasformazione del sogno, tecnica già nota nel 
mondo dell’animazione tradizionale, solo con l’immagine di sintesi può essere  
	   55	  
controllata perfettamente e divenire foto reale .Applicarla per creare un disegno 
lineare o per realizzare un’immagine fantasiosa è cosa ben diversa dall’utilizzarla per 
generare e/o trasformare un oggetto ontologicamente realistico poiché libero da 
condizionamenti esterni. L’immagine di sintesi tridimensionale è, infatti, oggetto a 
tutti gli effetti, virtualmente rappresentato sullo schermo. Esiste, perché dotato di ogni 
informazione, come un essere il suo DNA. 
Questo è stato solo teoricamente possibile nel cinema meccanico e in qualche modo è 
stato anche ottenuto nell’animazione tradizionale (si vedono le opere a effetto 
tridimensionale di Oskar Fischinger o le animazioni con i pupazzi di George Pal). Ma 
la vera tridimensionalità si ottiene solo con l’immagine sintetica poiché si tratta di un 
oggetto speciale derivato da un data base, il cui movimento nello spazio e la cui 
metamorfosi rispondono all’evoluzione e alla trasformazione dei dati che l’hanno 
generata. 
In un film creato col computer, possiamo controllare non solo la posizione 
dell’immagine- oggetto all’interno del fotogramma ma anche la sua prospettiva, il suo 
angolo visuale, la sua geometria. Conseguentemente nella fruizione interattiva il 
pubblico diventa utente e il rapporto con la visione non è più basato solo 
sull’osservazione ma sull’azione.  Il pubblico non s’identifica solo con la cinepresa: è 
la cinepresa. <<È un punto di vista attivo all’interno della scena. Può dirigere il suo 
sguardo ma può anche essere rappresentato: vede ed è visto>>, come afferma 
Catherine Richards nel catalogo del Festival Video di Los Angeles del 1987. 
Naturalmente questi sono solo brevi appunti sulle possibilità espressive rinnovate da 
un uso della tecnologia informatica. Possibilità appena intuite negli anni Sessanta. Lo 
studio dei modelli tridimensionali prende avvio, infatti, solo più tardi, verso la fine 
degli anni Settanta, e si è sviluppato soprattutto nel decennio successivo. Tuttavia 
anche l’elaborazione di immagini computerizzate, seppure bidimensionali, dei primi 
anni era già un esperienza significativa rivolta, come abbiamo detto, allo studio dei 
fenomeni visivi e in qualche modo già coinvolta teoricamente e praticamente con la 
storia del cinema e delle sue valenze estetiche. I concetti di spazio e di tempo per 
esempio, di rapporto tra le forme in movimento sono studiati a fondo con grande 
slancio già a partire da quegli anni da artisti come James Whitney (con Lapis del 
1966, unico film da lui composto con il computer), da Larry Cuba, dallo stesso 
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Edward Zajec e naturalmente da John Whitney che scopre nel numero il minimo 
comune denominatore per creare quelle armonie ritmiche che le avanguardie avevano 
ricercato con mezzi manuali, stendendo i colori fotogramma per fotogramma secondo 
un rigoroso rapporto matematico tra la scala musicale e lo spettro della luce (come 
faceva Veronesi) o tracciando forme astratte come una partitura musicale, cercando di 
rendere l’immagine della musica in immagini musicali. 
Vorremmo qui sottolineare come, in un certo senso, tutto il movimento astratto, 
espresso via via da movimenti artistici diversi, torni a essere con la ricerca al 
computer estremamente attuale e originale. Tutt’altro che utopico è, infatti, il 
desiderio di un’opera audiovisiva totale figlia di un’arte autonoma <<né cinema né 
pittura>>, come sosteneva Survage. I film dei fratelli Whitney o di Larry Cuba sono 
opere capaci di trasmettere profonde emozioni, di lasciare immaginare nuovi spazi e 
vivere bei tempi percettivi diversi da quelli cui oggi allo spettatore, come abbiamo 
prima accennato, condizioni di fruizione di grande interesse formale. 
Vale la pena poi segnalare quello che già sta succedendo di nuovo. Il livello di 
oggettivazione dell’immagine si può realizzare anche con display 
<<tridimensionali>>: l’ologramma di un oggetto in movimento è un esempio 
significativo che tuttavia presuppone un referente reale.  Le ultime esperienze di 
produzione e di proiezione stereoscopica di immagini di sintesi invece, posso fare a 
meno della ripresa a tutto vantaggio della creatività pura. La stereoscopica 
computerizzata oltre a offrire la definizione massima di un’immagine astratta ci 
permette anche di vivere un’esperienza percettiva totalmente nuova poiché l’oggetto 
sintetico, di per sé già tridimensionale, sconfina dallo spazio bidimensionale dello 
schermo.  
Nel caso della realtà virtuale o telepresenza (ricerca in atto alla VPL californiana e 
alla NASA), lo spazio cinematico diventa invece un luogo da vivere, uno spazio 
costruito da macchine intelligenti per interagire fisicamente con il mondo 
rappresentato dal computer. Con la realtà virtuale si realizza un sogno di Alice dietro 
lo specchio: si può vivere nella rappresentazione e sperimentare nuove leggi della 
percezione.  
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Le immagini virtuali non sono né concrete né astratte; la realtà virtuale forse 
rappresenta la dimensione che l’arte astratta ha cercato di esprimere in lunghi anni di 
ricerca.  
La Televisione 
La Nascita della Televisione TV 
 Dal 1927 però il cinema diventò sonoro, con immediato successo, dimostrando la 
grande attrattiva di un’emissione contemporanea di suoni e di suoni e di immagini. I 
dirigenti delle aziende radiofoniche compresero che, dopo questa “invasione di 
campo” del cinema, il loro spazio sociale non era più intoccabile ed era minacciato. 
La televisione apparve loro come una risposta efficace e insieme un’evoluzione 
desiderata della radio. Per questo, quando la nuova invenzione fu pronta, essa ebbe 
come contenitore naturale le stesse imprese, la medesima filosofia aziendale, lo stesso 
quadro di riferimento giuridico della radio.  
 
 La televisione, diversamente da altre invenzioni, non ebbe bisogno di cercare 
un uso sociale che le permettesse di crescere: essa aveva una funzione già stabilita, 
quella di perfezionare e allargare il ruolo già svolto dalla radio, in totale continuità 
con essa. La TV eredita gli usi sociali della radio potenziando rispetto ad essa la 
concorrenzialità con il cinema. 
Il gradimento popolare della televisione è dovuto al fatto che essa offre una 
percezione, quasi completa. 
La televisione non affatica, permette di seguire i programmi senza sforzi particolare 
concentrazione, dando una sensazione di verità e di completezza. 
 Nel corso degli anni trenta vari paesi (l’Inghilterra, gli Stati Uniti, il Francia, il 
Germania, l’Unione Sovietica e altri, fra cui Italia)  a termine esperimentano di 
televisione che in Germania, Inghilterra, Stati Uniti portarono all’inizio ufficiale delle 
trasmissioni tra il 1936 e il 1939. La guerra però bloccò tutto. Negli Stati Uniti il 
decollo della TV fu molto rapido e si colloca tra il 1948 e il 1952, con un immediato 
successo e imponenti fenomeni di costume a spese della radio, del cinema, dei ritrovi. 
In Europa la televisione giunge un po’ più tardi, negli anni Cinquanta, insieme alla 
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motorizzazione privata, con analoga conseguenza sociale. In Italia il servizio 
televisivo inizia il 3 gennaio 1954 ed è svolto dalla RAI, in regime di monopolio e 
sotto controllo governativo, insieme a quello radiofonico. La grande espansione della 
TV in Italia avviene tra il 1956 e i primi anni Settanta; dal 1961 ci sarà un secondo 
canale, dal 1979 un terzo.1 
Internet: la Genesi di un Nuovo Medium 
La Nascita della Rete 
 Internet è un insieme interconnesso di reti di computer che condividono lo 
stesso protocollo di trasmissione (TCP/IP Transmission Control Protocol/ Internet 
Protocol). Nel 1962 nasce l’Arpa (Advanced Research Project Agency), una struttura 
interna al Dipartimento di difesa americano. Lo scopo principale dell’agenzia è quello 
di riprendersi il primato in campo tecnologico nei confronti dell’Unione Sovietica, 
che qualche anno prima (1957) aveva messo in orbita il primo satellite artificiale della 
storia, lo Sputnik. All’Apra viene chiesto di preservare la funzionalità di un sistema 
centralizzato di telecomunicazioni in caso di guerra. 
 L’agosto 1969 il primo nodo dotato di un computer «processore di messaggi 
di interfaccia Honeywell numero 1» viene installato presso l’Università di California 
con sede a Los Angeles. Già nel novembre i nodi sono diventati quattro (Stanford 
Research Institute, Università di California a Canta Barbara e Università dell’Uthah). 
Nel 1981 sono connessi tra loro 213 computer e si può ormai parlare di rete. Nel 1983 
la rete si divide in Milnet utilizzata per scopi puramente militari, che in seguito 
scompare, e in Arpanet che cresce e si unisce a Nsfnet, una rete istituita dalla National 
Sience Foundation. L’ente governativo federale americano che ha il compito di 
promuovere con il sistema universitario la ricerca scientifica.  
 Nel maggio 1990 un ricercatore, Tim Berners Lee, del laboratorio nucleare del 
Cern Ginevra sviluppa un sistema di pubblicazione e di distribuzione che tenni in 
contatto la comunità internazionale dei fisici. Nell’ottobre dello stesso anno inizia la 
sperimentazione. Nel 1993 presso il National Center for Supercomputing 
Applications (Ncsa) dell’Università dell’Illinois nasce il Word Wide web. Alcuni 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, pp.37-38. 	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ricercatori sviluppano un’interfaccia grafica multi-piattaforma per l’uso del WWW 
che viene chiamato Mosaic. Il software viene tradotto per Windows e per Macintosh e 
quindi anche chi non possiede alcuna conoscenza informatica, può navigare a vista 
nel grande mare di Internet. Da questo momento in poi Internet smette di essere legato 
alla comunità scientifica e accademica e diventa un vero e proprio mezzo di 
comunicazione di massa. 
 Nel luglio 1997 erano connessi (secondo Network Wizards) 19.540.000 
computer. Il limite strutturale dell’evoluzione della rete è dato solo dalla quantità 
d’informazioni che si potranno inviare o meglio dal rapporto tra quantità 
d’informazioni e tempo impiegato per inviarle. L’Europa e l’Italia sono in ritardo 
nello sviluppo e nella diffusione. Secondo i dati Eito, nel 1997 i personal computer 
pro capiscono in Europa erano circa un terzo rispetto agli USA. In Italia il divario era 
ancora più grave. La diffusione dei PC raggiungeva a stento il 20%. Gli utenti 
Internet, sempre nel 1997, erano 1.315.000: appena il 3% di quelli USA.  
Diffusione d’Internet negli USA e nel mondo. Dati storici in milioni 
1995 14 10 
1996 38 23 
1997 87 39 
1998 124 63 
1999 196 81 
2000 256 103   
Verso la fine del XX secolo, è indubbiamente la rete delle reti sia per la sua struttura, 
sia per i sistemi di comunicazione realizzati al suo interno che per l’offerta concessa a 
chi la consulta di trasformarsi a sua volta in produttore o editore. Non si trasmettono 
solo dei dati, ma si condivide un intero universo. I dati che descrivono Internet 
diventano, infatti, immediatamente caduchi così come la tipologia dei servizi. Cresce 
repentinamente un nuovo mezzo di comunicazione, che, difficilmente, si riesce a 
definire.  
       I territori elettronici, un tempo caverne per le comunità accademiche, sono ora 
invasi da una nuova popolazione, che sbarca sul network con la stessa disposizione 
mentale dei primi colonizzatori europei in America. Il linguaggio d’Internet, sostiene 
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Microsoft, è destinato a diventare il codice di comunicazione del futuro; spedire i 
segnali per via telefonica o attraverso il cavo offre grandi opportunità. La molteplicità 
di luoghi e oggetti nella rete rende l’informazione accessibile a chiunque, dovunque, 
nei tempi e nei modi scelti unicamente dall’utente. La fluidificazione del tempo 
sociale e delle abitudini dell’utente-spettatore e la moltiplicazione delle informazioni 
porta inevitabilmente alla crisi degli altri media come la televisione.1 
 
Il futuro dei media digitali e del web 
Dopo quanto tempo la nuova rete di comunicazione ha avuto successo?  
Nessuno lo può prevedere. Un osservatore chiamato a una strada pubblica di Hype, 
perché così tante persone parlando del highyway digitale, malgrado i progressi nella 
soluzione dei problemi tecnologici, sembra essere molto lento. Oggi i cambiamenti 
sono venuti a poco a poco, come ogni sfida per creazione della nuova rete è risolto. Il 
futuro dei media digitali è vincolato solo alle esigenze dei consumatori e 
l'immaginazione degli sviluppatori di media diversi come le persone che sono online 
oggi e domani. L'universo dei nuovi media potrebbe diventare una riflessione più pura 
dell'universo reale e di qualsiasi altro mezzo ancora creato, con un potenziale senza 












	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Francesca Anania, op. cit., pp.135-147 
2 Shirley Biagi, op. cit., p.199. 
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La storia del computer graphic. 
Lo sviluppo della computer grafica come scienza ha reso i computer facili da 
interagire e migliori per comprendere ed interpretare diversi tipi di progettazione dei 
dati. Gli sviluppi nella computer grafica per i designer hanno avuto un profondo 
impatto su molti tipi di documentazione di disegni e hanno rivoluzionato 
l'animazione, la simulazione e l'industria in tutto il mondo . Il termine ‘computer 
grafica’ è stato usato in certo senso per descrivere quasi tutto sul computer che non fa 
testo o audio. In generale, il termine ‘computer grafica’ si riferisce a diverse cose: 
• La rappresentazione e la manipolazione dei dati delle immagini da un 
computer. 
 
• Le diverse tecnologie utilizzate per creare e manipolare le immagini. 
 
• Le immagini così prodotte. 
 
Il sotto campo della scienza, dell'ingegneria e del design, studia i metodi per la sintesi 
digitale e la manipolazione di contenuti visivi e la creazione di disegni degli ingegneri 
(designer) da banca dati informatica. Oggi, il computer e le immagini generate dal 
computer toccano molti aspetti della nostra vita quotidiana. Le immagini del 
computer si trovano in televisione sui giornali o nelle previsioni meteorologiche 
televisive o in tutti i tipi di ricerche mediche e interventi chirurgici. Un grafico ben 
realizzato può presentare statistiche complesse in una forma che è più facile da capire 
e interpretare. Nei media grafici sono utilizzati per illustrare i documenti, relazioni, 
tesi, presentazioni e altro materiale. 
Strumenti molto potenti sono stati sviluppati per aiutare a visualizzare dati tecnici. 
Immagini generate al computer possono essere classificate in diversi tipi: 2D, 3D e 
grafica animata sono diventati più comuni, ma la computer grafica 2D è ancora 
ampiamente utilizzata per sostituire disegni ortografici. 
La  computer grafica è emersa come uno strumento di comunicazione di ingegneria e 
un sotto campo della scienza che studia i metodi per la sintesi digitale e manipolare il 
contenuto visivo. Negli ultimi dieci anni (2000-2010), un altro campo di 
specializzazione è stato sviluppato come visualizzazione delle informazioni, e la 
visualizzazione scientifica più preoccupata con la visualizzazione di tre fenomeni 
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dimensionali (ingegneria, architettura, meteorologico, medico, biologico, ecc), dove 
l'enfasi è il rendering realistico di volumi, superfici, fonti di illuminazione, e così via, 
magari  con una dinamica tempo componente. 
Lo sviluppo iniziale della computer graphic. 
Lo sviluppo iniziale della computer grafica è stato creato da uno studente del MIT, 
Ivan Sutherland. Nel periodo tra il 1961 e il 1963, Sutherland ha creato un programma 
di disegno per computer chiamato Sketchpad. Ha usato una penna luminosa e 
Sketchpad gli ha permesso di disegnare forme semplici sul CRT, salvarle e 
richiamarle anche più tardi. La stessa penna luminosa aveva una piccola cella 
fotoelettrica nella sua punta. Questa cella emetteva un impulso elettronico ogni volta 
che veniva posto di fronte a uno schermo CRT quando l’electron Gun dello schermo 
aveva sparato direttamente a questo. Semplicemente la tempistica degli impulsi 
elettronici con la posizione corrente dell’electron Gun è riuscita facilmente ad 
individuare esattamente dove la penna era sul CRT in  qualsiasi momento. Quando è 
stato determinato, il computer potrebbe quindi disegnare un cursore in quella 
posizione. 
 
Sutherland sembrava trovare la soluzione perfetta per molti dei problemi di grafica 
che ha affrontato. Ancora oggi, molti standard delle interfacce della computer graphic 
hanno avuto il loro inizio proprio con questo nuovo programma Sketchpad. Un 
esempio di questo è stato nel disegnare vincoli. Se un utente volesse disegnare un 
quadrato per esempio, non dovevano preoccuparsi di disegnare quattro linee 
perfettamente per formare i bordi della scatola. Dovevano semplicemente specificare 
che volevano disegnare una scatola, e poi specificare la posizione e le dimensioni 
della scatola. In seguito il software realizzava una scatola perfetta, con le dimensioni 
giuste e la posizione giusta. Un altro esempio è che il software di Sutherland ha 
modellato gli oggetti non solo una foto di oggetti. In altre parole, con un modello di 
una macchina, si potrebbe modificare le dimensioni dei pneumatici senza influire sul 
resto della macchina. Si potrebbe allungare il corpo della vettura senza deformare i 
pneumatici.1 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 history of computer graphics, DAN RYAN, 2011, Author House USA, 27,28 
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Il primo vettore graphic displays. 
 
Queste computer graphics erano prima una grafica vettoriale, composta da linee 
sottili, mentre la grafica moderna si basa utilizzando pixel raster. Per  spiegare la 
differenza tra grafica vettoriale e grafica raster c’è una storia di un naufrago. Egli creò 
un segno di SOS sulla sabbia organizzando rocce a forma di lettere SOS. Aveva anche 
una corda colorata a forma di lettere. Il segno roccia SOS era simile alla grafica raster 
ogni pixel deve essere singolarmente rappresentato il segno corda SOS era 
equivalente alla grafica vettoriale. Il computer semplicemente trova il punto di 
partenza e il punto finale per la linea e forse piegato un po’ tra i due punti finali. Gli 
svantaggi di file vettoriali sono stati che non possono rappresentare immagini a tono 
continuo ed erano limitate nel numero di colori disponibili. Formati raster invece 
hanno funzionato bene per immagini a tono continuo ed erano limitati nel numero di 
colori di colori disponibili. E potrebbero riprodurre molti colori se necessario. 
 
Altri sforzi 1961-63 
Sempre nel 1961, un altro studente del MIT, Steve Russell, ha creato il primo 
videogioco, la guerra nello spazio. Scritto per il DECPDP-1, La guerra nello spazio fu 
un successo immediato e le copie hanno iniziato a fluire verso altri proprietari del 
PDP-1 ed eventualmente anche DEC ha ottenuto una copia. Gli ingegneri di DEC lo 
hanno usato come un programma diagnostico su ogni nuovo PDP-1 prima di spedirlo. 
L’effettivo dei rappresentanti ha segnato una su questo abbastanza rapidamente e 
durante l'installazione di nuove unità, si correrebbe primo videogioco al mondo per i 
loro nuovi clienti. EE Zajac, uno scienziato dei Bell Labs, ha creato un film chiamato 
simulation of a two- gyro gravity attitude control system (simulazione di un 
atteggiamento giroscopico di gravità a due sistemi di controllo). Nel 1963. In questo 
computer di un satellite potrebbe essere modificato in quanto orbitato intorno alla 
Terra. Egli ha creato l'animazione su un computer mainframe IBM 7090.  
Anche a campana, ken Knowlton, Franco Sindon e Michael Noll hanno iniziato a 
lavorare nel campo del computer graphic. Sindon ha creato un film intitolato “Forza”, 	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Massa e Motin che illustra le leggi newtoniane del moto in funzione. Intorno allo 
stesso tempo, altri scienziati stavano creando computer graphics per illustrare le loro 
ricerche. Presso il Lawrence Radiation Laboratory. Nelson Max ha creato il film 
‘’Flusso di un fluido viscoso e propagazione di onde d'urto in forma solida’’. Boeing 
ha creato un  film intitolato “vibration o fan Aircraft”. Non passò molto tempo prima 
che grandi aziende iniziarono ad interessarsi nella computer graphic. TRW, Georgia, 
General Electric e Sperry Rand, sono state tra le molte aziende che stavano inziando 
la computer graphic nel 1960 IBM si è affrettato a rispondere a questo interesse 
rilasciando l'IBM 2250 grafica del terminale, il primo disponibile in commercio 
computer graphic  terminale.1 
 
Metà agli sviluppi fine del 1966. 
Ralph Baer, ingegnere supervisore al Sanders Associates, venne su con un video 
gioco nel 1966 che è stato poi concesso in licenza a Magnavox e chiamato Odyssey. 
E’ stato molto semplice, e richiese componenti elettronici piuttosto economici, ha 
permesso al giocatore di spostare i punti di luce intorno a uno schermo. E’ stato il 
primo consumatore del prodotto computer graphic. Sempre nel 1966, Sutherland del 
MIT ha inventato il primo computer controllato casco dotato di display (HMD). E’ 
stato chiamato “the sward of Damocles” perché l'hardware richiedeva il supporto con 
cui ha mostrato due immagini wireframe separate, una per ogni occhio. Questo ha 
permesso allo spettatore di vedere la scena del computer in 3D stereoscopico.  
 
Il 1970 e di animazione. 
Uno studente di nome Edwin Catmull fissò l'università dello Utah nel 1970 e si segnò 
al corso di computer grafica di Sutherland. Catmull era appena arrivato dalla Boeing 
Company e aveva lavorato alla sua laurea in fisica. È Cresciuto con Disney, Catmull 
amava l’animazione appena scoperta che non aveva il talento per disegnare. Ora 
Catmull vide i computer come la naturale evoluzione dell’animazione e volevano 
essere parte della rivoluzione. La prima animazione che Catumull vide era la sua. Hw 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, p 29-30 
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creato un'animazione della sua mano che si apriva e si chiudeva. E’ diventato uno dei 
suoi obiettivi produrre un’immagine movimentata caratterizzata dalla lunghezza 
usando i computer graphics. Nella stessa classe, Fred Parke creò l'animazione del viso 
di sua moglie. A causa di Evan e della presenza di Sutherland, l'università dell’Utah 
stava guadagnando una reputazione come luogo di ricerca per computer graphic, così 
Catmull andò lì per imparare l’animazione 3D. 
Come l'Università dell’Utah, il laboratorio dei computer graphics attirava persone da 
tutto, John Warnock era uno di quei primi pionieri; avrebbe poi fondato l’Adobe 
Systems e avrebbe creato una rivoluzione nel mondo dell'editoria con la pagina 
PostScript sulla descrizione linguaggio. Tom Stockham ha guidato il gruppo di 
elaborazione delle immagini presso l'Università di Utah, che ha lavorato a stretto 
contatto con il laboratorio di computer graphics. Jim Clark era anch’egli lì; avrebbe 
poi fondato Silicon Graphics, Inc. il primo grande progresso nei computer graphics 
3D fu creato presso l'Università dello Utah da questi primi pionieri, l’algoritmo delle 
superfici nascoste. Al fine di tracciare una rappresentazione di un 3Dobject sullo 
schermo, il computer deve determinare quali superfici sono dietro l'oggetto dal punto 
di vista dello spettatore, e quindi dovrebbe essere nascosto quando il computer crea 
l'immagine.  
 
I tipi delle immagini -2D computer graphics. 
 
2D computer graphic è stata la base della generazione di immagini digitali  del 
computer e la maggior parte da due dimensione - modelli tridimensionali, come i 
modelli 2D geometric,i testi e le immagini digitali, con un tecniche specifiche per 
loro. Computer graphic 2D sono stati utilizzati principalmente in applicazioni che 
sono stati originariamente sviluppati su tecnologie di stampa tradizionale e il disegno, 
come applicazioni, cartografia, disegno tecnico, e la pubblicità. In queste applicazioni, 
le due immagini tridimensionali non erano solo la rappresentazione di un oggetto del 
mondo reale, ma un artefatto autonomo con l'aggiunta di valore semantico; 
bidimensionali modelli sono stati quindi preferiti, perché hanno dato un controllo più 
diretto delle immagini di computer 3D grafica, il cui approccio è stato più simile alla 
fotografia che alla tipografia. 
	   67	  
 
Il computer e le periferiche per la grafica vettoriale  
 La grafica computerizzata mette a dura prova un computer in ogni suo componente. 
Non è difficile, infatti, immaginare le infinità di calcoli che il microprocessore deve 
elaborare e memorizzare nella memoria RAM, oppure il lavoro che la scheda video 
deve svolgere per visualizzare sul monitor immagini a risoluzioni elevate, composte 
da migliaia, addirittura milioni di colori per avere una minima idea complessità della 
cosa basta guardiamo la figura 1 
 Fig.1 
che rappresenta, in modo molto schematico e semplificato i punti che compongono 
una porzione di schermo. Il processore solo per poter visualizzare il colore di ogni 
punto, ( il rettangolini della figure) deve elaborare e trattare continuamente e 
contemporaneamente i dati relativi anche ai punti che compongono l’intero schermo. 
Nel caso in figura si tratta di un’immagine in bianco e nero nella quale il colore di 
ogni punto è determinato da un numero dei cifra o più correttamente bit: 0 per il nero 
e 1 per il bianco in questo caso, l’istruzione che determina il colore è composta da un 
numero ad una cifra. Più colori vengono visualizzati, più informazioni servono per 
determinare il colore di un punto e quindi,  si pensi per esempio che un’immagine 
avente risoluzione di 1024x768 punti, con 16 milioni di colori è composta da quasi 
800-000 punti, il colore di ognuno dei quali è determinato da un’istruzione 
rappresentata da un numero composto da 24 bit! 1si vede nella figura 2 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, grafica vettoriale , 2002 APOGEO, Milano, pp3-4. 
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 Fig.  2 
 
Bitmap (raster) e Vettoriale.    
 Il computer permette di realizzare essenzialmente disegni o illustrazioni di 2 tipi: 
1- Bitmap 
2- Vettoriale 1 
La grafica bitmap, o grafica raster, è una tecnica utilizzata per descrivere 
un'immagine. Un'immagine descritta con questo tipo di grafica è chiamata immagine 
bitmap o immagine raster. Il termine raster (= trama, reticolo, griglia, rasta) ha 
origine nella tecnologia televisiva analogica, ovvero dal termine che indica le righe 
orizzontali (dette anche scan line) dei televisori o dei monitor). In computer grafica, 
indica la griglia ortogonale di punti che costituisce un'immagine raster. Nella grafica 
raster l'immagine viene vista come una scacchiera e ad ogni elemento della 
scacchiera, chiamato pixel, viene associato uno specifico colore. Il colore può essere 
definito con due tecniche: 
▪ se l'immagine contiene pochi colori (massimo 256) si crea un elenco dei colori da 
utilizzare e nella scacchiera viene inserito l'indice che punta allo specifico 
colore del pixel; 
▪ se l'immagine contiene molti colori il singolo pixel non definisce l'indice con il 
quale si punta a una tavolozza di colori, ma direttamente il colore. 
Il colore viene definito ad esempio come una combinazione di tre componenti: blu, 
rosso, verde. Questo non è l'unico modo di definire un colore, esistono altri modi che 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem p 37 
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vengono chiamati spazi di colore, ma nel caso delle immagini generate al computer il 
sistema RGB (RED Rosso, GREEN Verde BLUE Blu) è il più diffuso dato che le 
schede grafiche lo utilizzano nativamente per generare il segnale da visualizzare con 
il monitor.1 
 
Quando viene digitalizzata l’immagine si hanno diverse opzioni: si può ottenere 
l’immagine in bianco e nero, in scale di grigio o a colori. La differenza è nel numero 
di bit utilizzati, per rappresenta il valore cromatico di ogni pixel dell’immagine, che 
possono, infatti, contenere informazioni sul colore e sulle sfumature di grigio. In 
questi casi, per ogni pixel dell’immagine, si utilizza una combinazione di bit, “0” e 
“1”, in base a una tabella di profondità dei colori. A una maggiore profondità di 
colore, corrispondono file più pesanti e immagini più dettagliate. 
La maggior parte delle schede grafiche utilizza ormai 14 o 32 bit per descrivere il 
colore di ogni singolo pixel. Significa avere a disposizione una tavolozza di oltre 
sedici milioni di colori.2 
Cioè un bitmap è un’illustrazione composta di piccoli “punti “ chiamati pixel. 
S’immagini un’illustrazione bitmap come fosse un foglio a quadretti la cui definizione 
sia sta data dal numero di quadretti di un lato del foglio per il numero di quadretto, è 
in pixel, Vedi la figura 3 
  
Fig.  3 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Grafica_raster. 
2  immagini digitali - Ottavia Palazzani - APOGEO 2007 Milano p18 	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 È facile capire che un’immagine con una definizione di 800x600 punti sarà più 
definita di un’immagine di 640x480 proprio perché alla prima immagine corrisponde 
un maggior numero di pixel. Più grande è il numero di pixel, maggiore sarà la qualità 
dell’immagine, poiché conterrà un maggior numero d’informazioni, ma qui 
cominciano i guai, infatti il numero di pixel, per quanto elevato è comunque un 
numero finito di pixel. 
Per esempio, un cerchio disegnato col metodo bitmap è composto da un numero finito 
di punti, si pensi per semplicità al foglio a quadretti, il cerchio verrà creato variando il 
colore di un certo numero di pixel ora, se si va ingrandire il cerchio si avrà anche un 
ingrandimento dei punti che lo compongono ( che sono un numero ben determinato) e 
quindi una degradazione della qualità dell’immagine, infatti un punto componente il 
cerchio disegnato verrà visualizzato  via via sempre più grande fino a far emergere la 





Inoltre se si andassimo a cancellare o modificare le dimensioni del cerchio si 
otterrebbe un bel foro bianco dato che il disegno è un’unica matrice di punti. È come 
togliere o spostare delle tessere da un mosaico, al loro posto rimarrebbe un buco. Si 
Vede nella figura 5 




Oppure, è come quando si disegna con una matita su un foglio, se si commettiamo un 
errore, occorre cancellare la parte di disegno interessata, ma se ne ottiene una parte 
vuota che occorre poi ridisegnare, senza tenere conto poi che molto spesso vengono 
inevitabilmente cancellate parti di disegno prive di errori, solo perché erano adiacenti 
alle parti errate. 1 
 
L’utilizzo dell’immagine bitmap trova applicazione soprattutto nelle fotografie e nelle 
illustrazioni pittoriche, perché meglio ne riproduce sfumature sottili. Per questo 
motivo sono impiegate nella stampa o in pagine web. In questi ambiti la struttura a 
mosaico dell’immagine è il punto di forza, ma anche di debolezza.  
Gli vantaggi sono: il primo la possibilità di lavorare anche solo su un singolo pixel 
permette di riprodurre le sfumature e i colori simili a quelli della pittura e della grafica 
tradizionale. Ne deriva. Il secondo L’infinita possibilità di trasformazione delle 
immagini così ottenute. Si vede la figura 6 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, op-cit, pp37, 38 	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 Fig.  6 
Ma gli svantaggi che si accompagna a questi due vantaggi, la risoluzione variabile e 
non sempre adatta a tutti gli usi. La possibilità di variare la risoluzione di 
un’immagine, che verrà descritta meglio più avanti, è un indubbio vantaggio perché 
permette di rendere l’immagine più leggera e quindi più facilmente archiviabile o 
condivisibile; tuttavia bisogna fare attenzione quando si mette in pratica una simile 
operazione, perché è sempre possibile diminuire la risoluzione, ma non sempre ha 
senso aumentarla e quando la risoluzione è bassa l’immagine ingrandita a video o 
stampata su carta può perdere di dettaglio. Si vede nella figura 71	  
 Fig. 7  
Quando la risoluzione è bassa anche un ingrandimento minimo può evidenziare perdite di qualità. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 immagine digitali - Ottavia Palazzani -APOGEO 2007, Milano, p14 
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I disegni in formato vettoriale invece descrivono un’immagine come un elenco 
d’istruzioni di tipo matematico (una linea, un punto, una figura geometrica, ma anche 
un testo). Si vede la figura 8 
Fig. 8 
Un attaccato all’altro ma è disegnata relativamente alle coordinate dei due punti che la 
generano matematicamente. Inoltre la sua qualità non dipende dal numero di punti che 
la compongono, dato che è generata in indipendentemente dalla risoluzione del foglio. 
non interessa come e quali formule il computer usi, poiché questo non è certo 
l’ambito adatto per parlare di analisi matematica con formule.., per il disegnatore è 
importante solo il risultato ottenuto. Infatti con questo metodo la qualità del disegno 
non dipende dalla definizione in Dpi (punti per pollice e quindi qualità di pixel) del 
disegno stesso ma dalla quantità di informazioni vettoriali contenute in esso, e quindi 
dalla sua complessità: in ultima analisi dalla bravura del disegnatore. Si osservi la 
figura 9 ogni cosa disegnata è un oggetto che è possibile duplicare, eliminare e 
modificare nelle sue dimensioni, struttura, colore e posizione in ogni momento e 
senza che questo vada a coinvolgere gli altri oggetti presenti.  
Fig. 9 
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Si può duplicare, moltiplicare, ingrandire, rimpicciolire ecc…ogni oggetto o gruppo 





inoltre, dato che la qualità non è legata alla definizione dell’immagine e quindi non è 
formata da un numero, per quanto grande, finito di punti, si potrà ingrandire 
“virtualmente” all’infinito il disegno. Per capire meglio: un meglio un disegno 
vettoriale disegnato su un foglio A4 può essere stampato anche su un foglio 10 metri 
per metri(ammesso possa esistere una stampante di siffatte dimensioni) senza 
minimamente perdere in qualità mentre lo stesso disegno in formato A4 bitmap, 
essendo composto da un grande ma definito numero di punti, verrebbe stampato con 
enormi pixel quadrati di 10x10 centimetri e quindi l’illustrazione sarebbe ad effetto 
mosaico. È, infatti, raccomandato di non ingrandire un bitmap oltre il 10%, massimo 
15%, per non avere perdita di qualità: purtroppo non è raro trovare qualche volantino 
o inserzione pubblicitaria nella quale, per riempire lo spazio a disposizione il 
“grafico” ha stiracchiato una bitmap mettendone in evidenza i pixel e rendendola di 
conseguenza inguardabile. Si deve immaginare il disegno vettoriale come un collage 
costruito non da pixel, ma da forma multicolore generate dagli strumenti del 
programma(linee, cerchi, quadrati eccetera). Si vede la  figura 11. 1 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, op-cit, pp 38, 41 
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   Fig. 11 
 
Da vettoriale a bitmap e da bitmap a vettoriale. 
In realtà possiamo dire che un semplice Word processor sia spesso in grado di 
lavorare su immagini bitmap inserendo elementi vettoriali. Oltre a questo è anche 
possibile la conversione da una tipologia all’altra e viceversa. Per il passaggio da 
vettoriale a bitmap è necessario fissare le dimensioni e il numero di pixel (cioè la 
risoluzione). 
Prima di effettuare la conversione. Si tratta di un’operazione tutto sommato semplice 
e diversi software per l’elaborazione della grafica vettoriale offrono questa 
funzionalità. Ma, il discorso è più complesso se invece il passaggio è da bitmap a 
vettoriale. In questo caso infatti è necessario che il programma usato nella 
conversione sia in grado di tracciare e riconoscere gli oggetti che costituiscono 
un’immagine bitmap, per poi ricalcolarli come vettori. Buoni risultati si raggiungono 
quindi solo nel caso di figure molto semplice (per le quali però  già il formato bitmap 
è sufficiente a garantire rese accettabili sia in termini di peso, sia di possibilità di 
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ingrandimento), differentemente quello che si ottiene è un effetto di arrotondamento o 
di regolarizzazione dei bordi, altrimenti segmentali, della bitmap, che andranno quindi 
ripassati e corretti con un apposito programma di grafica vettoriale. Si vede nella 
figura 12 1 
 
Dettaglio di una semplice             la conversione in bitmap           un ulteriore passaggio a 
Immagine vettoriale                      evidenza bordi sgranati             vettoriale non è sufficiente 
                                                                                                       A riguadagnare la qualità 




Quali sono i software per la grafica vettoriale e gli Strumenti e figure Comuni ai 
vari Software vettoriali? 
i programmi di grafica vettoriale considerati: 
• Corel Xara 
• Corel Draw 
• Freehand 
• Adobe Illustrator 
•  
Questi software come abbiamo detto precedente, si basano su un concetto che creano 
immagini formate da linee e curve definite da funzioni matematiche dette vettori. Tali 
immagini non dipendono dalla risoluzione e possono quindi essere ridimensionate o 
modificate a piacimento senza che venga in qualche modo intaccata la loro qualità. I 
file creati con programmi di questo genere sono molto leggeri e il motivo è facilmente 
intuibile, in questo caso il computer deve infatti memorizzare delle coordinate 
geometriche. Questi software sono adattissimi per il disegno, per esempio per creare 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Ottavia Palazzani, op-cit, p20 
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dei loghi.1 Tali software hanno la particolare caratteristica di avere i più importanti 
strumenti da designi molto simili, se non uguali tra loro. Se si osserviamo , la barre 
degli strumenti mostrate di seguito nella figura 13, non sarà difficile riconoscere, a 




Confrontando, infatti, le varie icone, raffigurate sui rispettivi pulsanti di selezione, si 
potrà notare che alcune sono praticamente uguali, sarà naturale quindi pensare, che 
possano svolgere le stesse funzioni di disegno. 
Questa considerazione sorge spontanea pensando che, effettivamente, le vari forme 
che si possono designare usando programmi di grafica vettoriale, sono le stesse: 
• Linee curve  




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 progettare e sviluppare siti web, Maurizio Mattioli. 2000, APOGEO ,Milano 
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Ma non solo, anche i tipi di riempimenti di colori proposti dai vari programmi sono 
molto spesso gli stessi: 
• Riempimento uniforme  
• Sfumato (vari tipi, per esempio lineare, circolare)  
• A motivi grafici predefiniti 
• In alcuni casi anche bitmap e frattale 
Per non paralare di tantissime possibilità di modifica  oggetti, quali per esempio: 
• La fusione  
• La rotazione  
• L’inclinazione ecc. 
Oppure le interazioni tra le forme, quali: 
• Unione  
• Sottrazione 
• Intersezione ecc. 
Ogni oggetto o forma di, segnata sullo schermo, sarà designato sopra gli altri oggetti e 
forme create precedentemente. 
LA GESTIONE di queste modifiche di posizione relative è uguale, nella sostanza, nei 
vari software vettoriali: 
• Portare in primo piano un oggetto 
• Portare sullo sfondo 




Lo Strumento selezione 
È uno strumento di fondamentale importanza, dato che, per poter apportare delle 
modifiche (nelle dimensioni, forma, colore….)ad una forma bisogno prima 
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selezionarla. Non è possibile operare su una forma senza prima averla selezionata, in 
mondo da distinguerla dalle altre forme che sono presenti nel disegno. 
Questo mondo di operare, caratteristico dei programmi vettoriali, è fondamentalmente 
diverso rispetto al mondo di disegnare dei programmi bitmap. Per capire bene si 
considerino le diverse regole che generalmente si adoperano per applicare un 
riempimento, per esempio, ad un rettangolo. Usando un programma vettoriale per 
applicare un riempimento, prima bisogna selezionare il rettangolo, precedentemente 
creato con l’apposito strumento, e poi si può applicare il riempimento scegliendo, con 
un semplice clic, il colore o la trama(bitmap) tra quelli disponibili nella apposita barra 
riempimento. Alcuni programmi permettono addirittura di applicare il colore di 
riempimento, semplicemente trascinandolo col puntatore del mouse dalla barra 
contenente i colori fin sopra all’oggetto desiderato. Usando un generico programma 
bitmap non è necessario selezionare il rettangolo dell’esempio, ma prima occorre 
scegliere la tinta, selezionare lo strumento riempimento e poi fare clic all’interno del 
rettangolo per applicare il colore. 
Non solo la procedura è diversa, infatti il rettangolo vettoriale è un oggetto, una forma 
chiusa ben definita, tant’è che se lo si “apre”, creando una interruzione nel suo 
perimetro, non si avrà più una forma chiusa, quindi non sarà più possibile applicare il 
colore all’interno, il suo riempimento sarà perciò nullo, e sarà possibile vedere 
“attraverso” il rettangolo.  
Viceversa il rettangolo bitmap è un insieme di pixel facenti parte del foglio da 
disegno: per semplificare, se immagini di avere un foglio da disegno a pixel bianchi 
ed un rettangolo bianco col bordo rosso. Il colore applicato all’interno del rettangolo 
si “spande” tra tutti i pixel adiacenti ed uguali, cioè quelli bianchi, tale “espansione” 
viene contenuta dai pixel rossi del bordo. 
Se il contorno rosso del rettangolo fosse “aperto” con alcuni pixel di colore bianco, il 
colore di riempimento verrebbe comunque applicato a tutti i pixel bianchi all’interno 
del rettangolo ma anche a tutti i pixel bianchi adiacenti tra loro, quindi anche a quelli 
bianchi del contorno e di conseguenza a tutto il foglio. 
Nel bitmap il colore si espande a tutti i pixel adiacenti tra loro e con la stessa tinta, 
mentre nel vettoriale il colore si applica alle forme chiuse, a prescindere quindi dal 
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precedente colore di riempimento, che potrebbe anche essere una sfumatura. Una 
forma vettoriale non è composta da pixel ma è determinata da formule matematiche. 
Bene, ora che è stato puntualizzato che occorre selezionare una forma per poter 
applicarle qualsivoglia effetto, ecco cosa succede in pratica. 
Per selezionare un oggetto basterà fare clic su di esso o sul suo bordo se l’oggetto è 
vuoto cioè senza alcun tipo di riempimento. La figura 14 mostra come i quattro 
software evidenziano la selezione di una forma, in questo caso è stato  selezionato un 
rettangolo e lo si  capisce dal fatto che appaiono dei quadratini attorno a lui. 
Per deselezionare una forma è sufficiente selezionarne un’altra oppure fare clic in una 
porzione vuota di foglio o in alternativa, per alcuni software, premere il pulsante Esc 
della tastiera.  
Fig. 14 
È anche possibile la selezione di più oggetti, semplicemente facendo clic col mouse 
sopra le forme mantenendo premuto il tasto Maiuscolo. 
Oppure occorre scegliere lo strumento di selezione e tracciare il cosiddetto 
“rettangolo di selezione “ semplicemente cliccando e trascinando il puntatore fino a 
includere la forma di selezione. 
In alcuni programmi occorre che le forme siano completamente all’interno del 
rettangolo di selezione, mentre in altri è sufficiente che anche una piccola parte della 
forma sia toccata dal rettangolo di selezione. 
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Gli strumenti per disegnare linee e forme.  
Gli strumenti necessari per il disegno di linee aperte e forme chiuse possiamo vedere 
ogni programma offre vari strumenti con I quali è possibile creare linee a mano libera, 
cioè creato come se si stesse disegnando con una comune matita. 
Gli strumenti per disegnare curve di Bèzier  
Uno strumento comune ai vari programmi di grafica vettoriale, è lo strumento che 
permette di realizzare le curve di Bèzier  ( pierre Bèzier ), famoso ingegnere francese, 
definì dal punto di vista matematico un particolare tipo di curve, la cui forma dipende, 
semplificando, da quattro punti:  
• Punto iniziale e punto finale della curva 
• Due punti che regolano la direzione di altrettante “maniglie”, modificando la 
posizione della quale si modifica la forma della curva.  
Lo strumento per la realizzazione di rettangoli. 
Questo strumento permette di realizzare quadrilateri di vario tipo:  
• Rettangoli 
• Quadrati 
Ogni programma adotta lo stesso strumento per disegnare quadrilateri, pur offrendo 
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Lo strumento per la realizzazione d’ellissi o cerchi 
In modo analogo a quanto visto per i quadrilateri, si possono applicare le stesse 
metodologie di base anche per la creazione delle elissi. Ma c’è da dire che ogni 
software offrono modi diversi per creare ellissi (per esempio, cerchi creati partendo 
dal loro centro o dal loro diametro) esiste comunque una metodologia di base, 
comune a tutti i programmi. Si vede nella  figura 16 un’ellisse “inscritta” nel 
rettangolo la cui diagonale è data dal percorso di tracciamento compiuto con il 




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, op-cit, pp49-57 
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Fig. 17 
 
 I concetti basilari della grafica vettoriale  
Si è visto che le forme che si disegnano non sono composte di una matrice di pixel ma 
sono generate da un certo numero di punti. Ecco allora alcuni concetti basilari che 
occorreranno tenere ben presente, essendo, infatti, fondamentali per comprendere le 
tecniche di disegno proposto in seguito. 
Ogni oggetto disegnatoci colloca sopra di quelli disegnati prima, quindi se si 
disegniamo un rettangolo scuro e dopo si disegna un rettangolo rosso, quest’ultima 
sarà creato su uno stato superiore rispetto al rettangolo precedente. 
Come abbiamo già detto, ogni cosa disegnata viene, di fatto, posta sopra uno strato 
trasparente, ad ogni forma corrisponde uno e un solo strato. 
Se il disegno nel suo complesso è composto da venti forme, queste saranno poste su 
venti strati. 
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Tornando ai due rettangoli, uno scuro e uno chiaro creati in successione e con il 
rettangolo chiaro più grande del precedente:si osservi che se lo si crea o sposta sopra 
al rettangolo scuro questo ne verrà nascosto. Quindi il rettangolo scuro più piccolo 
esiterà ancora, è infatti sufficiente scostare di poco (con lo strumento di selezione) il 
rettangolo chiaro per Intravedere quello scuro sottostante:non era quindi stato 
eliminato ma era semplicemente nascosto. 
Questo è proprio possibile perché le forme sono generate su diversi “strati” di 
disegno e ad ogni oggetto corrisponde  un solo strato. Per oggetto o forma s’intende 
sia un rettangolo o una linea che un gruppo di oggetti. È possibile “trasformare” una 
forma, ovvero è possibile modificarne la posizione e l’aspetto. 
Quali sono le principali e comuni trasformazioni, che è possibile applicare ad una 
forma o oggetto (grippo per esempio)? 
 Si potrà rimpicciolire o ingrandire. 
Si potrà schiacciare e allungare sia in verticale che  in orizzontale. 
 
Deformare sia in verticale sia in orizzontale. 
Qualsiasi cosa (eccetto le linee) disegnata con dei software vettoriali è formata da 
due parti: il riempimento e il bordo o contorno. 
Per esempio si pensi a un cerchio e alla sua circonferenza, è possibile modificare sia 
il colore del cerchio sia quello della circonferenza (riempimento e bordo). 
Si potranno quindi avere il cerchio rosso con il bordo giallo, si potranno inoltre 
disegnare forme con i bordi di colori e spessori di versi e non solo, alcuni programmi 
offrono la possibilità di avere forme con bordi tratteggiati o di spessore variabile. 
Quindi, quando si disegna una forma chiusa, si può agire sia sul suo bordo che sul 
suo riempimento e dato che tutti i software offrono la possibilità di applicare il colore 
nullo, si possono ottenere interessanti risultati. 
Infatti, il colore nullo, se applicato. Fa “sparire” ai nostri occhi la parte interessata. 
Quindi, pur avendo una descrizione cromatica nulla (riempimento e bordo) rimane 
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memorizzata nel disegno la descrizione matematica e quindi la struttura della forma 
stessa. A tal proposito, ogni software vettoriale offre la possibilità di vedere il 
disegno sia nella sua struttura matematica e cromatica che in quella esclusivamente 
matematica. Sono quindi due le principali opzioni di visualizzazione: 
1. Vista normale: nella quale sono visibili le forme ed i colori Figura 18 
2. Vista vettoriale: nella è visibile la struttura vettoriale del disegno figura 19 
 vista normale Fig. 18 
vista vettoriale Fig.19     
 
Ricapitolando: una forma alla quale sia stato applicato il colore NULLO sia al bordo 
che al riempimento NON sarà visibile nella vista normale ma sarà visibile nella vista 
vettoriale  
Da questo concetto emerge che: in grafica vettoriale non è importante cosa si 
disegna ma ciò che si vede. 
Un esempio chiarirà il concetto. S’immagini di dover disegnare due porzioni di 
cerchio uguali (potrebbero essere parte di un logo). Ci sarà senz’altro qualcuno che, 
armatosi di buona volontà e santa pazienza, inizierà disegnare le due porzioni di 
cerchio una alla volta: sbagliato. 
È molto più semplice: 
• Disegnare un cerchio 
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• Collocare sopra al cerchio un rettangolo con riempimento uguale al colore 
dello sfondo e bordo di colore nullo;  
• Allinearli e distribuirli al centro. 
E nel caso in cui lo sfondo fosse una fotografia? 
Semplice, basterà sottrarre il rettangolo dal cerchio, come si vede nella figura 201 
Fig. 20 
 
Forma di base  
È cosa saggia, infatti, sviluppare e acuire lo spirito di osservazione, guardarsi attorno, 
osservare tutto ciò che ci circonda, in modo tale da acquisire una caratteristica 
fondamentale per chi si dedica alla grafica e cioè la capacità di scomporre gli oggetti 
nelle loro forme componenti di base. 
Osserviamo le figure 21, 22 e 23 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, op-cit, pp 89-95 
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            Fig. 21 
 
Fig.22 
                                                                                                                     Fig. 23 
 
Ci possiamo immaginare uno chalet composto da un parallelepipedo e un prisma a 
base quadrata. Un grammofono, invece, è composto da un cono, un parallelepipedo ed 
un cilindro schiacciato per simulare il piatto. Se osserviamo la videocamera della 
figura 24, si può osservare che si potrebbe scomporre in cilindri e parallelepipedi. 
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Anche gli oggetti più complessi possono essere scomposti in figure geometriche di 
base: sfere, cilindri, parallelepipedi, prismi. 
Fig.  24 
Ciò facilita le cose nella realizzazione dei disegni, perché è proprio partendo da 
queste figure semplici che si potranno impostare le proporzioni degli oggetti, ottenere 
la sagoma generale e disegnare i particolari delle loro componenti. 
Immaginiamo di avere un software adatto a generare forme tridimensionali: sarà 
molto semplice comporre varie forme 3D in modo da ottenere un oggetto complesso, 
per poi applicare le luci e impostare l’inquadratura; si potrà ottenere una eccellente 
figura dotata di proporzioni corrette e illuminazione adatta per poter essere poi 
rielaborata con uno dei software 2D. Per fare questo ci sono 2 metodi: 
1. Il primo prevede di esportare l’oggetto 3D in un formato bitmap ( Tif ,JPG, 
bmp ecc….) e di importare tale bitmap in uno dei nostri programmi vettoriali 
e ricrearlo semplicemente disegnandoci sopra. 
2. Il secondo prevede di esportare l’oggetto 3D in formato vettoriale 2D per 
esempio WMF o DXF e poi ricrearlo col metodo precedente, ovvero del 
“ricalco”. 
La prospettiva.  
È una tecnica che permette di ottenere l’illusione della profondità in un disegno 
realizzato su di un foglio, cioè in due dimensioni: altezza e larghezza. Ci sono tre 
particolari tecniche  prospettiche. 
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• Prospettiva parallela nella quale le linee orizzontali e verticali rimangono tali 
quindi non cambia, le uniche linee oblique sono quelle che generano la 
profondità. 
• Prospettive oblique dove sono solo le linee verticali a rimanere tali e quindi 
non cambiano rimanendo parallele tra loro. 
• Prospettiva Aerea a 3 punti di fuga in questo prospettiva tutte le linee sono 
oblique. 
 
Gli elementi fondamentali della prospettiva sono: 
• Linea di orizzonte (LO), in altre parole la linea orizzontale posta sempre 
all’altezza degli occhi dell’osservatore, in qualsiasi posizione esso sia (in 
piedi o seduto.) 
• Punto di vista (PV),cioè la posizione degli occhi dell’osservatore. 
Ovviamente il punto di vista sarà sulla linea d’orizzonte. 
• Punto o punti di fuga (PF), posti anch’essi sulla l linea d’orizzonte. Sono i 
punti verso i quali convergono le linee che in pratica determinano l’illusione 
della profondità.1 
Questi alcuni esempio  nelle figure 25, 26 
  
Fig.  25 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Simone Pampado, op-cit, pp100-104 
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Fig.  26 
 
 
Le immagini digitali.  
Le immagini rivestono un ruolo centrale nelle attività umane: la 
comunicazione delle informazioni e la rappresentazione di concetti  tramite immagini, 
infatti, sono comuni a quasi tutti gli ambiti dell’agire umano. L’importanza delle 
immagini e il loro larghissimo impiego sono giustificati da due ragioni: una ovvia, 
l’altra un po’ meno evidente. La ragione ovvia è che l’uomo usa la vista per osservare 
e analizzare l’ambiente che lo circonda: nulla di strano, quindi, che tenda a 
rappresentare per immagini quello che vede. La seconda ragione risiede nella 
sinteticità con la quale un’immagine rende disponibile una grande quantità 
d’informazioni. La cartina di una città, per esempio, è un’immagine che presenta in 
modo semplice, esaustivo e sintetico tutte le informazioni relative alla rete stradale: 
esporre le stesse informazioni  usando solamente parole, vorrebbe dire riempire un 
numero davvero ingente di pagine. In conformità a queste considerazioni si 
comprende facilmente perché lo studio delle possibilità di acquisizione, 
immagazzinamento e trasmissione delle immagini siano diventati sempre più 
importante nel corso dell’evoluzione tecnologica. L’avvento del computer ha 
permesso un’indicativa crescita delle potenzialità delle immagini. Una volta che 
un’immagine sia stata acquista da un computer sotto forma di dati numerici 
(immagine digitalizzata), diventa estremamente facile eseguire elaborazioni, 
modifiche e estrazioni di informazioni. Adesso, le immagini correntemente trattate 
tramite il calcolatore si dividono in due grandi gruppi: le immagini reali e le immagini 
artificiali. Per reali si intendono le immagini  riprese (con qualche, strumento di 
acquisizione, come le telecamere o gli scanner) da una qualche scena reale; per 
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artificiali, invece, si intendono le immagini generate all’interno del computer, e che 
non sono necessariamente collegate con un qualche oggetto reale, anche se a volte 
(come nella realtà virtuale) possono simulare scene reali. Si vede nella figura 27) 
Possiamo dire che le immagini digitali vengono impiegate correntemente in tanti 
settori come l’astronomia, la meteorologia, il telerilevamento geologico e 
cartografico, la storia dell’arte, sia per la classificazione sia per restauro, la realtà 
virtuale, la pubblicità e la cinematografia, con la creazione di effetti speciali, la 
progettazione architettonica, e l’editoria elettronica. 
 
Fig. 27 - quattro esempi di immagini digitali: un’immagine astronomica, un paesaggio, un’opere d’arte 
e un oggetto matematico . 
 
 
Per ciascuno dei questi campi è disponibile una larga quantità di software 
sviluppati. L’elaborazione delle immagini, infatti, assume caratteristiche variabili, 
dipendenti dal particolare problema considerato e dal risultato che ci si attende 
dall’elaborazione stessa. Al di là dagli aspetti specifici, esistono dei problemi comuni 
a tutti questi campi, per esempio l’immagazzinamento, la compressione, la 
visualizzazione e la trasmissione dell’immagine. In altre parole, il problema 
dell’elaborazione di un’immagine per estrarne informazioni presenta soluzioni 
differenti da caso a caso, mentre il problema della gestione delle immagini digitali è 
d’interesse comune e richiede soluzioni standard applicabili a prescindere dal 
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particolare campo d’indagine. Il problema principale della gestione delle immagini 
consiste nella codifica con cui rappresentarle. Una immagine digitalizzata consiste in 
un insieme di numeri il cui problema è di stabilire una convenzione su come disporre 
questi numeri, affinché l’immagine possa essere memorizzata o trasmessa per poi 
venire riletta correttamente. Nel corso del tempo sono nate diverse convenzioni di 
questo tipo, ciascuno delle quali ha generato un formato standard con cui scrivere le 
immagini; l’impiego massiccio delle immagini ha fatto sì che nascessero moltissimi 
archivi, spesso basati su formati differenti: proprio l’esistenza di ingenti quantità di 
immagini memorizzate con formati unico. Così ancora oggi, capita, con grande 
frequenza, che programmi diversi  non riescano a scambiarsi le immagini prodotte 




Per definire un’immagine in modo molto generale si può dire che è come 
un’area con una determinata distribuzione di colori. Esempi familiari di immagini 
sono appunto un quadro o una fotografia, oppure sono sequenze di immagini le scene 
che vediamo sugli schermi cinematografici o televisivi. Ogni punto di un’immagine è 
caratterizzato da una particolare grandezza fisica, il colore che corrisponde alla 
frequenza e all’intensità della radiazione elettromagnetica che quel punto emette. 
Quando vogliamo visualizzare, elaborare o anche solo archiviare un’immagine 
utilizzando un elaboratore elettronico, siamo costretti a trasformarla, in modo da 
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Cos’è un’immagine digitale? 
Un elaboratore elettronico è in grado di manipolare solo numeri, quindi la 
nostra immagine dovrà esser tradotta in un insieme di cifre. Quest’operazione nota 
come digitalizzazione può essere suddivisa in due fasi: il campionamento spaziale e la 
quantizzazione cromatica. Il campionamento spaziale consiste nella suddivisione della 
superficie dell’immagine in un determinato numero di rettangoli chiamati pixel. La 
quantificazione cromatica consiste nell’associare a ciascun pixel un insieme di numeri 
che ne rappresenta il colore medio. Queste due operazioni producono un’immagine 
digitale, ossia una matrice bidimensionale: a ogni suo punto, individuato da una 
coppia di numeri interi (m, n) è associata l’informazione cromatica. Osserviamo che 
normalmente nelle immagini digitali, l’origine dei loro cartesiani ai quali è riferito 
ogni punto si trova nell’angolo in alto a sinistra, e la direzione positiva per l’asse delle 
ordinate è verso il basso. 
 
Il campionamento spaziale. 
Con il campionamento si suddivide l’immagine in aree rettangolari. Il numero 
di rettangoli (pixel) in cui essa viene suddivisa ne determina la risoluzione spaziale, 
misurata in punti per pollice (dpi, dot per inch), ossia il numero di punti in cui risulta 
diviso un tratto lungo un pollice. Si definisce pixel aspect ratio, il rapporto tra 
larghezza e altezza del pixel; tale rapporto è spesso uguale a uno, ossia il pixel è 
quadrato. Dalla risoluzione con cui viene digitalizzata un’immagine dipendono la sua 
qualità e la sua dimensione; una maggiore risoluzione comporta da un lato il 
vantaggio di poter apprezzare particolari di dimensioni minori, e dall’altro lo 
svantaggio di una maggiore quantità di memoria necessaria. La scelta della 
risoluzione ottimale nasce quindi da un compromesso, in cui si deve valutare la 
dimensione dei particolari cui siamo interessanti compatibilmente con lo spazio di cui 
possiamo disporre tenendo presente che raddoppiando la risoluzione quadruplica la 
dimensione dell’immagine. 
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Fig. 28 - campionamenti differenti su una medesima immagine. Nel colonna di sinistra le immagini 
vengono mostrate mantenendo costante la grandezza del pixel; nella colonna di destra, invece vengono 
mantenute costanti le dimensioni totali. Le griglie di campionamento sono rispettivamente 367x470, 
183x235, 91x117 e 45x58 (ovvero: la risoluzione dimezza a ogni riga) dal confronto tra le colonna 
risulta chiaro il concetto che prendere una griglia di campionamento più larga equivale a descrivere 
un’immagine con meno punti. 
Un problema derivante dal campionamento di una immagine reale, con aree di 
dimensione sia pur piccola ma non infinitissima, è l’aliasing: esso consiste nella 
caratteristica seghettatura che compare quando si ha il passaggio tra due aree di colore 
differente, separate da una linea non parallela ai lati delle aree rettangolari di 
campionamento. Gli inconvenienti che insorgono in conseguenza di un 
campionamento a risoluzione insufficiente sono illustrati nella figura 28, in cui viene 
mostrato un celebre dipinto di Van Gogh, digitalizzato a differenti risoluzioni. Si nota 
come diminuendo la risoluzione da 367x470 a 45x58, i particolari perdono 
gradatamente di leggibilità fino a diventare assolutamente indecifrabili.  
La quantizzazione cromatica. 
Dopo avere scelto un’opportuna griglia di campionamento, è necessario 
assegnare aree a ciascun pixel uno o più valori numerici che ne definiscano il colore. 
Tale operazione è nota con il termine “quantizzazione  cromatica”. 
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Il colore è una grandezza complessa, caratterizzata dall’intensità della 
radiazione elettromagnetica emessa in corrispondenza delle frequenze dello spettro 
visibile. Rendere il colore”giusto” è un problema difficile perché a tutt’oggi le 
percezioni del colore della psicofisica. Dalle arti, però, sappiamo che è possibile 
creare una vasta gamma di colori, a partire da un insieme di pochi colori 
fondamentali. Una prima semplificazione consiste quindi nell’approssimare un colore 
con combinazione di un numero limitato di colori particolari, detti primari. Per i tubi 
catodici dei monitor e degli apparecchi televisivi sono utilizzati il rosso, il verde e il 
blu (RGB), mentre per la stampa si usano il ciano, il magenta e il giallo (GMYK). 
L’utilizzo di tre soli colori per rappresentare l’intera gamma cromatica può sembrare 
limitante, ma in realtà è molto soddisfacente: per ogni colore reale si può stabilire 
quale combinazione di intensità di ciascuno dei colori primari lo approssima meglio, 
nel senso che genera nel nostro occhio una sensazione equivalente; in questo modo il 
colore ricostruito sostituisce egregiamente il colore reale.  
La scale di intensità di ciascuno dei colori primari non può tuttavia avere una 
precisione arbitraria; l’intervallo compreso tra la minima e la massima intensità di 
ogni colore viene suddiviso in un certo numero di livelli. Maggiore è tale numero, 
migliore sarà la precisione con cui il colore è definito. Solitamente si utilizza un 
numero di livelli che sia una potenza di due: un valore tipico è 256 livelli per ogni 
colore primario. Le informazioni corrispondenti a ogni colore primario vengono 
spesso indicate con il termine di banda; si parla di 8 bit per banda (corrispondenti  a 
256 valori). Il numero totale di bit con cui viene espresso il colore del pixel viene 
indicato con l’espressione “ bit per pixel”: per esempio, nel caso precedente la 
quantizzazione dell’immagine è di 24 bit per pixel. Come per la risoluzione spaziale, 
anche per la risoluzione cromatica la scelta del numero di colori con cui quantizzare 
un’immagine deve essere la conseguenza di un compromesso tra il contenimento delle 
sue dimensioni e la fedeltà della riproduzione.  
La riduzione del numero dei colori di un’immagine digitale può avvenire in due modi, 
concettualmente. Il primo consiste nel ridurre il numero di livelli assegnati a ogni 
colore primario; si possono così ottenere immagine a quindici bit o anche 8 bit ( 
suddivisi in vario modo tra il rosso, il verde e il blu: per esempio 3 bit per il rosso, 3 
per il verde, 2 per il blu, oppure rispettivamente 4,2,2). 
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Il secondo modo consiste nello scegliere un insieme opportuno di colori ( per 
esempio256, oppure16); a ogni pixel non viene assegnato l’insieme di numeri che ne 
rappresenta il colore con cui quel punto verrà visualizzato tra quelli disponibili, 
organizzati in  una tabella di corrispondenze detta look-up tabella (LUT). 
L’elenco dei colori disponibili viene solitamente chiamato “palette”, ossia tavolozza. 
L’immagine trasformata in questo modo occupa molto meno spazio, a scapito della 
fedeltà cromatica; un esempio, molto schematico, della struttura di un file contenente 
un’immagine con LUT è dato nella figura 29 1  
 
Fig.  29: un esempio della struttura di una immagine con look-up table (LUT). In alto sono 
rappresentati i pixel di una riga dell’immagine; in basso è rappresentata la LUT: si tratta di una matrice 
con quattro colonne e numero di righe uguale al numero totale di colori simultaneamente  
rappresentabili sul video.  
 
Quanto spazio occupa un’immagine? 
Le immagini occupano una quantità davvero ingente di memoria, il che costituisce un 
problema sia per l’immagazzinamento sia per la trasmissione. Per dare un piccolo 
esempio, un’immagine media di 640x480 a 24 bit per pixel scritta semplicemente  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 le immagini digitali, Roberto Marangoni, Marco Geddo, APoOGEO,2000, pp1-10 
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Come sequenza di byte, occupa 961.600 byte. Risulta quindi chiara la ragione per la 
quale molti formati prevedono la possibilità di comprimere l’immagine.1  
 
La gestione delle immagini digitali. 
Sullo schermo del computer possono essere rappresentati differenti tipi di 
informazioni. Il modo con cui queste rappresentazioni sono ottenute è, in ultima 
analisi, identico: ciascuno dei punti che il computer può gestire viene colorato in 
maniera opportuna, fornendo all’occhio umano l’impressione di una immagine 
continua. Quello che vediamo può essere tuttavia la rappresentazione di oggetti 
concettualmente molti diversi tra di loro: testo, immagine, grafica vettoriale. In tutti 
questi casi l’oggetto, per essere visualizzato, viene tradotto in una matrice di valori 
numerici, ognuno dei quali definisce il colore del punto dello schermo a cui esso 
corrisponde. 
Esaminiamo cosa si intende per grafica vettoriale. Una rappresentazione grafica di 
tipo vettoriale è costituita dalla visualizzazione di un insieme di enti geometrici ( 
linee,curve, poligoni,ecc…), che vengono descritti con valori numerici che ne 
definiscono la forma, la posizione e l’orientazione nello spazio, da un punto di vista 
matematico. Una caratteristica peculiare di una descrizione vettoriale è la possibilità 
di ingrandire un dettaglio senza perdere in definizione.  
 
Un’immagine invece è definita dall’insieme di valori numerici che identificano il 
colore o l’intensità luminosa, nel caso di immagine bianco e nero di ciascuno dei 
punti costituenti l’immagine stessa. Per distinguerla da una descrizione di tipo 
vettoriale, l’immagine intesa come insieme di punti viene solitamente chiamata 
“Bitmap” o “Raster”. La figura 30 presenta un medesimo soggetto rappresentato sia 
settorialmente sia come bitmap: l’osservatore identifica comunque una sfera, ma nel 
primo caso la rappresentazione tende a esaltare le proprietà geometriche dell’oggetto, 
mentre nel secondo tende a evidenziarne le proprietà ottiche. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, pp12-13 
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Fig. 30 un 
esempio di immagine vettoriale a sinistra e bitmap a destra. 
 
 
L’esigenza di un formato. 
 Quando dobbiamo memorizzare le immagini di tipo bitmap su un disco per 
archiviarla per una futura visualizzazione o elaborazione, sorge il problema di come 
registrare i dati che la descrivono o quale formato usare. Se abbiamo alcune immagini 
con diversi valori dei pixel visualizzati e dimensioni, quantificazione cromatica, 
alcune di queste informazioni sono necessarie per permettere una ricostruzione 
corretta dell’immagine memorizzata nel file, altre possono essere inessenziali o 
opzionali. Ciascun formato si preoccupa di definire uno standard nel quale vengono 
indicate quali sono le informazioni necessarie e in che modo vanno immagazzinate 
nel file dell’immagine, insieme ai valori dei pixel. La rappresentazione più semplice e 
intuitiva per l’immagine è costituita dall’elencazione dei valori numerici che 
identificano ciascun pixel. Il risultato di quest’operazione è un file che permette di 
ricostruire l’immagine iniziale. Esso è quindi un file grafico, il cui formati viene 
chiamato Raw format. Questo modo di rappresentare un’immagine potrebbe sembrare 
semplice e universale. Vi sono tuttavia alcuni problemi che rendono il raw format un 
modo poco efficiente di descrivere un’immagine.fb 
La prima cosa, non si tratta di una rappresentazione assoluta, ossia priva di codifica: 
chi legge l’immagine deve conoscere, almeno, le dimensioni in pixel dell’immagine 
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stessa, quanti bit per pixel sono stati utilizzati e cosa rappresenta un pixel ( intensità 
luminosa, valori dei colori RGB. 
Se queste informazioni non fossero disponibili, leggendo l’enumerazione di valori 
non si saprebbe quando termina un pixel e inizia il successivo né quando inizia una 
nuova linea. Ricostruire un’immagine raw format utilizzando, per esempio, valori 
errati per il numero di righe e di colonne, vuol dire ottenere un’immagine distorta fino 
all’illeggibilità, quindi, in modo più o meno consapevole, un formato particolare, 
convenuto con chi deve decodificarlo: dobbiamo infatti comunicare in altro modo al 
decodificarlo: alcune informazioni essenziali che non sono contenute ne l file. 
 La seconda cosa, l’elencazione pedissequa di tutti i valori numerici dei pixel 
dell’immagine può essere molto ridondante, nel senso che la stessa quantità di 
informazione potrebbe essere rappresentata con una quantità minore di numeri; ciò 
consentirebbe un risparmio sia dello spazio necessario a memorizzare i dati, che del 
tempo occorrente per trasferirli su disco o tramite modem 
Appare quindi chiara l’utilità di inserire direttamente nel file dell’immagine le 
informazioni che ne rendono leggibile il contenuto senza necessità di addizioni dati 
esterni. Ciò rende il file universale a patto che il formato utilizzato sia di uso comune. 
Inoltre è spesso conveniente impiegare algoritmi di compressione per ridurre la 
quantità di dati da memorizzare e strutturare il file in un formato compresso.  
In un file di tipo grafico sono quindi contenute due categorie qualitativamente diverse 
d’informazioni: i dati veri e propri, e un insieme di specifiche necessarie per 
interpretare questi dati. Lo spazio occupato da questo secondo tipo d’informazioni è 
solitamente irrisorio rispetto a quello necessario per i dati dell’immagine.  
I tipi di compressione comunemente ci sono i metodi di compressione senza perdita di 
informazione (conservativi) e i metodi con perdita di informazione (lossy). Con i 
metodi conservativi si ottengono livelli di compressione (rapporto tra la grandezza del 
file originale e la grandezza del file compresso) piuttosto bassi, ma un’assoluta fedeltà 
di riproduzione: decomprimendo un file compresso otteniamo un file identico 
all’originale. Con i metodi lossy, invece, decomprimendo il compresso non otteniamo 
esattamente l’originale in quanto le informazioni perse durante il procedimento di 
compressione non possono essere recuperate; in compenso otteniamo livelli di 
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compressione molto elevati. La scelta del metodo di compressione dipende dal tipo di 
immagine da comprimere e dall’uso che se ne deve fare.  
Uno dei semplici metodi di compressione di questo gruppo è il metodo Run Lenght 
Encoding (RLE). Esso sostituisce a sequenza di pixel identici l’indicazione del 
numero di volte che tale pixel si ripete, seguita dal valore del pixel stesso, tale metodo 
è adottato in vari formati grafici tra cui TGA e TIFF. Esso è efficiente quando 
l’immagine presenta molte sequenze di valori identici, come nel caso di immagine 
artificiale;   non è invece in grado di raggiungere buoni livelli di compressione nel 
caso di immagini rappresentanti scene complesse, come quelle proveniente da 
fotografie, in cui è molto probabile che pixel contigui siano caratterizzati da colori 
non perfettamente identici. Consideriamo per esempio la figura 31: si tratta di una 
dodimmagine binaria in cui una frontiera a scalini divide la regione bianca da quella 
nera. In ogni singola linea dell’immagine il primo tratto è formato da pixel 




Fig.  31 
Codificando ogni linea con il metodo RLE abbiamo bisogno solo di quattro numeri: 
uno per indicare il numero di pixel bianchi, il secondo per indicare il valore dei pixel 
bianchi 8 per esempio 256 per un’immagine grayscale con 8 bit per pixel), il terzo per 
indicare il numero di pixel neri, e l’ultimo per indicare il valore del pixel nero (per 
esempio 0). Se l’immagine è piccola potrebbero bastare 4 byte (se l’immagine è 
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grande, un byte potrebbe non bastare per memorizzare il numero di pixel consecutivi; 
un solo byte si può contare fino a 256), per esempio, se abbiamo immagine che  ha 
risoluzione 128’ 128 con 8 bit per pixel, e occupa 16384 byte, ma compressa con 
metodo RLE viene a occupare solo 512 byte, raggiungendo un fattore di 
compressione pari a 32. Naturalmente si tratta di un esempio limite: di solito le 
immagini non contengono sequenze così lunghe di pixel ripetuti, quindi l’efficienza 
del metodo, nella pratica comune, è assai più bassa. 
Un metodo più efficace di compressione, utilizzato nei formati GIF e TIFF, è il 
metodo  Lempel- Ziv- Welch(LZW). Esso è basato sulla costituzione di un dizionario 
contenete sequenze numeriche di varia lunghezza, presenti nei dati da comprimere. 
Ogni volta che una sequenza già presente nel dizionario viene incontrata,essa viene 
rimpiazzata con il codice corrispondente; quando si presenta una nuova sequenza, 
essa viene aggiunta al dizionario che viene costruito nel corso del processo codifica e 
di decodifica. In più noto  metodo di compressione lossy è JPEG(joint photographic 
expert group),  Particolarmente indicato per comprimere immagini di tipo fotografico. 
La compressione JPEG permettere all’operatore di regolare l’entità della perdita di 
informazioni; ovviamente, tanto minore sarà la perdita tanto minore il fattore di 
compressione e viceversa per ottenere una compressione molto elevata si deve 
accettare una maggiore perdita di informazioni. Il JPEG comunque è uno strumento 
ottimizzato ed efficace che permette di ottenere compressioni molto elevate 
mantenendo un’ottima qualità dell’immagine. 
La qualità e la perdita d’informazioni infatti non sono del tutto antitetiche: il problema 
fondamentale è sapere quali informazioni poter tagliere senza perdere troppo in 
qualità. Il JPEG risolve questo problema facendo ricorso agli studi di psicofisica della 
visione umana dai quali risulta come la sensibilità visiva non sia uniforme rispetto a 
tutte le caratteristiche dell’immagine, ma sia tale da esaltarne alcune (le informazioni 
relative a queste diventano quindi preziosissime) e da passarne in secondo piano altre 
(le relative informazioni, quindi possono essere tagliate senza danni eccessivi). In 
particolare la visione umana presenta due caratteristiche sfruttate dalla compressione 
JPEG: una minore sensibilità per le altre frequenze spaziali (rapide variazioni) che per 
quelle basse e una minore sensibilità alle variazioni cromatiche rispetto a quelle 
d’intensità luminosa.  
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La scelta di adottare o no una compressione per un’immagine, nel caso quale 
particolare metodo di compressione adottare deve essere compiuta sulla base dell’uso 
futuro che s’intende fare dell’immagine stessa: se deve servire come base per ulteriore 
analisi al computer , orientate all’estrazione di informazioni non è saggio applicare 
metodi lossy, perché questi tenderebbero proprio a eliminare quei particolari fini che 
l’occhio umano non vede, ma che possono essere evidenziati tramite elaborazioni al 
computer . Se invece l’immagine è di tipo fotografico e se ne vuole solo favorire la 
distribuzione e la visualizzazione, una compressione lossy può essere molto 
opportuna. Oltre che per il metodo di compressione, i formati grafici differiscono per 
il tipo d’immagini che possono rappresentare (immagini a colori con LUT, a colori di 
tipo RHB a24.15.8bit per pixel, livelli di grigio), per la presenza o meno del 
cosiddetto alpha canne(un canale aggiuntivo in cui possono essere memorizzati dati 
ausiliari, come la trasparenza), per la possibilità di registrate, con i dati veri e propri, 
alcune informazioni aggiuntive che possono essere utili la risoluzione nel caso lì 
immagine provenga da una digitalizzazione, il nome dell’autore dell’immagine, la 
date  di realizzazione, ecc).1  
 
Elaborazione delle immagini 
 Principi generali. 
Elaborare un’immagine significa operare sull’informazione puntuale contenuta nei 
singoli pixel, al fine di individuare elementi locali o globali presenti nell’immagine 
stesse: si tratta di scrivere delle procedure che riescano a stabilire quando, per 
esempio, il colore di un pixel “STONA” con i colori dei pixel vicini, o quando pixel 
diversi appartengono  al contorno di un oggetto, e così via. 
In senso generale possiamo definire elaborazione dell’immagine qualunque procedura 
che a partire  da una data immagine generi una nuova immagine, i pixel della quale 
siano ottenuti trasformando i corrispondenti pixel dell’immagine originaria secondo 
una fissata regola di trasformazione.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, pp19- 27 
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L’elaborazione dell’immagine trova un impiego molto più vasto di quanto la 
definizione astratta non lascerebbe immaginare; in maniera molto schematica, 
possiamo dire che essa viene usata per raggiungere tre grandi categorie di obiettivi: 
• Eliminazione di disturbi(image restoration), che comprende tutte le 
tecniche che si mettono in atto per pulire un’immagine dal rumore, 
inteso  sia come rumore puntiforme sia come rumore ad alte o a basse 
frequenze; 
• Esaltazione di particolari (image enhancement), che comprende una 
serie di tecniche usato per mettere in risalto dei particolari  presenti in 
un’immagine; 
• Estrazione di informazioni (image analysis), che rappresenta il punto 
più avanzato dell’elaborazione dell’immagine e consiste nell’applicare 
tecniche(estremamente eterogenee) volte ad analizzare il contenuto di 
un’immagine in termini degli oggetti che vi compaiono: estrazione di 
contorni, segmentazione,ecc 
Tutte le tecniche classiche di elaborazione dell’immagine lavorano sull’uno o 
sull’altro tipo di informazione, avvalendosi di due strumenti: l’istogramma dei livelli 
di grigio e l’analisi delle frequenze spaziali,1  
Il tipo più noto di elaborazione digitale delle immagini è l'editing o fotoritocco, che si 
può effettuare tramite degli appositi software tra cui i più famosi sono GIMP e 
Photoshop. Sostanzialmente, l'editing di immagini consiste nell'alterare l'immagine 
originale sia in maniera elementare, per esempio rendendola più luminosa o 
tagliandone i margini, sia in maniera più profonda rimuovendo o aggiungendo cose o 
persone o cambiandone dei dettagli come le imperfezioni della pelle o le dimensioni 
dei seni. L'elaborazione avviene partendo dal fatto che le immagini raster sono 
memorizzate in forma di matrice di pixel, ognuno dei quali contiene il colore e la 
luminosità del punto. I programmi di fotoritocco permettono a un utente di cambiarne 
questi i valori indicando manualmente quali operazioni devono essere effettuate in 
quali zone, tra i numerosi tipi di operazioni che possono essere svolte una delle più 
frequenti è la copia di parti dell'immagine in altre zone, per esempio copia di una zona 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, pp37-38 
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erbosa su un particolare da nascondere o copia di una zona di pelle sana su 
un'imperfezione, detta strumento clona. 
L'elaborazione d’immagini in modo digitale presenta molti vantaggi rispetto 
all'elaborazione analogica, in particolare è possibile eseguire su immagini digitali 
operazioni molto complesse e il numero delle operazioni che si possono effettuare è 
nettamente maggiore. Con la diffusione e il perfezionamento dei computer 
l'elaborazione analogica delle immagini è stata praticamente abbandonata.1 
Secondo quante informazioni vengono richieste per eseguire le trasformazioni 
suddette, possiamo distinguere in:  
• elaborazioni puntuali, quando la trasformazione venga fatta basandosi sul 
solo valore del pixel da trasformare; 
• elaborazioni locali, quando il valore del pixel trasformato viene stabilito in 
base al valore del pixel da trasformare e ai valori dei pixel a questo vicini; 
 
• elaborazioni globali; quando il valore del pixel trasformato dipende da 
caratteristiche globali di tutta l’immagine.2  
 
Eliminazione di disturbi 
I disturbi in un’immagine s’intende un insieme vasto ed eterogeneo di fattori che 
determinano l’insorgenza di elementi spuri nell’immagine digitale( punti, macchie, 
falsi contorni, ecc) originariamente assenti nell’immagine reale. 
Alcuni di essi sono strettamente connessi con la qualità e l’accuratezza del 
campionamento eseguito che una quantizzazione cromatica eccessivamente ridotta 
può generare nell’immagine digitale contorni che non trovano riscontro 
nell’immagine reale. Altri di loro sono invece dovuti alla presenza di variabili spurie 
che influenzano il campionamento; altri ancora dovuti agli errori di approssimazione 
numerica che si commettono durante l’acquisizione o l’elaborazione.  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Elaborazione_digitale_delle_immagini 
2	   elaborazione di immagini:trasformare e migliorare, Docente: ing. Salvatore Sorce,2009. 
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Il disturbo per eccellenza  è detto rumore, e consiste nell’influenza di molteplici 
variabili casuali, difficilmente controllabili: il voltaggio del pennello elettrico della 
telecamera o dello scanner può fluttuare per ragioni casuali, il campionamento di un 
singolo pixel può essere influenzato dalla riflessione, trasparenza, illuminazione dei 
pixel circostanti, e così via. In altre  parole, la presenza del rumore sortisce un effetto 
simile a quello che otterremmo se la nostra griglia di campionamento con la quale 
digitalizziamo un’immagine non fosse vuota, ma presentasse macchie qua e là, e 
alcune caselle fossero già piene di colore chiaro o scuro che si va sovrapporre al 
colore dell’immagine la figura 32 eliminare il rumore vuol dire tentare di ripristinare 
le condizioni ottimali di campionamento, ossia tentare di ripulire la griglia a 
posteriori, senza per questo modificare l’immagine  (la figura 32) 
 
 
Fig. 32 da sinistra a destra: un’immagine “pulita”, una griglia di  
campionamento “sporca e il risultato dell’acquisizione. 
 
 
Ovviamente non è possibile raggiungere perfettamente questo scopo nel caso 
generale, ma esistono diverse tecniche in grado di fornire un’immagine ben ripulita e 
non troppo alterata.  Queste tecniche Funzionano così che dobbiamo identificare 
sicuramente il primo: se il rumore è composto di pixel isolati con livelli di grigie 
variabili, esso si distribuirà su molte classi dell’istogramma e non sarà possibile 
distinguerlo dai pixel appartenenti all’immagine vera e propria. La condizione, però, 
di punto “isolato” è abbastanza ben traducibile nel concetto di frequenza: tanti puntini 
isolati aumentano molto la parte alta degli spettri, perché introducono molte alte 
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frequenze. La filosofia generale dell’eliminazione cerca di intervenire sulle alte 
frequenze, eliminandole o riducendone fortemente l’incidenza complessiva.  
Due operazioni che eliminano anche i disturbi sono i filtri passa–basso, che 
cancellano le alte frequenza lasciando intatte le basse, ma nella pratica l’operazione 
che si compie è assai meno raffinata, e spesso preferisce operare nel dominio spaziale, 
applicando dei filtri assai semplici, per il fatto che la precisione numerica usualmente 
impiegata è troppo bassa per questo tipo di operazioni. I più comuni filtri passo-basso 
sono media locale e filtro di mediana . il secondo Motion blur  questo termine si fa 
rifermento alle distorsioni presenti in una fotografia quando l’operatore si sia mosso 
durante lo scatto; altri, invece intende la possibile eliminazione di un rumore statico 
quando si disponga di una sequenza di immagini con oggetti in movimento. Nel 
primo caso la correzione si basa sul tentativo di simulare un movimento opposto a 
quello che generato il disturbo; per realizzare questo scopo, ci si avvale spesso di 
algoritmi che trattano immagini di oggetti in movimento. Nel secondo caso, invece il 
moto fornisce uno strumento per filtrare il rumore.1  
Esaltazione di particolari. 
Un problema simmetrico rispetto all’eliminazione dei disturbi consiste nella 
elaborazione di immagine al fine di esaltare dei particolare. Si intendono tutte quelle 
trasformazioni volte a facilitare l’interpretazione di un’immagine da parte di un 
osservatore. In definitiva, l’esaltazione dei particolari serve solo per rendere più 
evidenti determinati contenuti di un’immagine, ma questo lavoro è compiuto 
dall’osservatore, e non dal computer per esempio per fare questo ad una radiografia 
per rendere più netti i contorni degli organi inquadrati o il miglioramento del 
contrasto in una fotografia sbiadita. Ci sono delle operazioni per  l’esaltazione di 
particolari la  prima, i fitri passa-alto  che serve a incrementare il contributo delle alte 
frequenze spaziali nello spetto di frequenza dell’immagine questo filtro viene 
comunemente detto “sharping”. La seconda manipolazione dell’istogramma dei livelli 
di grigio: in questo caso la nostra necessità di migliorare l’immagine è a re distribuire 
il contrasto o la luminosità che potrebbero essere stati falsati al momento della 
generazione dell’immagine o al momento della digitalizzazione.   
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Roberto Marangoni, Marco Geddo, op-cit, pp 52-58 
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Nel quel caso è coinvolta l’informazione cromatica, quindi opereremo delle 
modificazioni sull’istogramma dei livelli di grigio. Ma l’operazione non è semplice 
per aumentare la luminosità di un’immagine digitale vuol dire aggiungere  una 
quantità fissa al valore di ciascun pixel. Passa semplicemente se tutti i pixel hanno 
valori bassi con la stessa quantità, ma se alcuni pixel vengono superare il massimo 
ammesso: in tal caso, infatti, punti che originariamente avevano valori diversi, 
potrebbero venire ad assumere lo stesso valore, con conseguente appiattimento 
dell’istogramma dei livelli di grigio. Un’altra variabile molta importante per 
migliorare la leggibilità di un’immagine è il contrasto, che rappresenta la visibilità dei 
singoli oggetti che compongono l’immagine, ovvero quanto è forte la distinzione tra 
aree di colore diverso. In un’immagine in grayscale il contrasto può essere aumentato 
accentuando le differenza tra i massimi e i minimi dell’istogramma, ovvero, rendendo  
più luminose le parti più chiare e meno luminose le più scure la figura 33 
  
Fig. 33 a sinistra l’immagine dopo un forte aumento del contrasto; a destra compare l’istogramma dei 
livelli di grigio risultante. Si può notare come l’aumento del contrasto abbia portato alla riduzione dei 
pixel di valore intermedio; in particolare è visibile il grande aumento del numero di pixel colore bianco 
(255) dovuto al fatto che lo sfondo della figura è stato quasi uniformemente posto a bianco. 
 
In altri tipi di elaborazioni si progetta quale deve essere la forma dell’istogramma 
dell’immagine trasformata, quindi si determina come modificare i valori dei pixel 
dell’immagine, affinché l’istogramma assuma la forma voluta. Un esempio di 
	   108	  
elaborazione di questo tipo consiste nell’equalizzazione dell’istogramma, ovvero nel 
fare in modo che ciascun livello di grigio sia rappresentato dal medesimo numero di 
pixel nell’immagine. Questo produce un effetto di aumento di visibilità delle 
sfumature e dei dettagli, in quanto l’intervallo di rappresentazione dei livelli di grigio 
nell’immagine viene esteso alla massima ampiezza possibile.  L’effetto per certi versi 
simile a un aumento del contrasto, con delle significative differenza: aumentando il 
contrasto, tutte le differenze tra i valori dei pixel aumentano dello stesso fattore, 
mentre equalizzando l’istogramma viene esaltata al massimo la differenza tra livelli di 
grigio prima simili, rendendoli più facilmente distinguibili.1  
 
Estrazione di informazioni. 
Il procedimento di estrazione d’informazioni può essere visto come un processo 
gerarchico, durante il quale vengono estratte prima le informazioni più elementari, e 
in passaggi successivi le informazioni via via più complessi. Ma i problemi basilari di 
estrazione delle informazioni si possono suddividere schematicamente in due grandi 
gruppi, a seconda del diverso approccio adottato:  
• Gli algoritmi di estrazione dei contorni, che si basano principalmente sulla 
ricerca di brusche variazioni di luminosità poiché generalmente un contorno è 
definito proprio in base alla rapida variazione della funzione di luminosità; 
• Gli algoritmi di segmentazione, che suddividono l’immagine in aree 
omogenee secondo un determinato critico e descrivono tutta l’immagine in 
termini delle suddette aree. 
Questi due approcci sono in un certo senso antitetici: nell’estrazione di contorni, 
infatti, si ricercano le differenze tra pixel e si cerca di esaltarle, mentre nella 
segmentazione si ricercano le somiglianze, e i pixel simili sono accorpati in una 
medesima area. Naturalmente i due approcci debbono pervenire al medesimo 
risultato: i contorni identificati dai primi algoritmi debbono rappresentare i confini 
delle aree identificate dai secondi, e viceversa. Questa equivalenza, come vedremo, è 
vera solo entro certi limiti; ci si dovrà orientare verso l’uno o l’altro metodo secondo 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  Roberto Marangoni, Marco Geddo, op-cit,pp58-61 
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l’immagine da analizzare, della presenza e dell’incidenza di sfumature di colore e del 
tipo di informazione che si  vuole estrarre.1 
 
Le immagini artificiali. 
Generazione delle immagini artificiali. 
Nelle tre immagini che compaiono nelle figure 34, 35, 36. si tratta dell’interno di una 
cucina ripreso in diverse inquadrature: nella prima si offre una visione d’insieme, 
nella seconda viene ingrandita una zona in particolare e nel terza il punto di vista 
cambia e la scena è ripresa dal basso. 
 
Fig.34  l’interno di una cucina: esempio di una immagine artificiale 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  Roberto Marangoni, Marco Geddo, op-cit, pp62-64 
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Fig.  35 ingrandimento di un particolare dell’immagine precedente: la cura nell’immettere le coordinate 
degli oggetti e nel rappresentarli si traduce nella possibilità di “ entrare nella scena” come si potrebbe 
fare con una telecamera in una cucina reale. 
 
Fig.  36 cambiando il punto vista dell’osservatore anche l’immagine artificiale cambia di prospettiva, 
dando la sensazione di muoversi  all’interno dell’ambiente rappresentato. 
 
Il particolare in queste figure che la cucina in questione non esiste. Le immagini che 
abbiamo osservare siamo state generate al computer, sulla base di un modello 
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geometrico di oggetti reali ( forno, scatola, tavoli, cappa, ecc), tutti inseriti in un 
ambiente virtuale: si tratta di immagini artificiali. In questo punto definiamo 
immagini artificiali quelle che indipendentemente dal fatto che siano o meno ispirate 
alla realtà, sono state generate tramite il designer; suddivideremo le immagini 
artificiali in due gruppi; immagine astratte e immagini simulanti la realtà. Le 
immagini astratte quelle immagini che non riproducono direttamente una scena reale, 
ossia non hanno un riscontro nella realtà visiva; rientrano in questa categoria per 
esempio le immagini che rappresentano i risultati di simulazioni fisiche, o quelle 
generate da algoritmi astratti che nulla hanno a che fare con le proprietà della visione 
umana. Può comunque capitare che anche algoritmi astratti generino immagini che, in 
un qualche modo, mimano la realtà, nel senso che generano oggetti con proprietà 
somiglianti a oggetti reali. È il caso, per esempio, dei frattali che generano immagini 
simili a felci, a paesaggi montani, a conchiglie e così via, o degli algoritmi di 
simmetria, che generano figure simili a strutture cristalline o caleidoscopiche. In 
questi casi, la mimesi con la realtà è motivata dal fatto che l’algoritmo che si usa per 
generare le immagini è lo stesso che descrivere le proprietà geometriche degli oggetti 
reali, non si tratta; quindi, di simulare un’immagine, che è invece il compito che più ci 
interessa.  
Il secondo tipo di immagini artificiali: quelle prodotte con lo scopo di simulare nel 
modo migliore possibile una scena reale. Loro vengono generate a partire da una 
scena in cui gli oggetti vengono inseriti come enti geometrici descritti dalle loro 
coordinate nello spazio, e cercando di calcolare a un ipotetico osservatore. Questo 
calcolo non è semplice, in quanto non basta, per ottenere una buona simulazione della 
realtà, eseguire un buon disegno tecnico di oggetti in prospettiva, ma bisogna anche 
inquadrare luci, colori e i vari effetti visivi che tengano conto di come l’uomo 
percepisce quella scena, e quindi, procedano do pari passo con la visione umana. Ciò 
implica che l’attenzione del generatore d’immagini artificiali non sia più con centrata 
sugli oggetti, ma sulla percezione degli stessi. La generazione di un’immagine 
artificiali di questo tipo di divide dunque in due passi essenziali:  
1- Definizione della posizione nello spazio tridimensionale di ogni oggetto 
presente nella scena e assegnazione delle proprietà degli oggetti (colore, 
trasparenza, indice di rifrazione, tessitura,…) 
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2- elaborazione dei dati di cui al punto uno, mediante  una procedura che effettui 
una proiezione bidimensionale (prospettica, per esempio) della scena 
tridimensionale, rendendo l’immagine realistica: determinazione delle parti 
visibili e di quelle nascoste, colorazione degli oggetti, ombreggiatura, 
generazione degli effetti di riflessione e trasparenza, ecc. 
Il primo passo viene detto generalmente modellazione; essa può avere carattere 
puramente tecnico, se viene effettuata una semplice trasposizione, manuale o 
automatica, di coordinate misurate su una scena reale, oppure può avere carattere 
artistico, se i modelli tridimensionali vengono costruiti direttamente  dall’operatore 
che esprime in questo modo la sua creatività, o ancora può avere carattere misto, se 
dati reali vengono elaborati artisticamente. Il secondo passo viene detto rendering.  
 
Il rendering. 
Simulare un’immagine reale vuol dire capire quali sono i particolari che un 
osservatore valuta con maggiore attenzione, e quali invece quelli che possono passare 
in secondo piano. Ovviamente la sensazione di realtà un’immagine artificiale è 
funzione del grado di successo ottenuto nel simulare le caratteristiche ottiche della 
scena, ma quali sono i parametri da tenere in considerazione? E come fare per 
distinguere quali sono i più importanti? Per le risposte di queste domande  prendendo 
in esempio un caso concreto, e vedendo come si possa migliorare la verosimiglianza 
di una immagine aggiungendo di volta in volta qualche elemento che simuli la nostra 
percezione dell’immagine stessa. Immaginiamo di voler costruire un’immagine 
raffigurante una superficie nello spazio, per esempio una sfera: per fare in modo che 
questi sembra “ più reale possibile” possiamo adottare una vasta gamma di 
accorgimenti progressivi. 
In primo luogo, dobbiamo rappresentare i punti che descrivono la superficie in 
prospettiva, riproducendo sullo schermo (bidimensionale) l’idea di tridimensionalità; 
per fare questo, basta applicare uno dei normali algoritmi di prospettiva noti dal 
disegno. Ma il nostro insieme dei punti, ancorché in prospettiva, non rappresenti né la 
superficie che volevamo, né suggerisce una minima impressione di “realtà”.  
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Infatti, i punti vanno tra loro collegati per generare un’idea di superficie; 
supponendo che il campionamento col quale abbiamo definito i punti della superficie 
sia uniforme (ciò semplifica il discorso che segue ma non rappresenta una limitazione  
alle conclusioni), possiamo collegare i punti tra loro con una rete in cui le intersezioni 
delle maglie poggino sui punti stessi, mentre le trame delle maglie siano parallele al 
reticolato xy sul quale abbiamo campionato i punti figura 37 tale rappresentazione 
della superficie si chiama wireframe, ed è caratteristica del CAD; la sua 
verosimiglianza è ancora è ancora ben lungi da quella desiderata, ma l’idea di 
superficie comincia a comparire. Assumiamo, quindi, il wireframe come 
rappresentazione elementare, e proviamo ad aggiungere modifiche di vario tipo che 
posso migliorarne la sensazione di realtà 
 Fig.  37: una superficie sferica generata collegando 
con linee i punti della superficie sferica precedentemente modellati. 
La rappresentazione prospettica prevede un concetto di punto di visita; in altre parole, 
quando rappresentiamo in prospettiva un oggetto, dobbiamo decidere da quale parte 
lo vogliamo vedere. Proviamo a rendere più fine questo concetto, e stabiliamo la 
posizione di un osservatore virtuale che guarda la scena da rappresentare. Notiamo 
subito un’incongruenza nel disegno; la superficie presenta delle  linee che si vedono 
in trasparenza, ma che sono collocate dietro le linee in primo piano: un osservatore 
non dovrebbe vedere queste linee. 
La cancellazione delle linee nascoste è un ulteriore passo in direzione dell’aumento 
della verosimiglianza figura 38. esistono diversi algoritmi classici per 
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Fig. 38  cancellazione delle linee nascete: le linee situate 
da parte opposta all’osservatore virtuale sono state eliminate 
cancellare le linee nascoste, che on descriveremo in dettaglio. Uno dei più semplici 
algoritmi per la rimozione delle linee nascoste è noto come algoritmi Z- buffer; lo Z- 
buffer è un’area di memoria avente le stesse dimensioni dell’immagine che stiamo 
costruendo. In cui vengono poste le informazione sulla distanza degli oggetti 
dall’osservatore. Più precisamente, l’algoritmo è il seguente: per ogni oggetto della 
scena vengono calcolate le coordinate della sua proiezione sull’immagine che stiamo 
generando, e per ogni pixel di questa proiezione viene determinata la distanza 
dall’osservatore; se queste  distanza è minore di quella attualmente memorizzata  
nello Z-buffer in corrispondenza di quel punto, ossia il punto risulta più vicino 
all’osservatore di quello analizzato in precedenza, questo viene sostituito dal punto 
appena determinato, altrimenti significa che quest’ultimo è nascosto, e viene scartato. 
Un algoritmi più efficiente per la determinazione delle superfici nascoste è noto come 
ray casting, in cui, per ogni pixel dell’immagine  da produrre, viene tracciato un 
raggio uscente dal punto di osservazione e passante per il pixel. Tra gli oggetti che 
intersecano questo raggio immaginario, risulta visibile quello più vicino 
all’osservatore. Il ray casting è il punto di partenza del metodo di rendering noto  
come ray tracing. Facciamo notare come molte schede grafiche moderne siano  
addirittura in grado  di realizzare la determinazione delle parti visibili  via hardware in 
tempo reale; loro consentono, per esempio, di visualizzare  un oggetto tridimensionale 
che ruota, mentre la scheda provvede automaticamente a portare in vista le zone che 
ruotano verso l’osservatore, e a nascondere quelle che finiscono in secondo piano. 
L’uso di schede superveloci nel rendere il 3D viene richiesto soprattutto nei giochi, 
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dove il realismo incrementa il coinvolgimento re la partecipazione. Proseguiamo nel 
nostro tentativo di rendere più “ realistica” la superficie che abbiamo preso a esempio, 
e proviamo a colorarla, in modo che la distinzione tra superficie e sfondo aumenti  la 
“leggibilità” dell’immagine. Un reale ed efficace miglioramento della verosimiglianza 
della scena viene ottenuto introducendo un ulteriore protagonista oltre all’oggetto e 
all’osservatore l’illuminazione.  
 
Modelli d’illuminazione. 
Un oggetto non è visibile se non emette radiazione luminosa. Tranne il caso di oggetti 
che generano direttamente la luce, in generale il colore di una superficie dipende dalle 
caratteristiche della superficie stessa e dall’intensità e direzione della luce che la 
colpisce. L’illuminazione di una scena nasce dal contributo di sorgenti di luce che 
possono essere in numero variabile, di colori differenti, essere puntiformi o estese, 
possono diffondere luce in tutte le direzioni o solo all’interno di un cono (riflettori); le 
parti più intensamente riflettenti di un oggetto possono rappresentare sorgenti di luce 
secondarie, ecc. 
In generale, per definire le proprietà d’illuminazione della scena, si devono 
considerare i contributi di differenti fattori, tutti altrettanto importanti per la “resa” 
qualitativa di una immagine: 
• la luce ambientale; 
• la luce diffusa; 
• la luce speculare. 
La luce ambientale è quel livello di illuminazione che raggiunge comunque tutti punti 
della scena, anche quelli non direttamente illuminati. Per esempio, se ci sporgiamo 
dalla scrivania e guardiamo in basso, vediamo che la regione del pavimento che si 
trova esattamente sotto la scrivania risulta visibile e illuminata 8seppur debolmente), 
anche se nessuna delle luci della stanza è diretta sotto la scrivania. La regione del 
pavimento sotto la scrivania è illuminata da una luce direzionale che si genera a causa 
delle multiple riflessioni delle varie licie sulle pareti, i mobili e gli oggetti. Quando in 
un programma di rendering si imposta questo parametro, si comunica al programma 
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quanto è la luce presente nell’ambiente, indipendentemente dalla presenza o meno di 
sorgenti luminose. Ogni oggetto rifletterà in tutte le direzioni una quantità di luce 
proporzionale alla intensità della luce ambientale, secondo un fattore che definisce le 
caratteristiche di riflessione dell’oggetto. In formula,  se I L è l’intensità della luce 
ambientale, I A è lì intensità della luce ambientale riflessa,  K A è una costante che 
esprime le caratteristiche del materiale,     I A = I L      K  A  
Il rendering di una scena in cui sia presente solo luce ambientale è molto semplice da 
computer  ma l’immagine risultante è assolutamente irrealistica, in quanto tutte le 
superfici di un oggetto avranno lo stesso colore anche se sono orientate secondo piani 
differenti, perdendo così la sensazione di profondità. 
 
Per luce diffusa si intende la luce che un oggetto riflette in tutte le direzioni in modo 
uniforme (si tratta quindi di una diffusione non speculare), la cui quantità dipende 
dalla posizione della sorgente luminosa e dalle proprietà ottiche del materiale di cui 
l’oggetto è composto, ma è indipendente dalla posizione dell’osservatore. Assumiamo 
come ipotesi che la distanza e la potenza della sorgente luminosa siano tali da 
illuminare la superficie uniformemente: l’osservatore, però, non percepirà 
un’illuminazione uniforme; al contrario, egli tenderà a vedere più scure le zone in 
ombra o illuminate con luce radente e più chiare quelle zone illuminate 
perpendicolarmente o quasi. La luce riflessa in questo modo genera una riflessione 
diffusa, nota anche con il termine di riflessione di lambert. 
L’illuminazione della scena, sia pure eseguito in maniera così approssimativa, ha 
compiuto un passo qualitativamente importante verso la verosimiglianza: come si può 
vedere dalla figura 39 la superficie sferica artificiale, con un modello di illuminazione 
a luce diffusa, comincia a sembrare , un oggetto più che un mero ente geometrico 
	   117	  
  
Fig.  39: la struttura wire-frame delle figura precedenti generate con un modello di illuminazione la 
luce diffusa 
L’illuminazione speculare è quella più direttamente collegata alla riflessione 
direzionale  della luce. Il parametro di specularità determina l’intensità dei riflessi 
speculari che s i formano su una superficie, quando l’angolo tra la normale e la 
direzione di osservazione è uguale o vicino all’angolo tra la normale e la direzione di 
illuminazione. 1 
 
Il ray tracing. 
Il ray – tracing rappresenta un tentativo di realizzare un approccio unico che 
comprenda in sé i vari aspetti del rendering. La filosofia che guida il ray tracing è 
basata sulla possibilità di ottenere gli effetti di nascondimento delle superfici non in 
vista, d’illuminazione, di calcolo delle ombre, di riflessione di rifrazione, tracciando 
la storia di un raggio di luce che piove sulla scena. Cioè è una tecnica generale di 
geometria ottica che si basa sul calcolo del percorso fatto dalla  luce, seguendone i 
raggi attraverso l'interazione con le superfici. Per storia s’intende che l’analisi 
dell’illuminazione non si arresta alla prima intersezione che il raggio ha con un 
oggetto, ma prosegue esplorando la sorte del raggio riflesso per tutte le possibili 
successive riflessioni(o rifrazioni) come si vede le figure 40, 41. 2 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Roberto Marangoni, Marco Geddo, op-cit,pp 115-125 
2 htt://it.wikipedia.org/wiki/ray-tracing#esempio 
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Fig. 41 tre sfere che mostrano il riflesso l’una dell’altra e del pavimento 
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Applicazione delle immagini artificiali. 
La immagini simulati la realtà generata, artificialmente trovano moltissime 
applicazioni. Sono in forte sviluppo campi come la realtà virtuale,  i videogiochi, i cd 
interattivi; ma anche in ambiti più tradizionali, come la generazione di effetti speciali 
per il cinema o la televisione, le immagini artificiali trovano vastissima applicazione. 
Nella realtà virtuale si vuole offrire allo spettatore non solo la sensazione di star 
osservando una scena “verosimile”, ma una vera e propria impressione di trovarsi in 
un contesto reale, vivendo sensazioni indistinguibili dal mondo reale. Un tale 
obiettivo è certamente arduo, ma molti passi avanti sono stati compiuti in questa 
direzione, anche se le applicazioni principali degli studi in questo campo. A parte 
qualche simulatore di volo o analoghi esperimenti, sono spesso state confinate in 
ambiti prevalentemente ludici. 
 
Per quanto riguarda il cinema o la televisioni, assistiamo, negli ultimi anni, alla 
tendenza a sostituire le sequenze contenenti particolari effetti speciali, 
precedentemente ottenuti con tradizionali tecniche meccaniche o ottiche, con 
sequenze interamente ricostruite in computer grafica oppure con sovrapposizioni di 
sequenze reali e sequenza artificiali. Un  tale approccio presenta il vantaggio di 
garantire una notevole versatilità, in quanto permette di creare modelli o animazioni 
seguendo liberamente i propri desideri, senza porre vincoli alla fantasia e alla 
creatività;  inoltre qualora le scene realizzate si rivelassero non perfettamente 
rispondenti a quanto voluto, loro possono essere facilmente modificate, mentre una 
sequenza reale (si pensi a una scena che contenga una esplosione, per esempio) 





	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Roberto Marangoni, Marco Geddo, op-cit, pp131-132 
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Il Colore 
 Che cos’è il colore? 
L’arcobaleno nella figura 42 ha i colori dell’iride. I Greci personificarono questo 
affascinante fenomeno luminoso con Iride, la messaggera degli Dei, che scendeva tra 
gli uomini agitando le sue ali multicolori. 
La scienza, che mette l’esperienza al posto delle invenzioni poetiche, spiega che i 




(Fig.42) L’arcobaleno si forma per rifrazione e 






La luce bianca è senza colore, ma il contiene tutti: lo ha dimostrato Isaac Newton, lo 
scienziato inglese che in un giorno del 1672 osservò un raggio di luce che penetrava 
da un piccolo foro in una camera oscurata. 
Il raggio di sole colpiva un prisma di cristallo: lo scienziato osservò che dalla parte 
opposta il raggio usciva trasformato in un ventaglio di bellissimi colori, gli stessi 
dell’arcobaleno la figura 43. 
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(Fig. 43)La dispersione della luce: se un raggio di luce bianca arriva sulla prima faccia del 
prisma con un certo angolo di incidenza, i singoli colori sono visibili separatamente. 
 
Per praticità e riferendosi alla scala delle note musicali, che sono sette componenti di 
colori fondamentali: rosso, arancio, giallo, blu, indaco, violetto (figura. 44) 
 (Fig.  44) 
 
 
Lo spettro solare 
La scienza afferma che la luce si propaga sotto forma di onde: come tutte le onde 
elettromagnetiche, anche quelle luminose hanno una lunghezza. Le differenze di 
colore tra i vari raggi luminosi dipendono in realtà delle loro lunghezze d’onda si 
vede la figura 45. 
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(Fig. 45)Il pomodoro ci appare rosso perché l’occhio 





Lo spettro solare non è altro che una piccola magnetiche che attraversano lo spazio 
(figura 46).  




(Fig. 46)Schema dello spettro solare con le sue gradazioni intermedie. 
 
Colori caldi e colori freddi 
 Il cerchio dei colori viene diviso in colori primari : giallo, rosso, blu, con i quali si 
possono ottenere tutti gli altri colori. Il sistema più recente nella creazione di un 
ordine di colori più vicino al nostro modo di vedere il colore è il sistema Din, cui 
fanno riferimento i produttori. Si chiamano colori caldi quelli che vanno dal rosso al 
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giallo; colori freddi le gradazioni dal blu al verde. Vi sono dei punti intermedi in cui 




(Fig.47) Il cerchio cromatico. 
 
 
 Le gradazioni cromatiche del cerchio dei 
colori hanno dei passaggi dalla massima intensità verso la luce, verso il tono più 
chiaro e verso la massima oscurità (figura 48). 
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I colori complementari 
 Sono colori opposti: si controbilanciano e intensificano a vicenda. Sono uno freddo 
e uno caldo; uno primario e uno composto (figura 49) 
a = il giallo (primario) è complementare del viola (composto); 
b = il rosso (primario) è complementare del verde (composto); 
c = il blu (primario) è complementare dell’arancio (composto). 
 
Fig. 49 Colori caldi e colori freddi dal chiaro allo scuro. 
Caratteristiche del colore 
Nessun colore può essere considerato un valore assoluto: in fatti i colori si 
influenzano a vicenda,  se accostati. La figura sotto (figura.50) mostra 
un’applicazione di come i colori abbiano un diverso risalto a seconda del contesto in 
cui si trovano. 1 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	   Maria Carla Prette, Alfonso de Giorgis, Arte Come Capirla,Giunti Gruppo Editoriale, Firenze, 
2001,pp.128-134. 	  





Robert Indiana, Numeri da 0 a 9 (particolare), 







Il colore è ormai una caratteristica costante nel campo della comunicazione visiva 
degli ultimi due decenni, come lo è testimoniato da riviste e perfino quotidiani che 
ricorrono regolarmente ai vantaggi della quadricromia. 1 Il colore viene riprodotto 
utilizzando i tre colori di processo, ciano, Magenta e giallo, in genere con incrementi 
del 10%. Dalla combinazione di ciascun colore con uno degli altri due o con entrambi 
si ottengono tutte le variazioni visualizzate nella (figura 51). I tre colori di processo 
consentono di creare 1000 tinte ed è possibile ottenerne altre 300 combinando un 
unico colore con il nero (figura 52). 
 
Le tre mappe visualizzate mostrano le 100 variazioni di colore disponibili utilizzando 
un unico colore di combinazione con il nero.  Le altre 11 mappe indicano mescolanze 
di Magenta e ciano in combinazione con percentuali variabili di giallo.  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Ambrose, Gavin e Paul Harris, Fondamenti di Grafica Logos, Modena. Italia, 2006, pp58-61 
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(Fig. 51) I diagramma a colori offrono una visione chiara delle reali possibilità della 
quadricromia. 1 
 




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, p .159. 
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Capire il colore 
L’occhio contiene tre diversi tipi di ricettori, ciascuno sensibile a un diverso colore 
primario della luce. Rosso, verde e blu, chiamati colori primari additivi perché 
sommati l’uno all’altro producono la luce bianco (figura 53). 1 
 
(Fig.53) Colori primari additivi. 
La luce bianca si forma dalla combinazione di rosso, 
verde e blu, i colori primari additivi, così chiamati 
perché la loro somma produce appunto la luce bianca. 
L’unione di due soli colori additivi produce uno dei 
colori primari sottrattivi, come mostrato 
quest’illustrazione. La quadricromia standard utilizza 
inchiostri ciano, Magenta, giallo e nero poiché può riprodurre quasi tutti i colori 
(figura 54).  
 
(Fig. 54) Colori primari sottrattivi. 
I colori primari sottrattivi funzionano nello stesso 
modo, ma secondo un processo inverso, essi 
sottraggono luce fino a generare il nero. La somma di 
due colori sottrattivi produce un colore primario 
additivo, la somma di tutti i colori sottrattivi produce 
appunto il nero o l’assenza totale di luce. 
 
Il colore è composto da diverse lunghezze d’onda della luce, il che significa che le 
possibili variazioni sono infinite. I computer possono produrne oltre 16 milioni e 
l’occhio umano ne può distinguere anche di più. 2 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem p. 162 
2 ibidem. P .166 
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Controllare il colore 
 Il colore è composto da luce rossa, verde e blu a diversi livelli di tonalità, 
saturazione e luminosità ( HSB, Hue, Saturation, Brightness).  
Tonalità è sinonimo di colore (rosso, verde e blu sono tinte diverse), la saturazione o 
aromaticità indica la purezza del colore e la luminosità si riferisce alla brillantezza, 
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Il colore come sfondo dello schermo. 
 
(Fig.56)  
È importante scegliere lo sfondo dello schermo con cura; perché lo schermo è la parte 
più grande del colore in generale. Il colore dello sfondo dello schermo non è soltanto 
uno perché lo accompagna con i tipi, simboli, le foto ….ecc. Quando  scegli uno 
spazio del colore sullo schermo deve applicare le regole come: tonalità, saturazione, 
luminosità ( HSB, Hue, Saturation, Brightness) e i colori degli altri elementi, per 
esempio: i gradi dei colori dal giallo al rosso rappresentano l’aumento del calore i 
colori caldi come sfondo per lo schermo 
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agitano i battiti del cuore ma il colore blu prende l’agitazione opposta. Il bianco 
aumenta il comprendere, ma lo spettatore si sente stanco perciò; è necessario capire 
come deve fare il disegnatore il disegno dello sfondo dello schermo creativo. 1 
 
(Fig. 57) I Colori complementare contrasto. 
 
 
Questi esempi mostrano i colori 
complementare per i colori primari (rosso, 
verde e blu), ma i tipi che usano i colori 










Sé sarebbe usato sfondo dello schermo combinata di colori luminosità uguale; il testo 
sarà leggerlo difficilmente (figura 58) 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Veruschka Gotz. Colore & type for the screen roto Vision SA, Swizerland, 1998, pp. 74, 75 
2	  ibidem  p. 39 
















(Fig.58) Composto dello sfondo e  tipi hanno luminosità dei colori uguale 
 
Per creare i colori attraenti; sarebbe usato contrasto dei colori con altri i colori 
miscela. Per esempio, i colori freddi o caldi possono essere miscuglio insieme. Il 
migliore metodo  per miscuglio dei colori è  comprato il colore profondo con il colore 
chiaro (figura 59). 
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 (Fig.59) I Colori combinata dai colori caldi e colori freddi. 
 
 
La base principale sé la lettera è piccola e magro; appare sicuro, e quando la lettera 
sarebbe grande ed evidente sarebbe chiaro. 1 
La relazione fra il colore della lettera e sua sfonda è influenza per specificazione di 
tinta, valore, intensità e degradi del colore di ogni colore (figura.60-61 ). 2 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  ibidem , p.50 
2 Rob Carter & altri, Working wth type exhibions,  Rotovision, Switzerland, 200, pp. 32-33 















	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Andy Ellison, digital type. Laurence King publishing London, 2006, p. 130 
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Il tipo e il colore 
 Quando pensi al tipo, che i colori vengono in mente? Il nero tipo sulla carta bianca, 
vero? Nero tipo contro sfondo chiaro è facilmente combinazione per leggere. Quando 
usa il colore buono può aggiungere il fuoco e energia per sua messaggio. 
 
Perché usiamo il colore?    
 Il colore e tipografia lavorano insieme in molte direzioni. Il colore può fare 
attenzione attratta all’elemento, aiuta di accentuare, contrasto e contenuto 
l’organizzare, impatto di rinforzare e riconoscimento, creare mood, fortificare 
un’identità e assistenza di leggibile. Colore e tipo dinamicamente interagire nei loghi, 
design prodotto, movie e titoli video e CDs e posteri. Il colore può essere criticato in 
forte costruzione d’identità comunitaria e marchio prodotto. 
 L’internet ha sommato altra nuova dimensione per usare il colore e tipografia. Siti 
Web mirano attratto sua rapida attenzione e la salva com’è lungo possibile, e il colore 
è elemento forte per raggiungere questo un’esempio la figura 62.    
 
  (fig 62) 
 
 
Succedere con il colore.  
 Quando pensavi al colore come accessorio per il base ‘wordrobe’, qualche cosa per 
aumentare gia forte fondazione. Molti designer realmente design in nero e bianco 
primo, dopo il colore come un passo separano. 
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 Leggibile deve essere il suo primario considerando quando il combinare del tipo e 
il colore. Il contrasto è la chiave: il mantenere alta degradi del contrasto fra il tipo e i 
colori dello sfondo aiutano a salvare leggibile del tipo, mentre il ridotto del contrasto 
può ridurre agio di leggere. 
 Ci sono considerazioni tecniche per considerare quando scegliere il colore per il 
Web. Macs e PCs il colore del display differenza , e perciò fa variazione nei tipi dei 
monitori. Per essere certamente sua audience  vede che intende, stick per 216 colori 
web giaciglio sicuro. in questi giorni, altrimenti, il web giaciglio sicuro è perso 
sfondo. Molti designer non vogliono essere limitati per 216 colori, specialmente fra 
nuovi sistemi può display alzato di un milione.  
     
(Fig.63)usare del colore simbolico rinforza del messaggio. 
 
- Non fa il tipo con tinta che ha  colpo leggero.  
- Non si fa abbandonare o rovesciare un tipo che ha ogni colpo leggero. 
- Non set lungo equivale testo in colorato, tenti, o sfondi neri.  
- Fa considerare come in che colore web può appare sul monitore. 
- Mantenga il contrasto alto per ottimale leggibile in ogni media. 1 
 
 
I Colori Web 
 Per chi ha familiarità con la grafica per l’editoria, l’ambiente Web offre nuovi 
concetti e regole per impiegare i colori. In generale il Web designer deve pensare al 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.fonts.com/AboutFonts/Articles/FineTypography/TypeAnd Color.htm 
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colore da un punto di vista tecnico: le tradizionali regole basate sui colori CMYK e 
PANTONE non sono applicabili. 
La maggior parte dei monitor odierni è in grado di visualizzare milioni di colori 
mescolando luce rossa, verde e blu, esattamente come un televisore. La luce 
visualizzata è ‘di trasmissione’ (proiettata dallo schermo) e non riflessa, come nei 
colori CMYK stampati su una pagina. I browser hanno un proprio sistema di resa dei 
colori, che può talvolta alterarli in maniera imprevedibile su monitor configurati per 
256 colori. I colori che in una pagina Web non sono parte di grafica (ad esempio 
immagini o sfondi) sono specificatamente identificati nel codice HTML, che impone 
alcune restrizioni sul loro impiego. Per concludere, 
 
Windows e Macintosh dispongono di palette di sistema (un gruppo di 256 colori RGB 
utilizzati per l’interfaccia grafica del sistema operativo) piuttosto differenti. La paletta 
di sistema Macintosh è in fatti più vicina a quella impiegata dai browser, il che 
costituisce un vantaggio di non poco conto per i Web designer. 
 
 Ciò che può risolvere questa confusione in un gruppo RGB è l’utilizzo di una 
paletta Web. Questo consiste in un gruppo di 216 colori presenti sia nella paletta 
Macintosh sia nella palette Windows e che ogni browser è in grado di rendere 
accuratamente. Se il grafico impiega la paletta Web, la consistenza sulle due 
piattaforme è assicurata. 
 
Quando si salvano immagini nel formato GIF o PNG-8 viene utilizzata la modalità 
Colore Indicizzato che, essendo limitata a una combinazione di non più di 256 colori, 
può utilizzare una di queste palette ridotte. È comunque importante sottolineare che 
molti (se non la maggior parte) dei computer odierni sono in grado di visualizzare 
colori a 16-bit o più, cosa che permette ai browser di visualizzare uno spettro molto 
più ampio e rendere virtualmente inutile limitarsi ai colori della paletta Web.  1 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  Bob Gordon e Maggie Gordon, Grafica Digitale, logos, Modena, 2002, p 148 
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(Fig. 64)Web color theory di Mundi Design, una delle innumerevoli risorse disponibili, che aiuta i 
grafici a comprendere la natura talvolta confusa dei colori dello schermo. La risorsa on-line 
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Il quarto capitolo 
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NeXT 
La nascità di NeXT. 
La NeXT Computer, Inc era una azienda Americana di computer è stata fondata nel 
1985 da Steve Jobs. Jobs è stato raggiunto da ex dipendenti Apple Bud Tribble, 
George Crow, pagina Rich, Susan Barnes, Susan Kare, e Dan'l Lewin e chiamato la 
sua nuova società Successivamente, Inc. L'obiettivo della società era di creare una 
nuova rivoluzione del campo dell'informatica. Nel 1986, Jobs ha reclutato al famoso 
graphic designer Paul Rand per creare una identità di marca costa 100.000 dollari.  
Rand ha creato 100 pagine di opuscolo che descrive il marchio, tra cui l'angolo 
preciso utilizzato per il logo (28 °) e un nuovo nome della società , NeXTSteve Jobs 
c'era già riuscito con la Apple, di cui era stato uno dei due fondatori, ed era convinto 
di potersi ripetere. Per realizzare il suo obiettivo i soci fondatori della NeXT 
passarono al vaglio le nuove tecnologie sviluppate dalle università e dalle aziende di 
informatica al fine di realizzare il miglior personal computer che fosse mai esistito. 
          Fig.1 
 
Lo sviluppo di NeXT. 
Prototype workstations hanno mostrato di standing ovation il 12 ottobre 1988. Le 
prime macchine sono state testate nel 1989, dopo di che NeXT iniziato a vendere un 
numero limitato di università con una versione beta del sistema operativo NeXTSTEP 
installato. Inizialmente la NeXT Computer è stata mirata a US istituti di istruzione 
superiore solo. Il Computer NeXT era basato sulla nuova 25 MHz Motorola 68030 
unità di elaborazione centrale (CPU). Il Motorola 88000 chip RISC originale è stato 
considerato, ma non era disponibile in quantità sufficienti.  E 'incluso tra 8 e 64 MB di 
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memoria ad accesso casuale (RAM), un MB 256 magneto-ottici (MO), un disco (40 
MB MB di swap-only), 330 MB, disco rigido o 660, 10Base-2 Ethernet, NuBus e una 
da 17 pollici del display in scala di grigi MegaPixel misura 1120 per 832 pixel. Nel 
1989 un tipico PC nuovo, Macintosh, Amiga o computer incluso pochi MB di RAM, 
una risoluzione di 640 × 480 16 colori o 320x240 4000-display a colori, dal 10 al 20 
megabyte disco rigido e funzionalità di rete pochi.  E 'stato anche il primo computer 
di spedire con un generico chip DSP (Motorola 56001) sulla scheda madre. Questo è 
stato utilizzato per sostenere la musica sofisticata e di elaborazione del suono, 
compreso il software Kit Musica. 
Il disco magneto-ottico che era prodotto da Canon è stato utilizzato come dispositivo 
primario di archiviazione di massa. Queste unità erano relativamente nuova per il 
mercato, e la successiva è stato il primo computer per usarli. Inoltre Erano più 
conveniente di hard disk. 
NeXT ha rilasciato la seconda generazione del workstations nel 1990. La nuova 
gamma comprendeva dei NeXT Computer revisione , rinominato NeXTcube, e la 
NeXTstation, soprannominato "the slab", che ha utilizzato un fattore di forma come  
"pizza box". Il disco magneto-ottico è stato sostituito con un disco floppy 2,88 MB 
per offrire agli utenti un modo per usare i loro dischi floppy. Tuttavia, i singoli 
dischetti 2,88 MB erano costosi e la tecnologia non soppiantare il floppy 1,44 MB. 
Rendendosi conto di ciò, NeXT utilizzato il CD-ROM, che divenne uno standard 
industriale per la memorizzazione. Color graphics erano disponibili sul   NeXTstation  
color e la NeXTdimension graphics processor hardware per la NeXTcube. I nuovi 
computer sono più economici e più veloci rispetto ai loro predecessori, con il nuovo 
processore Motorola 68040.Undo edits. Nel 1992, NeXT ha lanciato "Turbo" varianti 
del NeXTcube e NeXTstation con un 33 68040 MHz di processore e RAM di capacità 
massima aumentata a 128 MB. NeXT obiettivo a lungo termine era quello di migrare 
verso la  RISC (Reduced Instruction Set Computing), Il progetto è stato conosciuto 
come il NeXT RISC Workstation (NRW) 
Gli  applicazioni di NeXT. 
Diversi sviluppatori hanno utilizzato la piattaforma NeXT per scrivere programmi 
innovativi. Tim Berners-Lee ha utilizzato un computer NeXT nel 1991 per creare il 
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primo browser web e server web , di conseguenza, NeXT è stato determinante nello 
sviluppo del World Wide Web. Nei primi anni 1990 John Carmack ha utilizzato un 
NeXTcube per costruire due dei suoi giochi d'avanguardia, Wolfenstein 3D e Doom. 
Altri programmi commerciali sono stati rilasciati per i computer NeXT come the 
Lotus Improv spreadsheet e Mathematica. I sistemi inoltre fornito con una serie di 
piccole applicazioni integrate, come il Merriam-Webster Collegiate Dictionary, 
Oxford citazioni, le opere complete di William Shakespeare. 
   Fig. 2 
 
NeXT ha iniziato il porting del sistema operativo NeXTSTEP ai computer PC 
compatibile attraverso  il processore Intel 486 in 1992. Il sistema operativo è stato 
portato per l'architettura Intel a causa di un cambiamento nella strategia di business 
successivo. Con la fine del 1993 questa porta è stata completa e la versione 3.1, nota 
anche come NeXTSTEP 486, è stato rilasciato. Prima del rilascio di NeXTSTEP, 
Chrysler programmato di acquistare 3000 copie nel 1992. NeXTSTEP 3.x è stato 
successivamente portato su PA-RISC [40] e SPARC basati su piattaforme, per un 
totale di quattro versioni:. NeXTSTEP / NeXT (per 68k prossimo "scatole nere"), 
NeXTSTEP / Intel, NeXTSTEP / PA-RISC e NeXTSTEP / SPARC. Anche se queste 
porte non sono stati ampiamente utilizzati, NeXTSTEP ha guadagnato la popolarità 
presso istituzioni come First Chicago NBD, Società di Banca Svizzera, O'Connor and 
Company, e di altre organizzazioni .  
NeXT ha ritirato dal business hardware nel 1993 e la società è stata rinominata NeXT 
Software Inc e dopo NeXT ha negoziato per vendere il business hardware. CEO di 
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Sun Microsystems Scott McNealy ha annunciato l'intenzione d’investire $ 10 milioni 
nel 1993 e utilizzare il software di NeXT (OpenStep) nei sistemi Sun futuro. NeXT ha 
lavorato come partnership con Sun per creare OpenStep che era come il sistema 
operativa NeXTSTEP il kernel Mach-based. Dopo aver lasciato il business hardware, 
NeXT ha tornato a vendere un toolkit per funzionare su altri sistemi operativi, infatti  
la società  ritorno al business plan originale. I nuovi prodotti sono stati emesse a base 
di OpenStep  tra cui OpenStep Enterprise, una versione per Microsoft Windows NT. 
La società ha inoltre lanciato WebObjects, una piattaforma per la costruzione su larga 
scala di applicazioni web dinamiche. Molte grandi aziende tra cui Dell, Disney, 
WorldCom, e la BBC usato questo software WebObjects per un breve periodo di 
tempo. Nel giorno moderna, WebObjects è usato quasi esclusivamente per iTunes 
Store il potere di Apple e la maggior parte del suo sito web aziendale. Nel 1996 Apple 
ha acquisito  NeXT, lo scopo principale dell’ acquisizione  era  di NeXTSTEP come 
base per sostituire il data Mac OS invece di BeOS. Nei prossimi cinque anni 
successive il sistema operativo  NeXTSTEP è stato portato per PowerPC. Allo stessso 
tempo Era mantenuto l'esportazione di Intel e OpenStep Enterprise Toolkit del 
sistema operativo Windows. Dopo È stato nominato un codice per i sistemi operativi 
chiamato Rhapsody, mentre il toolkit per lo svilippo su tutte le piattaforme è stato 
chiamato “Yellow Box” invece per  per la compatibilità con le versioni precedent  
Apple ha aggiunto	  "blue box" al Macintosh, consentendo attuali applicazioni Mac per 
essere eseguito in un self-contained ambiente multitasking cooperativo. La versione 
del server della nuovo sistema operativo è stato rilasciato come Mac OS X Server 1.0 
nel 1999, la prima versione per comsumatori  Mac OS X 10.0, nel 2001. È il toolkit di  
OpenStep è stato rinominato (Cocoa). E il  Blue Box Rhapsody è stato rinominato 
l'ambiente Classic. Apple ha incluso una versione aggiornata del toolbox originale 
Macintosh che ha consentito attuali Mac all'accesso delle applicazioni per l'ambiente 
senza i vincoli di Blue Box chiamato Carbon. Alcune funzioni di NeXTSTEP di 
interfaccia sono stati utilizzati in Mac OS X, tra cui il Dock, menu Servizi, vista del 
Finder 'browser', e il sistema NSText testo. sono state conservate le capacità  di 
NeXTSTEP di processori indipendenti, in Mac OS X, portando a PowerPC e Intel 
versioni x86 (anche se solo versioni per PowerPC sono disponibili al pubblico prima 
del 2006). Apple si trasferisce a processori Intel entro l'agosto 2006. 
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  Fig. 3 
 
L’influenza sul settore informatico. 
Nonostante il limito successo commerciale  NeXT, l'azienda ha avuto un ampio 
impatto sul settore computer. Programmazione orientata agli oggetti e le interfacce 
grafiche è diventato più comune dopo il rilascio 1988 del NeXTcube e NeXTSTEP, 
quando altre aziende cominciarono ad emulare  NeXT object-oriented del sistema. 
Apple ha avviato il progetto Taligent nel 1989, con l'obiettivo di costruire un NeXT-
come sistema operativo per Macintosh, con la collaborazione di HP e IBM. Nel 1991 
Microsoft ha annunciato il progetto Cairo, la specifica Cairo incluso simili 
caratteristiche object-oriented di interfaccia per una versione consumer venuta di 
Windows NT. Anche se il progetto è stato infine abbandonato, alcuni elementi sono 
stati integrati in altri progetti. Nel 1994, Microsoft e NeXT erano collaborando su un 
computer Windows NT-porto di OpenStep;. Il porto, però, non è mai stato rilasciato 
WebObjects non è riuscito a raggiungere una vasta popolarità in parte a causa del 
prezzo iniziale di $ 50.000, ma rimane l'esempio primo e più importante precoce di un 
web application server che ha permesso la generazione di pagine dinamiche in base 
alle interazioni dell'utente a differenza di contenuto statico. WebObjects è ora in 
bundle con Mac OS X Server e Xcode.1 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://en.wikipedia.org/wiki/NeXT 
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per quanto riguard il prodotti di NeXT:   
NeXT Computer,  NeXTcube,   NeXTstation, NeXTdimension, NeXTSTEP, 
OPENSTEP, WebObjects 
Per il lato software si concentrarono principalmente su tre progetti: 
Il PostScript 
Il Microkernel Mach 
La programmazione orientata agli oggetti. 
Il postscript. 
PostScript è un linguaggio di descrizione di pagina interpretato particolarmente 
adatto alla descrizione di pagine ed immagini, sviluppato da Adobe Systems ed 
inizialmente usato come linguaggio per il controllo delle stampanti. 
Il Postscript va considerato come un vero e proprio linguaggio di programmazione. 
Lo scopo principale per cui venne ideato era lo sviluppo di uno strumento per 
descrivere pagine di testo e grafica in modo indipendente dalla risoluzione e dal 
dispositivo di visualizzazione. Grazie a questo linguaggio quindi è possibile trasferire 
da un computer ad un altro informazioni senza perdita di qualità. Un file postscript 
può quindi essere visualizzato o stampato alla massima risoluzione consentita su una 
qualsiasi piattaforma compatibile.1 
È stata rilascita  la prima versione del POSTSCRIPT nel 1984, nel  1991 ha introdotto 
la seconda versione con diversi miglioramenti come; il supporto per in- RIP,velocità, 
supporto per i fonti compositi. Nel 1997 è uscita la terza versione postscript3 come 
una migliore gestione dei colori e I nuovi filtri (che consentono in-programma di 
compressione / decompressione, chunking programma, e ha avanzato di gestione 
degli errori). Questo versione ha sostituito I sistemi di prestampa colore elettronico.2 
Il Microkernel Mach	  	  
 
è un kernel sviluppato dalla Carnegie Mellon University durante l'attività di ricerca 
sui sistemi operativi paralleli e distribuiti. È uno dei primi microkernel ed attualmente 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/PostScript 
2 http://en.wikipedia.org/wiki/PostScript 
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è anche il più famoso, infatti spesso viene utilizzato come campione di paragone con 
altri microkernel. 
Il progetto alla CMU si è sviluppato tra il 1985 e il 1994 ed è terminato con il Mach 
3.0. Molte aziende e università hanno continuato lo sviluppo del Mach, tra le quali 
l'Università dello Utah, che si è distinta con il progetto Mach 4. Allo stato attuale 
l'attività di ricerca intorno al kernel Mach è sostanzialmente terminata, anche se 
questo viene utilizzato da molti sviluppatori commerciali come Apple Inc. 
Successore del kernel Accent, nato anch'esso alla CMU, il Mach è stato sviluppato 
principalmente da Richard Rashid, che dal 1991 lavora presso la Microsoft ricoprendo 
posizioni dirigenziali nella divisione dedicata allo sviluppo, e da Avie Tevanian, che 
ha continuato lo sviluppo di Mach prima per la società NeXT e in seguito come Chief 
Software Technology Officer in Apple Computer.1 
La programmazione orientata agli oggetti. 
è un paradigma di programmazione che permette di definire oggetti software in grado 
di interagire gli uni con gli altri attraverso lo scambio di messaggi. È particolarmente 
adatta nei contesti in cui si possono definire delle relazioni di interdipendenza tra i 
concetti da modellare (contenimento, uso, specializzazione). Un ambito che più di 
altri riesce a sfruttare i vantaggi della programmazione ad oggetti è quello delle 
interfacce grafiche. 
Tra gli altri vantaggi della programmazione orientata agli oggetti: 
- fornisce un supporto naturale alla modellazione software degli oggetti del mondo 
reale o del modello astratto da riprodurre; 
- permette una più facile gestione e manutenzione di progetti di grandi dimensioni; 
- l'organizzazione del codice sotto forma di classi favorisce la modularità e il riuso del 
codice.2 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Kernel_Mach 
2 http://it.wikipedia.org/wiki/Programmazione_orientata_agli_oggetti 
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Photoshop. 
Photoshop è il re dei programmi di fotoritocco, è potente e flessibile ed è il partner 
ideale per la grafica; inoltre è ricco di una grande quantità di plug-in (effetti speciali), 
creati da software house indipendenti. Infine, è una scelta obbligata per chi non ha 
problemi.  
 
Fig. 4 interfaccia del photoshop 
 
La storia di photoshop. 
La storia iniziò nel Michigan (USA), con un professore universitario di nome Glenn 
Knoll. Glenn era un appassionato di fotografia e ha mantenuto una camera oscura 
nella cantina di famiglia. Era anche un appassionato di tecnologia, infatti era 
incuriosito dalla nascita del personal computer. I suoi due figli, Thomas (Tommaso) e 
John (Giovanni), ereditarono la natura curiosa del padre e la visione di una futura 
grandezza inziò con la loro esposizione alla camera oscura nella cantina di Glenn e 
con l'Apple II Plus che ha portato a casa per progetti di ricerca. La fotografia era un 
hobby per Thomas: ha imparato a fare sia il nero bianco sia le stampe a colori, come, 
ad esempio, il bilanciamento del colore e contrasto. John invece fu attratto dalla strana 
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scatola, conosciuta oggi come un personal computer che suo padre aveva portato a 
casa nel 1978, l’Apple ll Plus con 64k of RAM, ma nel 1984 John acquistò uno dei 
primi Mac. Anche Thomas, nel 1987, acquistò un Apple Macintosh Plus perché lo 
aiutasse con il suo lavoro PhD sul "trattamento di immagini digitali"; con suo grande 
disappunto però, il Mac non poteva esporre in scala di grigi le sue immagini. Per 
risolvere questo problema, Thomas scrisse una subroutine per simulare l'effetto di 
scala di grigi. Il lavoro di Thomas portò a più subroutine e pezzi di programmazione 
di immagini: questi bit di magia del computer catturarono l'attenzione di John durante 
una visita alla Industrial Light and Magic (ILM) di Marin in California, che è stata 
pagata dalla Ann Arbor University, poiché John vi lavorava. Il lavoro di Thomas 
aveva a che fare con un computer in grado di riconoscere un oggetto predefinito in 
una foto digitalizzata; l'elaborazione delle immagini è la base fondamentale di quel 
tipo di lavoro e Thomas scrisse una serie di strumenti di elaborazione delle immagini 
e, mostrando il suo lavoro a John, quest’ultimo fu colpito da quanto simile fosse a 
strumenti di elaborazione dell'immagine sulla Pixar (immagine del computer John 
aveva appena visto una demo grafica alla ILM). Vi erano un sacco di strumenti nella 
riga di comando shell, molto simili all'interfaccia di Unix linea C shell di comando 
della Pixar. Poco dopo, John e Thomas hanno tirato questi pezzi di codice insieme e 
Thomas costruì una fantastica applicazione, chiamata "Display". 
In seguito John cominciò a chiedere di più. E se il Display potesse salvare le 
immagini in un altro formato, cosìcche egli avrebbe potuto stamparle con un altro 
progamma? Usò lo schermo per aprire un paio di immagini che ottenne dal ILM 
dipartimento di computer grafica, ma queste apparivano molto scure sul suo schermo 
e improvvisamente ha avuto bisogno di strumenti di correzione del gamma. 
Questo ciclo di raffinatezza è durato per un paio di mesi e ha portato a una versione 
migliorata delle applicazioni, che è diventata "ImagePro" nel 1988. A questo punto 
John suggerì a Thomas che avrebbe dovuto trasformare “ImagePro” in 
un'applicazione commerciale. 
Nei primi mesi del 1988, Thomas decise di dare a sé stesso altri sei mesi per finire 
una versione beta di ImagePro e lasciare che John lo venda intorno a Silicon Valley. È 
interessante notare che molte delle aziende della Silicon Valley con cui John ha stretto 
rapporti, erano favorevoli all'idea del loro programma di manipolazione delle 
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immagini. Supermac rifiutò perché non aveva capito come ImagePro avrebbe potuto 
integrare con i loro prodotti già popolari, come PixelPaint. 
Ma una campagna, BarneyScan, ha mostrato un certo interesse. Hanno offerto di 
fascio (su una base a breve termine) ciò che ora è chiamato "Photoshop", con i loro 
scanner per diapositivi. Un totale di circa 200 copie di Photoshop è stato spedito con 
il loro scanner. 
Le icone delle applicazioni originali furono disegnate da John Knoll. 
Nel settembre del 1988, la fortuna dei fratelli Knoll cambiò. John presentò una demo 
al team creativo interno di Adobe ed essi hanno amato il prodotto. Un contratto di 
licenza è stato stretto poco dopo, e la versione 1.0 di Photoshop è stata spedita nel 




Il percorso storico delle sue  versioni 
1- nel 17 febbraio 1990 uscì una versione 1.0 con il sistema operativo Mac OS 
2- dal giugno 1991 al 1993 uscirono le versioni 2.0, 2.0.1,2.5, 2.5.1. 
3- dal settembre 1994 al novembre 1994 uscì una versione 3.0 per Mac OS e 
Windows; i cambiamenti in quella versione erano le palette dei colori ai tabs e I livelli 
(importantissimo upgrade) 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1file:///Volumes/Elements/u%20s%20b/collection%204%20chapter%203/Story%20Photograpy:%20Hi
story%20of%20Photoshop.webarchive 	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4- nel novembre 1996 è uscita una versione 4.0 per i due sistemi operativi mac e 
windows con altri aggiunte, come la regolazione livelli e i testi rieditabili, perché 
prima il testo veniva subito rasterizzato 
5- nel maggio 1998 è uscita una versione 5.0 e nel 1999, la 5.0.1. Il cambiamento era 
l’undo multiplo, cioè l’aggiunta della tavolozza “Storia” e  quella della gestione del 
colore; nel febbraio 1999 con versione 5.5 si aggiungevano l’integrazione del 
programma ImageReady (per la creazione di gif animate, rollover e altre elaborazioni 
legate al web), il filtro “Estrai” e le immagini vettoriali. 
6- nel settembre 2000 è uscita una versione 6.0 e nel marzo 2001 una versione 6.0.1 
con nuove aggiunte, come lo strumento “Pennello Correttivo”, il filtro “Fluidifica”, lo 
strumento “editing testi” sul posto, cioè direttamente sul livello nell'area di design 
invece che in finestre separate; inoltre si aggiunsero la gestione della memoria 
migliorata, lo strumento “contagocce” è stato ampliato e il “salva/esporta” è stato 
tracciato di ritaglio corretto 
7- la versione 7.0 è uscita nel marzo 2001 e 7.0.1 agosto 2002 con aggiunte come il 
testo completamente vettoriale, il pennello correttivo potenziato, il nuovo sistema di 
pittura Camera RAW 1.x (plugin opzionale) 
In seguito è uscita una versione chiamata “CS” nell’ottobre del 2003 con altri 
rinnovamenti come Camera RAW 2.x.  
Il comando “luci/ombre” (menu Immagine > Regolazioni) 
Il comando di corrispondenza del colore (menu Immagine > Regolazioni) che colui 
che riporta l’istogramma, in tempo reale, del riconoscimento e del blocco 
dell'importazione d’immagini di banconote. Nell’aprile 2005 è uscita CS2 con una 
camera RAW 3.x e con oggetti avanzati, come il comando “altera immagine” (menu 
Modifica > Trasforma), il comando “pennello correttivo” (menu Modifica > 
Trasforma), lo strumento “occhi rossi” (correzione della luce rossa dalle foto di 
occhi), il filtro “fuoco prospettico”, il nuovo filtro di contrasto: contrasta meglio, il 
fuoco prospettico, la gestione della memoria su sistemi a 64 bit (PowerPC G5 con 
Mac OS X 10.4) Il Supporto all'HDRI (High Dynamic Range Imaging) 
La nuova applicazione Adobe Bridge.  
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In seguito, nel dicembre 2006, è apparsa la versione CS3 con altre modificazioni, 
come la versione nativa per i computer Mac con i processori Intel e come l’interfaccia 
utente rinnovata e semplificata. Inoltre, hanno aggiunto il plug-in Camera Raw per 
l'editing sulle fotografie in formato raw, la migliorazione dell'integrazione con Adobe 
Bridge e gli altri software della Creative Suite, gli strumenti 3D compositing e texture 
editing, i filtri non distruttivi e infine, gli strumenti di misurazione 2D e 3D. Nel 
ottobre 2008 fecero altre modifiche alla versione CS4: la nuova interfaccia fu 
unificata con gli altri programmi della Creative Suite con un supporto per le schede; 
l’interfaccia ai livelli di regolazione più intuitivi e i filtri di Camera Raw sono 
diventate in grado di operare su specifiche aree dell'immagine; è stato rinnovato sia 
l’utilizzo della GPU per accelerare la visualizzazione e lo zoom delle immagini e 
l'anteprima dei filtri sia il ridimensionamento delle immagini in base al contenuto 
(Content-Aware Scaling o Seam Carving). 
Il completo supporto per oggetti 3D e pittura su di essi (Photoshop Extended), la 
versione a 64 bit venne rilasciata solo per Windows. Nel Maggio 2010 è uscita la 
versione CS5 con i suoi rinnovamenti, che diedero l’occasione di più eccellenza nel 
lavoro come le nuove funzionalità per selezionare il contorno, il riempimento in base 
al contenuto (Content-Aware Fill) HDR Pro e HDR Toning, lo strumento “alterazione 
marionetta” per la deformazione delle immagini, il pennello miscela colori e 
simulazione realistica pennelli secchi, umidi, bagnati, le estrusioni 3D semplificate 
con repoussé (Extended), la creazione veloce di ombre e di luci basate sull'immagine 
(Extended), la ricca libreria di materiali 3D (Extended), il editing del contenuto basato 
sul movimento (Extended), lo strumenti di analisi e misura delle immagini 
(Extended).  
Nel 21 marzo 2012 è uscita la versione CS6 1 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1file:///Volumes/Elements/u%20s%20b/collection%204%20chapter%203/20%20Years%20of%20Adobe%20Phot
oshop%20%7C%20Webdesigner%20Depot.webarchive 
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Queste alcune barre degli strumenti delle versioni del Photoshop Fig. 6 
 
Quale sono le utilizzazioni di Photoshop ? 
Photoshop è un programma utilizzato per creare diversi disegni, come la pubblicità, le 
illustrazioni artistiche, attraverso l'integrazione d’immagini, testi e altri elementi. 
Migliorare le fotografie, regolando i colori e l’illuminazione, o varianza, è anche 
utilizzata per sviluppare i file RAW e produrne immagini. La realizzazione d’illusioni 
ottiche sulle immagini e disegni, sia in campo pubblicitario sia in quello artistico 
possono creare e modificare immagini da usare come oggetti tridimensionali in 
tridimensionali software o immagini in 3D utilizzate per la lavorazione della 
produzione video. Inoltre, è possibile progettare il sito web in cui il programma degli 
strumenti chiave è nelle fasi di pubblicazione più stampa come libri e riviste. 
Photoshop usa diversi tipi di colore e modelli: RGB, Lab, CMYK, graryscala, binary 
bitmap e duotone. Inoltre ha la capacità di leggere e scrivere i formati d’immagine 
Raster e vettoriali, come EPS,PNG,GIF e JPEG. Photoshop ha anche legami con altri 
software Adobe per i media di editing, di animazione e di creazione. 
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Lo PSD è il formato nativo di Photoshop: memorizza un’immagine con il supporto 
per la maggior parte delle opzioni di imaging disponibili in Photoshop. Il formato 
PSD è ampiamente utilizzato, ed è sostenuto in parte dalla maggior parte dei software 
concorrenti. I formati di file PSD possono essere esportati da e per Adobe Illustrator, 
Adobe Premiere Pro e After Effects, per rendere professionali DVD standard e di 
fornire l'editing non lineare e gli effetti speciali, come sfondi, texture, e così via, per 
la televisione, i film, e il Web. Photoshop consente anche la creazione, la costituzione 
e la manipolazione di grafica vettoriale attraverso i suoi percorsi. 
 
La famiglia di prodotti Photoshop. 
La famiglia di prodotti Adobe Photoshop rappresenta l'ambiente più innovativo per 
ottimizzare al massimo le immagini digitali, trasformarle in base alla propria 
creatività e presentarle in modi straordinari.  
Adobe Photoshop CS5: 
Grazie ad avanzati strumenti fotografici e funzionalità innovative, potremo realizzare 
sofisticate selezioni delle immagini, effetti pittorici realistici e ritocchi intelligenti. 
Photoshop CS5 Extended:  
Con questa soluzione avremo a disposizione tutte le funzionalità di elaborazione e 
composizione di Photoshop CS5, oltre a strumenti innovativi per la creazione di 
contenuti animati e 3D. 
 Photoshop Lightroom 3 
Utilizziamo la soluzione essenziale per la fotografia digitale per creare, gestire e 
visualizzare immagini straordinarie in tempi rapidissimi. 
NEW Photoshop Elements 10 
Trasformate i nostri ricordi in foto sensazionali da conservare per sempre. 
NEW Photoshop Elements 10 & Adobe Premiere Elements 10 
Diamo vita alle nostre raccolte di foto e video, immortalando i momenti più belli in 
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accattivanti filmati amatoriali e creazioni fotografiche. 1 
Per quanto riguarda le funzionalità del Photoshop  CS5 abbiamo: 
Le funzionalità principali 
• Facile accesso alle funzionalità di elaborazione principali  
Visualizzate solo gli strumenti necessari, al momento giusto, durante la 
consuete attività di editing. I pannelli “regolazioni” e “maschere” vi assistono 
nell'esecuzione di correzioni e mascherature precise. 
                     Fig. 7 
 
• Eccezionali strumenti creativi 
Ottenete effetti pittorici realistici mischiando i colori sul quadro e creati tocchi 
di pennelli naturali. Unite più esposizioni in sensazionali immagini HDR 
(High Dynamic Range). Spostate, rimuovete, alterate o estendete ogni 
elemento dell'immagine. 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  http://www.adobe.com/it/products/photoshopfamily.html 
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2  Fig. 8 
 
• Fotografia all'avanguardia 
Unite facilmente più esposizioni per estendere la gamma dinamica con 
maggior efficacia, precisione e fedeltà rispetto al passato. Sfruttate le nuove 
modalità di conversione in bianco e nero e utilizzate gli strumenti “Scherma”, 
“Brucia” e “Spugna”, che mantengono intatti i dettagli di colore e tonalità in 
maniera intelligente.  
             Fig. 9 
 
• Elaborazione d’immagini RAW leader di settore. 
Ottenete eccellenti risultati nella conversione d’immagini RAW con il plug-in 
Camera Raw 6 che supporta oltre 275 modelli di fotocamera, abbinato a 
funzionalità di editing non distruttivo che consentono di sperimentare senza 
danneggiare le foto originali. 
• Strumenti di composizione automatizzati.  
Create facilmente un'unica immagine da una serie di scatti con punti focali 
diversi fondendo perfettamente colori e ombreggiature, ed estendendo la 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 http://graficare.blogspot.it/2007_07_01_archive.html 
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profondità di campo sfrutta inoltre l'allineamento preciso e automatico dei 
livelli. 
• Integrazione con Adobe Photoshop Lightroom  
Sfruttate la perfetta integrazione con Adobe Photoshop Lightroom 
(acquistabile separatamente), che consente di spostare facilmente i file da 
Lightroom a Photoshop CS5 per creare immagini HDR, immagini 
panoramiche e documenti Photoshop a più livelli.  
                   Fig. 10 
 
• Gestione efficiente delle risorse  
Gestite le nostre risorse a livello visivo con Adobe Bridge CS5. Utilizzate la 
ridenominazione in batch, ora più flessibile, e la possibilità di accedere ai file 
in nostro lavoro tramite il pannello personalizzabile Adobe Mini Bridge. 
                        Fig. 11 
 
• Le Opzioni di stampa avanzate   
Realizzate stampe eccezionali in tempi più brevi tramite l'automazione, lo 
scripting e una finestra di dialogo di stampa in cui è più facile navigare. 
• Ampio supporto di formati di file  
Importate ed esportate i vostri progetti in centinaia di formati di , tra cui PSD, 
AI, PDF, NEF, CRW, TIFF, BMP, Cineon, JPEG, JPEG2000, FXG, 
OpenEXR, PNG e Targa, e formati video quali 3G, FLC, MOV, AVI, DV 
Stream, Image Sequence, MPEG-4 e FLV.  
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       Fig. 12 
 
• Scalabilità. 
Personalizzate Photoshop ampliandone le funzionalità tramite i pannelli 
personalizzati creati dagli sviluppatori per eseguire attività specifiche, i plug-
in e le risorse di terze parti di Adobe Photoshop Marketplace e i trucchi e 
suggerimenti targati Adobe Community Help. 1 
 
La novità nel versione CS5 sono: 
 
• Selezioni complesse in tutta semplicità 
Selezionate porzioni specifiche di un'immagine in pochi passaggi. 
Selezionate facilmente elementi complessi delle immagini, ad esempio i 
capelli; eliminate il colore dello sfondo intorno ai contorni della selezione, 
modificate automaticamente i bordi di selezione e perfezionate le 
maschere utilizzando i nuovi strumenti di regolazione. 
    
     Fig. 13 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1http://www.adobe.com/it/products/photoshop/features._sl_id-
contentfilter_sl_featuredisplaytypes_sl_top.html 
	   157	  
• La Opzione di riempimento in base al contenuto. 
Rimuovete qualsiasi oggetto o dettaglio dell'immagine e osservate mentre la 
funzione di riempimento in base al contenuto colma magicamente lo spazio 
vuoto. Questa tecnologia innovativa corregge la luminosità, la tonalità e gli 
elementi di disturbo, facendo sì che il contenuto rimosso sembri non essere 
mai esistito. (Si vede nelle figure precedenti) 
Fig.14a                                                                                                                           
  Fig . 14b 
 
• Mini Bridge. 
Visualizzate con facilità tutte le vostre risorse grafiche direttamente in 
Photoshop CS5 con il pannello personalizzabile Adobe Mini Bridge. 
Individuare e aprire le immagini non è mai stato così pratico e veloce. Da Mini 
Bridge avete accesso a nuove funzionalità di Photoshop, tra cui l'opzione 
Unisci come HDR Pro. 
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   Fig.15 1 
 
•            Elaborazione d’immagini HDR di qualità superiore. 
Creare immagini HDR o foto realistiche o surreali utilizzando funzionalità 
impareggiabili in termini di velocità e precisione si ottiene risultati ancora 
migliori grazie alla rimozione automatica di testo fantasma e ad un maggior 
controllo della mappatura della tonalità e delle regolazioni, e conferite 
l'aspetto di immagini HDR alle foto con esposizione singola. 2 
 
 
1-photorealistic, 2- Monochromatico,  3-Surrealistic low contrast,  4-Surrealistic high contrast. 
Fig.16 3 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Adobe Photoshop CS5 for Photographers, Martin Evening, 2010 Focal Press Elservier 
2http://www.adobe.com/it/products/photoshop/features._sl_id-
contentfilter_sl_featuredisplaytypes_sl_new.html 
3 photoshop CS5,essential skills, Mark Galer, Philip Andrews, 2010 ,Focal press Elsevier. 
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• Effetti pittorici straordinari. 
Trasformate con semplicità una fotografia in un dipinto o create effetti artistici 
esclusivi con il Pennello miscela colori, che consentono di fondere i colori sul quadro, 
e con l'opzione Punta setole, che permette di creare tratti di pennello naturalistici e 
dotati di texture. 
 
 
 	   	  
 
 
       
 
 Fig. 17 
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• Gestione semplificata dell'interfaccia utente. 
Utilizzate lo strumento comprimibile Commutatore area di lavoro per esplorare e 
scegliere velocemente le configurazioni preferite dell'interfaccia utente. 
     
1    Fig. 18 
 
• Elaborazione di immagini RAW all'avanguardia. 
Utilizzate il plug-in Camera Raw 6 di Adobe Photoshop per rimuovere in modo non 
distruttivo i disturbi nelle immagini preservando colori e dettagli, aggiungere 
granulosità per conferire un aspetto più organico alle foto, esercitate un maggior 
controllo durante l'esecuzione delle vignettature post-ritaglio e altro ancora. 
  Fig. 19 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Photoshop CS5: The Missing Manual, Di Lesa Snider, 2010, O’reilly, Canada 
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• Alterazione marionetta 
Riposizionate con precisione qualsiasi elemento di un'immagine per creare una foto 
ancora più accattivante. Ad esempio, raddrizzate facilmente un braccio piegato in un 
angolo scomodo. Ebbene, l’alterazione marionetta può essere usata per lievi 
modifiche praticamente da tutti che usano la Photoshop. 
   Fig. 20 
• Conversione in bianco e nero 
Esplorate la gamma illimitata di versioni in bianco e nero. Utilizzate l'azione Lab in 
bianco e nero integrata per convertire le immagini a colori in modo interattivo, create 
accattivanti immagini HDR in bianco e nero in modo più semplice e veloce, e 
sperimentate le numerose impostazioni predefinite. 1 
  Fig. 21 
• Estrusioni 3D con il comando Tecnica repoussé 
Creati loghi e grafici 3D accattivanti da qualsiasi livello di testo, selezione, tracciato o 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1http://www.adobe.com/it/products/photoshop/features._sl_id-
contentfilter_sl_featuredisplaytypes_sl_new.html 
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maschera di livello con la tecnologia Adobe Repoussé è possibile torcere, ruotare, 




La superficie del modello può essere facilmente modificata modificando l'impostazione materiali. 1-B 
rushed Metal, 2-Chrome, 3- Frosted Glass and, 4- Glassy Plastic. Fig. 23  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.adobe.com/it/products/photoshopextended.html 
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Clipping Groups in Photoshop 
 
Fig. 24 
1- Genera il tuo testo, poi fa doppio scatto su Backgraound layer in layer pallete e fa nome per layer. Fa 
scattare e draga per muovere layer sopra palette che sopra tipografia. 
2- Fai scattare Alt Key e muovi il tuo Cursor su linea che separa l’immagine da tipo layer.  
3- Fa coppia l’immagine layer da dragala nella pagina icon in layers palette o da selezionare Duplicate 
layer in layer menu. Draga layer sotto type layer. Da aggiustamento layer Options di immagini sopra 
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text 3D con Photoshop 
1 Fig. 25 
 
La figura 26 mostra un esempio che è stato fatto  da me con il Photoshop CS5 
  Fig. 26 questa figura è un esempio di 
lavoro che ho fatto sul Photoshop 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.sastgroup.com/tutorials/creare-un-testo-3d-con-photoshop- 
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Adobe Illustrator 
Adobe illustrator è il programma standard per la creazione d’illustrazioni destinate 
alla stampa, ai prodotti multimediali e alla grafica in linea. Adobe illustrator ci offre 
tutti gli strumenti necessari per ottenere risultati di elevata qualità professionale.1 Il 
programma permette di costruire immagini vettoriali attraverso forme geometriche o 
attraverso degli strumenti di tracciatura. La prima versione venne sviluppata nel 
1986.2	  
Lavorare con Illustrator. 
Ci sono molti degli strumenti dell’illustrator sono proprio identici agli strumenti del 
Photoshop o perlomeno si assomigliano. 
 
Fig. 27  l’interfaccia l’area di lavoro  
Nella figura viene mostrata l’area di lavoro, la finestra degli strumenti e alcune delle 
palette principali di Illustrator. Come ci possiamo vedere nell’area di lavoro vera e 
propria, cioè quella in cui si disegna, sono distinguibili diverse parti: in alto si trova il 
titolo dell’immagine e la percentuale di zoom che può essere modificata in diversi 
modi, per esempio inserendo nell’apposito campo in basso a sinistra il valore 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 adobe illustrator cs3 classroom in a book, 2007, mondadori, milano p 1 
2 http://it.wikipedia.org/wiki/Adobe_Illustrator 
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desiderato. L’area in cui si disegna è suddivisa in diversi parti, in pratica tanti 
rettangoli contenuti l’uno nell’altro: quello più interno, delimitato dalle linee  
tratteggiate più interne, rappresenta l’area stampabile dalla stampante correntemente 
selezionata. Le linee intere delimitano la tavola da disegno che rappresenta l’intera 
area contenente i disegni stampabili. All’esterno di questa c’è un’ulteriore zona, detta 
tavola di montaggio che potete considerare come un tavolo virtuale dove creare e 
modificare i nostri oggetti prima di portarli sulla tavola da disegno. Sopra la finestra 
di disegno, c’è la barra dei menu in cui troviamo i filtri che sono alcuni anche identici 
a quelli di Photoshop1  
Mostriamo alcuni esempi delle funzionalità di alcuni strumenti dell’Illustrator:  
- Creare gli effetti dei caratteri digitali. 
Tipo su curva e circolare 
   1- Per produrre un testo su curva in Ilusstrator usa Pen Tool per generare Paths che 
può essere manipolato. 
 
2- Fa scattare e trascina per usare Tool per creare 
Anchor points e Handels in direzione che vuole la 
curva muvoe. 
 
3- Fa scattare e aspetta il Type Tool per rivelare altri 




4- segna questo testo, fa scattare on Path poi scrivi 
tua copia.  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Maurizio Mattioli, progettare e sviluppare siti Web, APOGEO, 2009, Milano, 
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5- Per mettere il testo su cerchio, prima, creare il cerchio usa Ellips Tool. Scatta Shift 
Key quando trascini la forma per fare un perfetto cerchio. Allora, completa, ancora 
usa Path Type Tool per mettere il testo sulla forma (curva.)  
Effetto Gradiente 
 Fig. 29 
Gradiente effetto, anche in programma Photoshop, può fare questo effetto anche nel programma 
Illustrator. 
Effetto Blending  
 Fig. 30 
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1- Seleziona blend tool da toolbox. 
2- Fa doppio scatto su tool per allevare Blend options (opzioni) dialog Box. Qui, puoi 
controllare il numero di specificato dei passi fra tua scelta di forme e orientamento. 
3- Allora, quando queste forme possono essere mosse e separate da quelle originali, 
seleziona ogni pezzo di testo. Fa scattare volta con Blend tool sul primo pezzo del 
teso poi fa scattare ancora su secondo pezzo. Il programma sarà aggiunto di forme 
intermediatemene fra i font. 
4- Allora che, queste forme possono essere mosse e separare dall’originale, seleziona 
Expand da Object men. Questo farà scappare via le forme da loro gruppi e trattarli 
come outline forme.  
5- Seleziona ordine Ungroup da Object menu per muovere le forme.   
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1- fare clic sulla griglia prospettiva del pannello strumenti. 
2- Per selezionare il piano griglia attiva, clic su plane nel cubo( destra,sinistra, 
orizzontale) nel plane switching widget. Fare clic sulla zona esterna del cubo 
per selezionare nessun plane. 
3- Per regolare la griglia prospettiva, trasciamo I controlli a sinistra  o a destra 
sulla griglia per una delle segunti:  
 Ground Level:  Spostiamo la grilla in prospettiva 
Vanishing Points:  Regolare la prospettiva dentro o fuori.1  
              
Fig. 32                                                                  Fig. 33 
Con l’ultima versione di Illustrator è possibile progettare con facilità grafica 
sofisticata e gestire file complessi e di grandi dimensioni. Grazie alle nuove opzioni 
creative, rende più intuitive e semplici le operazioni notoriamente più difficili.  
Delle novità per il design e la progettazione web nell’utima versione CS5:  
Creazione di pattern: con facilità vettoriali affiancati senza soluzione di continuità. 
Lavorate direttamente sulla tavola da disegno, visualizzando il pattern in anteprima, 
mentre sperimentate liberamente con numerose opzioni per la suddivisione in 
porzioni e ottimizzate in modo intuitivo il nostro disegno. È possibile modificare i 
pattern in qualsiasi momento per la massima flessibilità creativa. 
Nuovo ricalco delle immagini; Convertite immagini rasterizzate in vettori 
modificabili, grazie al nuovissimo motore di ricalco. È possibile ottenere linee nitide, 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Di Steve Johnson, Perspection Inc, adobe illustrator Cs5 on demand, 2010, Que 
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adattamenti accurati e risultati affidabili senza ricorrere a controlli complessi. 
Miglioramento del Controllo sfocatura. La velocità di applicazione del Controllo 
sfocatura e degli effetti, quali ombre esterne e bagliori, è notevolmente migliorata. Per 
una maggiore precisione. visualizzate un’anteprima direttamente sulla tavola da 
1disegno, anziché in una finestra di dialogo. 
Miglioramenti del pannello Colore. Eseguite il campionamento dei colori in modo 
più rapido e preciso, utilizzando uno spettro cromatico espandibile nel pannello 
Colore. Ora, inoltre, è possibile copiare e incollare più velocemente i valori 
esadecimali in altre applicazioni. 
Miglioramenti del pannello Testo. Utilizzate i tasti freccia per modificare 
contestualmente i font nel testo selezionato. glifi per capilettera, apici e altri elementi 
sono accessibili da un’unica posizione, ovvero il pannello “carattere”. 
Miglioramenti del Pannello di controllo, Miglioramenti del pannello “trasforma 
simboli” 
 Create simboli con l'avanzata scala a 9 proporzioni e il controllo del punto di registro. 
È possibile utilizzare i livelli per creare simboli particolarmente complessi, che sono 
ripetibili per mantenere file di dimensioni ridotte.  
Tavole da disegno multiple per il web e i contenuti interattivi; definite fino a 100 aree 
di lavoro in un unico file. Incollate gli oggetti nelle tavole da disegno e replicate gli 
elementi grafici su più pagine web, schermi o cornici. 
 
Stili grafici ottimizzati.   
Combinate gli stili per ottenere effetti straordinari e maggiore efficienza. Applicate gli 
stili senza compromettere l'aspetto finale. Sfruttate le miniature di anteprima e la 
libreria ampliata con nuovi stili predefiniti. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1http://www.adobe.com/it/products/illustrator/features._sl_id-
contentfilter_sl_featuredisplaytypes_sl_new.html 
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Fig. 34 
 Fig. 35 
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Adobe Flash. 
Adobe Flash (in precedenza Macromedia Flash e ancora prima FutureSplash) è un 
software per uso prevalentemente grafico che consente di creare animazioni vettoriali 
e video principalmente per il web. Flash manipola la grafica vettoriale e il raster per 
fornire l'animazione del testo, i disegni e le immagini fisse.  Viene utilizzato inoltre 
per creare giochi, pubblicità o interi siti web e grazie all'evoluzione delle ultime 
versioni, è divenuto un potente strumento per la creazione di Rich Internet 
Application e piattaforme di streaming audio/video; inoltre può acquisire l'input 
dell'utente tramite il mouse, la tastiera, il microfono e la telecamera. Flash contiene un 
linguaggio orientato agli oggetti chiamato ActionScript e l'automazione supporti 
Flash tramite il linguaggio Javascript (JSFL). Viene inoltre incorporato nei Media 
Internet Tablet (M.I.T.) della Archos. 1 
 
 
Fig. 36, Questa è la benvenuto schermo che si avvia ogni volta flash che non si attiva la casella di 
controllo non mostrano più 2 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Adobe_Flash 
2 http://www.iwebdesigner.it/flash/interfaccia-adobe-flash-cs5/1700.html 
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L’area di lavoro  
L’area di lavoro in Flash è suddivisa in tre aree principali un’area bianca (stage) 
circondata da una zona grigia, la linea temporale e barre degli strumenti e pannelli 
(panels dock) 
 
1. Lo stage 
Lo stage è sempre il centro di attenzione su cui disegniamo, è caratterizzato da una 
griglia attorno, che possiamo utilizzare come scrivania, appoggiandoci tutti gli oggetti 
(immagini, testo, simboli e altri oggetti muovano sullo schermo) e che usiamo per la 
nostra animazione. Lo stage è anche il nostro playback arena quando si corre a 
completare un’animazione e vedere se ha bisogno di modifiche. La figura 38 mostra il 
progetto con testo animato. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Foundation Flash CS5 for Designers, Di  Tom Green, Tiago Dias ,2010, USA, by Friendsofo, p5 
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Fig. 38 
Come possiamo osservare nella figura 38, lo stage è dove tracciamo le immagini che 
finiranno per diventare l’animazione. L’area di grigio chiaro ci offre un posto comodo 
per inserire elementi grafici mentre noi immaginiamo come disporli sullo stage. Qui 
una  casella di testo è stata trascinata dalla zona di lavoro torna al centro della scena. 
Ci saranno sempre la combinazione di dimensioni e la forma iniziale secondo da dove 
gli spettatori vedranno la nostra animazione finito in altra parola “quale” piattaforma. 
1 
 
2. La linea temporale (the timeline). 
La timeline è uno strumento utilizzato per specificare abbiamo sentito o visto in un 
momento particolare. Flash ritiene che l’animazione come una serie d’immagini che 
si chiama fotogrammi, In molti aspetti, quelle immagini siano paragonabili alle 
immagini di un film rollo o uno di flip book che potremmo avere giocato con, quando 
eravamo più giovani. L’ordinamento di tali immagini sulla pellicola o nel libro è 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 flash cs5 the missing manual, Chris Grover , O’reilly, 2011, USA, p24 
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determinato dalla loro posizione nel film o nel libro. In flash, l’ordine delle immagini 
in un’animazione è determinate dalla linea temporale( timeline).  
Quindi, la timeline, controlla quello che l'utente vede e, la cosa più importante quando 
lo vedono Nella sua forma più fondamentale tutte le animazioni è il movimento nel 
tempo e tutte le animazionei hanno  un punto di partenza e un punto finale la 
lunghezza della timeline determina quando le animazioni inizia  e alla fine il numero 
di fotogrammi tra questi due punti determinerà la lunghezza dell'animazione.  
Per esempio la Figura 39 ci mostra una semplice animazione si tratta di una foglia 
d'acero che cade dall'alto del palco sul fondo del palco da questo si può capire che la 
foglia si sposta verso il basso quando la sequenza inizia e continuerà la sua terminare 
posizione sul fondo della fase una volta ritorto nel mezzo della sequenza. 
Allora da dove viene il tempo entra in gioco? Il tempo è il numero di fotogrammi 
tra l'inizio e la metà o i punti di media e delle fine dell'animazione. La modalità 
predefinita in un filmato Flash chiamato il frame rate è di 24 fotogrammi al secondo 
(fps) nell'animazione mostrato in precedenza la durata dell'animazione è di 48 
fotogrammi  che significa che il gioco twill per 2 secondi si può assumere da questa 
posizione centrale della foglia, dove si torce è il telaio 24 della timeline a 12 
fotogrammi, se volessimo rallentare avremmo aumentare il numero di fotogrammi a 
72 o diminuire il frame rate 1 
 
 
Si vede nelle  due figure ( 39. 40.) Un esempio di semplice animazione  numero 
1 mostra la sequenza di semplice animazione. 
Numero 2 mostra che l’animazione è una serie di fotogrammi nella line temporale. 2 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 ibidem, , Chris Grover, p25 
2 Di Tom Green, Tiago Dias, op cit, p 15 
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Fig. 39                                                                                                       Fig. 40 
 
3. Le barre di strumenti e pannelli. 
La barra strumenti ha tutto ciò che ci serve per disegnare e creare i contenuti  base 
delle nostra animazioni è   una barra abbastanza simile a quella di molti programmi di 
grafica. Così abbiamo di mano come nella figura successiva (1)tutte le opzioni dei 
menu che si usano più spesso mettendo a disposizione le barre di strumenti e pannelli 
come quelli mostrati nella figura 41. Le barre di strumenti e i pannelli si assomigliano 
molto: entrambi sono finestre mobili che offrono delle opzioni di flash. Le barre di 
strumenti raccolgono alcuni delle opzioni più usate in uno spazio compatto che ci 
possiamo posizionare dove ci preferiamo. Visualizzare una barra di strumenti 
significa tenere davanti agli occhi le opzioni necessarie, senza dover andarle a cercare 
nei menu principali ogni volta che si deve eseguire un’azione frequente. Flash mette a 
disposizione tre barre di strumenti. 
• Principale: La barra di strumenti principale permette di eseguire con un solo 
clic operazioni di base, come aprire un file Flash esistente, creare uno nuovo e 
tagliare e incollare sezioni. 
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• Controller: Se ci siamo mai visti un registratore video o audio sulla barra di 
strumenti controller ci riconosciamo i pulsanti stop. Riavvolgi e riproduci che 
permettiamo di controllare come ci vogliamo che flash riproduca 
l’animazione. 
• Barra di modifica: Usando queste opzioni ci possiamo impostare e regolare la 
linea temporale e modificare le scene e i simboli. 
 
I pannelli. 
 Un pannello di flash è come una barra di strumenti che ha fatto body building: più 
grande e carica di opzioni, ma con lo stesso scopo cioè permettere di avere gli  
strumenti più utili a portata di mano in modo che sia facile trovarli e usarli come si 
vede  un esempio nella figura 42. Flash mette a disposizioni moltissimi pannelli 
ognuno dei quali all’inizio appare in uno dei due seguenti modi: agganciato o mobile. 
I pannelli agganciati appaiano all’esterno dello spazio di lavoro come i pannelli 
Allinea. Che i pannelli siano agganciati o mobili, si possono contrarre ed espandere 
facendo clic sulla barra in alto nel pannello per contrarre ed espandere c’è anche un 
apposito pulsante vicino alla X nell’angolo in alto a destra ma di solito è più 
immediato limitarsi a fare clic sulla barra senza dover prendere una mira precisa con 
il mouse  1 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  flashCS5, E. A. Vander Veer, C. Grover, 2007, HOPS tecniche nuove, Milano, pp21, 22 




                                   Il pannello proprietà Fig. 421 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Di Tom Green, Tiago Dias, op cit, p 24	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Mostriamo alcune figure delle funzionalità degli alcuni strumenti che esprimono la 
grafica in FlashCS5. 
 Fig.43 lo strumento sotto 
seleziona  
Se modificate le forme curve compariranno i classici vertici con le maniglie di 
modifica. 
  
Fig. 44 1                                                        Fig. 45 2 
Lo strumento trasformazione libera, come si vede nella figura 44 nel caso di 
animazione di un personaggio che deve ruotare il braccio è utile posizionare il centro 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 FLASH CS5, Marco Feo, Andrea Rotondo, APOGEO,2010, Milano 
2	  DI TOM GREEN, TIAGO DIAS, op cit , pp 75, 76 
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di rotazione del braccio in corrispondenza dell’articolazione della spalla. Mentre nella 
figure 45  la  rotazione libero di un oggetto  
Per spostare e ruotare un oggetto in 3D abbiamo lo strumento rotazione 3D si vede 
nella figura 46 come utilizzare gli strumenti per ruotare clip di trasformare simbolo 
del filmato in tre dimensioni della sfera rappresentano la direzione si può ruotare un 
oggetto selezionato l’oggetto ruota intorno al punto di trasformazione indicato dal  
piccola cerchio al centro della sfera 
 
 Fig. 46 
 
Lo strumento decorazione si vede nella figura 47 esempio con la relativa finestra 
proprietà che l’utilizziamo  per creare, riempire gli oggetti disegnati; sfondo, 
bandiere, e quant’altro è possibile che richiedono un layout a griglia.  
 Fig. 47 
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Si vedono anche nelle figure 48, 49 e 50  Lo  strumento decorazione con i opzioni nel 
pannello Proprietà che danno questi effetti. Come il rifletto in linea di opzione 
consente di creare opere d’arte  con mirroring nella figura 48, l’opzioni ruota intorno 
consente di creare caleidoscopico figura 49, il pannello 3D usa la prospettiva per dare 
l’effetto della distanza figura 50. 
 Fig. 48 
  Fig. 49 
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 Fig. 50 
Il Deco e il pannello spray sono strumenti di disegno decorativo che permettono di 
trasformare le figure grafiche e creare modelli complessi e geometrici come nella 
figure 51 1 
  Fig.51 
 
Gli strumenti Osso e Associazione sono dure novità della versione precedente di flash 
si utilizzano moltissimi dagli animatori 3D servono per creare dei collegamenti 
gerarchici fra differenti parti di un disegno, in modo da realizzare animazioni 
complesse per esempio; un personaggio che muove le articolazioni di braccia e 
gambe. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Di Tom Green, Tiago Dias, op cit, pp 92,93,94,96,98 
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Disegnare con flash. 
Designare con flash: tutto il processo elaborativo che riguarda le forme 
bidimensionali non animate, che possono essere gestire all’interno del pacchetto.  Il 
Flash realizza filmati costituiti da due componenti fondamentali: lo spazio e il tempo   
ovvero  come disegnare, creare e trasformare gli oggetti (immagini, grafica, testi, 
fotografie, ecc) che costituiranno il contenuto statico del filmato  questi oggetti 
suddivisi su più livelli  è funzionale anche ai processi di animazione e 
programmazione.  C’è pure l’utilizzo dei filtri per creare particolare effetti speciali. 
• Disegnare oggetti ciò che possiamo presentare sullo stage di lavorazione di 
Flash: rettangoli, cerchi, linee grafiche, testi figure più complesse ma anche 
immagini importate, video e audio. Si vede nella figura 52 all’interno di 
modifica di una forma da un cerchio togliete un altro cerchio per ottenere una 
forma a semiluna. 
  Fig. 52 
• Spostare oggetti, possiamo trascinandoli nella parte dell’area di lavoro che 
vogliamo occupare o in verticale, orizzontale o con un’inclinazione di 45’, e 
possiamo anche copiare, cancellare, ordinare e raggruppare oggetti. 
• Trasformare oggetti, quest’opzione  contiene  tanti opzione come scale nella 
figura 53 , Rifletti in verticale o in orizzontale come nella figura 54 o 
trasformazione libera; distorci, involucro come nelle figure 55, 56, 57, 58 1 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Marco Feo, Andrea Rotondo, op cit, pp 91,92,93,94,95,96 




                                      Fig. 54 
                      
                                                               Fig. 55 
   Fig. 56 effetti Distorci 
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  Fig. 57 effetti Involucro 
    Fig. 58 effetti Involucro  
 
I filtri.  
I filtri possono essere applicati agli oggetti testi, pulsanti e clip filmati.  In flash ci 
sono diversi filtri; le tipologie di questi filtri ci permettono di realizzare in maniera 
veloce particolari effetti speciali, dai quali il filtro “ombre esterne” che proietta 
un’ombra sulla superficie retrostante, l’oggetto cui è applicato il filtro si vede nella 
figura 59 e possiamo anche applicato con effetto inclinato si vede nella figura 60 
 Fig.59 
 Fig. 60 
C’è anche il filtro Bagliore che è fondamentale per animazioni dal carattere mistico e 
applica un alone colorato attorno ai bordi dell’oggetto nella figura 61 
  Fig. 61 
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Il filtro smussatura come nella figura 62 applica un effetto tridimensionale 
sull’oggetto, creando delle zone di luce e di ombra. Con questo effetto è possibile 
conferire alla forma un carattere di materiale: plastico, metallico, opaco, lucido ecc. 1  
 
   Fig. 62 
Animazioni in flash 
L’Animazione! È questo il cuore pulsante di Flash. L’animazione in Flash avviene 
fondamentalmente in due modi: o attraverso una successione lineare di fotogrammi 
visualizzati sulla linea temporale, come nelle tradizionali animazioni 
cinematografiche, o attraverso l’esecuzione di uno o più script impostati tramite il 
linguaggio di programmazione Action script di Flash, che permette di creare non solo 
semplici  movimenti ma anche complesse interazioni con gli oggetti contenuti nel 
file.2 Nel primo caso, esattamente come succede nell’animazione tradizionale, ogni 
fotogramma contiene un disegno diverso, anche se per pochi particolari: per esempio 
un uomo che cammina, spostando per ogni fotogramma di poco gambe e braccio la 
successione dei disegni crea un effetto di movimento. Questo tipo di animazione si 
realizza per effetti particolarmente complessi in cui è necessario l’intervento  
dell’artista passo per passo. Come nella figura 63 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  ibidem, Marco Feo, Andrea Rotondo, pp 100, 101,102,103 
2 ibidem, Marco Feo, Andrea Rotondo p125 
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Fig. 63 
 
Nel secondo caso si creano solo I due estremi dell’animazione: il fotogramma 
iniziale e quello finale; il software creerà I fotogrammi  intermedi. Per quanto Flash 
sia un programma potente, non può inventare nulla, il compito creativo 
fortunatamente è ancora appannaggio della mente umana! Il software facilita molti 
passaggi altrimenti monotoni e difficili da realizzare manualmente con la precisione 
di un computer l’animazione per interpolazione si suddivide a sua volta in due 
sottoinsiemi:  
1- Interpolazione movimento: modifica sostanzialmente le proprietà di un 
elemento (dimensione,colore, posizione ecc); 
2- Interpolazione forma: crea un morphing, una sorta di metamorfosi, tra 
differenti forme.   
Per animare fotogramma per fotogramma . 
Un semplicissimo esempio: spostiamo un cerchio dall’alto a sinistra verso il basso 
a destra, lungo la diagonale dello stage. Si vedono figure 64, 65, 66. 
 Fig. 64. create un cerchio nella parte alta dello 
stage tenendo premuto il taso Maiusc sulla tastiera. 
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  Fig. 65. incollate e spostate il cerchio di poco 
verso destra e verso il basso. 
.  Fig. 66 Copiate nuovamente il cerchio e ripetete I 
passaggi sopra descritti fino a ottenere un certo numero di fotogrammi sulla linea 
temporale e aver portato l’oggetto in basso a destra nello stage. 1 
Tecnica Onion skin. 
Realizzando un’animazione fotogrammi per fotogrammi è utile sapere che cosa sia 
presente nel fotogramma precedente, e in che posizione, per fare le opportune 
modifiche.  Flash adotta un accorgimento per facilitare il lavoro dell’animazione: si 
tratta del pulante tecnica Onion skin che posizionato in basso a sinistra nella barra 
della linea temporale  questa tecnica permette di visualizzare contemporaneamente 
due o più fotogrammi sullo stage. Ci sono due maniglie che indicano I fotogrammi 
compresi nell’effetto Onion Skin. Il contenuto del fotogramma corrente appare nei 
colori originali, mentre il contenuto dei fotogrammi precedenti e successive appare 
opac; in questo modo sembra che ogni fotogramma sia disegnato su un foglio di carta 
trasparente e che I fogli siano impilati l’uno sull’altro come nella figura 67 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  ibidem, Marco Feo, Andrea Rotondo, pp139,140,141,142 
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    Fig. 67 la visualizzazione tecnica Onion skin 
 
Se alla base della linea  temporale attivate il secondo pulsante contorni Onion skin, I 
fotogrammi circostanti verranno visualizzati solo nei loro contorni come il 
“Wireframe” o fil di ferro dei programmi di grafica vettoriale o tridimensionale. Si 




  Fig. 68 
 
Si vede nella figura 69 che  la modifica nella tecnica Onoin skin  
Nella prima immagine viene visualizzata grassetto e altra sbiaditi 
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Nella seconda appaiono come delinea  
Nella terza tutte le immagini appaiono opachi 100 per cento  
  Fig. 69 
  Fig. 70 
qui nella figura 70 possiamo vedere il risultato di una selezione vasta marcatori di 
tutti I marcatori Onion skin 1 
  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Di chris Grover, op –cit, pp 138,139 
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l’immagine sottostante di riferimento (I marcatori normalmente possono essere 
trascinati verso destra o verso sinistra, per aumentare il numero di fotogrammi  
visualizzati attraverso il velo della tecnica Onion skin).  
• Onion 2 rende visibili due fotogrammi primi e dopo il fotogramma corrente. 
• Onion  5 rende visibili cinque fotogrammi primi, e dopo il fotogramma 
corrente.  
• Onion skin su tutto consente di visualizzare tutti I fotogrammi su entrambi I 
lati  del fotogramma corrente.  
Quindi possiamo usare tecnica Onion skin per evidenziare I fotogrammi che devono 
essere copiati o spostati all’interno di un’animazione. Una delle applicazioni più 
sfruttate di questa tecnica è la creazione di movimenti di esseri viventi, come un 
personaggio che cammina o che parla gesticolando o muovendo semplicemente la 
labbra,  un cavallo in corsa, il volo di un Uccello ecc. 
C’è anche la tecnica Rotoscoping che non è una tecnica peculiare di Flash ma 
un’applicazione tratta dall’animazione  tradizionale, in cui il programma si adatta 
perfettamente per realizzare animazioni particolarmente realistiche e accurate, 
importanti animatori a partire da quelli della Walt Diseny 2 
Flash permette di realizzare animazione interattiva per produzioni multimediali 
complesse, utilizzando un linguaggio di programmazione; ActionScript (AS) è il 
linguaggio di scripting di Adobe Flash, software che affonda le proprie radici nella 
grafica vettoriale ma che, anche grazie alla diffusione del plugin, si è ritagliato un 
proprio spazio nella realizzazione di applicazioni dinamiche, oltre che nella 
realizzazione di siti web e animazioni. Actionscript si basa su ECMAScript e la sua 
sintassi, almeno fino alla versione 6 del Flash Player, è molto simile a JavaScript dal 
quale poi diverge in molto di ciò che riguarda le feature di OOP (dal Flash Player 7 il 
linguaggio si basa su classi e non utilizza la proprietà prototype per stabilire 
l'ereditarietà). 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 ibidem, Marco Feo, Andrea Rotondo, pp146,147, 148, 149 
 
	   192	  
Che cos’è il ActionScript? 
 È un linguaggio di alto livello, non compilato come il Javascript, ma linguaggio 
interpretato (o pseudocompilato). La sua esecuzione è, infatti, affidato al compilatore 
nativo di Flash Player, l'Actionscript Virtual Machine (AVM e AVM2). 
ActionScript è un linguaggio orientato agli oggetti, supportante quindi la creazione di 
classi, e l'uso di quelle già esistenti. 
Le classi sono un'estensione del linguaggio base di ActionScript e possono essere 
create e condivise dai programmatori. Classici esempi sono le classi  e papervision 3D 
che permettono di utilizzare un ambiente tridimensionale nativamente non incluso in 
flash. Esse vengono scritte all'interno di un semplice file testuale che ha come 
estensione .as. In più ci sono diverse classi già disponibili come MovieClip, che può 
essere usata per disegnare i vettori sullo schermo dinamicamente. Le classi facilitano 
la creazione di nuovi progetti, esse possono essere trasferite anche da un progetto 
all'altro, se necessario Il codice ActionScript è il più delle volte scritto usando la suite 
di sviluppo di Flash che offre documentazione, suggerimenti durante la stesura del 
codice, ed evidenziamento della sintassi, rendendola più leggibile. Spesso, 
L'estensione dei sorgenti è .fla. Come detto in precedenza, il codice ActionScript (e le 
animazioni dalla versione CS3 può anche essere importato da file di testo esterni, che 
possono essere scritti attraverso l'editor incluso in Flash mediante una comoda 
interfaccia o attraverso Motion Twin ActionScript2 compilatore (MTASC). 1 
 
Animazione. 
L’animazione è un termine molto usato nel computer grafica e nella multimedia. Ciò 
significa, in genere, la visualizzazione di oggetti in movimento. Tuttavia, il vero 
significato di animazione comprende un aspetto un po’ più ampio del portare in vita. 
Ciò significa che la visualizzazione di oggetti muti e statici ed eventi non hanno 
senso, in qualsiasi modo, nel campo della visualizzazione realistica. Nella mostra 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/ActionScript 	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statica interessa solo la variazione di colori, tonalità, struttura, illuminazione e 
rendering. Nei display reali utilizzando l’animazione, incorporiamo una variazione di 
tutti gli aspetti sopra riportati con posizione, orientamento e dinamica degli oggetti 
anche sulla scala dei tempi. Gli effetti sonori sono incorporati per rendere gli eventi 
realistici e vivi. 
 L’animazione è, dunque, un processo di simulazione del comportamento reale e 
dinamico degli oggetti e degli eventi utilizzando le regole del computer grafica, del 
multimedia e della fisica della dinamica delle particelle. Naturalmente altre discipline 
scientifiche come la geometria computazionale, l’immagine e il signal processing, la 
teoria dei database, ecc sono ben coinvolte nello sviluppo di pacchetti software di 
animazione.  
 
Lo sviluppo di animazione. 
Tradizionalmente l’era di animazione iniziò con lo sviluppo di film sonori. Nei film 
una serie di film al secondo può eliminare l’effetto visivo tremolante. 
Nell’animazione al computer, la stessa filosofia visiva è applicata ai film 
d’animazione, ai videogiochi, alle pubblicità, alla simulazione scientifica e a molte 
altre applicazioni. L’animazione con gli oggetti e le immagini 2D e 3D è ora possibile 
con l’ausilio di sofisticati software di grafica e di un potente supporto dell’hardware. 
Usando l’hardware e il software adatti, è possibile generare una schermata 
d’immagine in una piccola frazione di secondo e allo stesso tempo eseguire la 
trasformazione geometrica necessaria dell’immagine prima di svolgerla nel 
successivo tempo frame. Un certo numero di pacchetti software è disponibile in 
commercio per l’editing e la composizione dell’immagine, per la creazione e la 
produzione d’immagini animate con effetti sonori. Alcuni di questi pacchetti software 
sono editori di immagini  Photoshop, software di CorelDraw graphics, sound forge, 
software di editing e software di animazione Macromedia Flash, Maya, ecc oltre a 
questi, una vasta gamma di software commerciale multimedia, pacchetti, Market. 1 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Computer Graphics Multimedia And Animation, Malay K Pakhira,2008,PHI, New Delhi. Pp352-353 
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I tipi di animazione.  
Ci sono tanti tipi differenti di animazione che sono utilizzati oggigiorno. I tre tipi 
principali sono la clay animation, l’animazione al computer e l’animazione regolare. 
 Clay animation. 
La clay animation in realtà non è una tecnica nuova come molta di gente potrebbe 
pensare. La clay animation è iniziata poco dopo la plastilina (un’argilla – come 
sostanza) che è stata inventata nel 1897, e uno dei primi film che la utilizzò è stato 
fatto nel 1902. Questo tipo di animazione non era molto popolare fino a quando fu 
inventato il Gumby. L’invenzione di Gumby è stata un grande passo nella storia della 
clay animation. Ora, la clay animation è diventata più popolare e più facile da fare. 
Più tardi, sono state fatti altri film di clay animation, come the Wallace and Gromit 
saga di film, le pubblicità che sono state fatte per California Raisin Advisory Board e 
le serie di Celebrity Deathmatch. 
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L’animazione al computer è diventata anche comune. L’animazione al computer è 
iniziata circa 40 anni fa, quando il primo sistema di disegno al computer è stato creato 
da General Motors e IBM. È consentito all'utente di visualizzare un modello 3D di un 
auto e modificare gli angoli e la rotazione. Anni dopo, sempre più persone hanno 
contribuito a rendere migliore l’animazione al computer. I Film che hanno usato la 
computer animation sono: The Abyss, Jurassic Park, Forrest Gump, e altri. Inoltre, 
l’animazione al computer è stato usata in modo diverso, come nella mostra 'South 
Park', che ha utilizzato l’animazione stop motion cutout; recentemente usa 
l’animazione al computer. Una ben nota società di animazione al computer è Pixar. 
Loro sono responsabili della creazione di Toy Story, Bug 's Life, Monsters Inc., 
Finding Nemo, e altro ancora. Inoltre, anche nei videogiochi è stata utilizzata 
l’animazione al computer. 
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 Fig.73 computer animation “Finding Nemo” 
 
Fig. 74 computer animation “South Park” 
Cel-shaded Animation 
      La Cel-shaded animation fa sì che la computer grafica appaia disegnata a mano. 
Questo tipo di animazione è più comunemente presente nei videogiochi di una 
console. La maggior parte delle volte il processo cel-shading inizia con un tipico 
modello 3D. La differenza si verifica quando un oggetto cel-shading viene disegnato 
sullo schermo. Il rendering engine seleziona solo alcune gradazioni di ogni colore per 
l'oggetto, facendolo apparire piatto. 
Al fine di tracciare le linee di inchiostro nero che delineano i contorni di un oggetto, il 
back-face culling è invertito per disegnare triangoli back-faced con i vertici di colore 
nero. I vertici devono essere disegnati molte volte con un leggero cambiamento nella 
traslazione per rendere la linea spesse. Questo produce un silhouette nero 
ombreggiato. Il back-face culling è quindi impostato di nuovo al normale per 
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disegnare le strutture ombreggiate e facoltative dell'oggetto. Il risultato è che l'oggetto 
è disegnato con un contorno nero. 
Il primo videogioco 3D per caratterizzare un vero real-time cel shading era Jet Set 
Radio per Dreamcast di Sega. Dopo Jet Set Radio, sono state introdotti molti altri 
giochi in cel-shading nel corso di una moda che coinvolge una minore mania in cel-
shading. I prossimi giochi in cel-shading per catturare l'attenzione in qualche modo 
erano Jet Set Radio Future e Sly Cooper e il Raccoonus Thievius del 2002. Nel corso 
del tempo, sono stati rilasciati più titoli in cel-shading come Dark Cloud 2, Cel 
Damage, Klonoa 2, Viewtiful Joe e la serie con buoni risultati. 
C'erano anche alcuni spettacoli televisivi che usavano lo stile cel-shading. Questi 
spettacoli includevano Griffin, Futurama, Due Fantagenitori, Spider-Man, The 
Simpsons, e molti altri. 
Regular animation. 
L’animazione è iniziata con Winsor McCay. Ha fatto le sue animazioni da solo, e ci 
ha messo molto tempo (circa un anno per un cartone animato di cinque minuti). Ma 
per alcuni, era ridicolo che avrebbero dovuto aspettare così tanto per così poco. Poi fu 
inventato lo studio di animazione moderna. Anni dopo, sempre più persone 
inventarono nuovi personaggi dei cartoni animati. Otto Messmer inventò il 
personaggio 'Felix il gatto'. Più tardi, lo Studio Walt Disney creò 'Steamboat Willie', 
che ha introdotto il personaggio Mickey mouse. Altre società inziarono a fare le loro 
vignette, alcune delle quali possiamo vedere ancora oggi. 1 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://hhs.hilmar.k12.ca.us/Departments/FineArts/Animation/Types%20of%20Animation.htm  
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  Fig.75 Regular Animation “Steamboat Willle” 
 
 Fig. 76 Regular Animation “Steamboat Willle” 
 
Non- computer and computer - based animation. 
L’animazione tradizionale viene fatta senza l’aiuto dei computer. In questo caso, un 
numero di fotogrammi caratteristici, chiamati layout di storyboard, sono disegnati, le 
colonne sonore sono registrate separatamente, e poi i frames e i suoni sono correlati. 
Dei set di frames in cui sono disegnati gli oggetti, vengono messi in importanti 
posizioni caratteristiche. I frames intermedi sono stati posti tra i frames d’inferenza. 
L’intero processo viene definito animazione keyframe. Il suddetto processo manuale 
di creazione dei  film d’animazione è essenzialmente di natura sequenziale. Il 
processo prevede quindi i seguenti passaggi generali: 
• Generazione dei layout storyboard. 
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• Generazione delle definizioni degli oggetti. 
• Generazione delle specifiche keyframe 
• Generazione dei between frames 
Uno schermo d’azione per essere animato è mantenuto su un storyboard. Qui, 
l’oggetto è solo delineato con schizzi e gli eventi sono descritti da una lista se le 
descrizioni sono di movimento. Gli oggetti sono definiti in termini di forme semplici 
quali poligoni o spline.  
Un keyframe contiene un disegno dettagliato della scena animata in un certo instante 
di tempo. Nei keyframes gli oggetti sono disposti in posizioni corrette sulla scala 
temporale secondo la specificata necessità dell’animazione. Per il movimento 
complicato, un certo numero di keyframes  necessarie può essere maggiore, in- tra 
frames vengono inseriti dei frames. La modifica e la sincronizzazione di colonne 
sonore è l’altro lavoro importante per simulare un’animazione.  
Con lo sviluppo delle tecnologie informatiche,  il processo di animazione ottiene un 
importante passo avanti. Cornici e oggetti caratteristici d’animazione sono ora 
disegnate con l’aiuto di imaging e del software di disegno grafico. A volte le 
immagini scannerizzate di oggetti sono usate e in qualche altra situazione lo stilo e la 
tavoletta sono dispositivi che vengono utilizzati per avere schizzi. I Background e i 
frames in primo piano vengono poi combinati utilizzando processi di panning e zoom 
per ottenere una singola immagine per una scena. In un frame per frame, ogni frame 
di una scena separatamente generate e memorizzate. 
I frame intermedi sono creati con mezzi di interpolazione di oggetto tra le posizioni 
iniziale e finale per un particolare movimento. Le interpolazioni lineari e non lineari 
possono essere utilizzate per questo scopo. Qualche volta I metodi della linguetta 
sono utilizzati per creare una traiettoria uniforme dell’oggetto. Il processo di 
movimento degli oggetti è reso complesso dai movimenti separati di parti 
dell’oggetto. Poiché i due tipi di movimento avvengono simultaneamente, il processo 
è molto complicato. I frames in primo piano e lo sfondo sono disegnati separatamente. 
Nell’animazione al computer, le forme degli oggetti sono definiti e memorizzati in un 
oggetto database. Inoltre, una posizione di un oggetto può essere mantenuta. I 
movimenti sono generati da trasformazione geometrica 2D e 3D sugli oggetti. Le 
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routine di renderding sono utilizzate per identificare le superfici visibili degli oggetti e 
la colorano con sfumature. L’altra operazione necessaria è la simulazione della 
fotocamera. Il movimento di una telecamera standard è lo zoom, panning and tilting. 
Queste operazioni si utilizzano software d’immagini. 1ccr5 
 
I programmi 3D. 
In alcuni settori esiste un software di riferimento, lo standard. Pensiamo a Word per 
l’elaborazione di testi, o a Photoshop per il fotoritocco. Questi software sono detti 
“Standard di Fatto”. Nel campo dell’animazione 3D non esiste nessun software che 
sia lo standard di fatto. Invece, c’è un gruppo di software molto importanti, detti i 
“Grandi Quattro”, che sono considerati i più diffusi nel settore professionale, e una 
agguerrita concorrenza di altri software, che invece si rivolgono a una nicchia di 
mercato amatoriale o molto specifica. 
Ci sono anche diversi programmi che si occupano dell’animazione nella media e 
soprattutto la media visiva: cinema, TV, teatro e videogiochi.  Come “Cinema 4D” 
“Blender”, ad esempio, cinema 4D usato nella motion graphics o truespace (orientato 
verso i videogiochi), e Blender che risulta essere il software di 3Dpiù diffuso al 
mondo. sono più venduti di Maya o Softimage. Nonostante questo, non rientrano nel 
gruppo dei “quattro Grandi” perché non hanno la stessa presenza all’interno del flusso 
di lavoro in Hollywood, e i più usati in queste industrie specifiche: pubblicità 
effettispeciali e cinema. Ma raramente si adopera un solo software 3Dper una 
produzione. Più spesso, vengono coinvolti studi differenti, ognuno basato su un 
software diverso, e c’è una tendenza generalizzata che rende i diversi software sempre 
più integrati. Ad esempio, Softimage ha la possibilità di scambiare dati nel formato 
MDD di lightwave. E Lightware può leggere e scrivere dati nel formato GeoCache di 
Maya. Sempre nel mondo del 3D è possibile trovare “scambi di tecnologia”, con 
Luxology che scambia tecnologie con Pixar, e Lightware che fornisce un motore di 
rendering a Photoshop. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Malay K Pakhira, op-cit, pp354 - 355 
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Per quanto rigurada  i Grandi Quattro sono: 
1. 3D Studio Max. i suoi mercati principali: architettura e videogiochi 
2. Lightwave 3D . I Mercati principali: architettura e effetti speciali cinema e 
pubblicità 
3. Maya. I  Mercati principali: effetti speciali cinema e pubblicità 
4. Softimage XSI. I  Mercati principali: videogame e effetti speciali cinema 1 
3D Studio Max 
Per quanto riguarda 3D Studio Max è un programma di grafica vettoriale 
tridimensionale e animazione, realizzato dalla divisione Media & Entertainement di 
Autodesk. E è uno dei più utilizzati software per creazione 3D per numerose ragioni 
tra cui le potenti capacità di editing, I set di strumenti specializzati per sviluppatori di 
videogiochi, artisti degli effetti visivi e progettisti grafici da un lato e architetti, 
progettisti, ingegneri e specialisti della visualizzazione dall’altro e la sua architettura 
di plugin. Infatti anche se molti strumenti non sono parte del prodotto, il prodotto 
dispone di una grande scelta di plugin realizzati da terze parti. I sette metodi base di 
modellazione sono:  
• Modellizzazione con primitive 
• NURMS 
• Surface tool  
• NURBS 
• Modelizzazione con poligoni 
• Modelizzazione con mesh 
• Modelizzazione con patch 2 
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Per quanto riguarda 3D Studio Max per la televisione 
Autodesk 3ds Max offre capacità 3D pronte all’uso per grafica broadcast, contenuti di 
post di dimensione ridotta e progetti per programmi televisivi, in modo che le 
strutture possano: 
▪ Accedere a un vasto gruppo di artisti qualificati e di talento 
▪ Aumentare rapidamente le pipeline di produzione per ottenere risultati eccezionali 
rientrando nelle tempistiche e nel budget 
▪ Modellare, animare e illuminare personaggi, ambienti e grafica. 
▪ Basarsi su un’estesa comunità di sviluppo di terze partied  
Queste ed esempio  alcune immagini della serie TVdi cartoni animati Olivia che è 
stato fatto dalla società Brown Bag Film, a Dublino  e anche alcune pubbilicità1 
    Fig. 77, Olivia, cartoni animati 
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Fig.78                                                                                                      
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 Fig. 82 
Nel campo dei videogiochi 3DMax offre un sistema di rigging dei personaggi pronto 
per l’uso e basato sui modelli, un set di strumenti per la modellazione dei poligoni e 
un workflow di texturing UV efficienti, Una vasta gamma di plug-in di terze parti, e 
Un ampio bacino di utenti esperti per supportare lo sviluppo dei videogiochi  tra il più 
famosi videogiochi che sono stati creati con 3DMax come Assassin’s Creed, con 
Ubisoft Montral per playstation3 e Xbox 360, nel 2007 e dopo è uscito per Nintendo 
DS e PC. Il gioco coinvolge intuito, un gioco di avventura di forma libera in terza 
persona che comporta correre su e lungo le pareti, dove ogni edificio, sporgenza, il 
percorso e la piattaforma può essere scalata. Questa complessa navigazione del 
personaggio è stata animata con una pipeline che ha incluso 3DMax per creare a 
livello di carattere e modelli 3D, 3DMAX E Motion Builder per l’animazione in-
game dei personaggi e HumanIK per l’intergrazione senza soluzione di continuità 
delle azioni dei personaggi nel motore di gioco . questi alcuni delle immagini di 
questo gioco che mostrano come il lavoro tra 3DMax che dispone di circa 20 
personaggi principali e centinaia di personaggi secondari e di folla. Dopo essere stati 
modellati a risoluzioni molte alte, e con MAXScript, il linguaggio di scripiting 
all’interno di 3DsMax. vi era molta ottimizzazione fatta per assicurarsi che tutti i 
personaggi erano perfettamente progettati per essere integrati con il motore di gioco. 
Per creare un'ulteriore varietà, tra la folla, vi  erano diversi gruppi di animazioni.1 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://usa.autodesk.com/adsk/servlet/item?linkID=10225710&id=10316291&siteID=123112 
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Fig. 83 
        
Fig. 84 
 
 Fig. 85  
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  Fig. 86 
 Fig.871 
 
questo processo creativo di Ubisoft inizia con una conversazione tra designer, artisti 
grafici e programmatori riguardo all’abbattere un sistema e capire esattamente quali 
animazioni saranno necessari per aiutare il progresso storico in una data sequenza. A 
questo punto i personaggi saranno modellati e attrezzato in 3ds Max e MotionBuilder. 
Da lì, gli animatori possono iniziare ad acquisire alcuni filmati video per avere un'idea 
di ciò che vogliono per assomigliarsi. Una volta che una buona comprensione è stata 
stabilita tra i designer e gli animatori, le squadre andaranno allo studio di motion 
capture e inizieranno la registrazione dei dati. I dati vengono ottimizzati e raffinati in 
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fine pose, e rompendo l'animazione in parti per creare un sistema che funziona. Da lì, 
il processo comporta un sacco di collaborazione tra gli animatori e programmatori 
come sequenze saranno introdotte nel motore di gioco.1 
 
3D Studio Max per i film. 
Autodesk 3ds Max fornisce un accesso immediato, altamente compatibile e pronto 
all’uso a una vasta gamma di funzionalità 3D per gli artisti digitali che lavorano sugli 
effetti speciali dei film. Aumenta rapidamente le pipeline di produzione, in modo da 
ottenere risultati eccezionali rispettando tempistiche e budget, Crea animatic 3D per la 
pre-visualizzazione e Modella, anima e illumina personaggi e ambienti realistici e 
Lavora in modo interattivo con qualsiasi mezzo visivo, indipendentemente dalla 
profondità di bit o dalle dimensioni dell’immagine, utilizzando 3ds Max Composite 
Tra film più famosi che ci sono stati usati 3DMax, Jurassic Park 1993, by Steve 
Spielberg  Il film ha dimostrato le potenzialità dell'animazione in grafica 
computerizzata, ancora poco sfruttate all'epoca: quasi tutti i dinosauri sono stati 
generati al computer  
  
Fig. 88 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  http://usa.autodesk.com/adsk/servlet/item?linkID=10225710&id=10316291&siteID=123112 	  




2012 è un film catastrofico del 2009, diretto da Roland Emmerich e con principali 
interpreti John Cusack e Thomas McCarthy che anche ha dimostrato la tecnica più 
avanzata  di 3D Max nel 2009 nel campo del cinema si vede figura 137 1 




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/2012_(film)- http://www.sonypictures.com/movies/2012/ 




per quanto riguarda altro software dei “Grandi Quatro” è Maya: è anche un software 
professionale di modellazione, animazione e rendering 3d, apprezzato soprattutto per 
l'alta qualità, i numerosi strumenti che mette a disposizione, la grande libertà di 
personalizzazione e implementazione di procedure scritte dall'utente, nonché la 
possibilità di aggiungere e rimuovere plugin, ovvero, insiemi di procedure e tecniche 
di modellazione più avanzate rispetto a quelle standard. Questo lo rende il software 
più usato nella realizzazione di film d'animazione e per effetti speciali. il programma 
più usato per i moderni film d'animazione tridimensionale, e per lo sviluppo di 
costrutti fino alla progettazione dei videogiochi. Le immagini che produce sono 
dovute ai motori di rendering integrati Maya Software, Maya Hardware, Maya Vector 
(che renderizza la scena trasformandola in vettori) e Mental Ray oltre al supporto di 
terze parti per prodotti come Maxwell Render, RenderMan, e Vray.3 
	  
Grafica 3D con Maya  
La grafica 3D è uno strumento estremamente potente che consente di ricreare 
ambienti e oggetti virtuali in uno spazio tridimensionale e di visualizzarli con grande 
precisione e realismo. La qualità delle immagine generate è ormai così alta da rendere 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Autodesk_Maya 
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la computer grafica un ottimo strumento per la creazione sullo schermo di tutto ciò 
che sarebbe troppo difficile impossibile fotografare o riprendere nella realtà. Alcuni 
dei campi in cui è spesso utilizzata sono grafica ed effetti speciali per cinema e 
televisione, visualizzazione per design e architettura e videogiochi e film realizzati in 
computer grafica. Maya è uscito per la prima volta nel 1998, è oggi uno dei software 
per la computer grafica 3D più utilizzati e completi, e i motivi sono molteplici: il 
programma offre semplicità di utilizzo, strumenti avanzati, espandibilità, 
personalizzare dell’ambiente di lavoro, e programmabilità. È inoltre uno dei pochi 
software disponibili per le piattaforma Windows, Mac OS X, Linux e Irix. Maya offre 
strumenti per modellazione, animazione,rendering paint, ed effetti speciali1 
Un esempio la figura 92 
 
grafica e effetti speciali per   visualizzazione per design  videogiochi e film realizzati 
per cinema e TV   e architettura   in computergrafica . Fig. 92 
uno dei  film che è più importante e un buon esempio del lavoro con Maya e altri 
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Avatar.   
È un film di genere  fantascienza, azione e avventura  che era stato concepito  da 
James Cameron dopo 4 anni di lavorazione, è uscito con una nuova generazione di 
effetti speciali, affre un’esperienza cinematografica a 360 gradi, assolutamente 
innovative. La storia di Avatar è ambientata su Pandora, una luna con ambiente simile 
a quello della Terra che orbita attorno a Polyphemus, un pianeta gassoso gigante nel 
sistema stellare Alpha Centauri-A. Siamo nel 2154, trent'anni dopo la fondazione 
della prima colonia mineraria su Pandora. L'uomo ha scoperto che quel territorio è 
ricco di Unobtainium, un minerale molto raro sulla Terra e probabile soluzione della 
scrisi energetica che ha colpito il nostro pianeta nel XXII secolo. I problemi per i 
nostri arrivano quando lo sconfinamento delle attività estrattive nel territorio degli 
indigeni Na'vi mette a rischio la convivenza tra i nativi di Pandora e gli stessi umani. 
L'intera sceneggiatura di Avatar è stata scritta dallo stesso James Cameron, che così 
inventa e realizza totalmente la sua opera. Quella di Avatar è una storia che Cameron 
aveva già scritto quindici anni fa, prima di metterla in un cassetto dopo aver 
constatato che le tecnologie per realizzare la sua visione non esistevano ancora. dopo 
quattro lunghi e difficili anni di produzione, Avatar è un film live action con una 
forte componente di effetti in Computer Grafica. le idee davvero innovative per una 
sceneggiatura che semplicemente accompagna i 160 minuti di spettacolo visivo. Le 
camere utilizzate durante il film non sono in realtà delle vere macchine da presa, 
infatti non hanno alcuna lente. Sono "semplicemente" dei convogliatori di segnale che 
raccolgono le varie informazioni dei marker registrate dai computer che circondano il 
Volume e visualizzano in un piccolo schermo collegato l'immagine complessiva. 
Prima di Avatar il Volume veniva riproposto come un enorme spazio grigio, mentre 
gli attori erano soltanti puntini (i marker) uniti da piccole linee. Cameron si è spinto 
oltre con la Virtual Camera, riuscendo ad integrare in tempo reale i personaggi e gli 
ambienti in Computer Grafica con le sequenze live action.  
non hanno sostituito  gli attori e I personaggi ma hanno eliminato solo le cinque ore di 
trucco, che è il modo in cui venivano creati personaggi quail alieni, I lipi mannari, le 
streghe, I doemoni e così via. Ora è possible essere chiunque o qualunque cosa si 
voglia, a qualunque età. Si può perfinocambiare sesso, senza le lungaggini e il fastidio 
di un trucco complicato. gli avatar sono strepitosi. La recitazione, i movimenti e le 
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espressioni sono un vero godimento tecnologico e spesso ci si dimentica che quello 
mostrato sullo schermo è stato realizzato in Computer Grafica. tramite diversi 
software  uno dei questi è  stata Maya.  Queste figure mostrano alcune immagini del 
film Avatar:  
 




	   213	  
  Fig. 95 
 
Fig. 96 
                                                            
  Fig. 97 




per quando rigurada i software  utilizzati per la realizzazione di Film Avatar sono: 
Autodesk Maya (most shots) 
Pixar Renderman for Maya 
Autodesk SoftImage XSI 
Luxology Modo (model design, e.g. the Scorpion) 
Lightwave (low-res realtime environments) 
Houdini (Hell’s Gate scenes, interiors) 
ZBrush (creature design) 
Autodesk 3d design max (space shots, control room screens and HUD renderings) 
Autodesk MotionBuilder (for real-time 3d visualisations) 
Eyeon Fusion (image compositing) 
The Foundry Nuke Compositor (previz image compositing) 
Autodesk Smoke (color correction) 
Autodesk Combustion (compositing) 
Massive (vegetation simulation) 
Mudbox (floating mountains) 
Avid(video editing) 
Adobe After Effects (compositing, real-ime visualizations) 
PF Track (motion tracking, background replacement) 
Adobe Illustrator (HUD and screens layout) 
Adobe Photoshop (concept art, textures) 
Adobe Premiere (proofing, rough compositing with AE) 
Molti strumenti sono stati sviluppati in-house 
Innumerevoli  plugins per ogni  piattaforma, alcune delle quali Ocula per Nuke, 
Ktakatoa per 3ds max, Sapphire per Combustion/AE.1 
Le creature iniziarono come schizzi su carta e sono stati poi sculpting dig 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  http://www.twin-pixels.com/software-used-making-of-avatar/ 	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ZBrush. I veicoli sono stati modellati con Maya, XSI e 3ds max. 
Per gli avatar, Stan Winston Studios costruirono full-size di modelli generici Na'vi 
personaggi maschili e femminili che erano laser a scansione e ottimizzato. 
Incorporare le caratteristiche dei personaggi umani è stata una sfida in sé, come gli 
avatar dovevano avere una certa somiglianza con loro 'degli operatori. Inoltre, una 
conformazione della faccia troppo diversa dal viso dell'attore non ha interpretato bene 
per identificare il volto prestazioni, questo è il motivo per il Na'vi finito per guardare 
molto simile a gli attori che interpretano loro. Parlando di performance capture, di 
conservare pienamente tutte le sfumature del linguaggio del corpo, gli artisti Weta 
aveva creato tutti i muscoli del viso, grasso e tessuti e utilizzati state-of-the-art 
shaders e modelli di luce per dare il senso di profondità sotto la pelle, con il solito 
sotto-superficie del modello dispersione sostituita con una sotto-superficie uno 
assorbimento. La modellazione e texturing dei modelli e dei personaggi doveva 
passare attraverso diversi cicli di aggiornamento, perché, come il modello di un 
personaggio è stato reso più realistico, tutto CGI altro vicino ha iniziato cercando 
ovviamente falso e doveva essere migliorata. Per la vegetazione, Weta ha creato una 
biblioteca di circa 3000 piante diverse e Tress, che ha permesso loro di "decorare" la 
giungla Pandora in modo realistico. A proposito, inizialmente la vegetazione doveva 
essere ciano, ma la giungla era troppo alieno, in modo da ramo indietro po 'di verde 
per un look più familiare.1 
 
La differenza tra Maya e 3DStudio Max. 
Dobbiamo sapere che sia Maya e 3DMax sono sotto l’ombrello di Autodesk, entrambi 
sono considerati standard del settore per la modellazione, animazione e rendering. In 
molti modi, maya e 3dmax sono molto simili. Ad esempio usiamo lo strumento di 
trasformazione gizmo in 3DMax  per spostare, ruotare e ridimensionare l’oggetto. E 
Maya utilizza uno strumento simile. Max ha ancora alcune caratteristiche  che sono 
più divertenti e intuitivi da usare. D’altra  parte, apprendiamo che Maya è un 
miglioramento rinfrescante per gran parte delle funzionalità che 3DMax offre.  Sia 
Maya che Max utilizzano Mental Ray come secondary rendering engine, dando 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.twin-pixels.com/the-making-of-avatar-some-juicy-details/ 
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all’artista il potere di ottenere un aspetto fotorealistico. a livello professionale Maya è 
orientato più verso le animazioni sopratutto nel cinema, 3DStudio Max più verso lo 
sviluppo dei videogames. Maya è più ampio rispetto a 3DMax, mentre 3DMax tende 
ad essere più intuitivo  ed ha una curva di apprendimento un pò meno ripida.  anche la 
differenza sta nei loro punti di forza e di debolezza. 
 
     MAYA     3DMax 
          La 
  forza 
-Design custom per ogetti3D 
-Manipolare liberamente ogni 
individuo vertice, che 
permette per la sua grande 
senso di controllo e 
flessibilità. 
-Gli impostazioni di lightning 
e di texture che ci 
permetteranno di rendering gli 
oggetti più realistica. 
-Creare personaggi più 
facilmente. 
-Con la funzione “BI-Ped”, è 
possible creare uno scheletro 
umano fittizio e animare I 
personaggi rapidamente, gli 
dando  il movemento umano 
 -Creare facilmente più 
personaggi  
 
      
     La debolezza 
-La mancanza di “BI-Ped” 
risulta nella creazione manuale 
di strutture scheletriche, che 
possa chiedere molto temo per 
un film o videogioco. 
 -La interfaccio potrebbe 
sembrare confusa o complessa 
per l’utente per la prima volta. 
-Richiediamo più tempo per 
rendere le scene visive con 
luci complesso e anche noioso 
-difficoltà nella creazione di 
paesaggi a causa della camera, 
soprattutto se si tratta di 
oggetti di grandi dimensioni 
-La possibilità di creare credibili 
le scene visive con luci 
compleesso, ma ci vuole tanto 
tempo e noioso 
- difficoltà nella creazione di 
paesaggi a causa della camera, 
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Max è extremamente popolare nel mercato visuazzazione e architettura, nei mercato 
di videogiochi e TV/ Broadcast. Maya e 3DMax hanno pari influenza. tuttavia Maya 
domina nell’industria cinemtografica. Ma nel giochi 3Dmax potrebbe essere meglio a 
causa del suo  rigging carattere , motion capture,e gli strati di animazioni, la contrario 
Maya è noto per I suoi effetti fluidi, Come fuochi d’artficio, incendino, esplosioni 
nucleari e lo spazio  come nubi, vapore, nebbia e fume. Maya diventa la scelta giusta 
(better deal). In particolare Maya  a causa della sua modellazione NURBS. Che 
potremmo creare la forma con un solo volto. E nono ci sono limiti alla nostra 
creatività.1 
 3Dmax Maya 
Focus market Videogiochi Film 
L’interfaccia Stillo CAD potente un pò 
intuitivo Figura 97 
Flessibile,potente,meno 
intuitivo di Max  
La qualità di rendering Eccelante  Eccelante   
La qualità W/plug-in Eccelante  Eccelante  
gli strumenti UV(Unwrap,. Ottimo  Eccelante  
gli strumenti di animazioni Ottimo  Eccelante  
Pittura  Non Ottimo  
Modeling  Eccelante  Ottimo  
NURBS Basso  Ottimo  
Pacchetto completo per 
sviluppo dei giochi 












 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 file:///Users/rimshahin/Desktop/Maya%20vs.%203ds%20Max%20»%20Machinimart.html 
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L’interfaccia di 3d max 2012.  
 
Fig. 99 a1 
L’interfaccio di maya 2012. 
 
Fig. 99 b2 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://labs.mohole.it/wp-content/uploads/2010/11/3dsmax2010.jpg 
2 http://www.compuware4you.com/descrizione.php?id=22 	  






















Alcuni esempi di disegni che ho fatto usando dei programmi grafici  
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Fig. 100 con  Photoshop 
     Fig. 101 con photoshop 
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Fig. 103 con3D Studio Max 
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Fig. 105 con Maya 
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Fig.107 con Photoshop 
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     ←Fig.108 con photoshop  
                                                                                                                                        
Fig. 109 con photoshop→              
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↑ Fig. 110 con Illustrator e Photoshop 
 
  ↑Fig. 111 Illustrator e Photoshop 
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 ←Fig.112 Illustrator e Photoshop 
 
 Fig. 113 Illustrator e Photoshop 
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  Fig. 114 con Illustrator e Photoshop 
 Fig. 115 con Illustrato e Photoshop  
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 Fig. 116 con Illustrator e Photoshop  
 
  Fig. 117 con Illustrato e Photoshop   
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  ←Fig. 118 con Illustrato  
 
 
↑Fig. 119 con Photoshop 
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The Foundry Nuke. 
The Foundry Nuke, Che cosa è? 
Nuke è un nodo basato su un software per la composizione digitale, prodotto e 
distribuito da The Foundry e utilizzato per il cinema e la televisione post-produzione. 
NUKE è disponibile per Microsoft Windows, Mac OS X e Linux. Gli utenti di Nuke  
includono Digital Domain, DreamWorks Animation, Sony Pictures Imageworks, 
Sony Pictures Animation, Framestore, Weta Digital e Industrial Light & Magic. 
NUKE è stato utilizzato su produzioni come Avatar, Mr. Nobody, Il curioso caso di 
Benjamin Button, King Kong, Jumper, I, Robot, Resident Evil: Extinction, Tron:. 
Legacy e Black Swan. 
 
 
Fig. 1 l’interfaccia di Nuke 
 
La storia di Nuke. 
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NUKE (il nome deriva da 'nuovo compositore') è stato originariamente 
sviluppato da Bill Spitzak, un ingegnere di software per l’uso in-house al Digital 
Domain iniziato nel 1993. NUKE ha usato il toolkit FLTK, che è stato sviluppato in-
house presso il Digital Domain ed è stato successivamente rilasciato sotto la GNU 
LGPL nel 1998. NUKE ha vinto un Oscar per il Technical Achievement nel 2001. 
Nel 2002, NUKE stato messo a disposizione del pubblico per la prima volta sotto la 
bandiera del Software D2. Nel dicembre 2005, il software D2 ha rilasciato NUKE 4.5, 
che ha introdotto un nuovo sottosistema 3D. Nel 2007, The Foundry, una casa di 
sviluppo di plug-in a Londra, ha ripreso lo sviluppo e la commercializzazione di 
NUKE da D2. The Foundry rilasciato NUKE 4,7 nel giugno 2007, e NUKE 5 è stato 
rilasciato all'inizio del 2008, che ha sostituito l'interfaccia con Qt e ha aggiunto 
Python scripting, e il supporto per un flusso di lavoro stereoscopico. NUKE supporta 
l'utilizzo dei plug-ins di The Foundry attraverso il suo supporto per lo standard 
OpenFX.1 
NUKE e NUKEX Avanzando l'arte del composizione digitale. 
I Prodotti NUKE sono potenti, premiati con strumenti di compositing in grado 
di offrire velocità senza precedenti e set di funzionalità di prima classe, senza eguali 
nel mercato dei desktop. Nel settore della creazione di film di alta qualità, di 
animazioni, di contenuti commerciali o broadcast, i prodotti NUKE di The Foundry, 
sostenuti da una grande cerchia globale di talenti formati, porterà la velocità, 
funzionalità e flessibilità alla pipeline. Ci  è anche NUKEX, un prodotto potente che 
viene pieno zeppo di strumenti per dare agli artisti una maggiore libertà, armarli per 
affrontare le sfide complesse di composizione in modi nuovi ed efficienti. L'insieme 
degli utensili permette agli artisti di lavorare in modo efficiente, in modo interattivo e 
in processo di effetti visivi, senza dover lasciare Nuke o NUKEX per svolgere 
determinati compiti in pacchetti software esterni. NUKEX ha tutte le caratteristiche 
essenziali della NUKE, potenziato con una fotocamera integrata 3D Tracker, con un 
generatore di profondità, con strumenti per la correzione automatica della distorsione 
della lente e FURNACECORE, il nucleo di The Foundry Academy Award-winning e 
la tecnologia  FURNACE.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://en.wikipedia.org/wiki/Nuke_(software) 
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I punti da sottolineare includono:  
• Migliore composizione nodale standard nella classe industriale   
• Colore pipeline lineare e multi-canale del flusso di lavoro, per ottenere 
risultati di qualità cinematografica e flessibile composizione CG 
• Aperto e personalizzabile, con supporto OpenEXR, scripting Python per 
l'integrazione pipeline, API C per l'elaborazione di immagini personalizzate e 
molto altro 
• Vasta area di lavoro 3D con mappatura di proiezione, particelle, camera 
tracking e più, la flessibilità colpo confondendo il confine tra comp e CG per 
aiutarti a girarsi i colpi più veloci e mantenere fino alla fine in pipeline 
• Taglio di sviluppo a prova di futuro bordo, compreso il supporto per le 
prossime tecnologie come l'elaborazione delle immagini in profondità. 
L’interfaccia di Nuke. 
l'interfaccia di  Nuke è composta da sette elementi in forma dei pannelli separati. 
Solo cinque di questi può essere considerato vitale che sono: (Viewer,  Node 
Graph,  Curve Editor, Properties Bin, Toolbar) si vede nella figura 2 
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Fig. 2 l’interfaccia e le parte dell’aree di lavoro. 1 
 
Fig. 3  la proprietà Bin 
 
  Fig. 4 Editor di Curva  
valore 1 si considera la chiave (key frame) tra i punti 1 a 0 
valore 2 si considera nella gamma (key frame) tra 90 a 100 
 
Fig. 5 Viewer 
Questa parte comprende molti canali e set di livelli ad esempio; 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://opticalenquiry.com/nuke/index.php?title=Nukes_Interface 
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A è l’area dove i canali vengono gestiti 
B combina, con questa parta due punti dal script può essere direttamente confrontati 
tra loro. 
C 3D menu set 
D f-stop e gamma sliders 
E render management 
F value information bar 
G timeline 
 
   
 
 
 Fig. 6 Node Graph 
Questo un esempio su quanto i nodi sono disposti in diversi modi  
 
Le funzioni nei entrambi NUKE E NUKEX. 
1. Workflow - NUKE ha un flusso di lavoro multi-canale forte che rende CG 
composizione più efficiente. Il supporto più ampio del settore per le immagini 
EXR multi-canale si combina con multi-canale, multi-view e composizione 
dinamica alta gamma per migliorare la produttività e la gestione dei dati. 
NUKE consente di gestire il multi-pass rendering in modo pulito in un unico 
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flusso, i singoli passaggi separati per la manipolazione e lavorare nativamente 
con HDRI 
2. Nodal Toolset - Con oltre 200 nodi creativi a nostra disposizione, NUKE 
fornisce tutti gli strumenti necessari agli artisti, qualunque sia la sfida. Questi 
includono tutti i keyers standard dell’industria (Ultimatte, Primatte, Keylight), 
gli strumenti di disegno vettoriale e rotoscope, i molteplici approcci di 
correzione del colore, controllo sfocatura e vettoriali, defocus, dilatare / 
erodere, nuova griglia e deformazioni spline, composizioni multiple unire 
metodi, potente espressione linguaggio, un vettore basato su generatore di 
testo, GPU accelerata LUT 3D, un editor curva di animazione, Dope Sheet e 
molto altro ancora ... 
3. 3D Workspace - ambiente completo e integrato 3D NUKE che permette agli 
artisti di combinare live action 2D ed elementi 3D senza soluzione di 
continuità e veloce. È possibile creare schede, bicubics estesi, le reti bilineari e 
standard primitive geometriche o importare pre-costruiti con maglie OBJ e 
Autodesk FBX di supporto. Gli artisti della composizione possono decidere 
quanto andare fino in fondo in NUKE - trasformazione, texture, proiezione 
cartografica, la luce e il rendering multi-campionato motion blur e le ombre 
proiettate anche - il salvataggio di andata e ritorno con gli altri dipartimenti. 
4. Speed- Anche quando l'elaborazione di filmati ad alta risoluzione eccellente 
alla massima precisione di 32-bit in virgola mobile su un hardware modesto, 
motore di rendering multi-threaded, scanline-based NUKE dà all’artista un 
rapido feedback e risultati accurati. NUKE integra facilmente con i sistemi di 
render-farm ti dà ancora più potenza e velocità in pipeline. 
5. Powerful - NUKE scala con il carico di lavoro. L’indipendente risoluzione, il 
multi-canale pipeline di NUKE ti permette di leggere e di produrre immagini 
in qualsiasi formato e gestire fino a 1023 definibili dall'utente a 32-bit in 
virgola mobile canali di colore. Qualunque sia il lavoro che si getta su di voi, 
NUKE è in grado di gestirlo 
6. Customise - NUKE si inserisce perfettamente nella pipeline VFX, rendendo 
facile per gli artisti personalizzare e integrare nuovi strumenti. La semplice, 
ma ampia, interfaccia utente e nodi di NUKE possono essere facilmente 
personalizzati per adattarsi al singolo artista, NUKE ha integrato editor di 
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script Python, le espressioni dei parametri, cloni collegati e Gizmo le macro 
possono essere usate per creare rapidamente prototipi e fornire complessi  
effetti procedurali, accessibili in seguito al semplice tocco di un pulsante. 
Standard Python script può anche essere utilizzato per controllare 
l'elaborazione e l'interfaccia utente. 
7. stereoscopico Workflow - NUKE conosce stereo. L’unico di flusso di lavoro 
stereoscopico integrato di NUKE consente di lavorare su immagini stereo 
come un unico flusso di immagini, solo separando i flussi di immagini a destra 
e a sinistra, dove necessario, è il risparmio di tempo significativo. 
L’architettura di NUKE supporta anche un numero arbitrario di flussi di 
immagini che permettono di fare multi - vista con facilità. NUKE ha tutto il 
necessario per affrontare il lavoro di conversione da 2D a 3D qualunque sia la 
vostra tecnica preferita. Da un semplice spostamento di pixel a un pieno 3D 
match-mosso geometrico NUKE in grado di fornirlo. NUKE è anche l'unica 
piattaforma che supporta The Foundry premiato Ocula plug-in toolset. Ocula 
aiuta a correggere una vasta gamma di problemi live action stereoscopiche ed 
è stata perfezionata attraverso la collaborazione di numerose produzioni tra cui 
Avatar e Tron: Legacy.  
 
 
Fig. 7 Avatar  
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Fig. 8 Rise of The Planet of The Apes 
8. OpenColorIO – OpenColorIO è un sistema open source per la gestione del 
colore, una soluzione proveniente dalla Sony Picture Imageworks. 
OpenColorIO consente trasformazioni di colore e di visualizzazione di 
immagini da gestire in modo coerente su più applicazioni grafiche, tra cui: 
compositori, strumenti di riproduzione di immagini, renderer, e livellatrici di 
colore. OpenColorIO consente di impostare un profilo una volta e poi vedere i 
colori coerenti in tutte le applicazioni compatibili: Nuke, MARI, Gerone e 
KATANA, così come altri prodotti standard del settore. E’ garantita la 
rassicurazione di colore coerenti e i risultati in tutte le applicazioni del 
pipeline. OpenColorIO è, a differenza di altre soluzioni di gestione del colore, 
orientata verso la post-produzione e adatto sia per il lavoro di effetti visivi sia 
per i film d'animazione. 
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Fig. 9 
9. Improved Adobe Photoshop layered PSD reading - Porta Adobe Photoshop 
PSD a strati direttamente da Photoshop in NUKE. Il lettore migliore PSD ora 
legge file a 16 bit PSD e converte i livelli PSD in un grafico nodo di Nuke 
coordinato con i metodi di fusione e maschere di ritaglio. Questo ti permette di 
lavorare più a stretto contatto con il mascherino e le squadre di texture e 
ridurre al minimo il tempo trascorso conversione dei tipi di file. 
10. UDIM functionality - Importazione UDIM consente di importare una serie di 
patch di texture che seguono lo schema UDIM numerazione e rapidamente si 
applicano alla superficie di un oggetto 3D. Questo migliora l'interoperabilità 
con MARI in particolare tramite la NUKE <> MARI Bridge, consentendo di 
lavorare più vicino e più velocemente. 
11. Plug-ins - All The Foundry OpenFX ™ (OFX) plug-ins sono pienamente 
compatibili con NUKE. Plug-ins sono disponibili da The Foundry e la terza 
parte di plug-in fornitori. 1 
Le differenze e tra NUKE e NUKEX. 
NUKEX combina le caratteristiche dei set-NUKE con le seguenti funzionalità 
aggiuntive. 
 
1- 3D Camera Tracker 
• Integra direttamente nell'ambiente l'immagine 2D/3D NUKE di elaborazione, 
fornendo l'accesso dal vivo e in contesto Nuke potenti pre-e post-elaborazione. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.thefoundry.co.uk/products/nuke/features/#deep_compositing 
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• Analizzare le sequenze di immagini 2D, e risolverle automaticamente per 
ricostruire la telecamera 3D con vincoli sconosciuto, approssimative o noto, 
costante o variabile 
• Controllare la selezione automatica traccia e la distribuzione, e aggiungere dati 
di traccia generati dall'utente 
• Automatic 3D nuvola di punti e la creazione della fotocamera nativa ambiente 
3D Nuke. Creare geometria di riferimento e le schede posizionate in punti 
rilevate nella scena 3D 
2- Camera Lens Distortion Tools 
• Integra direttamente nell'ambiente di elaborazione dell'immagine 2D di NUKE  
• Sequenze di immagini unwarp e warp utilizzando un modello parametrico  
• lente modellata attraverso l'analisi automatica o l’identificazione manuale 
delle caratteristiche. 
3- FURNACECORE 
NUKEX viene fornito con FURNACECORE, the core plug-ins da The Foundry 
Academy Award-winning  toolset forno, che sono stati sottoposti ai  molti 
miglioramenti. 
• Kronos – un tempo di deformazione  alta qualità basati sulle tecnologie di 
flusso ottico 
• MatchGrade – copiare il grado da una sequenza all'altra 
• MotionBlur – aggiungere blur realistico in base al movimento nella scena 
• DeNoise – rimuove o riduce tutti i tipi di rumore del  footage. 
• DeGrain – rimozione ottimizzata della grana della pellicola da una lastra 
• ReGrain – aggiungere grano per i tuoi piatti puliti o grafica da stock, oppure 
gustare il proprio 
• DeFlicker2 – elimina lo sfarfallio in scena da fonti di luce di tutti i tipi  
• Steadiness – isciare una fotocamera scatti mossa, o bloccare completamente 
fuori un colpo 
• RigRemoval – primo piano rimuovere oggetti indesiderati da un colpo 
• Align – allineare automaticamente i colpi simili 
• WireRemoval- pulire velocemente i fili 
• VectorGenerator – produce vettori di movimento per l'utilizzo in altri nodi 1 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.thefoundrynuke.com/nukex/ 
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La novità  nei NUKE E NUKEX 6.3. 
1. Audio Scratch Track	  - The Audio Scratch funziona con l'editor curve NUKE, 
permettendo agli artisti di abbinare il loro VFX ai segnali audio e generare le 
curve di animazione di forme d'onda audio. 
 
Fig. 10 Audio Scratch Track | NUKE 6.3 
 
2. Performance - The Localise Read Cache può creare automaticamente copie 
locali di sequenze di immagini per ridurre il traffico di rete, può migliorare 
l'esperienza degli utenti e l’interattività dell’artista. Allo stesso tempo, il 
caching aggressivo si avvale di RAM disponibile per accelerare compositing, 
evitando di re-rendering quando si cambia lo spostamento di frame dallo script 
editing per la riproduzione. 
3. Displacement Shader - La migliore qualità di conversione 2D-3D 
stereoscopica può essere ottenuta utilizzando il Displacement Shader, che 
applica la tassellazione dinamica e lo spostamento della geometria 3D in fase 
di rendering. 
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Fig. 11 Displacement Shader | NUKE 6.3 
4. Deep Compositing- permette agli artisti di lavorare con le immagini 
profonde che contengono l'opacità multiple o campioni di colore per pixel. Ciò 
consente il rendering di elementi CGI senza predeterminati mascherini 
holdout, evitando la necessità dei re-renders del contenuto in caso di 
modifiche. La composizione profonda può essere utilizzato anche per creare  





Fig.12,  Deep composite con l’oggetto pallone tra le strutture blu  
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5. 3D PARTICLES- NUKEX 6,3’S è vero e proprio sistema di particelle 3D 
che si integra perfettamente con l’area di lavoro 3D NUKE. Gli artisti possono 
creare una serie di effetti particellari in modo rapido ed efficace all'interno di 
un composito tra cui le finestre s’infrangono con la  polvere, il fuoco e la 
pioggia. Non c'è bisogno di andare avanti e indietro per il pacchetto di esterni 
rendering 3D. 
 
Fig. 13- 3D Particles 
6. PLANAR TRACKER  - NUKEX 6,3 porta Planar tracking ad accelerare 
drammaticamente le attività di composizione più comuni di NUKE come la 
sostituzione di un segno, la generazione di elementi inserti e di targa pulita. Qualsiasi 
nuovo elemento da abbinare ad una superficie planare come il volto di un lato 
dell'edificio, piano o in auto, può essere facilmente monitorato, installato e animato 
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Fig. 14,  Planar Tracker I NUKE 6.3 
7- DENOISE - dopo che la squadra di ricerca ha vinto un premio Sci- Tech per i loro 
originali algoritmi  FURNACE nel 2007,  ha scritto un algoritmo completamente 
nuovo, basato su Wavelet Denoise, ottenendo risultati più puliti e più visivamente 
piacevoli con meno artefatti, che sono già stati ben accolto.  
 
Fig. 15, Denoise | NUKEX 6.3 
8 - SPLINE AND GRID WARPING 
hanno riscritto la linguetta e gli strumenti di deformazione della griglia nella NUKE 
per renderle più intuitve e precise da usare. L’interfaccia	  è unificata con RotoPaint 
che consente lo scambio di curve, l’aggiunta di linguette e di punti della griglia ai 
trackers, la modifica di animazioni nel foglio di curve editor / droga e supporto per gli 
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script Python. 1 
 




Le utilizzazioni di NUKE e NUKEX. 
NUKE e NUKEX sono stati usati su una varietà di progetti di effetti visivi nei film, 
nell’animazione e nelle serie televisive delle grande case di produzione, come: 
WETA DIGITAL è una compagnia di effetti speciali digitali con sede a Wellington, 
Nuova Zelanda, succursale della Weta Workshop e che ha vinto cinque oscar per i 
migliori effetti speciali: Weta Digital ha sviluppato diversi pacchetti di software 
proprietario come NUKE  per consentire la realizzazione di innovativi effetti speciali. 
“Rise of the Planet of the Apes” è un film che è stato realizzato  da WETA DIGITAL 
con uso di NUKE  nel 2011: ha dato il flusso di lavoro affidabile del composizione 
profonda workflow e ha permesso agli artisti di rendere un passaggio in modo 
efficiente e di gestire gli script bozzetto con centinaia di elementi, senza impantanarsi 
in assemblea. 2  Si vede alcune immagini  del film . 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.thefoundrynuke.com/nuke/ 
2 http://it.wikipedia.org/wiki/Weta_Digital 
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Fig.17, Rise of The Planet of The Apes. 2 
 
 Fig. 18 
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 Fig. 19 
 
MOLINARE è una facilià dei film e dei broadcast post production nel cuore di Soho, 
Londra ed è uno dei nomi più rispettati nell’industria con quasi 40 anni di esperienza. 
Fornisce lo stato dell'arte del Digital Intermediate, degli effetti visivi, del suono, del 
restauro, della conversione da 2D a 3D, dell’animazione, della libreria e dei servizi di 
gestione dei dati, dell’assistenza internazionale e della gestione del post production. 1 
I loro artisti trovano divertente utilizzare gli strumenti di The Foundry a causa del loro 
sostegno di primo ordine e il loro approccio collaborativo aperto allo sviluppo del 
prodotto, che li aiuta a fornire senza soluzione di continuità shot splendenti e 
complessi, come nel film del 2010 “THE KING'S SPEECH” diretto da Tom Hooper, 
come si vede nelle figure 20, 21 e 22 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://molinare.co.uk/about-us/ 
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    Fig. 20 
 Fig. 21 
  Fig. 22 
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SONY PICTURES  IMAGEWORKS  è  una compagnia di animazione e di 
produzione di effetti speciali, che ha cominciato a lavorare nel 1993.. 1 Gli artisti di 
sony hanno usato NUKE perchè è veloce sopratutto per lo scan – line rendering e, 
anche quando lavorano con file 4K, la velocità e l’interattività di NUKE sono davvero 
impressionati, come anche la perfetta integrazione con pipeline. 2 Si può vedere infatti 
in alcune figure del film che è stato realizzato da Sony Picture imageworks con l’uso 
di NUKE. Gli artisti di sony hanno testimoniato di essere in grado di scalare e 
padroneggiare scene con particolare concentrazione sulla sproporzionata testa della 
regina rossa, sul cambio di dimensione di alice e sugli occhi enorme del cappellaio, 
dove avrebbero potuto consultarsi con Tim Burton e DOP, Dariusz Wolski. E’ stato 
molto facile con NUKE e con la disponibilità della terza parte dei plug-in; anche per 
Villegas si è rivelato cruciale durante il progetto. La natura aperta dell'architettura 
NUKE ci ha consentito di standardizzare il flusso di lavoro sugli occhi del cappellaio. 
Hanno voluto usare un plug-in Sapphire (Distort) e Genarts era in grado di scrivere 
qualcosa che si adattasse perfettamente al loro flusso di lavoro NUKE.  
                                           Alice in Wonderland 
 
Fig. 23-  Alice in wonderland 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Sony_Pictures_Imageworks 
2 http://www.thefoundry.co.uk/products/nuke/testimonials/#film 
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  Fig. 24 
  Fig. 25 
  1Fig. 26 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1http://www.google.it/search?q=Alice+in+Wonderland+del+film&hl=it&client=safari&rls=en&prmd=
imvns&source=lnms&tbm=isch&ei=b5bVT 
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Per quanto riguarda l’uso di NUKE nelle mostre televisive, abbiamo tante grandi 
compagnie che si occupano di effetti speciali che hanno utilizzato NUKE, ad esempio  
ZOIC STUDIOS. La qualità del lavoro che hanno prodotto gli artisti di ZOIC, 
utilizzando NUKE, è sponenzialmente cresciuta e fornì 100-250 shots all’episodio 
della  ABC’s	  hit television series; ciò che non sarebbe stato possibile senza l'aiuto di 
The Foundry e Nuke.1 
 
Fig. 27 V, ( Zoic studios) 
 
Fig. 28, The Pacific ( Base FX) 
Per quanto rigurada NUKE and NUKEX for Animation, ci sono delle grande aziende 
che lavorano negli effetti speciali digitali e che usano NUKE, come ILM, La 
Industrial Light & Magic. E’ una delle più famose ed importanti aziende nel campo 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://www.thefoundry.co.uk/products/nuke/testimonials/#film 
	   252	  
degli Effetti speciali digitali, oggi parte della più ampia LucasFilm 1. Nel 2011 hanno 
fatto con l’uso di NUKE il film di animazione “Rango” (come si vede nella figura)   
  
Fig. 29, Rango ( ILM) 
Gli artisti di ILM hanno detto che NUKE ha permesso loro di sfruttare la loro pipeline 
3D, pur rimanendo in un ambiente di composizione  che mette una grande quantità di 
potere nelle mani dei compositori. Lavorano in scatti molto complessi e la notevole 
velocità con cui NUKE opera significa che i loro artisti possono concentrarsi sull’arte 
di effetti visivi e non avere la loro creatività ostacolata da un limite di velocità del 
software2 
 
Fig. 30, Rango 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 http://it.wikipedia.org/wiki/Industrial_Light_%26_Magic 
2 http://www.thefoundry.co.uk/products/nuke/testimonials/#film 
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C’è anche Blue Sky Studios, uno studio cinematografico specializzato nella 
realizzazione di film d'animazione e in grafica computerizzata. E’ stato fondato nel 
febbraio del 1987 da Chris Wedge,1 che ha recentemente migrato la loro 
composizione work-flow a NUKE, come Ice Age III - Dawn of the Dinosaurs (che 
si vede nella figura) 
 
Fig. 31, Ice Age III- Dawn of the Dinosaurs (Blue SKY) 
 
 
Fig. 32, Ice Age III- Dawn of the Dinosaurs (Blue SKY) 2 
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Possiamo dire che ora con The Foundry NUKE, gli artisti di effetti speciali possono 
risolvere i problemi che si presentano durante il processo di film making. Il 
programma è usato nel trattamento, nell’imposizione di effetti, nell’assemblaggio 
finale e nell’altro materiale video e film, che cattura la creazione di spot pubblicitari o 
per altre attività. NUKE è un chiaro rappresentante della nuova architettura, che 
spiega la sua lucidità e la sua logica. Il software ha iniziato il proprio percorso di 
sviluppo come studio di Digital Domain, dove ricevette il premio cinematografico per 
la realizzazione tecnica e fu utilizzato per la creazione di effetti in più di 45 film, 
centinaia di video musicali e spot pubblicitari. NUKE fornisce elevate prestazioni a 
64 canali TCL, un’architettura basata su una vasta gamma di strumenti, senza 
precedenti per una classe di sistemi desktop. E la possibilità di creare un linguaggio di 
scripting Python, supporta il processo stereoscopico con la capacità di leggere e 
scrivere su 1000 canali nello stesso flusso di tempo, così come fornisce un ampio 
supporto per le immagini EXR. Ora Nuke è attualmente uno dei più popolari pacchetti 
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Conclusione 
- La parola ''Grafica'' è radicata nella parola greca di ‘Graphikos’ che significa: 
in grado di disegnare o dipingere. 
- Oggi il Graphic Design può essere definito come l'arte di creare dichiarazioni 
visive, composizioni artistiche di immagini e / o scritti. 
- la grafica è in virtù di determinare la forma complessiva di un messaggio 
scritto a sua volta determina i modi in cui tale messaggio sarà percepito. 
- Il graphic design è un processo creativo, spesso coinvolgendo un client e un 
designer e di solito completata in collaborazione con i produttori di forma (ad 
esempio, stampanti, programmatori, produttori di insegne, ecc). 
- Il graphic design è un’attività pensata per migliorare la società attraverso una 
comunicazione efficace, che rende i concetti complicati più semplici da capire 
e da utilizzare.  
- Il grafico, invece, deve abbracciare la comunicazione visiva per conto di un 
cliente pagante con determinate necessità.  
- il graphic designer utilizza la fotografica (selezionando) o commissionando 
fotografie), crea illustrazioni per la clientela o grafici per facilitare la 
comprensione di messaggi complessi e usa elementi formali per associare le 
immagini alle parole scritte. 
- La comunicazione visiva combina il linguaggio parlato, il linguaggio scritto e 
le immagini in messaggi esteticamente piacevoli, si connette al pubblico sul 
piano intellettuale ed emotivo e gli fornisce informazioni pertinenti. Se ben 
eseguito, il graphic design identifica, informa, insegna, interpreta e addirittura 
persuade lo spettatore ad agire.  
- La comunicazione visiva come propaganda, come forma di comunicazione al 
servizio di un potere politico: i mezzi sono più o meno gli stessi. 
- la comunicazione visiva oggi è strettamente connessa allo sviluppo della 
civiltà industriale: quindi è una comunicazione visiva al servizio di una civiltà. 
- Il design grafico è un aspetto onnipresente della vita moderna. Complesso di 
forma perennemente mutevole sintetizza e comunica Informazione al 
pubblico, ma allo stesso della società. Nel design grafico vi sono stati molti 
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sviluppi tecnici e importanti mutamenti di enfasi sotto il profilo sia stilistici sia 
dei contenuti. 
- Molti designer, e naturalmente molti registi cinematografici, hanno saputo 
sfruttare  appieno tali potenzialità,  generando ambienti artificiali iperrealisti in 
cui persino le leggi della fisica possono essere infrante a piacimento . 
- La rivoluzione digitale ha anche fatto sparire molti limiti creativi, consentendo 
una fusione sempre maggiore tra design grafico e belle arti, illustrazione, 
musica e moda, tanto che molti  dei designer grafici presentati in questo 
volume sono anche artisti, stilisti , musicisti ,animatori e registi. 
- i designer grafici di oggi devono essere sempre più consapevoli delle correnti 
in continuo movimento della cultura giovanile che, come dettato dalla 
demografia di questo gruppo, sono caratterizzate da tempi d’attenzione molto 
brevi e da una naturale sintonia con la tecnologia. 
- Contemporary Graphic Design non si limiti solo a presentare un’istantanea 
visivamente piacevole del design grafico contemporaneo, ma che stimoli 
anche idee e valori atti a fornire una ‘bussola etica’ per la professione del 
designer grafico oggi. 
- -Il design è un processo di eliminazione delle idee o dei concetti inefficaci per 
arrivare a quei pochi che sembrano buoni. Le tecniche descritte in seguito 
aiuteranno il graphic designer a generare buoni concetto:- 
 
5- Flusso di coscienza/libera associazione 
6-  Usare schemi ad albero. 
7- Utilizzo del dizionario e dei sinonimi.  
8- Combinare idee distanti.  
- Il grafico non deve essere solamente il designatore grafico intuitivo: deve 
essere un individuo in grado di pensare. 
- Nel graphic design necessario chiarire la differenza esistente tra i due concetti: 
che cosa deve essere visualizzato e come deve essere visualizzato. 
- Non esiste il «pensare creativo formale». Esistono, invece, vari metodi per 
arrivare in parte a soluzioni valide di un problema. 
Graphic Design: Gli Elementi 
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9- Linea 
10- Forma  
11- Prospettiva 
12- Colore  
13- Valore 
14- Consistenza 








7- Il ritmo 
8- Il movimento 
 
 




- La media è in altre parole la conseguenza individuale e sociale di ogni 
medium, cioè di ogni estensione di noi stessi. 
- La ‘new media’ è un termine ampio, che emerse alla fine del ventesimo 
secolo. 
- new media è la "democratizzazione" della creazione, pubblicazione, 
distribuzione e consumo di contenuti multimediali. 
- L’ottocento è il secolo dell’elettricità. La prima applicazione dell’elettricità 
alla comunicazione è il telegrafo elettrico, introdotto da Samuel Morse negli 
Stati Uniti nel 1844.  
- Il giornale, il cinema, la radio e la televisione saranno invece “medie piene” 
perché i comunicatori sono loro (i mezzi fanno/sono il messaggio), in quanto 
trasmettono ai riceventi un proprio contenuto. Ai fini della comunicazione di 
massa sono rilevanti i “media pieni”, anche se i “vuoti” sono stati molto utili 
per lo sviluppo della comunicazione. 
-  Novecento le basi della sociatà nella quale viviamo si sono poggiate sui mass 
media.  
- Con l’avvento dei new media il flusso della comunicazione cambia 
radicalmente. La natura digitale di un contenuto fa si che esso, in linea di 
principio, possa essere modificato, immagazzinato e ri-prodotto da chiunque 
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in qualsiasi istante. 
- I contenuti digitali sono multimediali e interattivi; uno stesso file può 
contenere testo, immagini, video e link  che permettono di ampliare le 
possibilità di esplorazione del contenuto proposto, rendendo il destinatario 
direttamente partecipe della sua fruizione.  
- New media digitali, cioè il nuovo mondo della comunicazione telematica, 
interattiva, ipertestuale, in rete e virtuale hanno avuto dei precursori, dei 
pionieri e degli artefici, sul piano sia della riflessione teorica, sia della 
progettazione tecnica e della pratica artistica.già presenti nell’invenzione della 
fotografia, del cinema e della televisione.  
- Fra il XIX e il XX secolo, si affermano i mezzi audiovisivi: la fotografia, il 
disco, il cinema e la radio. 
- La tecnica fotografica si stabilizza solo verso la metà del XIX secolo con 
l’avvento del negativo su vetro a collodio umido.  
- La fotografia ha la capacità di catturare l’essenza del  mondo che ci circonda 
fissando i momenti nel tempo è un mezzo potente che, se usato in mondo 
appropri nel lavoro di design. 
- Ad oggi si trovano sul mercato diverse digitali o reflex (SLR) che permettono 
di ottenere immagini di qualità. 
- Le digitali acquisiscono le immagini elettronicamente e le salvano in un file, 
risparmiando tempo e denaro.  
- Il cinema è presentato come una forma di spettacolo pubblico.  
- Le prime proiezioni cinematografiche in pubblico dei fratelli Lumière (1895) 
si svolgono, infatti, al Grand Café di Parigi, un classico luogo 
dell’intrattenimento e della conversazione. 
- La TV eredita gli usi sociali della radio potenziando rispetto ad essa la 
concorrenzialità con il cinema. 
- La televisione non affatica, permette di seguire i programmi senza sforzi 
particolare concentrazione, dando una sensazione di verità e di completezza. 
- Nel 1993 presso il National Center for Supercomputing Applications (Ncsa) 
dell’Università dell’Illinois nasce il Word Wide web.  
- Il software viene tradotto per Windows e per Macintosh e quindi anche chi 
non possiede alcuna conoscenza informatica, può navigare a vista nel grande 
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mare di Internet. Da questo momento in poi Internet smette di essere legato 
alla comunità scientifica e accademica e diventa un vero e proprio mezzo di 
comunicazione di massa. 
- Il futuro dei media digitali è vincolato solo alle esigenze dei consumatori e 
l'immaginazione degli sviluppatori di media diversi come le persone che sono 
online oggi e domani.  
- Gli sviluppi nella computer grafica per i designer hanno avuto un profondo 
impatto su molti tipi di documentazione di disegni e hanno rivoluzionato 
l'animazione, e grafica animata sono diventati più comuni, ma la computer 
grafica 2D è ancora ampiamente utilizzata per sostituire disegni ortografici. 
- Negli ultimi dieci anni (2000-2010), un altro campo di specializzazione è stato 
sviluppato come visualizzazione delle informazioni, e la visualizzazione 
scientifica più preoccupata con la visualizzazione di tre fenomeni dimensionali 
(ingegneria, architettura, meteorologico, medico, biologico, ecc), dove l'enfasi 
è il rendering realistici di volumi, superfici, fonti di illuminazione, e così via, 
magari con una dinamica (tempo)componente. 
- Lo sviluppo iniziale del computer grafica è stato creato da uno studente del 
MIT, Ivan Sutherland. Nel periodo tra il 1961 e il 1963, Sutherland ha creato 
un programma di disegno per computer chiamato Sketchpad 
- Il computer graphics era prima una grafica vettoriale, composta da linee sottili, 
mentre la grafica moderna si basa utilizzando pixel raster. Per  spiegare la 
differenza tra grafica vettoriale e grafica raster c’è una storia di un naufrago. 
- Gli svantaggi di file vettoriali sono stati che non possono rappresentare 
immagini a tono continuo ed erano limitate nel numero di colori disponibili. 
Formati raster invece hanno funzionato bene per immagini a tono continuo ed 
erano limitati nel numero di colori di colori disponibili. 
- C’erano altri sforzi con studenti come Steve Russell, Ken Knowlton, Franco 
Sindon e Michael Noll che hanno iniziato a lavorare nel campo del computer 
graphic 
- Uno studente di nome Edwin Catmull fissò l'università dello Utah nel 1970 e 
Catmull amava l’animazione, ma non aveva il talento per disegnare e lui vide i 
computer come la naturale evoluzione dell’animazione e volevano essere parte 
della rivoluzione ha creato un'animazione della sua mano che si apriva e si 
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chiudeva 
- il primo grande progresso nei computer graphics 3D fu creato presso 
l'Università dello Utah da questi primi pionieri, l’algoritmo delle superfici 
nascoste. Al fine di tracciare una rappresentazione di un 3Dobject sullo 
schermo, il computer deve determinare quali superfici sono dietro l'oggetto dal 
punto di vista dello spettatore, e quindi dovrebbe essere nascosto quando il 
computer crea l'immagine.  
- La grafica bitmap, o grafica raster, è una tecnica utilizzata per descrivere 
un'immagine. Un'immagine descritta con questo tipo di grafica è chiamata 
immagine bitmap o immagine raster. Il termine raster (= trama, reticolo, 
griglia, rasta) ha origine nella tecnologia televisiva analogica, ovvero dal 
termine che indica le righe orizzontali (dette anche scan line) dei televisori o 
dei monitor) 
- Cioè un bitmap è un’illustrazione composta di piccoli “punti “ chiamati pixel. 
- L’utilizzo dell’immagine bitmap trova applicazione soprattutto nelle fotografie 
e nelle illustrazioni pittoriche, perché meglio ne riproduce sfumature sottili e 
la struttura a mosaico dell’immagine è il punto di forza, ma anche di 
debolezza. 
- Gli vantaggi sono: la possibilità di lavorare anche solo su un singolo pixel 
permette di riprodurre le sfumature e i colori simili a quelli della pittura e della 
grafica tradizionale, L’infinita possibilità di trasformazione delle immagini 
così ottenute. 
- Ma gli svantaggi che si accompagna a questi due vantaggi, la risoluzione 
variabile e non sempre adatta a tutti gli usi può perdere di dettaglio. 
- I disegni in formato vettoriale invece descrivono un’immagine come un elenco 
d’istruzioni di tipo matematico (una linea, un punto, una figura geometrica, 
ma anche un testo).  
- Da vettoriale a bitmap e da bitmap a vettoriale In realtà possiamo dire che un 
semplice Word processor sia spesso in grado di lavorare su immagini bitmap 
inserendo elementi vettoriali. Oltre a questo è anche possibile la conversione 
da una tipologia all’altra e viceversa. Per il passaggio da vettoriale a bitmap è 
necessario fissare le dimensioni e il numero di pixel(cioè la risoluzione) 
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-  i programmi di grafica vettoriale considerati(corel xara-adobe illustrator – 
corel draw) e gli Strumenti e figure Comuni ai vari Software vettoriali. 
- in grafica vettoriale non è importante cosa si disegna ma ciò che si vede. 
- . C’è un'altra cose importante per il grafico la prospettiva: È una tecnica che 
permette di ottenere l’illusione della profondità in un disegno realizzato cioè 
in due dimensioni: altezza e larghezza.  
- Le immagini digitali rivestono un ruolo centrale nelle attività umane: la 
comunicazione delle informazioni e la rappresentazione di concetti tramite 
immagini, infatti, sono comuni a quasi tutti gli ambiti dell’agire umano. 
- Ci sono due tipi di immagini: le immagini reali e le immagini artificiali. 
- Un’immagine digitale è tradotta in un insieme di cifre; quest’operazione nota 
come digitalizzazione può essere suddivisa in due fasi: il campionamento 
spaziale (dpi, dot per inch) e la quantificazione cromatica 
- Il campionamento spaziale consiste nella suddivisione della superficie 
dell’immagine in un determinato numero di rettangoli chiamati pixel. La 
quantificazione cromatica consiste nell’associare a ciascun pixel un insieme di 
numeri che ne rappresenta il colore medio (RGB-GMYK) 
- L’esigenza di un formato e come archiviare un’immagine per una futura 
visualizzazione o elaborazione, sorge il problema di come registrare i dati che 
la descrivono o quale formato usare, c’è il formata RAW, ma non si tratta di 
una rappresentazione assoluta, ossia priva di codifica possiamo ottenere 
un’immagine distorta fino all’illeggibilità. Ci sono i modi della compressione 
dell’immagine come (RLE)-(LZW) 
- La scelta del metodo di compressione dipende dal tipo di immagine da 
comprimere e dall’uso che se ne deve fare.  
 
 L’elaborazione delle immagini che significa operare sull’informazione 
puntuale contenuta nei singoli pixel, al fine di individuare elementi locali o 
globali presenti nell’immagine stesse, ed è usata per raggiungere tre grandi 
categorie di obiettivi: Eliminazione di disturbi tramite (filtri Motion blur, 
passa- basso), Esaltazione di particolari con i filtri passa-alto, manipolazione 
dell’istogramma dei livelli di grigio. Estrazione d’informazioni con ( 
segmentazione- estrazione del contorni). 
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-  Ma i tipi di elaborazioni sono: elaborazioni globali, puntuali e locali.  
- Le immagini artificiali cioè quelle che indipendentemente dal fatto che siano 
meno ispirate alla realtà, sono state generate tramite le designer, con due 
gruppi; immagini astratte e immagini simulanti la realtà.  
- Il rendering per un’immagine artificiale cioè capire quali sono i particolari che 
un osservatore valuta con maggiore attenzione, e quali invece quelli che 
possono passare in secondo piano. 
- Un oggetto non è visibile se non emette radiazione luminosa, L’illuminazione 
di una scena nasce dal contributo di sorgenti di luce che possono essere in 
numero variabile, di colori differenti. 
- L’applicazioni delle immagini artificiali trovano moltissime nei campi come la 
realtà virtuale, i videogiochi  e anche in ambiti più tradizionali, come la 
generazione di effetti speciali per il cinema o la televisione. Infine si parla del 
colore, dicendo che cos’è e descrivendone le caratteristiche. 
- L’arcobaleno ha i colori dell’iride da Greci la messaggera degli Dei, che 
scendeva tra gli uomini agitando le sue ali multicolori. Nella scienza sono 
componenti della luce bianca (luce solare del pieno giorno o di una lampadina 
elettrica). 
- I colori primari sono: giallo, rosso, blu, con i quali si possono ottenere tutti gli 
altri colori come quelli additivi e sottrattivi (GMKY). Ci sono colori caldi 
come giallo, rosso e marrone e colori freddi come blu, verde, grigio  
- usiamo il colore perché può fare attenzione attratta all’elemento, aiuta di 
accentuare, contrasto e contenuto l’organizzare, impatto di rinforzare e 
riconoscimento, creare mood, fortificare un’identità e assistenza di leggibile 
- La NeXT Computer è stata una società fondata nel 1985 da Steve Jobs. 
L'obiettivo della società era di creare una nuova rivoluzione del campo 
dell'informatica 
- Lo sviluppo e la progettazione di una macchina con una tecnologia così 
avanzata e innovativa fu lungo e travagliato; difatti il primo computer, 
il NeXTcube, fu presentato solo nel 1990, quasi cinque anni dopo la 
fondazione della società. 
-  La NeXT, visto lo scarso successo della macchina, ne sviluppò una nuova 
versione che risolveva sia i problemi di affidabilità che quelli legati al disco 
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magneto ottico, infatti il modello successivo fu dotato anche di hard disk. La 
nuova versione venne presentata nel 1991 
- . Nel1993 la Next decise di chiudere la divisione hardware e di concentrarsi 
solo sul sistema operativochiamato NeXTSTEP, che era il vero fiore 
all'occhiello della società 
- Nel 1996 Apple Computer si trovava in un momento molto difficile, Jobs 
rientrò facendo confluire NeXT in Apple, che così si salvò dalla bancarotta. 
NeXTSTEP fornì alcune delle basi del nuovo sistema operativo Apple, Mac 
OS X	  
- il lato software si concentrarono principalmente su tre progetti: Il PostScript, 
Il Microkernel Mach, La programmazione orientata agli oggetti. 
- i  prodotti di NeXT: NeXT Computer,  NeXTcube,   NeXTstation, 
NeXTdimension, NeXTSTEP, OPENSTEP, WebObjects 
- il Photoshop è considerato il re dei programmi di fotoritocco, è il partone 
ideale per il disegnatore grafico, la sua storia, iniziò a Michigan (USA con 
Thomas (Tommaso) e John (Giovanni). Il suo percorso storico delle sue 
versioni ha passato con tante novità nelle sue funzionalità fino arriviamo 
all’ultimo versione CS5. 
-  Lo utilizziamo per creare diversi disegni, come la pubblicità, le illustrazioni 
artistiche, attraverso l'integrazione d’immagini, testi e altri elementi. 
Migliorare le fotografie, regolando i colori e l’illuminazione, o varianza, è 
anche utilizzata per sviluppare i file RAW, e produrre immagini di loro. 
- Adobe Illustrator che è il programma standard per la creazione d’illustrazioni 
destinate alla stampa, ai prodotti multimediali e alla grafica in linea. Ci sono 
anche delle novità e funzionalità  nella l’ultimo versione per il design e la 
progettazione web. 
- Adobe Flash (in precedenza Macromedia Flash e ancora prima FutureSplash) 
è un software per uso prevalentemente grafico che consente di creare 
animazioni vettoriali e video principalmente per il web. Flash manipola 
grafica vettoriale e raster per fornire l'animazione del testo, i disegni e le 
immagini fisse. 
- Con questo programmo lavoriamo con diversi strumenti, pannelli  e i filtri per 
otteniamo  un buon risultato per la progettazione sul web e l’animazione  
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- L’animazione in Flash avviene fondamentalmente in due modi: o attraverso 
una successione lineare di fotogrammi visualizzati sulla linea temporale, come 
nelle tradizionali animazioni cinematografiche, o attraverso l’esecuzione di 
uno o più script impostati tramite il linguaggio di programmazione Action 
script di Flash 
- Flash adotta un accorgimento per facilitare il lavoro dell’animazione: si tratta 
del pulante tecnica Onion skin questa tecnica permette di visualizzare 
contemporaneamente due o più fotogrammi sullo stage. 
- ActionScript è un linguaggio orientato agli oggetti, supportante quindi la 
creazione di classi, e l'uso di quelle già esistenti 
- L’animazione è, dunque, un processo di simulazione del comportamento reale 
e dinamico degli oggetti e degli eventi utilizzando le regole del computer 
grafica, del multimedia e della fisica della dinamica delle particelle. 
- Ci sono tanti tipi differenti di animazione che sono utilizzati oggigiorno. I tre 
tipi principali sono la clay animation, l’animazione al computer e l’animazione 
regolare. 
- Nel campo dell’animazione 3D c’è un gruppo di software molto importanti, 
detti i “Grandi Quattro”,  che sono considerati i più diffusi nel settore 
professionale  
- i Grandi Quattro sono:3D Studio Max. i suoi mercati principali: architettura e 
videogiochi 
    Lightwave 3D . I Mercati principali: architettura e effetti speciali cinema e 
pubblicità 
     Maya. I  Mercati principali: effetti speciali cinema e pubblicità 
Softimage XSI. I  Mercati principali: videogame e effetti speciali cinema 
- 3D Studio Max è un programma di grafica vettoriale tridimensionale e 
animazione, realizzato dalla divisione Media & Entertainement di Autodesk. E 
è uno dei più utilizzati software per creazione 3D per numerose ragioni tra cui 
le potenti capacità di editing, I set di strumenti specializzati per sviluppatori di 
videogiochi, artisti degli effetti visivi e progettisti grafici da un lato e 
architetti, progettisti, ingegneri e specialisti della visualizzazione dall’altro e la 
sua architettura di plugin 
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- Tra i più famosi videogiochi che sono stati creati con 3DMax  Assassin’s 
Creed Questa complessa navigazione del personaggio, è stata animata con una 
pipeline che ha incluso 3DMax per creare a livello di carattere e modelli 3D. 
- Maya è uscito per la prima volta nel 1998, è oggi uno dei software per la 
computer grafica 3D più utilizzati e completi, e i motivi sono molteplici: il 
programma offre semplicità di utilizzo, strumenti avanzati, espandibilità, 
personalizzare dell’ambiente di lavoro, e programmabilità, uno dei  film che è 
più importante e un buon esempio del lavoro con Maya è Avatar, La 
differenza tra Maya e 3DStudio Max. 
- Nuke è un nodo basato su un software per la composizione digitale, prodotto e 
distribuito da The Foundry e utilizzato per il cinema e la televisione post-
produzione 
- Ora con NUKE E NUKEX gli artisti di effetti speciali possono risolvere i 
problemi che si presentano durante il processo di film making. Il programma è 
usato nel trattamento, nell’imposizione di effetti, nell’assemblaggio finale e 
nell’altro materiale video e film, che cattura la creazione di spot pubblicitari o 
per altre attività. 
- NUKE è un chiaro rappresentante della nuova architettura, che spiega la sua 
lucidità e la sua logica. Il software ha iniziato il proprio percorso di sviluppo 
come studio di Digital Domain, dove ricevette il premio cinematografico per 
la realizzazione tecnica e fu utilizzato per la creazione di effetti in più di 45 
film, centinaia di video musicali e spot pubblicitari. 
- NUKE fornisce elevate prestazioni a 64 canali TCL, un’architettura basata su 
una vasta gamma di strumenti, senza precedenti per una classe di sistemi 
desktop. E la possibilità di creare un linguaggio di scripting Python, supporta 
il processo stereoscopico con la capacità di leggere e scrivere su 1000 canali 
nello stesso flusso di tempo, così come fornisce un ampio supporto per le 
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