In this article we present a solution to overcome the difficulties in the comparative evaluation of error corrections systems and mechanisms. An overview of existing error correction approaches allowed us to notice that most of them introduce their own evaluation process with the drawbacks it represents: i.e. it is not clear if one approach is better suited than another to correct a specific type of error. Obviously each evaluation process in itself is not completely original and consequently some similarities can be observed. In this context, we rely on this fact to propose a generalist "evaluation design pattern" we fitted to the case of error correction in textual documents. The idea lying beyond that is to provide a standard way to integrate required resources according to the family (previously defined in the evaluation model) they belong to. Moreover, we developed a platform which relies on OSGi specifications to provide a framework supporting the proposed evaluation model.
INTRODUCTION
In order to propose an accurate way to evaluate error correction systems, it is interesting to pay a special attention to their benefits and particularly to the different shape of errors they have to deal with. Indeed, an error correction system will be susceptible to perform worse or better according to the type of errors the system will have to face to. So, this will have to lead to different evaluation mechanisms. In this paper, we are particularly concerned by error correction of a specific subset of data which consists in textual data. Indeed, large amounts of data produced every day by the growing number of the Web 2.0 services users are error-prone. It makes it important to correct those errors while they may disturb data management applications. While spell checkers are amongst the most common Natural Language Processing (NLP) applications, many computer applications rely on clean text processing techniques. It is only because of the increase of noisy text (Subramaniam et al., 2009 ) that these techniques have been adapted to take noise like errors into account.
Most documents were formerly produced by professionals who have to keep a minimum level of quality while writing. Indeed their writings have to conform to quality controls like newspaper editorial chain, article review... At Web scale, the way information is produced is different while most (but not all) documents are created by ordinary users (Rosnay and Revelli, 2006) . In this last case, information is not provisioned as a result of a professional work. Ordinary users are more likely to make mistakes while using an inappropriate terminology (or a vocabulary they are not familiar with). It is therefore legitimate to have some reservations about the quality of their writings (both about the form and the substance). Moreover, web published content is not constrained by quality control. For example, weblogs have popularized the mass self-publishing with free and immediate release.
According to the problem of information quality, it might be interesting to consider errors in Information Retrieval systems (IR) as well while it is one of the principal ways to access data on the Web. Most of the time attempts to correct errors with an IR improvement perspective consider only query correction like the popular "Did you mean". There are few researches aiming to correct documents themselves like Ruch works (Ruch, 2002) , and works related to former TREC-5 Confusion Track (Kantor and Voorhees, 2000) with OCR related errors and later TREC-6 with Spoken document retrieval track. However, at web scale, it is an important area of improvement for IR systems (Varnhagen et al., 2009) . Our state of the art led us to identify difficulties in the benchmarking of error correction systems. For example there is no common (and realistic) evaluation collection and some (Pedler, 2007; Atkinson, 2012) publish their testing sets while many others do not. It is important to have common testing environments which rely on common collections and standardized metrics in order to be able to compare solutions.
Our proposal consists in an evaluation model which applies to error correction systems as well as low-level resources they rely on. For our sake, evaluations results obtained later thanks to the framework implementing this model through our platform will then allow the choice of the "best" error correction system to use in the indexation phase of an IR system. That is why the specialization of our model exposed later will be particularly focused on this aspect.
The context and positioning of this article is presented in section 2 which defines the key concepts used along the article and establishes a classification of common errors. In the section 3 we present an overview of different error correction approaches as well as practical issues related to the difficulties of evaluating them. In order to address this problem, section 4 presents our evaluation model across a generic meta-model which is derived in a model we use to evaluate error correction systems. The evaluation platform implementing this model is presented in section 5. It allowed the analysis of some error correction mechanisms. Implemented resources are described in section 6 as well as our first evaluation results. Finally, section 7 provides our conclusions on the evaluation of error correction systems and presents our perspectives for their future integration into IR systems.
CONTEXT AND POSITIONING
According to Shannon works related to information theory (Shannon, 1948) , noise can be described as a corruption of information resulting in a difference between the expected information (which is supposed to be correct) and the information obtained (which might contain errors). At first, it is important to define what an error is, and at least to clarify the definition retained in this article.
Key Concepts Definition

Alphabet
If we consider textual information and take A, a finite set which we call alphabet (in the case of the English language, A is matching all possible characters in English). Thus, every character c belongs to the alphabet A, (c ∈ A).
Word
Let A k be the set of words w composed by a sequence of k ordered characters.
2.1.3 Dictionary (or Lexicon)
We call dictionary d (or lexicon), all valid words of a language coming from an alphabet A (i.e. currently or formerly used by native speakers of the language).
Error
An error e can be defined as the presence of at least one character which differs from the expected character at a given position in the sequence corresponding to a word w. Let w be in A k and c i (w) denote the character at position i in w :
This definition covers all errors like ones due to the insertion, the deletion, or the substitution of a character by another one as well as any other operation which modify the sequence of characters composing a word.
Wrong Word (Resp. Target Word)
We define a word with at least one error (as w 2 ) as a wrong word different from the correct intended target word (as w 1 ).
Error Correction System
According to previous definitions, an error correction system is a mechanism which allows to retrieve the correct intended target word corresponding to a wrong word.
This preliminary definition of an error stays at high level so that it is possible to refine it like we propose in the following section.
Taxonomy of Errors
Errors in digital documents may have multiple origins. Indeed, errors can occur (and accumulate) at each step in the process which leads to an electronic document from an initial "abstract" information. Information is qualified as abstract as it is not materialized in a physical medium digital or not. It is then possible to distinguish digital documents whether they are produced from a direct materialization (e.g. keyboard input), or they passed through another state (e.g. handwritten) before being digitized. We can make a distinction between errors related to human intervention during information creation (false initial idea), expression (verbalization of idea, association of idea with a word, spelling or pronunciation problem), and writing of information (dysgraphia, poor typography), and secondly, errors coming from computer data processing which occurs during OCR phase.
In some cases, errors can be valid words as defined above. This type of error is called real-word error (e.g. "diary" and "dairy"). Although this type of error preserves most of the time the "syntactic" validity of the sentence in which it occurs, it breaks its semantic coherence making the sentence unintelligible by humans. Such errors cannot be detected (and hence corrected) efficiently without the presence of a context such as words adjacent to the error. The context makes it possible to identify semantic inconsistencies generated by the error, or at least the low statistical probability for this word to be surrounded by the words which compose its context. In most cases, errors result in invalid words that we call non-words errors (e.g. "tree" and "teer"). This last type of error is easier to detect because a simple comparison with valid words of a dictionary is sufficient. Although the presence of a context may help to identify more precisely a proper correction it is not mandatory while these errors can be considered as isolated words out of context.
Most real-words errors come from abstract information, i.e. there is difficulty in the ability of author to associate the correct word according to his thought (see Figure 1 ). This problem occurs most frequently with children, non-native writer, and dyslexic people. However, typos and errors in character recognition rarely belong to real-words.
The different types of errors being defined, we offer an overview of approaches to correct them according to their type.
Overview of Error Correction Approaches
In this article, we do not choose to consider one type of error (non-word or real-word) in particular even if the latter one is more difficult to identify as an error. Works on non-words error correction are referenced by (Kukich, 1992; Mitton, 2008) . However, approaches having the best results rely on context, as well as approaches to correct real-words errors.
Works on real-words error correction can be classified into two categories: methods based on semantic information (or a human lexical resource) and methods based on machine learning (or information likelihood).
Approach based on "information semantics" was first proposed by (Hirst and St-Onge, 1998) , and developed later by (Hirst and Budanitsky, 2005) . It detects semantic anomalies but is not limited to word verification from predefined confusion sets (at least pairs of commonly confused words) which model ambiguity between words. This approach is based on the observation the words the writer intends to write are usually semantically related to surrounding words while some errors resulting real-words are not. The problem of detecting real-word errors is the same as the problem of homonyms. This is an application of disambiguation methods to correct errors. (Mays et al., 1991) propose a statistical method using probabilities of trigrams of words to detect and correct real-words errors without requiring predefined confusion sets. (Wilcox-O'Hearn et al., 2008) analyze advantages and limitations of the method proposed by (Mays et al., 1991) . They present a new evaluation of the algorithm in order to be able to compare the results with other methods. They also built and evaluated some variants of the algorithm using fixedsize windows.
Problems with Evaluation of Error Correction Systems
All these works refer to difficulties in the evaluation of their approaches compared to the others. That is why works such as those of (Wilcox-O'Hearn et al., 2008) are very important. Used resources (reference dictionary, collections of errors, evaluation metrics) differ significantly from the evaluation of one approach to another. Thus, collections of errors (or collections of documents which contain errors) are rarely employed in the evaluation and most of the time based on randomly generated errors in a collection of documents. A significant work from Pedler (Pedler, 2007) has been to collect and make available documents produced by dyslexic people. We propose a flexible evaluation model adapted for our needs to the evaluation of error correction mechanisms. However, it could relatively easily be adapted to evaluate other kind of systems.
PROPOSAL OF AN EVALUATION MODEL
In order to allow a maximum level of re-usability, we have defined a generic approach to evaluate systems. It may be closed systems considered as black boxes as well as composites systems created from an original combination of resources to evaluate. This evaluation approach is described at a macroscopic level by a meta-model we call the Generic Evaluation Model (GEM). Our main concern in the context of this paper is the evaluation of different error correction mechanisms. So, we rely on a Specific Evaluation Model (SEM) derived from the GEM and adapted to this case. The SEM is tuned to evaluate the wanted type of system and only needs to be instantiated to perform an experiment.
Definition of a Generic Evaluation
Model (Meta-Model)
The GEM is a generic abstract representation of an evaluation model which consists of five elements, so that the GEM can be defined by the 5-tuple:
Where R D , R P and R E are input resources families to the model. These resources respectively belongs to the following families:
• Data D: noted R D (e.g. data to process), • Processing P: noted R P (e.g. algorithms to apply to data), • Evaluations E: noted R E (e.g. evaluation metrics, reference values). Each resource family includes a set of types of resources of its own and is dependent on the derivation of the GEM in SEM.
s is a data processing module based on the resources R provided to produce results (e.g. scores).
e is a module to evaluate data processing s results and produces performance indicators (e.g. accuracy).
This meta-model is too generic to be usable for evaluation task. It must be instantiated in a specific model SEM defined relatively to an experiment evaluation needs.
Derivation of a Specific Evaluation Model for Evaluation of Error Correction Systems (Model)
The SEM is a derivation of the GEM for the needs of a particular evaluation. In this paper, it has been derived to evaluate error correction mechanisms. These can be full autonomous error correction systems which have their own resources (this is a special case which will be specified later), or composite systems as mentioned above. To define the SEM, we will initially define each family of resources based on resource types it accepts. Each family of resources is subject to constraints on its cardinality which can be different if the evaluated error correction system is autonomous or composite.
Thus, evaluation of a composite system (the general case) requires the instantiation of a resource of each type: ∀t ∈ {Coll, Dict, SDM, EM}, |r t | ≥ 1
The SEM is then represented by the following 5-tuple:
However, when evaluating an autonomous system, it is considered as a processing resource AS instead of SDM. In addition, the system is autonomous, and does not require any dictionary.
The proposed model formalizes concepts and follows intuitive evaluation logic. However, this formalization is necessary for large scale evaluation. The genericity of the model enables it to apply to the evaluation of various types of systems via the instantiation of suitable resources. In this case, the model was adapted to evaluate error correction mechanisms. The model was then implemented in a platform which can serve as a framework for evaluation.
IMPLEMENTATION OF THE EVALUATION MODEL
The implemented evaluation platform is based on the above model which defines its different modules. The platform was developed in Java and uses the OSGi standard (OSGi-Alliance, 2012) for modules implementation. This allowed us to use the modularity of the proposed model by defining common standard interfaces for each type of resources. This makes it possible for a given type of module to replace it easily without impacting the rest of the platform. Each module respect a contract has its own life cycle and can be dynamically deployed on the platform. Processing module s and assessment module a ensure the availability of the minimum needed set of resources for testing.
The developed platform was used for our evaluation of some composite systems built from dictionaries, similarity (or distance between strings) measures commonly used in error correction systems.
EVALUATION
Instantiation of Evaluation Model Resources
Evaluations conducted in this article consider only a reduced set of composite systems. Resources used in the composition of these systems are exposed in following paragraphs.
Errors Collection
Our evaluations only concern errors corrected regardless of any context (at first time). This collection of errors has been compiled from common mistakes on Wikipedia, Wikipedia List of Common Misspellings WCM (Wikipedia Community, 2012) . Errors come as a list of 4408 couples of the form:
<wrong word,target word>
This collection contains non-words as well as realwords errors. While real-words errors are already labelled as errors, it is possible to suggest a correction without the need for a context (which is not available).
Dictionary
In our first experiments, we implemented three different dictionaries. A dictionary based on Wordnet (Miller, 1995; Fellbaum, 1998) , a unigram dictionary provided by the AtD system (Mudge, 2012) , and an online collaborative dictionary Wiktionary (Wiktionary Community, 2012). Although a correction can be proposed both for non-words and real-words errors, identification of the belonging of these errors to one or other of the categories is interesting to segment the collection and provide independent indicators. This is a difficult task because the identification of the category is dependent of the chosen dictionary (Figure 3) . Thus, new words not yet integrated in a dictionary can be wrongly considered as non-words while unusual words may persist. The temporal aspect is difficult to manage.
It may be noted on the histogram above that a larger dictionary tends to identify more errors as realwords errors than a dictionary with fewer words. In that sense, Figure 4 highlights the difficulty to choose a dictionary. Indeed, the Wordnet based dictionary contains 147,000 words, and covers only 73% of target words corresponding to errors, while AtD dictionary has coverage of 98% with nearly 165,000 words only. Wiktionnary dictionary has coverage of about 98.5% with over 2 million words. AtD dictionary leverage the coverage of target words in the collection of errors according to the number of words in the dictionary. Indeed it is the result of a learning phase which allowed to keep only most frequent words.
Similarity / Distance Measures
As part of a first series of experiments, only three similarity / distance measures were evaluated: Levenshtein distance, Jaro and Jaro-Winkler distance. These three measures will then have to be compared and maybe combined with other similarity measures such as phonetic encoding based measures.
Evaluation Metrics
As a perspective we would like to integrate an error correction system to an information retrieval system in order to improve its performance Indexation Time Error Correction (ITEC) process described in further works of section 7). If the error correction process is conventional, it is necessary to differentiate interactive or online error correction, and non-interactive or offline error correction.
Indeed, in the case of online error correction, the system benefits from contextual information about user input according to the device (smartphone, tablet, No: no choice high accuracy required netbook, laptop) and the physical layout of the keyboard keys. Moreover, it is possible to suggest multiple corrections to the user at the same time. This allows the user to choose the suggestion which fits best. Therefore, it is more important to suggest the appropriate correction among propositions rather than ranking it at the first position among them.
In the case of offline error correction, the problem is more complex. Indeed, no contextual information about input of data (and available metadata are relatively poor). Nevertheless, it is possible to assume that English texts should be linked to standard QW-ERTY keyboard layout. It is particularly important to promote accuracy in the case of offline error correction systems. Indeed, it is important to suggest the proper correction in first place because the system cannot rely on a user to choose the final correction. This phenomenon is necessarily present when one wishes to reduce the responsibility of the user. It is therefore necessary to have a correction system with maximum accuracy.
These characteristics guided our evaluation metric choice to the Mean Reciprocal Rank noted MRR :
Where sugTW R stands for the rank of the suggestion which is effectively the same as the target word. This metric seems to be suited to the constraints of offline error correction evaluation. Indeed, the MRR applies a significant penalty if the correct result does not occur in first ranks. High MRR value means that the correct result belongs to top ranked results. On the opposite, a low MRR value doesn't mean that the correct result is ranked very far, but only not in the first ones.
Instances of employed resources being defined, the next section presents the results of initial experiments.
Results
Instances of previously defined resources allowed us to build a composite error correction system to be evaluated for each combination dictionary/similarity measure, nine systems found in nine Evaluation Model Instances rated EMI: Figure 5 shows MRR scores obtained by each of instantiations of the model. As it can be seen, bigger dictionary (see Figure 4) as Wiktionary allows a maximum coverage of target words in the collection of errors at the cost of a lower rank of the target word among the suggestions. Indeed, the correct target word is lost in the quantity of words syntactically close to the misspelled word, which leads to a low MRR. A dictionary of smaller size allows a better ranking of the target word at the cost of an increased risk that suggestion list misses the target word.
If we consider string similarity measures, we can see they have different behaviors according to the dictionary (although they seem to be close most of the time). Thus, Levenshtein seems to be the least sensitive of the three to the size of the dictionary, while Jaro-Winkler which obtained good results associated with Wordnet (small dictionary) seems to be less effective when combined with Wiktionary. The difference between these measures is not very important because they are not fundamentally different.
The study of the WCM collection allowed us to determine that among the 4408 couples that the collection contains 4274 wrong words share their first character with their associated target word. It means that 97% of errors couples share their first character. We modified previously used similarity measures so that they return a null similarity to dictionary words which do not share the same first character as the misspelled word to correct. The results of nine new EMI are shown in Figure 6 . We can observe from the Figure 6 that the heuristic which consists in the use of the first character slightly improves the MRR of two of the three measures. Only the Jaro-Winkler measure sees its MRR lowered. Moreover, this heuristic reduced significantly the computing time of suggested corrections by eliminating a large number of candidate words each time an error is processed. This heuristic thus seems interesting to integrate in composite systems.
In order to evaluate different kind of similarity measures, we decided to apply previous string similarity measures on phonetic encodings of both errors and candidates words. This allows the creation of a phonetic similarity measure. We can observe on Figure 7 that the combination of both measures is getting worse results than simple string similarity measures (about half the MRR of sring similarity measures).
This can be explained by the fact that the phonetic encoding made many word candidates to be encoded by the same phonetic key. The problem comes from the pessimistic computation of the rank of the correct result. Indeed, in the case where many candidate words obtain the same score after the scorer pass, our assessor consider that the rank of the correct result is the rank of the worst one. So, if the ten best words candidates including the correct result have the maximum score of 1, the assessor will consider that its rank is 10, not 1, not 5. It should be better to be more fair in this case by using word frequency as a second criterion to sort the results (or in the worst case by putting the rank of the correct word at the mean rank of the same scored candidates).
CONCLUSIONS & FURTHER WORKS
In this paper, we proposed a formal definition of key concepts related to error correction. We also proposed a classification of these errors according to their origins and their types and their related difficulties. Our state of the art about error correction systems allowed us to identify a problem in the evaluation of these systems. We have proposed a comprehensive evaluation model including a meta-model derived in a model that we instantiated. Afterwards, this evaluation model was implemented in a modular and extensible evaluation platform we used to evaluate 18 instances of the model through composite systems. While this is not sufficient to validate the model in itself, it is hard to provide a meta-evaluation with regards to other evaluation approaches. It only proves that it works for evaluated cases.
As the developed platform is extensible we will integrate other similarity measures between strings, as well as phonetic similarity measures. We will also incorporate other heuristics such as those proposed in (Wong et al., 2006) . Other collections of errors such as the one used by Aspell (Hirst and StOnge, 1998) will be included as well as collections of documents tagged with errors such as the one used by (Pedler, 2007) . The platform can then be used to determine optimal parameters in the combination of different approaches and heuristics. We wish to evaluate complete error correction systems on the same platform. The results are more difficult to interpret because we do not control the resources (including dictionaries) they rely on, but they will provide reference results to locate raw performance of the evaluated approaches.
An Indexation Time Error Correction (ITEC) system can be used in the analysis of documents to correct errors they contain and allowing creation of more representative indexes. We wish to make indirect evaluation of error correction approaches by comparing the results obtained by information retrieval systems on evaluation campaigns such as TREC (Kantor and Voorhees, 2000) or INEX without ITEC and with it enabled.
