In the design of deep neural architectures, recent studies have demonstrated the benefits of grouping subnetworks into a larger network. For examples, the Inception architecture integrates multi-scale subnetworks and the residual network can be regarded that a residual unit combines a residual subnetwork with an identity shortcut. In this work, we embrace this observation and propose the Competitive Pathway Network (CoPaNet). The CoPaNet comprises a stack of competitive pathway units and each unit contains multiple parallel residual-type subnetworks followed by a max operation for feature competition. This mechanism enhances the model capability by learning a variety of features in subnetworks. The proposed strategy explicitly shows that the features propagate through pathways in various routing patterns, which is referred to as pathway encoding of category information. Moreover, the cross-block shortcut can be added to the CoPaNet to encourage feature reuse. We evaluated the proposed CoPaNet on four object recognition benchmarks: CIFAR-10, CIFAR-100, SVHN, and ImageNet. CoPaNet obtained the state-of-the-art or comparable results using similar amounts of parameters. The code of CoPaNet is available at: https://github.com/JiaRenChang/CoPaNet.
Introduction
Deep convolutional neural networks (CNNs) have been shown to be highly effective in image classification with large datasets, such as CIFAR-10/100 (Krizhevsky and Hinton, 2009) , SVHN (Netzer et al., 2011) , and ImageNet (Deng et al., 2009) . Improvements in computer hardware and network architectures have made it possible to train deeper and more complex networks.
Network grouping is an efficient technique to improve the accuracy in model learning. The Inception architecture (Szegedy et al., 2015) was proposed to aggregate abundant features via multi-scale subnetworks. In addition, dueling architecture (Wang et al., 2015) in deep reinforcement learning can explicitly exploit subnetworks to represent state value and action advantages. Recently, the Residual Networks (ResNets) (He et al., 2015a (He et al., , 2016 can be regarded that a residual unit includes an identity shortcut and a residual subnetwork. This approach can alleviate the vanishing gradient problem by bypassing the gradients without attenuation and thus can increase the network depth up to more than 100 layers. As suggested in (Abdi and Nahavandi, 2016; Huang et al., 2016b; Veit et al., 2016) , ResNets gains its superior performance by implicitly averaging many subnetworks.
The redundancy problem of ResNets has been raised in (Huang et al., 2016b; Zagoruyko and Komodakis, 2016) . Some studies primarily aimed at the improvement of the propaga- tion in ResNet, thereby reducing the redundancy problem. Stochastic Depth (Huang et al., 2016b) tackled this problem by randomly disabling residual units during training. Wide Residual Networks (Zagoruyko and Komodakis, 2016) addressed this problem by decreasing the depth and increasing the width of residual units for faster training. Both of these network architectures are attempts to shorten the network and thereby improve information back-propagation during training. Without shortening network, a recent work (He et al., 2016) analyzed various usages of rectified linear unit (ReLU) and batch normalization (BN) in ResNets for direct propagation, and proposed methods for identity mapping in residual units to improve training in very deep ResNets. Some studies encouraged the direct feature reuse by replacing the element-wise addition in ResNets with concatenation. FractalNet (Larsson et al., 2016) repeatedly combines many subnetworks in a fractal expansion rule to obtain large nominal network depth. DenseNet (Huang et al., 2016a ) is similar to FractalNet with the difference that DenseNet connects each layer to all of its preceding layers. These approaches exhibit a behavior of mimicking deep supervision, which is important to the learning of discriminative features.
Some studies aimed at the improvement of the residual units by representing the residual function with many tiny subnetworks. Inception-ResNet (Szegedy et al., 2016) presented Inception-type residual units. PolyNet replaces the original residual units with polynomial combination of Inception units for enhancing the structural diversity. Multi-residual networks (Abdi and Nahavandi, 2016) and ResNeXt (Xie et al., 2016) both aggregate residual transformations from many tiny subnetworks.
The idea behind the use of subnetworks is to simplify network for efficient training. By explicitly factoring the network into a series of operations, features can be learned independently. In this work, we embrace this observation and propose a novel deep architecture referred to as Competitive Pathway Network (CoPaNet). Because the underlying mapping function can be decomposed into the maximum of multiple simpler functions and the residual learning (He et al., 2015a ) is a good strategy for approximating the mapping functions, the proposed competitive pathway (CoPa) unit was designed to comprise multiple parallel residual-type subnetworks followed by a max operation for feature competition. Furthermore, identity cross-block shortcuts can be added to the CoPaNet to enhance feature reuse. These strategies offer several advantages: 1. Feature redundancy can be reduced by dropping unimportant features through competition. 2. The competitive mechanism facilitates the network to modularize itself into multiple parameter-sharing subnetworks for parameter efficiency (Srivastava et al., 2013) . 3. CoPaNet uses residual-type subnetworks and therefore inherits the advantage of ResNet for training very deep network. 4. With competitive mechanism and residual-type subnetworks, the CoPaNet explicitly exhibits the property of pathway encoding, as shown in Figure 1 . Because the residual-type subnetwork can preserve feature identity such that the winning path can be traced back within the entire network. That is, the routing pattern of propagating features encodes category information. 5. The cross-block shortcuts encourage coarse feature reuse and implicit deep supervision.
CoPaNet was evaluated using several benchmark datasets such as CIFAR-10, CIFAR-100, SVHN, and ImageNet. Our resulting models performed equally to or better than the state-of-the-art methods on the above-mentioned benchmark datasets.
Related Work

Residual Networks (ResNets)
ResNets (He et al., 2015a) are motivated by the counterintuitive observation that the performance of neural networks actually gets worse when developed to a very great depth. This problem can be attributed to the fact that the gradient vanishes when information back-propagates through many layers. He et al. (2015a) proposed skipping some of the layers in convolutional networks through the implementation of shortcut connections, in the formulation of an architecture referred to as residual units. The original residual unit performs the following computation:
where x l denotes the input feature of the l-th residual unit, id(x l ) performs identity mapping, and f l represents layers of the convolutional transformation of the l-th residual unit. He et al. (2016) further suggested to replace ReLU with another identity mapping, allowing the information to be propagated directly. Thus, they proposed a pre-activation residual unit with the following form:
Furthermore, the positions of BN and ReLU are changed to allow the gradients to be backpropagated without any transformation. Their experimental results demonstrated the high efficiency of pre-activation residual units.
Competitive Nonlinear functions
Maxout Networks (Goodfellow et al., 2013) were recently introduced to facilitate optimization and model averaging via Dropout. The authors of this work proposed a competitive nonlinearity referred to as maxout, which was constructed by obtaining the maximum across several maxout hidden pieces. Maxout Networks can be regarded as universal approximators and can provide better gradient back-propagation than other activation functions. Without down-sampling the features, Local Winner-Take-All (LWTA) (Srivastava et al., 2013) was inspired by the characteristics of biological neural circuits. Each LWTA block contains several hidden neurons and produces an output vector determined by local competition between hidden neurons activations. Only the winning neuron retains its activation, whereas other hidden neurons are forced to shut off their activation. In empirical experiments, both network architectures have been shown to have advantages over ReLU.
Competitive Pathway Network
Competitive pathway unit
CoPaNet is an attempt to separate model into subnetworks through competition. In the following, we refer to residual-type subnetworks as pathways. In a CoPa unit, multiple pathways are compiled in parallel and features are selected by using a max operation. A CoPa unit includes output x l+1 with K pathways, which can be formulated as follows:
x l is the input feature, and h k l (x l ) represents layers of transformations on the k-th pathway at the l-th CoPa unit. Figure 2a illustrates the CoPa unit (featuring two pathways) used in this paper.
Competitive pathways appear complex; however, the proposed CoPaNet is easy to train. Notice that residual learning (He et al., 2015a ) is based on the hypothesis that underlying mapping function H(x) is very hard to fit. Nevertheless, the mapping function can be decomposed into two simpler functions: H(x) = x + F (x). He et al. (2015a) claimed that the residual function F (x) is easier to approximate. Motivated by the idea of streamlining the process of approximating the underlying mapping function, we first decompose the underlying mapping function into the maximum of two simpler functions, that is, H(x) = max{f (x), g(x)}. We then use residual learning (He et al., 2015a) and let f (x) = x + h 1 (x) and g(x) = x + h 2 (x). The desired mapping function becomes H(x) = max{x + h 1 (x), x + h 2 (x)}. This illustrates the need for two parallel networks (one each for h 1 (x) and h 2 (x)), each of which comprises several stacked layers in order to approximate discrete residual functions. Because f (x) and g(x) are simpler, it would be easier to approximate h 1 (x) and h 2 (x) than the original residual learning (He et al., 2015a) . Our CoPa unit is different from maxout unit (Goodfellow et al., 2013) . The original maxout unit is constructed to obtain the maximum across several elementary neurons. Our method replaces the elementary neurons with generic functions, which are modeled by ResNets.
Further, the property of pathway encoding reveals in this architecture. We consider a 2-pathway (denote as h 1 l , h 2 l ) CoPaNet with three stacked CoPa units, as show in Figure 1 . We denote that the output of the first CoPa unit is y 1 = x + h 1 1 (x) (if h 1 1 wins) where x is the input feature. The output of the second CoPa unit can be written as y 2 = y 1 + h 1 2 (y 1 ) (if h 1 2 wins). The output of the third CoPa unit can be written as y 3 = y 2 + h 2 3 (y 2 ) (if h 2 3 wins). The final output actually can be expressed as y 3 = x + h 1 1 (x) + h 1 2 (y 1 ) + h 2 3 (y 2 ). This indicates that the final output is contributed by three winning subnetworks h 1 1 , h 1 2 , h 2 3 with reference to x. Thus, the routing pattern can be revealed by propagating x through the entire network.
Within a biological context, competitive mechanisms play an important role in attention (Lee et al., 1999) . Researchers formulated a biological computational model in which attention activates a winner-take-all competition among neurons tuned to different visual patterns. In this model, attention alters the thresholds used to detect orientations and spatial frequencies. This suggested that winner-take-all competition can be used to explain many of the basic perceptual consequences of attention (Lee et al., 1999) .
CoPaNet Architecture
CoPaNets can be simply constructed by stacking CoPa units. Let the opponent factor k denote the number of pathway in a CoPa unit and the widening factor m multiplies the number of features in convolutional layers. That is, the baseline CoPa unit corresponds to k = 2, m = 1; whereas ResNet corresponds to k = 1, m = 1. Figure 2b shows the architecture for CIFAR and SVHN as well as Table 1 detailed the deployment. The residual shortcut in the proposed network performs identity mapping and the projection shortcut is used only to match dimensions (using 1×1 convolutions) as ResNet (He et al., 2015a (He et al., , 2016 . For each pathway, we adopted a "bottleneck" residual- type unit comprising three convolutional layers (1×1, 3×3, 1×1). Alternatively, we could select a "basic" residual-type unit comprising two convolutional layers (3×3, 3×3). In practice, a "bottleneck" residual-type unit is deeper than a "basic" one, providing higher dimensional features. In the proposed CoPaNet, we placed BN and ReLU after all but the last convolutional layer in every pathway.
Cross-block Shortcut
The cross-block shortcuts were motivated by DenseNet (Huang et al., 2016a) which reused features from all previous layers with matching feature map sizes. In contrast to DenseNet (Huang et al., 2016a) , we propose a novel feature reuse strategy: to reuse the features from previous CoPa block (stacked by many CoPa units). This is accomplished by adding identity shortcuts after pooling layers and concatenate with the output of the next block. We refer to our model with the cross-block shortcuts as CoPaNet-R, as shown in Figure 2c .
Experiments
We have tested the proposed CoPaNets and CoPaNets-R on several datasets, and compared the results with those of the state-of-the-art network architectures, especially ResNets. 
Training
We constructed a CoPaNet-164, with a set number of pathways (k = 2), and network width (m = 1, 2, 4), detailed in Table 1 . Furthermore, we constructed a CoPaNet-R-164, with a set number of pathways (k = 2), and network width (m = 2, 3). The networks were trained from scratch by using Stochastic Gradient Descent with 300 and 20 epochs for CIFAR and SVHN datasets, respectively. The learning rate for CIFAR began at 0.1, divided by 10 at 0.6 and 0.8 fractions of the total number of training epochs. The learning rate for SVHN began at 0.1, divided by 10 at 0.5 and 0.75 fractions of the total number of training epochs. A batch size of 128 was used for all tests, except for m = 4 when we used a batch size of 64.
On ImageNet, we trained from scratch for 100 epochs. As shown in Table 1 , we constructed several CoPaNets with 2 pathways for ImageNet. The learning rate began at 0.1 and was divided by 10 after every 30 epochs. The model was implemented using Torch7 from the Github repository fb.resnet.torch (https://github.com/facebook/fb.resnet. torch). Other settings were set exactly the same as those used for ResNet.
We adopted a weight decay of 0.0001 and momentum of 0.9 as in (He et al., 2015a) . Weights were initialized in accordance with the methods outlined by He et al. (2015b) . We also applied Dropout (Srivastava et al., 2014a) after the average poolings except the last pooling, and it was deterministically multiplied by (1 -Dropout-rate) at test time. The Dropout rate was set to 0.2 for CIFAR and SVHN as well as 0.1 for ImageNet. The test error was evaluated using the model obtained from the final epoch at the end of training. 
CIFAR-10
The CIFAR-10 dataset consists of natural color images, 32×32 pixels in size, from 10 classes, and with 50,000 training and 10,000 test images. Color normalization was performed as data preprocessing. To enable a comparison with previous works, the dataset was augmented by translation as well as random flipping on the fly throughout training. As shown in Table 2 , we obtained test error of 4.50%, 4.10%, and 3.74% when using network width of m = 1, 2, and 4, respectively. We then compared CoPaNet-164 (1.75 M, m = 1) to pre-activation ResNet-1001 (10.2 M), for which He et al. (2016) reported test error of 4.62% (we obtained 4.87% in our training procedure). Figure 3a presents a comparison of training and testing curves. Furthermore, Our best result on CIFAR-10 was obtained by CoPaNet-R. We obtained 3.38% test error with only 15.7 M parameters.
CIFAR-100
The CIFAR-100 dataset is the same size and format as CIFAR-10; however, it contains 100 classes. Thus, the number of images in each class is only one tenth that of CIFAR-10. Color normalization was performed as data preprocessing. We also performed data augmentation (translation and horizontal flipping) on the CIFAR-100 dataset.
As shown in Table 2 , we obtained the test error of 22.86%, 20.48%, and 18.67% for network width of m = 1, 2, and 4 with Dropout, respectively. CoPaNet-164 (1.75 M, m = 1) was compared to pre-activation ResNet-164 (1.7 M) for which He et al. (2016) reported test error of 24.33%. This puts the proposed network on par with pre-activation ResNet-1001 (10.2 M) which achieved test error of 22.71%. However, CoPaNet-R showed few benefits on CIFAR-100, and it obtained same level of accuracy. 
SVHN
The SVHN dataset consists of color images of house numbers (32×32 pixels) collected from Google Street View. This includes 73,257 digits in the training set, 26,032 digits in the test set, and 531,131 in an extra set. We used the entire training set and extra set for training.
We did not perform any data augmentation or preprocessing except for dividing the image intensity by 255. As shown in Table 2 , the CoPaNet-164 (1.75 M, width m = 1) with test error of 1.86%. CoPaNet-R-164 (width m = 3) achieved the state-of-the-art results (1.58%) with only 15.7 M parameters.
ImageNet
The ImageNet 2012 dataset consists of 1000 classes of images with 1.28 millions for training, 50,000 for validation, and 100,000 for testing. As shown in Table 1 , we constructed twopathway CoPaNet with various depths for ImageNet. However, we reduce the number of feature maps to approximately 70% in order to retain a similar number of parameters. For a fair comparison, all results were achieved when the crop size was 224×224. Our results of single crop top-1 validation error showed better performance than ResNet, as shown in Figure 4 . These results reveal that CoPaNets perform on par with the state-of-the-art ResNets, while requiring fewer parameters. CoPaNets performed worse than DenseNet with similar amounts of parameters. The major reason could be that DenseNets were much deeper than CoPaNets.
Discussion
Parameter Efficiency
The competitive mechanism modularizes the network into multiple parameter-sharing subnetworks and thus can improve parameter efficiency (Srivastava et al., 2013) . We trained multiple small networks with various depths on CIFAR-10+. As shown in Figure 3b , both CoPaNet and its variant outperformed pre-activation ResNet. The CoPaNet-R achieved better performance than CoPaNet. When achieving the same level of accuracy, furthermore, CoPaNet requires around a half of the parameters of pre-activation ResNet. Figure 5 demonstrates that CoPaNet has the capacity to exploit many pathways. We trained several CoPaNets-56 (width m = 1) for use on CIFAR-10+ using various numbers of pathways with the Dropout rate set to 0.2. As shown in Figure 5 , CoPaNet gains its benefit by increasing the number of pathways to handle complex dataset. More pathways tend to lower test errors at the expense of more parameters. Nonetheless, we adopted two pathways in our experiments to restrict the number of parameters.
Number of Pathways
Pathway Encoding
One paper (Srivastava et al., 2014b) argued that ReLU network can also encode on subnetwork activation pattern, such as maxout and LWTA networks. Srivastava et al. (2014b) discussed about the activation pattern of many filters in the same layer. In contrast to Srivastava et al. (2014b) , we demonstrated the routing pattern that one feature map propagate through many stacked pathways (subnetworks). We suppose that the routing patterns are similar within the same semantics and are different between distinct semantics, which is termed as pathway encoding. As shown in Figure 6 , we calculated the preference of routing patterns in a trained 2-pathway CoPaNet-164 (width m = 1). The preference of pathway was statistically estimated from the CIFAR-10 test set and can reveal the characteristics of the category. We illustrates the routing patterns in the last block (comprising 18 CoPa units) which contained high-level features. Each sub-figure showns the routing pattern of one feature map (4 representative feature maps were manually selected from the total of 180), and the color denoted the preference of pathways. As shown in Figure 6a , a selected routing pattern can be regarded as encoding the non-living or living groups and the routing patterns are similar in the same group. Figure 6b illustrates that the routing pattern may be encoding the flying concept such that the routing patterns of airplanes are similar to those of birds. Notice that although airplanes belong to non-living group, there exists a special pattern resembling those of animals, including the bird, as shown in Figure 6c . Furthermore, Figure 6d illustrates the diversity of routing patterns for different categories. The similarity and diversity support our hypothesis that CoPaNet is able to use pathway encoding to well represent the object images of different groups.
Coarse Feature Reuse
The CoPaNet-R architecture adds identity cross-block shortcuts to encourage feature reuse. This facilitates that the last classification layer can reuse coarse features from all previous blocks. Thus those shortcuts provide additional supervision because classifiers are attached to every CoPa blocks. We trained a CoPaNet-R-164 (width m = 2) on CIFAR-10+ and it achieved 3.55% test error, as shown in Table 2 . Figure 7 shows the L 1 -norm of weights of the last classification layer. In this figure, we can observe that the last classification layer uses features from early blocks. The concentration towards the final block suggests that high-level features dominate in classification.
However, CoPaNet-R did not outperform CoPaNet on CIFAR-100 and ImageNet. This may be due to the relatively few training samples for each class (500 samples per class in CIFAR-100 as well as around 1000 samples per class in ImageNet). We conducted an experiment to demonstrate this effect. We used a small CIFAR-10 dataset (1000 training samples per class) to train CoPaNet-164 and CoPaNet-R-164, both with width m = 2, and achieved test errors of 12.58% and 12.53%, respectively. There is no significant difference in this case. With full training set (5000 training samples per class), CoPaNet-R has significant improvement compared to CoPaNet, as shown in Table 2 . The coarse feature reuse may be effective only when the amount of training samples is large enough for each class.
Conclusions
This paper proposes a novel convolutional neural network architecture, the CoPaNet. It introduces a nice property that input features transmit through various routing patterns for different category information, called pathway encoding. Empirical results demonstrate that the category information plays a role in selecting pathways. We showed that CoPaNet inherits the advantages of ResNet which can scale up to hundreds of layers. In our experiments, CoPaNet yielded improvements in accuracy as the number of parameters increased. Moreover, CoPaNet requires fewer parameters to achieve the same level of accuracy as the state-of-the-art ResNet. We further proposed a novel feature reuse strategy, CoPaNet-R: adding cross-block shortcuts in order to encourage the reuse of output from all previous blocks. According to our experiments, CoPaNet-R can learn accurate models by exploiting the reuse of coarse features.
Our study showed that network partitioning, feature competition, and feature reuse can lead to performance improvements. CoPaNet and its variant obtained the state-of-the-art Figure 7: The color-encoded L 1 -norm of the weights of the last classification layer. Notice that the last classification layer concatenates outputs from all of the three CoPa blocks through cross-block shortcuts.
or competitive results on several image recognition datasets. Other studies showed that competitive networks have other beneficial properties such as mitigation of catastrophic forgetting (Srivastava et al., 2013) . In the future, we will try to adopt the trained CoPaNet to perform other tasks, such as object detection and segmentation.
