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Molybdenum disulfide nanoribbons with zigzag edges show ferromagnetic and metallic properties based on
previous ab initio calculations. The investigation of the role of disorder on the magnetic properties is, however,
still lacking due to the computational costs of these methods. In this work we fill this gap by studying the
magnetic and electronic properties of several-nanometer-long MoS2 zigzag nanoribbons using tight-binding and
Hubbard Hamiltonians. Our results reveal that proper tight-binding parameters for the edge atoms are crucial
to obtain quantitatively the metallic states and the magnetic properties of MoS2 nanoribbons. With the help of
the fine-tuned parameters, we perform large-scale calculations and predict the spin domain-wall energy along
the edges, which is found to be significantly lower compared to that of the zigzag graphene nanoribbons. The
tight-binding approach allows us to address the effect of edge disorder on the magnetic properties. Our results
open the way for investigating electron-electron effects in realistic-size nanoribbon devices in MoS2 and also
provide valuable information for spintronic applications.
DOI: 10.1103/PhysRevMaterials.3.094003
I. INTRODUCTION
Electronic and spintronic applications of two-dimensional
(2D) materials are in the focus of scientific attention [1–6].
Transition metal dichalcogenides (TMDs), and particularly
molybdenum disulfide (MoS2), are one of the most intensively
studied materials due their direct band gaps [4,7], which
make them good candidates for optical [8] and electronic
applications such as transistors [9] or even microprocessors
[10]. MoS2 is a nonmagnetic semiconductor, however, several
theoretical studies [11–13] have reported magnetic moments
on the edges of zigzag MoS2 nanoribbons similar to the case
of zigzag graphene nanoribbons [14,15]. These density func-
tional theory (DFT) calculations have revealed ferromagnetic
and metallic behavior of the edges; furthermore the emerged
magnetism was still preserved in several edge reconstructed
and passivated systems independent from the nanoribbon’s
width [11,16–18]. In the last years, impressive advances on
the sample preparation have been reported. MoS2 nanorib-
bons with nanometer width and well-defined edges have been
synthetized by using bottom-up [19,20] and top-down [21,22]
techniques. In addition, magnetic measurements on large scale
epitaxial growth of zigzag MoS2 nanoribbons show prominent
ferromagnetic behavior [23]. Due to these recent experimental
results theoretical understanding of the edge magnetism in
MoS2 nanoribbons is quite important, especially in larger,
realistic systems including disorder.
In the case of zigzag graphene nanoribbons different spin-
tronic applications were proposed based on the appearance
of magnetic moments along the edges [24–27]. However,
it has turned out that the computational cost of ab initio
calculations does not allow the investigation of graphene
nanoribbons in realistic size with disorder. In order to study
systems involving a large number of atoms, the tight-binding
(TB) approach is a more suitable alternative, which can also
provide a simple starting point for the further inclusion of
many-body electron-electron effects. By using TB parameters
and local Coulomb interaction (the so-called Hubbard U )
the magnetic properties of graphene nanoribbons have been
studied in large scale systems [28–31]. It was found that the
magnetism of the edge states is robust against disorder and
potential fluctuations. However, as far as we know, similar
investigation of the magnetic properties of MoS2 nanoribbons
has not been performed yet.
Nowadays, a wide range of TB parameters is available for
TMDs including MoS2 monolayers [32–35]. These models
accurately reproduce the DFT band structure calculations near
the conduction and valence bands, providing a key tool for
further studies of electronic and transport properties in larger
systems. In the case of MoS2 nanoribbons several papers
have examined the electronic and transport properties based
on the monolayer MoS2 TB parameters [36–41]. Besides the
important observations of these works, none of them take into
account the different environment of the edge atoms compared
to that of the inner atoms of the nanoribbon during the TB
parametrization. Therefore, the obtained band structures of
the nanoribbons, where all of the Mo and S atoms were
handled equally, show only qualitative agreement with the
DFT band structure calculations. Namely, the TB calculations
display metallic properties of the zigzag nanoribbons, but even
the number of metallic bands is different compared to the DFT
results. However, in order to describe the proper magnetic
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properties of the nanoribbons, the accurate treatment of the
edge states is crucial, since the magnetism originates from the
splitting of the metallic edge states.
In this paper we demonstrate that the metallic states
of zigzag MoS2 nanoribbons can be reproduced with their
proper orbital characters by adapting TB parameters for the
edge atoms. These results provide us a starting point for
further inclusion of the electron-electron interactions, where
the Coulomb repulsion is taken into account by using local
Hubbard interaction terms in the fine-tuned TB Hamiltonian.
This Hubbard model within the mean-field approximation,
applied for the first time to MoS2 nanoribbons, circumvents
the computational bottleneck of ab initio calculations. Our
results show that this simple model is not only capable of
describing the magnetism in MoS2 nanoribbons with zigzag
edges, but also gives quantitatively accurate results for the
magnetization values compared to DFT calculations. As a
next step, we extend our calculations to several-nanometer-
long ribbon containing 800 atoms. We have found that the
domain-wall energies are much lower compared to those of
the graphene nanoribbons [42], which predicts fluctuations of
spins along the ribbon edge. We also investigated short- and
long-range disorder originating from inhomogeneous charge
distribution of the substrate or other structural imperfections.
The paper is organized as follows. In Sec. II we present the
applied theoretical models for MoS2 nanoribbons with zigzag
edges. In Sec. III A we compare the TB and DFT calculations
of the electronic and magnetic properties of the nanoribbons.
In Sec. III B we apply our method for several-nanometer-long
nanoribbons and analyze the spin domain wall. Section III C
presents the effects of the short- and long-range disorder on
the magnetic properties. Finally, we show our conclusions in
Sec. IV.
II. METHODS
Band structure calculations of the zigzag MoS2 nanoribbon
(Fig. 1) are performed by using DFT and TB calculations.
As Cappelluti et al. [33] pointed out an 11-orbital TB model
within the Slater-Koster scheme [43] is able to reproduce the
band structure of the single-layer MoS2. This model considers
an orthogonal basis composed of 5 orbitals (4dxy, 4dyz, 4dxz,
4dx2−y2 , 4d3z2−r2 ) for each molybdenum (Mo) atom and 3
orbitals (3px, 3py, 3pz) for each sulfur (S) atom resulting in
z-symmetric and z-antisymmetric states. In the case of our
zigzag nanoribbon calculations, we follow the method and
use the TB parameters (hopping terms and on-site energies)
described in Ref. [33] as a starting point. In the next step, we
modify the on-site energy parameters of the edge atoms in the
Mo edge
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FIG. 1. Side and top views of the relaxed geometry of a zigzag
MoS2 nanoribbon with sulfur dimer passivation along the Mo edge.
Purple and yellow spheres represent molybdenum and sulfur atoms,
respectively. The edge regions, where TB parameters of the atoms
are modified, are marked by the dashed black lines.
ribbon (Table I) in order to quantitatively reproduce the DFT
band structure results.
DFT calculations are carried out using the projector aug-
mented wave (PAW) method [44] as implemented in the
Vienna ab initio simulation package (VASP) [45]. The gen-
eralized gradient approximation of Perdew-Burke-Ernzerhof
(GGA-PBE) is adopted for the exchange-correlation func-
tional [46]. The band structure calculations are performed
with a plane wave cutoff of 500 eV and the Brillouin zone is
sampled with (12 × 2 × 1) Monkhorst-Pack mesh of k points
[47]. During geometry optimization, the convergence criterion
for forces is set to 0.01 eV/Å.
To describe the magnetic properties of the zigzag nanorib-
bons with the help of the modified TB parameters we use a
grand-canonical ensemble and switch on Hubbard interaction
terms with different amplitudes, UMo and US corresponding to
the five Mo and three S orbitals, respectively:
H =
∑
〈i j〉σ
ti j cˆ†iσ cˆ jσ + UMo
∑
i∈Mo
nˆi↑nˆi↓
+ US
∑
i∈S
nˆi↑nˆi↓ −
∑
iσ
(εi − μ)nˆiσ . (1)
TABLE I. Modified tight-binding on-site energy parameters for the edge atoms (marked by the dotted black lines in Fig. 1) in units of
eV. Values corresponds to the five orbitals (dxy, dyz, dxz, dx2−y2 , d3z2−r2 ) for Mo atoms, and three orbitals (px , py, pz) for S atoms, respectively.
On-site energies and the hopping terms for the inner atoms of the nanoribbons are given in Ref. [33].
Mo atom S atom S dimer
Mo edge −2.03, 1.42, 1.42, 0.28,−8.28, −12.24 −0.55, −5.28,−8.24
−4.03, 0.51
S edge −2.03, 4.30, −0.80, −1.90, 0.18, −6.50 −
−12.03, −2.60
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FIG. 2. Non-spin-polarized band structure calculations of the zigzag MoS2 nanoribbon (n = 6). (a) DFT calculation. (b) TB calculation
using the modified TB parameters for the edge atoms. Midgap states originated from the edge atoms are marked by different colors. States
with blue and green colors correspond to the S edge, while red and yellow colors correspond to the Mo edge. (c) TB calculations without edge
parametrization. (d) Charge density plots around the Fermi level were calculated by DFT. The isovalue was set to be 2 × 10−3 e/Å3.
Here ti j encodes the hopping TB parameters, ciσ annihilates
a fermion at site i with spin σ , εi are the fine-tuned on-site
energy parameters, niσ is the particle-number operator, and μ
is the chemical potential. The summation in the two Hubbard
terms extends over the Mo or S sites only. In the case of the
long nanoribbons our system consists of 800 atoms and nearly
3000 fermionic sites, at a rate of one site per atomic orbital.
Such a large system can be solved only using some kind of ap-
proximation. We apply the standard mean-field decoupling of
the Hubbard terms: ni↑ni↓ ≈ 〈ni↑〉ni↓ + ni↑〈ni↓〉 − 〈ni↑〉〈ni↓〉,
which gives us an effective single-particle Hamiltonian that
can be diagonalized in either k-space or real space self-
consistently. The chemical potential is also determined in each
iteration step by requiring that the electron number per unit
cell should give the same number as in the nonmagnetic case.
The iteration is stopped if the difference between the electron
densities decreases below 10−6.
III. NUMERICAL RESULTS AND DISCUSSION
A. Band structure calculations of the nanoribbon
In Fig. 1 we can see the top and side views of the geom-
etry of a MoS2 nanoribbon (n = 6) with zigzag edges. The
width parameter n is defined as the number of zigzag lines
across the nanoribbon as defined analogously for the case
of graphene nanoribbons. Without edge passivation, zigzag
nanoribbons have two types of edges, one is S-terminated,
while the opposite one is Mo-terminated. However, both theo-
retical predictions and experimental observations have found
the pure Mo edge to be energetically unfavored compared
to edge passivated geometries [48,49]. In order to model
realistic nanoribbon geometries in our calculations, we use
the experimentally observed sulfur dimer passivation at the
Mo edge. After the relaxation of the geometry, the S-S bond
length of the dimer is found to be 1.99 Å, significantly differ
from the in-plane (3.18 Å) and out-of-plane (3.13 Å) S-S bond
lengths.
The unit-cell band structure calculations of the nanoribbon
(n = 6) without spin polarization are shown in Fig. 2. From
the DFT calculations [Fig. 2(a)] four midgap states can be
seen that are highlighted by different colors. Three of them
cross the Fermi level, implying the existence of metallic states
in agreement with previous results [48,50]. These metallic
states are almost completely localized on the S and Mo edges
of the nanoribbon [Fig. 2(d)]. More precisely, the Kohn-Sham
wave functions reveal that the states marked by blue and green
colors correspond to the localized states of the S and Mo
atoms at the S edge, while the states with red and yellow
colors originate from S dimers and Mo atoms at the Mo edge.
From the charge density plot around the Fermi level [Fig. 2(d)]
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FIG. 3. Non-spin-polarized band structure calculations of the
zigzag MoS2 nanoribbon (n = 12). (a) DFT calculation. (b) TB
calculation using the modified TB parameters for the edge atoms.
Midgap states (marked by different colors) are the same compared to
narrower (n = 6) nanoribbon, implying negligible electronic interac-
tion between the Mo and S edges.
it is also visible that in the Mo-edge side the S dimers have
px orbital character in contrast to the S-edge side, where the
pz orbitals of the S atoms dominate, forming one-dimensional
metallic states along the edges. By exploiting our modified TB
parameters (Table I) in the edge regions (Fig. 1 dashed area),
we are able to reproduce the shape and the number of the
metallic states with their proper orbital character [Fig. 2(b)].
In contrast, the band structure results without our fine-tuning
for the edge atoms [Fig. 2(c)] show significantly different
edge states compared to the DFT results, highlighting the
importance of the proper treatment of the edges within the
TB formalism. We have also examined the electronic interac-
tion between the two edges of the nanoribbon. We perform
the same calculations on a double size (n = 12) nanoribbon
(Fig. 3), where the midgap states show exactly the same
behavior. Our results have verified that the edges states can
be treated independently even in the case of the narrower
(n = 6) nanoribbon. In other words, the electronic states at
the S edge and the Mo edge do not interact with each other
for nanoribbons having n  6, which implies that our TB
parametrization of the edges is able to describe wider ribbons’
electronic properties as well.
As a next step, we apply the Hubbard model, Eq. (1), by
using our modified TB parameters to obtain the magnetic
properties of the nanoribbons. The Hubbard interaction terms
for the S and Mo atoms are defined by comparing the re-
sults with spin-polarized DFT calculations. Figure 4 presents
the results of the two calculations, where US = 1.7 eV and
UMo = 0.6 eV values are applied in the Hubbard calculations.
According to both methods localized magnetic moments ap-
pear on the S edge, which result from the spin splitting of
the flat band of the S atoms [marked by blue in Figs. 2(a)
and 2(b)]. In more detail, the higher value of the density
of states and the finite Coulomb repulsion lead to Stoner
instability and split the partially occupied S atom band into
a totally filled spin-down (↓) band and an almost empty
spin-up (↑) band. By using the appropriate U values, the large
0.52-eV splitting of the band and the local magnetic moments
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FIG. 4. Spin-polarized band structure calculations of the (n = 6)
zigzag MoS2 nanoribbon by using (a) DFT and (b) a Hubbard model
with US = 1.7 eV and UMo = 0.6 eV parameters. Red and black
curves correspond to the up and down spins, respectively. The Fermi
level is at zero energy. Magnetization appears from the splitting of the
band of the S atom, resulting in localized magnetic moments along
the S edge.
M = 1/2(n↑ − n↓)geμB ≈ 0.35 μB on the S atoms at the S
edge (in both the upper layer and the bottom layer) are pre-
dicted from the Hubbard calculations in excellent agreement
with the DFT results (M = 0.32 μB). We note that the metallic
state from the S atom, which plays the major role in the
magnetization, is completely missing in the nonparametrized
TB results [Fig. 2(c)]. From our spin-polarized calculations
only the S edge exhibits magnetic properties, in contrast to
the previous DFT calculation with an unpassivated Mo edge
[11]. The vanishing magnetic values at the Mo edge in our
nanoribbon geometry are due to the S dimer passivation.
Therefore, in the following sections we focus on the magnetic
properties of the S edge.
B. Spin domain wall
As we demonstrated in the previous section, with the
help of proper TB parametrization at the edges both the
electronic and magnetic properties of a zigzag nanoribbon can
be obtained. Using the results of the unit-cell calculations, we
extend the system size and investigate the magnetic properties
of a 40-unit-cell-long (Lx = 12.8 nm) nanoribbon within the
framework of the Hubbard model. First we study collinear do-
main walls at the S edge by rotating the half of the spins in the
supercell geometry. Figure 5 illustrates the distribution of the
spin density for the ferromagnetic ground state [Fig. 5(a)] and
the excited state including collinear domain walls [Fig. 5(b)].
The spin densities of the S atoms at the S edge (in both the
upper layer and the bottom layer) show that the domain wall
is practically localized within 1 unit cell (0.3 nm) and the
magnetization displays weak oscillations around the transition
place [Fig. 5(c)]. Surprisingly, we found that the collinear
domain-wall creation energy is only Edw = +6.5 meV, which
is more than 1 order of magnitude lower compared to case
of zigzag graphene nanoribbons, Edw = +114 meV [42]. The
strong localization and the low energy of the domain wall
together indicate weak magnetic coupling along the S edge.
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FIG. 5. Spin density plots of the zigzag MoS2 nanoribbon. (a) Top view of the ferromagnetic ground state and (b) the collinear domain-wall
excitation at the S edge. Blue and red circles correspond to spin-up and spin-down electrons, respectively. (c) Magnetic moments at the edge
on the S atoms in the presence of the domain wall. For comparison the red dashed line shows the ground-state magnetic values.
In order to estimate the magnetic coupling, we calculate
the quadratic energy-wave vector dispersion relation, E (q) =
Dq2, with the spin wave exchange stiffness constant D. From
the different q vector calculations, the spin stiffness constant
is found to be D = 161 meV Å2, which is around a half com-
pared to zigzag graphene nanoribbons, D = 320 meV Å2 [42].
An explanation of the weak coupling in the system com-
pared to zigzag graphene nanoribbons is related to the differ-
ent geometries and electronic properties of the two materials.
About the geometry, the zigzag S edge atoms’ distance is
3.18 Å, larger than in the case of graphene nanoribbons’ C
atoms distance (2.46 Å), which is able to reduce the interac-
tion between the edge atoms in MoS2. The nearest-neighbor
atoms, which can also mediate magnetic coupling between
the edge atoms, are C atoms in graphene and Mo atoms in
MoS2. The magnetic coupling through the middle-layer Mo
atom can differ from the coupling through the in-plane C atom
in graphene. Besides the differences in the edge geometries,
there are also discrepancies between the electronic properties.
The edge states in zigzag graphene nanoribbons show almost
flat bands in contrast to MoS2, where the S atom bands have a
small, but finite energy dispersion (Fig. 2). The higher density
of states due to the flat bands can significantly strengthen
the electron-electron interaction effects and thus the magnetic
coupling in the case of graphene nanoribbons. We also veri-
fied the weak coupling by performing DFT calculations in a
double unit-cell geometry of zigzag MoS2 nanoribbon. The
states with ferromagnetic (↑↑) and antiferromagnetic (↑↓)
spin ordering at the edges show only a 14-meV difference in
energy. It is worth noting that the small energy values between
the ferromagnetic and antiferromagnetic states were reported
in zigzag WS2 nanoribbons [51], which also emphasizes the
similar magnetic mechanisms in layered structures of MoS2
and WS2.
C. Zigzag nanoribbon with disorder
Defects and disorder can significantly modify the intrin-
sic properties of the materials. In the case of zigzag MoS2
nanoribbons, transport calculations have revealed strongly
suppressed conductance in the presence of edge disorder
[40,41,52]. Motivated by the observed weak magnetic cou-
pling at the S edge, we investigate the robustness of the
magnetization against short- and long-range disorder.
In order to model disorder in the system we extend Eq. (1)
by applying the superposition of N Gaussian potentials to the
on-site energy parameters:
Vi =
N∑
k=1
V0e−|ri−rk |
2/2c2 , (2)
where rk is the position of the kth Gaussian center, ri is
the position of the atomic site i, and V0 and c are Gaussian
parameters corresponding to the strength and the range of
the disorder, respectively. In the case of specific defects,
such as vacancies or adatoms, the on-site and the hopping
parameters of the TB model should be modified to describe
the defect properties. However, by using the combination of
our edge parametrization and Gaussian potentials, we are able
to examine both short- and long-range disorder in the system
without further modifications of the TB parameters. This
disorder potential can be also regarded as an inhomogeneous
charge distribution of the substrate [53].
We use eight randomly distributed Gaussian potentials
in the system (N = 8), which contains disorder along the
edges and also the inner part of the nanoribbon (marked by
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FIG. 6. Spin density plots in the presence of disorder. (a)–(c) Top view of the magnetic ground states of the zigzag nanoribbons by using
Gaussian potentials with V0 = +100 meV and different width parameters c = 1, 3, and 5 in angstroms. Black circles denote the positions of
the randomly distributed potentials. The radii of the circles correspond to the sizes of the potentials. Blue and red circles correspond to spin-up
and spin-down electrons, respectively.
the centers of the black circles in Fig. 6). Repulsive and
attractive potentials with V0 = ±100 meV are considered with
c = 1, 3, and 5 values in angstroms, which correspond to
disorder localized from one atom to extended defects above
the nanometer size.
Figure 6 shows the calculated magnetic ground states of
the system in the case of positive disorder potential (V0 =
+100 meV). In Fig. 6(a), we can recognize the ferromagnetic
ground state at the S edge for the case of the strongly localized
perturbation potentials (c = 1 Å). We found that the disorder
localized in the middle of the nanoribbon does not affect
the magnetic properties, while the disorder on the S atoms
at the S edge causes slightly increased magnetic moments
from the M = 0.35 μB defect-free value to M = 0.41 μB.
The growth of the magnetic moments of the S atoms, where
the potentials are centered, can be understood from Fig. 4(b).
The positive potential causes a positive shift of the bands
in energy; therefore the partially filled spin-up band of the
S atoms at the edge becomes less occupied. The spin-down
band is far from the Fermi level; therefore it remains to-
tally occupied in the presence of the potential, resulting in
higher magnetic moments for the S atoms. In contrast to
the previous c = 1 Å result, the potentials with the c = 3 Å
parameter extending more than three-atom distances cause
significant changes in the magnetic ground state [Fig. 6(b)].
Most importantly, in regions where the potentials are applied,
the orientation of the magnetic moments has been changed
(M = −0.47 μB). The lower energy of the observed state
compared to the ferromagnetic state implies that potentials
act in a more complex way than in the previous c = 1 Å case.
The potentials modify both the Mo and S atom bands in the
potential region, resulting in the formation of domain walls
along the edges. Similar changes of the magnetic moments
can be seen at the Mo edge, where the S dimers have signif-
icantly smaller magnetic moments (M = ±0.05 μB). Further
increasing of the radius of the individual Gaussian potentials
(c = 5 Å) leads to overlapping regions in the potential at the
edges [Fig. 6(c)]. The magnetic calculations reveal that in the
case of the overlapping region the ferromagnetic ground state
is restored at the S edge. In contrast, domain walls appear in
the nonoverlapping region at the S edge. The relation between
the potential and the magnetic texture is visible in Fig. 7.
This result implies that, besides the width, the profile of the
potential also plays an important role in the magnetic ground
state of the system.
Due to the absence of electron-hole symmetry in the sys-
tem, the negative disorder potential (V0 = −100 meV) leads to
different magnetic properties. The attractive potential causes
a negative shift of the bands in energy, resulting in lower
magnetic moments for the S atoms at the S edge. In the case
of the strongly localized potentials (c = 1 Å) the magnetic
moments are decreased to M = 0.23 μB on the S atoms, where
the negative potentials are applied. Therefore, we conclude
that shifting the bands of the S atoms with positive (negative)
potential leads to increased (decreased) magnetic moments at
the edge compared to the defect-free system. Further analysis
of the negative potential with extended defects (c = 3 and
5 Å) reveals that in both cases ferromagnetic ground state
occurs at the S edge in contrast to the case of positive potential
where the formation of domain walls is predicted.
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FIG. 7. Potential profile and magnetic moments along the S edge.
Black and blue curves correspond to the potential (c = 5 Å) and
magnetic values of the S atoms at the S edge. The magnetic moments
are following the potential profile. Ferromagnetic orientation of the
spins occurs where the Gaussian potentials have an overlapping
region, while domain walls appear in the nonoverlapping region.
Summarizing the magnetic calculations in the presence
of disorder, we have observed significant changes in the
magnetic ground state in the case of positive potential, which
can occur in the frequently observed n-doped MoS2 samples
[54,55]. For short-range disorder the values of the magnetic
moments have been changed, but the ferromagnetic arrange-
ment is still conserved at the S edge. By increasing the
disorder range not only are the values modified but also the
direction of the moments, yielding spin domain walls, which
are also sensitive to the profile of the potential. The energy
differences of the ground states and excited states in the
different disorders are on the order of tens of meV in the
system. This behavior can be qualitatively understood if we
assume that the edge magnetic moments can be described by
a one-dimensional Ising model, as was shown for graphene
with zigzag edges [42]. In this case, the effects of the disorder
resemble what the random fields cause in the Ising model,
where also formation of domain walls in the system was pre-
dicted [56–58]. In those systems, the creation of the domain
wall is determined by an interplay of the domain wall energy
and the properties of the applied field. It seems that in our
case the properties of the positive disorder potential play a
similar role. The possibility to modify the spin texture by
potential disorder can be useful for spintronic applications. By
applying periodic or nonperiodic potentials at the edge, the
magnetic moments can be tuned, realizing various magnetic
ground states. Furthermore, even dynamical control of the
edge magnetic moments can be achieved with local probe
techniques (e.g., conducting AFM tip), where the tip-induced
potential flips the edge moments at the location of the tip. By
moving the tip along the edge, one could move the induced
reversed magnetic domain.
IV. CONCLUSIONS
Magnetic properties of 2D materials continue to pose a
great interest from both a fundamental point of view and an
application point of view. In this paper, we reported magnetic
calculations for MoS2 nanoribbons with zigzag edges based
on the Hubbard model. We demonstrated that proper TB
parametrization of the edge atoms is crucial in order to de-
scribe the magnetic properties of the nanoribbons. Using our
fine-tuned TB parameters and Hubbard interaction strength,
we have investigated a several-nanometer-long ribbon and
calculated the spin domain-wall energy. The observed low
domain-wall energy indicates weak magnetic coupling be-
tween the S atoms at the edge in contrast to zigzag graphene
nanoribbons. By using randomly distributed Gaussian poten-
tials we have also revealed the effect of the disorder on the
magnetic properties. We have shown that the magnetic ground
state strongly depends on the potential parameters, where even
disorder with few atomic distances can change the orientation
of the edge spins. While these findings reveal the importance
of reducing the disorder in MoS2 nanoribbons (for example,
by encapsulating the ribbons with hexagonal boron nitride),
this feature can be also exploited to manipulate the spin tex-
ture by an applied potential field. Our approach presented here
opens the way for investigating electron-electron effects in
large-scale MoS2 and other TMD materials, which is essential
for spintronic applications.
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