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This paper concerns an investigation of two different approaches in modelling the turbulent mixing induced by
the Richtmyer–Meshkov instability (RMI): A two-equation K-L multi-component Reynolds-Averaged Navier–
Stokes (RANS) model and a two-fluid model. We have improved the accuracy of the K-L model by imple-
menting new modifications, including a realizability condition for the Reynolds stress tensor and a threshold
in the production of the turbulence kinetic energy. We examine the models in one-dimensional (1D) form
in the (re)-shocked mixing of a double-planar air and sulfur-hexafluoride (SF6) interfaces of Atwood number
|At| ' 0.6853. Furthermore, we investigated the models’ accuracy to RMI-induced mixing of a (re)-shocked
planar-inverse chevron air–SF6 interface. Relevant integral quantities in time, as well as instantaneous profiles
and contour plots, are used to assess the models’ accuracy against high-resolution implicit Large Eddy Simu-
lations (iLES). The proposed modifications improve the efficiency of the K-L model. The model is designed
as a simple model able to capture the self-similar growth of Rayleigh-Taylor and Richtmyer-Meshkov flows.
The two-fluid model remains overall more accurate but is also computationally more expensive.
I. INTRODUCTION
The Richtmyer–Meshkov instability (RMI) is iden-
tified and examined in the works of Richtmyer 1 and
Meshkov 2 on impulsively accelerated interfaces between
two fluid layers with different densities caused by an in-
cident shock wave. Previous results suggest that at the
early stages the instabilities develop rapidly and reach a
non-linear state where the mixing layer between heavy
and light components exhibits characteristic mushroom-
shaped bubbles and spikes. The bubble and spike fea-
tures may later break-down into fully turbulent mixing
regions of flow and are thus associated with transition
and turbulent mixing. These features develop at an early
stage due to random perturbations on the interface that
quickly become amplified after the impulse-like accelera-
tion arising from the passing shock wave. We can obtain
an understanding behind the processes and mechanisms
dictating their development by examining different am-
plitudes of the initial interface perturbations and the re-
sulting mixing that develops.
The process mentioned above is of particular im-
portance concerning inertial confinement fusion (ICF),
where RMI-induced mixing is a critical factor in pre-
dicting the performance of ICF capsules3–5. In ICF a
powerful laser is used to compress a spherical capsule
containing thermonuclear material4. During the implo-
sion, RM instabilities at the interfaces between the light
and heavy materials trigger turbulent mixing that not
only dilutes the fuel but also cools it. This inhibits
higher temperatures and compression of the fuel, signif-
icantly reducing the efficiency of the thermonuclear re-
action. Hence we must advance the understanding of
a)Electronic mail: ioannis.kokkinakis@strath.ac.uk
b)Electronic mail: drikakis.d@unic.ac.cy
the instabilities mechanism. RMI-induced mixing is not
only restricted to ICF. It spans across many scientific
disciplines. Other examples include aeronautical engi-
neering for supersonic combustion ramjet (SCRAMJET)
propulsion6, and astrophysics for the prediction of the
evolution of supernovae7,8.
In most cases, large Reynolds numbers (Re) are as-
sociated with instabilities that are broadband in nature.
After the shock, the instabilities grow in a linear, self-
similar manner but eventually become highly non-linear
provided the duration is long enough. Once non-linear
at a late time, the flow breaks down to fully turbulent.
It has initially evolved self-similarly with an eddy length
scale (L) that grows in proportion to the amplitude of
the mixing region (h) during an early, transitional, pe-
riod. From a computational perspective, high-resolution
direct numerical simulations can resolve instabilities of
a Re < 104. However, for supernovae or other cases
where the Reynolds number is typical Re > 106, not all
scales can be adequately resolved. Therefore Large Eddy
Simulations (LES) or Reynolds-averaged Navier-Stokes
(RANS) models are necessary to describe the effects of
these unresolved structures such as the hydrodynamic
RMI.
Over the last few decades, several turbulence models
have been developed with the above in mind and are
classified into three main categories. The simplest type
of model describes the physical process by balancing in-
ertia, buoyancy and drag forces during the formation and
evolution of the mixing width. It leads to a set of ordi-
nary differential equations and the models are referred
to as buoyancy-drag models9–12. This type of model is
useful for obtaining simple estimates of the mix widths
in one dimensional flows but does not give detailed mix
distributions in more complex flows such as those consid-
ered here.
These problems were addressed in the second category
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fluid) models13–16, and references therein. In addition
to the mean flow equations, these models also solve a
separate set for each fluid; therefore these are relatively
complex, but give a good representation of the mixing
processes. In particular, they can describe demixing pro-
cesses and can also capture the relative motion of the
different fluid fragments correctly.
Another class of models that are significantly simpler
than two-fluid models maintains the individual species
fraction, but assign a single fluctuating velocity represen-
tative of the mixture17–20. These models are known as
two-equation turbulence models because they consist of
evolutionary equations for the turbulence kinetic energy
per unit mass and its dissipation rate17,18 or equivalent
turbulence length scale19,20. Specifically, these models
postulate a turbulent viscosity, a Reynolds stress, and
dissipation terms, as well as buoyancy terms for mod-
elling Rayleigh–Taylor (RT) and RM instabilities. This
type of models is capable of handling multi-dimensional,
multi-fluid processes under variable accelerations. How-
ever, they cannot capture demixing.
We investigate the two-equation K-L19,20 and two-
fluid (TF)13,21 turbulence models in the simulation of
Richtmyer–Meshkov instability (RMI) induced mixing.
Previously19, the turbulence model coefficients were cali-
brated to accurately model the mixing width evolution of
the Richtmyer–Meshkov, as well as Rayleigh–Taylor and
Kelvin–Helmholtz instabilities, in one dimensional simu-
lations based on experimental data. Here, we extend the
application of the K-L turbulence model to two dimen-
sions and examine the effect of an inclined interface. We
use the the flow case of the inverse-chevron (IC) experi-
ment by Holder and Barton 22 . The use of a laser-sheet
technique in the experiments has shown that high resolu-
tion iLES provides a very good model of the experimental
behavior and in the present paper iLES results are used
for RANS model validation. Thus, by neglecting the vis-
cous stresses the thin boundary layer does not have to
be resolved, thereby significantly reducing the computa-
tional requirements and allowing for high-resolution iLES
simulations23,24.
We model the short surface wavelength perturbations
by using different power-spectra proportional to the
mode and the same standard deviation23,25,26. The above
consequently introduces a three-dimensionality to the
test case that promotes turbulent mixing to a varying
degree in time as the interface interacts with the initial
shock and generated reflections. While turbulence is in-
herently three dimensional (3D), mean flow quantities re-
main strongly two dimensional (2D). In other words, the
notion is that the 3rd direction develops fluxes only asso-
ciated with the turbulent field and the mean flow proper-
ties behave as a quasi-two-dimensional case. The purpose
of the experiments and high-resolution iLES simulations
is to form a well defined two-dimensional flow case with
fine-scale turbulent mixing superimposed on the inter-
face. The 2D flow case is suitable for the validation of
2D Reynolds-Averaged Navier-Stokes turbulence models.
We first examine the accuracy of the models in a
simplified version of the inverse-chevron case, in which
both interfaces are planar, henceforth labelled as double-
planar case. Consequently, similarly to the spanwise
direction, the wall-normal direction becomes homoge-
neous too and averages can thus be reduced onto a one-
dimensional field, varying in space along the streamwise
x-direction only. The above setting allows the exami-
nation of the turbulence models in the simplest, one-
dimensional, form without the presence of cross-terms
affecting the solution.
We organise the paper as follows. Section §II pro-
vides a full description of the double-planar and inverse-
chevron test-cases followed by a brief description of the
iLES method in §III. Section §IV discusses the formu-
lation of the TF (§IVA) and K-L (§IVB) mixing mod-
els used in the current study along with further details
of any modifications introduced given in §IVB1. Next,
§IVC details the numerical methods as well as bound-
ary and initial conditions used for the turbulence models.
§V presents the results obtained using the K-L and two-
fluid mixing models. We compare the results against the
high-resolution iLES results. Finally, §VI gives a detailed
summary of the most important findings made.
II. DESCRIPTION OF TEST-CASES
Initially, all fluids are at rest apart from the shocked
incoming air (air?). Using shock tube relations, we cal-
culate the Mach number of the shock wave (Ms) :
Ms =
√
γ − 1
2γ
+
(γ + 1) pair?
2γpair
(1)
The speed of the shock wave (us) is then computed
based on the speed of sound (sair) in the preshocked re-
gion. Hence:
us = sairMs =
√
γpair
ρair
Ms (2)
Finally, the speed of the compressed air after the shock
wave is given by:
uair? =
(
1− ρair
ρair?
)
us (3)
As an incident shock wave ofMs > 1 passes from left to
right, the membranes separating the two fluids rupture
and Richtmyer–Meshkov instabilities begin to develop.
The membranes are supported on a fine wire mesh with
a grid spacing of 0.4 cm. The initially small perturbations
multiply in size, leading to high Reynolds number turbu-
lent mixing of the two gases. The interface perturbations
are further amplified by the formation of reflected waves
as the primary, as well as subsequent shock waves that
pass through the material interfaces.
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FIG. 1. Illustration of the double-planar (DP) boundary and
initial conditions.
TABLE I. Initial fluid properties for the double-planar (DP)
case at an initial Atwood number of |At| ' 0.6853.
Shocked Air Air SF6
Density (kg/m3) 1.7047 1.184 6.34
Pressure (Pa) 167,500 100,000 100,000
γ 1.4 1.4 1.076
Both the iLES and RANS assume high-Re behavior
where the dissipation processes are controlled by the cas-
cade to high wave-numbers and are not dependent on the
Reynolds, Re, and Schmidt, Sc, numbers. The present
iLES is conducted assuming that the Reynolds number is
high enough so that the flow is beyond the mixing tran-
sition, as defined by Dimotakis 27 , for the effect of the
Schmidt number to become important. According to ex-
perimental results27,28 and references therein, the mixing
transition corresponds to Re ≈ 104. The iLES data used
here apply to high-Re number mixing since the effective
Reynolds number was previously24 found to be of order
105.
A depiction of the initial condition and properties of
the fluid variables are given in Fig. 1 and Table I, respec-
tively. According to Eqs. (1)–(3), the following quanti-
ties are evaluated: Ms ' 1.2564, us ' 432.036m/s and
uair? ' 131.965m/s.
The inverse-chevron case considered is based on the
experiment of Holder and Barton 22 , which features a
block of dense sulfur-hexafluoride (SF6) gas encased in
air within a tube. A depiction of the initial condition
and fluid properties are given in Fig. 2 and Table II,
respectively. According to Eqs. (1)–(3): Ms ' 1.267,
us ' 435.677m/s and uair? ' 136.881m/s.
III. ILES METHODOLOGY
A. Governing Equations
Richtmyer–Meshkov interactions typically occur at
very high Reynolds number. In this limit, we assume
that Re → ∞ and neglect the viscous terms in the
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FIG. 2. Illustration of the inverse-chevron (IC) boundary and
initial conditions.
TABLE II. Initial fluid properties for the inverse-chevron (IC)
case at an initial Atwood number of |At| ' 0.6853.
Shocked Air Air SF6
Density (kg/m3) 1.7264 1.184 6.34
Pressure (Pa) 170,600 100,000 100,000
γ 1.4 1.4 1.076
Navier–Stokes equations. The dissipation present in the
iLES is characteristic of the numerical scheme employed,
i.e. is implicit. We have shown24 that for the numeri-
cal scheme and test-case pertinent herein, the effective
Reynolds number is sufficiently high, i.e. Reeff > 105.
The RANS simulations encompass dissipation through
the dissipation term, ε. The dissipation is required for
modelling the high-Re behavior of the turbulent mixing
zones (TMZ).
The Euler equations employed here in the context
of multi-component flows solve for the momentum and
energy equations in conjunction with the (5-equation)
quasi-conservative model of Allaire, Clerc, and Kokh 29 .
The system of partial differential equations consists of
two equations for the species densities:
∂z1ρ1
∂t
+∇ · (z1ρ1u ) = 0 (4)
∂z2ρ2
∂t
+∇ · (z2ρ2u ) = 0 (5)
momentum equation:
∂ρu
∂t
+∇ · (ρu⊗ u+ pI) = 0 (6)
the total energy equation:
∂ρet
∂t
+∇ · [(ρet + p)u ] = 0 (7)
and an additional equation for (one) volume fraction:
∂z1
∂t
+ u · ∇z1 = 0 (8)
4where ρ, u, et, and p are the densities, the velocity vector,
the total specific energy, and the pressure, respectively.
Furthermore, I is the identity tensor and z1 is the volume
fraction of air.
The above set of equations is used to model the ini-
tially sharp interfaces between the compressible fluids.
As the flow develops, mixed cells form and the mixture
model avoids spurious acoustic waves near the spread in-
terface. To maintain the necessary numerical stability of
the method, an isobaric closure postulating equal phase
and mixture pressures is employed. Furthermore, both
the fluids and mixture are assumed to share the same ve-
locity (single-fluid model), and the addition of enthalpy
diffusion terms30 associated with numerical diffusion can
be neglected.
All fluids are modelled using an ideal gas equation of
state given by p = (γ − 1) ρi where γ = cp/cv is the heat
capacity ratio and i = cvT is the specific internal energy.
The single γ-formulation assuming the isobaric ther-
modynamic closure of the mixture is adopted here, ac-
cording to which the mixture adiabatic index depends
on the volume fractions of the individual components29:
γ = 1 +
1∑
j
zj
γj−1
(9)
where subscript j stands for the individual fluids.
B. iLES numerical methods
We use iLES according to which specific features of
the non-linear numerical method locally and dynamically
produce similar effects to explicit sub-grid models used in
conventional LES. All other assumptions are identical to
the classical LES approach. We also assume that the re-
solved scales drive the turbulent mixing and the Schmidt
number effects are negligible.
The numerical method solves the governing equations
using a finite volume Godunov-type31 method. The inter-
cell numerical fluxes are computed based on the solution
to the Riemann problem using the reconstructed vari-
ables at the left and right of the cell interface. The iLES
results presented here are from the same simulations con-
ducted by Hahn et al. 23 wherein further details can be
found. In brief, the Harten, Lax, van Leer, and (the
missing) Contact (HLLC) approximate Riemann solver
of Toro, Spruce, and Speares 32 is employed. A higher
order of accuracy in smooth flow regions is achieved us-
ing Monotone Upstream-centered Schemes for Conserva-
tion Laws (MUSCL) extrapolation33 with the fifth-order
limiter proposed by Kim and Kim 34 . The standard
MUSCL extrapolation is additionally augmented using
a low-Mach limiting scheme35, which involves an addi-
tional stage in the reconstruction process for the velocity
vector. It ensures uniform dissipation of kinetic energy
in the limit of zero Mach number (M), extending the
validity of the Godunov method for compressible solvers
to at least M ≈ 10−4, via a progressive central differ-
encing of the velocity components. The formulation of
the underlying governing equations is not changed, and
importantly the monotonicity of the density and scalar
fields (e.g. volume-fraction) is maintained. Though the
flow is mostly compressible, at a late time there exist
large regions of the flow where mixing is occurring at a
low-Mach number and thus require accurate modelling.
Finally, for the discretization of the temporal derivatives,
we use a third-order, three-stage, total variation dimin-
ishing Runge-Kutta (TVD-RK)36.
A structured Cartesian mesh comprising of 1280×640×
320 cells in the streamwise, wall-normal and spanwise di-
rections, respectively, is used for both of the considered
test-cases, namely the double-planar (Fig. 1) and inverse-
chevron (Fig. 2). The iLES data used herein have been
thoroughly examined and analyzed previously24. Identi-
cal mesh size and numerical method were also employed
by Hahn et al. 23 when examining the effect of different
interface perturbation spectra.
C. Statistical quantities
The flow variables, such as the velocity vector, u, are
decomposed into mean φ˜ and fluctuating φ′′ components
according to:
φ = φ˜+ φ′′ (10)
where (˜·) variables denote Favre, or mass, averaged vari-
ables, i.e. φ˜ = ρφ/φ¯.
Additionally, (·) variables represent Reynolds, or en-
semble in space, averaged variables such that the fluctu-
ation is defined by:
φ′ = φ− φ¯ (11)
The following relationships that relate the Favre and
Reynolds averaged variables also hold: u˜i = u¯i + ρ′u′i/ρ¯,
u′′ = u′i − ρ′u′i/ρ¯, and ρu′′i = 0.
The total mixing in the computational domain is de-
fined according to:
MIX =
∫
ρ¯2z˜1z˜2dV (12)
where, for a binary mixture as considered here, the mass-
fractions are related according to z˜2 = 1 − z˜1. This in-
tegral quantity is not prone to statistical noise and is a
simple way of measuring variations in the total amount
of mixing in complex flows23.
The total turbulence kinetic energy is given by:
TKE =
∫
ρ¯KdV (13)
where K ≡ k˜ =
(
ρu2 − ρ¯u˜2
)
/2, or otherwise:
K =
1
2ρ
(
u′′ 2x + u′′ 2y + u′′ 2z
)
ρ¯
(14)
5For the double-planar case the three-dimensional iLES
results are averaged in the spanwise and wall-normal di-
rections, f˜(x), whereas for the inverse-chevron just in
the spanwise direction, f˜(x, y). Thus, for the 1D case
the integral quantities are calculated along a line, i.e.
dV = LyLzdx, whereas for the 2D case over a plane, i.e.
dV = LzdA. A direction is considered homogeneous in
the sense that the mean flow gradients vanish and the
statistical properties of the fluctuating field are invariant
of translation along with it.
By investigating the above parameters, we aim to ex-
plain discrepancies between different models and help
guide their further development.
IV. DESCRIPTION OF TURBULENCE MODELS
A. Youngs’ multi-fluid model
The turbulent mixing model is implemented for many
fluids in a two-dimensional compressible Eulerian hydro-
code14. The calculations shown here are for mixing of two
fluids. Hence, for simplicity, the model equations, which
are based on the equations of two-phase flow with mass
exchange terms, are given below for two-fluid mixing.
The volume fractions for the two “components” are
denoted by zr (r = 1, 2). Initially, the two components
correspond to the two initial fluids which have densities
ρ0r (r = 1, 2). As the fluids mix, mass is exchanged be-
tween the two components and this is used to represent
the molecular mixing process21, i.e., the random mix-
ture of the two fluids is represented by two components,
one rich in initial fluid 1 and one rich in initial fluid 2.
Phase r consists of fractions αrs by volume of fluid s.
Hence the density of component r is ρr = αr1ρ01 + αr2ρ02
and the mean density of the mixture is ρ = z1ρ1 + z2ρ2.
The model for 1D incompressible two-fluid mixing was
described in detail by Kokkinakis et al. 37 . The exten-
sion to two- and three-dimensional compressible flow is
summarized below.
The equations solved for the volume fractions αrs are:
∂zrαrs
∂t
+ u¯j
∂zrαrs
∂xj
+
∂
∂xj
[zrαrs (u¯rj − u¯j)] =
∂
∂xj
(
zrD
∂αrs
∂xj
)
+ αr′s∆Vr′r − αrs∆Vrr′
(15)
where u¯rj , u¯j denote the volume-weighted mean veloc-
ities of component r and of the mixture, respectively.
Considering a binary mixture, here r, s = 1, 2, thus
Eq. (15) covers all 4 possibilities. ∆Vrs is the rate of
transfer of volume from component r to component s
(component r′ denotes the component which is not com-
ponent r) and D is the turbulent diffusivity. Summation
over s gives the equation for the volume fraction zr. For
the compressible case extra terms are included to allow
for the differential compressibility of the two fluids and
for pressure relaxation. Mass transport of component r
is given by:
∂ (zrρr)
∂t
+
∂
∂xj
(zrρrurj) = ∆Mr′r −∆Mrr′ (16)
where ∆Mrs = ρr∆Vrs. Mass-weighted mean component
velocities, uri, are needed for the momentum equations.
Both uri and u¯ri include the effects of turbulent diffusion
and their differences are attributed to within-component
turbulent diffusion and are prescribed as described by
Youngs 14 :
urj − u¯rj = udrj − u¯drj (17)
where
udrj = −
D
ρrzr
∂ (ρrzr)
∂xj
and
u¯drj = −
D
zr
∂zr
∂xj
Momentum equations are solved for mass-weighted
mean component velocities, uri:
∂ (zrρruri)
∂t
+
∂ (zrρruriurj)
∂xj
= −zr ∂p
∂xi
+ fr
∂Rij
∂xj
+Xrr′i
(18)
In Eq. (18), p denotes the average pressure of the mix-
ture, fr is the component r mass fraction, Rij is the
Reynolds stress tensor and Xrr′i is the rate of transfer
of momentum from component r′ to component r ac-
counting for drag, added mass and mass exchange, as
previously described37.
Since the flow is compressible, an equation for the in-
ternal energy of component r is needed:
∂ (zrρrir)
∂t
+
∂
∂xj
(zrρrirurj) = −hrpr ∂u¯j
∂xj
+
∂
∂xj
(
zrρrD
∂ir
∂xj
)
+ zrε+ ir′∆Mr′r − ir∆Mrr′
(19)
In Eq. (19), pr denotes the component r pressure and
the factor hr allows for the differential compressibility of
component r, as defined by Youngs 14 .
Two further equations, for turbulence kinetic energy,
K, and length scale, L, are used to close various terms
in Eqs. (15) to (19): turbulent diffusion coefficients are
∼√KL, the drag term uses the length scale L, vol-
ume exchange rates are proportional to
√
KL−1 and tur-
bulence kinetic energy dissipation ε is proportional to
∼ρK3/2L−1. The additional equations are:
∂ (ρK)
∂t
+
∂ (ρKuj)
∂xj
=
∂
∂xj
(
ρDK
∂K
∂xj
)
+ SK − ε (20)
6where DK is the turbulence kinetic energy turbulent dif-
fusion coefficient and the source term SK is defined as:
SK = (u2j − u1j)X12j − Rijeij (21)
where eij is the mean flow strain-rate defined as:
eij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(22)
The equation for the turbulence length scale (L) for
the two-fluid model is given as:
∂L
∂t
+ uLj
∂L
∂xj
=
∂
∂xj
(
DL
∂L
∂xj
)
+ SL + eLL (23)
The source term, SL, is proportional to the difference
in the fluid velocities in the direction of mixing and eL
denotes the strain rate in the direction of mixing14,21.
Several terms in Eqs. (15) to (23) require closure ap-
proximations. These are essentially the same as for the
1D incompressible case37 and the closure approximations
require the selection of “model constants”. A key test case
used for mix model calibration is self-similar RT mixing
for which the depth to which the lighter fluid penetrates
the denser fluid is given by hb = αAtgt2, where At is the
Atwood number. The model constants are adopted from
a previous study37 and are chosen to give α = 0.06, a
typical experimental value.
B. K-L turbulence model
The K-L turbulent mixing model examined here was
initially developed and proposed by Dimonte and Tip-
ton 19 for the turbulent self-similar regime of Rayleigh–
Taylor and Richtmyer–Meshkov instability (RMI) in-
duced mixing. Here, a modified form of the model is
employed, developed later by Kokkinakis et al. 37 . The
modified K-L model was previously altered and tested in
the context of Rayleigh–Taylor instability (RTI) induced
mixing37, which is associated with gradual acceleration
and is mostly incompressible. In contrast to the RTI-
induced mixing considered previously37, this paper aims
to assess further the performance of the mixing models in
RMI-induced mixing cases, which involve impulsive-like
acceleration and are highly compressible; at peak com-
pression, the SF6 density is increased by about a factor
of ∼3 (ρSF6max ≈ 20 kg/m3).
Similar to Kokkinakis et al. 37 , to reduce the numeri-
cal uncertainty, the K-L model is implemented using the
same numerical techniques as the iLES. In contrast to the
iLES, however, the modified K-L model is implemented
using the fully-conservative multi-component formula-
tion (4-equation model) of Allaire, Clerc, and Kokh 29 .
Following the reconstruction process of37, spurious pres-
sure oscillations that occur at the interface between vari-
able γ fluids are mitigated. The constants for the 20 : 1
density ratio37 are implemented here and, similarly to
the TF model, are calibrated to give α ∼ 0.06.
Pertinent to the discussion made later in this study,
the turbulence kinetic energy source term SK is described
next. According to Dimonte and Tipton 19 :
SK =
{
CB ρ¯ut |ALjgj | if Θ < ΛΘΘt
CB ρ¯utmax (0, ALjgj) otherwise
(24)
where ΛΘ 6 1 and CB are model coefficients. The
criterion is based on the sudden acceleration of a fluid
particle (estimated by the pressure gradient) and is not
directly dependent on the CFL number. In Eq. (24),
gj = −(1/ρ¯)∂p¯/∂xj is the acceleration, ALj is the local
Atwood number while subscript [ j ] denotes the consid-
ered Cartesian direction. The source term SK in Eq. (24)
depends on the time scales of the mean flow, Θ, and tur-
bulent structures, Θt defined as:
Θ = ρ¯
√(
γ
p¯
ρ¯
)/( ∂p¯
∂xk
∂p¯
∂xk
)
, Θt =
L√
K
(25)
he local Atwood number (ALj) used in the source term
SK is calculated here according to Kokkinakis et al. 37 :
ALj = (1− wLj)A0j + wLjASSj (26)
A0j recovers the initial Atwood number at the inter-
faces between fluids where the density is discontinuous,
whereas ASSj represents the local Atwood number in the
self-similar regime where the density variation is gradual.
The weighting factor wLj = min (1, L/∆xj) is the ratio
of the turbulent mixing length L to the grid cell size ∆xj .
This ensures that when L becomes sufficiently large, the
Atwood number is solely based on ASSj , while initially
is dominated by A0j .
The initial Atwood number is calculated according to:
A0j =
ρ¯i+1/2 − ρ¯i−1/2
ρ¯i+1/2 + ρ¯i−1/2
(27)
where ρ¯i±1/2 are the mean left and right reconstructed
values of the density at each opposite cell face in the j
direction of the ith cell, i.e.
ρ¯i±1/2 =
(
ρ¯Li±1/2 + ρ¯
R
i±1/2
)/
2
The self-similar cell Atwood number, ASSj , is given by:
ASSj = CA
L
ρ¯+ L
∣∣∣ ∂ρ¯∂xj ∣∣∣
∂ρ¯
∂xj
(28)
where CA is a model constant, and
∂ρ¯
∂xj
=
ρ¯i+1/2 − ρ¯i−1/2
∆xj
Further details and model constant coefficients are given
in Kokkinakis et al. 37 .
71. Modifications
In contrast to the previous study of Kokkinakis
et al. 37 , the Reynolds stress tensor is modelled here using
the full form of the Boussinesq eddy viscosity assumption:
Rij =
2
3
ρ¯Kδij − 2µt
(
eij − 1
3
ekkδij
)
(29)
where µt is the turbulent viscosity and eij is the mean
flow strain-rate given by Eq. (22).
Additionally, Dimonte and Tipton 19 suggested that
the local Mach number limits the Reynolds stress ten-
sor (Rij). Therefore, we linearly scale Rij , such that it
approaches zero as the Mach number becomes one.
A posteriori analysis of iLES data indicates that a
threshold in the production of K is reached when the
eddy size L exceeds a critical value of the mixing width
Wc (at the first interface), so L >Wc. By post-processing
the iLES data and comparing to the modified K-L model
results, it has been identified that the TKE begins to
diverge when Wc ≈ 0.00625m. Above this threshold,
the source term for turbulence kinetic energy production
(SK) is reformulated to reduce according to:
SLK = SK ×min
[
1,
(
Wc
L
)2]
(30)
The K-L model of Kokkinakis et al. 37 has been further
enhanced by the following additions:
• the realizability conditions of Vreman, Geurts, and
Kuerten 38 are imposed on the Reynolds stress ten-
sor, as detailed in Eq. (28)39;
• the turbulent viscosity is limited according to
the two-dimensional isotropic diffusion limiter, SF ,
(see Eq. (29)39), applicable here only to the two-
dimensional IC case;
• the time-step size considers the turbulent diffusion
fluxes according to Eq. (30)39;
C. Turbulence model initial conditions
The 2D interface surface (y − z plane) in the 3D iLES
had perturbations superimposed to simulate the effect of
the wire mesh present in the experiment22, used to keep
the two gases separated until they were shocked. A prac-
tical method of representing this two-dimensional inter-
face is the summation of several individual wave modes
following an assumed surface perturbation power spec-
trum as proposed by Youngs 40 .
The RANS simulations are initialized at the same time
as the 3D simulation. Time t = 0ms is defined as the
moment the shock wave reaches the first interface. Based
on the shock wave velocity, given in §II, it is possible to
estimate the time it takes for the shock wave to reach
the first interface. Hence the initial condition is given at
t ≈ −0.041ms.
The initial mean flowfield variables in the RANS sim-
ulation are obtained by averaging the 3D iLES initial
condition in the homogeneous directions onto an equiv-
alent resolution mesh. To get the initial conditions for
the coarser RANS grids, the averaged fine solution is fur-
ther (2D area-, or 1D length-) averaged onto the coarser
grids. For the inverse-chevron case, in particular, this
helps avert the generation of artificial instabilities result-
ing from the significant “step-like”discretization of the
mass-fraction at the inclined interface on coarser grids.
The volume-averaging effectively leads to a diffuse mate-
rial interface on the coarser grids.
Finally, initial values for the additional turbulence
model variables, in this case, the turbulence kinetic en-
ergy (K) and turbulence length scale (L), need to be
specified. Several steps described next will obtain these.
The procedure begins with the 3D iLES results ob-
tained at a time just after the first planar interface has
been shocked (t = 0.5ms). The above allows adequate
time for the bubbles and spikes generated by the RM in-
stability to form and their respective lengths hb and hs to
be easily estimated. The procedure is briefly summarized
as follows:
1. Estimate mean location of interface, bubbles and
spikes just after the first interface is shocked
(t = 0.5ms) using the Favre-averaged iLES mass-
fraction;
2. Obtain bubble (hb5) and spike amplitudes (hs5) at
same post-shock time (t = 0.5ms);
3. Calculate the velocity of the amplitudes according
to Vx5 = dhx5/dt, where subscript x denotes either
b for bubble or s for spike;
4. Estimate velocity of amplitudes at t = 0 (just after
shock) based on the drag-buoyancy model41;
5. Estimated velocity amplitudes Vi0 are then used to
obtain an estimate for the turbulence kinetic energy
Ki = 0.5u
2
t ;
6. L is assumed to be equal to the initial (t = 0)
perturbations width at the interface used in the 3D
iLES.
Note that the obtained values for the planar interface are
also subsequently used for the inclined surface as well.
By post-processing the 3D high-resolution iLES results
of Hahn et al. 23 at t = 0.5ms, it is possible to estimate
the bubble, spike and interface location. Initially, the
3D results are averaged onto a 2D plane from which the
required positions are extracted. Moving along the x-
direction, the position of the spike (Xts) is calculated as
the location at which the volume fraction (z˜) first be-
comes less than or equal to 99%, the interface location
(Xti ) where z˜ is less than or equal to 50%, and the bub-
ble location (Xtb) where z˜ first becomes greater than or
8TABLE III. Post-processed average amplitude positions at
t = 0.5ms for the k−2-spectrum initial interface perturbation.
Xint5 (m) Xb5 (m) Xs5 (m)
0.0935317 0.095514 0.0913061
TABLE IV. InitialK values for k−2-spectrum just after shock.
Kb0
(
m2/s2
)
Ks0
(
m2/s2
)
44.84 24.25
equal to 1%. The process is repeated until the full height
of the domain (y-direction) is covered, and the required
averages are obtained. Table III shows the values ob-
tained for the average position of the interface, bubble
and spike by post-processing the Favre-averaged volume
fraction (z˜) iLES results23 at t = 0.5ms.
The amplitude widths h5i are then calculated as hb5 '
1.9823mm and hs5 ' 2.2256mm for the bubble and
spike, respectively.
Before shock, the planar interface is located at Xint0 =
0.05m. Although there are no distinctive bubble and
spike features formed yet, it is assumed that they are
equal to the spectral amplitude perturbation given to the
volume fraction, which in either case is equal to twice
the cell width. Therefore the initial bubble and spike
amplitudes are both assumed to be hi0 = 0.625mm.
A value for the bubble and spike velocities at t = 0.5ms
can now be obtained using the relation Vi = ∂hi/∂t. The
calculated bubble and spike velocities at t = 0.5ms are
Vb5 = 2.7146m/s and Vs5 = 3.2012m/s, respectively.
If the shock is considered to impart an impulse to the
bubbles and spikes at the interface, their ensuing motion
can be described by equating inertia with drag. The post-
shock values of the amplitudes velocities are computed
based on Youngs’ coupled bubble and spike buoyancy
drag model41, which has been shown to give satisfactory
results19:
Vb0 =Vb5 + C
Vb5 |Vb5|
h2
dt
Vs0 =Vs5 +
C√
R
Vs5 |Vs5|
h2
dt
(31)
where h2 = min (hb5, hs5) = 0.0019823m, R = ρ∗2/ρ∗1 '
6.234 where superscript [ ∗ ] denotes post-shock condi-
tions, dt = 0.5ms and C = 3.66741. This results in
a bubble and spike velocity of Vb0 ' 9.4702m/s and
Vs0 ' 6.9640m/s, respectively.
Assuming that the calculated amplitude velocity Vi is
equivalent to the turbulent velocity ut, it is possible to
obtain initial values for K based on K = u2t/2, shown in
Table IV.
The K-L parameters are initialized at the interface lo-
cated at a time-step just after the shock. The same values
are assumed to hold for the second interface too.
Turbulence models have been shown18,42 to be sensi-
tive to the prescribed initial condition values, i.e. K0
and L0. Similar to Grinstein 43 , a sequential LES / (un-
steady) RANS hybrid simulation strategy is essentially
adopted here in which iLES generated unsteady data pro-
vides physics based initial conditions (IC) to the turbu-
lence models; for K0 via Youngs’ coupled bubble and
spike buoyancy drag model41. The RANS results ob-
tained are deemed satisfactory and we do not carry out
a parametric study of the models’ sensitivity on IC.
V. RESULTS
The accuracy of the K-L and TF models is investi-
gated using data obtained from high-resolution iLES for
the double-planar (DP) and inverse-chevron (IC) test-
cases (§ II). The DP case is used as a preliminary as-
sessment of the mixing models performance in accurately
predicting the formation and evolution of simple planar
RMI-induced mixing. The (spatially) one-dimensional
formulation does not require the cross-terms. For the IC
case, we use the two-dimensional formulation of the mod-
els. Importantly, this will permit the weaknesses of each
model in one-dimension to be separated from those that
are pertinent to two-dimensional flows.
The primary rationale behind using a turbulence model
to simulate turbulent mixing is to obtain, in a computa-
tionally inexpensive manner, as accurate as possible an
estimate of the volume fraction profile and mixing zone
width. A turbulent viscosity (µt) is assumed that acts
to diffuse the mixing interface, mimicking the effect of
turbulence. In the case of most multi-component two-
equation turbulence models, such as the K-L and TF
models considered here, the turbulent viscosity is a func-
tion of the modelled turbulence kinetic energy (K) and
turbulence length scale (L) or dissipation rate (ε).
Thus this study considers only those comparisons that
are commonly of more importance and practical interest.
These include integral quantities such as the total-mix,
MIX in Eq. (12), and total-K, TKE in Eq. (13), as well
as the spatial profiles of the volume fraction (z˜) and tur-
bulence kinetic energy (K), during the entire evolution
of the interfaces. For both cases considered here, the
growth of the mixing layers is not only dictated by the
passage of a single shock, or reshock but multiple subse-
quent reshocks of varying degrees of strength and Atwood
number sign. The passage of expansion fans generated
when a (re-)shock wave exits the heavier SF6 further in-
fluences the evolution of the mixing layers. Thus the per-
formance of the models is assessed here under conditions
encountered more frequently in more complex engineer-
ing applications.
Figure 3 is an x− t diagram generated for the consid-
ered double-planar test-case clearly illustrating the com-
plexity of the developing RMI and ensuing turbulent mix-
ing zones (TMZ). During the course of the simulation, a
multiple number and type of pressure waves form and
9FIG. 3. An x− t diagram of the considered double-planar case.
interact with the developing TMZ.
The K-L model (§IVB) is henceforth labeled as KL,
whereas when implemented with all the modifications de-
scribed in §IVB1 as KLM. Finally, TF abbreviates the
two-fluid model discussed in §IVA.
A. Double planar case (1D)
We performed the calculations on a one-dimensional
grid of 100 cells size (streamwise direction). The total-
mix and total-K are shown in Figures 4 and 5.
Until t = 1.60ms, the total-mix appears to be slightly
over-predicted by the K-L model variants. However,
thereafter and until t ≈ 3.0ms, the K-L models are closer
to iLES. The KLM variant performs best. The over-
prediction before t = 1.6ms is a result of the higher nu-
merical dissipation of the Eulerian Finite-Volume frame-
work within which the K-L model has been implemented.
The semi-Lagrangian framework used for the two-fluid
model, for the same grid resolution, is less dissipa-
tive. The under-prediction of the total-mix, MIX, at
t ≈ 2.0ms, substantiated by the volume fraction pro-
files of the fluid interfaces at t = 1.90ms (Fig. 6(a)), is
caused by the insufficient production of turbulence ki-
netic energy, K. K is produced during the transit of the
expansion wave at the left interface, and the reshock at
the right interface, at t ≈ 1.65ms (Fig. 6(b)).
Overall, the TF model gives the best agreement to the
iLES up until t ≈ 2.70ms. The Lagrangian phase of
the numerical scheme introduces little to no numerical
dissipation for such a flow until the remap phase is re-
quired. Nonetheless, the rate of increase of MIX for the
TF model, evident by its slope in Fig. 4, closely matches
that of the iLES data. After t ≈ 2.70ms, the magnitude
mismatch between the TF and iLES total-mix is primar-
ily attributed to the insufficient production of turbulence
kinetic energy during the weaker late-time reshocks of the
mixing layer, as evident in Fig. 8(b).
Fig. 5 suggests that the models manage to reasonably
predict the behaviour of the TKE. In the time frame,
t ≈ 1.4 − 1.6ms, during which an expansion fan exits
the SF6 from the first (left) interface, all models give the
correct behaviour for the turbulence kinetic energy (K)
production.
Shortly after that, at t = 1.6ms, the second (right)
interface is reshocked by the incident shock, which was
earlier reflected at the right solid boundary. During this
first of the many reshock events to follow, the TF model
manages to accurately predict the production of K, in
contrast to either of the K-L model variants examined;
of the latter, the KLM option performs better. The mag-
nitude of the turbulence kinetic energy (K) at either in-
terface appears to be inconsistent with that of the iLES
(Fig. 6(b)). The lowerK at the left interface is attributed
to rapid dissipation following the transit of the expansion
fan. Thus the correct amount of turbulence kinetic en-
ergy dissipation, ε, during and in particular following an
interface shock is as an important parameter as the pro-
duction of turbulence kinetic energy, SK .
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case.
The almost simultaneous reshock of both interfaces
that takes place at t ≈ 2.22ms (see Fig. 3), brings the
magnitude of the TKE predicted by the K-L model back
inline with the iLES. The KLM variant is once more in
better agreement to the iLES and is attributed to the
realizability conditions imposed on the Reynolds stress
tensor. The TF model performs admirably, as both the
volume fraction and turbulence kinetic energy profiles are
in excellent agreement with the iLES at both t = 1.90
and 2.22ms time instances, as evident in Figs. 6 and 7
respectively.
Though up until t ≈ 2.70ms the TF model has followed
the iLES TKE precisely, the production of K henceforth
begins to be under-predicted. Examining Fig. 8(b) re-
veals that the turbulence kinetic energy across the first
interface is under-predicted, while both of the K-L model
variants give a much closer estimate to the iLES. How-
ever, the better agreement of the K-L model at the left
interface is coincidental. The width of the first inter-
face for the K-L model variants is much narrower during
the previous time (compare z˜ profiles at t = 2.22ms in
Fig. 7(a) for example). Consequently, the density gra-
dient on which the turbulence kinetic energy production
source term (SK) depends on is much larger, resulting in
the observed excess TKE production at t ≈ 2.70ms.
The late time, i.e. t ≥ 2.70ms considered here, poses
several problems to the turbulence models accuracy:
1. earlier inaccuracies accumulate;
2. the mixing regions become subsonic, and thus nu-
merical dissipation increases for compressible flow
solvers; and
3. length scale saturation can occur once L ≈ 0.1Lz
as demonstrated by Thornber 44 .
The KL model exhibits unusual oscillations at the late
time (after t = 2.70ms), which become significantly re-
duced for the KLM variant, as a result of the use of
Eq. (30). The oscillations are produced by an overes-
timation of the turbulent production source term, SK , in
the K-L model and are found to occur only at the left
interface at late time. The molecular mixedness between
the two components results in an over-estimation of K
production across the mixing width of the left interface.
We improve the model accuracy by modifying the tur-
bulence kinetic energy source term according to Eq. (30).
The modification is ad-hoc and requires a-posteriori
knowledge of a mixing width (Wc) above which the pro-
duction of K is considered excessive. More complex tur-
bulence models, such as the BHR model, introduce a
transport equation for the density-specific-volume covari-
ance (b-parameter). The density-specific-volume covari-
ance b is a measure of how well the instantaneous den-
sity and specific volume properties of the fluid agree. It
can be shown that b = ρ′2/ρ¯ρ45,46. In mixed regions
where b = 0, the fluids are considered perfectly mixed.
For completely segregated materials, e.g. the immisci-
ble case and binary systems, b has a simple formula:
b = z1z2 (ρ1 − ρ2)2 /ρ1ρ246, where z1 and z2 are the vol-
ume fractions associated with the different fluid compo-
nents in a binary mixture. As a result, the initial pre-
mixed value of b increases to infinity as the initial density
ratio in a binary system increases.
It is not presently possible to establish a metric for the
mixedness using the existing K-L model formulation. In-
stead, an ad-hoc ratio of the turbulence length scale L
to the grid size ∆x is taken, based on the assumption
that when the turbulence length scale becomes signifi-
cantly large relative to the cell size, the fluids are homo-
geneously mixed. Besides, as L increases relative to the
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FIG. 6. Plots of the (a) volume fraction, z˜, and (b) turbulence
kinetic energy, K, profiles at t = 1.90ms for the double-planar
case.
smallest domain size, length scale saturation can occur
as L ≈ 0.1Lz44, further hindering the continuous steady
growth rate of the interface. Nonetheless, we found that
the above assumption cannot distinguish with sufficient
accuracy such regions and consequently the turbulence
kinetic energy production (SK) at the right interface is
unnecessarily reduced as Fig. 9(b) reveals. The overes-
timation of K also results in an excessive diffuseness of
the left interface (see Fig. 9(a)). This, in turn, influences
the total-mix (MIX) estimation for the KL model vari-
ant. As evident in Fig. 5, the TKE begins to skyrocket
at a late time due to the over-estimation of SK at the
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FIG. 7. Plots of the (a) volume fraction, z˜, and (b) turbulence
kinetic energy, K, profiles at t = 2.22ms for the double-planar
case.
left interface (Fig. 9(b)). Consequently, it causes the left
interface to become excessively diffuse (Fig. 9(a)), subse-
quently leading to a sharp rise in MIX as well (Fig. 4).
Another challenge for the turbulence models is the
change in the dynamics of the spike, and bubble RM
features driving their self-similar growth. The reshock
at the left interface (t ≈ 2.70ms) causes a reversal of its
direction and the rapid collapse of the initially formed
bubbles and spikes. The resulting highly mixed state at
the left interface significantly alters its growth rate and
nullifies the initial model calibration. It is not a coinci-
dence that the results obtained from the K-L model at
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FIG. 8. Plots of the (a) volume fraction, z˜, and (b) turbulence
kinetic energy, K, profiles at t = 2.70ms for the double-planar
case.
the right interface remain within reasonable agreement
to iLES even at late time t = 3.82ms (see Fig. 9). The
above occurs because the shock does not experience a
similar reversal of direction and subsequent the width
collapse of the turbulent mixing zone (TMZ).
Overall, the TF model gives the most accurate results
for both the z˜ and K profiles even at a late time. The
KLM model variant gives overall a satisfactory improve-
ment over the KL variant. After the passage of the initial
incident shock, the Atwood number describing the mixing
interfaces increases as a result of the higher compression
of the SF6. The K-L model could be further improved by
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FIG. 9. Plots of the (a) volume fraction, z˜, and (b) turbulence
kinetic energy, K, profiles at t = 3.82ms for the double-planar
case.
using constants calibrated for an Atwood number that,
on average, is more representative of the double-planar
case considered here, i.e. At ≈ 0.75 (instead of ≈ 0.9).
B. Inverse Chevron (2D)
Since the spanwise (z-)direction contains fluxes asso-
ciated only with the turbulent field and that there is no
mean flow gradient, the turbulence statistics are inde-
pendent of translation, thus statistically homogeneous in
the z-direction. Therefore, we model the 3D turbulent
13
Time [ms]
To
ta
lM
IX
[kg
2 m
-
3 ]
0 1 2 3 4
0
0.005
0.01
0.015
0.02
0.025
KL
KLM
KLM Fine
TF
ILES
FIG. 10. Total-mix (MIX) versus time for the inverse-chevron
case.
mixing in 2D (x-y plane) using the TF and K-L models
of §IVA and §IVB.
For comparison and analysis purposes, the high-
resolution inverse-chevron iLES results of Hahn et al. 23
are used. These include integral parameters such as the
total-mix and total-K variation in time (see §III C), as
well as z˜ and K contour plots at two late time instances,
namely 2.70 and 3.30ms. To make the comparison com-
patible, the MIX and TKE integral quantities provided
in Hahn et al. 23 have been re-calculated here using the
spanwise averaged iLES flowfield. We performed calcula-
tions on a Cartesian mesh 320× 160 (x-y) cells. For grid
convergence of the K-L turbulence model, a finer grid
containing 640 × 320 cells is also considered (labeled as
“Fine” in Figs. 10–15).
The inverse-chevron is a more demanding test-case
since it involves not only the accurate modelling of RMI-
induced mixing but also Kelvin–Helmholtz instabilities
(KHI), which develop at the inclined interface. Moreover,
it introduces several other challenges associated with the
inclusion of cross-terms due to the additional spatial di-
mension. Both RM and KH types of instabilities form at
the inclined interface post-shock, the former (RM) due to
the impulsive acceleration, while the latter (KH) due to
the shearing resulting from the initial inclination. In the
3D iLES23, the first (left) planar interface forms RMI-
induced mixing strictly. In contrast, the inclined inverse-
chevron interface also developed KH-type instabilities as
a result of the shear. Thus it is anticipated that the
left interface will be susceptible to the same problems
encountered previously for the double-planar case.
The total-mix (MIX) during early time (t < 1.6ms)
is in close agreement to the iLES. Thereafter, and most
notably post ∼2.7ms, the TF model follows the iLES
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FIG. 11. Total-K (TKE) versus time for the inverse-chevron
case.
MIX result more accurately while all K-L model variants
examined generally over-predict it (discussed later), as
Fig. 10 shows. The sharper resolved interfaces on the
fine mesh lead to a greater increase in the TKE during
the reshocks at t ≈ 2.2ms (Fig. 11). The initially large
60% overshoot in TKE rapidly reduces to under 10%.
However, the discrepancy then persists for the remainder
of the simulation. Hence, though the KLM model variant
is mostly insensitive to the grid resolution, some measur-
able differences can be discerned in integral properties
such as the total-mix (MIX) and total-K (TKE) as a re-
sult of the different, but prevalent, numerical diffusion at
the early time.
With regards to the TF model, its TKE accurately fol-
lows that of the iLES up until t = 2.0ms as Fig. 11
depicts. After that, the magnitude of the TKE is cap-
tured more accurately by KLM. The TF model is also
close to iLES. The TF model manages to resolve the
early time total-mix (MIX) exceptionally well as Fig. 10
demonstrates. After t ≈ 2.6ms, there is a gradual under-
prediction of the total-mix which is associated with the
reduced width of the left interface (Fig. 12(b)). The
insufficient diffuseness of the left interface can be con-
sidered as a delayed response to the under-prediction
of turbulence kinetic energy production during the past
reshocks from t ≈ 2.20ms onward. This is particularly
evident by the K contour plot at t = 2.70ms shown in
Fig. 13(b).
An estimate of the time at which the K-L model TKE
begins to depart from the iLES data can be obtained by
examining Fig. 11. When the self-similar cell Atwood
number (ASSj) becomes much larger than the initial cell
Atwood number (A0j) in absolute terms, the produc-
tion term (SK) becomes excessively large. In terms of
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FIG. 12. Volume fraction, z˜, contour plot at t = 2.70ms for
the inverse-chevron case, from black z˜air = 0.1 to 0.9 every 0.2;
(a) iLES, (b) two-fluid model, (c) K-L model – KL variant,
(d) KLM variant, and (e) KLM on fine grid.
magnitude, the initial Atwood number is found to be
|A0j | ' 0.3 during shock (for the baseline grid 320×160),
gradually decreasing thereafter. The self-similar Atwood
number rapidly increases after shock to a larger value
|ASSj | ' 0.5 (hence the weighting factor wLj introduced
in Eq. (26)37), but in contrast to A0j , it reaches and
maintains a peak value of |ASSj | ' 0.75. From a phys-
ical perspective, the calculation of the Atwood number
according to Eq. (26) is strictly valid only while the in-
stability grows in a self-similar fashion. However, this no
longer holds true once the interface width collapses due
to the reversal of the left interface’s travelling direction
during the reshock at t ≈ 2.20ms.
The post-reshock growth rate appears linear in time
(a) iLES
(b) TF (c) KL
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FIG. 13. Turbulence kinetic energy, K, contour plot at t =
2.70ms for the inverse-chevron case; (a) iLES, (b) two-fluid
model, (c) K-L model – KL variant, (d) KLM variant, and (e)
KLM on fine grid
.
only for a short period, leading to the development of
a diffuse-interface model47. For weak or moderate inci-
dent shock strengths, both compressible and vorticity-
amplification effects are of secondary importance for
post-reshock mixing growth. Instead, the dominant term
at a diffuse interface is the baroclinic deposition. The
same study cautions that numerical confirmation is re-
quired when considering different pre-reshock vorticity
distributions.
The above prompt to the importance of the self-similar
Atwood number term ASSj during reshock in conjunc-
tion with the mixing width growth rate. As the initial
Atwood number A0j decreases due to the increasing mix-
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FIG. 14. Volume fraction, z˜, contour plot at t = 3.30ms for
the inverse-chevron case, from black z˜air = 0.1 to 0.9 every 0.2;
(a) iLES, (b) two-fluid model, (c) K-L model – KL variant,
(d) KLM variant, and (e) KLM on fine grid.
ing width, i.e. the local density difference reduces, ASSj
begins to dominate the value of the local Atwood num-
ber (ALi), according to Eq. (26). The density gradient
across the interface does not pose an adequate metric
for the mixedness of the two fluids. The value of ASSj
relates to A0j as follows: by gradually reducing the pro-
duction term SK according to Eq. (30) using the ratio of
the smallest domain size along a homogeneous direction
to the turbulence length scale, L, it can help prevent SK
from becoming excessively large at late time. Note that
except for the compressive term, more advanced turbu-
lence models, such as the second moments BHR model48,
include further terms in the transport equation of the
turbulence length scale that allow for a reduction in L.
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FIG. 15. Turbulence kinetic energy, K, contour plot at t =
3.30ms for the inverse-chevron case; (a) iLES, (b) two-fluid
model, (c) K-L model – KL variant, (d) KLM variant, and (e)
KLM on fine grid
.
Figures 12 and 13 present the volume fraction (z˜) and
turbulence kinetic energy (K ≡ k˜) contour plots, respec-
tively, at time t = 2.70ms. We compare KLM, KL and
the TF models against the equivalent 2D Favre-averaged
3D iLES. The same comparison is also carried out at time
t = 3.30ms in Figures 14 and 15.
Previous iLES studies25,26 have shown that a reshocked
layer still exhibits a weakened dependence on the ini-
tial conditions. The K-L model z˜ contour plot at time
t = 2.70ms and particularly the KLM variant shown in
Fig. 14(d), still exhibits signs of the initial large scale
broadband perturbations. This is implied by the wavi-
ness of the interfaces at a scale of the order of the domain
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size and is consistent with similar “peaks” and “troughs”
noticeable in the spanwise Favre-averaged iLES z˜ contour
plot in Fig. 12(a).
The original K-L model (KL variant) behaves very
much like the modified variant (KLM) up until the time
of the reshocks. The increase of TKE at t = 2.0ms is
under-predicted, while suddenly at late time t = 3.0ms
it begins to increase monotonically. As for the double-
planar case examined previously, this occurs due to the
over-estimation of the turbulence kinetic energy produc-
tion source term (SK) at the left interface at a late time,
further substantiated by Fig. 15(c). The total-mix (MIX)
begins to increase monotonically as a result of the over-
diffuseness of the left interface in both the double-planar
and inverse-chevron test cases as seen in Figs. 4 and 10,
respectively. This in turn is caused by the large turbulent
viscosity since µt ∝
√
K.
Without a mechanism to control the turbulence kinetic
energy production at a late time, the KL model grossly
overestimates the turbulence kinetic energy at the left
interface (Fig. 15(c)). Moreover, the volume fraction (z˜)
contours allude to the presence of flow regions afflicted
by active, non-physical, isotropic diffusion produced by
the KL model variant in sharp contrast to the iLES.
We attribute the diffuseness of the right interface’s
leading spike to the Boussinesq eddy viscosity assump-
tion, which causes all turbulent diffusion terms (gradient
diffusion approximation) to act in an isotropic manner.
The above behaviour is particularly obvious while com-
paring the iLES and K-L model z˜ contour plots in Figs.
12a and 12c, respectively. The two-dimensional isotropic
diffusion limiter SF introduced by Kokkinakis, Drikakis,
and Youngs 39 significantly improves the distribution of
the volume fraction, particularly in areas of the flow ex-
hibiting strong two-dimensional motion. Figures 14 and
15 further demonstrate how the turbulent viscosity lim-
iter enables the K-L model to more accurately predict
the formation and subsequent impingement of the large
scale spike onto the tube’s right boundary surface. The
TF model shows that, by design, it is not afflicted by the
isotropic diffusion problem as the single fluid models are.
Increasing grid resolution has no significant impact on
the results obtained. The volume fraction contour plots
in Figures 12 and 14 indicate that at the late time the
diffusion provided by the turbulence model is much larger
than the numerical and largely determines the develop-
ment of the interface. For the turbulence kinetic energy,
the results of Figures 13 and 15 suggest that increasing
grid resolution has no significant impact on the magni-
tude or distribution. The width of the leading spike form-
ing in the middle of the right interface is not affected by
the grid resolution either. Any minor differences are at-
tributed to the more substantial numerical diffusion on
the coarser grid at the early stage of the development
of the interfaces before the turbulence model becomes
prevalent.
VI. SUMMARY AND CONCLUSIONS
We have investigated theK-L, and TF turbulence mix-
ing models in two different cases of Richtmyer–Meshkov
instability (RMI) induced mixing. We assess the models
against equivalent appropriately averaged data obtained
using high-resolution iLES.
The first case considered involves the modelling of
a double-planar interface, for which we investigate the
models’ performance in their spatially one-dimensional
formulation. Overall the TF model gives better accu-
racy to the iLES results, particularly at later times where
it outperforms the K-L model. The K-L model over-
predicts the turbulence kinetic energy at the left interface
due to the excessive production of the turbulence kinetic
energy source term, SK . Using the iLES data for refer-
ence, it is elaborated that this discrepancy occurs soon
after the initial bubbles and spikes, formed by the first
primary shock, collapse during the late time reshocks.
The left interface collapse event abruptly alters its self-
similar growth rate while the resulting enhanced molecu-
lar mixing state impedes any subsequent RM instabilities
from forming. This behaviour invalidates the K-L model
constants, which are determined assuming the instabili-
ties continuously grow in a linear self-similar rate.
We show that an a posteriori threshold mechanism,
introduced to limit the production of the turbulence ki-
netic energy in the KLM model variant, mitigates the
monotonic increase in the total turbulence kinetic energy
(TKE) that occurs during the late time reshocks of the
left interface. However, we need to investigate further
the modified production term SLK introduced in Eq. (30),
because it affects inappropriate regions, e.g. at the right
interface. Its shortcomings are due to (i) the lack of in-
formation regarding the state of mixedness of the inter-
faces, and (ii) its heavy reliance on the self-similar At-
wood number (ASSj), which is designed assuming a con-
tinuous, uninterrupted self-similar growth. The lack of
a term capable of appropriately adjusting the turbulence
length scale, L, during the collapse of the left interface,
unavoidably leads to the over-prediction of the turbu-
lence kinetic energy (K).
Both models manage to perform reasonably well at
the right interface, with the more complex TF model
maintaining a clear advantage over the K-L model in
terms of both volume fraction and turbulence kinetic en-
ergy profiles. For the inverse chevron interface, the K-L
model reproduces the turbulence kinetic energy contours
at t = 2.7ms more faithfully than the TF model. How-
ever, by t = 3.3ms, the K-L model shows signs of exces-
sive diffuseness at the left interface as well as the frontal
tip of the leading spike formed at the right interface. The
K-L model is designed in mind as a simple model able
to capture the self-similar growth of RT and RM flows
with a planar (extended) interface. It is not intended
to capture the highly localized, non-self-similar tip of a
chevron for which the comparison is better with the more
complex, but also computationally expensive, multi-fluid
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model.
Furthermore, we have investigated an isotropic diffu-
sion control limit mechanism proposed by Kokkinakis,
Drikakis, and Youngs 39 to alleviate the non-physical
over-diffuseness caused by linear eddy viscosity models
such as the K-L in 2D flow simulations. Originally39,
only the RTI dominant 2D tilted-rig case was consid-
ered. Here, we apply the turbulent viscosity limiter (SF )
to the RMI dominant (some KHI) 2D inverse-chevron
test-case. We have found that the limiter improves the
volume fraction contours of regions of the flow that ex-
hibit large mean gradients in both spatial directions. For
example, at the inclined (2D) interface and at late time
t = 3.30ms, a more natural (iLES-like) shape of the large
scale protruding spike as well as lower and upper “roll-
ups” is observed. More crucially, the impingement of the
spike onto the right wall boundary surface is now almost
as accurately modelled as the TF model.
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