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Abstract
It is proved that whenever two aperiodic repetitive tilings with finite
local complexity have homeomorphic tiling spaces, their associated com-
plexity functions are asymptotically equivalent in a certain sense (which
implies, if the complexity is polynomial, that the exponent of the leading
term is preserved by homeomorphism). This theorem can be reworded in
terms of d-dimensional infinite words: if two Zd-subshifts (with the same
conditions as above) are flow equivalent, their complexity functions are
equivalent. An analogue theorem is stated for the repetitivity function,
which is a quantitative measure of the recurrence of orbits in the tiling
space. How this result relates to the theory of tilings deformations is
outlined in the last part.
Contents
1 Introduction 2
2 Preliminaries 6
2.1 Tilings and tiling spaces . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Local derivations, and transversals . . . . . . . . . . . . . . . . . 7
2.3 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Repetitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Formalism of symbolic dynamics . . . . . . . . . . . . . . . . . . 13
3 Homeomorphisms between tiling spaces 13
3.1 Statement of the results . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Homeomorphisms and tiling groupoids . . . . . . . . . . . . . . . 15
3.3 Strategy for the proof . . . . . . . . . . . . . . . . . . . . . . . . 18
∗Part of the early work on this topic was realized during a previous post-doc at the Univer-
sity of Victoria, under the supervision of Ian Putnam, partially funded by the Pacific Institute
for the Mathematical Sciences.
1
ar
X
iv
:1
21
2.
13
20
v2
  [
ma
th.
DS
]  
8 J
an
 20
14
4 An approximation lemma 19
5 Proof of the theorems 22
5.1 Preliminary lemmas . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Proof of Theorem 3.1 on complexity . . . . . . . . . . . . . . . . 25
5.3 Proof of Theorem 3.5 on repetitivity . . . . . . . . . . . . . . . . 27
6 Concluding remarks on deformations 28
1 Introduction
This article is concerned with the study of aperiodic tilings. These tilings,
such as the well-known Penrose tilings, provide good models for quasicrystals in
physics. The tilings in which we are interested display two a priori antagonistic
properties: a highly ordered structure (in the form of uniform repetition of
patches), and aperiodicity.
A tiling is a covering of the plane by geometric shapes (tiles), with no holes
and no overlap. In this paper, tilings are assumed to be made using finitely
many tiles types up to translation. Furthermore, it is assumed that any two
tiles can be fitted together in only finitely many ways—for example it could
be assumed that tiles meet full-face to full-face in the case of polytopal tiles.
This last condition is known as finite local complexity. Finally, tilings we are
dealing with are assumed to be repetitive in the sense that any finite patch of
a given tiling repeats within bounded distance of any point in the tiling (these
definitions are given with more precision and quantifiers in Section 2).
An aperiodic tiling with the above properties has a topological compact
space associated with it. It consists of all tilings which are indistinguishable
from it at a local scale, and it supports a Rd-action (for tilings of dimension d),
induced by translations. It is possible to gain a better understanding of such
tiling spaces by using an analogy with subshifts: a multi-dimensional infinite
word w ∈ AZd has a subshift associated with it. It is the closure in AZd of the
Zd-orbit of w under the shift (or translation) map. The word w can also be
interpreted as a tiling by cubes, the colours of which are indexed by A. The
tiling space of this tiling by cubes then corresponds exactly to the suspension
of the subshift (which for d = 1 is also known as the mapping torus of the shift
map). This suspension contains the subshift as a closed subset, and supports
an Rd-action which extends the Zd-action on the subshift.
We see here that if a subshift is minimal (which corresponds exactly to the
condition cited above on repetition of patches), all elements in the subshifts
have the same language, i.e. the same set of finite subwords. In the same way,
if a tiling space is minimal, it make more sense to study the space rather than
to particularise an arbitrarily chosen tiling.
This philosophy of studying the space rather than the tiling (or the subshift
rather than the word) is far from new, and has been quite successful. One can
specifically cite the gap-labeling theorems, which relate the topological invari-
ants of the space on the one hand (the ordered K0-group), and the gaps in
the spectrum of a certain Schrödinger operator with aperiodic potential on the
other hand. Any attempt to give complete references for this problem would be
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unfair; we will therefore give a very incomplete list of references in the form of
the papers [4, 12, 3] and their references.
A natural question, however, which results directly from this “space-over-
tiling” approach is the following: whenever a relation is established between two
tiling spaces, to which extent does it translate back in terms of tilings?
In this paper, we start with two tiling spaces which are equivalent in the
realm of topological spaces, i.e. homeomorphic. We then investigate what are
the consequences on the underlying tilings. The main results states that when-
ever two tiling spaces are homeomorphic, their respective complexity functions,
as well as their repetitivity functions are equivalent in some sense.
Given a tiling (or a word), the complexity function is a map r 7→ p(r), where
p(r) counts the number of distinct patches of size r, up to translation. This func-
tion was first studied in the framework of symbolic dynamics (one-dimensional
subshifts). In their seminal paper, Morse and Hedlund [19] define p(n) as the
number of subwords of size n in a given bi-infinite word. This function pro-
vides a good measure of order and disorder in a word: if p(n) doesn’t grow at
least linearly, then the word is periodic. This result was generalized outside of
the symbolic setting, in higher dimension: if the complexity function associated
with a tiling doesn’t grow at least linarly, then the tiling is completely periodic
i.e. it has d independent periods. One can refer to Lagarias–Pleasants [17] for
a proof of this result in the setting of Delaunay sets of Rd.
The first main theorem of this article describes how the complexity function
is preserved whenever two tiling spaces are homeomorphic.
Theorem ((Theorem 3.1)). If h : Ω −→ Ω′ is a homeomorphism between two
tiling spaces of aperiodic and repetitive tilings with finite local complexity, then
the associated complexity functions p and p′ satisfy the following inequalities:
cp(mr) ≤ p′(r) ≤ Cp(Mr),
for some constants c, C,m,M > 0 and all r big enough.
A few remarks:
1. If the functions p and p′ are at least linear (which is the case for non-
periodic tilings, by the Morse–Hedlund theorem), then c and C can be
taken equal to 1 (up to adjusting the values of m and M);
2. On the opposite, if the functions p and p′ grow at most polynomially,
then m and M can be chosen equal to 1 (up to adjusting c and C). In
particular, if p grows like a polynomial, then so does p′, and the exponent
of the leading term is the same.
Corollary. Let T be an aperiodic, repetitive tiling with finite local complex-
ity. Assume that its complexity function grows asymptotically like rα, up to a
multiplicative constant. Then the exponent α is a topological invariant of the
tiling space associated with T .
The repetitivity function was also introduced by Morse and Hedlund [19] in
the setting of one-dimensional symbolic dynamics. The repetitivity function for
a tiling T is defined as follows: for r > 0, R(r) is the infimum of all numbers
c which satisfy that any patch of radius c in T contains a copy of all patches
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of radius r which appear somewhere in T . It is well defined and finite for all r
exactly when the tiling T is repetitive i.e. satisfies the aforementioned condition
on repetition of patches. It is a quantitative measure of the patch-repetition
property.
It can also be seen as a measure of order and disorder in a tiling dynamical
system, which is distinct from the complexity, though related, and is sometimes
finer. For example, if R(r) doesn’t grow at least linearly, the tiling has d inde-
pendent periods [17]. Low repetitivity implies low complexity: Lenz [18] proved
that if R is bounded above by a linear function, then the complexity function
of the tiling is bounded above by Crd for some constant C. On the other hand,
it is possible to build some tilings which have low complexity (sub-linear in
dimension 1), but have a repetitivity function which grows much faster than
linearly.
Theorem ((Theorem 3.5)). If h : Ω −→ Ω′ is a homeomorphism between two
tiling spaces of aperiodic and repetitive tilings with finite local complexity, then
the associated repetitivity functions R and R′ satisfy
cR(mr) ≤ R′(r) ≤ CR(Mr)
for some constants c, C,m,M > 0 and all r big enough.
In the literature, it is more common to make the qualitative distinction
between linearly repetitive tiling spaces and those which are not. A tiling space
is linearly repetitive (or linearly recurrent) if its repetitivity function satisfies
R(r) ≤ λr for some constant λ. Linearly repetitive tiling spaces enjoy nice
properties (for example they are uniquely ergodic), and many of the actual
models for quasicrystals are linearly repetitive. This property is preserved by
homeomorphism
Corollary. If two tiling spaces satisfying the assumption of the previous the-
orem are homeomorphic, then either they are both linearly repetitive, or none
is.
The results above show that there exist a significant relationship between the
topology and the dynamics of a tiling space on the one hand, and its complexity
and repetitivity function on the other hand. This is a priori surprising, since
the complexity and repetitivity do not stand out naturally as being topological
objects. The repetitivity function clearly is strongly related to the dynamics
on the tiling space, as it can be interpreted in terms of maximal size of return
vectors on a transversal, or as a measure of the recurrence of orbits in the
dynamical system.
The complexity function can be related with the dynamics of the action of Rd
on the tiling space Given a tiling space, it is possible to define the patch-counting
entropy (or configurational entropy) by the formula:
Hpc(Ω) = lim sup
r→+∞
log p(r)
rd
.
It was proved to be equal to the topological entropy of (Ω,Rd) when Ω is a
tiling space with finite local complexity (Baake–Lenz–Richard [1]). In particular,
using the results above, it is possible to state the following result.
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Proposition. Let Ω, Ω′ be two aperiodic, repetitive, FLC tiling spaces which
are homeomorphic. Then (Ω,Rd) has positive topological entropy if and only if
(Ω′,Rd) does.
Note that when the entropy is not zero, it is a priori not preserved.
When the entropy is zero, however, the complexity function appears rather to
be a metric object—when the space is endowed with a commonly used distance
(sometimes called the combinatorial metric). It had been noticed before [11, 9],
and it is discussed in more details in Section 3.1. The consequences of the results
proved in this paper can be summed up by the following statement.
Proposition ((Corollary 3.4)). A homeomorphism between two aperiodic, repet-
itive, FLC tiling spaces preserves the box-counting dimension of their transver-
sals, when they are endowed with the combinatorial distance.
The relationships between complexity on the one hand, and the dynamics
on the other hand, had already been investigated to some extent. For example,
for subshifts, it is known that a topological conjugacy is a so-called “sliding
block code” (which is referred to as “local derivation” in our context, see Defini-
tion 2.3), and asymptotic properties of the complexity function are unchanged
by an invertible recoding. For tiling spaces, there is no longer an equivalence be-
tween topological conjugacy and local derivation. Frank and Sadun [8] proved
in a more general setting (including even infinite local complexity), that the
asymptotic behaviour of the complexity function is preserved by a topological
conjugacy of the tiling spaces.
The reason why a mere homeomorphism—and not a conjugacy—has conse-
quences beyond the topology has to do with the special structure of the space.
Under the hypotheses made in this paper, a homeomorphism automatically
sends orbits to orbits, in a much controlled way.
Proposition ((Theorem 3.10 and Corollary 5.2)). A homeomorphism h between
two aperiodic, repetitive tiling spaces with finite local complexity is an orbit
equivalence. Furthermore, for all T , the cocycle hT defined by h(T − x) =
h(T )−hT (x) is a homeomorphism from Rd onto itself, and satisfies the following
inequality:
‖hT (x)‖ ≤M ‖x‖+ C
for some constants M,C which do not depend on T .
This result, together with an approximation lemma (Lemma 4.1), is the key
ingredient to extend Frank and Sadun’s ideas and prove the main results above.
The methods for proving Theorem 3.1 (namely Lemma 5.1) can also be
related with results presented in [9, Chapitre 6]. It was shown that the image
of a tiling by a small deformation has the same complexity function as the
original tiling (up to equivalence). A small deformation induces a special kind of
homeomorphism between the original tiling space and the space of the deformed
tiling. This result can therefore be seen as a particular situation of the case
treated in the present paper.
The result of [9] was in particular applied to a family of deformations in-
troduced by Sadun and Williams. In [23], it is proved that a tiling space is
homeomorphic to the suspension of a subshift; in [9], it is proved that this
homeomorphism preserves the complexity.
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It turns out not to be a coincidence that methods which applied for the study
of complexity of deformed tilings can be used here. In a last section, some of the
links between homeomorphisms and deformations are sketched. Given h : Ω→
Ω′, it can be perturbed to define a deformation. It also defines an element in the
mixed cohomology group H1m(Ω,Rd) defined by Kellendonk [14]. This group is
a good candidate for describing homeomorphisms between tiling spaces, up to
topological conjugacy. A more thorough investigation of the questions raised in
the last section of this paper will be the subject of a future article.
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2 Preliminaries
2.1 Tilings and tiling spaces
In our discussion, a tile is a closed compact set of the Euclidean space Rd, which
is homeomorphic to a closed ball, and is the closure of its interior. A prototile
is the equivalence class under translation of a tile. Note that a tile may be
decorated (one can think of blue and red squares, for example). Formally, it
would be a pair (t, l), where t is the tile itself (a subset of Rd) and l is a label.
This notation will remain implicit, and a tile will just be denoted by t.
Let A be a finite collection of prototiles, which is fixed from this point on.
A tiling with prototiles in A is a collection of tiles T = {ti}i∈I , such that for
all i, the translation class of ti belongs to A. Furthermore, the union of the tiles
is all of Rd, and the tiles may only intersect on their boundaries: ti ∩ tj has no
interior, unless i = j.
Given a tile t ⊂ Rd, and x ∈ Rd, the tile t−x is defined as the translate of t
by x. In a straightforward way, T −x is defined as {ti−x}i∈I . It is a tiling, and
is in general different from T (in our discussion, tilings are not being identified
when they are translates of each other).
A tiling T is periodic if there exists x ∈ Rd \ {0}, such that T − x = T . It is
called non-periodic or aperiodic otherwise.
Given a non-periodic tiling, it makes sense to study the set of all tilings which
cannot be distinguished from it at the local scale. This is the motivation for
constructing the tiling space, in the same way that a subshift can be associated
with a word.
Definition 2.1. Given T a tiling of Rd, made from a set of prototiles A, the
hull of T is the following closure:
ΩT = {T − x ; x ∈ Rd}.
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The closure is taken in the set Ωall of all tilings made from tiles in A, for the
topology of the distance defined by:
D(T1, T2) ≤ ε if ∃x1, x2 ∈ Rd, with ‖xi‖ ≤ ε,
such that (T1 − x1) agrees with (T2 − x2) on B(0, 1/ε),
and D is bounded above by 1/
√
2.
Note that all elements in ΩT are tilings themselves, and therefore there is an
action of Rd by translation on ΩT . This action is continuous for the topology
defined above.
A tiling T is said to have finite local complexity (or FLC) if for all R > 0
there is a finite number (up to translation) of patches of the form T ∩B(x,R),
for x ∈ Rd. Here, T ∩ B(x,R) stands for the patch of all tiles which intersect
the ball B(x,R).
A tiling T is said to be repetitive if for all finite patch P ⊂ T , there exists
R > 0 such that a translate of P appears in T ∩B(x,R), for any x ∈ Rd.
The following proposition is well known.
Proposition 2.2. Let T be a non-periodic and repetitive tiling, with finite local
complexity. Then the tiling space ΩT is a compact space, and the action by
translation is minimal. When there is no risk of ambiguity, the tiling space is
just written Ω.
Note that all these definitions— which hold for tilings—will also hold for
other patterns, as long as it is possible to define what a patch is, and what
“identical up to translation” means. Delaunay sets are an important example.
A Delaunay set of Rd is a subset X ⊂ Rd, which is uniformly discrete and
relatively dense. These two conditions mean respectively that there is a con-
stant m such that any two points in X are separated by a distance at least m;
and a constant M such that any point in Rd is within distance at most M of a
point in X. The definition of patch (or local configuration) of X now becomes
transparent when using the notation X ∩B(x, r). From there, the definitions of
FLC, repetitivity and aperiodicity, as well as the definition of the hull (and its
properties) are unchanged.
2.2 Local derivations, and transversals
Given a tiling T , the associated tiling space ΩT is sometimes called the “contin-
uous” hull. It is also possible to describe a “discrete” tiling space, which is the
analogue of a subshift in the symbolic setting (see Section 2.5). Amongst other
properties, it is a subset of Ω, it intersects all Rd-orbit and its intersection with
any orbit is countable. It does not carry a Zd-action in general. This discrete
tiling space is sometimes called a canonical transversal. The canonicity of this
transversal, however, leaves a lot of room for choice.
First, define what a local derivation is.
Definition 2.3 (see [2]). Let Ω and Ω′ be tiling spaces of repetitive and FLC
tilings. A local derivation is a factor map (i.e. it is onto and commutes with
translations) ϕ : Ω→ Ω′ which satisfies the following local condition:
∃r,R > 0, ∀T ∈ Ω, ϕ(T ) ∩B(0, r) only depends on T ∩B(0, R).
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In particular, for all x, ϕ(T ) ∩B(x, r) only depends on T ∩B(x,R).
These conditions really mean that ϕ is a map defined on patches of size R,
and ϕ(T ) is obtained by gluing together the images under ϕ of the patches out
of which T is made. In this case, ϕ(T ) is said to be locally derived from T .
When ϕ is invertible and ϕ−1 is also a local derivation, T and ϕ(T ) are called
mutually locally derivable, or MLD. Such maps are the analogues of sliding block
codes in symbolic dynamics.
Definition 2.4. Let Ω be a tiling space, and D be a local derivation rule defined
on Ω, such that for all T ∈ Ω, D(T ) is a Delaunay set. Such a rule is called a
local pointing rule. The canonical transversal associated with D is the set
ΞD = {T ∈ Ω ; 0 ∈ D(T )}.
The Delaunay set D(T ) is repetitive and has finite local complexity, since T
has these properties itself. It does not need to be MLD to T , or even aperiodic
(see Figure 1).
Figure 1: A local pointing rule, as defined on a set of rectangular tiles of size 2 × 1.
Given any domino tiling made from these tiles (with dominoes meeting full-edge to
full-edge), its associated point pattern will be periodic, even when the tiling is not.
In the literature, “the canonical transversal” is usually built by choosing a
pointing rule D which selects exactly one point in the interior of each prototile
(for example their barycentre if the tiles are convex), and by pointing the tilings
consistently.
Canonical transversals in the sense above are abstract transversals in the
sense of Muhly Renault and Williams [20]. The reason why they are called
“canonical” in spite of their apparent lack of canonicity is because T and T ′ are
close in a canonical transversal if they agree exactly on a large ball centred at
the origin (not up to a small translation).
Remark 2.5. If Ξ is a canonical transversal in a tiling space Ω, the topology on
Ξ is induced by the family of clopen sets:
UP = {T ∈ Ξ ; P ⊂ T},
where P is in the family of admissible patches. Equivalently, it is induced by
the metric:
D′(T, T ′) = inf
({
ε > 0 ; T ∩B(0, ε−1) = T ′ ∩B(0, ε−1)} ∪ {1/√2}).
Another description of the “canonical” transversals is that they are vertical
with respect to a (truly) canonical solenoid structure on the tiling space.
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Theorem 2.6 ((see for ex. [3, 5])). The tiling space associated with a repetitive,
aperiodic and FLC tiling is an abstract (so-called flat) solenoid in the following
sense: for each T ∈ Ω, there is a neighbourhood V of T , and a chart map ϕ,
which maps V homeomorphically to the direct product of a ball of Rd by a Cantor
set. Furthermore, ϕ commutes with the action of Rd by translation whenever
this action is defined. Also, the transition maps satisfy the property:
ψ ◦ ϕ−1(x, ξ) = (x− tψ◦ϕ−1 , ξ′), (1)
where ξ′ depends continuously on ξ, but the translation vector tψ◦ϕ−1 only de-
pends on the chart maps.
Proof. This is a partial proof in order to outline how the canonical solenoid
structure is chosen. Property (1) will not be proved here.
Let T ∈ Ω. Let P = T ∩ B(0, 1) be a small patch of T around the origin,
and let ε > 0 be small with respect with the inner radius of the tiles. Define
the derivation rule
D(T ′) = {x ∈ Rd ; P ⊂ T ′ − x}.
It is clearly a local rule, and the associated transversal ΞD is the set of all tilings
which coincide with T up to radius at least 1. If T is repetitive, aperiodic, and
has finite local complexity, these are well-known facts that ΞD is a Cantor set,
and that D(T ′) is a Delaunay set for all T ′.
Now, consider the map
ϕ : B(0, ε)× ΞD −→ Ω
(x, T ′) 7−→ T ′ − x.
It is clearly continuous, by continuity of the action. It is one-to-one, because
ε was chosen small. It is therefore a homeomorphism onto its image, by com-
pactness of the source space. Finally, it is an exercise to check that the image
of ϕ restricted to B(0, ε)× ΞD is open in Ω. It provides the desired chart. It is
important to remark that, by construction, the chart maps commute with the
action of Rd whenever it is defined.
It can be proved that the canonical transversals in the sense of Definition 2.4
are exactly the vertical transversals for this solenoid structure, that is: subsets
Ξ ⊂ Ω which can be covered by chart boxes in such a way that for each such
box V ' B(0, εV )×XV ,
Ξ ∩ V ' {0} ×X.
2.3 Complexity
The complexity function of a tiling T is a function p, such that p(r) counts the
number of patches of size r in T . This requires to define what “patch of size
r” means in this context. While, in the 1-dimensional symbolic setting, there
is no question about what a word of length n is, the situation is not so obvious
in the continuous case. However, it appears that the asymptotic properties of
the complexity function are unchanged by picking any reasonable definition of
“patch of size r”.
First, remark that a tiling T needs to have FLC in order to have a well
defined complexity function (at least, in terms of naively counting patches—
see [8] for ways of defining complexity for tilings without FLC). Second, if a tiling
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T is repetitive, then all tilings in its hull have the same complexity function.
Therefore, for minimal tiling spaces, a complexity function is associated with the
space rather than with one specific tiling. This justifies the following definition.
Definition 2.7. Let Ω be a space of tilings which are repetitive, FLC and
aperiodic. Let D be a local pointing rule, and Ξ the associated transversal.
Then, the complexity function associated with these data, noted pΞ or pD is:
pΞ(r) = Card
{
T ∩B(0, r) ; T ∈ Ξ}
= Card
{
(T0 − x) ∩B(0, r) ; x ∈ D(T0)
}
for any T0 ∈ Ω.
According to this definition, the complexity function counts the number of
pointed patches of size n, where the pointing has to be chosen in advance and is
not canonical to the tiling. However, it turns out that changing the transversal
doesn’t change the complexity function.
Proposition 2.8. Let Ω be a tiling space, and Ξ1, Ξ2 be two canonical transver-
sals associated with pointing rules D1 and D2 respectively. Then the complexity
functions pΞ1 and pΞ2 are equivalent in the following sense:
λ1pΞ2(r − c) ≤ pΞ1(r) ≤ λ2pΞ2(r + C)
for some constants c, C, λ1, λ2 > 0 and all r big enough.
Proof. Let T ∈ Ω. First, let D be the pointing rule defined by
D(T ) = D1(T ) ∪ D2(T ).
It is a pointing rule itself: D(T ) is locally derived from T , it is relatively dense,
and the uniform discreteness comes from finite local complexity of T (and hence,
finite local complexity of D(T )).
Let Ξ be the transversal defined by D. It is sufficient for proving the theorem
to show that pΞ is equivalent (in the sense above) to pΞi , for i = 1, 2. Let us
prove it for i = 1.
For any given r, let Xr be the set of all patches of the form (T −x)∩B(0, r),
with x ∈ D(T ). Let Yr be the similarly defined set with x ∈ D1(T ). It is obvious
that pΞ1(r) ≤ pΞ(r) for all r (since Yr ⊂ Xr).
Conversely, let R be the constant such that for all x ∈ Rd, B(x,R) intersects
D1(T ). Let λ > 0 be the maximum number of points in D(T ) ∩ B(x,R), for
x ∈ Rd. It is well defined and finite (because of volume considerations using
uniform discreteness of D(T ), for example). For all patch P ∈ Xr, there is a
patch P ′ ∈ Yr+R such that P is a subpatch of P ′; this patch P ′ can contain at
most λ distinct translates of patches in Xr. This defines a map Xr → Yr+R;
each element in Yr+R has at most λ preimages under this map. Therefore,
pΞ(r) ≤ λpΞ1(r + C).
Since the choice of a transversal does not change the asymptotic behaviour
of the complexity function, it is acceptable to write “the complexity function
of T” when there is no risk of ambiguity. It is understood that an unspecified
transversal is chosen, the choice of which is not important.
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∈ D1(T )
Patch of radius R+ r
Patch of radius r≤ R
∈ D(T )
Figure 2: D1 is sparser than D; yet, any patch of size r centered at a point of D is a
subpatch of some patch of size R+ r centred at a point of D1.
Remark 2.9. It can also be proved that these pointed complexity functions pΞ
are equivalent to an unpointed complexity function p, where p(r) is the number
of equivalence classes up to translation of patches of the form T ∩ B(0, r), for
T ∈ Ω. It is proved in [9, Proposition 1.1.20].
Changing the transversal does not change the complexity. It is worth notic-
ing that applying an invertible local derivation to a tiling also preserves the
complexity function. It can be proved directly by remarking that a local deriva-
tion is essentially a map from patches to patches. The proof is not included
here. See Theorem 3.13 for a more general result.
Proposition 2.10. Let T ∈ Ω and T ′ ∈ Ω′ be two tilings which are mutually
locally derivable. Let D(T ) be a Delaunay set derived from T (and hence locally
derived from T ′ by mutual local derivability of T and T ′). Call Ξ ⊂ Ω and
Ξ′ ⊂ Ω′ the canonical transversals relative to these Delaunay sets. Then their
complexity functions satisfy:
pΞ(r − c) ≤ pΞ′(r) ≤ pΞ(r + C),
for r big enough.
The equivalences between complexity functions in the propositions above
are quite fine. It is appropriate for our purpose to have a coarser notion of
equivalence.
Definition 2.11. Two complexity functions p1 and p2 are equivalent if there
are C1, C2,m,M > 0 such that for all r big enough:
C1p2(mr) ≤ p1(r) ≤ C2p2(Mr).
Remark that it is indeed a coarser notion that the ones above. However,
the notion of a “patch of size r” is itself not uniquely defined: it depends on a
choice of norm of Rd. By equivalence of norms in finite dimension, two different
choices of norms would produce equivalent complexity functions in the sense
above. Therefore, and unless there is a reason to prefer one norm over others,
it is fine to use the coarser version.
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2.4 Repetitivity
The repetitivity of a tiling measures how often patches of a given size repeat. It
was introduced in the setting of symbolic dynamics by Hedlund and Morse [19].
In a more general setting, it has been studied by Lagarias and Pleasants for
Delaunay sets [17].
Definition 2.12. Let Ω be a repetitive, aperiodic and FLC tiling space, and
D be a pointing rule defining a transversal Ξ. The repetitivity function is a
function r 7→ RD(r) or RΞ(r) defined by
RΞ(r) = sup{R > 0 ; ∀T, T0 ∈ Ξ, ∃x ∈ B(0, R), T −x∩B(0, r) = T0∩B(0, r)}.
In words: RΞ(r) < C means that for any pointed patch of size r of the form
T0 ∩B(0, r) and for any T ∈ Ξ, said patch occurs in T within distance at most
C of the origin (i.e. T − x and T0 agree up to distance r with ‖x‖ ≤ C).
The repetitivity function can be interpreted in dynamical terms. Let Ω be
a tiling space with canonical transversal Ξ. Then for each r there is a partition
Pr of Ξ in clopen sets of the form
ΞT,r := {T ′ ∈ Ξ ; T ∩B(0, r) = T ′ ∩B(0, r)}.
Then RΞ(r) measures the infimum of the length of the return vectors from any
point in Ξ to any element of the partition Pr.
Once again, it can be proved that the repetitivity function of a tiling space
is independent of the choice of the transversal.
Proposition 2.13. Let Ω be an aperiodic repetitive FLC tiling space, and Ξ1,
Ξ2 be two canonical transversals corresponding to pointing rules D1 and D2
respectively. Then
RΞ2(r − c)−K ≤ RΞ1(r) ≤ RΞ2(r + c) +K
for some constants c,K ≥ 0 and all r big enough.
Lagarias and Pleasants [17] showed that for aperiodic repetitive tilings, the
repetitivity function grows at least linearly. It is therefore harmless to drop the
constant K in the theorem above, up to adjusting c.
Proof. As in the proof of the analogous result for complexity (Proposition 2.8),
we may assume without loss of generality that Ξ1 ⊂ Ξ2.
It is straightforward that RΞ1(r) ≤ RΞ2(r). Conversely, let R0 be the a
radius (obtained by relative density) such that for any T ∈ Ξ2, there exists
x ∈ B(0, R0) such that T − x ∈ Ξ1. Let now be r > 0 and T, T0 ∈ Ξ2 be
given. Let us show that there is a y ∈ Rd with ‖y‖ ≤ 2R0 +RΞ2(r+R) + ε for
arbitrarily small ε such that (T −y)∩B(0, r) = (T0−y)∩B(0, r). Let x and x0
be of norm at most R0 such that T − x and T0 − x0 are in Ξ1. Next let y0 be a
vector such that (T −x)−y0 and T0−x0 agree up to radius r+R. By definition
of the repetitivity function, it can be chosen of norm at most RΞ1(r + R) + ε
for any ε > 0. Now, it means that (T − x− y0) + x0 and T0 agree up to radius
r, since ‖x0‖ ≤ R0. So if y = y0 + x− x0, then T − y and T0 agree up to radius
r. We have control on the norm of y, so that:
RΞ2(r) ≤ RΞ1(r +R0) + 2R0.
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2.5 Formalism of symbolic dynamics
Tiling spaces also appear as suspension of subshifts. A d-dimensional subshift
is a subset of AZd , where A is a finite set of symbols (finite alphabet). There is
a natural action σ of Zd on this set, defined by
[σn(ω)]k = ωk−n,
for n ∈ Zd.
Given ω ∈ AZd , the subshift associated with ω is the smaller subset of AZd
which contains ω, is closed and is shift-invariant. Equivalently, it is the closure
of the orbit of ω for the product topology.
The notions of aperiodicity and repetitivity are straightforward. Finite local
complexity is automatic if A is finite.
Definition 2.14. Let Ξ be an aperiodic, repetitive subshift on Zd. The sus-
pension of Ξ is the following space:
SΞ = Ξ× Rd/ ∼
where ∼ is the equivalence relation generated by
(ω, x) ∼ (σn(ω), x− n), n ∈ Zd.
It carries naturally a Rd-action by translations.
In practice, it is convenient to view elements of Ξ as tilings by d-cubes of
edge-length 1, and (ω, x) ∈ SΞ can be interpreted as ω+x. The tiling topology,
as defined above, coincides with the quotient topology on this suspension.
The following definition is standard.
Definition 2.15. Two subshifts Ξ1 and Ξ2 are said to be flow-equivalent if their
suspensions are homeomorphic.
The main results of this paper can therefore be interpreted in a symbolic set-
ting: they measure how the complexity and repetitivity function of two subshifts
relate when the subshifts are flow equivalence.
3 Homeomorphisms between tiling spaces
3.1 Statement of the results
In this paper, the basic setting is to consider a homeomorphism between two
aperiodic repetitive tiling spaces with finite local complexity. What can be said
about the underlying tilings if the two tiling spaces are homeomorphic?
The first result is concerned with the complexity function of the tiling spaces:
if two spaces are homeomorphic, the complexity functions are asymptotically
equivalent in the sense of definition 2.11. If the complexity is high, then the
tiling systems may have entropy. In this case, the entropy is not preserved by
homeomorphism (even though the fact that it is positive is). However, if the
complexity grows polynomially, then the exponent is preserved by homeomor-
phism.
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Theorem 3.1. Let h : Ω −→ Ω′ be a homeomorphism between two aperiodic
repetitive tiling spaces with finite local complexity. Then there exist a transversal
Ξ ⊂ Ω, a transversal Ξ′ ⊂ Ω′ and constants c, C,m,M > 0 such that for all r
big enough,
cpΞ′(mr) ≤ pΞ(r) ≤ CpΞ′(Mr).
Corollary 3.2. Let Ω be a (repetitive, aperiodic, FLC) tiling space, with poly-
nomial complexity function, which means that there exists an α such that for
some Ξ (and hence for all Ξ), there are two constants C1 and C2 such that for
all r big enough,
C1r
α ≤ p(r) ≤ C2rα.
Then the exponent α is a homeomorphism invariant of the space: any tiling
space which is homeomorphic to Ω has polynomial complexity function with
the same exponent α.
In the language of symbolic dynamics, the results above can be stated as
follows: If two minimal aperiodic Zd-subshifts are flow-equivalent, then their
complexity functions are equivalent in the sense above.
It is interesting to combine these results with some other results obtained
previously on complexity. It was remarked in [11] that the complexity of a
tiling can be related with the box-counting dimension of the transversals for the
metric defined in Section 2.1.
Proposition 3.3 ([11]). Given a tiling space Ω and a canonical transversal Ξ,
endowed with the metric defined before, the box-counting dimension of Ξ is given
by the formula:
dimB(Ξ) = lim
r→+∞
log(pΞ(r))
log(r)
when it exists.
Corollary 3.4. The box-counting dimension of the transversals of FLC, aperi-
odic, repetitive tiling spaces is preserved by homeomorphism between the tiling
spaces.
It is striking to see that a homeomorphism between two tiling spaces pre-
serves a quantity which is essentially metric.
It is not the first time that links between topology and complexity are in-
vestigated. In [10], some relationships were established between the rank of
the cohomology groups over the rationals on the one hand, and the asymptotic
growth of the complexity function. For example in dimension 1, a tiling space
with at most linear complexity has finitely generated Čech cohomology groups
over the rationals. For cut-and-project tilings, the interplay is even richer: the
complexity function is bounded above by rd (with d the dimension of the space)
if and only if the rational cohomology groups are finitely generated. The results
of this paper push further in this direction: the complexity is not only loosely
related with the topology of the space; it really is homeomorphism-invariant.
The repetitivity function of a tiling is another quantity which is preserved
by homeomorphism, as shown by the following result.
Theorem 3.5. Let h : Ω −→ Ω′ be a homeomorphism between two aperiodic
repetitive tiling spaces with finite local complexity. Then there exist a transversal
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Ξ ⊂ Ω and a transversal Ξ′ ⊂ Ω′ and four constants c, C,m,M > 0 such that
for all r big enough,
cRΞ′(mr) ≤ RΞ(r) ≤ CRΞ′(Mr).
The study of the repetitivity function is a quantitative approach. It is some-
how more common in the literature to make the qualitative distinction between
linearly repetitive tiling spaces and the others. A tiling space is linearly repeti-
tive if its repetitivity function grows no faster than r 7→ λr for some constant λ.
Linearly repetitive tilings are amongst those with the highest degree of regular-
ity. Many of the tilings used to model quasicrystals have this property, including
the well-known Penrose tilings. This result then follows from the theorem.
Corollary 3.6. Let h : Ω −→ Ω′ be a homeomorphism as in the previous
theorem. Then (Ω,Rd) is linearly repetitive if and only if (Ω′,Rd) is.
3.2 Homeomorphisms and tiling groupoids
Given a dynamical system, it is possible to define a groupoid which carries
information on the space, the group, and the action of the latter on the former.
Groupoids also serve as a generalisation of group action, when there is no group.
For example, a tiling space carries an action of Rd. In one dimension, this action
of R restricts to an action of Z on a transversal Ξ (by the first return map).
In higher dimension, there is in general no group action on the transversal;
however, a groupoid can be defined as a replacement.
While the groupoid point-of-view can be enlightening, it is not essential for
most of the paper. Groupoids can be ignored until the Section 6. The crucial
elements of this section—which shouldn’t be skipped at first—are Definition 3.9
and Theorem 3.10 below.
Definition 3.7. A groupoid G is defined as a small category with inverses. It
consists of a set of base points G(0), and a set of arrows G between them. Given
x ∈ G, it has a source and a range s(x) and r(x) in G(0) and the product xy is
well defined if r(y) = s(x). For all p ∈ G(0) there is an element ep ∈ G which
is neutral for multiplication (and p is identified with ep, so that G(0) ⊂ G), and
for all x there is x−1 such that xx−1 = r(x), x−1x = s(x). Finally, the product
is associative, whenever it is defined.
Definition 3.8. A tiling space Ω has an associated groupoid, noted Ω o Rd,
which is defined as the direct product of Ω and Rd, with range map, source map
and product defined as follows:
s(T, x) = T, r(T, x) = T − x,
(T, x) · (T ′, x′) = (T ′, x+ x′) if T ′ − x′ = T.
The topology on this groupoid is that induced by Ω× Rd.
Consider a homeomorphism h : Ω −→ Ω′ between two aperiodic, FLC and
minimal tiling spaces. By Theorem 2.6, the path-connected components in such
tiling spaces are the orbits. Since a homeomorphism has to send path-connected
component to path-connected component, we can define the following map.
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Definition 3.9. Let h : Ω −→ Ω′ be a homeomorphism. Define for all T ∈ Ω a
function hT : Rd → Rd by
h(T − x) = h(T )− hT (x).
It is well-defined, by aperiodicity of the tilings with which we are dealing.
Theorem 3.10. Given a homeomorphism h : Ω −→ Ω′ between two aperiodic,
minimal, FLC tiling spaces, the function
Ω× Rd −→ Rd
(T, x) 7−→ hT (x)
is continuous in two variables. Furthermore, for any fixed T , hT is a homeo-
morphism, and (
hT
)−1 = (h−1)
h(T ).
Proof. The first step of this proof is to show that for any given T ∈ Ω, the map
x 7→ hT (x) is continuous. The map hT is defined as the bijection which makes
the following diagram commute:
Rd
	

hT // Rd

Orb(T ) h // Orb(h(T ))
where Orb(T ) is the orbit of T in Ω under the action of Rd. The difficult
point is that the action maps Rd continuously and bijectively onto Orb(T ) via
x 7→ T−x; however, for the relative topology induced by that of Ω, Orb(T ) is not
homeomorphic to Rd, and not even locally homeomorphic. Indeed, the image
of an open set is not open (in general) for the induced topology, and Orb(T ) is
not locally connected. However, Theorem 2.6 gives information about the local
structure of the leaves, which allows to prove that hT is a homeomorphism.
Here, the sequential characterization of continuity is used: T and x being
fixed, let (xn)n∈N be a sequence converging to x. Let γ : [0, 1] → Rd be the
continuous path from x1 to x, such that γ restricted to [1− 2−n, 1− 2−(n+1)]
is the constant speed parametrization of the segment [xn+1, xn+2]. To prove
continuity of hT at x, it is enough to prove that hT ◦γ tends to hT (x) as t tends
to 1.
Since h, γ and of the action of Rd on Ω are continuous, h(T − γ(t)) is close
to h(T − x) provided t is close to 1. Assume t0 is close enough to 1 so that for
all t > t0, h(T − γ(t)) is in a chart box of the form V 'ϕ B(0, ε) ×X around
h(T − x), and such that ϕ(h(T − x)) = (0, ξ).
For t > t0, the path t 7→ ϕ ◦h(T − γ(t)) is a continuous path in B(0, ε)×X,
and therefore must be included in a path-connected component of the form
B(0, ε)×{ξ′}, and therefore be of the form (η(t), ξ′). Since ϕ◦h(T −γ(t)) needs
to tend to (ξ, 0), then ξ′ = ξ.
Finally,
ϕ ◦ h(T − γ(t)) = ϕ(h(T )− hT ◦ γ(t)) ⊂ B(0, ε)× {ξ},
= (η(t), ξ).
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Now, η(t) tends to zero on the one hand, and is equal to hT (γ(t))−hT (x) on the
other hand (because ϕ commutes with the action of Rd whenever it is defined,
see Theorem 2.6). Therefore, hT (γ(t)) tends to hT (x), and hT is continuous.
The second part of the proof is to show that the function is continuous of
two variables. Let (T0, x0) ∈ Ω× Rd. What needs to be shown is
∀ε > 0 ; ∃δ > 0 ; ∀(T, x) ∈ Ω× Rd,(
‖x− x0‖ < δ and D(T, T0) < δ
)
⇒ ‖hT (x)− hT0(x0)‖ < ε.
Let ε > 0. Let δ0 be such that whenever T1, T2 are δ0-close, then their images
by h are ε/3-close (using uniform continuity of h). Finally, let
δ = min
{
(δ−10 + ‖x0‖+ 2δ0)−1, δ0/2
}
.
Let now T ∈ Ω in a δ-neighbourhood of T0. Then, up two small translation of
combined size less than 2δ < δ0, the tilings T and T0 agree on B(0, δ−10 +‖x0‖+
δ0). Then, for all y0 ∈ B(0, ‖x‖) and all y ∈ Rd with ‖y − y0‖ < δ ≤ δ0/2, the
tilings T − y and T − y0 agree at least on B(0, δ0) up to a small (less than δ)
translation. This last statement holds in particular for y = λx (λ ∈ [0, 1]).
Let x ∈ B(x0, δ), and T ∈ Ω be δ-close from T0. Then, for all λ ∈ [0, 1],
h(T − λx) and h(T0 − λx0) are ε/3-close. Assume (by contradiction), that
‖hT (x)− hT0(x0)‖ ≥ ε. Since hT and hT0 are continuous, and ‖hT (0)− hT0(0)‖ =
0, one can use the intermediate value theorem: there exists a λ0 ∈ [0, 1] such
that ‖hT (λ0x)− hT0(λ0x0)‖ = ε. One has
h(T − λ0x) = h(T )− hT (λ0x)
h(T0 − λ0x0) = h(T0)− hT0(λ0x0).
On the one hand, h(T ) and h(T0) match around the origin up to a translation
smaller than ε/3. On the other hand, so do the left-hand sides of the equations
above. Besides, hT (λ0x) and hT0(λ0x0) differ by exactly ε, which ε is much
smaller than the radius of a tile. It is a contradiction.
Remark 3.11. The map (T, x) 7→ hT (x) is actually a groupoid morphism (where
the additive group Rd is seen as a groupoid with one basepoint). It results from
a direct check:
hT (x+ y) = hT (x) + hT−x(y).
This relation can also be called a cocycle condition for a reason which will be
addressed in the last section of this paper.
Remark 3.12. As a consequence of this result, the following map
ΩoRd −→ Ω′ oRd
(T, x) 7−→ (h(T ), hT (x))
is an isomorphism of topological groupoids. Therefore, by a theorem of Re-
nault [22], the associated cross product C∗-algebras C(Ω)oRd and C(Ω′)oRd
are isomorphic. It appears that much of the dynamics is constrained by the
topology of the tiling spaces, because of the local product structure. If the
topological spaces are homeomorphic, the homeomorphism is automatically an
orbit equivalence, and the groupoids and associated C∗-algebras—which encode
the dynamics—are isomorphic.
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3.3 Strategy for the proof
Frank and Sadun [8] have proved that whenever two tiling spaces are topologi-
cally conjugate, their complexity functions are equivalent. Their result involves
a different complexity function as the one which is used here, as it can measure
complexity of tiling spaces without FLC. Here is how their result would read in
the framework of the present paper.
Theorem 3.13. Let h : Ω −→ Ω′ be a topological conjugacy between two tiling
spaces ( i.e. a homeomorphism which commutes with the actions of Rd by trans-
lation). We assume that the tiling spaces are aperiodic, minimal, with FLC.
Then, there are two canonical transversals Ξ ⊂ Ω and Ξ′ ⊂ Ω′, such that the
associated complexity function p and p′ satisfy
mp(r − a) ≤ p′(r) ≤Mp(r + b).
for some constants a, b, m, M , and all r big enough.
Note that by Proposition 2.8, it is not important which transversals Ξ and
Ξ′ are chosen, as any complexity functions would then satisfy this inequality.
We include a sketch of the proof, with a simplifying assumption that h sends
a vertical transversal to a vertical transversal. Even in this simplified setting, the
proof contains important ideas which will be used in the proof of Theorem 3.1.
It is pointed out afterwards how these ideas are to be generalised.
Proof. Let Ξ ⊂ Ω be any canonical transversal. It is assumed that Ξ′ := h(Ξ)
is a canonical transversal itself (this is a simplifying assumption, as it shouldn’t
be expected in general).
The goal is then to compare the functions p and p′ associated with Ξ and
Ξ′ respectively. Let ε < 2−1/2. By uniform continuity of h, there is a δ < 2−1/2
such that for all T, T ′ ∈ Ξ, if T and T ′ are at least δ-close, then h(T ) and h(T ′)
are at least ε-close. In terms of patches, it means that if T and T ′ agree on
B(0, δ−1), then their images agree on B(0, ε−1). In particular, h(T ) and h(T ′)
have the same local configuration at the origin.
Now, ε and δ being fixed, let r > 0, big enough so that it is big compared
to ε−1 and δ−1. Assume T and T ′ agree on a ball of radius r + ε−1. Then it
means that for all x ∈ Rd with ‖x‖ ≤ r, T − x and T ′ − x agree on B(0, δ−1).
Using the fact that h is a conjugacy, it means that for all such x, h(T )− x and
h(T ′) − x agree on B(0, ε−1). Therefore, T and T ′ agree up to radius r + δ−1
implies that their images agree up to radius r + ε−1. Therefore,
p(r + δ−1) ≥ p′(r + ε−1).
An exchange of h and h−1 provides the other inequality.
This proof has three essential ingredients:
1. The image of a transversal is a transversal (simplifying assumption);
2. The map h is uniformly continuous, and it allows to control how two tilings
agree on a small neighbourhood of the origin when their preimages do;
3. The conjugacy sends orbits to orbits in a trivial way (given T , the map
hT is the identity map), so that patches of tilings in Ω can be compared
to patches of tilings in Ω′.
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In the case when h is just a homeomorphism, point (2) is still satisfied. Point
(1) is not satisfied, however it is very close to being satisfied: for all ε > 0, there
are transversals Ξ ⊂ Ω and Ξ′ ⊂ Ω′ such that h(Ξ) and Ξ′ are within distance ε.
This important approximation lemma is proved in the next section.
The main difficulty is point (3). Given a ball of radius r in an orbit, what is
the radius of its image by h? We need to control how hT (B(0, r)) grows with r.
Lemma 5.1 and its corollary show that hT is not far from being Lipschitz.
4 An approximation lemma
The following key lemma addresses one of the points outlined in the strategy of
the proof: a homeomorphism between two tiling spaces is very close to sending a
given canonical transversal to a canonical transversal. It is an interesting result
in its own right. It should be compared with results obtained by Rand and
Sadun [21]: in their paper, it is proved that any continuous map between FLC
aperiodic repetitive tiling spaces can be approximated arbitrarily well by a local
map—a local map has the particularity that it sends any canonical transversal
to a canonical transversal. However, the approximating map in their case is
not guaranteed to be a homeomorphism when the original map is. Note also
that the map g in the proof of Lemma 5.1 is local in the sense of Rand–Sadun,
but is a priori not within a small distance of h, and is not guaranteed to be a
homeomorphism either.
Lemma 4.1. Let h : Ω −→ Ω′ be a homeomorphism. Then for all ε > 0,
there is a vertical transversal Ξ ⊂ Ω, a vertical transversal Ξ′ ⊂ Ω′, and a
homeomorphism hε : Ω −→ Ω′ such that
1. hε(Ξ) = Ξ′;
2. h and hε are isotopic;
3. there is a continuous function s : Ω→ Rd, the norm of which is uniformly
bounded by ε and such that hε = h− s.
Proof. Let ε > 0, which is assumed to be small compared to the inner radius of
the tiles. By uniform continuity of h, there is a δ > 0 such that D(T, T ′) ≤ δ
implies D(h(T ), h(T ′)) ≤ ε. Then, there is a chart box V0 ⊂ Ω′, of diameter
less than ε. Let U0 be a chart box in Ω such that U0 ⊂ h−1(V0). Then we have
the following picture for some δ′ ≤ δ and ε′ ≤ ε.
U0
h //
'

V0
'

B(0, δ′)×X0 ϕ // B(0, ε′)×X ′0
where ϕ is induced by h (so that the diagram commutes). See also Figure 3.
When no confusion can arise, ϕ will not be used, and this map will just be noted
h, possibly with the precision “in coordinates”.
With a good choice of charts, we can assume that ϕ(0, ξ) = (0, ξ′) for some
ξ ∈ X0 and ξ′ ∈ X ′0. Call T0 and T ′0 the tilings corresponding to (0, ξ) and (0, ξ′)
respectively via the chart maps (so that h(T0) = T ′0). Note that h(U0) is open
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h(T0)U0 T0
ϕ ≃ h
h(U0)
V0
Figure 3: U0 and V0, as initially built. They need pruning: for example V0 is too tall.
First, pick a box-shaped neighbourhood of h(T0) inside h(U0) (dark-grey neighbour-
hood V ′). Then, widen it (light-grey neighbourhood V ). Finally, trim U0 so that its
image is now included in the light-grey neighbourhood.
in V0. Therefore, there is a neighbourhood of T ′0, say V ′ ' B(0, ε′1) ×X ′ such
that V ′ ⊂ h(U0). Let now V ' B(0, ε′)×X ′, and U be the largest open subset
of U0 such that h(U) ⊂ V . It is easy to check that it is of the form B(0, δ′)×X,
with X a clopen subset of X0.
Let Ξ and Ξ′ be the vertical transversals included in U and V respectively,
such that Ξ ' {0} ×X and Ξ′ ' {0} ×X ′.
We now have U and V two chart domains with h(U) ⊂ V , and two transver-
sals Ξ ⊂ U and Ξ′ ⊂ V such that Ξ′ ⊂ h(U).
X ≃ Ξ
V
X ′ ≃ Ξ′
ϕ ≃ h
h(Ξ)
U h(T0)T0
︸ ︷︷ ︸
h(U)
Figure 4: The construction of Ξ and Ξ′. The diameter of U is at most δ and the
diameter of V is at most ε.
The next step in the proof is to build a map Ξ→ Ξ′ which is induced by h.
The definition itself is straightforward: for each T ∈ Ξ, there is a unique T ′ ∈ Ξ′
which belongs to the same connected component of V as h(T ). Define hε(T ) to
be this T ′. It is clear that for all T ∈ Ξ, hε(T ) = h(T )− s(T ), where s(T ) is a
translation vector of norm less than ε (since the diameter of V is less than ε).
Two things need to be shown: first, that hε is indeed continuous; then, that it
can be extended to a function on all Ω and not just on Ξ.
To this end, first prove that s is a continuous function on Ξ. Let η > 0,
which is assumed to be small with respect to the size of the tiles, and T1 ∈ Ξ.
By continuity of h, there is ν > 0 such that for all T ∈ Ξ which is ν-close to T1,
the images by h of T and T1 are η/2-close. It implies that there is an x ∈ Rd,
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with ‖x‖ < η, such that h(T0) and h(T ) − x match exactly around the origin.
In addition, since hε(T ) = h(T )− s(T ) and hε(T0) = h(T0)− s(T0) both belong
to the same canonical transversal Ξ′, they also need to match exactly around
the origin. Therefore, when restricted to B(0, ε−1), one has (the notation =r
stands for “agree around the origin up to radius r”):
h(T0)− s(T0) =1/ε h(T )− s(T ) so
h(T0)− s(T0) =1/ε h(T )− (x+ s(T0)),
and since ‖x‖ and s(T0) are both smaller than ε (which is small compared to
the size of tiles), the only way that the last two tilings can match around the
origin is if s(T ) = s(T0) + x, which implies ‖s(T0)− s(T )‖ < η. Since η could
have been chosen arbitrarily small, it proves that s is continuous on Ξ.
This last fact provides an instant proof of the continuity of hε on Ξ: indeed,
hε = h − s, both h and s are continuous, and Rd acts continuously on Ω by
translations.
Let us now show that hε can be extended on Ω. It is done by extending s.
First, ϕ (induced by h) extends to a map defined on the closure of its domain
(by continuity of h on Ω). It is still noted ϕ:
ϕ : B(0, δ′)×X −→ B(0, ε′)×X ′
Then, for all ξ ∈ X, there is a map ϕξ : x 7→ ϕ(x, ξ) defined on the closed ball of
radius δ′, which is a homeomorphism onto its image. By construction, its image
contains 0 in its interior. Let xξ := ϕ−1ξ (0). It is an inner point of the closed
disk. Then, let us explicitly provide a homeomorphism fξ from the closed disk
to itself, which leaves the boundary invariant and sends 0 to xξ.
Let a(y) = 1−‖y‖ /δ′ defined on B(0, δ′). Notice that it is 0 on the boundary,
and takes value 1 at 0. Now, define
fξ(y) = y + a(y)xξ. (2)
It is clear that fξ(0) = xξ, and fξ leaves the boundary invariant. Furthermore,
y 7→ a(y)xξ is k-Lipschitz, with k = ‖xξ‖ /δ′ < 1. Therefore, fξ is one-to-one,
and so it is a homeomorphism onto its image.
Now, one can check that the norm of fξ(y) is
‖fξ(y)‖ ≤ ‖y‖+ ‖xξ‖ − ‖y‖ ‖xξ‖ /δ′
= δ′
(‖y‖
δ′
+ ‖xξ‖
δ′
− ‖y‖
δ′
‖xξ‖
δ′
)
and a simple study of the function (α, β) 7→ α + β − αβ on the domain [0, 1]2
shows that it is bounded by one. Therefore, the range of fξ is included in the
closed ball B(0, δ′), and it contains its boundary. By an argument of algebraic
topology1, fξ is therefore onto, and is a homeomorphism of the closed ball.
It is a quick check that the function ξ 7→ fξ is continuous on Ξ. Indeed, the
continuity of hε implies that ξ 7→ (xξ, ξ) = h−1◦hε(0, ξ) is a continuous function
of ξ (expressed in coordinates, the chart maps being implicit). In addition, the
1Assume w in the interior of the ball is not on the range of fξ. Then fξ composed with
z 7→ δ′(z − w)/ ‖x− w‖ maps the closed ball onto the closed sphere continuously, which is a
contradiction.
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map x 7→ (id(·) + a(·)x) is continuous for the topology of uniform convergence
on the space of functions on the ball. It gives continuity of ξ 7→ fξ.
Now, it is possible to extend the function hε on U ' B(0, δ′) × X: in
coordinates, it is defined as hε(y, ξ) = (fξ(y), ξ). It amounts to precomposing h
with fξ on each leaf. It is clear by definition of the fξ that this map restricts to
hε on Ξ, as expected. The continuity of ξ 7→ fξ shows that hε is continuous on
U . Finally, because of the boundary conditions put on fξ, the function hε can
be extended continuously by h on the complement of U .
The last point to prove is the isotopy between hε and h. It can be done by
replacing the definition of fξ in Equation (2) by the following one:
fξ,t(y) = y + ta(y)xξ,
for a parameter t ∈ [0, 1]. Leaving the rest of the construction unchanged, the
result is a family of functions (htε)t∈[0,1]. For t = 1, the function is just hε; for
t = 0, it is h0 = h. This provides the desired isotopy.
5 Proof of the theorems
5.1 Preliminary lemmas
The function hε being a well defined homeomorphism Ω→ Ω′, it is possible for
all T ∈ Ω to define hε,T : Rd → Rd in the same way hT was defined.
Lemma 5.1. There is aM > 0 such that for all T ∈ Ξ and all x ∈ Rd satisfying
T − x ∈ Ξ,
‖hε,T (x)‖ ≤M ‖x‖ .
Proof. Let T ∈ Ξ and T ′ = hε(T ) ∈ Ξ′. Let D and D′ be the pointing rules
associated with transversal Ξ and Ξ′ respectively. It immediate to check that
x ∈ D(T ) if and only if hε,T (x) ∈ D′(T ′).
Let T be a triangulation rule locally derived from D, such that the set of
vertices is exactly D. A triangulation is a tiling where each tile is a d-simplex,
and tiles meet face-to-face (the faces being lower-dimensional simplices). One
well known way to do so is to use Delaunay triangulations of Rd with vertices
in D(T ). Such triangulations are dual to the Voronoi construction. In some
(non-generic) cases, the Delaunay triangulation is not unique, but by making
consistent choices, it is possible to ensure that T (T ) is locally derived from T .
See [24], for a reference.
Let g : Rd → Rd be the function defined as follows: given x ∈ Rd, it
belongs to a simplex, so it is uniquely written as a convex combination (with
non-negative coefficients) of its vertices, which are elements in D:
x = λ0v0 + λ1v1 + . . .+ λdvd, λk ≥ 0,
d∑
k=0
λk = 1.
Then, define
g(x) =
d∑
k=0
λkhε,T (vk).
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This map g is onto, but does not need to be one-to-one, see Figure 5. It is affine
by parts, and using finite local complexity of T (T ), there are finitely may linear
maps underlying the affine maps. A consequence of this is that g is Lipschitz,
with coefficient M . Finally, g agrees with hε,T on D.
Figure 5: A local pattern of the triangulation can be sent by g to a pattern which
is combinatorially a triangulation, but with an overlap in the geometric realization.
Remark that the shaded triangle has a “wrong” orientation on the right. In this case,
the map g is not one-to-one.
Now, let us prove the lemma. Let x ∈ Rd such that T − x ∈ Ξ (that is: let
x ∈ D). Then
‖hε,T (x)‖ = ‖hε,T (x)− hε,T (0)‖
= ‖g(x)− g(0)‖
≤M ‖x− 0‖ = M ‖x‖ .
This lemma has the following consequence.
Corollary 5.2. Let h : Ω −→ Ω′ be a homeomorphism between two aperiodic
repetitive FLC tiling spaces. There is a M > 0 and a C > 0 such that for all
T ∈ Ω and all x ∈ Rd,
‖hT (x)‖ ≤M ‖x‖+ C.
Proof. Let Ξ and Ξ′ be the vertical transversal involved in the construction of
hε, and let D be the local pointing rule associated with Ξ. Using the Delaunay
property of D(T ) for T ∈ Ω, there is R > 0 such that any ball B(x,R) intersects
D(T ), for any T ∈ Ω.
Using continuity of (T, x) 7→ hε,T (x) (see Theorem 3.10), the image of the
compact set Ω×B(0, R) is compact, and in particular is bounded. It is therefore
included in B(0, c) for some c.
Let now be x ∈ Rd and T ∈ Ω. Then there are y, z ∈ Rd of length less than
R such that T − y ∈ Ξ and T − x− z ∈ Ξ. One can write:
‖hε,T (x)‖ = ‖hε,T (y + (x+ z − y)− z)‖
= ‖hε,T (y) + hε,T−y(x+ z − y) + hε,T−x−z(−z)‖
≤ c+M(‖x‖+ ‖y‖+ ‖z‖) + c
≤ 2c+ 2MR+M ‖x‖ .
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The equality from first line to second uses the definition of hε,T , the first in-
equality follows from Lemma 5.1. In the end, since ‖hT (x)− hε,T (x)‖ ≤ ε for
all T and x, the result follows, with C = 2c+ 2MR+ ε.
These results are key for estimating the size of hT (B(0, R)) as R grows. A
few additional lemmas still need to be proved before tackling the main theorem.
The two following lemmas deal with the following problems: how can a given
x ∈ Rd be approximated by a sum of small “return vectors” (Definition 5.4);
and how hε,T (v) is locally constant in T when v is a small return vector.
Lemma 5.3. Let D be a Delaunay set which is R-relatively dense, that is:⋃
p∈D
B(p,R) = Rd.
Let x ∈ D and y ∈ Rd, such that ‖x− y‖ ≥ 2R. Then there exists x′ ∈ D, such
that
‖x′ − x‖ ≤ 3R and ‖x′ − y‖ ≤ ‖x− y‖ −R.
Proof. Define
z = x− 2R x− y‖x− y‖ .
By the Delaunay property, there exists x′ ∈ D which is within distance R of z.
It is a quick check that ‖x− x′‖ ≤ 3R, and
‖x′ − y‖ ≤ ‖x′ − z‖+ ‖z − y‖
≤ R+ ‖x− y‖ − 2R
= ‖x− y‖ −R.
Definition 5.4. Let Ω be a tiling space, and Ξ be a canonical transversal
associated with the local pointing rule D. Then the set
V = {v ∈ Rd ; ∃T ∈ Ξ, T − v ∈ Ξ}
is discrete (by FLC), and is called the set of return vectors on Ξ. By definition,
V =
⋃
T∈Ξ
D(T ).
Given v ∈ V, define
Ξv = {T ∈ Ξ ; T − v ∈ Ξ}.
By finite local complexity, it is a clopen subset of Ξ.
Lemma 5.5. Let hε : Ω −→ Ω′ be a homeomorphism, which sends a transversal
Ξ to a transversal Ξ′. Let V be the set of return vectors on Ξ.
Let λ > 0, and Vλ be the set of all return vectors of length at most λ. Then
there exists ν > 0 such that for all v ∈ Vλ and all T1, T2 ∈ Ξv,
D(T1, T2) ≤ ν =⇒ hε,T1(v) = hε,T2(v).
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Proof. Given v ∈ Vλ, the map
T 7→ hT (v)
is continuous on Ξv, and it maps v to return vectors on Ξ′ (indeed, by definition
of Ξv, both T and T − v are in Ξ, and therefore their images are in Ξ′). It is a
continuous map from a compact set to a discrete set (by finite local complexity).
It has therefore finite range, and is locally constant. This gives a constant νv,
such that
D(T1, T2) ≤ νv =⇒ hε,T1(v) = hε,T2(v).
Since Vλ is finite, the lemma follows.
5.2 Proof of Theorem 3.1 on complexity
Let Ξ, Ξ′ and hε be given by Lemma 4.1. Denote by D and D′ the local pointing
rules associated with Ξ and Ξ′.
The strategy of this proof is to use Lemma 5.1 to prove that whenever
T, T ′ ∈ Ξ disagree within radius r, then their images in Ξ′ need to disagree
within radius at most Mr, for some constant M which does not depend on r.
It will prove that
pΞ(r) ≤ pΞ′(Mr).
The other inequality will be obtained by repeating the same argument for h−1ε .
Let R be the constant such that the Delaunay sets D(T ) are R-relatively
dense. Let ν be the constant given by Lemma 5.5 for λ = 3R, so that if v ∈ V3R
and T1, T2 ∈ Ξv agree up to radius ν−1, then hTi(v) does not depend on i.
Let δ > 0, which is assumed to be small with respect to the radius of the
tiles, and smaller than ν. Assume also that δ−1 > 3R. By uniform continuity2
of h−1, there is η > 0 such that
∀T1, T2 ∈ Ξ, D(T1, T2) ≥ (δ−1 + 3R)−1 ⇒ D(h(T1), h(T2)) ≥ η.
Let now T1, T2 ∈ Ξ, such that
D(T1, T2) ≥ (δ−1 + r)−1,
which means that these two tilings fail to agree on a ball of radius r+δ−1. Then,
there exists x ∈ Rd with ‖x‖ ≤ r, such that T1 − x and T2 − x fail to agree on
a ball of radius δ−1. The natural follow-up is to claim that h(T1)− hT1(x) and
h(T2) − hT2(x) disagree within radius η−1, and since ‖hTi(x)‖ ≤ M ‖x‖, then
h(T1) and h(T2) disagree within radius Mr + η−1. This line of reasoning fails
because there is no guarantee that hT1(x) = hT2(x). Some precautions have to
be taken.
Run the following algorithm, which is illustrated by Figure 6:
1. Initialize k = 0, and start with xk = x0 = 0;
2. If T1−xk and T2−xk do not agree on B(0, 3R+δ−1), stop the algorithm. If
they do agree (which means that ‖x− xk‖ must be at least 3R), continue
to step (3).
2In its contrapositive form.
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In finitely many steps, xk
comes within range 3R of x.
x
δ−1
3R+ δ−1
vk
The algorithm stops whenever T1 and T2 don’t
agree on this ball.
If they do agree, the next vi is a return vector for
both T1and T2.
T1 and T2 don’t agree on this ball.
x0
xi
. . .
vi
Figure 6: An illustration of the algorithm.
3. Using Lemma 5.3, there exists xk+1 ∈ D(Ti) such that ‖xk − xk+1‖ ≤ 3R,
and ‖x− xk+1‖ ≤ ‖x− xk‖−R. Since T1− xk and T2− xk agree at least
up to radius 3R, the choice of xk can be made the same for T1 and T2.
4. Return to step (ii).
This algorithm terminates. Indeed, the distance between xk and x is reduced
at each step by at least R. After finitely many steps, xk and x are within
distance less than 3R of each other. When this happens, the stopping condition
(2) applies, and the algorithm stops. The result of the algorithm is a finite
sequence of vectors (xi)i=0,...,k such that each vi := xi+1 − xi is a return vector
to Ξ in V3R. Furthermore, for all i < k, T1 − xi and T2 − xi agree up to radius
at least δ−1, which is greater than ν−1. Therefore, by Lemma 5.5,
hT1−xi(vi) = hT2−xi(vi),
and these are return vectors to Ξ′, which we note (wi)i=0,...,k−1.
Because of the stopping condition of the algorithm above,
D(T1−xk, T2−xk) ≥ (3R+δ−1)−1, and therefore D(h(T1−xk), h(T2−xk)) ≥ η.
Now, just remark that
h(Ti − xk) = h(Ti − v0 − v1 − . . .− vk−1)
= h(Ti)− w0 − . . .− wk−1.
In particular, there is a same y such that h(Ti − x) = h(Ti)− y, i = 1, 2.
It was proved that h(T1) − y and h(T2) − y disagree on the ball of radius
η−1. Additionally,
‖y‖ ≤M ‖xk‖
≤M(‖x‖+ 3R),
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where the first inequality if obtained by Lemma 5.1, and the second by the fact
that ‖x− xk‖ ≤ 3R.
To sum up, it was proved that whenever two tilings T1, T2 ∈ Ξ disagree
within radius δ−1 + r, then their images have to disagree within radius at most
Mr + C for a constant C = η−1 + 3MR. Therefore,
pΞ(r + δ−1) ≤ pΞ′(Mr + C).
Up to changing M and restricting r to large values, one gets pΞ(r) ≤ pΞ′(Mr).
The other inequality is obtained by reversing the roles of h and h−1.
5.3 Proof of Theorem 3.5 on repetitivity
The proof of this theorem is built on top of the proof of Theorem 3.1. The
additional arguments are fairly simple, since repetitivity is very well translated
in terms of recurrence and return vectors. How the norm of return vectors is
changed by a homeomorphism h, in turn, is well evaluated by Lemma 5.1.
Let h : Ω −→ Ω′ be a homeomorphism and hε be the approximation ob-
tained from Lemma 4.1, which sends the canonical transversal Ξ to the canon-
ical transversal Ξ′. Let R and R′ be the respective repetitivity functions of Ω
and Ω′ relative to Ξ and Ξ′. Let also M be the constant given by Lemma 5.1.
The goal is to compute bounds on R(r) in terms of R′. Let P be a patch of
radius r of the form T0 ∩B(0, r) for T0 ∈ Ξ. It defines a clopen set of Ξ by
UP := {T ∈ Ξ ; T ∩B(0, r) = P}.
We want to compute an upper bound for the the norm of a return vector from
any tiling T ∈ Ξ to UP , in a way which is uniform in P .
Let V := hε(UP ). It is a clopen set, since hε is a homeomorphism. Now,
consider the partition of Ξ′: {VP ′}P ′ , where P ′ ranges over all patches of the
form P ′ = {T ′ ∩ B(0,Mr) ; T ′ ∈ Ξ′}. It is claimed that any element of this
partition is either completely included in V or disjoint. Indeed, let T ′1, T ′2 ∈ Ξ′ be
two tilings which agree up to radiusMr (so that they belong to the same element
of the partition defined above). It was proved in the proof of Theorem 3.1 that
whenever T1, T2 ∈ Ξ disagree within radius r, then their images need to disagree
within radius at most Mr. In a contrapositive form, it shows that h−1ε (T ′1) and
h−1ε (T ′2) agree up to radius r. So they are either both in UP , or none is. So
either and T ′1, T ′2 are both in V , or none is. It results that
hε(UP ) =
k⊔
i=1
VP ′
i
, where P ′i = T ′i ∩B(0,Mr) for some T ′i ∈ Ξ′.
To conclude, given T ∈ Ξ let us find a return vector to UP . Let T ′ := hε(T ).
By definition, there is y be such that T ′ − y ∈ VP ′
i
and ‖y‖ ≤ R(Mr) + 1.
So x := (h−1ε )T ′ satisfies T − x ∈ UP . To conclude, we use the Lipschitz-like
estimation of Lemma 5.1 on (h−1ε )T ′ to get:
x ≤ M˜(R′(Mr) + 1) + C.
For any T ∈ Ξ it is possible to obtain a return vector to UP in this way. It
shows (up to renaming the constants and maybe restricting to r big enough)
that
R(r) ≤ λR(Mr).
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The other inequality, again, is obtained by reversing the roles of h and h−1.
6 Concluding remarks on deformations
There have been essentially two approaches for understanding tiling deforma-
tions. In the first one—due to Clark and Sadun [7]—a deformation is defined as
a map from the set of edges of a polytopal tiling to Rd. The image of an edge is
a (a priori) different edge; fitting edges together, it defines a deformation of the
tiling. This map needs to be pattern-equivariant in the sense that the image of
an edge of T should be determined by the local pattern around it.
The other point of view uses Kellendonk’s pattern-equivariant differential
forms [13, 14]. A function defined on Rd is T -equivariant for some fixed tiling T
if its value at x only depends on the local pattern of T around x. A deformation
of a point patternD(T ) is then the image f(D(T )) under a differentiable function
f : Rd → Rd, with T -equivariant differential.
In both cases, a deformation is associated with an element in the cohomology
of the tiling space with coefficients in Rd: the Čech cohomology on the one hand
(interpreted in [7] by using the pattern-equivariant formalism), and the pattern-
equivariant De Rham cohomology on the other hand. These cohomology groups
turn out to agree [15, 7, 6].
In the work of Clark and Sadun, a deformation of an aperiodic, repetitive,
FLC tiling of Rd by polytopes T is given by a map f defined on the set of
oriented edges of T , valued in Rd, such that for some R > 0,
1. f(e) only depends on the local configuration of T around e up to radius R;
2. if e1, . . . , en is a closed circuit of edges in T , then
∑n
i=1 f(ei) = 0.
The second condition is a cocycle condition. Such a function f is a coboundary
if there is s defined on vertices of T , such that
1. s(v) only depends on (T − v) ∩B(0, R);
2. f(e) = s(e+) − s(e−), where e+ and e− denote the target and source
vertices of the oriented edge e.
Then they prove that the quotient of cocycles by coboundaries is exactly iso-
morphic to Hˇ1(Ω;Rd). Furthermore, such a cocycle defines a deformation of the
tiling as follows: assuming (without loss of generality) that 0 is a vertex of T ,
define
F (v) =
∑
i
f(ei),
where (ei)i is a path of edges from 0 to the vertex v. By definition of f , the
value of F (v) does not depend on the path chosen. Then, at least if f is close
enough to the identity, F (T ) defines a tiling of Rd (a sufficient condition is that
the image of a tile should be a non-degenerate tile with the same orientation).
Furthermore, there is then a homeomorphism between the tiling spaces of T
and F (T ).
In light of this presentation, it appears that any homeomorphism between
tiling spaces is related to a deformation. Let h : Ω→ Ω′ be a homeomorphism,
and hε,Ξ,Ξ′ be the data provided by Lemma 4.1. Let D and D′ be the local
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pointing rules associated with Ξ and Ξ′, and let T0 ∈ Ξ. Let T be the local
derivation introduced in the proof of Lemma 5.1, such that for any T ∈ Ξ, T (T )
is a triangulation with vertices D(T ). Let T ′ be the image rule, with vertices
given by the pointing rule D′, and such that two vertices are linked by an edge
in T ′ if and only if their preimages by hε are linked by an edge in T . Even
though image of the triangulation T does not need to be a triangulation itself
(see Figure 5), the map T (T ) 7→ T ′(hε(T )) is induced by a deformation in the
sense above.
Let us make it explicit: let e0 be an edge of the triangulation T (T0). Say
e0 = (v, e) where v is a vertex of T (T0) (the source of e0), and e is a vector of
Rd. Define Ξe := Ξ∩(Ξ−e) (the sub-transversal of all tilings in Ξ which have an
edge e at the origin, pointing away). Then the map T 7→ hε,T (e) is continuous,
and its image is a return vector to Ξ′. By Lemma 5.5, the image of e under
hε,T only depends on the configuration of T around the origin up to a certain
radius, say Re. Then, define f(e0) = hε,T0−v(e). Defining f similarly for other
edges, and letting R = max{Re}, f defines a deformation cocycle with radius
R. Then f induces a deformation F : T (T0) 7→ T ′(hε(T0)). This function F
extends to Ξ, and it coincides with hε on this set.
It may be enlightening to adopt a groupoid point-of-view on these deforma-
tions. Let G be the reduction on Ξ of Ω o Rd; it consists of the elements with
both range and source in Ξ. Elements of G are of the form (T, v) where T ∈ Ξ
and v is a return vector of T on Ξ. Then the deformation data in Clark–Sadun’s
presentation is a partially defined map f : G → Rd. It is defined only on the
elements (T, v) where v is a return vectors corresponding to an edge in T . That
being said, those elements generate the groupoid and f satisfies the cocycle
condition. Therefore, it extends to a groupoid morphism G → Rd. There is
an equivalence between deformations in the sense of Clark–Sadun and groupoid
morphisms G → Rd such that (T, v) 7→ f(T, v) is locally constant in the variable
T ∈ Ξ. It is now very apparent that hε induces a deformation, since it was
proved that (T, x) 7→ hε,T (x) is locally constant in T , if one restricts to T ∈ Ξ.
The function F = (hε)|Ξ defines a class in Hˇ1(Ω;Rd). This cohomology
group is isomorphic to Kellendonk’s strongly equivariant cohomology group
H1pe,s(Ω;Rd).
The proof of the following theorem will appear in a future paper, as well
as a more thorough interpretation of deformations in terms of groupoids and
groupoid cohomology.
Theorem. Let h : Ω −→ Ω′ be a homeomorphism between two aperiodic, FLC,
repetitive tiling spaces. Then h defines an element in Kellendonk’s mixed co-
homology group H1pe,m(Ω;Rd). This element is the image in the mixed group of
the deformation cocycle defined above under the quotient map
H1pe,s(Ω;Rd) −→ H1pe,m(Ω;Rd)
(see [14]). This element in the quotient does not depend on the choice of Ξ, Ξ′
or hε.
Besides, if h1 : Ω→ Ω′ and h2 : Ω→ Ω′′ are homeomorphisms which define
the same element in the mixed group, then Ω′ and Ω′′ are topologically conjugate.
This theorem indicates that Kellendonk’s mixed group H1pe,m(Ω;Rd) seems
to be an appropriate invariant for classifying homeomorphisms of Ω in another
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FLC tiling space modulo conjugacy. This should be compared to recent work of
Kellendonk and Sadun [16] in which they show that some elements of the group
H1pe,s (the so-called “infinitesimals”) classify topological conjugacy of FLC tiling
spaces modulo invertible local derivation.
Finally, it is legitimate to wonder whether a homeomorphism between tiling
spaces can be perturbed in order to preserve all transversals (or equivalently,
to choose Ξ in such a way that the map g in Lemma 5.1 is a homeomorphism).
Conjecture. Given a homeomorphism h : Ω→ Ω′ between two aperiodic repet-
itive FLC tiling spaces, there is an homeomorphism h′, isotope to h, such that
for any canonical transversal Ξ in Ω, h′(Ξ) is a canonical transversal in Ω′.
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