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Abstract. One of the major themes in correlated electron physics over the last quarter century has
been the problem of high-temperature superconductivity in hole-doped copper-oxide compounds.
Fundamental to this problem is the competition between antiferromagnetic spin correlations, a
symptom of strong Coulomb interactions, and the kinetic energy of the doped carriers, which favors
delocalization. After discussing some of the early challenges in the field, I describe the experimental
picture provided by a variety of spectroscopic and transport techniques. Then I turn to the technique
of neutron scattering, and discuss how it is used to determine spin correlations, especially in model
systems of quantum magnetism. Neutron scattering and complementary techniques have determined
the extent to which antiferromagnetic spin correlations survive in the cuprate superconductors. One
experimental case involves the ordering of spin and charge stripes. I first consider related measure-
ments on model compounds, such as La2−xSrxNiO4+δ , and then discuss the case of La2−xBaxCuO4.
In the latter system, recent transport studies have demonstrated that quasi-two-dimensional super-
conductivity coexists with the stripe order, but with frustrated phase order between the layers. This
has led to new concepts for the coexistence of spin order and superconductivity. While the rele-
vance of stripe correlations to high-temperature superconductivity remains a subject of controversy,
there is no question that stripes are an intriguing example of electron matter that results from strong
correlations.
Keywords: superconductivity, antiferromagnetism, charge order, stripes, cuprates, nickelates, neu-
tron scattering
PACS: 74.72.-h, 75.30.-m, 71.45.-d, 78.70.Nx
OPENING REMARKS
Cuprate superconductivity is a fascinating field, with an enormous literature. There have
been a great many measurements done on a wide variety of cuprate families. There are
numerous theoretical perspectives on the nature of these materials and on the mechanism
of superconductivity.
I approach this topic not as an unbiased outside observer, but as a participant who has
been around from the beginning. My purpose here is not to present a balanced review
of all work and perspectives in the field, as there would be too much to cover. Instead,
I will present one story about hole-doped cuprates, based largely on experiment and
especially on neutron scattering studies. Since one of the main advantages of neutrons
is their ability to follow dynamic antiferromagnetic spin correlations, it should come as
no surprise that they will play a key role in the story.
I have tried to cite sufficient references (especially review articles) so that the curious
reader can find further information and potentially a starting point in searching the
broader literature. I have not attempted to cite all relevant work, as that would have been
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FIGURE 1. Atomic and magnetic structure of La2CuO4. Arrows indicate the orientation of magnetic
moments in the antiferromagnetic phase. The lattice parameters shown correspond to the low-temperature-
orthorhombic (LTO) crystal structure.
impractical for a set of lectures. In any case, I apologize in advance to any researcher in
the field who feels slighted by my choice of references or topics.
INTRODUCTION TO THE CUPRATES
Discovery and early questions
High-temperature superconductivity was originally discovered by Bednorz and
Müller in 1986 [1]. Motivated by theoretical proposals of bipolarons, they worked with
a mixture of La-Ba-Cu-O. Their hope was to dope Jahn-Teller-active sites into a cubic
perovskite lattice; these polaronic centers might then pair and lead to superconductivity.
For example, in LaCuO3 the Cu ions are nominally trivalent, with one hole in each of
the two 3d orbitals with eg symmetry.1 On the other hand, a Cu2+ ion has just one hole
that could go into either of the two eg orbitals. In such a case, the energy is generally
lowered by a structural distortion that breaks the degeneracy of the eg orbitals (i.e., the
Jahn-Teller effect). It turns out that the discovered superconducting phase is actually
La2−xBaxCuO4 [2], a layered cuprate with built-in broken symmetry (see Fig. 1). The
CuO2 layers are similar to those in the perovskite structure, but they are separated by
La2O2 layers. Each Cu has six O neighbors, but the octahedral arrangement is elongated
along the c axis, perpendicular to the planes. As a result, the one hole on each Cu2+ site
occupies the dx2−y2 orbital.
The experimental properties of the parent compound La2CuO4, and related La2NiO4,
were not well understood in 1986. For example, Singh et al. [3] interpreted magnetic
susceptibility and transport measurements as indicating charge-density-wave ordering
1 In a cubic crystal field, the five 3d orbitals are split into a pair of orbitals (x2− y2 and 3z2− r2) with eg
symmetry and a triplet of orbitals (xy, yz, and zx) with t2g symmetry.
Hubbard model and antiferromagnetism
-t U J = 4t2/U
La2CuO4    Cu2+  3d9    ½-filled 3dx²-y² orbital
large U → localized electrons
t + Pauli excl. → AF spin alignment
superexchange:  P.W. Anderson (1959)
FIGURE 2. Cartoon of the Hubbard model and the superexchange mechanism.
below 200 K. Following the discovery of superconductivity, a rather different picture
was proposed by Anderson [4], who pointed out that La2CuO4 should be a Mott insulator
with superexchange driving antiferromagnetic correlations among Cu moments.
Superexchange is understood in terms of the Hubbard model [5], with one orbital
per Cu site; for now, we will ignore the oxygens. As already mentioned, Cu2+ in a
tetragonal environment has one unpaired electron in the 3dx2−y2 orbital. In conventional
band theory, one focuses on the kinetic energy of the electrons. An electron wants to
delocalize and can reduce its energy by an amount t by hopping from one site to the next;
the band width corresponds to 8t. (Conventional band structure calculations predicted
that La2CuO4 should essentially be metallic, with a single band crossing the Fermi
level [6, 7].) In the Hubbard model, one also takes account of the Coulomb repulsion
U between two electrons on the same site. If U is greater than the band width, then the
electrons will tend to be localized, one per site. An electron can still lower its kinetic
energy by making a virtual hop to a nearest-neighbor site and back again, but it can
only hop if its spin is antiparallel to that of an electron already on the neighboring site,
due to the Pauli exclusion principle (see Fig. 2). The effective Heisenberg exchange
energy between neighboring antiparallel spins corresponds to the superexchange energy
J = 4t2/U . Thus, Anderson’s analysis suggests that the parent compound La2CuO4
should fall into the class of antiferromagnetic insulators.2
For a more complete picture, we also need to take account of the fact that there is
an oxygen atom between each pair of coppers. One can gain some appreciation for the
situation by looking at the orbital radial charge densities at the typical Cu-O spacing,
as illustrated in Fig. 3. The Cu 4s states strongly overlap with the O 2p, so it is not
surprising that those electrons can be treated as having been transferred to O; the oxygen
ions have a valence of 2− when the 2p states are filled. On the other hand, the peak
density of Cu 3d states is inside of that for the 3p and 3s states, so it is understandable
that there are strong Coulomb interactions between Cu 3d electrons. In addition, there is
significant overlap between the Cu 3d and O 2p orbitals, which results in considerable
hybridization.
Early on, there were many questions about the nature of the layered cuprates. Is the
2 Anderson actually proposed that quantum fluctuations would prevent antiferromagnetic order [4]. As
we will discuss later, neutron diffraction measurements eventually demonstrated that La2CuO4 exhibits
antiferromagnetic order, though with an ordered moment reduced by quantum fluctuations.
FIGURE 3. Radial charge densities for outer orbitals of Cu and O at a typical Cu-O bond spacing;
obtained from parametrized tabulations calculated wave functions.
parent material La2CuO4 closer to a conventional metal or to a Mott (or charge-transfer)
insulator? Is it antiferromagnetic? Or would it avoid antiferromagnetic order because of
quantum spin fluctuations?
Many of the initial experimental results were confusing. For example, an early paper
on nominally pure La2CuO4 found evidence for superconductivity [8]; the magneti-
zation data shown in Fig. 4 shows diamagnetism below 30 K. It turns out that if one
looks carefully at the data, there is also evidence of the antiferromagnetic transition at
∼ 270 K.3 Is stoichiometric La2CuO4 actually superconducting? And does the super-
conductivity coexist with antiferromagnetic order?
This is an example of the importance of careful materials science in order to determine
intrinsic properties of exciting new materials. Early samples were polycrystalline, the
nature of possible defects was not understood, and frequently there was a coexistence of
multiple phases. These challenges are common when a new class of materials attracts
sudden attention. With time, the situation in the cuprates has been clarified.
In the case of La2CuO4, it turns out that excess oxygen atoms can enter the lattice
as interstitials within the La2O2 layers, with a range of possible densities.4 Studies of
the related material La2NiO4+δ , by single-crystal neutron diffraction, demonstrated that
the interstitial oxygens can order in staged structures analogous to the structures formed
by intercalants in graphite [11]; the ordering is illustrated in Fig. 5. Similar ordered
phases were then identified in La2CuO4+δ [12, 13]. As shown in Fig. 6, the phase
diagram has several preferred interstitial concentrations; a sample with an intermediate
concentration phase separates into domains of the two neighboring ordered states. The
magnetic insulator state survives only for very small oxygen excesses, then there is a
miscibility gap separating the first superconducting phase. Clearly, the sample studied
3 The evidence is a peak in the magnetization at the ordering temperature. Such a peak is anomalous for
a quasi-2D antiferromagnet, and is a consequence of a small ferrimagnetic canting of the spins due to
Dzyaloshinskii-Moriya interactions [9].
4 For a review of a considerable amount of experimental work on this problem, see [10].
FIGURE 4. Plot of magnetic susceptibility vs. temperature indicating both antiferromagnetic ordering
(peak at ∼ 270 K) and superconductivity (diamagnetism below 30 K) in a sintered sample identified as
La2CuO4 in the original study by Grant et al. [8], but now understood to contain (phase separated) excess
oxygen.
FIGURE 5. Schematic illustration of stage ordering in La2NiO4+δ involving layers of oxygen intersti-
tials (indicated by circles) intercalated between layers of NiO6 octahedra that have an ordered tilt pattern;
the interstitial layers act as anti-phase domain walls for the tilt pattern. For simplicity, La sites are not
shown. From [11].
by Grant et al. [8] contained both of these phases.
Another challenge is represented through the allegory of the blind physicists and the
superconducting elephant, as illustrated in Fig. 7. Each experimentalist probes the mys-
terious system with a different technique. Interpretation of the measurements typically
relies on simplified standard models. The collective result is an array of apparently con-
flicting views of cuprate superconductors. It has taken many years to reconcile the dis-
parate perspectives, and work towards a full understanding is still in progress.
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FIGURE 6. Phase diagram for La2CuO4+δ resulting from neutron diffraction studies by Wells et al.
[13]. Reprinted with permission from AAAS.
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FIGURE 7. Cartoon illustrating the challenge of the blind physicists trying to identify the supercon-
ducting elephant using a range of techniques that each probe a different aspect. From [14].
An important lesson for theorists is that they should not accept everything that exper-
imentalist report at face value. One needs to ask whether the samples are well charac-
terized. What models have been used to interpret the data? What assumptions have been
made? Rather than simply picking the experimental measurement one likes and focus-
ing solely on it, greater progress can be made by considering how apparently conflicting
observations might be reconciled.
On the other side, experimentalists should not be limited by theorists’ predictions.
Initial expectations need to be tested with measurements on well-characterized samples.
Nevertheless, even wrong predictions can motivate important experimental discoveries.
The key is to approach surprises with a questioning attitude.
FIGURE 8. Plots of Im(ε), the imaginary part of the dielectric function, which equals the real part
of the optical conductivity σ(ω) divided by ω , for polarization parallel to the CuO2 planes in La2CuO4
and La1.66Sr0.34CuO4 from experiment (bottom) and from a calculation (top) based on density-functional
theory for La2CuO4 [17], as reported by Uchida et al. [16].
Spectroscopic and transport characterizations of La2−xSrxCuO4
Optical spectroscopy
Let us examine some of the experimental characterizations of cuprate superconduc-
tors. The results for different cuprate families tend to be similar, so we will focus on
La2−xSrxCuO4 and closely related compounds. We will begin with various electronic
spectroscopies and transport measurements.
An early study of optical conductivity5 on a series of single crystals at room temper-
ature was performed by Uchida et al. [16]. Figure 8 shows a comparison of the experi-
mental spectra for undoped La2CuO4 and highly-overdoped La1.66Sr0.34CuO4 (bottom)
with a calculation based on density functional theory [17]. From the experiment, one can
see that La2CuO4 is an insulator with a gap of ∼ 2 eV. The calculation does fairly well
at describing the high-energy spectrum, but it incorrectly predicts metallic conductivity
at low frequency.
A system that is insulating due to Coulomb repulsion among electrons within a single
band is commonly labelled a Mott insulator. This categorization is often applied to
the cuprate parent compounds; however, they are more accurately described as charge-
transfer insulators, following the analysis of Zaanen, Sawatzky, and Allen [18]. If dni
indicates n electrons in the 3d states of site i, then the Coulomb energy U associated
with a Mott excitation can be denoted as dni d
n
j ↔ dn−1i dn+1j . In addition, one needs to
5 Optical studies typically involve a measurement of reflectivity from a well-oriented surface of a single
crystal. The optical conductivity is obtained from a Kramers-Kronig transformation of the reflectivity
measured over a large frequency range. It probes the joint densities of filled and empty states for transitions
involving negligible momentum transfer (q≈ 0). For a review, see Basov and Timusk [15].
FIGURE 9. Diagram illustrating the arrangement of the Cu 3dx2−y2 and O 2pσ orbitals that are the basis
of the states close the Fermi level in CuO2 planes.
consider a charge transfer between a metal atom and a ligand site L (where the ligands
are oxygen in our case) with a ligand hole denoted by L. The charge-transfer excitation,
with energy ∆, can be written dni → dn+1i L. When ∆<U , the optical gap corresponds to
∆ rather than U , and one has a charge-transfer insulator. This is the case that applies to
cuprates.
We have already mentioned that a cubic crystal field causes a splitting of the 3d
orbitals into two groups: eg symmetry (x2 − y2, 3z2 − r2) and t2g (xy, xz, yz), with
eg at higher energy. With a tetragonal elongation of the CuO6 octahedra, the 3z2− r2
orbital is lowered in energy relative to the x2− y2, so that the one hole sits in the latter
orbital. It has recently become possible to determine the energy splittings between Cu
3d orbitals with resonant inelastic x-ray scattering at the Cu L3 edge [19]. Recent ab
initio calculations are in good agreement with the measurements [20]. For La2CuO4,
measurements show that the d-d excitation energies from the x2− y2 state are 1.7 eV to
3z2− r2, 1.8 eV to xy, and 2.1 eV to xz/yz.
The states near the chemical potential are formed from hybridization between Cu
3dx2−y2 and the O 2p orbitals that point towards them (the pσ orbitals), as illustrated in
Fig. 9. From a tight-binding perspective, these states contribute to 3 bands, with only one
crossing the Fermi level. Experimentally, one has to dope holes into the CuO2 planes of
La2CuO4 in order to get electronic states at the Fermi level.
Ionic valence counting provides a useful approach to the charge distribution in
cuprates. For example, in the case of La2CuO4 one has (La3+)2(Cu2+)(O2−)4; adding
up the ionic charges in a formula unit, one finds that the system is neutral. Counting up
the charges in the CuO2 planes, one notes that each CuO2 unit has a charge of 2−, indi-
cating that the planes pull charge away from the La2O2 layers. Substituting for La3+ by
Sr2+ or Ba2+ reduces the amount of charge in the system, so that electrons are removed
from (holes are added to) the CuO2 planes. For La2−xSrxCuO4, the density of holes per
Cu, p, is equal to x.
It is common to plot the phase diagram of cuprates as a function of temperature and
carrier concentration, as shown in Fig. 10. Introducing holes into the parent compound,
one finds experimentally that the antiferromagnetic order is destroyed by a small density,
followed by the development of superconductivity, with the maximum superconducting
transition temperature, Tc, occurring for x≈ 0.16.
Let us return to the in-plane optical conductivity, which has been measured in
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I. INTRODUCTION
The discovery of superconductivity at 30 K in the
LaBaCuO ceramics by Bednorz and Mu¨ller (1986)
opened the era of high-Tc superconductivity, changing
the history of a phenomenon that had before been con-
fined to very low temperatures [until 1986 the maximum
value of Tc was limited to the 23.2 K observed in Nb3Ge
(Gavaler, 1973; Testardi et al., 1974)]. This unexpected
result prompted intense activity in the field of ceramic
oxides and has led to the synthesis of compounds with
increasingly higher Tc , all characterized by a layered
crystal structure with one or more CuO2 planes per unit
cell, and a quasi-two-dimensional (2D) electronic struc-
ture. By 1987, a Tc of approximately 90 K (i.e., higher
than the boiling point of liquid nitrogen at 77 K) was
already observed in YBa2Cu3O7!" (Wu et al., 1987).
The record Tc of 133.5 K (at atmospheric pressure) was
later obtained in the trilayer system HgBa2Ca2Cu3O8"x
(Schilling et al., 1993).
One may wonder whether the impact of the discovery
by Bednorz and Mu¨ller (1986) would have been some-
what overlooked if MgB2 , with its recently ascertained
39 K Tc , had already been discovered [Nagamatsu et al.
(2001); for a review see Day (2001)]. However, indepen-
dent of the values of Tc the observation of superconduc-
tivity in the ceramic copper oxides was in itself an unex-
pected and surprising result. In fact, ceramic materials
are typically insulators, and this is also the case for the
undoped copper oxides. However, when doped the latter
can become poor metals in the normal state and high-
temperature superconductors upon reducing the tem-
perature (see in Fig. 1 the phenomenological phase dia-
gram of electron- and hole-doped high-temperature
superconductors, here represented by Nd2!xCexCuO4
and La2!xSrxCuO4 , respectively). In addition, the de-
tailed investigation of their phase diagram revealed that
the macroscopic properties of the copper oxides are pro-
foundly influenced by strong electron-electron correla-
tions (i.e., large Coulomb repulsion U). Naively, this is
not expected to favor the emergence of superconductiv-
ity, for which electrons must be bound together to form
Cooper pairs. Even though the approximate T2 depen-
dence of the resistivity observed in the overdoped me-
tallic regime was taken as evidence for Fermi-liquid be-
havior, the applicability of Fermi-liquid theory (which
describes electronic excitations in terms of an interacting
gas of renormalized quasiparticles; see Sec. II.C) to the
‘‘normal’’ metallic state of high-temperature supercon-
ductors is questionable, because many properties do not
follow canonical Fermi-liquid behavior (Orenstein and
Millis, 2000). This breakdown of Fermi-liquid theory
and of the single-particle picture becomes most dramatic
upon approaching the undoped line of the phase dia-
gram (x#0 in Fig. 1), where one finds the antiferromag-
netic Mott insulator (see Sec. III). On top of this com-
plexity, it has long been recognized that also the
interplay between electronic and lattice degrees of free-
dom as well as the tendencies towards phase separation
are strong in these componds (Sigmund and Mu¨ller,
1993; Mu¨ller, 2000).
The cuprate high-temperature superconductors have
attracted great interest not only for the obvious applica-
tion potential related to their high Tc , but also for their
scientific significance. This stems from the fact that they
highlight a major intellectual crisis in the quantum
theory of solids, which, in the form of one-electron band
theory, has been very successful in describing good met-
als (like Cu) but has proven inadequate for strongly cor-
related electron systems. In turn, the Bardeen-Cooper-
Schrieffer (BCS) theory (Bardeen et al., 1957; see also
Schrieffer, 1964), which was developed for Fermi-liquid-
like metals and has been so successful in describing con-
ventional superconductors, does not seem to have the
appropriate foundation for the description of high-Tc
superconductivity. In order to address the scope of the
current approach in the quantum theory of solids and
the validity of the proposed alternative models, a de-
tailed comparison with those experiments that probe the
electronic properties and the nature of the elementary
excitations is required.
In this context, angle-resolved photoemission spec-
troscopy (ARPES) plays a major role because it is the
most direct method of studying the electronic structure
of solids (see Sec. II). Its large impact on the develop-
ment of many-body theories stems from the fact that this
technique provides information on the single-particle
Green’s function, which can be calculated starting from a
FIG. 1. Phase diagram of n- and p-type superconductors,
showing superconductivity (SC), antiferromagnetic (AF),
pseudogap, and normal-metal regions.
474 Damascelli, Hussain, and Shen: Photoemission studies of the cuprate superconductors
Rev. Mod. Phys., Vol. 75, No. 2, April 2003
FIGURE 10. Phase diagram for hole-doping, as in La2−xSrxCuO4, and electron-doping, as in
Nd2−xCexCuO4, from Dascelli et al. [21]. AF = antiferromagnetic order, SC = superconducting order;
the pseudogap phase is a regime with a depressed density of states at the Fermi level compared with the
predictions of conventional band theory.
FIGURE 11. In-plane optical conductivity vs. energy for La2−xSrxCuO4 for a range of dopings, from
Uchida et al. [16].
La2−xSrxCuO4 (LSCO) as a function of doping by Uchida et al. [16], as shown in
Fig. 11. Initial doping appears to introduce states within the charge transfer gap. Eventu-
ally, a Drude peak develops; that is, a peak at zero frequency corresponding to metallic
conductivity.
Useful schematic diagrams for interpreting the observations are presented in Fig. 12.
The conventional band-theory prediction is represented in (a), from which one would
FIGURE 12. Effective densities of states underlying the optical excitations for several different models,
from Uchida et al. [16].
expect to La2CuO4 to be metallic with a carrier density of one per Cu site. A more
realistic picture is shown in (b), indicating the splitting by energy U between the upper
and lower Hubbard bands, with the O 2p bands in-between, resulting in a charge transfer
gap of ∆ ≈ 2 eV. With doping, a rigid band picture would predict that the Fermi level
would move down into the O 2p band, for hole doping as in (c), or up into the upper
Hubbard band, for electron doping as in (d). Instead, experiment suggests that weight is
transferred into new mid-gap states, as indicated in (e).
Measurements of the in-plane optical conductivity at low temperature allow one to
distinguish a Drude peak from “mid-IR” states, as illustrated for underdoped LSCO and
YBCO in Fig. 13 [22]. The mid-IR weight is large compared to the Drude weight. To
quantify this effect, the effective carrier density within a spectral band from zero up to
frequency ω is given by
Neff(ω) =
∫ ω
0
dω ′σ1(ω ′) (1)
Evaluating Neff in the Drude peak, one obtains the lower set of open squares in the
lower panels of Fig. 14. These results show a trend very similar to the carrier density
nH determined from the Hall coefficient, RH, measured below room temperature (lower
filled circles). In contrast, integrating the optical conductivity through the mid-IR range
yields the upper sets of open squares, which match the nH obtained from RH at high
temperature (upper filled circles).
The lesson from optical conductivity is this: for modest doping and temperature, only
the dopant-induced holes are mobile (i.e., p≈ x in LSCO). Note that this is very different
from what one would expect from conventional band theory, which would predict a
density of 1+ x holes.
X-ray absorption spectroscopy
To determine the orbital character of the holes, one can use x-ray absorption spec-
troscopy. For example, measurements at the Cu K edge involve transitions from the 1s
core level to states with p symmetry with respect to the absorbing Cu site. Measure-
FIGURE 13. In-plane optical conductivity measured at T ≈ Tc in LSCO (left) and YBa2Cu3O6+x
(YBCO). Phonon peaks have been removed, so that only the electronic conductivity is presented. (Note
that in YBCO, x is different from the hole concentration p.) For the samples at lower doping, the shading
indicates a distinction between a Drude peak, corresponding to mobile carriers, and a mid-infrared peak
[22].
effective mass. Doping independent mOpt.
* in both families of
cuprates excludes the notion that carriers doped in MH sys-
tem necessarily experience a divergence of m* near the tran-
sition to an insulator.17 Although we are not aware of any
direct inference of the effective mass for the cuprates from
the specific heat data, an inspection of the doping depen-
dence of linear coefficient ! supports our findings for
mOpt.
*
.
18,19
A theoretical analysis of the dynamics of mobile holes
introduced into an antiferromagnet with the exchange energy
J suggests that the mass divergence can be avoided.20–22
Nevertheless, the effective mass is still strongly renormalized
by the ratio of t /J where t is the bandwidth. A common
denominator in these models is that the motion of a hole in
an AF background implies a continuous reorganization of the
local spin environment. Since these processes are energeti-
cally costly they restrict carrier transport and enhance the
effective mass with t /J!10 in the cuprates.21 The experi-
mental situation for nonsuperconducting MH oxides is some-
what controversial. For example, some materials indeed
comply with the above expectations and show a strong in-
crease of m* when the Mott insulator boundary is approached
both by varying concentration of dopants2,23,24 and hydro-
static pressure.25 Other systems do not show such an
enhancement.26 Our data for high-Tc cuprates report a sys-
tematic study of the optical effective mass in this class of
materials, and reveal relatively light masses. More impor-
tantly, no noticeable changes in mOpt.
* are found despite the
formation of long-range AF ordered phases, and even in im-
mediate proximity to the Mott insulating state.
It is instructive to discuss the constant effective mass re-
sult in conjunction with other universal trends of cuprates.
Our observations imply that the development of the conduct-
ing state occurs primarily through an increase in the density
of carriers, while the dynamical characteristics of mobile
holes remain remarkably constant throughout the entire
phase diagram. This conclusion is in accord with transport
data7,18 and also supported by recent photoemission
studies.27 The latter work reports a gradual development of
the Fermi arc and finds that the integrated weight varies pro-
portionally to n with doping. Interestingly, measurements
along the “nodal region” "the direction of #0,0$ to #" ,"$ in
k-space%, find that the Fermi velocity also is insensitive to
doping.28 One conjecture reconciling all these observations is
that the local environment of mobile charges in cuprates re-
mains unaltered with doping and it is only the phase space
occupied by hole-rich regions that is progressively increas-
ing. Some of these trends are also consistent with the varia-
tional analysis of doped holes in a resonant valence bonds
insulator.29
We now wish to highlight several unexpected features in
the high temperature dc transport of very underdoped crystal
relating these features to the IR results. The Hall number
nH=RH
−1 shows a marked increase at T#300–400 K with a
new plateau emerging above 800–900 K as exemplified for
x=0.03 LSCO crystal in Fig. 1"b%. An increase in the Hall
number occurs primarily between regions I and II #Fig. 1"b%$
and appears to impact the T dependence of the resistivity
$"T%, Fig. 1"c%. Indeed, the rapid growth of the resistivity
with T in regime I is followed by a nearly T-independent
resistivity in regime II.30 The inverse resistivity in the satu-
rated region is in quantitative agreement with the magnitude
of conductivity at mid-IR frequencies. It is known that the
coherent Drude-like feature clearly seen in the low-T data in
Fig. 1 significantly broadens with increasing T and can no
longer be discriminated from the incoherent mid-IR back-
ground as T is elevated to 400 K.31 We speculate that the
transformation of %"&%, resistivity, and nH at elevated tem-
peratures may all be of common origin. At these high tem-
peratures, quasiparticles residing on the Fermi arcs lose their
identity and it is no longer possible to distinguish the role of
these excitations in the transport properties from that of an
“incoherent background.” One corollary of the results re-
ported here is that the magnitude of mOpt.
* reported in Fig. 2
remains unchanged if this value is extracted from the total
spectral weight "below the charge transfer absorption% in
combination with nH at 800–900 K.
In conclusion, we have investigated the optical mass as-
sociated with the response of nodal quasiparticles across the
underdoped regime of two prototypal high-Tc superconduct-
ing families. Our results establish an alternative route for the
Mott transition in this class of materials without the usual
mass divergence or enhancement. One implication of a con-
stant effective mass is that transport in high-Tc cuprates is
governed by excitations topologically compatible with an an-
tiferromagnetic background. Specific schemes permitting a
constant effective mass include spin-charge separation21 and
electronic phase separation.32 Both scenarios propose uncon-
ventional and exotic explanations of high-Tc superconductiv-
ity which depart from the standard BCS prescription.
FIG. 2. "Color online% Top panels show the optical effective
mass as determined by the methods described in the text. Red sym-
bols are the mass determined using a combination of optics and
transport "left axis labels%, and the black symbols represent the mass
determined within the extended Drude model "right labels%. All
methods produce consistent results and mass values which are dop-
ing independent over large regions of the phase diagram. The low
temperature long-range AF ordered phase is denoted by the yellow
shaded area and SC region by the green area. Note that despite the
formation of the AF regime near the Mott transition, there is no
noticeable enhancement of the optical mass. Bottom panels show
both the effective spectral weight from optics data "red and blue
open squares% and the number of holes as determined by transport
"red and blue dots%.
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FIGURE 14. Lower panels: p ts f effective carrier density vs. doping in LSCO (left) and YBCO
(right). The open squares are obtained from integrating the optical conductivity to 650 cm−1 ≈ 80 meV
(lower points) and to 10,000 cm−1≈ 1.25 eV (upper points). The filled circles show the density of carriers
determined from the Hall coefficient RH measured at 250 K (lower points) and at 720 K (upper points).
Upper panels: estimates of the effective mass. From Padilla et al. [23].
FIGURE 15. (a) Cu K edge spectra for reference materials with various nominal valences, demonstrat-
ing the sensitivity to valence change. (b) Similar spectra for LSCO, from undoped to overdoped, indicating
a lack of any significant change. From [24].
ments on LSCO showed an absence of significant change with doping [24], as indicated
in Fig. 15. Measurements at the Cu L3 edge detect transitions from a 2p core level to d
symmetry final states. Bianconi et al. [25] found that doping does not change the den-
sity of unfilled 3d states, which contribute to the strong low-energy peak, but that it does
introduce holes at slightly higher energy, corresponding to hybridized O 2p states, as
apparent in Fig. 16.
The significance of the O 2p character was firmly established by measurements of O
K-edge spectra in LSCO by Chen et al. [26], as shown in Fig. 17. Here the excitation is
from the O 1s level to states with p-symmetry with respective to the absorbing atom. Two
peaks are observed in the pre-edge region, with A labeling the O 2p peak and B the upper
Hubbard band. In the undoped state, peak A is absent while B is strong. With doping
peak A grows while B decreases. The growth of A indicates the O 2p character of the
doped holes. Later measurements on single crystals, taking advantage of the polarization
sensitivity of the absorption process, have demonstrated that the holes are dominantly
within the CuO2 planes, with little weight on apical oxygens [27].
The lesson from x-ray absorption spectroscopy is that the dopant-induced holes have
strong O 2p character. Combining this with the optical spectroscopy and Hall-effect
results, we can conclude that the Cu 3d holes of the parent insulator remain localized at
low temperature, even after substantial doping.
Angle-resolved photoemission spectroscopy (ARPES)
The dispersion of electronic states near the Fermi level can be measured by angle-
resolved photoemission. In this technique, one typically shines ultraviolet photons on
a flat crystal surface and measures emitted electrons as a function of angle, analyzing
La1.85Sr0.15CuO4
La2CuO4
Cu 3d
O 2p
FIGURE 16. Cu L3 x-ray absorption spectra, reprinted from Bianconi et al. [25] with permission
from Elsevier. For the upper two curves, the solid line corresponds to La2CuO4 and the dashed line to
La1.85Sr0.15CuO4. Note that there is no change in the leading edge or main peak, which are sensitive to
empty 3d states. Doping enhances the absorption on the high-energy side, corresponding to O 2p holes.
The empty 3d states are pulled down in energy relative to these by the potential of the x-ray-induced core
hole.
the electron current as a function of kinetic energy. Light sources include the He lamp
(photon energy 20 eV), synchrotrons (tunable from UV to soft x-ray to hard x-ray), and
lasers (6-7 eV).6
Figure 18 shows a schematic of the nominal Fermi surface for LSCO as predicted
by band structure calculations. It is useful to distinguish between different regions of
the Fermi surface. The language used is based on the d-symmetry pair wave function
observed in cuprates. The gap goes to zero (i.e., has a node) along the diagonal direction,
indicated by the arrow in the right-hand panel of Fig. 18; the gap maximum occurs in
the “anti-nodal” region, as indicated on the left. Even in the normal state, there are
differences in the spectral function measured in these two regions. The left-hand panel
in Fig. 19 shows the spectral function along the nodal (a) and antinodal (b) directions
for LSCO with x from zero to 0.15 [28]. Along the nodal direction, a sharp peak is seen
near the Fermi level even for x = 0.03, whereas in the antinodal direction a sharp peak
6 For a review, see Damascelli, Shen, and Hussain [21].
FIGURE 17. (a) Oxygen K edge x-ray absorption spectra measured by fluorescence yield on ceramic
samples of LSCO for various dopings. (b) Expanded view of the pre-edge peaks, after subtraction of the
solid curve indicated in (a). From Chen et al. [26].
FIGURE 18. Schematic diagrams of the nominal Fermi surface for LSCO in one quadrant of reciprocal
space. Arrows indicate the nodal direction (right) and antinodal direction (left).
broken line is determined by fitting a tight-binding Fermi
surface to the red dots.
In Fig. 2(c), the intensity profile along the arc is plotted
as a function of Fermi angle ! (normalized to the nodal
direction ! ! 45"). Each point for x ! 0:03 corresponds
to a red dot in Fig. 2(a) and the same procedure using
MDC is applied to obtain the plots for other compositions.
This figure shows how the intensity profile along the arc
changes with doping. These profiles indicate that,
although for x > 0:1 some spectral weight appears in
the ("; 0) region (!# 0" and 90"), the length of the arc
does not increase significantly with doping up to x !
0:15. In the overdoped samples (x > 0:15), the flat band
at#$"; 0% crossesEF [3] and therefore the intensity in this
region increases. A similar arc feature has been observed
in a previous work in the normal state of underdoped
Bi2Sr2CaCu2O8 (Bi2212) [12] and postulated from a phe-
nomenological [13] and a theoretical t-J model perspec-
tive [14]. We emphasize the difference between our
observation and the previous work: Here, the intensity
of the arc changes as a function of doping at a fixed low
temperature whereas in the previous work [13] the length
of the arc changes as a function of temperature associated
with the opening of a normal-state gap above Tc.
Figure 3 shows the evolution of spectra at k#
$"=2;"=2% and ("; 0) with hole doping. The spectra
have been normalized to the intensity above EF which
arises from the high order light of the monochromator. At
#$"=2;"=2%, a finite spectral weight exists at EF except
for x ! 0 and increases with x without an abrupt change
across the insulator-superconductor transition boundary
at x# 0:06. In contrast, the ("; 0) spectra show (pseudo)-
gapped behaviors in the underdoped and doped regions.
We stress that the arc is formed by the in-gap states of the
two component electronic structure as shown in Fig. 1.
It has been demonstrated from comparison between
LSCO and Nd-LSCO that the nodal QP (NQP) is weak-
ened by stripes whereas the flat-band region remains
relatively unchanged [7,15]. While it remains true that
the nodal weight in LSCO is significantly suppressed
when compared with that of Bi2212 taken under the
same condition, it was later found that the nodal spectral
weight can be enhanced in the second BZ [7,8], indicating
that the matrix element also played a role. Focusing only
on the nodal behavior, we have used the spectra in the
second BZ for this analysis. We emphasize here that, in
the underdoped region, states closest to EF occur along
the nodal direction, as seen from Fig. 3, whereas the
("; 0) region is (pseudo)gapped. In the previous results
for x ! 0:10–0:15, since the gap size was small (less than
10 meV), and the energy integration window was rela-
tively large (30 meV), the spectral weight map included
both the nodal states and the straight segment from the
flat band around ("; 0) which is considered to be related to
stripes [7]. On the other hand, for the lightly doped
samples presented here, the Fermi arc is clearly observed
because the ("; 0) region is strongly gapped and the
spectral weight plots have been obtained exactly at EF.
In order to see more quantitatively how the spectral
weight at EF evolves with hole doping, we have plotted in
Fig. 4 as a function of x the nodal QP weight ZNQP defined
by the peak intensity of EDC in Fig. 3(a) and the spectral
weight at EF integrated over the second BZ (effectively
over the arc region), nPES &
R
A$k; 0%dk. Here, A$k; !% is
the ARPES intensity normalized as described above. Both
ZNQP and nPES monotonically increase with x in a nearly
identical fashion. Such a behavior is consistent with a
recent optical study of lightly doped LSCO, which has
shown that the Drude weight is finite already in x ! 0:03
and smoothly increases with x in the underdoped region
[16]. ZNQP and nPES, in the underdoped regime, if properly
scaled, increase in a remarkably similar way to the hole
concentration nHall derived from Hall coefficients through
RH ! 1=nHalle. We therefore tentatively attribute the
n# x behavior to the evolution of ARPES spectral weight
at EF: n# nPES # ZNQP.
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FIG. 3. ARPES spectra at k ! kF in the nodal direction in
the second BZ and those at ("; 0) for various doping levels.
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FIG. 4. Doping dependence of the nodal QP spectral weight,
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dence to the hole concentration evaluated from the Hall coef-
ficient (nHall) [5].
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broken line is determined by fitting a tight-binding Fermi
surface to the red dots.
In Fig. 2(c), the intensity profile along the arc is plotted
as a function of Fermi angle ! (normalized to the nodal
direction ! ! 45"). Each point for x ! 0:03 corresponds
to a red dot in Fig. 2(a) and the same procedure using
MDC is applied to obtain the plots for other compositions.
This figure shows how the intensity profile along the arc
changes with doping. These profiles indicate that,
although for x > 0:1 some spectral weight appears in
the ("; 0) region (!# 0" and 90" , the leng h of the ar
does not increase significantly with doping up to x !
0:15. In the overdoped samples (x > 0:15), the flat band
at#$"; 0% crossesEF [3] and therefore the intensity in this
region increases. A similar arc feature has be n observed
in a previous work in the normal state of underdoped
Bi2Sr2CaCu2O8 (Bi2212) [12] and postulated from a phe-
nomenological [13] and a theoretical t-J model perspec-
tive [14]. We emphasize the difference between our
observation and the previous : Here, the intensity
of the arc changes as a function of doping at a fixed low
temperature whereas in the previous work [13] the length
of the arc changes as a function of temperature associated
with the opening of a normal-state gap above Tc.
Figure 3 shows th evolution of s ectra at k#
$"=2;"=2% and ("; 0) with hole doping. The spectra
have been normalized to the intensity above EF which
arises from the high order light of the monochromator. At
#$"=2;"=2%, a finite spectral weight exists at EF except
for x ! 0 and incre ses with x wit ut an abrupt change
across the insulator-superconductor transition boundary
at x# 0:06. In contrast, the ("; 0) spectra show (pseudo)-
gapped behaviors in the underdoped and doped regions.
We stress that the arc is formed by the in-gap states of the
two component electronic structure as shown in Fig. 1.
It has been demonstrated from comparison between
LSCO and Nd-LSCO that the nodal QP (NQP) is weak-
ened by stripes whereas the flat-band region remains
relatively unchanged [7,15]. Whil it remains true that
the nodal weight in LSCO is significantly suppressed
when compared with that of Bi2212 taken under the
same condition, it was later found that the nodal spectral
weight can be enhanced in the second BZ [7,8], indicating
that the matrix element also played a role. Focusing only
on the nodal behavior, we have used the spectra in the
second BZ for this analysis. We emphasize here that, in
the underdoped region, states closest to EF occur along
the nodal direction, as seen from Fig. 3, whereas the
("; 0) region is (pseudo)gapped. In the previous results
f r x ! 0:10–0:15, since the gap siz was small (less than
10 meV), and the energy integration window was rela-
tively large (30 meV), the spectral weight map included
both the nodal states and the straight segment from the
flat band around ("; 0) which is considered to be related to
stripes [7]. On the other hand, for the light y doped
samples presented here, the Fermi arc is clearly observed
because the ("; 0) region is strongly gapped and the
spectral weight plots have been obtained exactly at EF.
In orde to see more quantit tively how t e spectral
weight at EF evolves with hole doping, we have plotted in
Fig. 4 as a function of x the nodal QP weight ZNQP defined
by the peak intensity of EDC in Fig. 3(a) and the spectral
weight at EF integrated over the second BZ (effectively
over the arc region), nPES &
R
A$k; 0%dk. Here, A$k; !% is
the ARPES intensity normalized as described above. Both
ZNQP and nPES monotonically increase with x in a nearly
identical fashion. Such a behavior is consistent with a
recent optical study of lightly doped LSCO, which has
shown that the Drude weig t is finite already in x ! 0:03
and smoothly increases with x in the underdoped region
[16]. ZNQP and nPES, in the underdoped regime, if properly
scaled, increase in a remarkably similar way to the hole
co centration nHall d r ved from Hall coefficients through
RH ! 1=nHalle. We therefore tentatively attribute the
n# x behavior to the evolution of ARPES spectral weight
at EF: n# nPES # ZNQP.
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dence to the hole concentration evaluated from the Hall coef-
ficient (nHall) [5].
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FIGURE 19. ARPES results from Yoshida et al. [28]. Left panel: Spectral function in LSCO for x= 0
(bottom) to 0.15 (top) at the nodal point (a) and antinodal region (b). Right panel: doping dependence
of the nodal quasiparticle spectral weight ZNQP (open circles), spectral weight integrated at EF over the
(second) Brillouin zone nPES (filled circles), and hole concentration from the Hall coefficient nHall (filled
squares).
at the Fermi level does not appear until one approaches optimal doping (x = 0.15). The
antinodal spectra tend to show a diffuse, gapped behavior, providing one definition of the
pseudogap. In the right-hand panel, the open circles indicate the doping dependence of
the nodal spectral weight, which, in the underdoped regime, is comparable to the doping
dependence of the carrier density obtained from the Hall effect.
One can also measure the variation of electronic energy as a function of wave vector,
k. The left panel of Figure 20 shows the nominal dispersion that one might obtain
from a tight-binding calculation for a single-layer cuprate. ARPES measurements of the
filled states are shown on the right-hand side of Fig. 20 for LSCO with several dopant
concentrations [29]. In the undoped system, the spectral weight is diffuse and far below
the Fermi energy, EF. With doping, a sharp, roughly-linear dispersion develops along the
nodal direction [(0,0) to (pi,pi)]. In the antinodal region, near (pi,0), a region of fairly flat
dispersion just below EF becomes apparent at x = 0.15, but this feature shifts through
EF for x= 0.22 and above.
Figure 21 shows ARPES measurements of spectral weight along a quadrant of the
Fermi surface for a range of dopings in LSCO [30]. At low doping, the weight is only
apparent an a small arc near the nodal point. With doping, the nodal arc expands, until it
covers most of the nominal Fermi surface near optimal doping. When the flat, antinodal
dispersion moves through EF near x= 0.22 as seen on the right side of Fig. 20, the shape
of the Fermi surface changes. For lower doping, the nominal Fermi surface is centered
around (pi,pi), while for x = 0.22 and above the Fermi surface is closed around (0,0).
This corresponds to a change from a hole-like to an electron-like Fermi surface.
While we are discussing ARPES, we should also consider the fact that ARPES studies
have measured the d-wave gap that develops about EF in the superconducting state. Note
that ARPES directly measures the angle-dependent magnitude of the gap, but does not
detect the phase. For underdoped samples, the gap closes along the nodal arc at Tc, but
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Figure 6. Intensity plot in E–k space along the symmetry lines (0, 0)–(pi , 0)–(pi,pi )–(0, 0) in
LSCO. Data were taken with hν = 55.5 eV. The curves show the tight-binding band dispersion
with the parameters shown in figure 4.
kink structure, which arises from coupling to phonons as discussed in section 4 [42, 43] and
the extremely flat band dispersion around (pi ,0) in the underdoped region as shown in figure 6.
In figure 4(f), the deduced Fermi surfaces for various x values are replotted, clearly showing
the change of the Fermi surface shape and topology with x . The TB dispersions with the same
parameters are superimposed on the colour mapping in figure 6. Overall features of the Fermi
surfaces and band dispersions are in good accordance with the results of the local-density-
approximation (LDA) band-structure calculations [44].
The obtained TB parameters −t ′/t shown in figure 4 exhibit a clear doping dependence.
The increase of −t ′/t with decreasing x can be qualitatively explained by the increase of the
Cu–apical oxygen distance with decreasing x [45]. In figure 7(a), the −t ′/t values are plotted
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FIGURE 20. (Left) Nominal dispersion of the elect onic band that crosses the Fermi level for a typical
single-layer cuprate, plotted along high-symmetry directions of reciprocal space. The high-symmetry
points are labelled in units of pi/a, where a ≈ 3.8 Å is the lattice parameter. (Right) Spectral weight
as a function of E−EF and k, along high-symmetry directions measured by ARPES on LSCO for various
dopings. The high-symmetry wave vectors are labelled in units that assume a= 1. The thin lines through
the data correspond to tight-binding calculations. From Yoshida et al. [29], © IOP Publishing. Reproduced
with permission. All rights reserved.
an antinodal pseudogap remains up to a characteristic temperature T ∗ (which decreases
with doping) [31, 32, 33].
A significant lesson from the ARPES studies is that, for underdoped cuprates, the
mobile carrier density is associated with states along the nodal arc.
!! /2 ,! /2" for Na-CCOC, probably indicating that low-
energy excitations in the low-doping limit come from !the
tail of" the top of the lower Hubbard band !LHB", which has
the band maximum at !! /2 ,! /2" on the boundary of the
antiferromagnetic BZ.14,15 In contrast, the kF in LSCO for
x=0.03 is still away from !! /2 ,! /2". This is related to the
observation that the spectral weight at EF comes from the QP
peak which is well separated from the LHB.13 While the
LHB in Na-CCOC approaches EF with hole doping,15 that in
LSCO stays away from EF even as the spectral weight is
transferred to the QP band near EF.13 This difference be-
tween LSCO and Na-CCOC is also reflected in different
chemical potential shifts in the two cases; i.e., while photo-
emission spectra of Na-CCOC show rigid shifts with hole
doping,15 those of LSCO show slow shifts reflecting pinning
of the chemical potential at the in-gap states.26 Although a
large Fermi surface is observed in Na-CCOC, the doping
evolution of the electronic structure is somewhat similar to
the small Fermi-surface picture in the sense that the chemical
potential appears to be shifted downwards from the top of
the LHB. In a recent theoretical study, the nature of the small
Fermi surface has been discussed as an origin of the apparent
disagreement with Luttinger’s theorem.17
Recently, the LHB’s in underdoped La2CuO4 and
Ca2CuO2Cl2 have been interpreted as polaronic
sidebands.15,27 While this picture explains well the LHB fea-
ture of the undoped samples, it does not straightforwardly
explain the aforementioned differences between the doping
evolution of LSCO and Na-CCOC. In the polaronic picture,
the peak of the LHB is shifted towards the EF with hole
doping since electron-phonon coupling is weakened by
screening effects. However, the peak of the LHB in LSCO
stays almost at the same binding energy with hole doping in
the underdoped regime. This suggests that in LSCO the local
charge density does not change with hole doping, reminis-
cent of a phase separation between the hole-poor and hole-
rich regions. Indeed, the chemical potential pinning observed
in LSCO !Ref. 26" would be a natural consequence of the
presence of a mixture of different hole concentrations.
According to a recent theoretical study, a mixed phase of
antiferromagnetic !AF" and superconducting !SC" states is
proposed to explain the coexistence of the QP states and the
LHB in LSCO,28 and captures the characteristic two-
component behavior of the ARPES results of underdoped
LSCO.13,29 This picture has been corroborated by a recent
transport study in lightly doped LSCO.30 Also, it has been
predicted that phase separation between the insulating and
metallic phases occurs under a certain regime of electron-
phonon coupling strengths.31 For a macroscopically phase-
separated state, one would normally expect to observe two
Fermi surfaces corresponding to the two phases. If there are
sufficiently fast dynamical fluctuations between the two
FIG. 4. !Color online" Energy dispersions for different kz values
!in units of 1 /c" obtained from the LDA band-structure calculations
!Ref. 19".
FIG. 5. !Color online" Doping dependence of the underlying
Fermi surface in La2−xSrxCuO4. !a"–!e" Spectral weight mapping in
k space at EF. The intensities in the second BZ of Fig. 2 have been
symmetrized with respect to the node direction. !f" kF position for
each doping determined by extrapolating MDC peaks to EF.
FIG. 6. !Color online" !a" Doping dependence of the hole num-
ber xFS deduced from the Fermi surface area. Luttinger’s theorem
xFS=x is shown for comparison. The shaded region indicates the
range of xFS due to kz variation deduced from LDA band-structure
calculations !Ref. 19"; the green line gives the average of the
shaded region. !b" Doping dependence of the kF value in the nodal
direction. Data for Na-CCOC !Ref. 14" are also plotted. Dashed
lines in !a" and !b" are guides to the eye.
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FIGURE 21. (a)-(e) Spectral weight along the Fermi surface (in the first quad ant) measur d by ARPES
on LSCO crystals for vario s dopings, from Yoshida et al. [30]. (f) Location of the Fermi surface for
various dopings determined from the measurements.
Transport and magnetic susceptibility measurements
The in-plane resistivity, ρab, of underdoped cuprates is unusual for its large magnitude.
In a Fermi liquid, the resistivity increases with temperature due to a growing scattering
rate, typically due to scattering from phonons. The Fermi wave length is always greater
than the mean free path, so that the resistivity remains below the Ioffe-Regel limit.
When the electron-phonon scattering becomes large, the resistivity tends to saturate.
The situation is different in cuprates. Examples of ρab for LSCO at a range of dopings
from Takenaka et al. [34] are shown in the left-hand panels of Fig. 22. The resistivity
becomes quite large at high temperature and does not saturate. The magnitude of ρab at
1000 K exceeds the Ioffe-Regel limit for a considerable range of doping, as shown in
the right-hand panel of Fig. 22. For this reason, underdoped cuprates have been called
bad metals [35].
Optical conductivity measurements show that there is no Drude peak in underdoped
cuprates at high temperature [34, 22]. One could argue that there is no violation of the
Ioffe-Regel limit because there are no quasiparticles at high temperature. The important
point, however, is that the underdoped cuprates are incoherent metals at high temper-
ature. Coherence develops only at lower temperatures, coinciding with the so-called
pseudogap state.
Various properties have been associated with the onset of the pseudogap state with
cooling. (The onset temperature is typically labelled T ∗.) For example, there is the
maximum in the bulk susceptibility and the deviation of ρab from linear temperature
dependence at high temperature. Examples of such measurements from Nakano et al.
[36] are shown in Fig. 23.
There is also interesting T dependence in the Hall coefficient [37], as shown in
Fig. 24. One can estimate the density of holes, nH, from measurements of the Hall
coefficient with the formula RH = 1/nHec. The data in Fig. 24 imply that nH increases
with temperature. Gor’kov and Teitel’baum [38] have fit temperature-dependent Hall
tion of the slope becomes confirmable even for x!0.25 after
the correction !Fig. 2". We may call this reduction of the
slope resistivity saturation. Saturation does not necessarily
mean that the resistivity becomes T independent.1,4
First, we discuss whether this resistivity saturation can be
explained within the classical framework. Before discussing
the main subject, we consider the physical meanings of the
IRM criterion. Concerning Anderson localization at low tem-
peratures, # IRM is defined as the resistivity value at l$%F (l ,
mean free path; %F , Fermi wavelength". Around this value,
the Boltzmann transport picture breaks down and the concept
of mean free path loses its physical meaning. Concerning
resistivity saturation at high temperatures, on the other hand,
there is another definition of # IRM , that is, the resistivity
value at l$a (a , interatomic spacing". The latter definition is
unrelated to the breakdown of the Boltzmann picture, but
originates from the more intuitive argument, namely, in
terms of a tight-binding approximation the shortest mean
free path that we can envisage is the interatomic spacing.2
However, %F becomes comparable to a when the carrier den-
sity n is one per unit cell and, therefore, both quantities are
not much different except for extremely small n. In addition,
the phenomena of localization and saturation are not sharp
and the estimation contains ambiguity. Therefore, these two
definitions have not been strictly distinguished.2 Here, we
define # IRM as the resistivity value at l$%F even for the
argument on the high-T charge transport, following Emery
and Kivelson.11 This definition is more closely and directly
related to the breakdown of the quasiparticle picture. Re-
member, we can estimate the # value at l$%F but, by con-
trast, it is difficult to determine the absolute value of l and
hence the # value at l$a . The resistivity upturn triggered by
Anderson localization provides the # value at l$%F . It be-
comes the universal value for two-dimensional !2D" case, as
is described afterward.
In the Boltzmann theory, the 2D resistivity is given as #
!(h/e2)(d/kFl) (kF , Fermi wave number; d, interplane dis-
tance". For LSCO, # IRM is estimated to be
1.5–1.7 m& cm.12,13 In 2D metals, the IRM criterion divided
by the interplane distance, # IRM /d , is the universal sheet
resistance h/e2!25.8 K&/! , independent of kF or n. At
high temperatures #ab becomes much larger than # IRM , es-
pecially for the slightly doped region, and hence the Boltz-
mann picture does not seem valid, though #ab possesses the
positive slope. The resistivity saturates, but the saturated re-
sistivity #sat is larger than # IRM in LSCO.
Because the Hall-effect study suggests n'x ,14 one may
think that LSCO is an exceptional case in which n is ex-
tremely small (%F is much longer than a) and hence the large
#sat is reconciled with the classical picture of saturation at l
$a .12 However, the following argument suggests that the
explanation within the classical framework is not appropri-
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FIGURE 22. (Left) In-plane resistivity measured on single crystals of LSCO for various dopings by
Takenaka et al. [34]. (Right) In-plane resistivity at 1000 K for LSCO vs. doping. The dashed line indicates
the Ioffe-Regel limit.
effect data with the formula
nH(x,T ) = n0(x)+n1(x)e−∆(x)/T . (2)
As shown on the left-hand side of Fig. 25, the temperature-independent component,
n0, is proportional to x for low doping. The gap ∆ for the thermally-excited carriers is
shown on the right-hand side of Fig. 25; it is quantitatively quite similar to the antinodal
pseudogap from ARPES measurements.
So far we have established that at high temperature, underdoped cuprates have an
incoherent metal phase in which there is an enhanced effective carrier density but no
quasiparticles. On cooling below a characteristic temperature T ∗, the effective carrier
d nsity dr ps to a value comparable to the doped hole density, the resistivity drops
substantially, and the susc ptibility starts to decrease. The optical conductivity studies
previously discussed show that a Drude peak develops and narrows in frequency with
continued cooling.
Let us consider the sign ficance of the thermal evolution of the magnetic susceptibility.
In a F rmi liquid, each electron makes a temperature-independent contributi n kn wn as
FIGURE 23. (Left) Bulk susceptibility in LSCO for a range of doping levels; arrows point to the
features identified with the onset of the pseudogap phase at T ∗. (Right) Resistivity measurements for
LSCO, with T ∗ indicated by arrows. From Nakano et al. [36].
the Pauli susceptibility. A decrease in the susceptibility would signify a reduction in the
density of free carriers. Indeed, this interpretation was applied to the initial discovery
of the pseudogap, which was identified in terms of the decrease in spin susceptibility
[39]. There is, however, an alternative interpretation. In the parent compound La2CuO4,
there are no free carriers, but there are local moments associated with the Cu2+ ions.
When the superexchange energy J becomes comparable to kT , neighboring spins will
develop antiferromagnetic correlations, which grow with cooling. Correspondingly, the
spin susceptibility will decrease. In the hole-doped system, some Cu moments may still
survive. (How these moments can survive within the metallic phase is one of the key
issues that will be addressed in the following sections.) The correlations among the
spins now depend not only on the temperature, but also on the rate at which carriers
move through the system, flipping spins. Thus, the carriers will impact χ(T ).
Hücker et al. [40] have measured and analyzed the anisotropic magnetic susceptibility
for single crystals of La2−xBaxCuO4 (LBCO). The anisotropy is consistent with the
response one would expect from local magnetic moments. From the analysis, it is
possible to extract the isotropic spin susceptibility. An example for x = 1/8 is shown
in the left panel of Fig. 26, together with results for LSCO with x = 0.08 and 0.15.
The magnitude of χ is inversely proportional to the effective spin coupling J, while the
peak occurs at the temperature where local antiferromagnetic spin correlations begin to
develop. (The solid lines in the figure indicate the spin susceptibility calculated for a two-
FIGURE 24. Temperature dependence of RH measured in LSCO for a range of doping by Ando et al.
[37].
FIGURE 25. Parameters obtained by Gorkov et al. [38] from fits of Eq. (2) to the temperature depen-
dence of RH. (Left) Temperature-independent carrier density n0(x). (Right) Triangles: gap ∆ from fits to
the temperature dependence of RH; Filled circles: antinodal gap from ARPES measurements.
FIGURE 26. (Left) Isotropic spin susceptibility for a single crystal of LBCO with x = 1/8 compared
with results from polycrystalline samples of LSCO with x = 0.08 and 0.15. Solid curves are model
calculations for a 2D Heisenberg antiferromagnet with different values of J. From Hücker et al. [40].
(Right) Doping dependence of T ∗ in LSCO from analysis of RH(T ), ρab(T ), and χ(T ), from Gorkov et
al. [38].
dimensional (2D) Heisenberg antiferromagnet with several different values of effective
J, as labelled.)
The right-hand panel of Fig. 26 shows values of T ∗ obtained by Gorkov et al. [38]
from the temperature dependence of RH (filled circles) and compared with values from
the crossover temperature in the resistivity (open circles) and from the maximum in
χ(T ). Below T ∗, one has the development of coherent states associated with the nodal
arc identified by ARPES. At the same time, antiferromagnetic spin correlations develop
among local Cu moments. To understand the nature of these magnetic correlations, we
will have to consider what has been learned from neutron scattering studies.
Summary
For underdoped cuprates, the following observations apply to the pseudogap phase
from which the superconductivity develops:
• Only dopant-induced holes contribute to transport.
• These holes have strong O 2p character.
• They are associated with the nodal arc at the Fermi level.
• They develop coherence on cooling.
NEUTRON SCATTERING
Neutron scattering is a powerful technique for investigating atomic and magnetic struc-
tures, as well as lattice and spin dynamics. Thermal neutrons, with a typical energy of 30
meV, have a wave length of order 1.65 Å, which is well matched to common interatomic
spacings; it follows that thermal neutrons are quite useful for Bragg diffraction studies
of crystal structure. Unlike x-rays or electrons, which are scattered by the electronic
charge density of atoms, neutrons scatter from atomic nuclei via the strong force. The
nuclear scattering cross section is sensitive to isotope as well as element, and there is no
simple formula to characterize it; however, the typical magnitude of the cross section is
roughly independent of atomic number. This is beneficial when measuring the structure
of a compound such as La2CuO4, where there is a large spread in the atomic number of
the constituent elements, from Z = 16 for O to Z = 57 for La. For x-ray scattering, the
weight per atom in the diffraction pattern is proportional to Z2, providing 13 times less
sensitivity to O compared to La, whereas neutrons have roughly uniform sensitivity to
all of these elements.
The neutron also has a spin of 12 , which means that it can scatter from atomic magnetic
moments via the dipole-dipole interaction. When large ordered magnetic moments are
present in a sample, magnetic diffraction can be of the same strength as nuclear diffrac-
tion. This is in contrast to x-ray scattering, where the magnetic cross section (without
taking advantage of anomalous scattering near an absorption edge) is reduced relative to
charge scattering by a factor of α2 = (1/137)2.
The energy of thermal neutrons is comparable to typical phonon and spin-wave ener-
gies in solids, so that only modest energy resolution is needed to in order to characterize
phonon and spin-wave dispersions. On the other hand, the overall scale of the scattering
cross section is quite weak, so that one generally needs rather large samples in order to
efficiently measure excitation spectra.
To create neutron beams, one has to extract neutrons from atomic nuclei. This can
be done either through the fission process in a nuclear reactor, where each uranium
fission produces a couple of neutrons, or by knocking neutrons out of heavy-metal nuclei
(typically tungsten or mercury) with a high energy proton beam, producing 10 or 20
neutrons per proton collision, as in a spallation source.
The rest of this section will focus primarily on applications of neutron scattering to
studies of cuprates. More details on the theory and practice of neutron scattering are
available in references [41, 42, 43].
Neutron scattering cross section
In a neutron scattering experiment, as illustrated in Fig. 27, the neutrons incident on
the sample are characterized by an average momentum h¯ki, where the magnitude of the
wave vector is inversely proportional to the neutron wave length, k= 2pi/λ ; the neutron
energy is given by
E =
h¯2k2
2mn
, (3)
Neutron scattering
Sample
= differential of solid angle for
= energies between 
= probability of scattering into 
and 
FIGURE 27. Diagram of scattering process.
where mn is the mass of the neutron. One detects scattered neutrons with wave vector
k f . The probability of scattering into a differential solid angle dΩ f and energy dE f
corresponds to the double-differential cross section d2σ/dΩ f dE f . To describe this
function, it is helpful to introduce the neutron momentum transfer
h¯Q= h¯k f − h¯ki, (4)
as illustrated in Fig. 28. In terms of the scattering angle 2θs, a useful formula is
|Q|= k2i + k2f −2kik f cos(2θs). (5)
The energy transfer to the sample is
h¯ω = Ei−E f , (6)
=
h¯2
2mn
(k2i − k2f ). (7)
It turns out that the differential cross section can be written in the relatively simple
form
d2σ
dΩ f dE f
= N
k f
ki
σ
4pi
S (Q,ω), (8)
where N is the number of atoms in the sample, σ is the cross section for a particular
scattering process, and S (Q,ω) is the dynamical structure factor. One can use this
formula both for nuclear and magnetic scattering, but with different definitions of σ and
S .
Nuclear scattering and diffraction
For nuclear scattering from a sample containing a single element (and single isotope),
one has σ = 4pib2, where b is the nuclear scattering length, and
S (Q,ω) =
1
2pi h¯N∑ll′
∫ ∞
−∞
dt 〈e−iQ·rl′(0)eiQ·rl(t)〉e−iωt , (9)
Momentum and energy transfer
FIGURE 28. Scattering triangle.
where the angle brackets indicate a thermal and configurational average and l indexes
atomic positions. Integrating over all time, one obtains the elastic cross section
Sel(Q,ω) = δ (h¯ω)
1
N
〈
∑
ll′
eiQ·(rl−rl′)
〉
. (10)
For a monatomic lattice, one has
Sel(Q,ω) = δ (h¯ω)
(2pi)3
v0
∑
G
δ (Q−G), (11)
where G is a reciprocal lattice vector and v0 is the unit cell volume. This can be
generalized to account for disorder due to phonons (by including the Debye-Waller
factor) and for a unit cell with multiple atoms (by introducing a structure factor given by
a sum over atoms in the unit cell, taking account of the appropriate scattering length and
Debye-Waller factor for each site, weighted by a phase factor that depends on position).
Inelastic scattering
The dynamic structure factor must satisfy the detailed balance relation:
S (−Q,−ω) = e−h¯ω/kBTS (Q,ω). (12)
Using the fluctuation-dissipation theorem, one can relate it to the imaginary part of a
generalized susceptibility,
S (Q,ω) =
χ ′′(Q,ω)
1− e−h¯ω/kBT . (13)
To be analytic, one must have
χ ′′(Q,−ω) =−χ ′′(Q,ω). (14)
For a crystal lattice, χ ′′(Q,ω) describes the phonons, which generally have a weak
dependence on temperature, whereas the thermal occupancy of a phonon state can vary
greatly.
Phonons
Phonons have a dispersion ωqs, where s labels the phonon modes and q is defined
relative to a reciprocal lattice vector:
Q=G+q. (15)
For a monatomic lattice, one has
χ ′′(Q,ω) =
1
2
(2pi)3
v0
∑
G,q
δ (Q−q−G)∑
s
1
ωqs
(Q ·ξ s)2
m
× [δ (ω−ωqs)−δ (ω+ωqs)] , (16)
where ξ s is the eigenvector for mode s. Again, it is possible to generalize this to a multi-
atom unit cell. One can see that the intensity varies inversely with the mode frequency
and depends on the angle between Q and the eigenvector. To measure longitudinal
phonons, one needs Q||q, while transverse phonon measurements require Q⊥ q.
One can certainly generalize Eq. (16) for a crystal with a multi-atom unit cell. Each
phonon mode then has a structure factor in which phase factors depending on position
within the unit cell are weighted by the phonon eigenvector, inverse mass, and nuclear
scattering length. The dispersion must be the same in every Brillouin zone, but the
intensity (obtained from the square of the structure factor) can have a complicated
dependence on Q.
Figure 29 shows an example of phonon dispersions in La2CuO4 measured by inelastic
neutron scattering, compared with dispersions calculated from an interatomic potential
model with fitted parameters. For a system with n atoms in the unit cell, there are a total
of 3n phonon modes. The longitudinal Cu-O bonding stretching mode is the highest-
energy branch with ∆1 symmetry, up at ∼ 20 THz ≈ 83 meV.
Magnetic scattering
For the case of magnetic scattering, Eq. (8) still applies, but now
σ
4pi
=
(γr0
2
)
g f (Q), (17)
where γr0
2
= 0.2695×10−12 cm, (18)
with r0 = e2/mec2 being the classical electron radius and γ = 1.913 is the neutron’s
gyromagnetic ratio; g is the Landé g factor (with a typical value g∼ 2); and the magnetic
form factor f (Q) is the Fourier transform of the the normalized unpaired spin density
ρs(r) on an atom,
f (Q) =
∫
ρs(r)eiQ·rdr, (19)
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Fig. 3 Phonon dispersion curves of undoped La2CuO4. The solid lines were calculated from an interac-
tion potential model developed for the structure and the lattice dynamics of several cuprates. The dash-
dotted lines are obtained after inclusion of a special quadrupolar force constant. The figure was taken 
from Chaplot et al. [6]. 
 
 
transition to a Jahn–Teller distortion within the basal plane (which would come on top of the well- 
known elongation along c of the Cu–O octahedra related to the fact that Cu2+ is a Jahn–Teller ion).  
Apparantly, such distortions of the Jahn–Teller type within the basal plane are irrelevant for the physics of 
the cuprates. 
 
 
 
Fig. 4 Selected phonon branches of underdoped 
La1.9Sr0.1CuO4. The lines were calculated from the model as 
used to describe the dispersion curves of undoped La2CuO4
show in Fig. 3 implemented with a special term accounting 
for the screening by free carries. The figure was taken from 
Chaplot et al. [6]. 
FIGURE 29. Phonon dispersions along high-symmetry directions for La2CuO4 from Chaplot et al.
[44]. Circles, crosses: phonon energies determined by inelastic neutron scattering, with mode symmetries
indicated at the top of each panel. Solid lines: dispersions calculated from an interatomic force-constant
model (based on the ionic shell model) with fitted parameters. Dot-dashed line: Same model, but with
inclusion of a quadrupolar interaction for Cu-O bonds. Note that 1 THz = 4.14 meV.
with
f (0)≡ 1. (20)
The magnetic spins in a sample have a vector character. For the dipole-dipole interaction,
it turns out that only the components of atomic spins that are perpendicular to Q
contribute to the cross section. To take this into account, we must generalize the dynamic
structure factor as follows:
S (Q,ω)→ ∑
α,β
(δα,β −QαQβ/Q2)S α,β (Q,ω), (21)
with
S αβ (Q,ω) =
1
2pi h¯
∫ ∞
−∞
dt e−iωt∑
l
eiQ·rl〈Sα0 (0)Sβl (t)〉. (22)
Integrating S (Q,ω) over all frequencies, one obtains an instantaneous correlation
function,
S αβ (Q, t = 0) =
∫ ∞
−∞
dω S αβ (Q,ω). (23)
If one also integrates over a Brillouin zone (BZ) in reciprocal spac , a simple sum rule
is obtained: ∫ ∞
−∞
dω
∫
BZ
dQS αβ (Q,ω) =
(2pi)3
3h¯v0
S(S+1)δαβ . (24)
Magnetic diffraction
In the case of ferromagnetic order, the magnetic and nuclear scattering both occur
at the same reciprocal lattice vectors. To describe the intensity of Bragg reflections,
one must write down a structure factor that includes both the nuclear and magnetic
contributions. The sign of the magnetic part depends on the direction of the neutron spin,
so that the magnitude of the structure factor will depend on the neutron spin polarization.
If one uses a spin-polarized incident beam, then it is possible to analyze the nuclear and
magnetic contributions to a particular Bragg reflection by performing measurements
with two opposite orientations of the sample magnetization (controlled with an applied
magnetic field).
Here we are more interested in the case of antiferromagnetic order, and we will limit
the discussion to the case of equivalent collinear spins. Let Qˆ = Q/Q; then, for an
average spin S on one sub lattice, the vector that contributes to diffraction is defined
by
S⊥ = S− Qˆ(Qˆ ·S). (25)
For an antiferromagnet, we must have at least two magnetic sites per unit cell, described
by basis vectors d j. When the magnetic unit cell is larger than the nuclear unit cell, the
magnetic Bragg peaks will form a superlattice in reciprocal space, described by Gm. The
cross section for antiferromagnetic diffraction can be written
dσ
dΩ f
∣∣∣∣el
coh
= Nm
(2pi)3
vm
∑
Gm
δ (Q−Gm)|FM(Gm)|2, (26)
where
FM = S⊥∑
j
s j eiQ·d j , (27)
with s j = ±1, according to the pattern of the spin order. If the magnetic structure
has lower symmetry than the nuclear structure, then multiple magnetic domains will
generally be present in a sample, and one must allow for an averaging over domains
when evaluating the magnetic structure factor. For collinear spins, this means one must
average over equivalent orientations of S⊥. If we label the angle between S and Q as η ,
then the quantity that appears in the average differential cross section is
〈|S⊥|2〉= S2(1−〈cos2η〉). (28)
Antiferromagnetic order in La2CuO4
Let us consider the case of antiferromagnetic (AF) ordering in the CuO2 planes of
La2CuO4. As illustrated in Fig. 30, the magnetic ordering doubles the unit cell, resulting
in new magnetic superlattice peaks at ( 12 , 12) in reciprocal space. There happen to be two
CuO2 layers per unit cell in the three-dimensional (3D) crystal structure, with one layer
centered with respect to the other. The 3D AF ordering wave vector must take account
of the relative phasing of the spins in the two layers.
Antiferromagnetic order doubles unit cell
Real space                 Reciprocal space
Crystal
structure
Magnetic
structure
Coordinates must
rotate by 45º to
describe orthorhombic cell
Q = (h, k, l) 
in units of (2π/a,2π/b,2π/c)
Octahedral tilt pattern in LTO is
same as AF order; however, 
structure factor for tilted 
octahedra at Q = (1/2,1/2,L) is 
zero if L = 0.
FIGURE 30. Illustration of the relationship between real-space structure and reciprocal lattice vectors
for the copper atoms in a CuO2 plane of La2CuO4. In the panels indicating real space structure, the dotted
lines denote the unit cell. For the magnetic structure, filled and open circles denote up and down spins.
Antiferromagnetism is not the only possible cause of superlattice peaks. It so happens
that structural distortions can change the size of the nuclear unit cell, as well. In the case
of La2CuO4, illustrated in Fig. 1, the CuO6 octahedra can rotate slightly about a (110)
axis of the tetragonal structure. The octahedral tilts cause an in-plane doubling of the
nuclear unit cell, together with an orthorhombic distortion with lattice vectors along the
diagonals of the Cu plaquettes, as indicated in Fig. 1. In the orthorhombic structure, the
in-plane magnetic wave vectors are indexed as (1,0) and (0,1), as indicated in Fig. 30,
and these are no longer equivalent. The 3D magnetic structure, with spins indicated by
the arrows in Fig. 1, is characterized by the wave vector (100) [45].
The octahedral tilts also lead to superlattice peaks, which are of the type (012)
(using the Bmab space group). In powder diffraction, the structural superlattice peaks
are weak, but significantly more prominent than the magnetic peaks, which are smaller
than the background [46]. An early diffraction study mis-identified the structural peaks
as antiferromagnetic peaks [47]. The use of polarized neutron diffraction eventually
confirmed the proper identification [48].
So far, we have ignored the effect of fluctuations on Bragg intensities, but we cannot
get away with that in the case of AF order in the cuprates. Given that one has just S= 12
per Cu atom, the magnetic peak intensities should be rather weak. It turns out that there
are also rather large zero-point fluctuations of the spin directions that reduce the average
spin, 〈S〉, yet further. Theory predicts for the S= 12 Heisenberg AF that 〈S〉= 0.30 [49],
and neutron diffraction results on a variety of cuprates are roughly consistent with this
[50]. The total neutron scattering weight should be proportional to 〈S2〉= S(S+1) = 34 ,
FIGURE 31. (Left) µSR spectrum measured on a polycrystalline sample of La2CuO4 at 11 K. (Right)
(a) Precession frequency measured as a function of temperature, showing the gradual decay of magnetic
order, and a loss of order at∼ 250 K. (b) The depolarization rate of the precessing muons. Reprinted from
Budnick et al. [51] with permission from Elsevier.
whereas the elastic scattering is proportional to just 〈S〉2 = 0.09. It follows that 88%
of the sum-rule weight should be in inelastic scattering, which we will consider after a
small digression.
Digression: µ+ Spin Rotation
Another effective probe of magnetic order is muon spin rotation (µSR) spectroscopy.
Muons have a lifetime of just 2.2 µs, but they can be prepared readily at a proton
accelerator. One generally uses positive muons, one at a time. A muon injected into
a sample rapidly diffuses to the most electronegative interstitial site in the lattice. If
there is a local magnetic field due to ordered moments, the spin of the muon will precess
about the field. When the muon decays, the resulting positron is emitted preferentially
along the direction of the muon’s spin. By putting a pair of detectors on opposite sides
of the sample, one can detect when the muon spin is pointing along a particular axis.
Binning the detected muons as a function of time from the initial implantation, one can
directly measure the muon precession frequency.
The left side of Fig. 31 shows the µSR spectrum measured at low temperature in
La2CuO4 [51]. The precession frequency of ∼ 6 MHz is proportional to the local mag-
netic field at the muon site. The fact that there is a well defined local field indicates that
there must be magnetic order, though the measurement, by itself, does not distinguish
the type of order (i.e., antiferromagnetic vs. ferromagnetic).
If one knows that the muon’s position within the lattice, then it is possible to relate the
average magnetic moment per Cu to the dipolar magnetic field at the muon site. While
there are challenges to using the µSR precession frequency as an absolute measure of
local moments, it serves very well as a relative measure. For example, one can measure
the change in magnetic order as a function of temperature, as shown in the upper right
of Fig. 31.
Antiferromagnetic spin waves
Spin waves are purely transverse fluctuations relative to the magnetically-ordered
state. (Longitudinal fluctuations correspond to modulations of the order parameter.) If
we define the direction of the ordered spins to be z, then we have
∑
α,β
(δα,β − QˆαQˆβ )S αβ (Q,ω) = 12(1+ Qˆ2z )Ssw(Q,ω). (29)
Antiferromagnetic spin waves near zone center have a linear dispersion
h¯ωq = h¯cq, (30)
with spin-wave velocity
c= zJSa/h¯, (31)
where z is the number of nearest neighbors (= 4 for a square lattice). Using Eq. (13), we
can writeSsw in terms of χ ′′sw, with
χ ′′sw(Q,ω) = S ∑
Gm,q
h¯ω0
h¯ωq
[δ (Q−q−Gm)δ (ω−ωq)
+ δ (Q+q−Gm)δ (ω+ωq)] , (32)
and
h¯ω0 = 2zJS. (33)
Figure 32 shows neutron scattering measurements of spin-wave energies and intensi-
ties along high-symmetry directions in reciprocal space for La2CuO4 [52]. The disper-
sion along the zone boundary, between ( 12 ,0) and ( 34 , 14), indicates that the spin Hamilto-
nian must contain more than nearest-neighbor interactions. Figure 33 shows longer range
exchange parameters J′ and J′′, as well as 4-spin-cyclic exchange Jc. A fit to the mea-
sured dispersion [line in Fig. 32(a)] yields J = 143± 2 meV, J′ = J′′ = 2.9± 0.2 meV,
and Jc = 58± 4 meV. The spin-wave model also describes the intensities remarkably
well, except perhaps near ( 12 ,0), where there is some broadening of the peaks.
It is common to associate strong antiferromagnetic superexchange with strong cou-
pling (i.e., U → ∞); however, this is not correct. Consider the case of the single-band
Hubbard model at half-filling, for which J = 4t2/U . In the limit of infinite U , one ob-
tains J = 0. Instead, large J requires intermediate coupling. For example, suppose U is
equal to the bandwidth, 8t; it follows that J = t/2. Then to obtain J = 143 meV, as in
La2CuO4, one needs t ≈ 0.3 eV. These values are fairly close to those extracted from
constrained density-functional calculations [54]. Of course, the Heisenberg exchange
model gives a good description of the half-filled Hubbard model only in the limit of
In general terms, our results show that at the q ¼
ð1=2; 0Þ position the spin waves are more strongly coupled
to other excitations than at q ¼ ð1=4; 1=4Þ. This coupling
provides a decay process and therefore damps the spin
wave, reducing the peak height and producing the tail.
The question is, What are these other excitations? An
interesting possibility is that the continuum is a manifes-
tation of high-energy spinon quasiparticles proposed in
theoretical models of the cuprates [1–3,13,19–21]. These
assume that Ne´el order coexists with additional spin cor-
relations with the magnetic state supporting both low-
energy SW fluctuations of the Ne´el order parameter as
well as distinct high-energy spin-1=2 spinon excitations
created above a finite energy gap [20,21]. Spinons are S ¼
1=2 quasiparticles which can move in a strongly fluctuating
background. The anomaly we observe at ð1=2; 0Þ may be
explained naturally in a model where spinons exist at high
energies and have a d-wave dispersion [20,21] with min-
ima in energy at q ¼ ð$1=4; 1=4Þ and ð1=4;$1=4Þ. Under
these circumstances, the lower boundary of the two-spinon
continuum is lowest in energy at ð1=2; 0Þ and significantly
higher at ð1=4; 1=4Þ. This provides a mechanism for the
spin waves at ð1=2; 0Þ to decay into spinons [with
ð1=4;$1=4Þ] and those at ð1=4; 1=4Þ to be stable.
The new features in the collective magnetic excitations
observed in the present study are (i) a q-dependent
continuum and (ii) the q dependence to the intensity of
the SW pole. We estimate the total observed moment
squared (including the Bragg peak) is hM2i ¼ 1:9$
0:3!2B. The continuum scattering accounts for about 29%
of the observed inelastic response. The total moment sum
rule [15] for S ¼ 1=2 implies hM2i ¼ g2!2BSðSþ 1Þ ¼
3!2B. We consider two reasons why we fail to observe
the full fluctuating moment of the Cu2þ ion. First, our
experiment is limited in energy range to about 450 meV;
thus, there may be significant spectral weight outside the
energy window of the present experiment. Raman scatter-
ing [22] and optical absorption [23] spectra show excita-
tions up to about 750 meV. Recent RIXS measurements
also show high-energy features [24] which appear to be
magnetic in origin. The second reason why we may fail to
see the full fluctuating moment may be covalency effects
[25,26]. The Cu dx2&y2 and O px orbitals hybridize to yield
the Wannier orbital relevant to superexchange. This will
lead to a reduction in the measured response. However, the
(at most) 36% reduction observed in La2CuO4 is substan-
tially less than the 60% reduction recently reported in the
cuprate chain compound Sr2CuO3 [26].
Our results have general implications for the cuprates.
Firstly, they show that the collective magnetic excitations
of the cuprate parent compounds cannot be fully described
in terms of the simple SW excitations of a Ne´el ordered
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FIG. 2 (color online). q dependence of the magnetic excitations in La2CuO4. (a) One-magnon dispersion (T ¼ 10 K) along lines in
(c, inset). Symbols indicate Ei: 160 meV (h), 240 meV (4), and 450 meV ('). The solid line is a SWT fit based on Eq. (1).
(b) Measured "00ðq; !Þ. Dashed circle highlights the anomalous scattering near ð1=2; 0Þ. An @!-dependent background determined
near ð1; 0Þ has been subtracted. (c) One-magnon intensity. Line is a fit to SWTwith renormalization factor Zd ¼ 0:4$ 0:04. (d) One-
magnon intensity divided by SWT prediction. (e) SWT dispersion (color indicates SW intensity).
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FIGURE 32. (a) Low-temperature spin wave disp rsion and (c) intensity along h gh-symmetry direc-
tions in La2CuO4 measured with inelastic neutron scattering by Headings et al. [52]. Circles: experimental
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FIG. 1 (color). (A) The CuO2 plane showing the atomic
orbitals (Cu 3dx22y2 and O 2px,y) involved in the magnetic
interactions. J, J 0, and J 00 are the first-, second-, and third-
nearest-neighbor exchanges and Jc is the cyclic interaction
which couples spins at the corners of a square plaquette.
Arrows indicate the spins of the valence electrons involved
in the exchange. (B) Lower surface is the dispersion relatio
for J ! 136 meV and no higher-order magnetic couplings or
quantum corrections. The upper surface shows the effect of the
higher-order magnetic interactions determined by the present
experiment. Color represents spin-wave intensity.
Figure 2A shows data in the form of constant energy
scans for wave vectors around the antiferromagnetic zone
center. As E increases, counterpropagating modes become
apparent.
As the zone boundary is approached and there is less
dispersion, inspection of Fig. 1B reveals that it should be
easier to locate the spin waves via energy scans performed
at a fixed wave vector. Figure 2B shows a series of such
scans collected at various points along the zone bound-
ary. The spin waves have a clearly noticeable dispersion,
from a minimum of 292 6 7 meV near Q ! !3"4, 1"4#
to a maximum of 314 6 7 meV near !1"2, 0#. This is
in obvious contrast to the dispersionless behavior of lin-
ear spin-wave theory for the nearest-neighbor Heisenberg
model. We have collected data throughout the Brillouin
zone, and Fig. 3A shows the resulting dispersion along
major symmetry directions obtained from cuts of the type
shown in Fig. 2. Figure 3B displays the corresponding
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FIG. 2. Scattering from the spin waves in La2CuO4 (T !
295 K). Data result from 68 h (A) and 98 h (B) counting at
a proton current of 170 mA. The sample is described in [10].
Solid lines are fits to a spin-wave cross section convolved with
the instrumental resolution. (A) Const-E cuts near the AF zone
center for an incident energy Ei ! 250 meV. Qz wave ve t r
components at scan centers are l ! 2.8 (bottom panel), 6.2, and
9.6 r.l.u. of 0.477 Å21. Open circles are a background mea-
sured near the !0, 0# position. Dashed curve is the instrumental
response to spin waves of infinite velocity. (B) Const-Q cuts,
wit Ei ! 750 meV, yield the dispersi n along th AF zone
boundary. Vertical dotted line at E ! 300 meV is a guide to
the eye. l values at peak position vary from 8.8 (bottom panel)
to 9.5 (top panel). A background measured near the nuclear
zone center !1, 0# has been subtracted. Dashed curve is the in-
strumental response to a dispersionless mode.
spin-wave intensities, in absolute units calibrated using
acoustic phonon scattering from the sample.
To understand our results, we consider a Heisenberg
Hamiltonian including higher-order couplings [13–16]
H ! J
X
$i,j%
Si ? Sj 1 J 0
X
$i,i0%
Si ? Si0 1 J 00
X
$i,i00%
Si ? Si00
1 Jc
X
$i,j,k,l%
&!Si ? Sj# !Sk ? Sl#1 !Si ? Sl# !Sk ? Sj#
2 !Si ? Sk# !Sj ? Sl#' , (1)
where J , J 0, and J 00 are the first-, second-, and third-
nearest-neighbor magnetic exchanges where the paths
are illustrated in Fig. 1A. Jc is the ring exchange in-
teraction coupling four spins (labeled clockwise) at
the corners of a square plaquette. Each spin coupling
is counted once in Eq. (1). Using classical (large-S)
linear spin-wave theory the dispersion relation is [15,17]
vQ ! 2Zc!Q#
q
A2Q 2 B
2
Q, AQ ! J 2 Jc"2 2 !J 0 2
Jc"4# !1 2 nhnk# 2 J 00(1 2 !n2h 1 n2k#"2), BQ! !J 2
Jc"2# !nh 1 nk#"2, nx ! cos!2px#, and Zc!Q# is a
renormalization factor [12] that includes the effect of
quantum fluctuations. Within linear spin-wave theory all
5378
FIGURE 33. Sketch i dicating possible exchange terms in the CuO2 plane, from Coldea et al. [53].
large U . In the case of intermediate coupling, one expects higher order interactions to
become relevant. Indeed, the relative magnitude of the Jc, the 4-spin cyclic exchange,
found in fits to the spin wave dispersion is consistent with theoretical estimates [53].
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(q) space. The excitation spectrum is refl ected in the dynamical 
structure factor probed by neutron scattering. At T = 0 K, this is 
given approximately by the Müller Ansatz equation14
 S (q,E)
=
AMΘ (E –El  (q))Θ(Eu(q) –E)
√E2 –El  (q)2
 (1)
where Θ is the Heaviside step function and AM is a constant. The 
quantities El and Eu are the lower and upper energy boundaries of 
the continuum and are sinusoidal functions of wavevector given by
 El (q) = 
piJ
piJ
2 2
sin sin(qc) and Eu(q) =
qc( ( (2)
where c is the lattice parameter in the chain direction and J is the 
antiferromagnetic exchange constant coupling nearest neighbours 
along the chain. The two-spinon contribution that dominates S(q,E) 
has been calculated exactly15, and found to extend between the same 
upper and lower boundaries, with an identical singularity at El(q) 
and a smooth cutoff at Eu(q). In order to develop the model for fi nite 
temperatures, fi eld-theory techniques are used where the discrete 
lattice is approximated by a continuous medium. Schulz predicts 
that at the antiferromagnetic zone centre (AFZC) qAFZC = pi/c, the 
dynamical structure factor is given by
 S(pi,E) = e A lm[ [ρ ( (E4piT 2E/kTeE/kT –1 T  (3)
where ρ(x) = Γ(1/4–ix)/Γ(3/4–ix) and A is a constant16. It is clear from 
this equation that the structure factor multiplied by temperature 
depends only on the dimensionless ratio of E to T rather than on these 
quantities separately, and therefore obeys universal scaling. The ideal 
S = ½ HAFC is rarely if ever found in the real world because inevitably 
any hamiltonian contains extra terms that have the potential to change 
the physical state; for example, even the smallest amount of interchain 
coupling alters the ground state and gives rise to Néel order (although 
with reduced ordered spin moment). The fi rst problem we address in 
this paper is the experimental confi rmation of the scaling specifi c to a 
1D LL in a real material, which is close to but not at this QCP.
Dimensionality has important consequences for 
antiferromagnetism. For systems with nearest-neighbour exchange 
interactions this is evident from simple topological considerations, 
because the number of magnetic ions with which each spin 
interacts directly is an important factor in stabilizing long-range 
Figure 1 Inelastic neutron scattering data for KCuF3. The data is plotted as a function of E and q parallel to the chains for the temperatures a, T = 6 K, b, T = 50 K, c, T = 150 K 
and d, T = 300 K. The colours indicate the size of the neutron scattering cross-section S(q,E) and the superimposed black dashed lines indicate the region where the multi-spinon 
continuum is predicted at T = 0 K by the Muller Ansatz equation (1). The data was collected using the MAPS time-of-fl ight spectrometer at ISIS, Rutherford Appleton Laboratory, UK.
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FIGURE 34. Inelastic neutron scattering spectra of KCuF3 measured at temperatures of (a) 6 K, (b)
50 K, (c) 150 K, (d) 300 K, from Lake et al. [55]. Reprinted by permission from Macmillan Publishers
Ltd. Scattered intensity is plotted as a function of excitation energy and wave vector along the spin chains.
There is a continuum of two-spinon excitations between the two sets of dashed lines. The lower dashed
line has the form of an antiferromagnetic spin-wave dispersion.
FIGURE 35. Neutron-scattering intensity for spin excitations in the spin- 12 2-leg ladder compound
(C5D12N)2CuBr4 from Savici et al. [56].
Impact of dim nsionality
An intriguing variety of spin-excitation spectra occur in S = 12 systems with low
dimensionality. A classic example is given by KCuF3, in which orbital ordering of
the half-filled Cu 3d orbital leads to almost-decoupled antiferromagnetic chains of Cu
atoms. The fundamental excitation of such a chain is a spinon, a ∆S = 12 excitation
corresponding to a half-twist of the spin chain. Since neutrons can only create excitations
FIGURE 36. Bottom: integrated intensity of the (100) AF Bragg peak vs. temperature in a single
crystal of La2CuO4 with TN ≈ 200 K; top: integration of inelastic scattering from excitations along
Q= (1,0,0.59± l), in coordinates of (2pi/a,2pi/b,2pi/c), from Shirane et al. [59]. This experiment was
performed on one of the first large single crystals of La2CuO4, and the low value of TN is likely due to
unintentional impurities on the Cu sites due to contamination from the crucible in which the crystal was
grown.
with ∆S= 1, the observed spectrum consists of a two-spinon continuum, as illustrated in
Fig. 34. The lower bound of the continuum, where the intensity is strongest, corresponds
to the spectrum one would expect for conventional spin waves, but with a renormalized
spin-wave velocity.
Such quantum spin chains are an example of a quantum critical system, where there
is no static spin order but the spin excitations are gapless. For a real system such as
KCuF3, weak couplings between the chains lead to confinement of the spinons and
antiferromagnetic order at low temperature [57].
If one takes a pair of spin- 12 chains and couples them together to form a so-called
spin ladder, the spectrum is remarkably transformed. Now the spins tend to form singlet
pairs, and the lowest excitation involves the creation of a triplet. With increasing energy,
the triplet can disperse along the length of the ladder. An experimental example of such a
spectrum is shown in Fig. 35. Because of the large spin gap, a substantial finite coupling
between spin ladders in an array is required to obtain an ordered ground state [58].
As already mentioned, Anderson predicted that the S = 12 2D Heisenberg AF might
have a disordered ground state [4]. Experiments eventually demonstrated that the AF
ordering temperature of La2CuO4, TN = 325 K [60], is much lower than what one might
anticipate from J/k ∼ 1500 K. With such a large J, one would expect to find strong 2D
spin correlations surviving to temperatures far above TN.
For a system with only 2D correlations, the scattering is essentially independent of the
momentum transfer perpendicular to the layers. Shirane et al. [59] used an experimental
trick to integrate spin-fluctuation scattered from the CuO2 planes in La2CuO4 as a
function of temperature; their results are shown in Fig. 36, in comparison with the
thermal evolution of the intensity of an AF Bragg peak. The intensity of the 2D spin
malization of rs makes the correlation length much
shorter than the classical value, although it is still very
large near TN .
Figure 10 shows a comparison of the theory with mea-
surements of j for Sr2CuO2Cl2 (Greven et al., 1994;
Greven et al., 1995). The inverse correlation length k
5 j21 is obtained at each temperature from fits of the
measured S(q2D) to a Lorentzian, S(0)/(k2 1 q2D
2 ).
The solid curve in Fig. 10 is Eq. (4.7) with 2prs fixed at
its theoretical value of 1.131J , where J 5 125 meV is
deduced from two-magnon Raman scattering (Tokura
et al., 1990). The Monte Carlo results of Makivic and
Ding (1991), also shown in Fig. 10, are well described by
the simple form j 5 0.276a exp$1.25 J/kT%, which
agrees with experiment if one chooses J 5 125 meV. It
is important to emphasize that the theory gives the cor-
relation length, in reciprocal lattice units, with no adjust-
able parameters. This is an impressive achievement.
As for the case of Sr2CuO2Cl2, first-generation experi-
ments on La2CuO4 by Keimer, Belk, et al. (1992) had
shown good agreement with Eq. (4.8), although there
appeared to be some systematic discrepancy for high
temperature at the limits of the error bars. More impor-
tantly, NMR measurements by Imai et al. (1993) had
suggested that for T . 600 K there was a crossover
from the renormalized classical behavior of Eq. (4.7) to
quantum critical behavior (j ; 1/T).
In order to elucidate this possible crossover, Birge-
neau et al. (1995) extended the measurements of Keimer
et al. (Keimer, Belk, et al., 1992) to both lower and
higher temperatures. To guarantee complete integration
over all important dynamical fluctuations they used pro-
gressively higher incoming neutron energies at higher
temperatures and hence shorter correlation lengths.
Their results are shown in Fig. 11. The spin-wave veloc-
ity \c5850 meV Å, and hence J5135 meV, are known
from inelastic neutron-scattering measurements (Aeppli
et al., 1989; Hayden et al., 1991)—see Fig. 8. The solid
line in Fig. 11 is Eq. (4.7) with J 5 135 meV. Clearly the
agreement between the theory of Chakravarty et al.
(1988, 1989) and of Hasenfratz and Niedermayer (1991)
for the 2D quantum nonlinear sigma model and the Bir-
geneau et al. data in La2CuO4 (Birgeneau et al., 1995) is
excellent, as it is for Sr2CuO2Cl2. There is, in addition,
no evidence for the predicted crossover from renormal-
ized classical to quantum critical behavior for T
. 600 K (Chubukov and Sachdev, 1993; Imai et al.,
1993; Sokol et al., 1994). This excellent agreement with
the low-temperature renormalized classical prediction of
Eq. (4.7) over such a wide range of energy scales and to
such high temperatures must be considered surprising
(Elstner et al., 1995). Further, recent measurements in
the S 5 1 system La2NiO4 (Nakajima et al., 1995), to-
gether with a reanalysis of early measurements in
K2NiF4 shows that Eq. (4.7) describes the S 5 1
2DSLQHA results quite well, but only if rs is reduced
by about 20% from its theoretical value. This discrep-
ancy appears quite surprising given the good agreement
discussed above of the three-loop theory with experi-
ments for the S 5 1/2 materials. This issue has recently
been addressed by Beard et al. (1998)—they have com-
bined an accurate quantum Monte Carlo technique with
finite-size scaling for the S 5 1/2 2DSLQHA. This has
made possible the determination of j down to very low
FIG. 10. Semilog plot of the reduced magnetic correlation
length j/a vs J/T . The open circles are data for Sr2CuO2Cl2
using J 5 125 meV and the measured lattice constant. The
filled circles are the results of the Monte Carlo simulations of
Makivic and Ding (1991). The solid line is the theoretical pre-
diction of the S 5 12 2D nonlinear sigma model from (Hasen-
fratz and Niedermayer, 1991). The dashed line is the simple
exponential form j/a 5 0.276 exp(1.25 J/kT) suggested by
Makivic and Ding (1991). From Greven et al. (1995).
FIG. 11. Inverse magnetic correlation length in La2CuO4. The
solid line is Eq. (4.7) with J 5 135 meV. The Ne´el and struc-
tural transition temperatures are indicated by arrows. From
Birgeneau et al. (1995).
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FIGURE 37. Experimental measureme t of the inverse of the 2D spin-spin correlation length, ξ−1,
in La2CuO4 as a function of temperature. Reprinted fro Birgeneau et al. [61] with permission from
Elsevier. The line through the data corresponds to a fit to a theoretical form similar to Eq. (34) with
J = 135 meV. Ts labels the structural transition from tetragonal to orthorhombic due to ordering of
octahedral tilts.
fluctuations grows slowly with cooling, and then decreases rapidly for T < TN, as low-
energy weight is transferred to the Bragg peaks.
An isolated 2D Heisenberg AF should not order at finite temperature, according to the
Mermin-Wagner theorem [62]. Nevertheless, a small coupling between layers can drive
3D ordering as soon as the 2D spin-spi correlation length ξ in the planes becomes
substantial. As a result, there is no obvious critical scattering at the transition.
The theoretical form for the temperature depend nce of ξ depends on the nature of
the ground state of the 2D system. In the case where order should occur at T = 0, the
prediction is [63, 64]
ξ ≈ AeBJ/kT , (34)
where a ≈ 5.4 Å is the lattice constant, A ≈ 0.5, and B ≈ 1.1. Figure 37 shows a com-
parison of experimental measurements of ξ−1(T ) with a fit to the theoretical prediction
[9, 61]. The agreement is clearly consistent with an extrapolated divergence of ξ (T ) at
T = 0.
There is now both experimental and theoretical agreement that CuO2 planes should
order at T = 0 [49]. Nevertheless, we have noted that quantum fluctuations are large
and have observable effects. Chakravarty et al. [65] evaluated the possibility that an
increase in fluctuations might lead to a quantum critical point (QCP), at which the
ground state would become disordered. The concept of QCPs has become a recurring
theme in analyses of the phase diagrams of high temperature superconductors.
EVOLUTION OF SPIN CORRELATIONS IN CUPRATES WITH
DOPING
Looking back at the phase diagram in Fig. 10, one can see that hole doping causes a
very rapid destruction of AF order. In this section, we will investigate the nature of that
destruction, and we will begin to consider the character of the correlations that survive.
Magnetic dilution
Each hole doped into a CuO2 plane has its own spin. Zhang and Rice [66] proposed
that each hole forms a bound singlet state with a Cu2+ ion, effectively creating a
nonmagnetic site. This bound hole impacts the magnetic correlations in two ways: 1)
it reduces the density of magnetic moments, and 2) the motion of the hole can stir up the
spins. Here we will consider the dilution effect.
One can study the dilution effect directly by preparing samples with a fraction z of
the Cu ions replaced by Zn and/or Mg.7 For a classical 2D AF, it is known that AF
order is destroyed at the percolation limit of z ≈ 0.41 [68]. Given the large quantum
fluctuations for S = 12 , it was suspected that the loss of magnetic order might occur at a
lower threshold.
Figure 38 shows the results reported by Vajk et al. [67]. They find that the destruction
of long-range order due to dilution occurs at the classical percolation limit. At the
same time, there is some reduction of the ordered moment compared to the classical
prediction, though the difference is largely captured by models that take account of the
quantum fluctuations.
It is clear from these results that the impact of hole doping in CuO2 layers is much
greater than the impact of dilution alone.
Local magnetism survives
While long-range AF order is destroyed by a small density of holes (∼ 0.02 in
La2−xSrxCuO4), early studies with local probes, such as nuclear quadrupole resonance
(NQR) and nuclear magnetic resonance (NMR), demonstrated that local magnetic order
can survive, at least at low temperatures. A particularly useful illustration of this is given
by Fig. 39, which presents the results of a µSR study on two different cuprate families.
Even before long-range order is destroyed, finite hole doping leads to a second magnetic
7 The substituted ions are not exactly the same size as the Cu, and the associated strains can limit the
amount of a given ion that can be substituted. Empirically, it if found that one can achieve greater levels
of substitution using a combination of Zn and Mg [67].
and Ising antiferromagnets, long-range order
was found to disappear only above zp (10).
However, in the extreme quantum limit of
S ! 1/2, previous measurements of the Ne´el
temperature TN extrapolated to TN ! 0 well
below zp (4–6), and the possible existence of
a new quantum critical point at zS ! 1/2 " zp
has also been raised based on theoretical (11,
12) and numerical (13) considerations. Re-
cent Monte Carlo simulations of Eq. 1 sug-
gest that the site-diluted S ! 1/2 SLHAF
remains ordered up to the percolation thresh-
old (14, 15), but possibly with new, nonclas-
sical critical exponents (14). Our experimen-
tal data allow us to rule out the existence of a
quantum critical point significantly below zp,
and we find that Mst(z) is reasonably well
described, up to z # 30%, by a recent com-
bined spin-wave theory and T-matrix ap-
proach (16).
In addition to information about the
ground state properties, knowledge of the
temperature and doping dependence of the
2D instantaneous spin-spin correlation
length, $(z,T), provides valuable information
about the dynamics of the spin degrees of
freedom. Neutron scattering studies of the
spin correlations of La2CuO4 (17) and related
materials (18, 19), as well as numerical re-
sults (20), have served as important tests of
theories for Eq. 1 in the absence of quantum
impurities (21, 22). Remarkably, even though
the quenched disorder leads to the loss of
Lorentz invariance, a quantum nonlinear sig-
ma model approach developed for Eq. 1 in
the absence of disorder is found to give an
excellent effective description of $(z,T) up to
at least z ! 35%. Our experimental and nu-
merical results can help guide the develop-
ment of an underlying theory for the random-
ly diluted system.
Several experimental difficulties have
previously prevented quantitative experimen-
tal studies of randomly diluted La2CuO4.
First, the highest reported concentration of
nonmagnetic ions is 25% (4), still well below
zp. Second, single crystal results have been
limited even further, to z # 15% (5, 7).
Third, the excess oxygen typically found in
as-grown samples introduces holes into the
copper-oxygen sheets, which frustrate the an-
tiferromagnetism and quickly destroy mag-
netic order (23). Differing values for TN(z)
indicate that this problem has not been fully
resolved (4–7).
By jointly substituting Zn and Mg on the
Cu site, we were able to grow
La2Cu1%z(Zn,Mg)zO4&' crystals by the trav-
eling-solvent floating-zone method. The Zn
content was approximately 10%, whereas the
Mg content varied. Typical single grain sec-
tions were 40 mm long and 4 mm in diameter.
Both Zn2& and Mg2& are nonmagnetic, ef-
fectively removing a magnetic site without
introducing charge carriers. Zn2& has a larger
ionic radius than Cu2&, and Mg2& has a
smaller ionic radius than Cu2&. Composition-
al analysis was carried out by electron probe
microanalysis on end sections of the crystals.
The samples were carefully reduced at T !
900° to 950°C in Ar flow. Several crystals
used for neutron scattering had a small Cu/
Zn/Mg concentration gradient, typically 1 to
2% dilution, along the full length of the crys-
tal. Mosaic widths were very good, 15’ full
width at half maximum (FWHM) or less.
Small, very homogeneous sections a few cu-
bic millimeters in size were cut from the
larger crystals for magnetometry. Polycrys-
talline samples, with concentrations assumed
to be equal to their nominal values, yielded
similar magnetometry results.
Elastic scattering at the (1,0,0) Bragg peak
(orthorhombic notation), shown in Fig. 2A,
was used to determine TN andMst(z). We find
Fig. 1. Schematic of finite-sized sections of the infinite square lattice with random site dilution
levels well below (31%), just below (40.7%), and above (45%) the percolation threshold zp #
40.725% (9). Sites on the infinite cluster are shown in red, sites on finite disconnected clusters are
in blue, and diluents are in white. The inset is a close-up view for z ! 40.7%, showing the role that
magnetic Cu and nonmagnetic Zn/Mg ions play in the experimental system.
Fig. 2. (A) (1,0,0) magnetic peak intensity from
neutron diffraction (orthorhombic notation). A
temperature-independent background has been
subtracted. Lines represent fits for the magnet-
ic order parameter squared, ( (TN % T)
2) with
) # 0.30, assuming a Gaussian distribution of
TN (typically #4 K) to describe the rounding
due to the small inhomogeneities present in
the large samples used. (B) TN from neutron
diffraction (crystal) and magnetometry (crystal
and powder sample). Above z # 20%, TN(z)
deviates from an extrapolated line, approaching
zero at the percolation threshold zp. Lines cor-
respond to constant correlation lengths $2D/a
! 25 and 100 from Monte Carlo simulations of
the randomly diluted S ! 1/2 NN SLHAF;
dashed regions are extrapolated from higher
temperature. (C) Staggered moment per Cu
atom, normalized by the value for the pure
system. The neutron data are consistent with
previous NQR results (6). The data are well
described by a power law with zS ! 1/2! zp and
exponent )eff ! 0.45(3). Also shown are recent
Monte Carlo (15) and theory (16) for S ! 1/2,
as well as the classical (S 3 *) result (15).
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FIGURE 38. Impact of non-magnetic dilution on antiferromagnetic order in La2Cu1−z(Zn,Mg)zO4
from the work of Vajk et al. [67]. Reprinted with permission from AAAS. (B) TN vs. z measured by
neutron diffraction and magnetometry on cry tals (squares) and by agnetometry on powders (circles).
Solid lines are from Monte Carlo calcul tions. (C) Staggered moment per Cu, normalized to z = 0, from
neutron diffraction (squares) and nuclear quadrupole resonance (NQR, triangles). Lines represent various
models.
transition at low temperature associated with localization of the holes. Beyond that, the
magnetic ordering has a spin-glass character, as indicated by bulk susceptibility studies
[69]. Some local magnetic order can eve coexis with superconductivity.
From these results it is clear that holes frustrate antiferromagnetic order; however,
they do not kill local magnetic correlations. To get a better view of the surviving
correlations, we need to turn to neutron sc ttering studies.
Magnetic excitation spectrum in doped cuprates
Another perspective on the magnetic correlations of the hole-doped planes is given
by measurements of the magnetic excitations obtained by inelastic neutron scattering.
Some examples, measured about the AF wave vector, QAF, are shown in Fig. 40 for
La2−x(Sr,Ba)xCuO4. At the higher energies, one can see that AF-like spin waves survive,
though the effective strength of the superexchange is renormalized downwards. Note that
the effective bandwidth of the excitations corresponds to∼ 2Jeff, and this estimate of Jeff
is consistent with the analysis of the magnitude of the bulk spin susceptibility in Fig. 26.
One change that is apparent in the right-hand panel of Fig. 40 is that, below an energy
VOLUME 80, NUMBER 17 P HY S I CA L REV I EW LE T T ER S 27 APRIL 1998
FIG. 3. Magnetic phase diagrams as a function of the
hole concentration per CuO2 sheet for La22xSrxCuO4 (open
symbols) and Y12xCaxBa2Cu3O6.02 (solid symbols). (a) In
regime I, two transitions are observed. The Néel temperatures
TN (squares), at which the Cu21 spins order into a 3D AF state
and a freezing transition of the spins of the doped holes at
Tf ≠ s815 Kdpsh (circles, including data from Ref. [7]). Tg
indicates a transition into a spin-glass-like state (up triangles,
regime II) with strong magnetic correlations which coexist
with superconductivity in regime III. Diamonds represent
the superconducting transition temperatures. (b) Doping
dependence of the normalized average internal magnetic field
at the muon site. The star at psh ≠ 0.12 represents the data
for La1.58Nd0.3Sr0.12CuO4. (c) The rms deviation DB. Data in
(b) and (c) are for T , 1 K.
understood in terms of a phase separated electronic state,
where the holes segregate into metallic domains leaving
mesoscopic hole poor regions with AF strongly correlated
Cu21 spins. The AF order then is limited mainly by finite
size effects [6,12,13], where the size L of the AF domains
is determined by the hole content, Lspshd , s1ypshd1y2.
The spin-glass temperature is then expected to vary as
Tg , L2spshd , 1ypsh [14], in qualitative agreement with
experiment. Unlike conventional spin glasses, the mag-
netic moments undergoing the glass transition arise from
extended AF correlated domains. Accordingly, this state
has been termed a “cluster spin glass.”
The spin glass regime extends far into the SC state
(regime III). For strongly underdoped SC samples with
0.06 , psh , 0.10, we still observe a freezing of the spin
degrees of freedom. Except for the somewhat smaller or-
dering temperature, the signature of the transition is the
same as for the non-SC samples in regime II. From the
amplitude of the rapidly damped muon spin polarization
[see Figs. 1(b) and 1(c)], we can obtain information about
the volume fraction of the magnetically correlated regions.
We find that all of the muons stopped inside the sample
experience a nonzero local magnetic field, which implies
that the magnetic order persists throughout the entire vol-
ume of the sample. The magnetic ground state may still
be inhomogeneous but the size of the nonmagnetic hole-
rich regions must be smaller than the typical length scale
(about 20 Å) of the mSR experiment. By decoupling ex-
periments in a longitudinal field we have confirmed the
static nature of the magnetic ground state [15]. From trans-
verse field measurements we find that the flux line lattice
which is formed below Tc . Tg extends throughout the
entire volume of the sample [16]. Note, that these re-
sults are markedly different from themSR results that have
been obtained on the “superoxide” La2CuO4.13, where long
range oxygen diffusion leads to macroscopic phase sepa-
ration with an average domain size of about 3000 Å [17].
In this compound, finite-size effects are negligible and the
hole-poor phase (40% of the volume fraction) displays a
temperature dependence and absolute values of the internal
fields identical to those in stoichiometric La2CuO4. Simul-
taneously, a flux line lattice forms only within the hole-rich
regions which accounts for the remaining 60% of the vol-
ume [18]. As described above, our presentmSR results are
fundamentally different and indicate a microscopic coexis-
tence of the AF and SC order parameter. We want to stress
that identical magnetic behavior is observed for both the
single layer system La,Sr-214 and the bilayer compound
Y,Ca-123.
The consistency of our results suggests that the coexis-
tence of SC and AF order is an intrinsic property of the
CuO2 planes and not an artifact of chemical or structural
impurities. Our data show that the strength of the AF
correlation is determined solely by the hole content of the
CuO2 planes and does not depend on the concentration
of dopant atoms. For a given hole content the number
of dopant atoms (Ca21 or Sr21) is twice the number in
Y,Ca-123 compared to La,Sr-214.
In contrast to Tg which evolves rather smoothly, the
internal magnetic field at the muon site exhibits a strong
change for psh ¯ 0.06 2 0.08 as one enters the SC
regime. The change in slope is rather significant and
indicates a distinct change in the ground state properties
of the CuO2 planes. From the mSR experiment alone,
we cannot decide whether it is the competition between
the AF and the SC order parameter or an underlying
change of the electronic properties of the CuO2 planes
which causes the suppression of the internal field. Further
experiments will be required in order to clarify if the SC
order parameter is affected by the static AF correlation.
Notably, the AF correlation is fully restored at psh ¯ 18 .
A depression of Tc at this hole concentration at first
3845
FIGURE 39. Results of a µSR study of ordering in La2−xSrxCuO4 (open symbols) and
Y1−2xCa2xBa2Cu3O6.02 (filled symbols; with hole density per sheet psh = x) from Niedermayer et al.
[70]. (a) Ordering phase diagram, indica ing Néel t mperatur TN, freezing t mperature Tf , spin-glass
temperature Tg, and superconducting transition Tc. (b) Averag magnetic field at the muon site measured
at T < 1 K, normalized to the antiferromagnet. (c) Width of the magnetic field distribution.
scale Ecross, the magnetic dispersion is associated with wave vectors split incommen-
surately about QAF. Studies have shown that both the direction and magnitude of the
incommensurability are doping dependent.
The nature of the incommensurability has been studied in detail for La2−xSrxCuO4
by neutron scattering [73]. The left-hand side of Fig. 41 summarizes the results. For
x. 0.055, the system is insulating at low temperature, and elastic scattering is observed
at incommensurate peaks split about QAF along a diagonal direction, as indicated by
the upper inset in (a); the modu ati n is uniquely along the o thorhombic b xis. As the
doping level is increased to x& 0.055, the system beco es superconducting, the elastic
scattering strongly weakens, and the low-energy spin excitations are oriented parallel to
the Cu-O bond directions, as shown in the lower-right inset of (a). While the orientation
of the peaks rotates with doping, the magn tude δ of the incommensurability remains
very close to x across the transition.
Evidence that this trend is universal is presented on the right-hand side of Fig. 41. The
incommensurability measured vs. hole concentration in Bi2+xSr2−xCuO6+y is quantita-
tively identical to that in La2−xSrxCuO4, and the behavior in YBa2Cu3O6+x is qualita-
tively quite similar.
Magnetic spectrum in La2-x(Sr,Ba)xCuO4
x = 0 x = 0.05 x = 0.125
Coldea et al., PRL (2001) Goka et al., Physica C (2003) JMT et al., Nature (2004)
FIGURE 40. Comparison of effective magnetic dispersions measured by inelastic neutron scattering
for: (left) La2CuO4 from Coldea et al. [53]; (middle) La1.95Sr0.05CuO4 from Goka et al. [71] (reprinted
with permission from Elsevier); (right) La1.875Ba0.125CuO4 [72]. In each case the dispersion is measured
about the AF wave vector.
The hourglass-like nature of the dispersion at higher-energies is also rather universal.
The left-hand side of Fig. 42 compares magnetic dispersions for several cuprate families,
all of which are quite similar when one normalizes the energy scale to the superexchange
J for the appropriate parent compound.
Of course, plotting the effective dispersion can be a bit misleading, as the observed
scattering is quite broad in Q and the intensity varies greatly with energy. The right-
hand side of Fig. 42 presents an approximate version of the experimental S (Q,ω) for
magnetic excitations in La1.875Ba0.125CuO4 [72, 82]. As one can see, there is a lot of
weight near Ecross ∼ 50 meV. Because of the outward dispersion at higher energies, the
peak signal falls off much faster than the integrated intensity. The weight at E < Ecross
is also reduced.
Given that the low-energy incommensurability is doping dependent, one might expect
that Ecross should be doping dependent, as well. This is indeed the case, as shown in
Fig. 43. Ecross grows linearly with doping until one approaches optimal doping.
Magnetic spectral weight
Besides dispersion, one can also consider how the magnetic spectral weight evolves
with doping. It has become common to express this in terms of the imaginary part of
the local spin susceptibility, χ ′′(ω), obtained by averaging χ ′′(Q,ω) over a Brillouin
zone. Examples of χ ′′(ω) for several doping levels of LSCO are shown on the left-hand
side of Fig. 44. The result for La2CuO4 shown there includes only the weight from
the spin waves, and does not include the signal associated with elastic scattering in the
studies for both sides of the boundary.5,10,11,15 A remarkable
enhancement of ! for both the diagonal and parallel elastic
peaks are clearly observed in the superconducting phase near
xc . We remark that this enhancement is not simply caused by
an overlap of two peaks because our analysis fits the width of
each peak separately. We also note that a similar enhance-
ment was already shown in Ref. 9 in which, however, the
peak width ! was evaluated without domain-selective scans
for x"0.05 and using low-energy inelastic signals for x
#0.06. On the other hand, we show here the ! using only
elastic signals taken by domain-selective scans.
Figures 7$a% and 7$b% show & and peak angle ' $defined
in Fig. 3% versus Sr concentration x for both the parallel
$open circles% and diagonal $solid circles% elastic peaks. In
Fig. 7$b%, the size of the circles represents the relative inten-
sities of the peaks, and the vertical bars correspond to the
peak-width FWHM measured along the circle of radius & .
For samples on which we did not perform any circular scans,
the peak width in the angle unit is calculated from that per-
pendicular to the spin modulation vector. The value of & for
both peaks approximately follows the simple linear relation
&!x , except for x!0.024, as discussed in Ref. 11. However,
as seen in Fig. 7$b%, the intensity at the parallel positions
appears beyond xc , in accordance with the onset of the su-
perconductivity. These results suggest that when the parallel
component first appears at xc , it does so with a finite incom-
mensurability. Here we remark that the value of & near the
phase boundary exhibits no discontinuous change, but
does show a slight downward deviation away from the
relation &!x .
IV. DISCUSSION
In this study we experimentally clarified how the change
in the spin modulation vector takes place upon crossing the
phase boundary at x!xc . In the superconducting phase well-
defined peaks appear at parallel positions, although the diag-
onal component seen in the spin-glass phase persists. The
intensity of the parallel component becomes dominant with
the development of superconductivity upon further doping.
The coincidence of the parallel component and the supercon-
ductivity with Sr doping indicates an intimate connection
between the parallel spin modulation and the superconduc-
tivity $or the itinerant holes on the antiferromagnetic Cu-O
square lattices%. Another important result is that the incom-
mensurabilities for both diagonal and parallel peaks monoto-
nously connect at x!xc (see Fig. 7$a%). Hence it is revealed
that over a wide range of Sr concentration x, the value of &
for both the diagonal and parallel components follows the
linear relation &!x , even though the spin modulation vectors
for the two components are entirely different. Note that if
two types of hole stripes coexist corresponding to the two
types of spin modulations, the average hole density for each
stripe phase is nearly the same at x!xc .
We believe that having different spin modulation vectors
present on either side of the phase boundary is a key to
understanding the nature of the doping-induced supercon-
ducting phase transition. As already mentioned in Sec. III,
the coexistence of isotropic diagonal and parallel peaks in
the superconducting phase near xc reproduces the observed
spectra in Fig. 5 quite well. In the x!0.06 sample, both
insulating and superconducting phases may coexist or phase
separate either microscopically or mesoscopically, and our
FIG. 6. Peak width of the magnetic IC signal along the spin
modulation vector as a function of the Sr concentration. Open and
solid circles represent the peak width for the diagonal and parallel
components, respectively. Data for x!0.024 $Ref. 11%, 0.05 $Ref.
10%, 0.12 $Ref. 5%, 0.1 $Ref. 15% and 0.13 $Ref. 15% are plotted also
in the figure.
FIG. 7. Sr-concentration dependence of $a% the incommensura-
bility & and $b% the angle a defined in Fig. 3. Previous results for
x!0.024 $Ref. 11%, 0.04 $Ref. 10%, 0.05 $Ref. 10%, 0.12 $Ref. 5%, 0.1
$Ref. 15%, and 0.13 $Ref. 15% are included. In both figures, the solid
and open symbols represent the results for the diagonal and parallel
components, respectively.
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FIGURE 41. (Left) (a) Plot f incommensurability δ vs. x for La2−xSrxCuO4 (LSCO), from Fu-
jita et al. [73]. Insets indicate orientation of incommensurate peaks for x . 0.055 (upper left) and for
x & 0.055 (lower right). (b) Orientation angle of the incommensurate peaks. (Right) (a) Phase diagram
of Bi2+xSr2−xCuO6+y (Bi2201), showing spin glass (SG) and superconducting (SC) phases. (b) Incom-
mensurability vs. hole concentration for Bi2201 (circles), LSCO (triangles), and YBa2Cu3O6+x (YBCO)
(squares). The orientation of the incommensurate peaks in Bi2201 rotates from the SG to the SC phase
just as in LSCO. From Enoki et al. [74].
antiferromagnetic Bragg peak. For x = 0.05, the peak at low frequency can be viewed
as a quasi-elastic version of the weight in the Bragg peak at x= 0. Doping into the spin-
glass regime frustrates the commensurate order, but the spins are still close to ordering.
The magnitude of χ ′′(ω) at 100 meV is very similar to that in the antiferromagnet, but
it eventually falls away at higher doping. The curve for x= 0.085 [84], again, is close to
the antiferromagnet at lower energies, and then falls away.
The fall of of spectral weight is especially significant for overdoped samples. The
right-hand side of Fig. 44 shows the loss of low-energy spectral weight in highly
verdoped LSCO compared to LBCO with x= 1/8.
Stock and workers [78] were the first to address this trend. Looking over all available
data, they attempted to identify, for each sample, the energy at which the magnetic spec-
tral weight falls to half of that for the antiferromagnet. The results are indicated by the
large symbols in Fig. 45. Note that this plot includes results from 3 different families of
superconductors. The small points re variou electronic spectroscopic measures (from
ARPES, Raman scattering, etc.) of the pseudogap energy from [86]. This plot identi-
fies an intriguing competition between antiferromagnetic and electronic excitations. The
antiferromagnetic correlations are strong below the pseudogap energy, but rapidly lose
S(Q,ω) in LBCO x=1/8 at T=12 K
 data from: Nature 429, 534 (2004)  FIGURE 42. (Left) Comparison of magnetic dispersion along (0.5+ h,0.5,0) in several cup ate fam-
ilies using data from the literature [72, 75, 76, 77, 78, 79], with the energy scale normalized to J for
the appropriate parent compound [50, 80]. From Fujita et al. [81]. (Right) Plot of magnetic S (Q,ω)
reconstructed from fits to neutron scattering measurements on La1.875Ba0.125CuO4 [72, 82], courtesy of
Guangyong Xu.
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FIG. 4. (Color online) Plot of Ecross vs x in LSCO (filled circles),
Zn-doped LSCO (filled triangle), and La2−xBaxCuO4 (open circle),
including results from Refs. 2, 4, 5, 15, 37, and 38. The present result
in La1.975Sr0.025CuO4 is shown by the open square. The dashed line
is a guide for the eye.
FIG. 5. (Color online) Neutron inelastic scans at 3 meV along
(0,K,0) and (H,0,0) in La1.975Sr0.025CuO4 measured at 10, 50, and
150 K. Solid lines are the results of fits of a convolution of the
resolution function with two 2D squared Lorentzians.
H stays the same, so that the peak shape becomes isotropic
at higher temperatures. The absence of width anisotropy at
150 K suggests that the magnetic excitations have become
similar to overdamped commensurate AF spin fluctuations.
The unequal intensities for the two scans is somewhat
surprising, as one would expect equal intensities if the spins
had rotational symmetry; however, we note that anisotropic
spin susceptibility has been observed39 up to room temperature
in LSCO with x = 0.03. At 50 K, there is still some width
anisotropy remaining despite the absence of static magnetic
order. This behavior, also observed15 in La1.96Sr0.04CuO4, is
very similar to that found28,30 in YBa2Cu3O6.45 and consistent
with the observed anisotropic electronic response.40,41
IV. DISCUSSION
Given the diagonal spin-stripe order in lightly doped
LSCO, a relevant class of model systems for comparison
is the doped nickelates (La2−xSrxNiO4 and La2NiO4+δ),
where diagonal spin- and charge-stripe orders are found
and where the spin dynamics have been studied.23,24 Of
course, a significant difference is that the stripe order in the
nickelates is only observed in a substantially higher range of
doping, so that the spin-stripe period is considerably smaller.
In La2−xSrxNiO4, the spin excitations emerging from the
magnetic superlattice peaks disperse two-dimensionally into
cones of spin waves that eventually merge at high energy.23
A recent study24 on La2NiO4.11 finds that, at energies below
∼20 meV, where constant-energy scans through a spin-wave
cone cannot resolve its structure, there is a small dispersion
of the spin excitations toward QAF, which has not been
reproduced by spin-wave models. A similar inward dispersion
of the low-energy magnetic excitations was observed15 in
LSCO with x = 0.04 and there are slight indications of
such a dispersion in the present sample. Of course, a big
difference is that in the cuprates these effects are seen in close
proximity to Ecross, while the effect in La2NiO4.11 occurs at
energies well below the anticipated merging of the spin-wave
cones.24
The spin modulation that orders at low temperatures in our
LSCO crystal is oriented by the anisotropy of the LTO lattice
structure. In terms of the electronic liquid crystal metaphor,41
the ordered state would correspond to a smectic phase, as
in the bond-parallel stripe ordered phase of La2−xBaxCuO4
(LBCO) within the low-temperature tetragonal structure.42–44
At a temperature such as 50 K, where there is no static
order in our LSCO crystal but the wave-vector anisotropy
remains, we have nematic behavior. Within the nematic phase,
we observe that the anisotropy gradually decreases. This
parallels the decreasing incommensurability of low-energy
spin correlations in LBCO with increasing temperature in the
LTO phase,42,43 which is also similar to the observations in
YBCO with x < 0.5.28,30
The onset of incommensurate magnetic order in lightly
doped LSCO13 is correlated with the low-temperature upturn
in the in-plane resistivity.45 It is interesting to compare
magnetic and electronic energy scales as well. We find that
Ecross for LSCO with x = 0.025 is quite similar in energy to
the peak in the low-temperature optical conductivity along
104524-5
FIGURE 43. Plot of Ecross vs. x in LSCO (fil d circles and open square), Zn-doped LSCO (filled
triangle), and La2−xBaxCuO4 (open circle) from Matsuda et al. [83]. The dashed line is a guide for the
eye.
weight above it. In contrast, the electronic excitations are strong bove the pseudogap
energy and weak below it.
2-Magnon Raman scattering
Another measure of magnetic correlations is provided by 2-magnon Raman sc ttering.
Raman scattering is a resonant process, involving virtual absorption of the incident
photon associated with an electron-hole excitation and reemission of a photon from a
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it to be a constant, except at ! ! 35 meV, where the back-
ground has been fit to the functional form a" bK4. The
Q-dependent signal above the background is taken to be
magnetic. (The maximum phonon energy is 85 meV [18],
so the signal at 100 meV must be magnetic.) These profiles
demonstrate a monotonic decrease in the Q-dependent
magnetic signal with doping in the intermediate energy
range, just as previously seen in the low-energy regime
[11].
We are interested in evaluating the Q-integrated dy-
namic structure factor S#!$. To convert from units of the
differential cross section, we make use of
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where "r0=2 is the neutron magnetic scattering length, ki
and kf are the wave numbers of the incident and final
neutrons, respectively, and f#Q$ is the magnetic form
factor. We have fit the cross-section profiles in Fig. 2
with a double Gaussian without convoluting the instrumen-
tal resolution. Since the profiles are already integrated over
the relevant range in H, a simple one-dimensional inte-
gration of the fits along K is sufficient to estimate S#!$.
(The same integration range was used for LBCO 1=8 in
[2].) For LSCO x ! 0:30, there is no obvious structure in
the cuts at 35 and 55 meV, so we took the data to define the
background.
The derived S#!$ at intermediate energies for the three
samples are shown in Fig. 3 by filled symbols. Open
diamonds represent results for LSCO x ! 0:25 evaluated
in a similar fashion (with a flat background) from the Ei !
80 meV data; the better energy resolution with the smaller
Ei is beneficial for evaluating the lower energy regime,
!< 30 meV. The previously reported results [2] for S#!$
in LBCO 1=8 are shown by open circles in Fig. 3 as a ref-
erence. The results evaluated from the new measurements
[12] for LBCO 1=8 obtained under the same conditions as
for LSCO, shown by squares, are in good agreement.
To appreciate the significance of Fig. 3, we first note that
the magnitude of S#!$ for LBCO 1=8 over the studied
energy range is quite comparable to that recently reported
for optimally doped LSCO x ! 0:16 by Vignolle et al.
[19]. [The results in the latter case are reported in terms
of the dynamic susceptibility, ##!$, but that is equivalent
to S#!$ at the low temperatures used in these studies.]
These results are both roughly comparable to the scattering
weight found in antiferromagnetic La2CuO4 [20]. Within
this context, the decrease in magnetic signal by a factor of
2 in LSCO x ! 0:25 is a large effect, and the further
decrease for x ! 0:30 is enormous. We are unable to
identify any magnetic signal for x ! 0:30 at energies less
than 60 meV, which covers the energy scale relevant to
superconductivity. The magnetic response for x ! 0:30 is
strongly depressed across an energy range characteristic of
antiferromagnetic spin fluctuations.
One common theoretical approach is to attribute the
magnetic susceptibility of the CuO2 layers to electronic
excitations across the Fermi surface [21–23]. ARPES
studies have shown that the nested (flat and parallel) por-
tions of the Fermi surface in LSCO (the ones most impor-
tant for the magnetic response [24]) are enhanced for
x > 0:15 (see Fig. 5(f) in [13]). Furthermore, the electronic
dispersion in the tetragonal [110] direction is independent
of doping for energies up to 70 meV [25]. Thus, if electron-
hole excitations associated with nesting play an important
role in the dynamic susceptibility at energies up to 70 meV,
we would expect to detect a significant response in the
vicinity of QAF in our overdoped samples. (Note that the
effect of interactions, typically included through the ran-
dom phase approximation, can redistribute weight inQ and
! but cannot create spectral weight where none would
exist in a noninteracting system.) The absence of such a
response in our x ! 0:30 sample and the relative weakness
of the signal for x ! 0:25 have strongly negative implica-
tions for the significance of nesting effects. Even if we have
missed a weak magnetic signal spread broadly in Q, that
would still be distinct from the strongly Q dependent
response expected from nesting (e.g., see Fig. 17 in [14]).
We look to the theory community for a quantitative analy-
sis of the expected electron-hole contribution in the over-
doped regime.
A plausible explanation of the decrease of the total
magnetic spectral weight is that the volume fraction of
regions supporting magnetic correlations decreases at
high doping. We have in mind that these (probably dy-
namic) regions are characterized by stripe correlations
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FIG. 3 (color online). Q-integrated dynamic structure factor
S#!$ which is derived from the wide-H integrated profiles for
LBCO 1=8 (squares), LSCO x ! 0:25 (diamonds; filled for Ei !
140 meV, open for Ei ! 80 meV), and x ! 0:30 (filled circles)
plotted over S#!$ for LBCO 1=8 (open circles) from [2]. The
solid lines following data of LSCO x ! 0:25 and 0.30 are guides
to the eyes.
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FIGURE 44. (Left) Plot of magnetic spectral weight for La2−xSrxCuO4; symbols are results of x= 0.05,
with line as a guide to the eye; curves for x= 0 and x= 0.085 are from other work as discussed by Fujita
et al. [81]. (Right) Magnetic spectral weight for overdoped samples, with x = 0.25 and 0.30, compared
with LBCO (x = 1/8), with lines as guides to the eye, from Wakimoto et al. [85]. All results are at low
temperature.
FIGURE 45. Energy scale at which magnetic spectral weight falls below half that of the antiferromag-
netic parent, evaluated from neutron scattering results on a number of cuprate superconductors by Stock
et al. [78]. The dots are from [86].
de-excitation process.8 If the sample is left in a different state than it started in, then the
scattering process is inelastic. The scattering cannot couple to a single spin-flip, but it
can couple to one spin-flip in the absorption process and another on the de-excitation
8 For a review, see Devereaux and Hackl [87].
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FIGURE 46. B1g Raman spectra for several cuprate families as a function of doping, from Sugai et al.
[80]. One can see the evolution of the 2-magnon peak; sharp peaks at small energy are from phonons.
process. The Raman cross section is sensitive to the orientations of the polarizations of
the incident and scattering photons with respect to crystal axes. For an antiferromagnet,
most of the 2-magnon response appears in the channel with B1g symmetry, with the peak
intensity occurring at ∼ 3J. The nature of the 2-magnon process could change when
antiferromagnetic CuO2 layers are doped, but the energy of the peak intensity provides
a measure of the effective J describing the magnetic correlations.
Figure 46 shows B1g-symmetry Raman spectra for four cuprate families as a function
of doping, from Sugai et al. [80]. For each of the antiferromagnetic parent compounds,
one can see a strong 2-magnon peak centered at 2500–3000 cm−1≈ 310–380 meV. With
doping the peak shape broadens and the peak energy decreases. By optimal doping,
a peak is just resolvable, and with overdoping the peak is completely overdamped.
This trend is quite consistent with the previously-discussed neutron scattering results
in Fig. 45.
The clear trend is that the magnetic correlations present in the superconducting
cuprates are related to the antiferromagnetism present in the parent materials, which
are correlated insulators. The mobile carriers frustrate commensurate order, and they
lead to damping of the high-energy magnetic excitations. We have metallic materials
that retain symptoms (i.e., antiferromagnetic correlations) of correlated-insulator char-
acter. The struggle to understand this state has been one of the major challenges of the
field.
Superconductivity and spin fluctuations
Christensen et al., PRL (2004)
LSCO  x = 0.16 resonancespin gap
SC
normal
FIGURE 47. Neut on scattering results for LSCO with x = 0.16 (Tc = 38.5 K) in the normal (open
symbols) and superconducting (filled symbols) states, from Christensen et al. [88]. (a) χ ′′(Q,ω) at the
incommensurate peak positions; (b) local susceptibility χ ′′(ω). Lines are guides to the eye.
Spin resonance
Given the substantial interaction between the doped holes and the antiferromagnetic
spin correlations that we have already seen, it should not be surprising that the magnetic
spectrum is modified when a sample is cooled into the superconducting state. At least
for optimally-doped cuprates, with T < Tc one observes a gap in the spin excitations and
a pile up of weight into a spin resonance peak above the spin gap. An example is shown
in Fig. 47 for LSCO with x= 0.16 from Christensen et al. [88].
The spin resonance was first identified in optimally-doped YBCO by Rossat-Mignod
et al. [89], and is also apparent in underdoped YBCO [90]. Figure 48 compares measure-
ments of the spin-resonance energy, Er, with twice the superconducting gap maximum,
2∆max, as a function of doping in YBCO [93].9 The trend is that Er/kTc∼ 5. Er is always
less than 2∆max, but the ratio varies with doping. In contrast, Yu et al. [92] have argued
for a universal ratio, Er/2∆max = 0.64, for a broad range of superconductors, including
heavy-fermion and Fe-based superconductors.
It is also of interest to consider the magnitude of the spin gap and its relationship to
Ecross. Figure 49 shows Tc as a function of spin gap energy for three optimally doped
cuprates. The relationship is roughly linear. In contrast, Ecross is in the range of 40–
50 meV for all three compounds. As a consequence, the appearance of the spin resonance
can vary significantly. For YBCO and BSCCO, Er ≈ Ecross, so that the resonance is
centered commensurately at QAF, whereas Er Ecross for LSCO, so that the resonance
appears only at incommensurate wave vectors.
9 For a plot including results for Bi2Sr2CaCu2O8+δ , see Sidis et al. [91].
peak drops steeply by almost a factor of 2 with a minor
reduction of Tc. This phenomenon was previously reported
in Refs. [20–22] but thought to be a gradual effect with
doping [22]: It is now confirmed directly on the same
samples used for the INS experiments. Systematic errors
associated with experiments on samples of different origins
could thus be avoided.
In Fig. 3(a), we report the hole doping dependence
(i) of 2!max determined by ERS from the present study
and Refs. [20,21] and (ii) the odd and even resonant
energies obtained from INS data. For all samples, the
even resonance appears at higher energy and with less
intensity than the odd resonance. While Eor evolves as a
function of hole doping as !5 kBTc [Fig. 3(a)], Eer does
not scale with Tc: It remains almost constant in the under-
doped regime and begins to decrease upon entering the
overdoped regime. With increasing hole doping, the dis-
tance in energy between the magnetic modes decreases
from 17 meV in UD63 to 1 meV in OD75. Owing to the
differences between the energy line shapes of the odd
and even modes, the most meaningful comparison is based
on their energy-integrated spectral weights: Wo;er "R1
0 d!! Im!o;e#q; !$. The ratio and the sum of the
energy-integrated SWs of both modes are shown in
Fig. 3(b). Obviously, Wer=Wor increases with increasing
doping.
The dramatic change of the SC gap measured by ERS
[Fig. 3(a)] separates two distinct regimes on both sides of
"c: In regime I, encompassing the underdoped samples up
to OD85, one obtains the following hierarchy: 5kBTc !
Eor < Eer < 2!max. In regime II (OD75), all energies col-
lapse to 5kBTc ! Eor ’ Eer ’ 2!max. The coincidence of
the resonant mode energy and the SC energy gap in the
overdoped range was suggested by prior tunneling experi-
ments [23]. As the information about the mode energy
obtained from tunneling is quite indirect, the interpretation
of these data has remained controversial. The total SW of
the resonant modes Wor %Wer declines precipitously
around a similar doping level [Fig. 3(b)]. It is interesting
to note that the doping level "c ’ 0:19 separating these two
regimes coincides with the hole concentration where pre-
vious work had uncovered rapid doping-induced modifica-
tions of the physical properties such as resistivity, specific
heat, Knight shift, and muon spin relaxation rate [11–13].
According to Ref. [24], this point in the phase diagram is a
quantum critical point associated with the doping-induced
disappearance of a putative order parameter characterizing
the pseudogap phase. Therefore, it is tempting to relate the
anomalous hole doping dependencies shown in Fig. 3(a) to
the pseudogap phenomenon.
In Fig. 3(a), one also notices that the resonance energies
are systematically lower than twice the SC gap. This
indicates that the resonant modes are below the continuum
threshold at qAF, !c, which can be estimated as 1:8!max
using the typical Fermi surface topology observed in cup-
rates [25]. As discussed in Refs. [2,7], another estimate of
!c can be made within the spin-exciton model where
FIG. 3 (color online). Doping dependence of: (a) Eor , Eer , !c,
and 2!max (ERS). ERS data were obtained from Ref. [21] (4), in
Ref. [20] (&), in Ref. [22] (!), and in the present study (5).
(b) Ratio and sum of the energy-integrated SW. The hole doping
is estimated from the phenomenological relation Tc#"$ "
Toptc #1' 82:6#"' "opt$2$ [15], "opt is generally estimated to
be 0.16 [15]. Toptc is 93 K for pure YBCO. Ca substitution
reduces Tc recording to Toptc " 90:6' 39:2xCa obtained for
our single crystals.
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FIG. 2 (color online). Electronic Raman spectra in the B1g
channel. The difference between spectra measured at 15 K in
the SC state and at 90 K in the normal state is displayed. In
addition to sharp features due to phonon renormalization, the
difference indicates a broad peak due to the enhancement of the
electronic response in the SC state. The electronic peaks were
fitted with Gaussian profiles. The inset shows the peak energy of
the 5 samples we have studied (see Fig. 3 caption for the
determination of the doping levels).
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FIGURE 48. Plot of Er (labelled Eor here) for YBCO from neutron scattering (open circles), 2∆max from
electronic Raman scattering (open triangles, diamonds, squares), and 5kTc (indicated by arrow) in YBCO
as a function of doping, relative to nopt ≡ 0.16, from Pailhès et al. [93]. See original paper for definitions
of Eer and ωc. Optimally-doped cuprates
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FIGURE 49. Plot of Tc vs. spin gap for three optimally-doped cuprates, from [50]. Left inset indicates
the case of LSCO, where the spin gap energy is much less than Ecross, while the right inset indicates the
situation for YBCO and BSCCO, where the two scales are much closer in energy, and Er ≈ Ecross.
SPIN AND CHARGE STRIPE ORDER IN LAYERED
TRANSITION-METAL OXIDES
We have seen that doping holes into the CuO2 planes frustrates long-range AF order
while allowing dynamic AF spin correlations to survive. In this section, we will consider
how spatial segregation of holes and spins, in terms of periodic stripes, can explain such
behavior.
Note on models vs. reality
Since conventional density-functional calculations failed to capture the strong corre-
lation effects in lightly-doped LSCO, one must turn to model Hamiltonians, such as the
Hubbard, to more directly address the impact of strong, poorly-screened Coulomb in-
teractions. Given the analysis of Zaanen, Sawatzky, and Allen [18], it would appear that
a 3-band Hubbard model (including one Cu 3dx2−y2 and two O 2pσ orbitals) would be
the minimum necessary to describe the charge-transfer character of the optical gap in
La2CuO4 and the O 2p character of the doped holes seen by x-ray spectroscopy. While
such a model has been advocated by some, the challenges of performing calculations be-
yond mean field on anything more than a very small cluster have provided the motivation
to consider further simplifications.
For example, it is common to start with a 1-band Hubbard model, focusing just
on the Cu d state and hoping that the impact of ignoring the oxygen states does not
qualitatively change the physics. For those who believe that the large U limit is the
relevant parameter range, it is common to make a further simplification, moving to the
t-J model, which keeps the kinetic energy term, adds a Heisenberg interaction between
neighboring spins, and takes account of Coulomb repulsion by projecting out any states
with double occupancy.
All of these models are challenging to solve, as a glance at the very large literature will
quickly confirm. Analysis of these models has provided various insights, and progress
with treating any one model can benefit the field of many-body theory. At the same time,
care is needed when comparing calculations on models to experiments on real materials.
A matter of continuing controversy is the character of the minimal model required to
capture the essence of high-temperature superconductivity. The debate began early, with
Zhang and Rice [66] suggesting that a doped hole can be treated as forming a singlet state
with a Cu d hole, and Emery and Reiter [94] countering that a 3-band model allows an
oxygen hole to create a triplet between neighboring Cu d states. This debate continues
today. Möller, Sawatzky, and Berciu [95, 96] have recently performed an interesting
analysis of a one-dimensional model in which they compare one-band and two-band
(in 1D, one gives up one of the oxygen bands) models. To allow exact solutions, they
consider the energy of two carriers in a ferromagnetic background, and find evidence
for pair binding in two-band, but not in one-band, models. They expect that their results
should also have relevance to the case of an AF background. Their results lead them to
"question the ability of simple one-band models to accurately describe the low-energy
physics of cuprate layers" [96]. This is clearly not the final word on this problem, but it
does motivate one to maintain an open and skeptical mind. It is reasonable to see what
insights are provided by one-band models, but one should not dismiss the possibility
that qualitatively different outcomes might be possible in models that contain more of
the degrees of freedom present in real materials.
FIGURE 50. Analysis of motion of one hole in an antiferromagnet described by a single-band Hubbard
model with only nearest-neighbor hopping, from Trugman [97]. (Left) Starting with (a), moving the hole
along a row of spins to the configuration (b) causes spins to be flipped, thus resulting in energetically-
costly ferromagnetic bonds, indicates by squiggles. (Right) (a) Starting at configuration 1, moving the
hole around the square 1.5 times gets one to 7, which is degenerate with 1. (b) Plot of relative energy of
each configuration in units of J.
Impact of hole motion and stripe concept
The impact of hole motion in an antiferromagnetic background was analyzed early
on by Trugman [97] for a 1-band Hubbard model (with only nearest-neigbor hopping).
As shown on the left-hand side of Fig. 50, hole motion along a row of sites creates
ferromagnetic spin correlations, which cost exchange energy J. In contrast, the right-
hand side shows that a hole can effectively move in a diagonal direction by rotating
around a square 1.5 times. The first time around, the displacement of spins creates
ferromagnetic correlations with respect to the AF background, but these are repaired
the second time around.
The first suggestion that a hole-doped cuprate layer might develop an inhomogeneous
state was provided by Zaanen and Gunnarsson [98], who performed a Hartree-Fock cal-
culation on a 3-band Hubbard model.10 Their stripe solution is shown on the left-hand
side of Fig. 51. A key feature is that the phase of the AF background shifts by pi on
crossing the charge stripe. Hence, charge stripes destroy long-range AF order, but pe-
riodic stripes can lead to incommensurate spin order. A problem with this particular
solution is that the charge stripe has an effective hole density of one per Cu site along
the stripe. This corresponds to an insulating state, and it also gives a spin incommen-
surability that is a factor of two smaller than the incommensurability observed in early
inelastic neutron scattering measurements of LSCO [100].
Later studies have found stripe states that have a hole density of one-half per Cu site
along the charge stripe, consistent with neutron and transport experiments. For example,
the right-hand side of Fig. 51 shows the correlations found by White and Scalapino
10 The stripe state was discovered independently by Machida [99]. It was also confirmed by many other
groups.
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Using the density matrix renormalization group, we study the 2D t-J model at a hole doping of x ≠ 1
8on clusters as large as 19 3 8. We find a striped phase consistent with recent neutron scattering experi-
ments. We find that bond-centered and site-centered stripes have nearly the same energy, suggesting
that in the absence of pinning effects the domain walls can fluctuate. [S0031-9007(97)05257-5]
PACS numbers: 71.10.Fd, 74.20.Mn, 71.10.Pm
In the low temperature tetragonal (LTT) phase of
La1.62xNd0.4SrxCuO4, the tilt pattern of the CuO6 octahe-
dra form lines of displaced oxygens parallel to the Cu-O
bond directions. These lines are rotated by 90± between
adjacent layers. At a filling of x ≠ 18 , superconductivity
is suppressed, and neutron scattering studies [1,2] reveal
a striped domain wall ordering of holes and spins which
is believed to be commensurately locked by the tilt dis-
tortion of the lattice. One model for this striped order
[1,2] is illustrated in Fig. 1(a). Here the charge domain
walls are shown running vertically and centered along the
Cu-O-Cu legs, although the phase information required to
determine whether the domains should be leg centered or
bond centered (centered between two legs) is not known.
As shown, the domains are separated by four Cu-O-Cu
spacings and, for x ≠ 18 , contain one hole per two 4 3 1
domain wall unit cells. This latter feature is at odds with
one-electron Hartree-Fock calculations [3] which predict
a domain wall filling of one hole per domain wall unit
cell. The spins in the regions between the walls are an-
tiferromagnetically correlated with a p phase shift across
a domain wall. When x fi 18 , superconductivity is found
to coexist with a weakened domain wall ordering, sug-
gesting a close connection between the two.
Here we present the results of numerical density matrix
renormalization group (DMRG) [4] calculations for a t-J
model with a hole doping x ≠ 18 . We find evidence
for domain walls with p phase-shifted antiferromagnetic
regions separating the walls, and with a filling of one
hole per two 4 3 1 domain wall unit cells. Kivelson and
Emery [5] have suggested that domain walls arise when
phase separation of the holes into uniform hole-rich and
hole-poor regions is frustrated by long-range Coulomb
forces. The question of whether, in fact, the t-J model
exhibits phase separation for the relevant physical values
of Jyt and doping x remains controversial [6,7]. Our
present results show that long-range Coulomb forces are
not necessary for the formation of domain walls.
Depending on the size and boundary conditions (BCs)
of the cluster we study, the domain walls may be site
centered, as shown in Fig. 1(a), bond centered, or in
between. In contrast to Fig. 1(a), however, the site-
centered domain walls have substantial hole densities over
three rows of sites, rather than one. Previous attempts to
understand the charge degrees of freedom of the striped
phase have focused on single chain models [5,8]. We
consider another approach, in which coupled ladders are
used to model the 2D system. In particular, in order to
understand bond-centered stripes, we consider an array of
two-leg ladders which are coupled antiferromagnetically
via a mean field. We find that the p phase-shifted
magnetic order of the bond-centered striped phase can be
understood within this mean field picture.
The t-J Hamiltonian in the subspace of no doubly
occupied sites is given by
H ≠ 2t
X
kijls
scyiscjk 1 H.c.d 1 J
X
kijl
µ
Si ? Sj 2
ninj
4
∂
.
(1)
Here kijl are near-neighbor sites, s is a spin index, $Si ≠
cyi,sss,s0ci,s0 , and ni ≠ cyi"ci" 1 cyi#ci#, with cyis scisd being
an operator which creates (destroys) an electron at site
i with spin s. The near-neighbor hopping interaction is t
and the near-neighbor exchange interaction is J. We refer
to the Cu-Cu lattice spacing as a and measure energies in
units of t. We consider only Jyt ≠ 0.35 here.
FIG. 1. (a) Spin and hole structure suggested in Ref. [1] to
account for neutron scattering experiments. (b) Hole density
and spin moments for the central 8 3 8 region of a 16 3 8
t-J system. The diameter of the gray holes is proportional
to the hole density 1 2 knil, and the length of the arrows
is proportional to kSzi l, according to the scales shown. The
domain wall order shown in (b) depends on the boundary
conditions as discussed in the text.
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FIGURE 51. (Left) Hartree-Fock calculation of a stripe in a 3-band Hubbard model by Zaanen and
Gunnarsson [98]. (Right) Density matrix renormalization group (DMRG) calculations of stripes in a t–J
model at p= 1/8, with (a) site-centered stripe, (b) bond-centered stripe, from White and Scalapino [101].
FIGURE 52. (a) Orientation of magnetic superlattice peaks for diagonal (open circles) and bond-
parallel (filled circles) stripes. (b) Cartoon of stripe order found in nickelates; hole density is one per
Ni along a charge stripe. (c) Cartoon of stripe order detected in cuprates; hole density is approximately
one for every two Cu sites along a charge stripe. The double lines in (b) and (c) indicate the magnetic unit
cell, which is twice the size of the cell describing charge order. From [104].
[101, 102] using the density matrix renormalization group technique on a t-J model at
an average hole density of 1/8. There have also been extensive calculations of stripes
using the Gutzwiller approximation by Seibold et al. [103]; these are just a few of many
calculations that have been done.
Spin and charge inhomogeneity have also been proposed from another direction.
FIGURE 53. (Left) In-plane optical conductivity for La2−xSrxNiO4 with x= 0 and 0.30, compared with
La2CuO4. (Right) Room-temperature spectra as a function of doping; inset shows effective carrier density
obtained by integrating the optical conductivity up to 2 eV for LSNO (filled circles) and up to 1 eV for
LSCO (open squares). Both figures are from Ido et al. [109].
Based on early calculations for a t-J model indicating that doped holes would tend
to phase separate [105], Emery and Kivelson [106] argued that inclusion of extended
Coulomb interactions should frustrate the phase separation, resulting in spatially-
modulated structures such as striped and checkerboard states [107]. The density of the
holes in the stripes would not be fixed, but should correspond to whatever value mini-
mizes the free energy associated with the competing short- and long-range interactions.
Experimentally, charge and spin stripe order were first identified in an oxide with cop-
per replaced by nickel, La2NiO4.125 [108]. The stripes in that case run diagonally, as in-
dicated in Fig. 52(b). The discovery of stripe order in a cuprate, La1.48Nd0.4Sr0.12CuO4,
followed soon after [104]; there the stripes run parallel to the Cu-O bonds, as shown
schematically in Fig. 52(c).
We will eventually discuss the evidence for stripes in cuprates; however, stripe order
is rather rare in cuprates, and the relationship with superconductivity is fairly subtle. To
establish some of the phenomenology of stripes, and the fact that they are rather common
in layered transition-metal oxides, we will start off with the case of nickelates, and then
briefly mention a few other examples.
Nickelates
As with cuprates, one can dope La2NiO4 either by substituting Sr for La or by adding
excess oxygen. It is useful to consider both types of samples. Strontium substitution
provides a continuous range of doping but at the cost of a disordered dopant potential. In
contrast, the ordering of oxygen interstitials at particular concentrations leads to stripe-
FIGURE 54. Phase diagram for La2NiO4+δ from [11]. Open circles (diamonds) indicate phase bound-
aries determined by neutron single-crystal (x-ray powder) diffraction. Solid circles denote Néel tempera-
tures of primary phase, solid squares indicate Néel temperatures of secondary phases, and open squares
indicate these transitions translated to the appropriate values of δ . Charge and spin stripe order occur in
the phase with highest doping, where the oxygen interstitials have a complex 3D order [111].
ordered states with long-range order, from which one can gain considerable information.
We will jump back and forth between both types of systems.
From the comparison of optical conductivity on the left-hand side of Fig. 53, one can
see that the charge-transfer gap in La2NiO4 is ∼ 4 eV, about twice that of La2CuO4.
Introducing holes through Sr substitution creates states within the gap, as indicated by
the dashed line [109]. If this substantial doping had created a metallic state, then one
would expect to see the optical conductivity peak at zero energy; the fact that the peak is
at ∼ 0.6 eV indicates that the doped charges are rather localized. As shown on the right-
hand side of Fig. 53, the mid-gap peak induced by doping simply grows in magnitude
in proportion to doping, suggesting that the nature of the charge localization does not
change greatly over a very large doping range.
Turning to oxygen-doped samples, Figure 54 shows the phase diagram worked out
experimentally for La2NiO4+δ [11]. The intermediate phases involve stage-ordering of
oxygen, as indicated in Fig. 5. Within this region, commensurate AF order is observed,
but with a depressed TN. Doping beyond stage-2 leads to a phase with 3D interstitial
order as well as 3D ordering of charge and spin stripes. Analysis of the structure
indicates that it corresponds to an ideal oxygen excess of δ = 2/15 [110].
The 3D order in La2NiO4.133 makes it possible to measure a large array of superlattice
peaks having differing characters, as indicated in Fig. 55(a). The magnetic peaks are
split about the AF wave vectors of the type (1,0,0) by gε = (ε,0,0), while the charge
order peaks are split about positions of the type (2n,0,2m+ 1) (n, m = integers) by
g2ε = (2ε,0,0).
Superlattice peaks due to stripe order in La2NiO4.133
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FIGURE 55. (a) Diagram showing the positions of various diffraction peaks in the (h0l) zone, using
a = 5.46 Å. Solid circles, fundamental Bragg peaks; solid triangles, magnetic superlattice peaks; solid
squares, nuclear superlattice peaks corresponding to charge order; open squares, allowed but unobserved
charge-order peak positions. Oxygen-ordering superlattice peaks are excluded. (b) Cartoon of the stripe
order; dashed line denotes a unit cell, and double lines mark antiphase domain walls for the spins. From
[110].
The temperature dependence of the diffraction associated with representative charge
and magnetic peaks is presented on the left-hand side of Fig. 56; the wave vectors are
plotted at the bottom, with the corresponding intensities (normalized at low temperature)
shown at the top. Above 110 K, there is only charge order, characterized by ε =
0.33. Intriguingly, there is no obvious critical behavior that might be associated with
a well-defined onset of charge order; instead, the intensity falls off exponentially with
temperature, much like the behavior of a Debye-Waller factor. On cooling below 110 K,
there is a discontinuous jump in ε to a smaller value when the magnetic order appears.
Together with the onset of the spin stripe order, there is a large jump in the charge order
intensity. The incommensurability continues to vary with cooling, until it appears to
saturate.
Better resolution of ε and its temperature dependence can be obtained by measuring a
third-harmonic magnetic peak. Results for ε and associated peak intensities and widths
are presented on the right-hand side of Fig. 56. As one can see in the middle panel, ε
appears to follow a devil’s staircase, locking in at certain rational fractions, such as 517 ,
2
7 , and 518 . To describe these various periodicities, one can consider a mixture of both
Ni-centered and O-centered stripes. By analyzing the intensities of higher harmonics, it
has been possible to sort out the most likely configurations. The conclusion is that there
is a shift in character of the stripes with temperature.
To give a simple description of the stripe order, it is convenient to consider just a few
ordering wave vectors. We start with one that is not quite reached in the present case,
ε = 14 . We denote the order along the in-plane direction, perpendicular to the stripes, with
↑ (↓) indicating a Ni spin, · indicating an O site, and ◦ indicating a hole (i.e., the center
of a charge stripe). For ε = 14 , which would be characteristic of the low-temperature case
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FIGURE 56. (Left) Temperature dependence of (top) intensities and (bottom) wave vectors associated
with charge (filled circles) and spin (open squares) order in La2NiO4.133. (Right) Temperature depen-
dences of third harmonic magnetic peaks at (1− 3ε,0,1). At most temperatures two components with
different ε coexist. In all panels, the dominant component is represented by the filled circles and the
secondary by open triangles. The top panel shows the integrated intensity normalized to the total intensity
from both components at 10 K. The middle panel and inset show ε and the bottom panel the peak width,
divided by 3 (in units of 2pi/a). From Wochner et al. [110].
with Ni-centered stripes, the configuration looks like
◦ · ↑ · ↓ · ↑︸ ︷︷ ︸
↑
· ◦ ·↓ · ↑ · ↓︸ ︷︷ ︸
↓
·◦ (35)
where we indicate below the configuration that the net moments of neighboring spin
stripes are antiferromagnetically correlated. For ε = 27 , we get equal numbers of Ni-
centered and O-centered stripes:
◦· ↑ · ↓ ·↑ ◦ ↑︸︷︷︸
⇑
· ↓ · ↑ · ◦ · ↓ · ↑ ·↓ ◦ ↓︸︷︷︸
⇓
· ↑ · ↓ ·◦ (36)
At high temperature, ε = 13 has only O-centered stripes:
↓ ·↑ ◦ ↑︸︷︷︸
⇑
· ↓ ·↑ ◦ ↑︸︷︷︸
⇑
· ↓ (37)
FIGURE 57. Bulk magnetization measured (on warming, after zero-field cooling) with an applied field
of 1 T aligned parallel to the NiO2 planes (circles), and density of bond-centered stripes (squares), which
is equal to 4ε−1. From [112].
Experimentally, we see ε = 13 with only charge order; however, if the spins ordered, one
might expect to see a ferrimagnetic response, as the net moments across charge stripes
do not cancel out. Indeed, it has been shown that application of a magnetic field can
induce spin stripe order for T & 110 K [112]. The ferrimagnetic correlations are also
evident in the temperature dependence of the magnetization, as shown in Fig. 57.
To consider the doping dependence of stripe order, we return to La2−xSrxNiO4.
Figure 58(a) shows the phase diagram obtained from neutron scattering studies [113],
including results for Nd2−xSrxNiO4.11 It is consistently observed that the charge stripe
order appears at a higher temperature than the spin stripe order, with the maximum
ordering temperatures occurring at x= 1/3 [114]. For x≈ 0.5, a checkerboard pattern of
charge order develops at quite high temperature; some competing stripe order appears at
lower temperatures.
The incommensurability obtained at low temperature as a function of doping is shown
in Fig. 58(b). For much of the range, it stays close to ε = x, which would correspond to
keeping the charge density in the stripes fixed and simply varying the stripe density with
doping. As a function of temperature, it is generally found that ε heads toward 1/3 as
the disordered state is approached [115].
A real-space image of stripes in La1.725Sr0.275NiO4 obtained by transmission electron
microscopy [116] is shown in Fig. 59(a). Here we see the stripes edge on, in planes
that run horizontally. The image shows scattering strength along columns of atoms in a
very thin sample. The period of the contrast modulation is consistent with the charge-
order period from neutron scattering measurements [117]. Unfortunately, it is not known
11 At higher Sr levels, successful crystal growth requires replacement of La by smaller trivalent ions, such
as Nd.
anomaly in the resistivity shown in Fig. 1. In addition, the
stripe spin order sets in at much lower temperature TN
!80 K "see the inset of Fig. 3#b$%. These T-dependent be-
haviors of the stripe charge and spin order manifest the mar-
velous stability of the stripe order at the commensurate hole
concentration nh!1/2 in the Sr-doped nickelate.
The robustness of the stripe order observed in the x
!1/2 sample motivated us to investigate the higher doping
region for x"1/2. From our preliminary neutron-diffraction
measurements on the Nd2#xSrxNiO4 system, we found that
the well-defined stripe-type order persisted even in the
samples with the Sr concentration as high as x!0.7. We also
observed a weak signal of the checkerboard charge ordering
in the x!0.6 sample. The observation of the stripe ordering
for x$1/2 is itself very unusual, and the nature of this stripe
ordering deserves further experimental and theoretical stud-
ies.
In Fig. 4, we summarize the ordering temperatures TCOIC ,
TCOC , and TN , and the incommensurability & of the stripe
ordering in La2#xSrxNiO4%' as well as Nd2#xSrxNiO4 as a
function of the hole concentration nh . All of these values for
the Nd samples are in excellent accord with those for the La
samples. As reported previously,3 & shows a systematic de-
viation from the linear relation of &!nh around nh!1/3.
Interestingly, we found that & saturates for x(1/2 with the
value &!0.44 as shown in the lower panel of Fig. 4. This
result shows that the stripe state is robust against the hole
doping even for nh$1/2, and may indicate that the electronic
state for x"1/2 is similar to that of x!1/2. The details of the
charge and spin ordering at x"1/2 will be reported
elsewhere.11
Next, we discuss the ordering process of the charge and
spin ordering in x!1/2. The incommensurate charge order-
ing in x!1/2 can be understood in terms of a discommensu-
ration picture of the stripe ordering introduced in our previ-
ous study.3 An example of the stripe order near nh!1/2 is
illustrated in Fig. 5, based on the discommensuration picture.
The checkerboard charge order consists of a matrix of the
↑&!&↓ pattern where arrows represent the spin direction
on Ni2% sites, while & and ! symbols denote the oxygen
sites and a hole on the Ni sites, respectively. The width of the
unit cell of this ordering pattern becomes a as illustrated in
Fig. 5#a$. In the next step, a discommensuration will be in-
troduced to such a pattern. For this purpose, an object of size
FIG. 3. Temperature dependencies of the peak intensities of the
commensurate charge order peak (5,0,0) #a$ and stripe charge order
peak (4.13,3,0) #b$. The background intensities measured at
(4.7,0,0) are also depicted. The inset in #b$ is the temperature de-
pendence of the peak intensity of the stripe spin order peak at
(0.44,1,0).
FIG. 4. #Color$ Phase diagram of R2#xSrxNiO4: #a$ Hole con-
centration dependence of the transition temperatures, TCOIC , TCOC ,
and TN . For details, see text. #b$ Hole concentration dependence of
the incommensurability & . Circles denote the data for
La2#xSrxNiO4, while diamonds are for Nd2#xSrxNiO4. Open sym-
bols are taken from Ref. 2.
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FIGURE 58. Phase diagram of R2−xSrxNiO4: (a) Hole concentration dependence of the transition tem-
peratures, for incommensurate and co mensurate charge order T ICco , T
C
co, and for spin stripe order TN . (b)
Hole concentration dependence of the incommensurability ε . Circles denote the data for La2−xSrxNiO4,
while diamonds are for Nd2−xSrxNiO4. From Kajimoto et al. [113].
whether the brighter or darker contrast corresponds to the hole location. (This can only
b determined by a simulat n, whic is challenging i the present case.)
Another feature apparent in the image is the shift in stripe registry on moving along the
c axis from one layer to the next. This staggered arrangement had already been inferred
in the eutron scattering studie from an lysis of the dependence of the structure factor
n momentum perpendicular to the pla es. It is consi tent with minimizing the Coulomb
energy of the stripes, together with preferential registry with the NiO2 lattice.
Both spin and charge order in La1.8Sr0.2NiO4 have also been detected by the technique
of resonant soft-x-ray scattering [118]. Here, one tunes the x-ray energy to that of the
Ni L3 edge (850 eV) in order to get a very strong enhancement of the superlattice peaks.
The results are also sensitive to the polarization of the incident photons.
One might ask whether it is possible to distinguish experimentally between a model in
which stripes locally run in only one direction, and one in which there is a superposition
of stripes in orthogonal directions. To make this distinction, one needs a sample in which
the two diagonal directions in the NiO2 planes are inequivalent. This can be achieved by
studying Nd2−xSrxNiO4, which has the same low-temperature orthorhombic structure
as La2CuO4, with inequivalent lattice parameters along the diagonals. A careful x-ray
diffraction study by Hücker et al. [119] on crystals with x= 0.33 demonstrated that the
charge stripes run uniquely along the shorter a axis.
an exposure results in low spatial resolution. Figure 3!b"
shows a dark-field image taken with the superlattice reflec-
tion circled in Fig. 3!a". Despite the weak contrast, this im-
age reveals the presence of complex domain structure. In
order to better depict the structural properties of the charge-
ordered state, we have smoothed the image and created a
two-level contour map, shown in Fig. 3!c", illustrating the
domain configuration within the examined area. This contour
map indicates more clearly the domain features present in
Fig. 3!b". As one can see, domains tend to be elongated
along the a axis. Close examination of these charge-order
domains suggests that the longitudinal dimension varies from
10 to 80 nm. The transverse dimension along the c axis is
much smaller, ranging from 2 to 5 nm. The dimensions and
orientation of the domains are consistent with the shape of
the superlattice reflections.
To study the local ordering of the charge stripes with re-
spect to the lattice, we turn to high-resolution TEM images.
The images shown in Figs. 4–6 involve projections along
the #010$ axis that were obtained from thin regions of the
sample utilizing the Scherzer defocus condition. Under these
circumstances, the projected rows of heavier atoms, such as
La and Ni, appear as dark spots; their positions are indicated
in Fig. 4!a". Following this identification, it is clear that the
bright spots within each NiO2 plane are associated with the
O rows. The modulation of the contrast at the O sites should
result from a combination of charge and structural modula-
tions. To properly correlate the brighter and darker O spots
with hole-rich and -poor regions requires a detailed image
simulation. Such a simulation is challenging because of the
need to model both atomic displacements and charge modu-
lation. In the absence of a suitable simulation, we simply
note below that associating the brighter O spots with hole-
rich columns yields a satisfying consistency with simple
models.
Figure 4!a" shows an image in which the charge stripes,
viewed edge on, appear to be dominantly centered on Ni
rows, as indicated by bright pairs of spots. The intensity
profile along a line through the bottom NiO2 layer is pre-
sented in Fig. 4!b". The Ni rows correspond to local minima
in the contrast, and the O rows to local maxima. A corre-
sponding schematic model for the charge and spin stripes
!involving only the Ni sites" is shown in Fig. 4!c".
There are also regions of the sample that appear to exhibit
alternating O-centered and Ni-centered stripes; one of these
is shown in Fig. 5!b". We associate O-centered stripes with
the occurrence of three bright spots in a row, with the central
one being the brightest. Figure 5!a" shows a model for
equally spaced, alternating site- and bond-centered stripes
within an NiO2 plane. Such a configuration corresponds to
2%!2/3.5, or %!0.286, very close to the average value de-
FIG. 4. !a" High-resolution TEM image of the a-c plane (c
vertical" illustrating the modulation at low temperature. The bright
segments arising from charge modulation within the NiO2 layers
can be recognized. !b" An intensity profile showing contrast varia-
tion within the bottom NiO2 layer of !a". This curve clearly indi-
cates that the brighter segments in this region are Ni centered. !c"
Schematic model of spin and charge ordering corresponding to the
curve in !b".
FIG. 5. !a" Schematic model of alternating Ni- and O-centered
stripes within an NiO2 plane. This configuration corresponds to %
!0.286. !Note that the hole density is not properly represented in
the O-centered stripes." !b" High-resolution TEM image of the a-c
plane (c vertical" demonstrating the appearance of alternating
O-centered and Ni-centered charge stripes along the modulation
direction. The centers of the charge stripes in the top row are la-
beled. Note that only the first two on the left are aligned with the
charge stripes indicated in !a".
FIG. 6. High-resolution TEM image showing a larger area in the
a-c plane. The relative ordering of the charge stripes along the
c-axis direction can be seen. The white box outlines an approximate
unit cell.
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FIGURE 59. (a) High-resolution TEM image of the a-c plane (c vertical) illustrating the modulation
at low temperature. The bright segments arising from charge modulation within the NiO2 layers can be
recognized. (b) An intensity profile showing contrast variation within the bottom NiO2 layer of (a). This
curve clearly indicates that the brighter segments in this region are Ni centered. (c) Schematic model of
spin and charge ordering corresponding to the curve in (b). From Li et al. [116].
merge at the antiferromagnetic wav vec or, QAF= ! 12 , 12 ,0",
in the 75–80-meV window !e", while the dispersions each
the corner of the antiferromagne ic B llouin zone in the
85–90-meV int rval !f". !We will delay th discussion of the
x=0.275 results to later."
We can determine the values for the parameters of the
spin-wave model that est d scribe the data by performing a
least-squares fit. It would be deal if we could perform fits to
2D constant-energy slic s; however, it would be challenging
to handle the “background” due to the phonons, as well as a
challenge to present the re ults. Inst ad, e have chosen a
number of constant-energy cuts along the directions indi-
cated in Fig. 3. The selected data sets are plotted in Figs.
6–9. For incident energies below 50 meV, we made use of
the data obtained with Ei=60 meV, which have better reso-
lution. For higher energies, we used the Ei=160-meV data.
For the Ni2+ magnetic form factor we have used the #j0$ form
factor from Ref. 42. !We note that previous studies of mag-
netic Bragg intensities in pure La2NiO4, Ref. 43, and
La2NiO4.13, Ref. 41, have found that the experimentally de-
termined magnetic form factor shows considerably less
variation with Q at small Q than does #j0$; this is presumably
due to effects of hybridization with oxygen ligands.43 Here,
for simplicity, we have ignored this difference. The main
impact of this choice is likely to be in the fitted amplitude for
the spin waves."
To get a good fit to the data at lower energies, we found
that it was essential to take account of the gap of %20 meV.
Now, in our spin-wave model there is only one gap, that for
out-of-plane spin fluctuations, and we know26 that the mag-
nitude of the gap is about %7 meV ; the in-plane fluctuations
have a negligible gap. As we have only two spin-wave
branches in our model, we have no degrees of freedom left to
describe the 20-meV gap; nevertheless, we have found that
by applying the formulas in an ad hoc manner we can obtain
a reasonable fit to the data for energies greater than 7 meV.
As we are interested here in characterizing the dispersions
over larger energy scales, we chose to ignore data at the
lowest energies !below 7 meV" where the proper gap for
out-of-plane fluctuations is relevant. We then adjusted the
anisotropy parameter Kc to model the larger gap. The energy
of the gap at a magnetic Bragg wave vector is &8Kc!J+J1
+ 12J2"'
1/2
. In early stages of the fitting process we adjusted
Kc to yield a gap of about 23 meV, and then fixed the value
of Kc.
The “background” signal is largely due to scattering by
phonons, as is apparent in Fig. 4. We attempted to pick en-
ergy windows where the phonon contribution was relatively
constant with Q, and then constrained the fitted background
to be linear in Q. !For cuts B and C, where the cross section
is expected to be symmetric about Qk=0, the slope was fixed
at zero." A parameter that can become correlated with the
background is the energy width !. To minimize this effect,
we performed fits with ! fixed to several small values. We
found that we could obtain quite reasonable fits with ! fixed
at 3 meV, and that the fits were not very sensitive to changes
on the order of ±1 meV. In principle, ! may vary with Q
within the Brillouin zone corresponding to the magnetic
stripe order; however, correlations with other parameters
would make it difficult to obtain meaningful information
about such Q dependence from the present data.
In the spin-wave model described in the last section, we
have included two different couplings across a stripe, J1 and
FIG. 4. !Color online" Data slices in E vs Q
planes, with Q along Cut A of Fig. 3 in !a" and
!c", and along Cut B in !b" and !d", illustrating the
superposition of spin-wave and phonon disper-
sions. The intensity is multiplied by the energy to
compensate for the energy dependence of the
spin-wave and phonon cross sections. The inci-
dent energy was 60 meV for !a" and !b"; 160
meV for !c" and !d". !e" and !f" are simulations of
the magnetic scattering corresponding to !c" and
!d", respectively, calculated using the spin-wave
model discussed in the text and the parameter
v lues of fit 1 in Table II.
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FIGURE 60. (a,c) Slices through inelastic neutron scattering measurements for Q along the spin stripe
modulation direction of La1.67Sr0.33NiO4. The steep dispersion of the spin waves is superimposed on
phonons, which have a flatter dispersion. The fitted spin-wave dispersion is plotted as lines in (c) and is
simulated in (e). From Woo et al. [120].
Besides static order, it is also possible to measure the spin dynamics. Figure 60 shows
measurements of the spin waves (and a simulation of the fit) for La1.67Sr0.33NiO4 [120].
It is possible to get a satisfactory description of the dispersion starting with a Heisenberg
model, with different exchange parameters within and between the AF stripe domains.
The magnitude of J within an AF domain is equal to 90% of that in the undoped AF.
This is a remarkably small change considering the very large doping, and it is consistent
with a strong localization of the holes to the charge stripes.
It is important to keep in mind that each Ni2+ has S= 1. It follows that, even with one
doped hole per Ni site along a charge stripe, there should still be at least a S = 12 per Ni
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FIG. 1. (a) Temperature dependence of spin-order (SO) and
charge-order (CO) superlattice intensities. Arrows indicate ap-
proximate transition temperatures. Inset: scan of intensity vs Q
through superlattice peaks at !2e, 0, 5" and !1 2 e, 0, 5" show-
ing that e # 0.29 at 80 K. (b) Intensity at !1,2e, 0" for an
energy gain of 2 meV as a function of temperature. Points
sampled at !1,21, 0" indicate the background. The lines through
points are guides to the eye. (c) !H0L" zone of reciprocal
space, showing positions of magnetic (circles) and charge-order
(squares) peaks. Arrow indicates direction of scan in inset of (a).
(d) !HK0" zone, showing magnetic peaks. Arrow indicates scan
direction corresponding to Figs. 2(a)–2(c).
the continuous evolution of the inelastic magnetic scat-
tering [see Fig. 1(b)] provides direct evidence for the
existence of instantaneously correlated magnetic domains
in the disordered state. The fact that the scattering at
the commensurate antiferromagnetic wave vector !1, 0, 0"
is always a local minimum indicates that neighboring
antiferromagnetic domains maintain their antiphase rela-
tionship, which is caused by the segregation of the doped
holes to the domain walls. Thus, we feel that Fig. 2(a) is
firm evidence for a stripe-liquid phase.
The variation of the Q widths of the peaks in the con-
stant-E scans for h¯v ! 0, 24, and 28 meV is plotted
in Fig. 3. For T & Tso, the widths are roughly tempera-
ture independent but vary substantially with energy. The
variation with energy is similar to what one might expect
from spin-wave dispersion, as observed previously [14].
At higher temperatures, the widths appear to vary lin-
early with temperature, and the dependence on frequency is
reduced.
The distribution of the magnetic-scattering strength
with frequency also evolves with temperature. Fig-
ures 2(d)–2(f) show the variation of the imaginary part
of the dynamic susceptibility, x 00!Q,v", at several
temperatures; here, Q ! Q0, where Q0 stands for an
incommensurate magnetic wave vector. x 00 is related to
the experimentally measured S!Q,v" via
S!Q,v" ! !1 2 e2 h¯v$kBT "21x 00!Q,v"; (1)
FIG. 2. Left side: Constant-energy scans for h¯v ! 24 meV
for three different conditions: (a) 300 K, no static order;
(b) 165 K, charge but no spin order; (c) 90 K, spin and charge
order. Right side: constant-Q scans at Q ! !1,20.3, 0" for
temperatures (d) 260 K, (e) 170 K, (f) 140 K. The curves
through the data are fits as described in the text.
the correction for the detailed-balance factor was ap-
plied after subtracting the background, measured at
Q ! !1,20.9, 0". The position of the maximum of x 00
as a function of energy corresponds to a characteristic
damping energy G, and one can see that G increases with
temperature.
To describe the data more quantitatively, we have chosen
to use the DHO model:
x 00!Q,v" !
X
Q0
2vgx0
!v2 2 v2Q"2 1 !2vg"2
, (2)
FIG. 3. (a) Half-width at half maximum (HWHM), without
resolution correction, for constant-E scans through magnetic
peaks: h¯v ! 28 meV (stars); 24 meV (open circles); elastic
(filled circles). The solid line corresponds to fit parameter v0$c
(#k). (b) Results for effective spin-wave damping, G, from fits
of DHO model (see text).
126401-2 126401-2
stripe domains, and the magnetic form factor f!Q" is
assumed to vary insignificantly across the range of
a given scan. To fit the data, the model S!Q; !" was
convolved with the spectrometer resolution function,
and the parameters Q! and ! were varied to minimize
!2. The model provides reasonable fits to the data with a
limited number of fitting parameters; note that the en-
hanced intensity near QAF in Fig. 2(b) and 2(c) comes
from the superposition of contributions dispersing from
the four surrounding Q" points (see the upper panel
of Fig. 1). The results obtained for Q! as a function of
energy transfer, "h!, are plotted in Fig. 2(a), together with
!0 at H # 0:18, 0.5, and 0.82. The momentum width, !,
when converted to half width at half maximum, is
0:05 #A$1.
To fit the constant-Q scans of Fig. 3, it is standard to use
an alternative parametrization,
S!Q; !" # A0f2!Q" !$%1& n!!; T"'%!2 $!2!Q"'2 &!2$2 ; (2)
where !!Q" # !0 $ #!Q$QAF"2 (# # 170 meV #A2),
and n!!; T" is the Bose temperature factor. The tem-
perature dependence of the parameters !0 and $ are
plotted in Fig. 4, while the low-temperature result for
!0 is plotted in Fig. 2(a).
The spin-wave dispersion determined by the quantita-
tive analysis can be described fairly well by a very simple
expression, !!Q" # !0j sin!3$H"j along the %HH0' di-
rection [22], indicated by the full line in Fig. 2(a). For
comparison, the spin-excitation spectrum measured in
undoped La2NiO4 [23], shifted from QAF to Q", is in-
dicated by dot-dashed lines. It matches the low-energy
behavior surprisingly well, but clearly deviates at high
energy. The QAF crossing of the shifted curves is at
106 meV, while the measured !0 is renormalized down
to 80 meV. Besides the maximum at H # 12 , the model
dispersion curve also has maxima at H # ( 16 . The en-
ergy scan at H ) 16 shown in Fig. 3(a) is consistent with
that at QAF, Fig. 3(b), as expected for conventional spin
waves. Looking at Fig. 2(a), one might expect to find an
additional optical spin-wave branch at higher energies
(&125 meV); searches at energies of up to 100 meV did
not yield any positive evidence for such a branch.
It is interesting to compare the doping dependence
of the maximum spin-excitation frequency, !0, with
that of the ‘‘2-magnon frequency,’’ %2mag, determined
by Raman scattering [24–26]. We find that the ratio
!0!x # 0:31"=!0!x # 0" # 80 meV=124 meV # 0:65 is
very similar to %2mag!x # 0:33"=%2mag!x # 0" #
1110 cm$1=1640 cm$1 # 0:68. In the Raman studies
of the x # 0:33 phase [24,25], a second, lower-energy
peak at 720 cm$1 (*90 meV) was also attributed to
2-magnon scattering; however, we do not observe any
features in the single-magnon dispersion that would
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FIG. 3 (color online). Energy scans at (a) Q #
!1:175; 1:825; 0", (b)–(d) Q # !1:5; 1:5; 0" * QAF, after sub-
traction of background measured either at Q # !1; 2; 0" or by
rocking the sample by (15+. The data have been obtained with
Ef # 41 meV. The solid lines represent best fits of a damped
harmonic oscillator function, with a dispersion relation as
shown in Fig. 2(a), convolved with the spectrometer resolution.
The line in (a) is the same as in (b) except for a scale factor.
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FIGURE 61. (Left) (a-c) Constant-energy scans for h¯ω = −4 meV in LSNO with x = 0.275 for three
different conditions: (a) 300 K, no static order; (b) 165 K, charge but no spin order; (c) 90 K, spin and
charge order. ( -f) Measurements of χ ′′(Qpeak,ω) for temperatures (d) 260 K, e) 170 K, (f) 140 K. From
Lee et al. [117]. (Right) (b-d) Measurements of spin-fluctuation intensity vs. energy through the dispersion
maximum (at QAF) for LSNO with x = 0.31 at low temperature (b), near the spin ordering temperature
(c), and just above the charge ordering temperature (d). From Bourges et al. [122].
there. Indeed, Boothroyd et al. [121] discovered spin waves with a 1D dispe sion th t
are consistent with excit tions within the charge stripes. While they are readily detected
at low temperature, the intensity falls off rapidly on warming towards 100 K.
It is especially interesting to consider the temperature dependence of the spin fluc-
tuations. The left-hand side of Fig. 61 demonstrates that incommensurate excitations
survive at temperatures above the charge-ordering transition, Tco. The right-hand side
shows that the high-energy spin fluctuations become strongly damped when charge or-
der is lost.
We can also consider the thermal evolution of the resistivity and optical conductivity,
as shown in Fig. 62. The in-plane resistivity drops significantly upon warming across
Tco (indicated by the arrow); however, the magnitude of the resistivity in this disordered
state corresponds to a very poor metal. Examination of the optical conductivity shows
why: much of the charge remains quasi-localized, with a peak in σ(ω) at a substantial
energy even at a temperature of 2Tco.
Considering the high-temperature spin and charge responses together, we see that
there is evidence that stripe correlations survive in the disordered state. When the
charge becomes mobile, the high-energy spin fluctuations become strongly damped.
Optical spectroscopy of the charge-ordering transition in La 1.67Sr0.33NiO 4
T. Katsufuji, T. Tanabe, T. Ishikawa, Y. Fukuda, T. Arima,* and Y. Tokura
Department of Applied Physics, University of Tokyo, Tokyo 113, Japan
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Optical spectra of a single crystal of La1.67Sr0.33NiO4, which undergoes a charge-ordering transition at
TCO;240 K, have been investigated for wide ranges of photon energy ~0.008–3 eV! and temperature ~10–480
K!. The opening of a charge gap as well as change of the gap magnitude (2D) with temperature is clearly
observed below TCO , with an anomalously large ratio of 2D(T50)/kBTCO (;13). Conspicuous spectral
change with temperature is also observed above TCO over the energy region up to 2 eV, which suggests
persistent fluctuation of the charge ordering or formation of small polarons above TCO .
@S0163-1829~96!51244-0#
Physical properties of two-dimensional ~2D! doped Mott
insulators have been a subject of various theoretical and ex-
perimental studies because of their relevance to the high-Tc
cuprate superconductors. Some of the theoretical studies
based on the 2D single-band1 or two-band Hubbard
Hamiltonian2 indicate that doped holes tend to order in a
stripe, which acts as a domain wall of antiferromagnetic do-
mains. This is a new type of charge and spin ordering driven
by the electron-electron interaction, and has experimentally
been observed in Ni oxides with the K2NiF 4 structure. For
example, the neutron scattering measurement of
La 2NiO4.125 ,3 in which the number of holes per Ni site
(nh) is 1/4, has revealed that holes and spins simultaneously
order below 110 K in a pattern consistent with the theories.
For La 22xSr xNiO4 with x51/3 (nh51/3), on the other
hand, ordering of the doped holes has been observed by elec-
tron diffraction measurement,4 and anomalies associated
with the charge-ordering transition at ;240 K are observed
in resistivity, magnetic susceptibility, sound velocity, and
specific heat.5 In this paper, we clarify the conspicuous
change of the electronic structure over a wide energy region
in the course of the charge-ordering phase transition in this
Ni-oxide system.
Measurement of optical spectra is useful for the investi-
gation of the electronic structures of the compounds with
strong electron correlation and their change upon an elec-
tronic phase transition, such as a Mott transition,6 an antifer-
romagnetic transition,7 or a double-exchange ferromagnetic
transition.8 We have spectroscopically investigated the
charge-ordering transition with use of a single crystal of
La 1.67Sr 0.33NiO4. The spectra below the transition tempera-
ture (TCO) clearly show a temperature-dependent evolution
of the charge gap, and even those above TCO show an
anomalous change with temperature.
For the optical measurement, we have grown a single
crystal of La 1.67Sr 0.33NiO4 by the floating zone method.9
The ab plane and ac plane were cut from the crystal ingot,
and was polished to the optical flatness with alumina pow-
der. Reflectivity measurements were carried out between
0.008 eV and 40 eV, using a Fourier-transform interferom-
eter ~0.008–0.8 eV! and grating spectrometers ~0.6–40 eV!.
Synchrotron radiation at INS-SOR, University of Tokyo, was
utilized for the measurements between 6 and 36 eV. Mea-
surements with changing temperature (T) were carried
out using a temperature-variable cryostat between
0.008–3 eV. Optical conductivity spectra @s(v)# were ob-
tained by Kramers-Kronig analysis of the reflectivity data at
respective temperatures that were extrapolated with the
room-temperature data for the higher-energy region (>3
eV!. We also measured the anisotropic dc resistivity of the
same sample by the conventional four-probe technique.
Figure 1 shows the T dependence of resistivity in the
ab plane (E'c) and along the c axis (Eic). Both the ab
plane and c axis resistivity show rather sharp increase at 240
K, as indicated by arrows in Fig. 1. We have also found that
the magnetic susceptibility slightly drops at the correspond-
ing temperature. According to the studies on the relating
polycrystalline samples,4,5 these anomalies are due to the
charge-ordering transition, where the doped holes order in
stripes along the diagonal direction of the Ni square lattice.
FIG. 1. Temperature dependence of resistivity for a single crys-
tal of La1.67Sr0.33NiO4 within the ab plane (E'c) and along the
c axis (Eic). Arrows show the transition temperature for charge
ordering (TCO) at which resistivity sharply increases and the mag-
netic susceptibility decreases. The inset shows the inverse of the
same data ~i.e., conductivity! drawn on a linear scale.
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The present resistivity measurement with use of a single
crystal has shown that the ratio of the ab plane and c axis
resistivity (rc /rab) is ;500 at room temperature, which is
comparable in size to the value of La 22xSr xCuO4.10 In spite
of such a large anisotropy, similar anomalies are observed in
both the ab plane and c axis resistivity at TCO , which is
consistent with the observation of the charge-ordering corre-
lation along the c axis as well as in the ab plane.4 The T
dependence of the resistivity for the both directions below
TCO is not of the thermal activation type, but follows
the variable-range-hopping ~VRH! relation, r(T)
5r0exp(T0 /T)1/4, below 150 K.11
To see the anisotropic transport property above TCO in
more detail, we plot in the inset of Fig. 1 the T dependence
of the conductivity ~i.e. inversed resistivity! on a linear scale.
The ab-plane conductivity (E'c) goes through a maximum
at Tmax;500 K, and below Tmax it decreases with decrease
of T even above TCO;240 K. The semiconductinig behavior
above TCO is accompanied by a gradual change of the elec-
tronic structure over a large energy scale, as shown in the
following. On the other hand, the c-axis conductivity
(Eic) keeps on decreasing with decrease of T at least below
800 K.
The charge-ordering transition at ;240 K is also evi-
denced by the T dependence of optical-phonon structures in
the s(v) spectra as shown in Fig. 2. La 1.67Sr 0.33NiO4 has
the tetragonal K2NiF 4 structure with the space group
I4/mmm at room temperature,11 in which there should be
seven optical-allowed phonon modes; four are the in-plane
(Eu) modes, and three the out-of-plane (A2u) ones. In the
s(v) spectrum for E'c at room temperature, four peaks
arising from the four Eu modes can be observed at 0.018 eV,
0.028 eV, 0.044 eV, and 0.083 eV as shown in the inset of
Fig. 2. Among them, the 0.044 eV phonon, which is a Ni-O
bending mode by the analogy with the phonon assignment of
La 2CuO4,12 appears to split into four peaks below 240 K.
The charge ordering gives rise to the formation of a super-
lattice and lowers the crystal symmetry. The former effect
would lead to folding of phonon-dispersion branches and the
appearance of new G-point modes as in the case of the CDW
transition, whereas the latter to lifting of the doubly degen-
erated Eu phonon modes. The experimentally observed mul-
tiplet structure of the optical phonon at low temperature
seems consistent with this picture, though the detailed as-
signment of the split phonon modes is yet to be made.
Figure 3 shows the s(v) spectra for E'c (ab-plane
spectra! below 2.5 eV at several temperatures. The
ab-plane spectrum at 290 K is nearly identical to the one
previously reported for the x50.30 crystal by Ido et al.9 Ac-
cording to Ref. 9, there is little spectral weight below 3 eV in
the ab-plane spectrum for x50 ~La2NiO4), which is a
3d8 Mott insulator, whereas the spectral weight is induced in
the inner-gap region by hole doping (x). We also plot the
s(v) spectrum for Eic ~the c-axis spectrum! at 290 K by a
dashed line. There is much less spectral weight in the
c-axis spectrum than in the ab-plane specrum below 2.5
eV,9,13 indicating that the anisotropic electronic structure be-
low 2.5 eV is responsible for the anisotropic charge dynam-
ics of this compound as shown in Fig. 1.
The ab-plane spectrum shows a conspicuous change with
T as shown in Fig. 3. At 480 K, which approximately corre-
sponds to the temperature for the maximum conductivity, a
broad peak at ;0.5 eV is observed together with finite
v!0 conductivity (;300 V21cm21), which nearly agrees
with the value of dc conductivity at this temperature. How-
ever, a Drude-like feature of a metallic state, namely sharp
increase of conductivity with decrease of \v , is not discern-
ible. When T is decreased down to 240 K, which is imme-
diately above TCO , the low-energy spectral weight below 0.4
eV is suppressed and tranferred to the higher energy up to 2
eV. In the charge-ordered phase at 10 K, there is little spec-
tral weight below 0.2 eV, indicating that the ground state of
this compound is insulating with a finite energy gap, and the
missing spectral weight is also distributed over the higher
energy region up to ;2 eV.
At first, let us focus on the behavior below TCO;240 K.
The magnified s(v) spectra below 0.6 eV are shown in Fig.
FIG. 2. Temperature dependence of a phonon spectrum around
0.044 eV in the ab plane s(v) spectra. The inset shows the overall
feature of the phonon spectrum in the ab-plane s(v) spectrum at
290 K.
FIG. 3. The s(v) spectra of La1.67Sr0.33NiO4 below 2.5 eV for
E'c at 480 K, 290 K, 240 K, 200 K, and 10 K, and for Eic at 290
K. The inset shows the fitting result of the 480-K and 240-K spectra
for E'c by a small polaron model ~see text!.
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FIGURE 62. Results for La1.67Sr0.33NiO4 from Katsufuji et al. [123]. (Left) Resistivity vs. temperature
measured both parall l to the planes and parallel to the c axis. (Right) Optical conductivity vs. energy for
tempe ature spanning the charge order transition at 240 K.
That behavior is reminiscent of the trend in cuprates presented in Fig. 45.
To summarize this section, we have se n that:
• Doped holes frustrate antiferromagnetism;
• The balance between kinetic, Coulomb, and superexchange energies can result in
stripe order;
• Dynamic stripe correlations survive above Tco;
• Mobile holes damp the high-energy spin fluctuations.
Cobaltates and Manganites
Charge and spin order are also common in other layered transition-metal oxides. We
will just briefly touch on these materials here in order to reinforce the case that electronic
in omogeneity is a common phenomenon. For more details, one c n turn to the review
by Ulbrich and Braden [124].
Magnetic and charge ordering have been investig ted by neutron scattering in
La2−xSrxCoO4 [125, 126] and in Pr2−xCaxCoO4 [127]. One has to dope to a higher
level (x > 0.3) than in nickelates to obtain incommensurate spin order. Short-range
checkerboard charge order is especially stable at x = 0.5, with ordering at ∼ 825 K
[128]. An extra feature in this system is that Co3+ ions can have a low-spin state with
S= 0, as well as intermediate and high spin states. The size of the ion is correlated with
the spin state, being smaller in the low spin state [129]. This size effect can couple to
lattice strain and influence the charge ordering.
The spin excitation spectrum has been measured in La1.67Sr0.33CoO4 by Boothroyd
et al. [130]. In contrast to the nickelate, this system exhibits an hourglass dispersion,
reminiscent of the cuprates.
In manganites, the interesting behavior occurs with mixtures of Mn3+ and Mn4+ ions,
both of which have magnetic moments; in addition, one must take account of ordering
of eg orbitals on Mn3+ ions. For example, La0.5Sr1.5MnO4 exhibits an ordered structure
with a large unit cell involving ferromagnetic zigzag chains of ions, with neighboring
magnetic chains having a relative antiferromagnetic alignment [131]; this structure was
first predicted by Goodenough [132] in the 1950’s. By adding more Sr, it is possible
induce extra rows of Mn4+ ions, changing the periodicity of the structure [133]. Again,
an hourglass magnetic dispersion has been reported for Nd0.33Sr1.67MnO4 [134].
STRIPES AND SUPERCONDUCTIVITY IN THE CUPRATES
We have seen that charge and spin order, especially in the form of stripes, are quite
common in layered transition-metal oxides. Such states tend to be insulating, though
thermally-disordered stripes can have a bad-metal character. Given such a background,
it should not be surprising that stripes might play a role in cuprates.
In considering the more metallic character of the cuprates, it is valuable to consider
the difference between having Cu2+ with S = 12 rather than, say, Ni
2+ with S = 1. In a
cuprate, a hole moving past a Cu ion will leave it in a final state that is equivalent to its
initial state, except possibly for spin direction. This is no longer true in a nickelate. Ni2+
has two half-filled 3d orbitals, x2− y2 and 3z2− r2. If one flips the spin in the x2− y2
orbital, then it will become antiparallel with 3z2− r2 electron, which is not equivalent to
the initial state. This latter effect can contribute to a tendency towards charge localization
that is not relevant to the cuprates.
The 1/8 anomaly
Not long after the discovery of high temperature superconductivity, a careful study of
the transition temperature as a function of doping in La2−xBaxCuO4 revealed a surpris-
ing anomaly [135]. As shown on the left-hand side of Fig. 63, Tc shows a remarkable
dip at x≈ 18 ; in contrast, Tc(x) for La2−xSrxCuO4 shows only a slight kink at this doping
level. Electronically, one expects these materials to be virtually identical, as Ba and Sr
are both divalent ions. The dip in Tc at a special value of x suggests the presence of some
type of competing order.
A distinction between these compounds was revealed in an x-ray diffraction study by
Axe et al. [136]. It was already known that the CuO6 octahedra that make up the CuO2
planes are unstable to tilt distortions. At high temperature, there are no average tilts, but
on cooling there is a second-order phase transition to the low-temperature-orthorhombic
(LTO) phase, in which octahedra rotate around [11¯0] axes, with corner-sharing neighbors
tilting in opposite directions, as illustrated on the right-hand side of Fig. 63. While
this tilt pattern makes the diagonal directions of the Cu-O plaquettes inequivalent, it
provides no distinction between the Cu-O bonds in orthogonal directions. The x-ray
FIGURE 63. (Left) Comparison of superconducting Tc vs. x in LBCO and LSCO, illustrating the
anomaly at x ≈ 18 found by Moodenbaugh et al. [135]. (Right) View from the top of CuO2 planes
comparing the pattern of CuO6 octahedral tilts in the (top) low-temperature-tetragonal (LTT) phase, and
(bottom) low-temperature-orthorhombic (LTO) phase. Both LBCO and LSCO exhibit the LTO structure,
but Axe et al. [136] discovered a transition from LTO to LTT on LBCO.
study showed that LBCO can, at even lower temperature, undergo a second transition
to the low-temperature-tetragonal (LTT) phase, with the tilt axis changed to [010], as
indicated on the right-hand side of Fig. 63; the orientation of the tilt axis rotates 90◦
between neighboring layers along the c axis. In the LTT phase, orthogonal Cu-O bonds
are no longer equivalent. In a given CuO2 layer, the Cu-O-Cu bonds along one direction
are perfectly straight, while those at 90◦ are bent. This anisotropy is key to the pinning
of the electronic order that competes with the bulk superconductivity.
Diffraction evidence for stripe order
We have already seen that antiferromagnetic spin correlations are a characteristic fea-
ture of superconducting cuprates. Characterization of these correlations by neutron scat-
tering requires large single-crystal samples. Early measurements revealed the incom-
mensurate character of low-energy spin fluctuations in LSCO [100]. There are chal-
lenges to growing LBCO crystals that were not overcome for more than a decade after
that; however, it was discovered that partial substitution of Nd for La in LSCO results
in a system, such as La1.6−xNd0.4SrxCuO4 (LNSCO), that exhibits the same structural
phases as LBCO and also has the 18 -anomaly in Tc(x) [137, 138]. A neutron diffraction
study on a crystal of LNSCO with x= 0.12 found separate superlattice peaks for charge
and spin order that were interpreted as evidence for the bond-parallel stripe order indi-
cated in Fig. 52 [104]. When crystals of LBCO with x = 0.125 were eventually grown,
FIGURE 64. (Upper left) Illustration of a domain of spin and charge stripe order for x = 18 , indicating
the periods of the charge (4a) and spin (8a) modulations, and the positions of corresponding superlattice
peaks in reciprocal space. For simplicity, the antiphase AF stripes are indicated by all filled or all open
circles. (Lower left) An orthogonal stripe domain and associated superlattice peaks. (Right) Pattern of
superlattice peaks when both orientations of stripe domains are present
stripe order was confirmed there, as well [139].
The relationship between stripe order, domain orientation, and superlattice peaks is
illustrated in Fig. 64. The magnetic peaks are split around QAF by an amount inversely
proportional to the magnetic period in real space. A magnetic period of 8a corresponds
to an incommensurate splitting of 18 in reciprocal lattice units. Similarly, a charge mod-
ulation of 4a leads to superlattice peaks split by 14 ; since the diffraction signal is due to
the atomic displacements associated with charge modulation, the superlattice peaks are
centered around fundamental Bragg peaks.
Since the LTT structure is key to the occurrence of stripe order, it is reasonable to
assume that it is the anisotropy between orthogonal Cu-O bonds that pins the stripes.
Hence, each CuO2 should pin stripes with a unique orientation. Since a unit cell of the
LTT structure contains two CuO2 layers with the anisotropy rotated by 90◦ from one
to the next, a diffraction experiment must sample equal numbers of the two domain
orientations shown on the left of Fig. 64, resulting in the net superlattice pattern shown
on the right.
Figure 65 shows examples of superlattice peak measurements on LBCO with x = 18
[139]. The peak positions are close, but not precisely equal, to the values suggested in
Fig. 64; rather, the spin incommensurability is δ = 0.118 and the charge peaks appear at
2δ = 0.236; it should also be noted that the peaks have widths greater then resolution,
indicating finite correlation lengths. The fact that δ is not a rational fraction can be
reconciled with a model having local commensurability of stripes with the lattice, by
taking account of disordered variations in the stripe spacing [140].
Besides considering the order within the planes, one can also measure the correlations
between the planes. An x-ray diffraction study of LNSCO with x = 0.12 demonstrated
that, for charge order, the superlattice intensity along Qz is peaked at half-integer values,
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FIGURE 65. (Left) Reciprocal space map indicating locations of superlattice peaks, with arrows indi-
cating paths of neutron diffraction scans A and B. (Right) (a) Magnetic superlattice peaks measured along
scan A in LBCO with x= 0.125 at T = 3.6 K. (b) Charge-order superlattice peak measured along scan B
at 3.6 K (filled circles), with background measured at 75 K (open circles). From Fujita et al. [139].
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FIGURE 66. (Left) Plot of x-ray intensity along Q = (2− 2δ ,0,Qz) (after background subtraction)
for a charge order peak in LNSCO with x = 0.12, from Zimmermann et al. [141]. (Right) Stacking
arrangement for charge stripe order consistent with the unit-cell doubling along the c axis indicated by the
x-ray measurement.
indicating a doubling of the unit cell along the c-axis, as indicated on the left-hand side of
Fig. 66. A stacking model consistent with the scattering result is shown on the right-hand
side. The chemical unit cell contains two CuO2 layers, and these should have orthogonal
stripe domains. A centered arrangement of stripes in equivalent layers, as might occur
due to Coulomb repulsion, then yields a doubling of the cell. The very broad width of the
scattering along Qz indicates that the correlation length in that direction is quite short.
It has been proposed [142] that, instead of unidirectional stripes, one might have a
two-dimensional pattern, such as that shown on the left-hand side of Fig. 67. It turns out
that there are difficulties in describing the experimental observations with such a model.
For one thing, if one relies on the charge stripes to act as antiphase domain walls for
FIGURE 67. (Left) Real-space model of checkerboard order from superimposed stripe domains.
(Right) Corresponding superlattice peaks in reciprocal space. Note that the lowest order magnetic and
charge peaks are now rotated by 45◦ with respect to each other.
the spins, then one finds that the orientation of the first order magnetic peaks is rotated
45◦ relative to the charge order peaks, as indicated on the right-hand side of Fig. 67.
Secondly, a 2D grid pattern would allow second order superlattice peaks (not present
for unidirectional stripes) that have not been detected in diffraction experiments, despite
attempts to measure them.
The charge stripe order has also been confirmed in LBCO with x= 18 by resonant soft-
x-ray diffraction by Abbamonte et al. [143]. Measuring with x-ray energies near the O
K edge, superlattice intensity is seen only when the energy is resonant with electronic
excitations into the O 2p hole states (or the 3d hole). This result is consistent with spatial
modulation of the O 2p hole density.12
Temperature dependence and dynamics
As a function of temperature, charge stripe order develops as soon as the crystal
structure transforms to the LTT phase, as shown on the left-hand side of Fig. 68 [139].
Spin stripe order tends to develop at a slightly lower temperature, though gapless spin
excitations are detected as soon as charge order appears [146]. The development of
charge order before spin order is similar to the situation in nickelates.
We have already looked at the magnetic spectrum associated with spin order, as
the dispersion shown for LBCO with x = 18 shown in Fig. 42 was measured in the
stripe-ordered phase. The thermal evolution of parameters related to low-energy spin
fluctuations is shown on the right-hand side of Fig. 68. The low-energy magnetic spectral
weight changes relatively little within the stripe-ordered state, but falls off substantially
in the LTO phase, where there is no stripe order. The incommensurability is also fixed
within the stripe-ordered state, but shows a significant jump and decrease at higher
temperatures.
12 For some recent alternative interpretations, see [144, 145].
CDW peak widths are resolution limited, corresponding to
correlation lengths !m"150 Å for the magnetic correlations
and !ch"60 Å for the lattice modulations. We note that the
SDW and CDW peaks are found to be located at highly-
symmetric positions of !0.5±# ,0.5,0"/!0.5,0.5±# ,0" and
!2±$ ,0 ,0", respectively, where #=0.118 and $=0.236=2#.
Therefore, the SDW and CDW wave vectors are parallel or
perpendicular to the Cu-O bond directions, as found for the
tetragonal phases of La1.48Nd0.4Sr0.12CuO46,27,28 and
La1.875Ba0.075Sr0.050CuO4.64
Upon heating, the intensity of the (100) superlattice peak
associated with the LTT structure decreases rapidly above
50 K and disappears at Td2=60 K because of the structural
change into the LTO phase [Fig. 4(a)]. On the other hand,
both the CDW and SDW order parameters exhibit second-
order-like behavior, and the peak intensities simultaneously
vanish at Tst=50 K [Figs. 4(b) and 4(c)]. The coincident be-
havior of the two order parameters is similar to the case of
LBSCO but different from the result for LNSCO, where the
SDW order first disappears followed by the disappearance of
CDW order just below Td2 upon heating.6,28,48 In contrast
with the onset of the SDW and CDW orders triggered imme-
diately by the LTT structure in LBSCO,35,68 however, Tst is
obviously lower than Td2 in the present sample. The appar-
ently simultaneous onset of magnetic and charge order in
La1.875Ba0.125CuO4 indicates the strong correlation between
these two types of order; however, we note that muon-spin-
rotation measurements69 on a polycrystalline sample suggest
that true static magnetic order occurs only below 32 K.
B. Dynamical correlations
Next, we focus our attention on the spin fluctuations. Fig-
ure 5 shows the constant-energy spectra for %&=3 meV
measured at various temperatures. In the stripe-ordered phase
at 30 K, the inelastic signal is peaked at the same wave vec-
tors as in the elastic scan, and the width is the resolution-
limited width. With increasing temperature, the distance be-
tween the pair of IC peaks narrows and the peak width
grows.
Figure 6 shows a similar series of scans measured at an
excitation energy of 6 meV. Again, sharp IC peaks are ob-
served at !0.5,0.5±0.118,0" in the stripe-ordered phase,
while the peaks broaden and appear to merge with increasing
temperature. Note that the IC peaks measured with %&
=6 meV remain reasonably well-defined at 100 K, while the
3 meV scan yields something closer to a single broad peak at
this temperature. We note that the Q resolution at &
=3 meV and 6 meV is comparable. Thus, the lower-energy
IC spin fluctuations more easily lose their coherence in the
disordered state.
For quantitative analysis, we assume that the magnetic
excitations consist of four rods running along the c* axis and
parametrize '!!Q ,&", which is proportional to the magnetic
cross section via S!Q ,&"= !1−e−%&/kBT"−1'!!Q ,&", as fol-
lows:
FIG. 4. Temperature dependences of (a) (100), (b) CDW, and (c)
SDW superlattice peak intensities in La1.875Ba0.125CuO4.
FIG. 5. Inelastic neutron scattering spectra of
La1.875Ba0.125CuO4 at (a) 30 K, (b) 48 K, (c) 65 K and (d) 100 K at
a constant energy of 3 meV. The solid lines are fits assuming four
equivalent peaks at !0.5±# ,0.5,0" and !0.5,0.5±# ,0".
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ing into the disordered state at 65 K, ! grows by a large
amount at low frequencies, but changes relatively little for
" $8 meV. Now, this measurement is just along a direction
perpendicular to the stripes. To check for anisotropy, we also
measured the Q-width of the inelastic scattering for "#
=4 meV at 30 K and 65 K for a direction parallel to the
stripes. At 30 K the peak widths are isotropic within experi-
mental uncertainty; however, at 65 K the width perpendicu-
lar to the stripes is roughly twice as large as that parallel to
the stripes. Such an anisotropy might result from fluctuations
in the stripe spacing. Time restrictions prevented a more
comprehensive investigation of the peak-width anisotropy.
IV. DISORDERED STRIPES IN LBSCO
A. Experimental measurements
In studying the La1.875Ba0.075Sr0.050CuO4 crystal, we per-
formed mesh scans at an excitation energy of 4 meV, map-
ping out the magnetic scattering in the neighborhood of
QAF= !0.5,0.5,0" for several temperatures. All of the mea-
surements were in the LTO phase, where there is no static
stripe order. To present the results, it is convenient to change
to the orthorhombic coordinate system (the system in which
the mesh scans were performed), which is rotated by 45°
from the tetragonal one, with a change in the lattice param-
eter to a0=#2at. In this rotated system, QAF becomes (1,0,0).
The data are shown in Figs. 10(a), 10(c), a d 10(e); a
temperature-independent background, monotonically varying
in Q, has been subtracted, and the intensities have been cor-
rected for the Q dependence of the Cu2+ magnetic form
factor.74 In order to improve the counting statistics, we have
assumed four-fold symmetry of the data about QAF and have
averaged the data over the corresponding rotations and re-
flections to give Figs. 10(b), 10(d), and 10(e). (The spec-
trometer resolution used was somewhat coarse, which re-
duced the data collection time but masked any anisotropy in
the peak widths at 40 K.)As one can see, the four peaks shift
in towards QAF on warming, eventually merging by 200 K.
B. Model calculations
Given the shifts in the IC magnetic peaks with tempera-
ture, we want to test how well the measurements can be
described within a stripe model and what the data tell us
bout the nature of the stripe correlations. We will assume
that the Q dependence of the low-energy fluctuations reflects
the correlations within an instantaneous configuration of dis-
ordered stripes. One source of disorder comes from the po-
sitions of the charge stripes that define the magnetic
domains.73 Given a particular instantaneous configuration of
stripes, we also expect there to be a finite spin-spin correla-
tion length. To combine these two types of disorder, we per-
formed numerical calculations. (We have also considered
transverse fluctuations in the stripe positions, but found that
the level of agreement with the measurements was not sen-
sitive to this additional form of disorder, so we neglect it
here.)
The numerical calculations were performed on an array of
128%128 sites. The site n was assumed to have either an up
FIG. 8. Temperature dependences of (a) local spin susceptibility
&!, (b) peak width (half width at half maximum) !, and (c) incom-
mensurability ' at the energy transfers of 3 and 6 meV in
La1.875Ba0.125CuO4. Vertical lines indicate Tst and Td2. Dashed lines
are guides to the eye.
FIG. 9. # dependence of (a) incommensurability ' and (b)
resolution-corrected peak width (half width at half maximum) ! of
IC peaks for La1.875Ba0.125CuO4. Open circles denote 30-K data;
solid circles, 65 K; open squares, 200 K.
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FIGURE 68. (Left) Temperature dependence of superlattice peak intensities associated with (a) LTT
phase, (b) charge stripe order, and (c) spin stripe order, measured by neutron diffraction on LBCO with
x = 0.125. (Right) Temperature dependence of parameters charac erizing inelastic neutron scattering
measu ements of spin fluctuations at h¯ω = 3 meV (open circles) and 6 meV (filled circles): (a) local
spin susceptibility, χ ′′(ω), (b) peak width, and (c) peak incommensurability, δ . From Fujita et al. [139].
Doping dependence
The phase diagram for structural and stripe order s a function of doping in LBCO is
shown in Fig. 69. Cha ge or er only appears below the structural transition to the low-
temperature-tetragonal phase.13 The maximum spin strip ordering temperature occ rs
at x = 18 , where the bulk Tc is a minimum. The amplitudes of the spin and charge order
found at low temperature decrease as one moves a ay from x= 18 .
T e d ping dep ndenc of the incommensurability obtained from spin and charge
order peaks is shown in Fig. 70. The charge and spin modulations are locked together
everywher they are both seen.
Similar doping dependences of stripe order have been r ported for La1.6−xNd0.4SrxCuO4
[148] and La1.8−xEu0.2SrxCuO4 [149]. The overall scale of the superconducting Tc is
depressed as one goes from LBCO to LNSCO to LESCO.
Stripes and superconductivity
One might conclud from Fig. 69 that stripes and superconductivity are mutually
incompatible types of order; however, the situation turns out to be rather subtle and
13 Besides the LTT phase, samples further away from x = 18 tend to show a low-temperature less-
orthorhombic phase, as discussed in [147].
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FIGURE 70. Incommensurability δ extracted by x-ray diffraction from the CO-peaks and by neutron
diffraction from the SO-peaks. From Hücker et al. [147].
considerably more interesting. Careful measurements of the anisotropic properties of
LBCO with x = 18 have provided clear evidence that 2D superconducting correlations
onset together with spin stripe order [150]. For example, the in-plane resistivity, ρab,
drops by an order of magnitude at 40 K, while the c-axis resisitivity, ρc, shows no
change, as illustrated in Fig. 71 [146]. That figure also shows that there is an onset
of weak 2D diamagnetism that coincides with the drop in ρab.
One can see from Fig. 71 that ρab heads towards zero as T approaches 16 K, while
ρc is still quite large. This suggests a transition to 2D superconductivity within the
CuO2 layers. In general, one would expect 2D superconducting order to develop through
a Kosterlitz-Thouless (KT) transition, across which the transport goes from linear to
nonlinear. Evidence for such a transition is presented in Fig. 72.
While the superconductivity in the cuprates is determined by pairing interactions
within the CuO2 layers, it is extremely unusual to observe a 2D superconducting tran-
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χ has been corrected for shape anisotropy. Vertical gray lines denote relevant temperatures, with labels at
the top. From [146].
sition. Josephson coupling between the layers causes the appearance of 3D supercon-
ducting order as soon as the superconducting correlations within the layers start to grow
large. The absence of 3D order implies a frustration of Josephson coupling, but what
could cause this?
A sharp drop in Josephson coupling due to a dopant-induced change in structure from
LTO to LTT was first observed in a study of c-axis optical conductivity by Tajima et
al. [151]. With the assumption that this change is associated with the onset of stripe
order, Himeda et al. [152] proposed a type of superconducting stripe order that, when
combined with the LTT structure, could explain the frustrated Josephson coupling.
This pair-density-wave (PDW) superconducting order was rediscovered by Berg et al.
[153, 154] in light of the LBCO results.
The concept is illustrated schematically in Fig. 73. The pair wave function is large in
each charge stripe, but it changes sign between neighboring stripes, going through zero
in the antiferromagnetic stripes. The zero in the AF regime may be necessary to allow
coexistence with the ordered spins. The period of the PDW is the same as that of the spin
order. Because of the rotation of the stripe direction from layer to layer, the oscillations
of the pair wave function cause the net Josephson coupling to be zero.
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FIGURE 73. (Left) Schematic diagram of CDW, SDW, and PDW orders, indicating the relationships
among the phases of the modulations [81]. (Right) Stacking of stripe planes, with alternating supercon-
ducting phase in the charge stripes indicated. From Berg et al. [153].
ARPES studies
The first ARPES study of a stripe-ordered sample was performed by Valla et al. [155]
on LBCO with x = 18 . The low-temperature measurements were compatible with a d-
wave-like gap near the Fermi level, similar to that seen in other cuprates. Evidence that
the gap is symmetric in energy about the Fermi level was provided in the same paper
by scanning tunneling microscopy (STM) measurements. The temperature dependence
of the gap has been studied by He et al. [156], as indicated in Fig. 74. The d-wave gap
begins to close near the node on warming above ∼ 40 K, the temperature where the
strong 2D superconducting fluctuations disappear.
The gap function expected for a PDW state has been calculated by Baruch and Orgad
[157]. They find that the gap should be large in the antinodal regions, but that there
should be a gapless nodal arc. A gap of this sort is typically seen in the pseudogap
phase, for example in Bi2Sr2CaCu2O8+δ [31], and it has also been observed in a study
of La1.48Nd0.4Sr0.12CuO4 [158]. Nevertheless, a puzzle is left by the ARPES results on
LBCO [156]. The observed d-wave-like gap below 40 K, where frustrated Josephson
LETTERS NATURE PHYSICS DOI: 10.1038/NPHYS1159
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Figure 4 | The doping and temperature dependence of the LEG function.
a, Comparison of the LEG function between LBCO-1/8 (sample A, within
2–5 h after sample cleaving, reproduced from Fig. 2b), LSCO x=0.110 at
T= 21±2K and LBCO x=0.083 at T= 19±2K. The dashed line is a guide
to the eye for the antinodal gap component of LBCO x=0.083. Inset:
Comparison between LBCO-1/8 and LBCO x=0.083 of the near-EF portion
of antinodal EDCs taken at the momentum position roughly indicated by
the arrow in a, showing the absence of the reported anomaly at x⇠ 1/8 in
the antinodal pseudogap size16. EDCs are normalized in intensity at the
LEM and shifted in energy with respect to the nodal LEM of each sample.
b, The LEG function of LBCO-1/8 (sample C) at T= 19±2K is compared
with the one at T=61±2K. The dashed green curve is a guide to the eye
for the 61 K data. Note that the rapid smearing of the distinction between
the two gaps as temperature increases is not captured by the extrapolation
scheme used in ref. 15 to obtain the ground-state information based on
results at high temperatures. Inset: Detailed temperature dependence in
the nodal gap region of sample A at three selected momentum positions,
C1–C3, as indicated by arrows of different colours. Note that C3 is close to
the crossover position of the two gap components. Solid and dashed lines
are guides to the eye. See Supplementary Information, Section SIIIA for
discussion. The same guidelines in black in a and b for LBCO-1/8 at low
temperature are reproduced from Fig. 2b. All data were taken with
h⌫= 55 eV. The same nodal referencing scheme is used for the LEG values
as in Fig. 2b. Error bars are determined by the uncertainty of EF, kF and the
energy window dependence of the LEG by the LEG analysis (see
Supplementary Information, Section SIIB).
with a strong quasi-particle scattering (the  –  physics) or by
(2) a great suppression of the quasi-particle spectral weight (the
Z physics). Whereas attempts of scheme (1) working in the
weak coupling approach can produce a qualitatively similar quasi-
particle gap structure by considering the competition between
superconductivity and the charge6,7- or/and spin8,29-density-wave
order, scheme (2) demands a strong-coupling route (for example,
ref. 9) where the extended quasi-particle analysis as presented
above might break down owing to its incapability of capturing the
lowest-lying excitations of a vanishing spectral weight. In any case,
new physics other than the nodal-type precursor pairing alone is
required to fully capture the essence of the antinodal pseudogap.
In contrast to the notion of a simple d-wave nodal liquid as the
pseudogap ground state that is directly derived from the antinodal
pseudogap15,16, our observation of an apparent break-up in the gap
function suggests a very different picture. It reveals a much richer
pseudogap physics with its two aspects manifesting differently in
distinct momentum regions, that is, the nodal precursor pairing
and the antinodal pseudogap of different but unknown origin.
These two aspects might be emphasized differently by different
experimental probes in the normal state, which has led to the two
extremes of ideas for the pseudogap, in particular, whether it has
a direct relationship with pairing. Our results suggest a plausible
reconciliation between them.
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FIGURE 74. Energy gap (measured in terms of the leading edge of the spectral function) plotted vs.
electron wave vector in a form such that the data points should follow a straight line in the c se of d-
wave gap. From ARPES measurements on LBCO with x= 18 by He et al. [156]. Reprinted by permission
from Macmillan Publishers Ltd. Solid line is a guide to the eye through the data at 19 K; dashed line
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arrows in the main panel.
coupling is indicated [153], is inconsistent with the prediction of a gapless nodal arc.
This puzzle has not yet been resolved.
It is intriguing to note that the ARPES results on LBCO look rather similar to
measurements on other superconducting cuprate compou ds. Ther is nothing in these
measurements that provides a special signature of stripe order. It follows that ARPES
measurements do not seem to be especially sensitive to the presence of stripe order.
Field-induced stripe or er
As first shown by Lake et al. [159], a magnetic field H⊥ applied perpendicular to
the CuO2 planes can induce static, incommensurate spin order in underdoped LSCO
[160]. In Bi2212, modulations of the low-energy electronic density of states have b en
observed in the vicinity of magnetic vortices by STM [161]. It is tempting to view these
measurements as evidence of field-induced stripe order.
Can charge and spin stripes be enhanced by application of H⊥? A test has been
performed on LBCO with x = 0.095, a composition for which the stripe order in zero
field is very weak. Figure 75 shows that, indeed, application of H⊥ enhances both charge
and spin order [162].
Besides enhancing stripe order, application of H⊥ to LBCO with x = 0.095 has also
been found to induce a decoupling of the superconducting layers [162, 163], similar to
the decoupling observed for x= 18 at zero field. Figure 76 shows an effective phase dia-
Spin 
order
Charge 
order
LTLO ← LTO
FIGURE 75. Measurements of superlattice intensities in LBCO with x = 0.095 in zero field (circles)
and in a magnetic field applied perpendicular to the planes for (a) spin order, (b) charge order, and (c)
lattice structure. From Wen et al. [162].
gram. Consider LBCO x = 0.095 at a large, fixed H⊥ as a function of temperature. On
cooling, one initially observes an onset of strong superconducting correlations parallel
to the planes, but with no sign of coupling between them. This phase has been labelled a
layered vortex liquid (LVL). With further cooling, the layers appear to develop supercon-
ducting order, but still with no coherence between them. This state is labelled a layered,
phase-decoupled superconductor (LPDSC). With further cooling, interlayer coherence
eventually develops and 3D superconducting order is established.
GENERAL RELEVANCE OF STRIPES TO CUPRATES
We have seen that stripe order can be detected in a few special cuprate families, and,
while stripe order can coexist with some form of 2D superconductivity, it frustrates
interlayer coherence. While there is some exotic behavior associated with stripes, do
they have any general relevance to the superconductivity in cuprates?
There is presently no consensus on this question, but it is possible to put together
a positive argument for the relevance of stripes. As a starting point, we have seen
that there is a common hourglass shape to the magnetic spectrum of superconducting
cuprates. This is exactly the same spectrum observed in stripe-ordered LBCO, where
the low-energy excitations emerge from elastic superlattice peaks. Charge-stripe corre-
FIGURE 76. Phase diagram for LBCO as a function of T , H⊥, and x comparing results for various
samples. For the T -x plane at H⊥ = 0, spin order (SO) sets in below the thick line, and superconductivity
(SC) occurs in the shaded region below the thin line. The phase observed in finite H⊥ for x= 0.095 include
the layered vortex liquid (LVL) and the layered, phase-decoupled superconductor (LPDSC). From Stegen
et al. [163].
lations provide a natural way to explain both the survival of superexchange-coupled spin
correlations and the universal doping dependence of the low-energy spin incommensu-
rability.14
It is clear that static stripes are not common among the cuprates. The connection
is likely to involve dynamic stripes. By analogy with the liquid-crystal phases formed
from large molecules, Kivelson, Fradkin, and Emery proposed a model of electronic
liquid crystals to describe the phases of a doped Mott insulator [165]. Static stripes
correspond to a smectic phase, while slowly fluctuating stripes, which break rotation
but not translation symmetry, are associated with a nematic phase. Further discussion of
stripe fluctuations is provided by Kivelson et al. [166].
Are stripes directly relevant to pairing? This question is difficult to answer experimen-
tally, but there are theoretical proposals in this direction. For example, Emery, Kivelson,
and Zachar [167] argued that the 1D electron gas in each charge stripe should be very
susceptible to pairing, especially in the presence of the neighboring AF spin correlations.
The development of 2D superconductivity would be limited by the Josephson coupling
between neighboring stripes. Further elaboration on this topic is provided by Carlson et
al. [168] and by Kivelson and Fradkin [169].
ACKNOWLEDGMENTS
I have had the privilege to work with and learn from a great many excellent collaborators
and colleagues, and their names can be seen on many of the references cited here. My
14 There are certainly other perspectives on the low-energy spin excitations. For example, see [164].
neutron scattering work at Brookhaven National Laboratory is supported by the U.S.
Department of Energy, Office of Basic Energy Sciences, Division of Materials Sciences
and Engineering under Contract No. DE-AC02-98CH10886, while collaborative work
on transport properties is supported through the Center for Emergent Superconductivity,
an Energy Frontier Research Center.
REFERENCES
1. J. G. Bednorz, and K. A. Müller, Z. Phys. B 64, 189 (1986).
2. J. G. Bednorz, and K. A. Müller, Rev. Mod. Phys. 60, 585–600 (1988).
3. K. Singh, P. Ganguly, and J. Goodenough, J. Solid State Chem. 52, 254–273 (1984).
4. P. W. Anderson, Science 235, 1196 (1987).
5. P. W. Anderson, Phys. Rev. 115, 2 (1959).
6. L. F. Mattheiss, Phys. Rev. Lett. 58, 1028–1030 (1987).
7. J. Yu, A. J. Freeman, and J. H. Xu, Phys. Rev. Lett. 58, 1035–1037 (1987).
8. P. M. Grant, S. S. P. Parkin, V. Y. Lee, E. M. Engler, M. L. Ramirez, J. E. Vazquez, G. Lim, R. D.
Jacowitz, and R. L. Greene, Phys. Rev. Lett. 58, 2482–2485 (1987).
9. M. A. Kastner, R. J. Birgeneau, G. Shirane, and Y. Endoh, Rev. Mod. Phys. 70, 897 (1998).
10. J. M. Tranquada, “Phase Separation, Charge Separation, and Superconductivity in Layered
Cuprates,” in Neutron Scattering in Layered Copper-Oxide Superconductors, edited by A. Furrer,
Kluwer, Dordrecht, The Netherlands, 1998, p. 225.
11. J. M. Tranquada, Y. Kong, J. E. Lorenzo, D. J. Buttrey, D. E. Rice, and V. Sachan, Phys. Rev. B 50,
6340 (1994).
12. B. O. Wells, R. J. Birgeneau, F. C. Chou, Y. Endoh, D. C. Johnston, M. A. Kastner, Y. S. Lee,
G. Shirane, J. M. Tranquada, and K. Yamada, Z. Phys. B 100 (1996).
13. B. O. Wells, Y. S. Lee, M. A. Kastner, R. J. Christianson, R. J. Birgeneau, K. Yamada, Y. Endoh,
and G. Shirane, Science 277, 1067 (1997).
14. I. K. Schuller, et al., A snapshot view of high temperature superconductivity 2002,
http://science.energy.gov/ /media/bes/mse/pdf/reports-and-activities/HTReport.pdf (2002).
15. D. N. Basov, and T. Timusk, Rev. Mod. Phys. 77, 721–779 (2005).
16. S. Uchida, T. Ido, H. Takagi, T. Arima, and Y. Tokura, Phys. Rev. B 43, 7942 (1991).
17. I. I. Mazin, E. G. Maksimov, S. N. Rashkeev, S. Y. Savrasov, and Y. A. Uspenskii, JETP Lett. 47,
113 (1988).
18. J. Zaanen, G. A. Sawatzky, and J. W. Allen, Phys. Rev. Lett. 55, 418–421 (1985).
19. M. M. Sala, V. Bisogni, C. Aruta, G. Balestrino, H. Berger, N. B. Brookes, G. M. de Luca, D. D.
Castro, M. Grioni, M. Guarise, P. G. Medaglia, F. M. Granozio, M. Minola, P. Perna, M. Radovic,
M. Salluzzo, T. Schmitt, K. J. Zhou, L. Braicovich, and G. Ghiringhelli, New J. Phys. 13, 043026
(2011).
20. L. Hozoi, L. Siurakshina, P. Fulde, and J. van den Brink, Sci. Rep. 1, doi:10.1038/srep00065 (2011).
21. A. Damascelli, Z.-X. Shen, and Z. Hussain, Rev. Mod. Phys. 75, 473–541 (2003).
22. Y. S. Lee, K. Segawa, Z. Q. Li, W. J. Padilla, M. Dumm, S. V. Dordevic, C. C. Homes, Y. Ando,
and D. N. Basov, Phys. Rev. B 72, 054529 (2005).
23. W. J. Padilla, Y. S. Lee, M. Dumm, G. Blumberg, S. Ono, K. Segawa, S. Komiya, Y. Ando, and
D. N. Basov, Phys. Rev. B 72, 060511(R) (2005).
24. J. M. Tranquada, S. M. Heald, A. Moodenbaugh, and M. Suenaga, Phys. Rev. B 35, 7187–7190
(1987).
25. A. Bianconi, J. Budnick, A. Flank, A. Fontaine, P. Lagarde, A. Marcelli, H. Tolentino, B. Cham-
berland, C. Michel, B. Raveau, and G. Demazeau, Phys. Lett. A 127, 285–291 (1988).
26. C. T. Chen, F. Sette, Y. Ma, M. S. Hybertsen, E. B. Stechel, W. M. C. Foulkes, M. Schulter, S.-W.
Cheong, A. S. Cooper, L. W. Rupp, B. Batlogg, Y. L. Soo, Z. H. Ming, A. Krol, and Y. H. Kao,
Phys. Rev. Lett. 66, 104–107 (1991).
27. E. Pellegrin, N. Nücker, J. Fink, S. L. Molodtsov, A. Gutiérrez, E. Navas, O. Strebel, Z. Hu,
M. Domke, G. Kaindl, S. Uchida, Y. Nakamura, J. Markl, M. Klauda, G. Saemann-Ischenko,
A. Krol, J. L. Peng, Z. Y. Li, and R. L. Greene, Phys. Rev. B 47, 3354–3367 (1993).
28. T. Yoshida, X. J. Zhou, T. Sasagawa, W. L. Yang, P. V. Bogdanov, A. Lanzara, Z. Hussain,
T. Mizokawa, A. Fujimori, H. Eisaki, Z.-X. Shen, T. Kaneshita, and S. Uchida, Phys. Rev. Lett.
91, 027001 (2003).
29. T. Yoshida, X. J. Zhou, D. H. Lu, S. Komiya, Y. Ando, H. Eisaki, T. Kakeshita, S. Uchida,
Z. Hussain, Z.-X. Shen, and A. Fujimori, J. Phys. Condens. Matter 19, 125209 (2007).
30. T. Yoshida, X. J. Zhou, K. Tanaka, W. L. Yang, Z. Hussain, Z.-X. Shen, A. Fujimori, S. Sahrakorpi,
M. Lindroos, R. S. Markiewicz, A. Bansil, S. Komiya, Y. Ando, H. Eisaki, T. Kakeshita, and
S. Uchida, Phys. Rev. B 74, 224510 (2006).
31. A. Kanigel, M. R. Norman, M. Randeria, U. Chatterjee, S. Souma, A. Kaminski, H. M. Fretwell,
S. Rosenkranz, M. Shi, T. Sato, T. Takahashi, Z. Z. Li, H. Raffy, K. Kadowaki, D. Hinks,
L. Ozyuzer, and J. C. Campuzano, Nat. Phys. 2, 447 (2006).
32. W. S. Lee, I. M. Vishik, K. Tanaka, D. H. Lu, T. Sasagawa, N. Nagaosa, T. P. Devereaux, Z. Hussain,
and Z. X. Shen, Nature 450, 81–84 (2007).
33. H. B. Yang, J. D. Rameau, P. D. Johnson, T. Valla, A. Tsvelik, and G. D. Gu, Nature 456, 77–80
(2008).
34. K. Takenaka, J. Nohara, R. Shiozaki, and S. Sugai, Phys. Rev. B 68, 134501 (2003).
35. V. J. Emery, and S. A. Kivelson, Phys. Rev. Lett. 74, 3253 (1995).
36. T. Nakano, M. Oda, C. Manabe, N. Momono, Y. Miura, and M. Ido, Phys. Rev. B 49, 16000–16008
(1994).
37. Y. Ando, Y. Kurita, S. Komiya, S. Ono, and K. Segawa, Phys. Rev. Lett. 92, 197001 (2004).
38. L. P. Gor’kov, and G. B. Teitel’baum, Phys. Rev. Lett. 97, 247003 (2006).
39. H. Alloul, T. Ohno, and P. Mendels, Phys. Rev. Lett. 63, 1700–1703 (1989).
40. M. Hücker, G. D. Gu, and J. M. Tranquada, Phys. Rev. B 78, 214507 (2008).
41. I. A. Zaliznyak, and J. M. Tranquada, Neutron Scattering and Its Application to Strongly Correlated
Systems (2013), arXiv:1304.4214.
42. G. Shirane, S. M. Shapiro, and J. M. Tranquada, Neutron Scattering with a Triple-Axis Spectrome-
ter: Basic Techniques, Cambridge University Press, Cambridge, 2002.
43. G. L. Squires, Introduction to the Theory of Thermal Neutron Scattering, Cambridge University
Press, Cambridge, 2012, 3rd edn.
44. S. L. Chaplot, W. Reichardt, L. Pintschovius, and N. Pyka, Phys. Rev. B 52, 7230–7242 (1995).
45. D. Vaknin, S. K. Sinha, D. E. Moncton, D. C. Johnston, J. M. Newsam, C. R. Safinya, and
J. H. E. King, Phys. Rev. Lett. 58, 2802 (1987).
46. B. X. Yang, S. Mitsuda, G. Shirane, Y. Yamaguchi, H. Yamauchi, and Y. Syono, J. Phys. Soc. Jpn.
56, 2283–2286 (1987).
47. Y. Yamaguchi, H. Yamauchi, M. Ohashi, H. Yamamoto, N. Shimoda, M. Kikuchi, and Y. Syono,
Jpn. J. Appl. Phys. 26, L447–L448 (1987).
48. S. Mitsuda, G. Shirane, S. K. Sinha, D. C. Johnston, M. S. Alvarez, D. Vaknin, and D. E. Moncton,
Phys. Rev. B 36, 822–825 (1987).
49. E. Manousakis, Rev. Mod. Phys. 63, 1–62 (1991).
50. J. M. Tranquada, “Neutron Scattering Studies of Antiferromagnetic Correlations in Cuprates,” in
Handbook of High-Temperature Superconductivity, edited by J. R. Schrieffer, and J. S. Brooks,
Springer, New York, 2007, pp. 257–298.
51. J. Budnick, A. Golnik, C. Niedermayer, E. Recknagel, M. Rossmanith, A. Weidinger, B. Chamber-
land, M. Filipkowski, and D. Yang, Phys. Lett. A 124, 103–106 (1987).
52. N. S. Headings, S. M. Hayden, R. Coldea, and T. G. Perring, Phys. Rev. Lett. 105, 247001 (2010).
53. R. Coldea, S. M. Hayden, G. Aeppli, T. G. Perring, C. D. Frost, T. E. Mason, S.-W. Cheong, and
Z. Fisk, Phys. Rev. Lett. 86, 5377–5380 (2001).
54. M. S. Hybertsen, E. B. Stechel, M. Schluter, and D. R. Jennison, Phys. Rev. B 41, 11068–11072
(1990).
55. B. Lake, D. A. Tennant, C. D. Frost, and S. E. Nagler, Nat. Mater. 4, 329–334 (2005).
56. A. T. Savici, G. E. Granroth, C. L. Broholm, D. M. Pajerowski, C. M. Brown, D. R. Talham, M. W.
Meisel, K. P. Schmidt, G. S. Uhrig, and S. E. Nagler, Phys. Rev. B 80, 094411 (2009).
57. I. A. Zaliznyak, Nat. Mater. 4, 273–275 (2005).
58. J. Tworzydło, O. Y. Osman, C. N. A. van Duin, and J. Zaanen, Phys. Rev. B 59, 115 (1999).
59. G. Shirane, Y. Endoh, R. J. Birgeneau, M. A. Kastner, Y. Hidaka, M. Oda, M. Suzuki, and
T. Murakami, Phys. Rev. Lett. 59, 1613 (1987).
60. B. Keimer, A. Aharony, A. Auerbach, R. J. Birgeneau, A. Cassanho, Y. Endoh, R. W. Erwin, M. A.
Kastner, and G. Shirane, Phys. Rev. B 45, 7430–7435 (1992).
61. R. Birgeneau, A. Aharony, N. Belk, F. Chou, Y. Endoh, M. Greven, S. Hosoya, M. Kastner, C. Lee,
Y. Lee, G. Shirane, S. Wakimoto, B. Wells, and K. Yamada, J. Phys. Chem. Solids 56, 1913–1919
(1995).
62. N. D. Mermin, and H. Wagner, Phys. Rev. Lett. 17, 1133–1136 (1966).
63. S. Chakravarty, B. I. Halperin, and D. R. Nelson, Phys. Rev. B 39, 2344 (1989).
64. P. Hasenfratz, and F. Niedermayer, Phys. Lett. B 268, 231 (1991).
65. S. Chakravarty, B. I. Halperin, and D. R. Nelson, Phys. Rev. Lett. 60, 1057 (1988).
66. F. C. Zhang, and T. M. Rice, Phys. Rev. B 37, 3759–3761 (1988).
67. O. P. Vajk, P. K. Mang, M. Greven, P. M. Gehring, and J. W. Lynn, Science 295, 1691–1695 (2002).
68. M. E. J. Newman, and R. M. Ziff, Phys. Rev. Lett. 85, 4104–4107 (2000).
69. F. C. Chou, N. R. Belk, M. A. Kastner, R. J. Birgeneau, and A. Aharony, Phys. Rev. Lett. 75, 2204
(1995).
70. C. Niedermayer, C. Bernhard, T. Blasius, A. Golnik, A. Moodenbaugh, and J. I. Budnick, Phys.
Rev. Lett. 80, 3843 (1998).
71. H. Goka, S. Kuroshima, M. Fujita, K. Yamada, H. Hiraka, Y. Endoh, and C. D. Frost, Physica C
388–389, 239 (2003).
72. J. M. Tranquada, H. Woo, T. G. Perring, H. Goka, G. D. Gu, G. Xu, M. Fujita, and K. Yamada,
Nature 429, 534 (2004).
73. M. Fujita, K. Yamada, H. Hiraka, P. M. Gehring, S. H. Lee, S. Wakimoto, and G. Shirane, Phys.
Rev. B 65, 064505 (2002).
74. M. Enoki, M. Fujita, T. Nishizaki, S. Iikubo, D. K. Singh, S. Chang, J. M. Tranquada, and
K. Yamada, Phys. Rev. Lett. 110, 017004 (2013).
75. B. Vignolle, S. M. Hayden, D. F. McMorrow, H. M. Rønnow, B. Lake, C. D. Frost, and T. G.
Perring, Nat. Phys. 3, 163 (2007).
76. S. M. Hayden, H. A. Mook, P. Dai, T. G. Perring, and F. Dog˘an, Nature 429, 531 (2004).
77. C. Stock, W. J. L. Buyers, R. A. Cowley, P. S. Clegg, R. Coldea, C. D. Frost, R. Liang, D. Peets,
D. Bonn, W. N. Hardy, and R. J. Birgeneau, Phys. Rev. B 71, 024522 (2005).
78. C. Stock, R. A. Cowley, W. J. L. Buyers, C. D. Frost, J. W. Taylor, D. Peets, R. Liang, D. Bonn,
and W. N. Hardy, Phys. Rev. B 82, 174505 (2010).
79. G. Xu, G. D. Gu, M. Hucker, B. Fauque, T. G. Perring, L. P. Regnault, and J. M. Tranquada, Nat.
Phys. 5, 642–646 (2009).
80. S. Sugai, H. Suzuki, Y. Takayanagi, T. Hosokawa, and N. Hayamizu, Phys. Rev. B 68, 184504
(2003).
81. M. Fujita, H. Hiraka, M. Matsuda, M. Matsuura, J. M. Tranquada, S. Wakimoto, G. Xu, and
K. Yamada, J. Phys. Soc. Jpn. 81, 011007 (2012).
82. G. Y. Xu, J. M. Tranquada, T. G. Perring, G. D. Gu, M. Fujita, and K. Yamada, Phys. Rev. B 76,
014508 (2007).
83. M. Matsuda, J. A. Fernandez-Baca, M. Fujita, K. Yamada, and J. M. Tranquada, Phys. Rev. B 84,
104524 (2011).
84. O. J. Lipscombe, B. Vignolle, T. G. Perring, C. D. Frost, and S. M. Hayden, Phys. Rev. Lett. 102,
167002 (2009).
85. S. Wakimoto, K. Yamada, J. M. Tranquada, C. D. Frost, R. J. Birgeneau, and H. Zhang, Phys. Rev.
Lett. 98, 247003 (2007).
86. S. Hüfner, M. A. Hossain, A. Damascelli, and G. A. Sawatzky, Rep. Prog. Phys. 71, 062501 (2008).
87. T. P. Devereaux, and R. Hackl, Rev. Mod. Phys. 79, 175–233 (2007).
88. N. B. Christensen, D. F. McMorrow, H. M. Rønnow, B. Lake, S. M. Hayden, G. Aeppli, T. G.
Perring, M. Mangkorntong, M. Nohara, and H. Tagaki, Phys. Rev. Lett. 93, 147002 (2004).
89. J. Rossat-Mignod, L. Regnault, C. Vettier, P. Bourges, P. Burlet, J. Bossy, J. Henry, and G. Lapertot,
Physica C 185–189, 86–92 (1991).
90. P. Dai, H. A. Mook, S. M. Hayden, G. Aeppli, T. G. Perring, R. D. Hunt, and F. Dog˘an, Science
284, 1344 (1999).
91. Y. Sidis, S. Pailhès, B. Keimer, C. Ulrich, and L. P. Regnault, Phys. Stat. Sol. (b) 241, 1204 (2004).
92. G. Yu, Y. Li, E. M. Motoyama, and M. Greven, Nat. Phys. 5, 873–875 (2009).
93. S. Pailhès, C. Ulrich, B. Fauqué, V. Hinkov, Y. Sidis, A. Ivanov, C. T. Lin, B. Keimer, and
P. Bourges, Phys. Rev. Lett. 96, 257001 (2006).
94. V. J. Emery, and G. Reiter, Phys. Rev. B 38, 4547–4556 (1988).
95. M. Möller, G. A. Sawatzky, and M. Berciu, Phys. Rev. Lett. 108, 216403 (2012).
96. M. Möller, G. A. Sawatzky, and M. Berciu, Phys. Rev. B 86, 075128 (2012).
97. S. A. Trugman, Phys. Rev. B 37, 1597–1603 (1988).
98. J. Zaanen, and O. Gunnarsson, Phys. Rev. B 40, 7391 (1989).
99. K. Machida, Physica C 158, 192 (1989).
100. S.-W. Cheong, G. Aeppli, T. E. Mason, H. Mook, S. M. Hayden, P. C. Canfield, Z. Fisk, K. N.
Clausen, and J. L. Martinez, Phys. Rev. Lett. 67, 1791 (1991).
101. S. R. White, and D. J. Scalapino, Phys. Rev. Lett. 80, 1272 (1998).
102. D. Scalapino, and S. White, Physica C 481, 146–152 (2012).
103. G. Seibold, M. Grilli, and J. Lorenzana, Physica C 481, 132–145 (2012).
104. J. M. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Nakamura, and S. Uchida, Nature 375, 561 (1995).
105. V. J. Emery, S. A. Kivelson, and H. Q. Lin, Phys. Rev. Lett. 64, 475 (1990).
106. V. J. Emery, and S. A. Kivelson, Physica C 209, 597 (1993).
107. U. Löw, V. J. Emery, K. Fabricius, and S. A. Kivelson, Phys. Rev. Lett. 72, 1918 (1994).
108. J. M. Tranquada, D. J. Buttrey, V. Sachan, and J. E. Lorenzo, Phys. Rev. Lett. 73, 1003 (1994).
109. T. Ido, K. Magoshi, H. Eisaki, and S. Uchida, Phys. Rev. B 44, 12094 (1991).
110. P. Wochner, J. M. Tranquada, D. J. Buttrey, and V. Sachan, Phys. Rev. B 57, 1066 (1998).
111. J. M. Tranquada, J. E. Lorenzo, D. J. Buttrey, and V. Sachan, Phys. Rev. B 52, 3581–3595 (1995).
112. J. M. Tranquada, P. Wochner, A. R. Moodenbaugh, and D. J. Buttrey, Phys. Rev. B 55, R6113
(1997).
113. R. Kajimoto, K. Ishizaka, H. Yoshizawa, and Y. Tokura, Phys. Rev. B 67, 014511 (2003).
114. S.-H. Lee, and S.-W. Cheong, Phys. Rev. Lett. 79, 2514 (1997).
115. K. Ishizaka, T. Arima, Y. Murakami, R. Kajimoto, H. Yoshizawa, N. Nagaosa, and Y. Tokura, Phys.
Rev. Lett. 92, 196404 (2004).
116. J. Li, Y. Zhu, J. M. Tranquada, K. Yamada, and D. J. Buttrey, Phys. Rev. B 67, 012404 (2003).
117. S.-H. Lee, J. M. Tranquada, K. Yamada, D. J. Buttrey, Q. Li, and S.-W. Cheong, Phys. Rev. Lett.
88, 126401 (2002).
118. C. Schussler-Langeheine, J. Schlappa, A. Tanaka, Z. Hu, C. F. Chang, E. Schierle, M. Benomar,
H. Ott, E. Weschke, G. Kaindl, O. Friedt, G. A. Sawatzky, H.-J. Lin, C. T. Chen, M. Braden, and
L. H. Tjeng, Phys. Rev. Lett. 95, 156402 (2005).
119. M. Hucker, M. v. Zimmermann, R. Klingeler, S. Kiele, J. Geck, S. N. Bakehe, J. Z. Zhang, J. P.
Hill, A. Revcolevschi, D. J. Buttrey, B. Buchner, and J. M. Tranquada, Phys. Rev. B 74, 085112
(2006).
120. H. Woo, A. T. Boothroyd, K. Nakajima, T. G. Perring, C. D. Frost, P. G. Freeman, D. Prabhakaran,
K. Yamada, and J. M. Tranquada, Phys. Rev. B 72, 064437 (2005).
121. A. T. Boothroyd, P. G. Freeman, D. Prabhakaran, A. Hiess, M. Enderle, J. Kulda, and F. Altorfer,
Phys. Rev. Lett. 91, 257201 (2003).
122. P. Bourges, Y. Sidis, M. Braden, K. Nakajima, and J. M. Tranquada, Phys. Rev. Lett. 90, 147202
(2003).
123. T. Katsufuji, T. Tanabe, T. Ishikawa, Y. Fukuda, T. Arima, and Y. Tokura, Phys. Rev. B 54, R14230
(1996).
124. H. Ulbrich, and M. Braden, Physica C 481, 31–45 (2012).
125. I. A. Zaliznyak, J. P. Hill, J. M. Tranquada, R. Erwin, and Y. Moritomo, Phys. Rev. Lett. 85, 4353
(2000).
126. M. Cwik, M. Benomar, T. Finger, Y. Sidis, D. Senff, M. Reuther, T. Lorenz, and M. Braden, Phys.
Rev. Lett. 102, 057201 (2009).
127. N. Sakiyama, I. A. Zaliznyak, S.-H. Lee, Y. Mitsui, and H. Yoshizawa, Phys. Rev. B 78, 180406
(2008).
128. I. A. Zaliznyak, J. M. Tranquada, R. Erwin, and Y. Moritomo, Phys. Rev. B 64, 195117 (2001).
129. K. Asai, O. Yokokura, N. Nishimori, H. Chou, J. M. Tranquada, G. Shirane, S. Higuchi, Y. Okajima,
and K. Kohn, Phys. Rev. B 50, 3025–3032 (1994).
130. A. T. Boothroyd, P. Babkevich, D. Prabhakaran, and P. G. Freeman, Nature 471, 341–344 (2011).
131. B. J. Sternlieb, J. P. Hill, U. C. Wildgruber, G. M. Luke, B. Nachumi, Y. Moritomo, and Y. Tokura,
Phys. Rev. Lett. 76, 2169 (1996).
132. J. B. Goodenough, Phys. Rev. 100, 564–573 (1955).
133. H. Ulbrich, D. Senff, P. Steffens, O. J. Schumann, Y. Sidis, P. Reutler, A. Revcolevschi, and
M. Braden, Phys. Rev. Lett. 106, 157201 (2011).
134. H. Ulbrich, P. Steffens, D. Lamago, Y. Sidis, and M. Braden, Phys. Rev. Lett. 108, 247209 (2012).
135. A. R. Moodenbaugh, Y. Xu, M. Suenaga, T. J. Folkerts, and R. N. Shelton, Phys. Rev. B 38, 4596
(1988).
136. J. D. Axe, A. H. Moudden, D. Hohlwein, D. E. Cox, K. M. Mohanty, A. R. Moodenbaugh, and
Y. Xu, Phys. Rev. Lett. 62, 2751 (1989).
137. M. K. Crawford, R. L. Harlow, E. M. McCarron, W. E. Farneth, J. D. Axe, H. Chou, and Q. Huang,
Phys. Rev. B 44, 7749–7752 (1991).
138. Y. Nakamura, and S. Uchida, Phys. Rev. B 46, 5841–5144 (1992).
139. M. Fujita, H. Goka, K. Yamada, J. M. Tranquada, and L. P. Regnault, Phys. Rev. B 70, 104517
(2004).
140. J. M. Tranquada, N. Ichikawa, and S. Uchida, Phys. Rev. B 59, 14712 (1999).
141. M. v. Zimmermann, A. Vigliante, T. Niemöller, N. Ichikawa, T. Frello, S. Uchida, N. H. Andersen,
J. Madsen, P. Wochner, J. M. Tranquada, D. Gibbs, and J. R. Schneider, Europhys. Lett. 41, 629
(1998).
142. B. V. Fine, Phys. Rev. B 70, 224508 (2004).
143. P. Abbamonte, A. Rusydi, S. Smadici, G. D. Gu, G. A. Sawatzky, and D. L. Feng, Nat. Phys. 1, 155
(2005).
144. A. J. Achkar, F. He, R. Sutarto, J. Geck, H. Zhang, Y.-J. Kim, and D. G. Hawthorn, Phys. Rev. Lett.
110, 017001 (2013).
145. D. Benjamin, D. Abanin, P. Abbamonte, and E. Demler, Phys. Rev. Lett. 110, 137002 (2013).
146. J. M. Tranquada, G. D. Gu, M. Hücker, Q. Jie, H.-J. Kang, R. Klingeler, Q. Li, N. Tristan, J. S.
Wen, G. Y. Xu, Z. J. Xu, J. Zhou, and M. v. Zimmermann, Phys. Rev. B 78, 174529 (2008).
147. M. Hücker, M. v. Zimmermann, G. D. Gu, Z. J. Xu, J. S. Wen, G. Xu, H. J. Kang, A. Zheludev, and
J. M. Tranquada, Phys. Rev. B 83, 104506 (2011).
148. N. Ichikawa, S. Uchida, J. M. Tranquada, T. Niemöller, P. M. Gehring, S.-H. Lee, and J. R.
Schneider, Phys. Rev. Lett. 85, 1738–1741 (2000).
149. J. Fink, V. Soltwisch, J. Geck, E. Schierle, E. Weschke, and B. Büchner, Phys. Rev. B 83, 092503
(2011).
150. Q. Li, M. Hücker, G. D. Gu, A. M. Tsvelik, and J. M. Tranquada, Phys. Rev. Lett. 99, 067001
(2007).
151. S. Tajima, T. Noda, H. Eisaki, and S. Uchida, Phys. Rev. Lett. 86, 500–503 (2001).
152. A. Himeda, T. Kato, and M. Ogata, Phys. Rev. Lett. 88, 117001 (2002).
153. E. Berg, E. Fradkin, E.-A. Kim, S. A. Kivelson, V. Oganesyan, J. M. Tranquada, and S. C. Zhang,
Phys. Rev. Lett. 99, 127003 (2007).
154. E. Berg, E. Fradkin, S. A. Kivelson, and J. M. Tranquada, New J. Phys. 11, 115004 (2009).
155. T. Valla, A. V. Federov, J. Lee, J. C. Davis, and G. D. Gu, Science 314, 1914 (2006).
156. R.-H. He, K. Tanaka, S.-K. Mo, T. Sasagawa, M. Fujita, T. Adachi, N. Mannella, K. Yamada,
Y. Koike, Z. Hussain, and Z.-X. Shen, Nat. Phys. 5, 119–123 (2009).
157. S. Baruch, and D. Orgad, Phys. Rev. B 77, 174502 (2008).
158. J. Chang, Y. Sassa, S. Guerrero, M. Mansson, M. Shi, S. Pailhes, A. Bendounan, R. Mottl, T. Claes-
son, O. Tjernberg, L. Patthey, M. Ido, M. Oda, N. Momono, C. Mudry, and J. Mesot, New J. Phys.
10, 103016 (2008).
159. B. Lake, H. M. Rønnow, N. B. Christensen, G. Aeppli, K. Lefmann, D. F. McMorrow, P. Vorder-
wisch, P. Smeibidl, N. Mangkorntong, T. Sasagawa, M. Nohara, H. Takagi, and T. E. Mason, Nature
415, 299–301 (2002).
160. J. Chang, C. Niedermayer, R. Gilardi, N. Christensen, H. Ronnow, D. McMorrow, M. Ay, J. Stahn,
O. Sobolev, A. Hiess, S. Pailhes, C. Baines, N. Momono, M. Oda, M. Ido, and J. Mesot, Phys. Rev.
B 78, 104525 (2008).
161. J. E. Hoffman, E. W. Hudson, K. M. Lang, V. Madhavan, H. Eisaki, S. Uchida, and J. C. Davis,
Science 295, 466–469 (2002).
162. J. Wen, Q. Jie, Q. Li, M. Hücker, M. v. Zimmermann, S. J. Han, Z. Xu, D. K. Singh, R. M. Konik,
L. Zhang, G. Gu, and J. M. Tranquada, Phys. Rev. B 85, 134513 (2012).
163. Z. Stegen, S. J. Han, J. Wu, A. K. Pramanik, M. Hücker, G. Gu, Q. Li, J. H. Park, G. S. Boebinger,
and J. M. Tranquada, Phys. Rev. B 87, 064509 (2013).
164. M. Eschrig, Adv. Phys. 55, 47–183 (2006).
165. S. A. Kivelson, E. Fradkin, and V. J. Emery, Nature 393, 550–553 (1998).
166. S. A. Kivelson, I. P. Bindloss, E. Fradkin, V. Oganesyan, J. M. Tranquada, A. Kapitulnik, and
C. Howald, Rev. Mod. Phys. 75, 1201 (2003).
167. V. J. Emery, S. A. Kivelson, and O. Zachar, Phys. Rev. B 56, 6120 (1997).
168. E. W. Carlson, V. J. Emery, S. A. Kivelson, and D. Orgad, “Concepts in High Temperature Su-
perconductivity,” in The Physics of Superconductors Vol II: Superconductivity in Nanostructures,
High-Tc and Novel Superconductors, Organic Superconducors, edited by K. H. Bennemann, and
J. B. Ketterson, Springer-Verlag, Berlin, 2004, arXiv:cond-mat/0206217.
169. S. A. Kivelson, and E. Fradkin, “How optimal inhomogeneity produces high temperature super-
conductivity,” in Handbook of High-Temperature Superconductivity, edited by J. R. Schrieffer, and
J. S. Brooks, Springer, New York, 2007, pp. 570–596.
