The problem of acoustic-to-articulatory speech inversion continues to be a challenging research problem which significantly impacts automatic speech recognition robustness and accuracy. This paper presents a multi-task kernel based method aimed at learning Vocal Tract (VT) variables from the Mel-Frequency Cepstral Coefficients (MFCCs). Unlike usual speech inversion techniques based on individual estimation of each tract variable, the key idea here is to consider all the target variables simultaneously to take advantage of the relationships among them and then improve learning performance. The proposed method is evaluated using synthetic speech dataset and corresponding tract variables created by the TAsk Dynamics Application (TADA) model and compared to the hierarchical ε-SVR speech inversion technique.
INTRODUCTION
The problem of speech inversion has received increasing attention in the speech processing community in the recent years (see [1, 2] and references therein). This problem is motivated by several applications in which it is required to estimate articulatory parameters from the acoustic speech signal [3, 4, 5] . For example, in speech recognition, the use of articulatory information has been of interest since speech recognition efficiency can be significantly improved [6] . This is due to the fact that automatic speech recognition (ASR) systems suffer from performance degradation in the presence of noise and spontaneous speech. Moreover, acoustic-toarticulatory speech inversion is also useful in many other interesting applications such as speech analysis and synthesis [7] .
Most of current research on acoustic-to-articulatory inversion focuses on learning Electromagnetic Articulography (EMA) trajectories from acoustic parameters and frequently uses the MOCHA fsew0 dataset as training and test data [3, 4] . In a recent work, Mitra et al. [2] suggest the use of the TAsk Dynamics Application (TADA [8] ) model to generate acoustic-articulatory database which contains synthetic speech and the corresponding Vocal Tract (VT) time functions. Their results show that tract variables can be better candidates than EMA trajectories for articulatory feature based ASR systems. In this paper, we build upon the works of Mitra et al. [5, 2] by addressing the issue of finding the mapping between acoustic parameters and vocal tract variables. In this context, we use Mel-Frequency Cepstral Coefficients (MFCCs) as input and consider as output eight different vocal tract constriction variables, lip aperture (LA), lip protrusion (LP), tongue tip constriction degree (TTCD), tongue tip constriction location (TTCL), tongue body constriction degree (TBCD), tongue body constriction location (TBCL), Velum (VEL) and Glottis (GLO).
Various nonlinear acoustic-to-articulatory inversion technique [3, 2] , and particularly kernel-based methods [9, 5] , have been proposed in the literature, in most cases addressing the articulatory estimation problem within a single-task learning perspective. In the speech processing community, the first work we are aware of concerning this problem from a multitask learning point of view is that of Richmond [10] . The author puts forward the idea that we can benefit by viewing a multilayer perception (MLP) based acoustic-articulatory inversion from a multi-task learning perspective. In multitask learning several related tasks are considered simultaneously [11] . The core idea is that what the machine learns for one task can help improve learning performance of the other tasks. There is a large literature on this subject [12, 13] . One paper that has come to our attention is that of Evgeniou et al. [14] who showed how Hilbert spaces of vector-valued functions [15] and matrix-valued reproducing kernels [16] can be used as a theoretical framework to develop nonlinear multi-task learning methods.
Motivated by the setting of reproducing kernel Hilbert spaces (RKHS) and their extensions considered in multi-task learning, we propose in this paper a matrix-valued kernel based approach for learning vocal tract variables from the the Mel-Frequency Cepstral Coefficients. This is achieved by using a vector-valued RKHS framework to learn a vectorvalued function where each of its components corresponds to a different tract variable.
The remainder of this paper is organized as follows. In Section 2, we review the definition of vector-valued RKHS and matrix-valued kernels. In section 3, we present the vocal tract variables estimation procedure. Experiments and results are presented in section 4. Section 5 presents some conclusions and future work direction.
VECTOR-VALUED REPRODUCING KERNEL HILBERT SPACES
Hilbert spaces of scalar functions with reproducing kernels were introduced and studied in [17] . Due to their crucial role in designing kernel-based learning methods successfully applied in several machine learning applications, these spaces have received considerable attention over the last two decades [18] . More recently, interest has grown in exploring Hilbert spaces of vector random functions for learning vectorvalued functions [15] . In [14] Hilbert spaces of vector-valued functions [15] are described and matrix-valued reproducing kernels [16] are constructed to learn many related regression or classification tasks simultaneously. Similarly, there are also some works where approaches based on this framework have been proposed to estimate a two or three-dimensional vector-valued function [19] .
In this section, we review the theory of reproducing kernel Hilbert spaces of vector-valued functions as in [15] and we discuss the choice of multi-task kernels. Let X ⊆ R 
x), and it is positive definite, i.e., for every natural number n and all
{(x i , y i ) i=1,...,n } ∈ R d × R p there holds n i,j=1 K(x i , x j )y i , y j ≥ 0
Definition 2 A Hilbert space of function from X to Y is called a reproducing kernel Hilbert space if there is a positive semi-definite matrix-valued kernel
K on X such that for every f ∈ F, f, K(x, .)y F = f (x), y (reproducing property)
Theorem 1 A matrix-valued kernel K is the reproducing kernel of some vector-valued reproducing kernel Hilbert space, if and only if it is positive definite.
Similarly to the scalar case, there is a bijection between matrix-valued kernels and vector-valued RKHS. Therefore, it is important to consider the problem of constructing positive matrix-valued kernels. This problem has been studied extensively for scalar-valued kernels [18] , however it has not been investigated enough in the matrix-valued case. In the context of multi-task learning, matrix-valued kernels are constructed from real kernels which are carried over to the vector-valued setting by a positive definite matrix [16] . This results in a multi-task kernel which has the following form
where k i : X × X → R is a scalar kernel and M i ∈ M + p (R) a positive definite matrix. In this paper, we consider kernels of the this form with n = 2, M 1 a multiple of the identity matrix and M 2 a low rank matrix [20] . More specifically, we consider the following kernel
δ ij is the Kronecker delta where i, j ∈ N p = {1, . . . , p} and α ∈ [0, 1]. Our choice of multi-task kernels is mainly motivated by the fact that vocal tract time functions are known to be functionally dependent [5] .
VOCAL TRACT VARIABLES ESTIMATION
In this section, we detail the multi-task kernel based method used to estimate vocal tract variables from the Mel-Frequency Cepstral Coefficients (MFCCs). The problem of learning VT variables from MFCCs can be seen as a vector-valued function estimation problem where the goal is to find the function
p . x i is a vector that represent the acoustic speech signal, y i is the vector containing vocal tract variables values and f is the function that performs the mapping between the acoustic and articulatory domains. A good estimate of f is obtained by minimizing the regularized empirical risk J λ (f )
where λ ∈ R + is the regularization parameter. In analogy with standard kernel methods [18] , a solution of the minimization problem can be provided using the vector-valued version of the representer theorem. 
where K is the reproducing kernel of F and c i ∈ Y.
Using the representer theorem and the reproducing property of F, the minimization problem of J λ is equivalent to finding
Now we can solve the minimization problem by computing the derivative of (4). Using the directional derivative defined by
, h , we obtain the following solution of the minimization problem
where
is a reproducing kernel and then K(x, t) = K(t, x)
T , the expression (5) is reduced to a more familiar form
Following the theory of vector-valued RKHS presented in section 2 and the vector-valued function estimation procedure described above, we propose a multi-task based algorithm (Algorithm 1) for learning vocal tract variables from the acoustic speech signal. • Form the training set Xi = {xi1, . . . , x id }, i = 1, . . . , n containing the MFCCs of the speech signal and the corresponding vocal tract variables Yi = {Yi1, . . . , Yip}, i = 1, . . . , n.
• Set the parameter α of the multi-task kernel (1) to some predetermined value in [0, 1].
Training step
• Solve the minimization problem (4) to get the set of vectors ci ∈ R p ∀i = 1, . . . , n, see equation (6).
Test step
• For each speech signal -compute its feature vector denoted as x; -compute the corresponding tract variables using equation (3).
EXPERIMENTS
In this section, we report on experiments similar to those performed by Mitra et al. [5, 2] . Acoustic-articulatory database is generated by the TAsk Dynamics Application (TADA [8] ) model, which is a computational implementation of articulatory phonology. The generated dataset consists of acoustic [21] and corresponding Vocal Tract (VT) trajectories sampled at 5 msec. The speech signal was parameterized into 13 Mel-Frequency Cepstral Coefficients (MFCC). These Cepstral coefcients were acquired at a time of 5 ms (synchronized with the TVs) with window duration of 10 ms. As in [9] , input vectors are constructed by considering 8 frames before and after each current frame. The dataset is split into 5:1 for training and test sets. For evaluating the performance of the VT variables estimation task, the root mean-squared error (RMSE) and the correlation measure (Corr) are widely used. The RMSE measure the distance between predicted and true VT trajectories and the correlation score provide information about the shape similarity and the synchrony of the two trajectories. These measures are defined as follows A recent tract variables learning technique is proposed by Mitra et al. [5] . The authors developed a hierarchical ε-SVR architecture by associating 8 different SVRs, a SVR for each tract variable. To consider the dependencies between VT time functions, the SVRs corresponding to independent VT variables are first created and then used for constructing the others. Table 1 reports the RMSE and correlation results obtained using the multi-task kernel based approach and the hiearchical ε-SVR algorithm after smoothing the estimated VT trajetories using a Kalman filter as described in [5] . It can be observed in the Table 1 that the multi-task kernel method offers better performance than the hierarchical ε-SVR technique. The improvement is significant for TBCL, TTCL and TTCD, the RMSE values decrease respectively from 15.083, 7.752 and 3.345 to 9.763 5.276 and 1.975. Results obtained for the other tract variables are more or less similar to that of the ε-SVR.
CONCLUSION
In this work, we have tackled the problem of vocal tract variables learning from the acoustic speech signal. Using a vector-valued RKHS framework, we have proposed a multitask kernel based method that has the advantage of taking into account the functional relationships between the tract variables. Experiments on acoustic-articulatory database generated by TADA are conducted to estimate VT time functions from the MFCCs. We have also compared our method with the hierarchical ε-SVR, and shown a significant improvement in performance. In future it will be also interesting to consider a larger classes of matrix-valued kernels. We will also explore more experiments on articulatory datasets and compare the multi-task kernel approach with previous related methods for speech inversion, such as those in [2] .
