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1. INTRODUCTION 
Consider the planar motion of a particle that is subject to rocket thrust, 
constant downward gravitational acceleration and linear drag. Total mass M 
is the sum of propellant mass m and of S = M - m. Functions m and S of 
time t are called the burning program and the staging program; the inclination 
6’ of the thrust vector is the thrust direction program. With m and S fixed, we 
wish to maximize a range &(0) defined by (2.2). 
Fried and Richardson discuss the single-stage drag-free case in [l]. This 
and related problems are considered by Lawden [2], [3], Leitmann [4, 
pp. 175-1761 and Miele [5, pp. 138-1391. More recently Romiti [7, pp. 457- 
4621 has studied the two-stage no-drag case. These authors all conclude that 
a necessary condition on a maximizing direction program 0, is that e,,(t) 
be constant, 0 < t < t, = burnout time. Fried and Richarsdon give a heu- 
ristic sufficiency argument; the other cited references do not mention suffi- 
cient conditions. 
Under very general conditions stated in Section 2, our Theorems 3.1 and 
5.1 show that a necessary and sufficient condition for the relation 
RH(Q >, R=(0) for all admissible 0, (1.1) 
that is, for RH(O,,) to be the global or absolute maximum, is that &(t) have a 
suitable constant value in an almost everywhere sense. 
2. FORMULATION OF THE PROBLEM 
It is convenient to think of m, S and other functions as defined for all real t. 
Both m and S are constant for t < 0 and again for t > t, , the fixed burnout 
1 This research was sponsored by the Office of Aerospace Research of the Air 
Force Office of Scientific Research, The United States Air Force, grant AF-AFOSR- 
211-63. 
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time, with S(t) :- 0 for all t. Beyond this, m and S are required only to be 
bounded and non-increasing. As the class 0 of admissible thrust direction 
programs, we take all functions 0 that are measurable relative to the measure p 
generated by the nondecreasing function - In m. Let c be a bounded CL- 
measurable function of t and let K be a bounded Lebesgue measurable func- 
tion oft. This provides a setting that is suitable for analysis and appears to be 
the most general for which the Fried-Lawden-Richardson type of program 
furnishes the global maximum. 
To every choice of an admissible 19 and of initial values, corresponds a uni- 
que state (x, y, U, V) given by the equations 
u(t) eItt) = 
s 
z eI cos 8 dp + u-(O), 
Lost] M 
where 
I(t) = j: ; dT, 
v(t) et1 0 = 
s 
zeIsin8dp -g 
Lost1 M s 
t 
e’dT + v-(O), 
0 
(2.1) 
x(t) = j' u dT + x(O), 
0 
y(t) = jt w dT + y(O). 
0 
If M, restricted to the closed interval [0, tl], had a continuous derivative, 
a condition that could be relaxed to absolute continuity of M, and if 19, c, S 
and K were continuous we could replace symbol dp in (2.1) by (- k/m) dT 
and differentiate to obtain familiar differential equations for a planar rocket 
trajectory. Although we do not exclude these possibilities, our m, S and ~1 
are not necessarily continuous; hence derivatives k(t), t?(t) can fail to exist 
and be finite and these derivatives do not in general integrate to yield m and v. 
The integral formulation (2.1) of trajectory equations is essential. 
Symbol dp in (2.1) denotes integration with respect to the Lebesgue- 
Stieltjes measure p described above, which represents a natural choice for the 
problem. Symbol dT denotes integration with respect to ordinary Lebesgue 
measure. Symbols u-(O) and o-(O) are to be understood as components of 
left welocity at t = 0, that is as left derivatives of x and y at 0. In equations 
(2.1) for u and V, we integrate with respect to TV over the closed interval 
[0, t], hence u(t) and v(t) are the components of right velocity but we suppress 
the superscript +. If and only if m is continuous at 0, are u(0) = u-(O) and 
o(O) = o-(O) and similarly for 0 < t < t, . 
The staging programs S and exit speeds c of practical interest are step- 
functions with coincident jumps corresponding to discrete staging. Our 
formulation, however, permits m, S, and M either to be continuous or, as 
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monotone functions, to have a finite or denumerable number of disconti- 
nuities. 
A more realistic mathematical model would incorporate a central force 
field and nonlinear drag. Fried and Richardson comment on the difficulties 
and conjecture that drag will be the more difficult to handle. Various authors 
remark that the uniform force field is realistic since burnout time is usually 
a minor fraction of the time of flight. Our choice of k as an arbitrary bounded 
measurable function of time, rather than as a constant or something else, 
is made largely to point out that this does not complicate the analysis. It is 
possible moreover that, if k were of the more realistic form k(x, y, u, v) and 
we already had a first approximation x(t), y(t), u(t), v(t), e(t) to an optimal 
5-vector, then the approach of this paper with k as k[x(t),..., v(t)] would 
lead to a better approximation and hence be useful in numerical work. 
Define the horizontal range with delivery at height H by the statement 
that, for each admissible program 0, 
(2.2) 
With c, m, k and S as fixed functions, all heights H, not greater than the 
summit height y(T) corresponding to e(t) = 77/2 = constant on [0, tr], are 
attainable. If H is attainable with a direction program 0, the value y(t) = H 
may occur for many values of t and hence for different ranges x(t). Defini- 
tion (2.2) selects the largest such range. As a result of the continuity of x and 
y in t, a consequence of forms (2.1) of x and y, such a maximum necessarily 
exists. 
3. THE FRIED-LAWDEN-RICHARDSON NECESSARY CONDITION 
UNDER RELAXED HYPOTHESES 
Let c, m, k and S be fixed functions with respective properties stated in 
Section 2. Let 7 be an arbitrary CL-measurable function on [0, tr] and let E 
be a real parameter. If B,, is admissible and hence measurable, so also is 
B0 + ~7, and both sin (0, + ~7) and cos (0, + or)) are bounded and p-measur- 
able. 
Define 
W, 6) = j: e-I [S,,,,, $- eI ~0s (4 + 4 4 + U-(O)] dT + x(o), 
er sin (0, + ~7) dp + a-(O)] dr 
- g s: e-I il e’ dT da + y(0). (3.1) 
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THEOREM 3.1. If height H is attainable and R&B,) is the global maximum 
(1.1) of (2.2)) then e,(t) is constant almost everywhere (p) on the closed interval 
[O, tJ or almost everywhere (p) on the half-open interval [0, T) respectively 
according as the time T at which x(T) = R,(B,) satis$es the relation T > t, 
or T < t, . 
PROOF. Range X(t, e) is a maximum subject to the constraint Y(t, e) = H 
if (t, E) = (T, 0). Accordingly there exist constant multipliers h, , h, not both 
zero such that the first order partials of h,X + h,Y with respect to t and E 
vanish at (T, 0). 
CASE 1. T > t, . One can verify that the needed derivatives exist with 
the aid of the continuity of u and v when t > t, . Any integral with respect to 
p over the interval [0, T] reduces to an integral over [0, tl] because of the 
fact that (tlT] is of zero p-measure, m(t) being constant if t, < t < T. 
We are thus led to the equations 
s LO. t11 
5 ez(ho cos do + A, sin 0,) dp - g 1: ez d7 + &u-(O) + &v-(O) = 0, 
T ,. 
i [J 
e-I $ ez(h, cos B. - A, sin 0,) r) dp] dr = 0. (3.2) 
0 LO.71 
If h, cos 8, - X0 sin B. were positive on a subset E of [0, tl] of positive 
p-measure, we could choose 7 as the characteristic function of E and contra- 
dict the last equation. A similar remark applies if h, cos B. - A0 sin B. were 
negative on E. Therefore 
A, cos d,(t) - A, sin O,(t) = 0 on [O, 4 a.e. (CL), 
which means that the equality holds except for a set (possibly empty) of 
p-measure 0. 
CASE 2. T < t, . Values m(t), S(t), B(t) for t > T now have no effect 
on X(T, 0), Y(T, 0). Define mT(t) as m(t) or m( T -), the left limit of m at T, 
according as t < T or t 3 T, and now understand p in (3.1), (3.2) to have 
been replaced by the measure v generated by In mr. The proof for Case 1 
now yields the alternative conclusion of the theorem. 
Although Case 2 is of little importance, it can occur if, for example, m has 
a large jump at t = 0, remains constant while the idealized vehicle coasts to a 
summit height above H, and if the remaining propellant is used after the 
vehicle has fallen so far that the level His no longer attainable. 
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4. AUXILIARY MAXIMUM PROBLEMS 
We again start with fixed functions’c, m, k and S conditioned as in Sec- 
tion 2. Let t, now denote burnout time and let A denote a decomposition 
of [0, tn] into disjoint subintervals Ij of the form [0, tl], (tl , t&..., (& , t,]. 
Consider the class O,(A) of all step-functions 0 on [0, tn], the value 8(t) 
being a constant 01~ on Ii, j = l,..., n. 
If t > t, and 0 E O,(A), we verify from (2.1) that the position (x, y) can be 
expressed in the notation 
x(t, a) = f A,(t) 
1 
COS Ctj + U-(O) S:-I dT $ x(O), 
y(t, a) = i A,(t) sin LY$ + v-(O) 11 e-Id7 + y(0) -g f: e-I/O e’d7 da, 
1 0 
in which 
(4.1) 
A,(t) = J^: e-I 1,. $ eI dp dr. 
> 
(4.2) 
If t < t, , let p be the largest integer not greater than t. Expressions (4.1) 
remain applicable with p + 1 in place of n if, in Definition (4.2) we replace 
the measure p by the measure Y generated by - In m, , where m,(T) is m(T) 
on m(t -) according as T < t or T > t. 
THEOREM 4.1. If the height H is attainable with 0 restricted to the class 
O,(A), there exists an (n + l)-tuple (T, 18) = (T, & ,..., p,J such that x(T, 8) 
is the supremum of all values x(t, CX) corresponding to (n + 1)-tuples (t, a) such 
that t > 0 and y(t, IX) = H. 
PROOF. Since 0~~ appears only as the argument of a sine and a cosine, we 
can restrict aj to the closed interval [0,27r], j = l,..., n. Nonnegative t such 
that y(t, a) = H necessarily have a finite upper bound K that is independent 
of the choice of each aj in [0,277]. Points (t, a) such that y(t, a) = H then 
constitute a bounded subset S of (n + 1)-space and, since y is continuous 
in (t, a) by the form of (4.1), the set S is closed. Consequently X, which is 
similarly continuous in (t, 01), necessarily assumes its supremum on S for 
some (T, /?) E S. 
THEOREM 4.2. If B. maximizes RH(0) on O,(A), then e,(t) has the same 
constant value on the union of all intervals Ii of positive p-measure OY on this 
union intersected with [0, T) respectively according as ,the time T such that 
x( T, 8) is the maximum of R,(e) on O,(A) satisfies the relation T > t, OY 
T<t,. 
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PROOF. We now permit each component 01~ of 01 to assume any real value 
and t to have any nonnegative value. The case T = 0 can occur, in which 
event the theorem is trivially true. If T > 0, there must exist multipliers 
4l , 4 , not both zero, such that all first-order partials of h,x $ Ary must, 
if they exist and are finite, vanish at (T, 8). That the derivative with respect 
to cyj exists is clear from the form of (4.1). For differentiation with respect 
to t, one can verify that whether T > t, or T < t, , the integrands of inte- 
grals in (4.1), (4.2) h aving t as upper limit are all continuous at T. The follow- 
ing conditions, obtained by differention of (4. I), are therefore both meaning- 
ful and necessary. 
i --%G”) (A o cos /$ + A1 sin &) + [&u-(O) + h,v-(0)] e-I(r) 
1 
J 
T 
- Xlg e-I(T) er d7 = 0, (4.3) 
Aj( T) (A, cos & - A0 sin flj) = 0, j = l,..., n 0,” L.,P + 1, (4.4) 
respectively, according as T > t, or T < t, . 
We see from (4.2) that if li is of positive measure, then Aj(T) > 0, hence 
that the other factor in (4.4) must vanish for the respective ranges of j in 
the two cases covered by the theorem. The common constant value /3 of 
such pi would be calculated with the aid of (4.3) and the relation y( T, p) = H. 
For each choice of a decomposition d and hence of an integer n we have 
a problem R,(B) = maximum on O,(d). Theorem 4.2 places no condition 
on the value /Ii corresponding to an interval Ij of measure zero but an arbitrary 
value can be assigned to such a & with no effect on the trajectory and in 
particular we can assign the above described value 6. As a consequence of 
this observation and of Theorems 4.1 and 4.2, we see that there exists a 
direction program BO, 6,(t) = /3, 0 < t < t, = burnout time that maximizes 
the range on O,(d), the class of constant-valued functions, and also maximizes 
RH(0) on O,(A) for every choice of n and d. 
5. SOLUTION OF THE ORIGINAL MAXIMUM PROBLEM 
If 0 is an arbitrary p-measurable function there exists a sequence sr , ss ,... 
of step-functions, each one in some class O,(d) and such that, for every 
interval J = [0, t], 
s 
10-ss,jdp+O as r--P co. (5.1) 
J 
Such a sequence s, is ensured, for example, by [6, p. 2301. 
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Denote now by [x(t; tY), y(t; e), u(t; e), v(t; e)], the generic point (2.1) 
of state space. If t > 0, 
1 ~(2; e) - ~(t; s,) 1 < e-Z(t) 1,s ez 1 cos e - cos S, 1 dp 
< [sup c(t)] / cos e - cos s, 1 dp. (5.2) 
.I 
The last integrand is expressible via the mean value theorem of the diffe- 
rential calculus in the form 1 sin 6,. 1 1 0 - s, 1 , which is dominated by the 
last factor; therefore expression (5.2) tends to zero by (5.1). Similar state- 
ments apply to o(t; 0), ~(t; 0) and y(t; 0). 
Given a height H and 0 E 0 such that the equation y(t; 0) = H has a 
nonnegative root, let T denote the time such that, in accord with definition 
(2.2), ~(t; 8) = &(0). Denote the value y(T; s,) by H, . Then H, --t H 
as Y --f co by the analog of (5.2) for y(t; 0) and f amiliar properties of integrals. 
Let 0, now denote the class of all step-functions, each of which has the 
same intervals of constancy as s, . Let /3r be the constant-valued function, 
which by Section 4 solves the maximum problem on 0, with the assigned 
height H,. Denote by T, , T,* the respective times of flight such that 
x(T,; s,.), x(TT*; /3r) are the ranges (2.2) with delivery at height H, . 
THEOREM 5.1. If height H is attainable, then the problem RH(0) = absolute 
maximum on 0 has as a solution the constant function b that maximizes RH(B) 
on the class of functions, each of which is constant on [0, tJ. 
PROOF. We verify with reference to Section 4 and the definitions of 
symbols that 
x(TT*; A) b x(T,; 4 > x(T; 4. (5.3) 
It is again convenient to restrict angle 6,. to the closed interval [0,2rr], 
r = 1. 2,... . Values T,* necessarily have a finite upper bound and they are 
nonnegative. Therefore, with r confined to a suitable subsequence of the 
positive integers, 8,. and T, will converge to limits /?,, and T,, and, by the analog 
of (5.2) for x(t; 0) and the continuity of x in t and ,f3, the first member of (5.3) 
converges to x(T,,; &) while the third member of (5.3) converges to x(T; 13). 
Consequently 
x(T,, ; A,) 2 x(T; 0). (5.4) 
If fir, is the constant fi mentioned in the theorem, then the left member of 
(5.4) is either R&9) or is dominated by R&3). If &, # /3, the left member 
is certainly dominated by R&3); h ence in any event we have that 
R&I) > ,RH(B), where 0 is an arbitrary p-measurable function. 
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