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Abstract
We propose a robust variable selection procedure using a divergence based
M-estimator combined with a penalty function. It produces robust estimates
of the regression parameters and simultaneously selects the important explana-
tory variables. An efficient algorithm based on the quadratic approximation of
the estimating equation is constructed. The asymptotic distribution and the
influence function of the regression coefficients are derived. The widely used
model selection procedures based on the Mallows’s Cp statistic and Akaike in-
formation criterion (AIC) often show very poor performance in the presence of
heavy-tailed error or outliers. For this purpose, we introduce robust versions
of these information criteria based on our proposed method. The simulation
studies show that the robust variable selection technique outperforms the clas-
sical likelihood-based techniques in the presence of outliers. The performance
of the proposed method is also explored through the real data analysis.
MSC2010 subject classifications: 62J07, 62F35.
Keywords: Penalized Variable Selection, Robust Regression, Robust Information
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1 Introduction
We address the development of a robust method for modeling and analyzing high-
dimensional data in the presence of outliers. Due to advanced technology and wide
source of data collection, a high-dimensional data is available in several fields includ-
ing healthcare, bioinformatics, medicine, epidemiology, economics, finance, sociology
and climatology. In those data-sets, outliers are commonly encountered generally
due to heterogeneous sources or effect of some confounding variables. The standard
approaches often fail to model such data and produce misleading information. The
modeling approaches can also be challenged by model misspecification and heavy-
tailed error distribution. Thus, a suitable robust statistical method is essential to
analyze these data which can properly eliminate the effect of outliers.
In the initial stage of modeling, generally, a large number of predictors are in-
cluded to get maximum information from data. However, in practice, very few
predictors contain relevant information about the response variable. Thus, variable
selection is an important topic in regression analysis when there are large number
of predictors. It enhances the predictability power of the model, and reduces the
chance of over-fitting. It also provides a better understanding of the underlying pro-
cess that generated the data, and gives a faster and more cost-effective predictors.
Including many predictors in the final model unnecessarily adds noise to the estima-
tion of main quantities that we are interested in. The classical regression analysis is
badly affected by multi-collinearity when too many variables tries to do the same job
in explaining the response variables. Therefore, to explore the data in the simplest
way, one needs to remove redundant predictors. As a powerful tool for selecting the
subset of important predictors associated with responses, penalization plays a sig-
nificant role in the high-dimensional statistical modeling. Methods that have been
proposed include the bridge estimator (Frank and Friedman, 1993), least absolute
shrinkage and selection operator or LASSO (Tibshirani, 1996), the smoothly clipped
absolute deviation or SCAD (Fan and Li, 2001), the elastic net (Zou and Hastie,
2005), the adaptive LASSO (Zou, 2006) and the minimum concave penalty approach
or MCP (Zhang, 2010). The statistical properties of these methods are extensively
studied in the literature, however, most of these existing methods such as penalized
least-squares or penalized likelihood (Fan and Lv, 2011) are designed for light-tailed
distributions. Not only these methods break down in the presence of outliers, but
also the effect of outliers is not well studied for many variable selection techniques
(Lambert-Lacroix and Zwald, 2011). Therefore, the robust variable selection, that
can withstand the effect of outliers, is essential to model and analyze such data.
In the literature, robust regularization methods such as the least absolute devia-
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tion (LAD) regression and quantile regression have been widely used for variable se-
lection (Li and Zhu, 2008, Zou and Yuan, 2008). Belloni and Chernozhukov (2011),
Wang et al. (2012) studied the penalized quantile regression in high-dimensional
sparse models where the dimensionality could be larger than the sample size. van de Geer and Mu¨ller
(2012) obtained bounds on the prediction error of a large class of L1-penalized es-
timators, including quantile regression. Fan et al. (2014), Bradic et al. (2011) in-
troduced the penalized quantile regression with the weighted L1-penalty for robust
regularization. Variable selection methods based on M-estimators are addressed in
(Lambert-Lacroix and Zwald, 2011, Li et al., 2011, Kawashima and Fujisawa, 2017).
In this paper, we propose a variable selection method based on the density power
divergence (DPD) measure (Basu et al., 1998).
A penalized variable selection method uses a regularized parameter in the penalty
function which controls the complexity of the model. A commonly used method is
the cross validation technique where the model parameters are estimated from the
training data, and then the regularized parameter is selected from the remaining
test data (Golub et al., 1979). However, if there are outliers in data, both the esti-
mation and testing process may be severely affected. Therefore, the classical cross
validation technique may not work properly in the presence of outliers. Moreover,
the cross validation technique is computationally intensive. For the same reason, the
bootstrap based methods may also fail in the presence of outliers. Another widely
used technique is the information based criteria for the model selection. The Mal-
lows’s Cp statistic (Mallows, 1973), the Akaike information criterion (AIC) (Akaike,
1973) and the Bayes information criterion (BIC) (Schwarz, 1978) play an important
role in high-dimensional data analysis. Unfortunately, as most selection criteria are
developed based on the ordinary least-squares (OLS) estimates, their performance
under heavy-tailed errors is very poor. Ronchetti (1985), Ronchetti and Staudte
(1994) modified the classical selection criteria using the Huber’s M-estimator. Con-
sequently, Hurvich and Tsai (1990) derived a set of useful model selection criteria
based on the LAD estimates. Despite their usefulness, these LAD-based variable
selection criteria, have some limitations – the major one being the computational
burden (Wang et al., 2007). To address the deficiencies of traditional model selec-
tion methods, we propose two information criteria using robust estimators based on
the density power divergence. The detailed theoretical derivations are provided for
these methods, and their performance is verified from the simulation studies and a
real data example.
The rest of the paper is organized as follows. Section 2 gives the background
of the classical penalized regression analysis. Our proposed method for the robust
penalized regression is introduced in Section 3. In Sections 4 and 5, we presented the
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computation algorithm and the asymptotic distribution, respectively, of the proposed
estimator. The robustness properties of the estimator is discussed from the view of
the influence function analysis in Section 6. Then, in Section 7, two information
criteria for model selection are proposed as robust versions of the Mallow’s Cp statistic
and Akaike information criterion (AIC). An extensive simulation study and a real
data analysis are presented to explore the effectiveness of the proposed method in
Sections 8 and 9, respectively. Some concluding remarks are given in Section 10, and
the proofs and theoretical derivations are provided in the supplementary materials.
2 Classical Penalized Regression
Suppose the pair (yi,xi) denote the observation from the i-th subject, where yi ∈ R
is the response variable and xi ∈ Rp+1 is the set of linearly independent predictors
with the first element of xi being one for the intercept parameter. Consider the
following linear regression model:
yi = x
T
i β + ǫi, i = 1, 2, · · · , n, (1)
where β = (β0, β1, · · · , βp)T is the regression coefficient, and ǫi is the random error.
We assume that the error term ǫi
iid∼ N(0, σ2). So, we have yi ∼ N(xTi β, σ2), i =
1, 2, · · · , n. We define the response vector as y = (y1, y2, · · · , yn)T and the design
matrix as X = (x1,x2, · · · ,xn)T . Under the classical setup when n > p, the OLS
estimate of β is obtained by minimizing the square error loss function ||y −Xβ||2,
where || · || is the L2 norm. The solution is βˆ = (XTX)−1XTy, which is also the
maximum likelihood estimator (MLE) of β.
Let A = {j : 0 ≤ j ≤ p, βj 6= 0} be the set of indices where β has non-zero
coefficients. In the true model, if there are p0 non-zero coefficients, then p0 = |A|,
the cardinality of A. Without loss of generality, we assume that βj 6= 0 for j ≤ p0
and βj = 0 for j > p0. The OLS estimator is unbiased for β, but in small or moderate
sample sizes when p0 < p, it often has a large variance. On the other hand, shrinking
or setting some regression coefficients to zero may improve the prediction accuracy.
In this case, we may incorporate a small bias, but a greater reduction in the variance
term is achieved. Thus, it often improves the overall mean square error (MSE).
We assume that the design matrix X is standardized so that
∑
i xij/n = 0 and∑
i x
2
ij/n = 1 for all j = 2, 3, · · · , p, where xij is the (i, j)-th element ofX . Parameter
shrinkage is imposed by considering a penalized loss function
L(β|λn) = 1
2n
||y −Xβ||2 +
p∑
j=1
Pλn(|βj|), (2)
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where the penalty function Pλn(·), indexed by regularized parameter λn > 0, controls
the model complexity. We assume that Pλn(t) is non-decreasing function in t and
has a continuous derivative P ′λn(t) = (∂/∂t)Pλn(t) in (0,∞). Donoho et al. (1992)
have shown that, under further assumption P ′λn(0
+) > 0, the minimizer of Equation
(2) has variable selection feature with zero components.
In general, Pλn(·) = λnP (·), where λn balances between the bias and variance
of the estimators. For example, in LASSO Pλn(|β|) = λn|β|. More predictors are
included as λn → 0+, producing smaller bias, but higher variance. For λn = 0, we
get the OLS estimate. On the other hand, fewer predictors stay in the model as λn
increases, and finally, only the intercept parameter remains when λn is larger than a
threshold, say λn > λ0. Therefore, with a properly tuned λn, the optimum prediction
accuracy is achieved.
3 Proposed Robust Penalized Regression
The density power divergence (DPD) measure between the model density fθ with
parameter θ ∈ Θ and the empirical (or true) density g is defined as
dα(fθ, g) =


∫
y
{
f 1+αθ (y)−
(
1 + 1
α
)
fαθ (y)g(y) +
1
α
g1+α(y)
}
dy, for α > 0,
∫
y
g(y) log
(
g(y)
fθ(y)
)
dy, for α = 0,
(3)
where α is a tuning parameter (Basu et al., 1998). For α = 0, the DPD is obtained as
a limiting case of α→ 0+; and the measure is called the Kullback-Leibler divergence.
Given a parametric model, we estimate θ by minimizing the DPD measure with
respect to θ over its parametric space Θ. We call the estimator as the minimum
power divergence estimator (MDPDE). For α = 0, it is equivalent to maximize the
log-likelihood function. Thus, the MLE is a special case of the MDPDE. The tuning
parameter α controls the trade-off between efficiency and robustness of the MDPDE –
robustness measure increases if α increases, but at the same time efficiency decreases.
Let θ = (βT , σ2)T be the parameter of the regression model defined in Equation
(1). The probability density function (pdf) of yi, denoted by fθ(yi|xi) or in short fi,
is given by
fi ≡ fθ(yi|xi) = 1√
2πσ
exp−
1
2σ2
(yi−xTi β)2 , i = 1, 2, · · · , n. (4)
Suppose data is centered and scaled in the pre-processing step. Although, the penalty
function does not involve σ, but for notational simplicity, we denote the penalty
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function by Pλn(θ) =
∑p
j=1 Pλn(|βj |). It is obvious that the classical penalized
regression analysis does not produce robust estimators due to the square error loss
function in Equation (2). Therefore, we propose a modified penalized loss function
using the DPD measure as
Lα(θ|X, λn) = 1
n
n∑
i=1
dα(fi, gi) + Pλn(θ), (5)
where gi i = 1, 2, · · · , n are the empirical probability density functions. As we are
concern about the robustness properties of estimators, data should be centered and
scaled using robust statistics, such as the median and the mean absolute deviation
(MAD). For α > 0, the loss function in Equation (5) is simplified as
Lα(θ|X, λn) = 1
n
n∑
i=1
Vi(θ|X, λn, α) + Pλn(θ) + c(α), (6)
where c(α) = 1
α
∫
y
g1+α(y)dy, the third term of Equation (3), is free of θ and
Vi(θ|X, λ, α) = 1
(2π)
α
2 σα
√
1 + α
− 1 + α
α
fαi . (7)
The MDPDEs of β and σ are obtained by minimizing Lα(θ|X, λn) over β ∈ Rp+1
and σ > 0. If the i-th observation is an outlier, the value of fi is very small compared
to other samples. When α > 0, the second term of Equation (7) is negligible for that
i, thus the resulting MDPDE becomes robust against outlier. On the other hand,
when α = 0, we have Vi(θ|X, λn, α) = − log(fi); and it diverges as fi → 0. So, the
MLE breaks down in the presence of outliers as they dominate the loss function.
4 Computation Algorithm
Let us define
∇V (β) = 1
n
n∑
i=1
∂
∂β
Vi(θ|X, λn, α) = −1 + α
n
n∑
i=1
uif
α
i , (8)
where the score function ui =
∂
∂β
log fi =
(yi−xTi β)
σ2
xi, and fi is given in Equation (4).
Note that ∇V (β) depends on X, λn, α,β and σ, but for simplicity in the notation,
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we wrote it as a function of β only. The estimating equations for MDPDEs of β and
σ are given by:
−1 + α
n
n∑
i=1
uif
α
i + P
′
λn(β) = 0, (9)
− α
(2π)α/2σα
√
1 + α
+
1 + α
n
n∑
i=1
{
1− (yi − x
T
i β)
2
σ2
}
fαi = 0, (10)
where P ′λn(β) =
∂
∂β
Pλn(θ) =
∑p
j=1 P
′
λn
(|βj|). Equations (9) and (10) contain a
system of (p + 2) non-linear equations, which may be difficult to solve. Following
Lu and Zhang (2007), we approximate the first term of the loss function in Equation
(6) by a quadratic function of β. Differentiating Equation (8) we get
∇2V (β) = −1 + α
n
n∑
i=1
(
αuiu
T
i f
α
i +∇uifαi
)
, (11)
where ∇ui = − 1σ2xixTi . Now, ∇2V (β) is a positive semi-definite matrix and can
be decomposed as ZTZ, where Z is a (p + 1) × (p + 1) matrix. Let us define
Y ∗ = (ZT )−1(∇2V (β)β −∇V (β)). Then, the loss function in Equation (6) can be
approximated by:
Lα(θ|X, λn) ≈ 1
2n
||Y ∗ −Zβ||2 + Pλn(θ) + c(α). (12)
Therefore, the MDPDE of β can be obtained iteratively using the existing package
of the corresponding penalized regression, eg., we may use the LARS algorithm in
case of LASSO penalty (Efron et al., 2004). The estimation procedure is given in
Algorithm 1.
5 Asymptotic Distribution of the MDPDE
Suppose g is the true data generating distribution, whereas fθ with θ ∈ Θ is the
family containing the model distributions. We define fi = fθ(·|xi) and gi = g(·|xi)
for i = 1, 2, · · · , n. Let θg = (βTg , σ2g)T be the value of θ that minimizes
∑
i dα(fi, gi)
over θ ∈ Θ. In Section 3, gi is referred to an empirical pdf, and the resulting
minimizer of
∑
i dα(fi, gi) produces the non-penalized MDPDE. Notice that θg is
the true value of the parameter if the model is correctly specified. However, it is not
necessary that g is a member of the model family. In that case, fθg is the closest
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Algorithm 1 Computation of MDPDEs of β and σ
1: Choose tuning parameters α and λn.
2: Pre-processing: Center and scale data using robust statistics.
3: Initialization: Initialize β and σ by OLS or any robust estimators.
4: while convergence of the estimators of β and σ do
5: Compute ∇V (β),∇2V (β), Z and Y ∗.
6: Update β by minimizing Equation (12).
7: Update σ by solving Equation (10) or minimizing Equation (6).
8: end while
9: Post-processing: Unstandardize β and σ by inverting pre-processing step.
density function to g with respect to the DPD measure
∑
i dα(fi, gi) over θ ∈ Θ.
We assume that βg is sparse, and the set corresponding to the non-zero elements is
given by A = {j : 0 ≤ j ≤ p, βgj 6= 0} where |A| = p1 ≤ p + 1. Let us define βA as
the vector obtained from βg by selecting the elements corresponding to set A. The
remaining part of βg is called βA¯. So, βA¯ = 0, the (p + 1 − p1)-dimensional zero
vector. Suppose θˆ = (βˆ
T
, σˆ2)T is the MDPDE of θ obtained by minimizing the loss
function defined in Equation (6). We also partition βˆ as βˆA and βˆA¯, where βˆA is a
p1-dimensional vector. Similarly, X is partitioned as XA and XA¯, where XA is a
matrix of dimension n× p1. Let us define ΣA = lim
n→∞
1
n
XTAXA and
ξα = (2π)
−α
2 σ−(α+2)(1 + α)−
3
2 and ηα =
1
4
(2π)−
α
2 σ−(α+4)
2 + α2
(1 + α)
5
2
. (13)
The asymptotic distribution of the non-penalized MDPDE is derived in Ghosh and Basu
(2013) without assuming a sparse representation of the true model. Li et al. (2011)
derived the asymptotic distribution of an M-estimator where the dimension (pn)
of predictors increases over the sample size. The MDPDE is a special case of the
M-estimator, but here we assume that the dimension of predictors is fixed. To de-
rive the asymptotic distribution of the MDPDE we require assumptions (A1)–(A7)
of Ghosh and Basu (2013) and some selected assumptions from Li et al. (2011) as
follows:
(C1) maxj{P ′λn(βj) : j ∈ A} = O(n−1/2), where βA = (β1, β1, · · · , βp1)T .
(C2) maxj{P ′′λn(βj) : j ∈ A} → 0 as n→∞.
(C3) lim inf
n→∞
lim inf
β→0+
P ′λn(β)/λn > 0.
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(C4) There exist two constants C and D such that |P ′′λn(β1)−P ′′λn(β2)| ≤ D|β1−β2|,
if β1, β2 > Cλn.
(C5) Let d2n = maxi x
T
i S
−1
n xi where Sn =X
TX. For large n, there exists a constant
s > 0 such that dn ≤ sn−1/2.
Theorem 1. Assume that the regularity conditions (A1)–(A7) of Ghosh and Basu
(2013) and (C1)–(C5) hold. Then, the asymptotic distributions of the MDPDEs
βˆ = (βˆA, βˆA¯)
T and σˆ2 have the following properties.
1. Sparsity: βˆA¯ = 0 with probability tending to 1.
2. Asymptotic Normality of βˆA:
√
n(βˆA − βA) a∼ N
(
b, ξ2α
ξ2α
Σ−1A
)
, where b =
√
ξ2α
ξα
Σ
−1/2
A limn→∞ P
′
λn(βA).
3. Asymptotic Normality of σˆ2:
√
n(σˆ2 − σ2g) a∼ N(0, σ2α), where σ2α = η2α−
α2
4
ξ2α
η2α
.
4. Independence: βˆA and σˆ
2 are asymptotically independent.
The theorem ensures that, for large sample sizes, our procedure correctly drops
the variables that don’t have any significant contribution to the true model. So, the
method selects variables consistently. Moreover, the estimators of nonzero coefficients
(βˆA) have the same asymptotic distribution as they would if the zero coefficients
(βA¯) were known in advance. But the penalized MDPDE is a biased estimator.
This feature is also observed in other penalized estimators. An asymptotic unbiased
estimator of βA is βˆA − b/
√
n.
One important use of the asymptotic distribution of the penalized MDPDE is
in selecting the optimum value of the DPD parameter α. In practice, α is chosen
by the user depending on the desired level of robustness measure at the cost of
efficiency. Alternatively, following Warwick and Jones (2005), one may minimize the
mean square error (MSE) of βˆA to obtain the optimum value of α adaptively. The
empirical estimate of the MSE, as the function of a pilot estimator βPA, is given by
M̂SE(α) = (βˆA − βPA)T (βˆA − βPA) +
ξ2α
ξ2α
tr(XTAXA)
−1. (14)
In particular, we recommend that a robust estimator, such as the Huber or Tukey’s
M-estimator, should be used as a pilot estimator. This method is implemented to
calculate the optimum value of α for the real data example in Section 9.
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6 Influence Function
In this section, we present the influence function following the approach of Huber
(Huber, 1981). It measures the effect of extreme outliers on the estimator. Let
fθ, θ ∈ Θ be the family of the target densities, where θg is the true value of θ. We
denote fi = fθ(·|xi) for i = 1, 2, · · · , n. Suppose the true data generating distribution
gτ has τ proportion contamination from T , where T is either a fixed point or a random
variable. Then, the true density given xi is written as gτ,i = (1− τ)fi + τδti , where
δti is a point-mass density function of T at ti. Here, ti is a realization of T for
i = 1, 2, · · · , n. Suppose the true value of the parameter θg is now shifted to θτ,g
due to contamination. So, for large sample sizes, fθτ,g is the closest density function
to fθg with respect to the DPD measure
∑
i dα(fi, gτ,i) over θ ∈ Θ.
The influence function is defined by IF (θg, t) =
∂θτ,g
∂τ
|τ=0, where t = (t1, t2, · · · , tn)T .
It gives the rate of asymptotic bias of an estimator to infinitesimal contamination
in the distribution. A bounded influence function suggests that the corresponding
estimator is robust against extreme outliers. Let us define
Ψn =
(
ξα
n
XTX 0
0 ηα
)
, Ψ =
(
ξαΣ 0
0 ηα
)
, (15)
where Σ = lim
n→∞
1
n
XTX and ξα and ηα are defined in Equation (13). The following
theorem gives the influence function of the MDPDE.
Theorem 2. The influence function of the MDPDE for α > 0 is given by
IF (θg, t) =
[
Ψn +
1
1 + α
P ′′λn(θg)
]−1
1
n
n∑
i=1

 ti−x
T
i βg
(2pi)α/2σα+2g
exp
[
− (ti−xTi βg)2
2σ2g
]
xi
(yi−xTi βg)2−σ2g
2(2pi)α/2σα+4g
exp
[
− (ti−xTi βg)2
2σ2g
]
− α
2
ηα

 .
Under assumption (C2), lim
n→∞
[
Ψn +
1
1 + α
P ′′λn(θg)
]
= Ψ. So, for large sample
sizes, the penalty function does not have any role in the robustness of the MDPDE.
We observe that IF (θg, t) is bounded for all α > 0 as exp(−x2), x exp(−x2) and
x2 exp(−x2) are bounded functions for x ∈ R. For this reason, the penalized MDPDE
of β and σ are robust against outliers. On the other hand, it is well known that the
OLS estimator (corresponds to α = 0) is non-robust as its influence function is
unbounded. In the simulation study, we further explore the robustness properties of
the penalized MDPDE.
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7 Robust Model Selection Criteria
The model selection criterion plays a key role in choosing the best model for high-
dimensional data analysis. In a regression setting, it is well known that omitting
an important explanatory variable may produce severe bias is parameter estimates
and prediction results. On the other hand, including unnecessary predictors may
degrade the efficiency of the resulting estimation and yields less accurate prediction.
Hence, selecting the best model based on a finite sample is always a problem of
interest for both theory and application in this field. There are several important
and widely used selection criteria, e.g. the Mallows’s Cp statistic (Mallows, 1973),
the Akaike information criterion (AIC) (Akaike, 1973) etc. However, those selection
criteria are based on the classical estimators, so they show very poor performance
in the presence of heavy-tailed error and outliers. To overcome the deficiency, we
propose robust versions of those methods to select the best sub-model by choosing
the optimum value of regularization parameter λn.
7.1 Robust Cp Statistic and Degrees of Freedom
Suppose for the sub-model, the true selection set is given by A = {j : 0 ≤ j ≤
p, βj 6= 0}. Let us define XA as the matrix obtained from X by selecting columns
corresponding to set A. Similarly, βˆA and βA are defined based on the set A. We
further define
JA = (βˆA − βA)TXTAXA(βˆA − βA).
Following Mallows (1973), we consider 1
σ2
E[JA] as a measure of prediction adequacy.
Let RSSA be the residual sum of squares for the sub-model. Then, if the sub-model
is true, we have
E(RSSA) = E
[
(y −XAβˆA)T (y −XAβˆA)
]
= E
[
(y −XAβA)T (y −XAβA)
]− 2E[(y −XAβA)TXA(βˆA − βA)]
+ E[(βˆA − βA)TXTAXA(βˆA − βA)]
= nσ2 − 2σ2df + E(JA), (16)
where df = 1
σ2
E[(y−XAβA)TXA(βˆA−βA)] is called the degrees of freedom or the
“effective number of parameters” of the regression model.
Lemma 1. If the sub-model is true, the degrees of freedom is expressed as
df =
ξα
n
tr(XASAn
−1XTA) + o(1),
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where
SAn =
ξα
n
XTAXA +
1
1 + α
P ′′λn(βA),
and ξα is given in Equation (13).
The proof of the lemma is given in the supplementary materials. Using this
lemma, we estimate 1
σ2
E[JA] from Equation (16). We denote it by RCp, the robust
Cp statistic. So, the RCp is given by
RCp =
1
σˆ2u
RSSA − n+ 2ξˆα
n
tr(XASAn
−1XTA),
where ξˆα is the estimate of ξα obtained from Equation (13). Here, σˆu is a robust and
unbiased estimator of σ preferably using the full model where λn = 0. The optimum
value of the penalty parameter λn is obtained by minimizing RCp using an iterative
algorithm. Note that RCp is a function of λn as it controls the selection set A and
the estimates of the parameters. More specifically, ξˆα and RSSA are computed using
the penalized MDPDE that involves λn. Now, RSSA is outlier sensitive, so using
Theorem 1, it is replaced by a consistent estimator nσˆ, where σˆ is the penalized
MDPDE of σ under the sub-model.
Using assumption (C2), we have limn→∞SAn = ξαΣA, whereΣA = limn→∞ 1nX
T
AXA.
So, asymptotically the degrees of freedom simplifies to df = |A|, the number of non-
zero regression coefficients. Therefore, for large sample sizes RCp =
nσˆ
σˆ2u
− n + 2|A|,
which is equivalent to the classical Cp statistic, but the estimators are replaced by
suitable penalized MDPDE estimators.
7.2 Robust AIC
In this section, we assume that the true density g belongs to the family of the model
densities, i.e. g = fθg for some θg ∈ Θ. Suppose the penalty function Pλn(·) in
Equation (5) creates a sub-model where the set of non-zero elements of β is given
by A = {j : 0 ≤ j ≤ p, βj 6= 0} and |A| = p1 ≤ p + 1. Let θA be the value
of θ ∈ ΘA under the restricted sub-model that minimize E(Lα(θ|X, λn)). In this
section, all expectations are calculated under the generating model g. Suppose θˆA
is the penalized MDPDE of θA for a given value of α. For α = 0, θˆA is the MLE of
θA and d0(fθˆA , fθg) becomes the Kullback-Leiber distance between two densities fθˆA
and fθg . The classical AIC minimizes the estimate of E[d0(fθˆA , fθg)] assuming that
θA lies very close to θg (Cavanaugh, 1997). To make the procedure robust against
outliers, we minimize the estimate of E[dα(fθˆA , fθg)] using a suitable value of α. For
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a random sample of size n, our goal is to find the optimum value of λn that produces
the best sub-model.
Let us define
Σ∗A =
( ξ2α
ξ2α
Σ−1A 0
0 σ2α
)
, ΨA =
(
ξαΣA 0
0 ηα
)
, b∗ =
(
b
0
)
,
where ΣA, σα, ξα, ηα and b are given in Theorem 1. Note that Σ
∗
A and b
∗ are, re-
spectively, the variance-covariance matrix and bias of
√
nθˆA. The following theorem
gives the expression of the robust AIC.
Theorem 3. Suppose the regularity conditions of Theorem 1 hold true. Then, the
robust Akaike information criterion (AIC) is defined by
RAIC =


−1+α
α
∑n
i=1 f
α
i + tr
[
(Σˆ
∗
A + bˆ
∗bˆ∗T )
{
ΨˆA + P ′′λn(θˆA)
}]
, for α > 0,
−∑ni=1 log(fi) + tr [(Σˆ∗A + bˆ∗bˆ∗T ){ΨˆA + P ′′λn(θˆA)}] , for α = 0,
where ΣˆA, bˆ∗, ΨˆA, ξˆα and ξˆ2α are the estimates of ΣA, b∗, ΨA, ξα and ξ2α, respec-
tively.
The derivation of the robust AIC is given in supplementary materials. For a
given α, we fit a set of candidate models by conducting a grid for λn values in the
log-scale over a suitable interval. The optimum value of the penalty parameter λn is
then selected that minimizes the RAIC.
8 Simulation Study
We have presented an extensive simulation study to demonstrate the advantage of
our proposed method. We simulated a data-set from the regression model given in
Equation (1) with p = 25 predictors. A sparse regression coefficient β with 60% null
components (i.e. βj = 0) is considered for this study. The value of the intercept
parameter is fixed to β0 = 1. At first, around half of the non-null regression coeffi-
cients are independently generated from the uniform distribution U(1, 2) and other
half are taken from U(−2,−1). Then, the regression coefficients are kept fixed for
all simulations. The regressor variables are generated from a multivariate normal
distribution, where each individual component Xj follows the standard normal dis-
tribution. To introduce dependency among the regressor variables, the structure of
the covariance matrix is taken as the first order auto-regressive model, AR(1), with
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correlation coefficient ρ = 0.5. The values of σ, the standard deviation of the error
term in Model (1), are chosen such a way that the signal-to-noise (SNR) ratios are
1 and 10 in Figure 1 for plot (a) and (b), respectively. We generated samples of
sizes n = 50 to n = 200, and replicated the process 500 times for all n. In Equation
(5), we considered the penalized DPD with α = 0.2 and the L1 penalty function as
used in LASSO. It should be mentioned here that, although we used only the L1
penalty for the illustrative purpose, any other penalty function could be used in this
example. Our method is very general and all the theoretical results are derived for an
arbitrary penalty function provided the standard regularity conditions are satisfied.
We also tested several values of α, but for simplicity in the presentation, the results
for α = 0.2 are reported here. The optimum regularized parameter λ is calculated
based on the robust Cp and AIC as discussed in Sections 7.1 and 7.2, respectively.
These penalized MDPDEs are denoted by RCp(0.2) and RAIC(0.2), respectively.
Our proposed method is compared with the classical LASSO estimators where the
optimum λ is selected using the classical Cp and AIC. For comparison, other than the
OLS, we have taken two robust (non-penalized) regression methods using the Huber
and Tukey’s M-estimators (Huber, 1981). The default parameters in ‘rlm’ package
of R are used for these two estimators. Once we calculated seven set of estimators
based on a training data, we simulated another set of 1,000 test data to compare
their performance using E[(yˆ−xTβ)2], the relative prediction error (RPE). For each
estimator and for each n, the medians of the empirical RPE compared to the OLS
are plotted in Figure 1 (a) and (b), where SNR = 1 and 10, respectively. The both
figures show that penalization technique increases the performance of these estima-
tors in case of sparse regression. All the penalized estimators perform equally good
in these situations, however, the methods using the AIC or RAIC are slightly bet-
ter. This simulation study also demonstrates the well known fact that the prediction
error of the classical robust estimators is higher than the OLS in pure data.
In the next simulation setup, we have contaminated τ% outliers in the data,
where the error term is generated from ǫ ∼ N(µc, 0.01) with µc being moved to a
large value. Remaining (100 − τ)% data are generated using the first setup where
ǫ ∼ N(0, σ2). So, Model (1) is generated using a heavy-tailed error distribution.
Other than outliers, all parameters were kept unchanged in this simulation. In the
first contaminated case where SNR = 1, we have taken µc = 10σ and 1% outliers,
i.e. τ = 0.01. The plot for the estimates of the relative RPE is given in Figure
1(c). We observe that the performance of our robust estimators is far better than
other methods. In fact, the raw RPEs of all robust methods considered here are
almost unchanged in the presence of outliers, whereas the performance of the OLS
and LASSO estimators deteriorated significantly, and thus it creates a big difference
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Figure 1: The median of the estimated RPE relative to OLS for different estimators
over 500 replications in the uncontaminated data (a and b), and data with (c) 1%
outliers at µc = 10σ and (d) 5% outliers at µc = 5σ. In (a) and (c) SNR=1 and in
(b) and (d) SNR=10.
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in the relative performance. The plot also shows that our estimators have much
smaller prediction errors compared to the Huber and Tukey’s estimators. Moreover,
these classical robust methods produce non-sparse coefficients, but the penalized
MDPDEs have high values of specificity (around 80%–100% for RCp and 40%–80%
for RAIC) and sensitivity (around 40% for RCp and 60% for RAIC). Similar result
is obtained in the second contaminated case with SNR = 10 when there are 5%
outliers at µc = 5σ, see Figure 1(d).
Overall the simulation study shows that our penalized DPD based estimators
outperform the classical robust methods and the LASSO in the presence of outliers in
data. And in pure data without any outliers, their performance is quite competitive
with the LASSO. It should be noted here that, for L1 penalty, Algorithm 1 uses
LASSO iteratively; thus it can also handle high-dimensional data with n≪ p.
9 Real Data Analysis
The data-set was obtained from a pilot grant funded by Blue Cross Blue Shield of
Michigan Foundation. The primary goal was to develop a pilot computer system
(Intelligent Sepsis Alert) aimed towards increased automated sepsis detection capac-
ity. We analyzed a subset of the data that is available to us. It contains 51 variables
from 8,975 cases admitted to Detroit Medical Center (DMC) from 2014–2015. Both
demographic and clinical data are available during the first six hours of patients’
emergency department stay. The outcome variable (y) is the length of hospital stay.
Few variables are deleted as they had more than 75% missing values. Some variables
are also excluded as they contain texts mostly the notes from the doctor or nurse.
We randomly partitioned the data-set into four equal parts where one sub-sample is
used as the test set and remaining three sub-samples form the training set. We have
calculated seven different estimators as used in the simulation study in Section 8.
For the penalized MDPDE, we considered several values of α, however only the result
using α = 0.4 is presented as the optimum α is around 0.4 in the full data. More
precisely, we calculated the optimum value of α by minimizing the MSE in Equa-
tion (14). When the optimum penalty parameter λn is obtained from the robust Cp
statistic, the optimum value of α becomes 0.3750, and using the robust AIC it is
α = 0.3875. The performance of the estimators is compared by the mean absolute
prediction error (MAPE) in the test data, where MAPE = 1
nt
∑nt
i=1 |(yi − xTi βˆ)/yi|,
nt being the number observations of the test set. The process was replicated 100
times using different random partition of the data-set, then the mean MAPE rela-
tive to the OLS and the median percentage of dimension reduction are reported in
Table 9. The result shows that our proposed methods reduce the MAPE by around
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Estimators OLS Huber Tukey LASSO(Cp) RCp(0.4) LASSO(AIC) RAIC(0.4)
Relative MAPE 1.00 0.75 0.66 1.02 0.62 1.02 0.62
Dim. Reduction 0 0 0 22.86 28.57 25.71 34.29
Table 1: The mean of MAPE relative to the OLS and the median percentage of
dimension reduction over 100 random resamples for different estimators for the sepsis
data.
38% compared to the OLS and classical LASSO. At the same time, unlike the Huber
or Tukey’s estimators, the penalized MDPDEs considerably reduce the dimension of
predictor variables.
The increased efficiency of the robust methods clearly indicates that the data-set
contains a significant amount of outliers and they are not easy to detect for the
high-dimensional data. For this reason, the multiple R2 from the OLS method is
just 11.42%, but the value dramatically increased to 82.50% and 85.32% in case of
Huber and Tukey’s M-estimators, respectively. On the other hand, LASSO reduces
22.86% and 25.71% of variables, respectively, when the Cp and the AIC are used. So,
it reveals that several regressor variables do not contain any significant information
for predicting the outcome variable y. Our proposed method successfully combines
these two important properties – the robustness property and a sparse representation
of model. In our future research, we would like to extend the robust penalized
regression to the generalized linear model (GLM) so that it will be helpful to model
the binary outcome of sepsis. These methods could also be extended to obtain a
suitable imputation method to deal with missing values.
10 Conclusion
We have developed a robust penalized regression method that can perform regression
shrinkage and selection like the LASSO or SCAD, while being resistant to outliers or
heavy-tailed errors like the LAD or quantile regression. The basic idea is to use an
M-estimator based on the DPD measure to estimate the model parameters, and then
select the best model by using a suitable information criterion modified by the same
robust estimators. A fast algorithm for the regression estimators is proposed that
can be successfully applied in the high-dimensional data analysis. The asymptotic
distribution and the influence function of the estimator are derived. Two robust
information criteria are introduced by modifying the Mallow’s Cp and AIC to make
the variable selection procedure stable against outliers. All the theoretical results are
based on a generalized penalty function. So, using this procedure, one may robustify
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the classical penalized regression methods, such as LASSO, adaptive LASSO, SCAD,
MCP, elastic net etc. The simulation studies as well as the real data example show
improved performance of the proposed method over the classical procedures. Thus,
the new procedure is expected to improve prediction power significantly for the high-
dimensional data where presence of outliers is very common.
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Supplementary Materials
Proof of Theorem 1
The sparsity of the regression coefficient is directly proved from the Lemma 1 of
Li et al. (2011). So, βˆA¯ = 0 with probability tending to 1. At the same time,
for sufficiently large sample sizes, βˆA stays away from zero. Now, we derive the
asymptotic distribution of (βˆA, σˆ
2)T from the estimating equations (9) and (10).
Suppose the corresponding equations are written together as Mn(θˆ) = 0, where
the first p1 equations are obtained from (9) by taking equations corresponding to
set A, and the last equation is Equation (10). Let M jn(θˆ) be the j-th element of
Mn(θˆ), j = 1, 2, · · · , p1 + 1. We define A∗ = {A, p + 2}. Using a Taylor series
expansion of M jn(θ), we write
M jn(θˆ) = M
j
n(θg) +
∑
k∈A∗
(θˆk − θg,k)M jkn (θg) +
1
2
∑
k∈A∗
∑
l∈A∗
(θˆk − θg,k)(θˆl − θg,l)M jkln (θ˜g),
where θ˜g belongs to the line segment connecting θˆ and θg. Here, M
jk
n and M
jkl
n are,
respectively, the first and second order partial derivatives of M jn with respect to the
indicated components of θ. As M jn(θˆ) = 0, we get
∑
k∈A∗
(θˆk − θg,k)
[
M jkn (θg) +
1
2
∑
l∈A∗
(θˆl − θg,l)M jkln (θ˜g)
]
= −M jn(θg).
Let us define θˆ
∗
= (βˆ
T
A, σˆ
2)T and θ∗g = (β
T
A, σ
2
g)
T . Combining terms for j =
1, 2, · · · , p1 + 1, the above equation is written as
An(θˆ
∗ − θ∗g) = −Mn(θg), (A.1)
where the (j, k)-th element of An is
An,j,k = M
jk
n (θg) +
1
2
∑
l∈A∗
(θˆl − θg,l)M jkln (θ˜g).
We define
ΨA =
(
ξαΣA 0
0 ηα
)
, ΩA =
(
ξ2αΣA 0
0 η2α − α24 ξ2α
)
, (A.2)
1
where ξα and ηα are defined in Equation (13). A direct calculation shows that
E(Mn(θg)) = b1 and nV (Mn(θg)) = (1 + α)
2ΩA + op(1), where b1 = (bT2 , 0)
T and
b2 = limn→∞ P ′λn(βA). Moreover, using the central limit theorem (CLT), we get
√
n
1 + α
Ω
− 1
2
A Mn(θg)
a∼ N(b1, Ip+2).
Therefore, from (A.1), we have
√
n
1 + α
Ω
− 1
2
A An(θˆ
∗ − θ∗g) a∼ N(b1, Ip+2). (A.3)
Using the week law of large numbers (WLLN), it can be shown that, under condition
(C2)
1
1 + α
An −ΨA P→ 0, (A.4)
where ΨA is defined in Equation (A.2). So, from Equation (A.3), we find
√
nΩ
− 1
2
A ΨA(θˆ
∗ − θ∗g) a∼ N(b1, Ip+2).
Thus, the theorem is proved by collecting the corresponding components of θˆ
∗
.
Proof of Theorem 2
The loss function in Equation (5) is written as
Lα(θ|X, λn) = 1
n
n∑
i=1
dα(fi, gτ,i) + Pλn(θ)
=
1
n
n∑
i=1
∫ [
f 1+αi −
(
1 +
1
α
)
fαi gτ,i
]
dyi + Pλn(θ) + c(α),
where c(α) is given in Equation (6). Lα(θ|X, λn) is minimized at θ = θτ,g. So, for
α > 0, the estimating equation at θ = θτ,g becomes
1
n
n∑
i=1
∫ [
f 1+αi u
∗
i − fαi u∗i gτ,i
]
dyi +
1
1 + α
P ′λn(θ) = 0, (A.5)
where
u∗i =
∂
∂θ
log fi =
(
yi−xTi β
σ2
xi
(yi−xTi β)2
2σ4
− 1
2σ2
)
. (A.6)
2
Note that both fi and u
∗
i are functions of θ. Differentiating Equation (A.5) with
respect to τ , we get
1
n
n∑
i=1
∫ [ {
(1 + α)f 1+αi u
∗
iu
∗T
i + f
1+α
i ∇u∗i − αfαi u∗iu∗Ti gτ,i − fαi ∇u∗i gτ,i
} ∂θ
∂τ
+ fαi u
∗
i gi − fαi u∗i δti
]
dyi
∣∣∣∣∣
θ=θτ,g
+
1
1 + α
P ′′λn(θ)
∂θ
∂τ
∣∣∣∣∣
θ=θτ,g
= 0, (A.7)
where ∇u∗i = ∂
2
∂θT ∂θ
log fi. Now, it can be shown that
Ψn = lim
τ→0
1
n
n∑
i=1
∫ [
(1 + α)f 1+αi u
∗
iu
∗T
i + f
1+α
i ∇u∗i − αfαi u∗iu∗Ti gi − fαi ∇u∗i gi
]
dyi,
where Ψn is given in Equation (15). Therefore, rearranging the terms of Equation
(A.7) and taking limit as τ → 0, we get
IF (θg, t) =
[
Ψn +
1
1 + α
P ′′λn(θg)
]−1
1
n
n∑
i=1
[
fαi u
∗
i |yi=ti −
∫
fαi u
∗
i gidyi
]
,
where fi and u
∗
i are evaluated at θ = θg. A direct calculation shows that∫
fαi u
∗
i gidyi =
(
0
−α
2
ηα
)
,
where 0 is a null vector of length p+1. Thus, the final form of IF (θg, t) is obtained
using the expressions of fi and u
∗
i from Equation (4) and (A.6), respectively.
Proof of Lemma 1
In the proof of Theorem 1, we used a Taylor series expansion of the estimating
Equations (9) and (10) with respect to βA and σ
2. Here, we expand only Equation
(9) with respect to βA treating σ as constant. For notational simplicity, we define
∇V (βA) as the vector obtained by taking elements from Equation (8) corresponding
to set A. Similarly, ∇2V (βA) is defined from Equation (11). Then, similar to
Equation (A.1), we write
A∗n(βˆA − βA) =M∗n(βA), (A.8)
3
where
M∗n(βA) = −∇V (βA)− P ′λn(βA),
A∗n = E
[∇2V (βA)]+ P ′′λn(βA) + op(1). (A.9)
Suppose xAi is the obtained from xi by selecting elements corresponding to A. From
Model (1), we have ǫi = yi − xTi βg = yi − xTAiβA. Let us define uAi = ∂∂βA log fi =
(yi−xTAiβA)
σ2
xAi, for i = 1, 2, · · · , n. So, we write
E[∇2V (βA)] = −
1 + α
n
n∑
i=1
E
[(
αuAiu
T
Ai +∇uAi
)
fαi
]
= −1 + α
n
n∑
i=1
E
[(
αǫ2i
σ4
− 1
σ2
)
xAix
T
Aif
α
i
]
= −1 + α
n
(
1√
2πσ
)α
XTAXAE
[(
αǫ2
σ4
− 1
σ2
)
exp
(
−αǫ
2
2σ2
)]
= −1 + α
n
(
1√
2πσ
)α
XTAXA
∫
R
[(
αǫ2
σ4
− 1
σ2
)
1√
2πσ
exp
(
−(1 + α)ǫ
2
2σ2
)]
dǫ
= −
√
1 + α
n
(
1√
2πσ
)α
XTAXA
(
α
σ2(1 + α)
− 1
σ2
)
=
(1 + α)ξα
n
XTAXA,
where ξα is defined in Equation (13). So, from Equation (A.9), we write A
∗
n =
(1 + α)SAn + op(1). Now, from Equation (A.8), we get
(βˆ − βA) = −
1
1 + α
SAn
−1M∗n(βA) + op (1) . (A.10)
Let us define ǫ = (ǫ1, ǫ2, · · · , ǫn)T and BA = XASAn−1. Suppose bij is the (i, j)-th
element of BA and mi is the i-th element of M∗n(βA) for i, j = 1, 2, · · · , n. Then,
4
from Equation (A.10), we get
E[(y −XAβA)TXA(βˆA − βA)] = −
1
1 + α
E[ǫTXASAn
−1M∗n(βA)] + o(1)
= − 1
1 + α
E
[∑
i,j
ǫibijmj
]
+ o(1)
=
1
nσ2
E
[∑
i,j
ǫibij
(∑
k
ǫkxkjf
α
k + P
′
λn(βA)
)]
+ o(1)
=
1 + α
nσ2
E
[∑
i,j
ǫ2i bi,jxijf
α
i
]
+ o(1)
=
1
nσ2
E(ǫ2fα)
∑
i,j
bijxij + o(1)
=
1
nσ2
tr(BAX
T
A)
(
1√
2πσ
)α ∫
R
ǫ2√
2πσ
exp
(
−(1 + α)ǫ
2
2σ2
)
dǫ+ o(1)
=
1
nσ2
tr(XSAn
−1XTA)
(
1√
2πσ
)α
1√
1 + α
σ2
1 + α
+ o(1)
=
ξασ
2
n
tr(XASAn
−1XTA) + o(1).
Proof of Theorem 3
Let us define Dα(θ|X, λn) = 1n
∑n
i=1 dα(fi, gi). Note that
E[dα(fθˆA , fθg)] = E[E[Dα(θ|X, λn)|θ = θˆA]]
Now, from Equation (5), we get
Lα(θ|X, λn) = Dα(θ|X, λn) + Pλn(θ).
As Lα(θ|X, λn) is minimized at θ = θˆA for θ ∈ ΘR, we have[
∂
∂θ
Lα(θ|X, λn)
]
θ=θˆA
= 0. (A.11)
Moreover, E[Lα(θ|X, λn)] is minimized at θ = θA for θ ∈ ΘR, so
E
[[
∂
∂θ
Lα(θ|X, λn)
]
θ=θA
]
= 0. (A.12)
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Using Theorem 1, we obtain from Equation (A.4)[
∂2
∂θT∂θ
Lα(θ|X, λn)
]
θ=θˆA
=
[
∂2
∂θT∂θ
Lα(θ|X, λn)
]
θ=θA
+op(1) = ΨA+
1
1 + α
P ′′λn(θA)+op(1).
(A.13)
Now, nE[E[Dα(θ|X, λn)|θ = θˆA]] is written as follows
nE[E[Dα(θ|X, λn)|θ = θˆA]] = nE[Dα(θˆA|X, λn)] + n
{
E[Dα(θA|X, λn)]−E[Dα(θˆA|X, λn)]
}
+ n
{
E[E[Dα(θ|X, λn)|θ = θˆA]]− E[Dα(θA|X, λn)]
}
= nE[Dα(θˆA|X, λn)] + n
{
E[Lα(θA|X, λn)]− E[Lα(θˆA|X, λn)]
}
+ n
{
E[E[Lα(θ|X, λn)|θ = θˆA]]− E[Lα(θA|X, λn)]
}
.
(A.14)
A Taylor series expansion of nE[Lα(θg|X, λn)] about θ = θˆA and using Equations
(A.11) and (A.13), we get
nE[Lα(θA|X, λn)]− nE[Lα(θˆA|X, λn)]
= nE
[
(θA − θˆA)
[
∂
∂θ
Lα(θ|X, λn)
]
θ=θˆA
]
+
n
2
E
[
(θA − θˆA)T
[
∂2
∂θT∂θ
Lα(θ|X, λn)
]
θ=θˆA
(θA − θˆA)
]
+ o(1)
=
n
2
E
[
(θA − θˆA)T
{
ΨA +
1
1 + α
P ′′λn(θA)
}
(θA − θˆA)
]
+ o(1)
=
1
2
tr
[
(Σ∗A + b
∗b∗T )
{
ΨA +
1
1 + α
P ′′λn(θA)
}]
+ o(1), (A.15)
The final step is obtained from the asymptotic distribution of θˆA using Theorem 1.
A Taylor series expansion of nE[E[Lα(θ|X, λn)|θ = θˆA]] about θ = θA and using
6
Equations (A.12) and (A.13), we get
nE[E[Lα(θ|X, λn)|θ = θˆA]]− nE[Lα(θA|X, λn)]
= nE
[
(θˆA − θA)E
[[
∂
∂θ
Lα(θ|X, λn)
]
θ=θA
]]
+
n
2
E
[
(θˆA − θA)TE
[[
∂2
∂θT∂θ
Lα(θ|X, λn)
]
θ=θA
]
(θˆA − θA)
]
+ o(1)
=
n
2
E
[
(θA − θˆA)T
{
ΨA +
1
1 + α
P ′′λn(θA)
}
(θA − θˆA)
]
+ o(1)
=
1
2
tr
[
(Σ∗A + b
∗b∗T )
{
ΨA +
1
1 + α
P ′′λn(θA)
}]
+ o(1). (A.16)
Substituting (A.15) and (A.16) in Equation (A.14), we find
nE[E[Dα(θ|X, λn)|θ = θˆA]] =nE[Dα(θˆA|X, λn)]
+ tr
[
(Σ∗A + b
∗b∗T )
{
ΨA +
1
1 + α
P ′′λn(θA)
}]
+ o(1).
Now, E[Dα(θˆA|X, λn)] is estimated by Dα(θˆA|X, λn). From Equation (7), we ob-
serve that the first term in Vi remains unchanged for all sub-models. Therefore, for
α > 0, the robust AIC is expressed as
RAIC = −1 + α
α
n∑
i=1
fαi + tr
[
(Σˆ
∗
A + bˆ
∗bˆ∗T )
{
ΨˆA +
1
1 + α
P ′′λn(θˆA)
}]
,
where ΣˆA, bˆ∗, ΨˆA, ξˆα and ξˆ2α are the estimates of ΣA, b∗ and ΨA, ξα and ξ2α
respectively. For α = 0, it becomes
RAIC = −
n∑
i=1
log(fi) + tr
[
(Σˆ
∗
A + bˆ
∗bˆ∗T )
{
ΨˆA + P
′′
λn(θˆA)
}]
.
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