Abstract. The Sinc-Galerkin method developed in [5] , when applied to the second-order selfadjoint boundary value problem, gives rise to a nonsymmetric coefficient matrix. The technique in [5] is based on weighting the Galerkin inner products in such a way that the method will handle boundary value problems with regular singular points. In particular, the method does an accurate job of handling problems with singular solutions (the first or a higher derivative of the solution is unbounded at one or both of the boundary points). Using n function evaluations, the method of [5] converges at the rate exp(-icjñ), where k is independent of n. In this paper it is shown that, by changing the weight function used in the Galerkin inner products, the coefficient matrix can be made symmetric. This symmetric method is applicable to a slightly more restrictive set of boundary value problems than the method of [5] , The present method, however, still handles a wide class of singular problems and also has the same exp(-Ky7i ) convergence rate.
The properties of the approximate fm are dependent on both the inner product in (1.2) as well as the choice of the basis functions Sk in (1.3). If, for example, the inner product in (1.2) is the L2(a, b) inner product and the Sk in (1.3) are ß-splines, then the above is called the finite element method. If the inner product in (1.2) is a weighted inner product and the Sk in (1.3) are sine functions composed with conformai maps, then the method defined in (1.2) has been termed by F. Stenger the Sinc-Galerkin method. This latter method was developed and (for a specific weight function) thoroughly analyzed in [5] . In that work, the weight function was selected so that the method would handle boundary value problems (1.1) with regular singular points. In particular, the method works well on (1.1) when the solution / has singularities at a and/or b (a higher derivative of / is unbounded at a and/or b).
In the selfadjoint case of (1.1):
f"(x) + v(x)f(x) = o(x), a<x<b, f(a)=f(b) = 0, the Sinc-Galerkin coefficient matrix generated by (1.2) is nonsymmetric. This is in contrast to the classical approximation techniques such as finite differences and finite elements as they apply to (1.4) . However, as these latter methods are usually based on polynomial approximation, the accuracy of the approximation typically deteriorates in a neighborhood of a singularity of the solution. To compensate for this deterioration, grading the mesh near the singularity (as opposed to a uniform mesh) has been recommended (e.g., [1] , [4] or [7] ). This mesh grading leads to larger discrete systems in order to maintain the expected asymptotic rate of convergence of the method. This asymptotic rate of convergence depends on the existence and boundedness of higher derivatives of the solution, and as a consequence, standard error methods must be reevaluated when considering singular problems. Whereas the Sinc-Galerkin method effectively resolves the aforementioned difficulties, it appears to be at the expense of losing the symmetry of the discrete problem. The discrete Galerkin system is very much dependent on the choice of the weight function for the inner product (1.2). The present paper shows in the case of (1.4) that by changing the weight function from what was used in [5] , the symmetry of the discrete system is preserved.
In Section 2 the sine function as well as the class of functions where sine-function approximation works well is defined. The sine-quadrature rule, which plays such a fundamental role in the approximation of the inner products for the Sinc-Galerkin method, is briefly summarized. The remainder of the section develops the SincGalerkin method with an arbitrary weight function for the boundary value problem (1.1). This development follows the method in [5] and has been included here for two reasons. Foremost, it seems that the method of [5] leads to the most direct development of the symmetrized Sinc-Galerkin method. Secondly, the method of [5] has been subjected to relatively little numerical testing. Further numerical testing is a natural by-product of the comparison between the method of [5] and the symmetrized Sinc-Galerkin method developed in Section 2.
An error analysis (based on the error formulas of Section 2) is not applicable to the symmetrized Sinc-Galerkin method. However, by changing the dependent variable in the differential equation (1.4) , it is shown that the error formulas of Section 2 can be applied to the transformed differential equation. This leads to error formulas for the symmetrized Sinc-Galerkin method. The price one pays for this symmetrization comes in the form of a stronger assumption on the behavior of the true solution / of (1.4) than is required for the weight function used in [5] . The apparent discrepancy between the error formula for the symmetrized Sinc-Galerkin approximate and the nonsymmetric Sinc-Galerkin approximate is also analyzed in Section 2. It is shown that for the appropriate selection of the mesh size, the error for the symmetrized Sinc-Galerkin method and the error for the method in [5] are asymptotically equal. The analysis of Section 2 also gives a second choice for the mesh size when using the symmetrized Sinc-Galerkin method. The somewhat surprising numerical results when using this second mesh size are included in the examples of Section 3.
2. Sinc-Galerkin Inner Products. On the whole real line the sine function is defined by (2.1)
If / is defined on the real line, then for A > 0 the series
is called the Whittaker cardinal expansion of / whenever this series converges. The properties of (2.2), when a finite number of terms is used, has been extensively studied. A comprehensive survey of these approximation properties is found in [6] . For approximations over an arbitrary interval the following definition is needed. 
It is (2.6) that provides an accurate approximation of the inner products in the Sinc-Galerkin method.
In this direction, rewrite the orthogonalization of the error for the problem (1.1) in the form
where Sk°<p(z) = sinc((<i>(z) -kh)/h) and the weight function w for the inner product (2.9) (f,g) = ¡ f(z)g(z)w(z)dz will be specified in what follows. Instead of a direct application of (2.6) to the terms on the right-hand side of (2.8), integration by parts is applied to the inner products to remove the derivatives from /. For example, after two integration by parts 
{f",sk'*)-h E f(sk°<t>wy; + BT2 + E2, p = -oo Vp will be useful. Application of (2.6) to (2.10) yields the identity (2.17) where gpj) = g{j)(zp) (j = 0,1,2) denotes the y'th derivative of a function g evaluated at the point zp in (2.3). The boundary term BTï is given by (2.11) and Ej is the error integral on the right-hand side of (2.6) with F replaced by f(z)(Sk o <pw)"(z). Expanding the derivatives under the sum in (2.17) yields
In a similar fashion, (2.12) may be written in the form
where BT¡ is defined by (2.13) and E\ is the error integral in (2.6) with F replaced by f(^)(riSk°<t>w)'(z 
will be helpful. If the weight function w(x) in (2.18) is selected so that BT = 0 and f(Sk ° <pw)'
follows from the identity fjt/'.S, «$) + /« E /(*")
The two remaining inner products on the right-hand side of (2.8) require no integration by parts. An application of (2.6) to these inner products using (2.16) yields (2-26)
where G is either vf or a.
For the truncation of the sum in (2.25) ((2.23) is similar), assume that where Cx is defined in the last line of (2.25).
For convenience, the preceding inner-product approximations are referenced in a theorem. This is Theorem 2.11 of [5] . 
which has a regular singular point at x = 0. One of the assumptions in the derivation of the discrete system (2.44) is that the boundary terms BT (j = 1,2) vanish. If the map <f>x(z) = log(z/(l -z)) (see Table 3 .1) is used in the evaluation of the boundary terms BT, it follows that these terms vanish for (2.45) (p = 0, v = -1/x2 While (2.50) is a full nonsymmetric matrix system, the rapid rate of convergence guaranteed by Theorem 2.4 often allows one to take a much smaller discrete system than would be the case with, say, finite differences or finite elements. As pointed out in [5] , the dominant matrix I2 in the system (2.50) is a symmetric negative-definite matrix with condition number less than ((M + N)/2 + l)2. Moreover, the approximate solution (2.43) does an accurate job of handling singular solutions of (2.42). Examples 3.1 through 3.5 in the next section bear out this last remark.
If instead of the selection of the weight function w(x) = (<p'(x))'x, which led to (2.50) for the problem (2.49), one selects w(x) = (<p'(x))'x/2, then (2.44) takes the form (2.51) ll2 + h2Dn The analogue of Theorem 2.4 is unchanged in the present case for functions / satisfying (2.54). However, the assumption on / in (2.54) is more restrictive than is the assumption in (2.46) on /. For example, in the case of the map §x(z) = log(z/(l -z)) (see Table 3 .1), the requirement in (2.46) reads (for simplicity, assume that a = ß) (2.57) \f(x) | < K(x(l -x))°, 0 < x < 1, and (2.54) takes the form
The assumption on / to obtain (2.50) required that a > 0. Hence, the assumption in (2.54) restricts the application of the approximation (2.51) to functions / satisfying (2.57) with a > 1/2. Therefore, the approximation defined by the discrete system (2.50) is applicable to a wider class of problems than is the approximation determined by (2.51) The error in the approximation of the true solution / of (2.49) by (2.53), where the coefficients {//}% are determined by (2.51) and (2.52), can be related to Theorem Recalling that Sp ° 9(xk) = 8°kp ((2.16)) and using (2.65), (2. Returning to the special case <¡>x(x) = log(x/(l -x)) and using xk = ekh/(ekh + 1) from So while the error in the computed y solution in (2.63) is 0(e'{7rda'M)1/ ), the error in the approximation of the solution / of the original differential equation is, at the nodes, more accurate. To see that this accuracy is asymptotically the same as the error on the right-hand side of (2.67), combine the equality 0 = ^4-1/2 ((2.57) and (2.58)) with the estimate \kh + (irdasM)1/2 = (^«M)1/2(l + ¿(A _ 1 )), a > J in the exponent on the right-hand side of (2.67). The analysis of (2.66) in the case of (0, oo) boundary value problems for the maps <¡>¡(z) (i = 2,3) in Table 3 .1 proceeds in a similar fashion to arrive at the same conclusion: The accuracy of the computed solution fâ (determined by (2.51)) is asympotically the same (at the nodes) as the computed solution fm (determined by (2.50)). In light of these comments, it appears that the selection A = (ird/aM)x/2 (instead of (2.55)) would lead to errors for the symmetric sine method (the linear system (2.51)) which are effectively the same as the error for the method of the standard sine. This is borne out when one surveys the numerical results of the next section. It would seem, based on these numerical comparisons, that the connection between the / in (2.43) (determined by the nonsymmetric system (2.50)) and the fp in (2.53) (determined by the symmetric system (2.51)) could be made more explicit than the asymptotic equality implied by (2.67) . To analytically establish a result along these lines would require the relationship of the system (2.50) to the system (2.51). At present, this writer does not see any clear relationship between these two systems. In spite of this last uncertainty, it would seem that the standard sine method would always be passed over in favor of the symmetric sine method. In the case of the boundary value problem (2.49), where the true solution satisfies (2.54), this would be the case. If, for example, (2.49) is on (0,1), then the restriction of the symmetric sine method on the solution requires a > 1/2 in (2.57). The method defined by the discrete system (2.50) requires only that a > 0. In those examples where a e (0,1/2], the standing of the symmetric sine method is less than clear. Example 3.3 pursues this point a little further.
It should also be pointed out that the standard sine method applies to the more general boundary value problem (2.42), whereas the method of this section is limited to the boundary value problem (2.49). If the change of variable f(x) = w(x)exp(-\jxp(t) dt) is made in order to convert (2.42) to the form
where g(x) = p2(x)/4 + u'(x)/2 -v(x) and d(x) = a(x)exp(^jxp(t) dt), then it may be argued that the method of the present section is applicable to (2.68). While this point of view may have potential, it seems that a direct application of the standard sine method to (2.42) is a preferable approach. The main reason for this statement is that the computation of â(xk) in (2.68) would, in general, require the numerical approximation of m (= M + N + 1) indefinite integrals in order to define the right-hand side of (2.51).
3. Numerical Implementation. The five examples included in this section were selected in order to illustrate the comparative performance of the standard sine (2.50) and symmetric sine (2.51) methods on a set of boundary value problems with various singular behaviors. The formulas required for the assembly of the discrete systems (2.50) and (2.51) are summarized in Table 3 .1. The domains D and maps <f> of Definition 2.1 for the special cases when T is (0,1) and (0, oo) are illustrated in Figure 3 .1. In each of the five examples, the discrete sine systems defined by (2.50) and (2.51) are used to compute the coefficients [fp)1M in (2.43) and (//j^ in (2.53), respectively. Table 3 .1
Entries needed for the discrete system (2.50) :
Il + h2D" 1 For the first three examples (all on (0,1)) the condition (2.46) on the solution / of (2.46) is equivalent to (3.1) \f(x)\^K (i-*r,
All three examples are approximated using the selections (2.34) and (2.35), i.e., The fifth and fourth columns in these two examples (headed &fk(as) and ||A/s(aJ)|| under A = (md/asM)x/1) are the error at the nodes ekh/(ekh + 1), -M < k < /V, and the uniform error between the true solution of (2.42) and (2.53) on an equispaced grid (mesh size = .02), respectively. The selection h = ("nd/asM)x/2 is not available for Example 3.3. This example is, however, approximated using both the discrete systems (2.50) and (2.51). The numerical results support the discussion following (2.67): The error in the approximation of the true solution / by /^ when A = (<nd/aM)x/2 is asymptotically the same as the error in approximating / by fm in (2.43).
The choice A = (-nd/asM)x/2 yields a somewhat unexpected result. A survey of the tables in Examples 3.1 and 3.2 shows not only that the error is within the predicted asymptotic rate (the right-hand side of (2.63)), but that it is somewhat better. Whereas the asymptotic equality in (2.67) indicates that the accuracy for the selection A = (ird/asM)x/2 should be about the same as that for the choice A = (ird/aM)x/2, there is no reason to expect any increase in accuracy. Based on these numerical computations, one might conjecture that the choice A = (trd/asM)x/2 always leads to this increased accuracy. For problems on (0,1), this may well be the case. However, the numerical results of Examples 3.4 and 3.5 indicate that this unexpected accuracy may be map-dependent. Finally, it should be pointed out that in all cases where the selection A = (md/asM)x/2 yielded a gain in accuracy (compared to the choice A = (ird/aM)x/1), the same problem was computed with A = (md/asM)x/1 by the standard sine method. These results show no increase in accuracy. Based on this discussion the author recommends the selection A = (ird/asM)x/2 in all cases when both a and as are available (a > 1/2). If, as in where both (2.14) and (2.15) were used to obtain the inequality in (3.5). The first term to the right-hand side of the inequality in (2.33) is obtained upon replacing |/(x )| in (3.5) by exp(-ßph) (from (3.3)) and summing the resulting series. In the t present setting, f(xp) -exp(-yeph), so that the truncation error is much smaller than is indicated by the general development leading to (2.33). Regarding the truncation error in (3.5) as exp(-yeNh), and equating this to exp(-aMA), leads to the selection (3.6) N = h'og^Mh + 1
This procedure, A = (md/aM)x/2 and N selected as in (3.6) , is elaborated on in Example 3.4.
As is the case for the finite-interval example, there is also the choice A = (■nd/asM)x/2. In contrast, however, to the finite-interval examples, the error in the computed solution fâ using A = (<nd/asM)x/2 displays no increased accuracy as compared to the error in the computed solution fsm when A = (Trd/aM)x/2 and the map <p2 is used. Example 3.5 indicates that the unexpected increase in accuracy seen in the finite-interval examples may persist for the map </>3. In the tables that follow, the columns headed A/^ and A/£ denote the error at the nodes xk = ekh (-M < k < N) between the true solution of (2.49) and its approximate fm (determined by (2.50)) and fâ (determined by (2.51)). The columns headed A/j, and A4 denote this error for the map <i>3(x). Example 3.5. f"(x) -2xf(x)/(x2 + l)2 = -6x/(x2 + l)3. The solution f(x) = x/(x2 + 1) satisfies the assumption (3.3), but not (3.4). Hence, the rate of convergence given by Theorem 2.4 is obtained using the map </>2(z) = log z with a = ß = 1, A = 77/ y¡2M and M = N. The map <j>3 yields a convergent method for this example, but the rate of convergence is very slow. Problems where the map </>3 is preferable to the map <f>2 are discussed in [2] , [3] and [6, p. 210] . Note, just as in the last example, the error for the selection A = (Trd/asM)x/2, while within the asymptotic rate given by exp(-(77i/aJM)1/2), is not as good as the error using the selection A = (trd/aM)x/2. 
