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Abstract
Spanning trees of low average stretch on the non-tree edges, as introduced by Alon et
al. [SICOMP 1995], are a natural graph-theoretic object. In recent years, they have found
signicant applications in solvers for symmetric diagonally dominant (SDD) linear systems.
In this work, we provide the rst dynamic algorithm for maintaining such trees under edge
insertions and deletions to the input graph. Our algorithm has update time n1/2+o(1) and the
average stretch of the maintained tree is no(1), which matches the stretch in the seminal result
of Alon et al.
Similar to Alon et al., our dynamic low-stretch tree algorithm employs a dynamic hierarchy
of low-diameter decompositions (LDDs). As a major building block we use a dynamic LDD that
we obtain by adapting the random-shift clustering of Miller et al. [SPAA 2013] to the dynamic
setting. The major technical challenge in our approach is to control the propagation of updates
within our hierarchy of LDDs: each update to one level of the hierarchy could potentially
induce several insertions and deletions to the next level of the hierarchy. We achieve this goal
by a sophisticated amortization approach. In particular, we give a bound on the number of
changes made to the LDD per update to the input graph that is signicantly better than the
trivial bound implied by the update time.
We believe that the dynamic random-shift clustering might be useful for independent
applications. One of these applications is the dynamic spanner problem. By combining the
random-shift clustering with the recent spanner construction of Elkin and Neiman [SODA
2017]. We obtain a fully dynamic algorithm for maintaining a spanner of stretch 2k − 1 and
size O(n1+1/k logn) with amortized update time O(k log2 n) for any integer 2 ≤ k ≤ logn.
Compared to the state-of-the art in this regime [Baswana et al. TALG ’12], we improve upon
the size of the spanner and the update time by a factor of k .
1 Introduction
Graph compression is an important paradigm in modern algorithm design. Given a graph G with
n nodes, can we nd a substantially smaller (read: sparser) subgraph H such that H preserves
central properties of G? Very often, this compression is “lossy” in the sense that the properties of
interest are only preserved approximately. A ubiquitous example of graph compression schemes
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are spanners: every graph G admits a spanner H with O(n1+1/k ) edges that has stretch 2k − 1 (for
any integer k ≥ 2), meaning that for every edge e = (u,v) of G not present in H there is a path
from u to v in H of length at most 2k − 1. Thus, when k = logn, very succinct compression with
O(n) edges can be achieved at the price of stretch O(logn).
The most succinct form of subgraph compression is achieved when H is a tree. Spanning trees,
for example, are a well-known tool for preserving the connectivity of a graph. It is thus natural
to ask whether, similar to spanners, one could also have spanning trees with low stretch for each
edge. This unfortunately is known to be false: in a ring of n nodes every tree will result in a stretch
of n − 1 for the single edge not contained in the tree. However, it turns out that a quite similar
goal can be achieved by relaxing the concept of stretch: every graph G admits a spanning tree T
of average stretch O(logn log logn) [AN12], where the average stretch is the sum of the stretches
of all edges divided by the total number of edges. Such subgraphs are called low (average) stretch
trees and have found numerous applications in recent years, most notably in the design of fast
solvers for symmetric diagonally dominant (SDD) linear systems [ST14, KMP14, Ble+14, KMP11,
Kel+13, Coh+14]. We believe that their fundamental graph-theoretic motivation and their powerful
applications make low-stretch trees a very natural object to study as well in a dynamic setting,
similar to spanners [AFI06, Elk11, BKS12, BK16] and minimum spanning trees [Fre85, Epp+97, HK01,
HLT01, Wul17, NSW17]. Indeed, the design of a dynamic algorithm for maintaining a low-stretch
tree was posed as an open problem by Baswana et al. [BKS12], but despite extensive research on
dynamic algorithms in recent years, no such algorithm has yet been found.
In this paper, we give the rst non-trivial algorithm for this problem in the dynamic setting.
Specically, we maintain a low-stretch tree T of a dynamic graph G undergoing updates in the
form of edge insertions and deletions in the sense that after each update to G we compute the set
of necessary changes to T . The goal in this problem is to keep the time spent after each update
small while still keeping the average stretch of T tolerable. Our main result is a fully dynamic
algorithm for maintaining a spanning tree of expected average stretch no(1) with expected amortized
update time n1/2+o(1). At a high level, we obtain this result by combining the classic low-stretch
tree construction of Alon et al. [Alo+95] with a dynamic algorithm for maintaining low-diameter
decompositions (LDDs) based on random-shift clustering [MPX13]. Our LDD algorithm might be
of independent interest, and we provide another application by using it to obtain a dynamic version
of the recent spanner construction of Elkin and Neiman [EN17]. The resulting dynamic spanner
algorithm improves upon one of the state-of-the-art algorithms by Baswana et al. [BKS12].
Our overall approach towards the low-stretch tree algorithm – to use low-diameter decom-
positions based on random-shift clustering in the construction of Alon et al. [Alo+95] – has been
used before in parallel and distributed algorithms [Ble+14, Gha+15, HL18]. However, to make
this approach work in the dynamic setting we need to circumvent some non-trivial challenges. In
particular, we cannot employ the following paradigm that often is very helpful in designing dynamic
algorithms: design an algorithm that can only handle edge deletions and then extend it to the fully
dynamic setting using a general reduction. While we do follow this paradigm for our dynamic
LDD algorithm, there are two obstacles that prevent us from doing so for the dynamic low-stretch
tree: First, many fully-dynamic-to-decremental reductions exploit some form of “decomposability”,
which does not hold for low-stretch trees, i.e., low-stretch trees of subgraphs of the input graph
cannot be simply be combined to a single low-stretch tree of the full graph. Second, in our dynamic
low-diameter decomposition edges might start and stop being inter-cluster edges, even if the input
graph is only undergoing deletions. In the hierarchy of Alon et al. this leads to both insertions
and deletions at the next level of the hierarchy. As opposed to other dynamic problems [HKN16,
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Abr+16], one cannot simply enforce some type of “monotonicity” by not passing on insertions to
the next level of the hierarchy (to stay within a deletions-only setting) as there might be too many
such edges to ignore them. Thus, it seems that we really have to deal with the fully dynamic setting
in the rst place. We show that this can be done by a sophisticated amortization approach that
explicitly analyzes the number of updates passed on to the next level.
Related Work. Low-stretch trees have been introduced by Alon et al. [Alo+95] who obtained an
average stretch of 2O (
√
logn log logn) and also gave a lower bound of Ω(logn) on the average stretch.
The rst construction with polylogarithmic average stretch was given by Elkin et al. [Elk+08].
Further improvements [ABN08, KMP11] culminated in the state-of-the-art construction of Abraham
and Neiman [AN12] with average stretch O(logn log logn). All these trees with polylogarithmic
average stretch can be computed in time O˜(m).1 To the best of our knowledge, all known algorithms
in parallel and distributed models of computation [Ble+14, Gha+15, HL18] are based on the scheme
of Alon et al. and thus do not provide polylogarithmic stretch guarantees.
The main application of low-stretch trees has been in solving symmetric, diagonally dominant
(SDD) systems of linear equations. It has been observed that iterative methods for solving these
systems can be made faster by preconditioning with a low-stretch tree for weighted graphs [Vai,
BH03, SW09]. Consequently, they have been an important ingredient in the breakthrough result of
Spielman and Teng [ST14] for solving SDD systems in nearly linear time. In this solver, low-stretch
trees are utilized for constructing ultra-sparsiers, which in turn are used as preconditioners.
Beyond this initial breakthrough, low-stretch trees have also been used in subsequent, faster
solvers [KMP14, Ble+14, KMP11, Kel+13, Coh+14]. Another prominent application of low-stretch
trees (concretely, the variant of random spanning trees with low expected stretch) is the remarkable
cut-based graph decomposition of Räcke [Räc08, AF09], which embeds any general undirected graph
into a convex combination of spanning trees, while paying a congestion of only O˜(logn) for the
embedding. This decomposition tool, initially aimed at giving the best competitive ratio for oblivious
routing, has found several applications ranging from approximation algorithms for cut-based
problems (e.g., minimum bisection [Räc08]) to graph compression (e.g., vertex sparsiers [Moi09]).
Other classic problems in the realm of approximation algorithms that utilize the properties of
low-stretch trees include the k-server problem [Alo+95] and the minimum communication cost
spanning tree problem [Hu74, PR98].
In terms of dynamic algorithms, we are not aware of any prior work for maintaining low-
stretch trees. The closest related works are arguably dynamic algorithms for maintaining distance
oracles and spanners, as they also aim preserving pairwise distances, and dynamic algorithms for
maintaining minimum spanning trees, as they also are spanning trees with an additional property.
A distance oracle is a data structure that can answer queries for the (approximate) distance be-
tween a pair of nodes. The fully dynamic distance oracle of Abraham, Chechik, and Talwar [ACT14]
for unweighted, undirected graphs has expected amortized update time O˜(√mn1/k ), query time
O(k2ρ2), and stretch 2O (kρ), where the parameter k ≥ 2 is integer and ρ = 1+ d logn1−1/klog(m/n1−1/k )e. To the
best of our knowledge, the recent decremental distance oracle of Chechik [Che18] can be used to
extend this result to weighted graphs and to improve the stretch and the query time, while leaving
the update time essentially unchanged.
For dynamic spanner algorithms, the main goal is to maintain, for any given integer k ≥ 2,
1Throughout this paper we will use O˜(·)-notation to suppress factors that are polylogarithmic in n.
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a spanner of stretch 2k − 1 with O˜(n1+1/k ) edges. Spanners of stretch 2k − 1 and size O(n1+1/k )
exist for every undirected graph [Awe85], and this trade-o is presumably tight under Erdős’s
girth conjecture. The dynamic spanner problem has been introduced by Ausiello et al. [AFI06].
They showed how to maintain a 3- or 5-spanner with amortized update time O(∆), where ∆ ≤ n is
the maximum degree of the graph. Using techniques from the streaming literature, Elkin [Elk11]
provided an algorithm for maintaining a (2k − 1)-spanner with O˜(mn−1/k ) expected update time.
Faster update times were achieved by Baswana et al. [BKS12]: their algorithms maintain (2k − 1)-
spanners either with expected amortized update time O(1)k or with expected amortized update
time O(k2 log2 n). Later, Bodwin and Krinninger [BK16] initiated the study of dynamic spanners
with worst-case update times, and recently, Bernstein, Forster, and Henzinger [BFH19] presented a
deamortization approach to maintain (2k − 1)-spanners with high-probability worst-case update
time O(1)k log3 n. All of these algorithms exhibit the stretch/space trade-o mentioned above in
unweighted graphs, up to polylogarithmic factors in the size of the spanner.
The rst non-trivial algorithm for dynamically maintaining a minimum spanning tree was
developed by Frederickson [Fre85] and had a worst-case update time of O(√m). Using a general
sparsication technique, this bound was improved to O(√n) by Eppstein et al. [Epp+97]. In terms
of amortized bounds, Holm et al. [HLT01] were the rst to improve this bound and obtained
polylogarithmic amortized update time. In a recent breakthrough, Nanongkai, Saranurak, and
Wul-Nilsen [Wul17, NS17, NSW17] nally achieved a worst-case update time of no(1).
Our Results. Our main result is a dynamic algorithm for maintaining a low-stretch tree of an
unweighted, undirected graph.
Theorem 1.1. Given any unweighted, undirected graph undergoing edge insertions and deletions,
there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch
no(1) that has expected amortized update timem1/2+o(1). These guarantees hold against an oblivious
adversary.
This is the rst non-trivial algorithm for this fundamental problem. Our stretch matches the
seminal construction of Alon et al. [Alo+95], which is still the state of the art in parallel and
distributed settings [Ble+14, Gha+15, HL18].
Similar to the approach of [KLP16] in the static setting, we can apply Theorem 1.1 to a cut
sparsier of the input graph, which has only O˜(n) edges, to improve the running time for dense
graphs. Such a cut sparsier can be maintained with the dynamic algorithm of Abraham et
al. [Abr+16] that has polylogarithmic update time.
Corollary 1.2. Given any unweighted, undirected graph undergoing edge insertions and deletions,
there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch
no(1) that has expected amortized update time n1/2+o(1). These guarantees hold against an oblivious
adversary.
Obtaining this improvement is non-trivial because cut sparsiers are weighted graphs, even
when the input graph is unweighted, and the algorithm of Theorem 1.1 only accepts unweighted
graphs. To deal with this issue, we deviate from the approach of [KLP16] by interpreting the edge
weights of the sparsier as edge multiplicities in an unweighted graph. A ne-grained analysis of
the amount of change to edge the multiplicities per update to the input graph then allows us to get
the desired benets of combining both algorithms.
4
We additionally show that
√
n is not an inherent barrier to the update time, at least if very large
stretch is tolerated. A modication of our algorithm gives average stretch O(t) and update time
n1+o(1)
t for t ≥
√
n.
One of the main building blocks of our dynamic low-stretch tree algorithm is a dynamic
algorithm for maintaining a low-diameter decomposition (LDD). Roughly speaking, for β ∈ (0, 1)
and ∆ > 0, a (β,∆)-decomposition of a graph is a partitioning of its nodes into disjoint clusters
such that (1) any two nodes belonging to the same cluster are at distance at most ∆, and (2) the
number of edges whose endpoints belong to dierent clusters is bounded by βm. The following
theorem gives a dynamic variant of such decompositions.
Theorem 1.3. Given any unweighted, undirected multigraph undergoing edge insertions and deletions,
there is a fully dynamic algorithm for maintaining a (β ,O( lognβ ))-decomposition (with clusters of
strong diameterO( lognβ ) and at most βm inter-cluster edges in expectation) that has expected amortized
update time O(log2 n/β2). A spanning tree of diameter O( lognβ ) for each cluster can be maintained in
the same time bound. The expected amortized number of edges to become inter-cluster edges after each
update is O(log2 n/β). These guarantees hold against an oblivious adversary.
Our algorithm is based on the random-shift clustering of Miller at al. [MPX13], with many
tweaks to make it work in a dynamic setting. In our analysis of the algorithm, we bound the
amortized number of changes to the clustering per update by O˜(1/β), which is signicantly smaller
than the naive bound of O˜(1/β2) implied by the update time. This is particularly important for
hierarchical approaches, such as in our dynamic low-stretch tree algorithm, because a small bound
on the number of amortized changes helps in controlling the number of induced updates to be
processed within the hierarchy. Independently, Saranurak and Wang [SW19] obtained a fully
dynamic LLD algorithm with nearly the same guarantees (up to polylogarithmic factors).2 We
believe that our solution is arguably simpler than their expander pruning approach.
The dynamic random-shift clustering underlying our dynamic LDD is of independent interest. A
direct consequence demonstrating the usefulness of our dynamic random-shift clustering algorithm
is the following new result for the dynamic spanner problem.
Theorem 1.4. Given any unweighted, undirected graph undergoing edge insertions and deletions,
there is a fully dynamic algorithm for maintaining a spanner of stretch 2k − 1 and expected size
O(n1+1/k logn) that has expected amortized update time O(k log2 n). These guarantees hold against
an oblivious adversary.
Recall that the fully dynamic algorithm of Baswana et al. [BKS12] maintains a spanner of stretch
2k − 1 and expected size O(kn1+1/k logn) with expected amortized update time O(k2 log2 n). Our
new algorithm thus improves both the size and the update time by a factor of k . This is particularly
relevant because the stretch/size trade-o of 2k − 1 vs. O(n1+1/k ) is tight under the girth conjecture.
We thus exceed the conjectured optimal size by a factor of only logn compared to the prior k logn,
where k might be as large as logn. When we restrict ourselves to the decremental setting, we
do achieve size O(n1+1/k ) with expected amortized update time O(k logn). Again, this saves a
factor of k compared to Baswana et al. [BKS12]. To obtain Theorem 1.4, we employ our dynamic
2The low-diameter decomposition of Saranurak and Wang can be maintained against an adaptive online adversary.
However, the low-diameter spanning trees of their clustering can only be maintained against an oblivious adversary.
Therefore, plugging in their dynamic LDD algorithm into our dynamic low-stretch tree construction does not yield any
improvement over our guarantees.
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random-shift clustering algorithm in the spanner construction of Elkin and Neiman [EN17] and
combine it with the dynamic spanner framework of Baswana et al. [BKS12].
Structure of this Paper. The remainder of this paper is structured as follows. We rst settle
the notation and terminology in Section 2. We then give a high-level overview of our results and
techniques in Section 3. Finally, we provide all necessary details for our dynamic low-stretch
tree (Section 4), our dynamic low-diameter decomposition (Section 5), and our dynamic spanner
algorithm (Section 6).
2 Preliminaries
Graphs. Let G = (V ,E,wG ) be an undirected weighted graph, where n = |V |, m = |E | and
wG : E → R+. If wG (e) = 1 for all e ∈ E, then we say G is an undirected unweighted graph. If E is
a multiset, i.e., every element of E may have integer multiplicity greater than 1, then we call G a
multigraph. For a subset C ⊆ V let G[C] denote the subgraph of G induced by C . Throughout the
paper we call C ⊂ V a cluster. For any positive integer k , a clustering of G is a partition of V into
disjoint subsets C1,C2, . . . ,Ck . We say that an edge is an intra-cluster edges if both its endpoints
belong to the same cluster Ci for some i; otherwise, we say that an edge is an inter-cluster edge.
For any u,v ∈ V let distG (u,v) denote the length of a shortest path between u and v induced by
the edge weights wG of the graph G. When G is clear from the context, we will omit the subscript.
The strong diameter of a cluster C ⊂ V is the maximum length of the shortest path between any
two nodes in G[C], i.e., max{distG[C](u,v) |u,v ∈ C}. In the following we dene a low-diameter
clustering of G.
Denition 2.1. Let β ∈ (0, 1) and ∆ > 0. Given an undirected, unweighted graph G = (V ,E), a
(β,∆)-decomposition of G is a partition of V into disjoint subsets C1,C2, . . . ,Ck (for some k ≥ 1) such
that:
1. The strong diameter of each Ci is at most ∆.
2. The number of edges with endpoints belonging to dierent subsets is at most βm.
In the (β,∆)-decompositions of the randomized dynamic algorithms in this paper, the bound in
Condition 2 is in expectation.
LetH = (V , F ) be a subgraph ofG = (V ,E,wG ). For any pair of nodesu,v ∈ V , we let distH (u,v)
denote the length of a shortest path betweenu andv inH . We dene the stretch of an edge (u,v) ∈ E
with respect to H to be
stretchH (u,v) B distH (u,v)
wG (u,v) .
The stretch of H is dened as the maximum stretch of any of edge (u,v) ∈ E. The average stretch
over all edges of G with respect to H is given by
avg-stretchH (G) B
1
|E |
∑
(u,v)∈E
stretchH (u,v).
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Exponential Distribution. For a parameter λ, the probability density function of the exponential
distribution Exp(λ) is given by
f (x , λ) B
{
λe−λx if x ≥ 0
0 otherwise.
The mean of the exponential distribution is 1/λ.
Dynamic Algorithms. Consider a graph with n nodes undergoing updates in the form of edge
insertions and edge deletions. An incremental algorithm is a dynamic algorithm that can only
handle insertions, a decremental algorithm can only handle deletions, and a fully dynamic algorithm
can handle both. We follow the convention that a fully dynamic algorithm starts from an empty
graph with n nodes. The (maximum) running time spent by a dynamic algorithm for processing
each update (before the next update arrives) is called update time. We say that a dynamic algorithm
has (expected) amortized update time u(n) if its total running time spent for processing a sequence
of q updates is bounded by q · u(n) (in expectation). In this paper, we assume that the updates to
the graph are performed by an oblivious adversary who xes the sequences of updates in advance,
i.e., the adversary is not allowed to adapt its sequence of updates as the algorithm proceeds.
This is a standard assumption in dynamic graph algorithms3 and it in particular implies that for
randomized dynamic algorithms the sequence of updates is independent from the random choices
of the algorithm.
3 Technical Overview
In the following, we provide some intuition for our approach and highlight the main ideas of this
paper.
Low-Stretch Tree. A rst idea is to employ the dynamic low-diameter decomposition of Theo-
rem 1.3. This algorithm can maintain a (β,O( lognβ ))-decomposition, i.e., a partitioning of the graph
into clusters such that there are at most βm inter-cluster edges and the (strong) diameter of each
cluster is at most O( lognβ ). In particular, each cluster has a designated center and the algorithm
maintains a spanning tree of each cluster in which every node is at distance at most O( lognβ ) from
the center. Now consider the following simple dynamic algorithm:
1. Maintain a (β ,O( lognβ ))-decomposition of the input graph G.
2. Contract the clusters in the decomposition to single nodes and maintain a multigraph G ′
containing one node for each cluster and all inter-cluster edges.
3. Compute a low-stretch treeT ′ ofG ′ after each update toG using a static algorithm providing
polylogarithmic average stretch.
4. Maintain T as the “expansion” of T ′ in which every node in T ′ is replaced by the spanning
tree of diameter O( lognβ ) of the cluster representing the node.
3For example, all known randomized dynamic spanner algorithms [Elk11, BKS12, BK16, BFH19] work under this
assumption.
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As the clusters are non-overlapping it is immediate that T is indeed a tree. To analyze the average
stretch of T , we distinguish between inter-cluster edges (with endpoints in dierent clusters) and
intra-cluster edges (with endpoints in the same cluster). Each intra-cluster edge has stretch at
most O( lognβ ) as the spanning tree of the cluster containing both endpoints of such an edge is a
subtree of T . Each inter-cluster edge has polylogarithmic average stretch in T ′ with respect to G ′.
By expanding the clusters, the length of each path in T ′ increases by a factor of at most O( lognβ ).
Thus, inter-cluster edges have an average stretch of O( lognβ polylogn) in T . As there are at mostm
intra-cluster edges and at most βm inter-cluster edges, the total stretch over all edges is at most
O(m · lognβ + βm · lognβ polylogn) = O˜(m · 1β ), which gives an average stretch of O˜( 1β ).
To bound the update time, rst observe that the number of inter-cluster edges is at most βm.
Thus, G ′ has at most βm edges and therefore the static algorithm for computing T ′ takes time
O˜(βm) per update. Together with the update time of the dynamic LDD, we obtain an update time
of O˜( 1β 2 + βm). By setting β =m1/3, we would already obtain an algorithm for maintaining a tree
of average stretch O˜(m1/3) with update time O˜(m2/3).
We can improve the stretch and still keep the update time sublinear by a hierarchical approach
in which the scheme of clustering and contracting is repeated k times. Observe that the i-th
contracted graph will contain at most β im many edges and, in the nal tree T , the stretch of each
edge disappearing with the (i + 1)-th contraction isO( lognβ )i+1, which can be obtained by expanding
the contracted low-diameter clusters. After k contractions, there are at most βkm edges remaining
and they have polylogarithmic average stretch in T ′ with respect to G ′, which, again by expanding
clusters, implies an average stretch of at mostO( lognβ )k · polylogn inT with respect toG . This leads
to a total stretch ofO(∑0≤i≤k−1 β im ·O( lognβ )i+1+βkm ·O( lognβ )k polylogn) = O˜(m · O (logn)kβ ), which
gives an average stretch of O˜(O (logn)kβ ). To bound the update time, observe that updates propagate
within the hierarchy as each change to inter-cluster edges of one layer will appear as an update in
the next layer. Each operation in the dynamic LDD algorithm will perform at most one change to
the clustering, i.e., the number of changes propagated to the next layer of the hierarchy is at most
O˜( 1β 2 ) per update to the current layer. This will result in an update time of O˜((
polylogn
β )2(i−1) · 1β 2 ) in
the i-th contracted graph per update to the input graph. The update time for maintaining the treeT
will then be O˜( 1β 2k + βkm), which ism2/3 at best, i.e., no better than the simpler approach above. A
tighter analysis can improve this update time signicantly: The second part of Theorem 1.3 bounds
the amortized number of edges to become inter-cluster edges by O˜( 1β ). This results in an update
time of O˜((polylognβ )k+1 + βkm). By setting k =
√
logn and β = 1m1/(2k+1) we can roughly balance
these two terms in the update time and thus arrive at an update time ofm1/2+o(1) while the average
stretch is no(1). The crux of our approach is thus an “early stopping” of the Alon et al. LDD hierarchy
such that it does not “exhaust” the graph. We crucially exploit that, for an unweighted input graph,
the size of the contracted graph decreases geometrically, which allows us to partially compensate
for the blow-up of propagated updates in the hierarchy.
We can use the following sparsication approach to further reduce the update time to n1/2+o(1):
The main idea is to maintain a cut sparsier with O˜(n) edges and then run the algorithm on the
cut sparsier instead of the input graph to reduce the update time fromm1/2+o(1) to n1/2+o(1). The
dynamic algorithm of Abraham et al. [Abr+16] can maintain such a cut sparsier with polyloga-
rithmic update time. Using a dierent cut sparsier construction, Koutis, Levin, and Peng [KLP16]
showed in the static setting that a low-stretch tree of their cut sparsier is also a low-stretch tree of
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the input graph (where the average stretch only increases multiplicatively by the approximation
guarantee of the cut sparsier). However, we cannot use exactly the same approach because the
cut sparsier of Abraham et al. has edge weights, even though the input graph is unweighted. We
show that the main argument in [KLP16] still goes through if we interpret the edge weights of
the sparsier as edge multiplicities in an unweighted graph. We then show that the algorithm of
Theorem 1.1 can also handle such graphs for updates that increment or decrement the multiplicity
of some edge by 1. A ne-grained analysis of the total multiplicity of edges of the sparsier and its
expected amount of change per update to the input graph then gives the desired result.
In Section 4, where we present the details of our approach, we consider two slight generalizations:
First, we implicitly handle the case that the input graph could become disconnected by maintaining
a low-stretch forest. Second, we give a parameterized analysis that also allows for a trade-o
between stretch and update time.
Low-Diameter Decomposition. To obtain a suitable algorithm for dynamically maintaining a
low-diameter decomposition, we follow the widespread paradigm of rst designing a decremental –
i.e., deletions-only – algorithm and then extending it to a fully dynamic one. We can show that, for
any sequence of at mostm edge deletions (wherem is the initial number of edges in the graph), a
(β,O( lognβ ))-decomposition can be maintained with expected total update time O˜(m/β). Here, we
build upon the work of Miller et al. [MPX13] who showed that exponential random-shift clustering
produces clusters of radius O(logn/β) such that each edge has a probability of at most β to go
between clusters. This clustering is obtained by rst having each node sample a random shift value
from the exponential distribution and then determining the cluster center of each node as the node
to which it minimizes the dierence between distance and (other node’s) shift value.
In the parallel algorithm of [MPX13], the clustering is obtained by essentially computing
one single-source shortest path tree of maximum depth O(logn/β). To make this computation
ecient4, the shift values are rounded integers and the fractional residuals are only considered
for tie-breaking. We observe that one can maintain this bounded-depth shortest path tree with a
simple modication of the well-known Even-Shiloach algorithm that spends time O(deg(v)) every
time a node v increases its level (distance from the source) in the tree. By rounding to integer
edge weights, similar to [MPX13], we can make sure that the number of level increases to consider
is at most O(logn/β) for each node. Note however that this standard argument charging each
node only when it increases its level is not enough for our purpose: the assignment of nodes to
clusters follows the fractional values for tie-breaking, which might result in some node v changing
its cluster – and in this way also spend time O(deg(v)) – without increasing its level (note that
here the diculty is not on maintaining the cluster that v belongs to, but rather on bounding the
number of cluster changes for v). As has been observed in [MPX13], the fractional values of the
shift values eectively induce a random permutation on the nodes. Using a similar argument as in
the analysis of the dynamic spanner algorithm of Baswana et al. [BKS12], we can thus show that in
expectation each node changes its cluster at most O(logn) times while staying at a particular level.
This results in a total update time of O˜(m/β). Trivially, this also bounds the total number of times
that edges become inter-cluster edges during the whole decremental algorithm by O˜(m/β). Using
a more sophisticated analysis we can obtain the stronger bound of O˜(m) on the latter quantity:
Intuitively, each endpoint of an edge changes its cluster at most O˜( 1β ) times and after each cluster
change the edge is an inter-cluster edge with probability at most β , yielding a total of O˜(m · 1β · β)
4For their parallel algorithm, eciency in particular means low depth of the computation tree.
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times that edges become inter-cluster edges. The rigorous argument is however more complicated
because the event of being an inter-cluster edge might not be independent from the event of the
endpoint changing its cluster.
To obtain a fully dynamic algorithm, we observe that any LDD can tolerate a certain number of
insertions to the graph. A (β,O( lognβ ))-decomposition allows at most βm inter-cluster edges and
thus, if we insert O(βm) edges to the graph without changing the decomposition, we still have an
(O(β),O( lognβ ))-decomposition. We can exploit this observation by simply running a decremental
algorithm, that is restarted from scratch after each phase of Θ(βm) updates to the graph. We then
deal with edge deletions by delegating them to the decremental algorithm and we deal with edge
insertions in a lazy way by doing nothing. This results in a total time of O˜(m/β) that is amortized
over Θ(βm) updates to the graph, i.e., amortized update time O˜(1/β2). Similarly, the amortized
number of edges to become inter-cluster edges after an update is O˜(1/β).
In our detailed description and analysis in Section 5, we rst review the construction of Miller
et al., and then present our decremental and fully dynamic algorithms.
4 Dynamic Low-Stretch Forest
Our dynamic algorithms for maintaining a low-stretch forest will use a hierarchy of low-diameter
decompositions. We rst analyze very generally the update time for maintaining such a decomposi-
tion and explain how to obtain a spanning forest from this hierarchy in a natural way, similar to
the construction of Alon et al. [Alo+95]. We then analyze two dierent approaches for maintaining
the tree, which will give us two complementary points in the design space of dynamic low-stretch
tree algorithms. Finally, we explain how to exploit input graph sparsication to improve the update
time of our rst algorithm.
4.1 Generic Dynamic LDD Hierarchy
Consider some integer parameter k ≥ 1 and parameters β0, . . . , βk−1 ∈ (0, 1). For each 0 ≤ i ≤ k − 1,
let Di be the fully dynamic algorithm for maintaining a (βi ,O( lognβi ))-decomposition as given by
Theorem 1.3. Our LDD-hierarchy consists of k+1 multigraphsG0 = (V ,E0), . . . ,Gk = (V ,Ek )where
G0 is the input graph G and, for each 0 ≤ i ≤ k − 1, the graph Gi+1 is obtained from contracting Gi
according to a (βi ,O( lognβi ))-decomposition of Gi as follows: For every node v ∈ V , let ci (v) denote
the center of the cluster to whichv is assigned in the (βi ,O( lognβi ))-decomposition ofGi . Now dene
Ei+1 as the multiset of edges containing for every edge (u,v) ∈ Ei such that ci (u) , ci (v) one edge
(ci (u), ci (v)), i.e., Ei+1 = {(ci (u), ci (v)) : (u,v) ∈ Ei and ci (u) , ci (v)}, where the multiplicity of
each edge is equal to the number of edges between the corresponding clusters in Gi . Remember
that all graphs Gi have the same set of nodes, but nodes that do not serve as cluster centers in
Gi−1 will be isolated in Gi . It might seem counter-intuitive at rst that these isolated nodes are
not removed from the graph, but observe that in our dynamic algorithm nodes might start or stop
being cluster centers over time. By keeping all nodes in all subgraphs, we avoid having to explicitly
deal with insertions or deletions of nodes.5
Note that the (βi ,O( lognβi ))-decomposition of Gi guarantees that |Ei+1 | ≤ βi · |Ei | in expectation,
which implies the following bound.
5Note that it is easy to explicitly maintain the sets of isolated and non-isolated nodes by observing the degrees.
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Observation 4.1. For every 0 ≤ i ≤ k , |Ei | ≤ m ·∏0≤j≤i−1 βj in expectation.6
We now analyze the update time for maintaining this LDD-hierarchy under insertions and
deletions to the input graph G. Note that for each level i ≤ k − 1 of the hierarchy, changes made
to the graph Gi might result in the dynamic algorithm Di making changes to the (βi ,O( lognβi ))-
decomposition of Gi . In particular, edges of Gi could start or stop being inter-cluster edges in
the decomposition, which in turn leads to edges being added to or removed from Gi+1. Thus, a
single update to the input graph G might result in a blow-up of induced updates to be processed
by the algorithms D1, . . . ,Dk−1. To limit this blow-up, we use an additional property of our LDD-
decomposition given in Theorem 1.3, namely the non-trivial bound on the number of edges to
become inter-cluster edges after each update.
Lemma 4.2. The LDD-hierarchy can be maintained with an expected amortized update time of
O˜
©­«
∑
0≤j≤k−1
O(logn)2(k−1)
βj
∏
0≤j′≤j βj′
ª®¬ .
Proof. For every 0 ≤ i ≤ k − 1 and every q ≥ 1 dene the following random variables:
• Xi (q): The total time spent by algorithm Di for processing any sequence of q updates to Gi .
• Yi (q): The total number of changes performed to Gi+1 by Di while processing any sequence
of q updates to Gi .
• Zi (q): The total time spent by algorithms Di , . . . ,Dk−1 for processing any sequence of
q updates to Gi .
Note that the expected values of Xi (q) and Yi (q) are bounded by Theorem 1.3 (the latter holds since
only changes involving inter-cluster edges are propagated as updates to the next level). We will
show by induction on i that E[Zi (q)] = O˜(q ·∑i≤j≤k−1 O (logn)2(k−i−1)βj ∏i≤j′≤j βj′ ), which with i = 0 implies the
claim we want to prove.
Before showing the proof, observe that our LDD-hierarchy uses multiple instances of the
dynamic low-diameter decomposition. We can order these instances in a hierarchical manner
such that changes in the instance i only aect instances i + 1 and above (this is possible because
all changes propagate one way through the hierarchy). Since the random bits among levels are
independent, we can think of the random bits in the previous level being xed in advance, and
hence the updates to the instance i are xed as well. The latter implies that each instance i in the
LDD-hierarchy is running in the oblivious adversary setting, as required by Theorem 1.3.
We next prove the claimed bound on E[Zi (q)]. In the base case i = k − 1, we know by
Theorem 1.3 that algorithm Dk−1 maintaining the (βk−1,O( lognβk−1 ))-decomposition of Gk−1 spends
expected amortized time O˜( 1β 2k−1 ) per update to Gk−1, i.e., E[Zk−1(q)] = E[Xk−1(q)] = O˜(q ·
1
β 2k−1
) for
any q ≥ 1. For the inductive step, consider some 0 ≤ i < k − 1 and any q ≥ 1. Any sequence of q
updates to Gi induces at most Yi (q) updates to Gi+1. Each of those updates has to be processed by
the algorithms Di+1, . . . ,Dk−1. We thus have Zi (q) = Xi (q) + Zi+1(Yi (q)).
To bound E[Zi (q)], recall rst the expectations of the involved random variables. As by Theo-
rem 1.3 the algorithmDi maintaining the (βi ,O( lognβi ))-decomposition ofGi has expected amortized
6Note that for i = 0 the product
∏
0≤j≤i−1 βj is empty and thus equal to 1.
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update time O˜( 1β 2i ), it spends an expected total time of E[Xi (q)] = O˜(q ·
1
β 2i
) for any sequence of q
updates toGi . Furthermore, over the whole sequence of q updates, the expected number of edges to
ever become inter-cluster edges in the (βi ,O( lognβi ))-decomposition ofGi isO(q ·
log2 n
βi
). This induces
at most O(q · log2 nβi ) updates (insertions or deletions) to the graph Gi+1, i.e., E[Yi (q)] = O(q ·
log2 n
βi
).
By the induction hypothesis, the expected amortized update time spent by Di+1, . . . ,Dk−1 for any
sequence of q′ updates to Gi+1 is E[Zi+1(q′)] = O˜(q′ ·∑i+1≤j≤k−1 O (logn)2(k−i−2)βj ∏i+1≤j′≤j βj′ ).
Now by linearity of expectation we get
E[Zi (q)] = E [Xi (q) + Zi+1(Yi (q))] = E [Xi (q)] + E [Zi+1(Yi (q))]
and by the law of total expectation we can bound E [Zi+1(Yi (q))] as follows:
E [Zi+1(Yi (q))] =
∑
y
E [Zi+1(Yi (q)) | Yi (q) = y] · Pr[Yi (q) = y]
=
∑
y
E [Zi+1(y)] · Pr[Yi (q) = y]
=
∑
y
O˜
©­«y ·
∑
i+1≤j≤k−1
O(logn)2(k−i−2)
βj
∏
i+1≤j′≤j βj′
ª®¬ · Pr[Yi (q) = y]
= O˜
©­«
∑
i+1≤j≤k−1
O(logn)2(k−i−2)
βj
∏
i+1≤j′≤j βj′
ª®¬ ·
∑
y
y · Pr[Yi (q) = y]
= O˜
©­«
∑
i+1≤j≤k−1
O(logn)2(k−i−2)
βj
∏
i+1≤j′≤j βj′
ª®¬ · E[Yi (q)]
= O˜
©­«
∑
i+1≤j≤k−1
O(logn)2(k−i−2)
βj
∏
i+1≤j′≤j βj′
ª®¬ ·O
(
q · log
2 n
βi
)
= O˜
©­«q ·
∑
i+1≤j≤k−1
O(logn)2(k−i−1)
βj
∏
i≤j′≤j βj′
ª®¬
We thus get
E[Zi (q)] = O˜(q · 1β 2i ) + O˜
©­«q ·
∑
i+1≤j≤k−1
O(logn)2(k−i−1)
βj
∏
i≤j′≤j βj′
ª®¬ = O˜ ©­«q ·
∑
i≤j≤k−1
O(logn)2(k−i−1)
βj
∏
i≤j′≤j βj′
ª®¬
as desired. 
Given any spanning forest T ′ of Gk , there is a natural way of dening a spanning forest T of G
from the LDD-hierarchy. To this end, we rst formally dene the contraction of a node v of G
to a cluster center v ′ of Gi (for 0 ≤ i ≤ k) as follows: Every node v of G is contracted to itself
in G0, and, for every 1 ≤ i ≤ k , a node v of G is contracted to v ′ in Gi if v is contracted to u ′ in
Gi−1 and ci−1(u ′) = v ′. Similarly, for every 0 ≤ i ≤ k , an edge e = (u,v) of G is contracted to an
edge e ′ = (u ′,v ′) of Gi if u is contracted to u ′ and v is contracted to v ′. Now dene T inductively
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as follows: We let T0 be the forest consisting of the spanning trees of diamteter O( lognβ0 ) of the
clusters in the (β0,O( lognβ0 ))-decomposition of G0. For every 1 ≤ i ≤ k , we obtain Ti from Ti−1 and
a (βi ,O( lognβi ))-decomposition of Gi as follows: for every edge e ′ in a shortest path tree in one of
the clusters, we include in Ti exactly one edge e of G among the edges that are contracted to e ′
in Gi . Finally, T is obtained from Tk as follows: for every edge e ′ in the spanning forest T ′ of Gk ,
we include in T the edge e of G contracted to e ′ in Gk . As the clusters in each decomposition are
non-overlapping, we are guaranteed thatT is indeed a forest. Note that, apart from the time needed
to maintainT ′, we can maintainT in the same asymptotic update time as the LDD-hierarchy (up to
logarithmic factors).
We now partially analyze the stretch of T with respect to G.
Lemma 4.3. For every 1 ≤ i ≤ k , and for every pair of nodes u and v that are contracted to the same
cluster center in Gi , there is a path from u to v in T of length at most
O (logn)i∏
0≤j≤i−1 βj
.
Proof. The proof is by induction on i . The induction base i = 1 is straightforward: For u and v to
be contracted to the same cluster center in G1, they must be contained in the same cluster C of
the (β0,O( lognβ0 ))-decomposition of G0 maintained by D0. Remember that C has strong diameter at
most O( lognβ0 ). Thus, in the shortest path tree of C there is a path of length at most O(
logn
β0
) from u
to v using edges of G0 = G. By the denition of T , this path is also present in T .
For the inductive step, let 2 ≤ i ≤ k and let u ′ and v ′ denote the cluster centers to which u
and v are contracted in Gi−1, respectively. For u and v to be contracted to the same cluster center
in Gi , u ′ and v ′ must be contained in the same cluster C of the (βi−1,O( lognβi−1 ))-decomposition of
Gi−1 maintained by Di−1. As C has strong diameter at most O( lognβi−1 ), there is a path pi from u ′ to
v ′ of length at most O( lognβi−1 ) in the shortest path tree of C . Let x1, . . . ,xt denote the nodes on pi ,
where x1 = u ′ and xt = v ′. By the denition of our tree T with respect to G , there must exist edges
(a1,b1), . . . , (at ,bt ) of G such that
• (a`,b`) is contained in T for all 1 ≤ ` ≤ t ,
• u and a1 are contracted to the same cluster center in Gi−1,
• bt and v are contracted to the same cluster center in Gi−1, and
• b` and a`+1 are contracted to the same cluster center in Gi−1 for all 1 ≤ ` ≤ t − 1.
By the induction hypothesis we know that for every 1 ≤ ` ≤ t − 1 there is a path of length at most
O (logn)i−1∏
0≤j≤i−2 βj
from b` to a`+1 inT . Paths of the same maximum length also exist from u to a1 and from
bt to v . It follows that there is a path from u to v in T of length at most
(t + 1) · O(logn)
i−1∏
0≤j≤i−2 βj
+ t ≤ 3t · O(logn)
i−1∏
0≤j≤i−2 βj
= O
(
logn
βi
)
· O(logn)
i−1∏
0≤j≤i−2 βj
=
O(logn)i∏
0≤j≤i−1 βj
as desired. 
To analyze the stretch of T , we will use the following terminology: we let the level of an edge e
of G be the largest i such that edge e is contracted to some edge e ′ in Gi . Remember that Ei is a
multiset of edges containing as many edges (u ′,v ′) as there are edges (u,v) ∈ E with u and v being
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contracted to dierent cluster centers u ′ and v ′ in Gi , respectively. Thus, the expected number of
edges at level i is at most |Ei |. Note that for an edge e = (u,v) to be at level i , u and v must be
contracted to the same cluster center in Gi+1. Therefore, by Lemma 4.3, the stretch of edges at
level i in T with respect to G is at most O (logn)
i+1∏
0≤j≤i βj
. The expected contribution to the total stretch
of T by edges at level i ≤ k − 1 is thus at most
|Ei | · O(logn)
i+1∏
0≤j≤i βj
≤ m
βi
·O(logn)i+1 . (1)
4.2 Dynamic Low-Stretch Tree Algorithms
To now obtain a fully dynamic algorithm for maintaining a low-stretch forest, it remains to plug in a
concrete algorithm for maintainingT ′ together with suitable choices of the parameters. We analyze
two choices for dynamically maintaining T ′. The rst is the “lazy” approach of recomputing a
low-stretch forest from scratch after each update to the input graph. The second is a fully dynamic
spanning forest algorithm with only trivial stretch guarantees.
Theorem 4.4 (Restatement of Theorem 1.1). Given any unweighted, undirected graph undergoing
edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest of
expected average stretch no(1) that has expected amortized update timem1/2+o(1). These guarantees
hold against an oblivious adversary.
Proof. We set k = d√logne and βi = β = 1m1/(2k+1) for all 0 ≤ i ≤ k − 1 and maintain an LDD-
hierarchy with these parameters. Additionally, we maintain the graphG ′ induced by all non-isolated
nodes of Gk , which can easily be done by maintaining the degrees of nodes in Gk . After each
update to G, we compute a low-average stretch forest of T ′ of G ′. Note that this recomputation
is performed after having updated all graphs in the hierarchy; we use the state-of-the-art static
algorithm for computing a spanning forest of the multigraph G ′ with total stretch O˜(|Ek |) in time
O˜(|Ek |).
By Equation (1), the contribution to the total stretch of T by edges at level i ≤ k − 1 is at most
m · O (logn)i+1βi . To bound the contribution of edges at level k , consider some edge e = (u,v) at level k
and let u ′ and v ′ denote the cluster centers to which u ′ and v ′ are contracted in Gk , respectively.
Let pi denote the path from u ′ to v ′ in T ′. Using similar arguments as in the proof of Lemma 4.3,
the contracted nodes and edges of pi can be expanded to a path from u to v in T of length at
most O (logn)
k∏
0≤i≤k−1 βi
· |pi |. Thus, the contribution of edges at level k is at most O˜(|Ek |) · O (logn)
k∏
0≤i≤k−1 βi
=
O˜(m ·O(logn)k ) and the total stretch of T with respect to G is∑
0≤i≤k−1
m · O(logn)
i+1
β
+ O˜(m ·O(logn)k ) = O˜
(
m ·
(
1
β
·
∑
0≤i≤k−1
O(logn)i+1 +O(logn)k
))
= O˜
(
m · O(logn)
k
β
)
= O˜
(
mm1/(2k+1) ·O(logn)k
)
=m1+o(1) ,
which gives an average stretch ofmo(1) = no(1).
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By Observation 4.1,Gk has at mostmβk edges in expectation and thusG ′ has at mostmβk nodes
and edges in expectation. Using the bound of Lemma 4.2 for the update time of the LDD-hierarchy
and the bound of O˜(mβk ) for recomputing the low-stretch tree T ′ on G ′ from scratch, the expected
amortized update time for maintaining T is
O˜
©­«
∑
0≤j≤k−1
O(logn)2k
βj
∏
0≤j′≤j βj′
+ |Ek |ª®¬ = O˜ ©­«
∑
0≤j≤k−1
O(logn)2k
β j+2
+mβk
ª®¬
= O˜
(
O(logn)2k
βk+1
+mβk
)
= O˜(m(k+1)/(2k+1) ·O(logn)2k )
= O˜(m1/2+1/(4k+2) ·O(logn)2k ) =m1/2+o(1) . 
Theorem 4.5. Given any unweighted, undirected graph undergoing edge insertions and deletions,
there is a fully dynamic algorithm for maintaining a spanning forest of expected average stretch
O(t + n1/3+o(1)) that has expected amortized update time n1+o(1)t for every 1 ≤ t ≤ n. These guarantees
hold against an oblivious adversary.
Proof. We set k = dlog logne, β0 =
√
t/n and βi =
√
βi−1 for all 1 ≤ i ≤ k − 1 and maintain an
LDD-hierarchy with these parameters. The spanning forest T ′ is obtained by fully dynamically
maintaining a spanning forest of Gk using any algorithm with polylogarithmic update time.
By Equation (1), the contribution to the total stretch of T by edges at level i ≤ k − 1 is at most
m
βi
·O(logn)i+1. For every edge e = (u,v) at level k with u contracted to u ′ and v contracted to v ′
in Gk , there is a path from u ′ to v ′ in T ′ that by undoing the contractions can be expanded to a
path from u to v in T , which trivially has length at most n − 1. Thus, the contribution by each edge
at level k is at most n − 1. As for every 0 ≤ i ≤ k there are at most |Ei | =m ·∏0≤j≤i−1 βj edges at
level i in expectation, we can bound the expected total stretch of T with respect to G as follows:∑
0≤i≤k−1
|Ei | · O(logn)
i+1∏
0≤j≤i βj
+ |Ek | · n =
∑
0≤i≤k−1
m ·O(logn)i+1
βi
+m ·
∏
0≤i≤k−1
βi · n
=m ·
( ∑
0≤i≤k−1
O(logn)i+1
βi
+
∏
0≤i≤k−1
βi · n
)
This gives an average stretch of
∑
0≤i≤k−1
O (logn)i+1
βi
+
∏
0≤i≤k−1 βi · n. We now simplify these two
terms. Exploiting that βi ≥ β0 for all 1 ≤ i ≤ k − 1, we get∑
0≤i≤k−1
O(logn)i+1
βi
≤
∑
0≤i≤k−1
O(logn)i+1
β0
=
O(logn)k
β0
=
O(logn)k√
t/n
=
√
n1+o(1)
t
.
Furthermore, the geometric progression of the βi ’s gives∏
0≤i≤k−1
βi · n =
∏
0≤i≤k−1
β1/2
i
0 · n = β
∑
0≤i≤k−1 1/2i
0 · n = β2−1/2
k−1
0 · n =
t1−1/2k
n1−1/2k
· n ≤ t · n1/2k = O(t) .
The average stretch of the forest maintained by our algorithm is thus at mostO(t +
√
n1+o(1)
t ), which,
after balancing the two terms, can be rewritten as O(t + n1/3+o(1)).
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It remains to bound the update time of the algorithm. By Lemma 4.2, the hierarchy can be
maintained with an amortized update time of
O˜
©­«
∑
0≤j≤k−1
O(logn)2k
βj ·∏0≤j′≤j βj′ ª®¬ = O˜ ©­«
∑
0≤j≤k−1
O(logn)2k
β1/2
j
0 · β2−1/2
j
0
ª®¬ = O˜ ©­«
∑
0≤j≤k−1
O(logn)2k
β20
ª®¬
=
n ·O(logn)2k
t
=
n1+o(1)
t
.
Since the amortized number of changes to Gk per update to G is trivially bounded by n
1+o(1)
t as well
and since T ′ can be maintained with polylogarithmic amortized time per update to Gk , we can
maintain T with amortized update time n1+o(1)t . 
Note that the algorithm of Theorem 1.1 is superior to the algorithm of Theorem 4.5 as long as
t ≤ √n. If t ≥ √n, then the algorithm of Theorem 4.5 provides stretch O(t) and update time n1+o(1)t .
4.3 Input Graph Sparsication
In the following, we explain how input graph sparsication can be performed to the algorithm
of Theorem 1.1 by running the algorithm on a cut sparsier, similar to the approach of Koutis et
al. [KLP16] in the static setting.
Corollary 4.6 (Restatement of Corollary 1.2). Given any unweighted, undirected graph undergoing
edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanning forest
of expected average stretch no(1) that has expected amortized update time n1/2+o(1). These guarantees
hold against an oblivious adversary.
To make the analysis rigorous, we introduce some additional notation for multigraphs.
Succinct Representation of Multigraphs. A multigraphG = (V ,E) consists of a set of nodesV
and a multiset of edges E. We denote by E¯ = {(u,v) ∈ (V2 ) | (u,v) ∈ E} the support of the multiset E.
This allows a multigraph G = (V ,E) to be succinctly represented as its skeleton G¯ = (V , E¯, µG )
where µG is a multiplicity function µG : E¯ → Z+ that assigns to each edge e its (positive integer)
multiplicity µG (e). We denote bym B |E | the number of multi-edges (considering multiplicities),
and by m¯ B |E¯ | the size of the support of E (disregarding multiplicities). For simplicity, we assume
thatm is polynomial in n. The total stretch of a spanning forest T is dened with respect to E, i.e.,
stretchT (G) =
∑
e=(u,v)∈E(G)
distT (u,v) =
∑
e=(u,v)∈E¯(G)
µG (e) · distT (u,v) . (2)
Our dynamic algorithm will exploit that, given the skeleton of a multigraph, a low-stretch forest
can be computed without (signicant) dependence on the multiplicities.
Lemma 4.7. Given the skeleton G¯ of a multigraph G, a spanning forest of G of total stretchm1+o(1)
can be computed in time O˜(m¯).
Such a guarantee can be achieved with a static version of our algorithm, i.e., by combining the
scheme of Alon et al. [Alo+95] with the LDD of Miller et al. [MPX13]. Although we are not aware
of any statement of such a “multiplicity-oblivious” running time in the literature, it seems plausible
that the state-of-the art algorithms (achieving a total stretch of O˜(m)) also have this property. Note
however that a stretch ofm1+o(1) is anyway good enough for our purpose.
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Rened Analysis of Dynamic Low-Stretch Tree Algorithm. We now restate the guarantees
of our fully dynamic low-stretch forest algorithm when the input is a multigraph undergoing
insertions and deletions of multi-edges (i.e., each update increases or decreases the multiplicity of
some edge by 1). Our fully dynamic LDD algorithm maintains a clustering such that every edge
is an inter-cluster edge with probability β . This implies that at most a β-fraction of the edges
are inter-cluster edges in expectation – regardless of whether we consider multiplicities. More
precisely, contracting the clusters to single nodes yields a multigraph G ′ = (V ′,E ′) with |E ′ | ≤ β |E |
and |E¯ ′ | ≤ β |E¯ |. Now, in particular the LDD hierarchy in the proof of Theorem 1.1 results in a
multigraph G ′ = (V ′,E ′) with |E ′ | ≤ βkm and |E¯ ′ | ≤ βkm¯ (after k levels). For such a graph, if its
skeleton is given explicitly, one can compute a spanning forest of total stretch O(|E ′ |1+o(1)) in time
O˜(|E¯ ′ |) by Lemma 4.7. Note that our dynamic algorithm can explicitly maintain the skeleton of G ′
with neglegible overheads in the update time. It follows that our algorithm maintains a spanning
forest of total stretch O(m1+o(1)) and has an update time of O˜(m¯1/2+o(1)).
Cut Sparsiers. For the denition of cut sparsiers, we consider cuts of the form (U ,V \ U )
induced by a subset of nodes U ⊂ V . The capacity of such a cut (U ,V \U ) in a graph G is dened
as the total multiplicity of edges crossing the cut, i.e.,
capG (U ,V \U ) =
∑
e=(u,v)∈E¯
u ∈U ,v ∈V \U
µG (e)
A (1 ± ϵ)-cut sparsier [BK15] (with 0 ≤ ϵ ≤ 1/2) of a multigraph G = (V ,E) is a “subgraph”
H = (V , F ) with F¯ ⊆ E¯ such that for every U ⊂ V we have
(1 − ϵ) capG (U ,V \U ) ≤ capH (U ,V \U ) ≤ (1 + ϵ) capG (U ,V \U ) ,
i.e., H approximately preserves all cuts of G. Now let H be a (1 ± ϵ)-cut sparsier of a multigraph
G = (V ,E) and letT = (V ,E(T )) be a (simple) spanning forest of H . For every edge e of the forestT ,
the nodes are naturally partitioned into two connected subsets upon removal of e . Let these two
subsets be denoted by Ve and V \Ve . Emek [Eme11] and Koutis et al. [KLP16], observed that by
rearranging the sum in (2), one obtains the following cut-based characterization of the stretch:
stretchT (G) =
∑
e ∈E(T )
capG (Ve ,V \Ve ) .
Observe that the cut (Ve ,V \ Ve ) is approximately preserved in H and thus capG (Ve ,V \ Ve ) ≤
1
1−ϵ capH (Ve ,V \ Ve ) ≤ (1 + 2ϵ) capH (Ve ,V \ Ve ). The stretch of G with respect to T can now be
bounded by
stretchT (G) =
∑
e ∈E(T )
capG (Ve ,V \Ve )
≤ (1 + 2ϵ)
∑
e ∈E(T )
capH (Ve ,V \Ve )
= (1 + 2ϵ) stretchT (H ) .
Thus, computing the low-stretch forest on the sparsier H instead of the original graph G only
increases the total stretch by a constant factor if the number of multi-edges in H is proportional to
the number of edges in G.
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Dynamic Cut Sparsiers. The fully dynamic algorithm of Abraham et al. [Abr+16] maintains,
with high probability, a (1 ± ϵ)-cut sparsier H = (V , F ) of a simple graph G = (V ,E) such that
|F¯ | = O˜(n/ϵ2) with update time poly(logn, ϵ). For each node v , the degree in H exceeds the degree
in G by at most a factor of (1 ± ϵ) because the cut ({v},V \ {v}) is approximately preserved in
H . We can thus bound the number of multi-edges in H (i.e., the sum of all edge multiplicities) by
|F | = O((1 + ϵ)|E |). The algorithm maintains a hierarchy of the edges with O(logn) layers, where
edges at level i have multiplicity 4i and each edge is at level i with probability at most 1/4i . After
an update to the input graph, the dynamic algorithm adds or removes at most poly(logn, ϵ) edges
in each level. Thus, we can bound the amount of change to H per update to G as follows: for every
update toG , the expected sum of the changes to the edge multiplicities of H is at most poly(logn, ϵ).
Putting Everything Together (Proof of Corollary 4.6). We now rst use the fully dynamic
algorithm of Abraham et al. to maintain a cut sparsier H = (V , F ) of the input graph G = (V ,E)
(with ϵ = 1/2) and second run our fully dynamic low-stretch tree algorithm on top of H . Here,
G is a simple graph with m = |E | edges and H is a multigraph with |F | = O(m) and |F¯ | = O˜(n).
The spanning forest T maintained in this way gives expected total stretch at most |F |1+o(1) with
respect to H . As argued above, this implies an expected total stretch of at mostO((1+2ϵ)|F |1+o(1)) =
O(m1+o(1)) with respect to G, i.e., an average stretch of mo(1) = no(1). Each update to the input
graph results in polylogn changes to the sparsier in expectation, which are then processed as
“induced” updates by our dynamic low-stretch tree algorithm. Thus, we overall arrive at an expected
amortized update time of O˜(|F¯ |1/2+o(1)) = O(n1/2+o(1)).
5 Dynamic Low-Diameter Decomposition
In this section we develop our dynamic algorithm for maintaining a low-diameter decomposition
following three steps. First, we review the static algorithm for constructing a low-diameter de-
composition using the clustering due to Miller et al. [MPX13]. Second, we design a decremental
algorithm by extending the Even-Shiloach algorithm [ES81] in a suitable way. Third, we lift our
decremental algorithm to a fully dynamic one by using a “lazy” approach for handling insertions.
5.1 Static Low-Diameter Decomposition
In the following, we review the static algorithm for constructing a low-diameter decomposition
clustering due to Miller et al. [MPX13]. Let G = (V ,E) be an unweighted, undirected multigraph G ,
and let β ∈ (0, 1) be some parameter. Our goal is to assign each node u to exactly one node c(u)
from V . Let C(u) ⊂ V denote the set of nodes assigned to node u, i.e., C(u) B {v ∈ V | c(v) = u}.
For each node u, we initially set C(u) =  and pick independently a shift value δu from Exp(β).
Next, we assign each node u to a node v , i.e., set c(u) = v and add u to C(v), if v is the node that
minimizes the shifted distance mv (u) B dist(u,v) − δv . Finally, we output all clusters that are
non-empty. The above procedure is summarized in Algorithm 1.
The following theorem gives bounds on the strong diameter and the number of inter-cluster
edges output by the above partitioning.
Theorem 5.1 ([MPX13], Theorem 1.2). Given an undirected, unweighted multigraph graph G =
(V ,E) and a parameter β ∈ (0, 1), Algorithm 1 produces a (β, 2d · (logn/β))-decomposition such that
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Algorithm 1: Partitioning Using Exponentially Shifted Shortest Paths
Data: Multigraph G = (V ,E), parameter β ∈ (0, 1)
Result: Decomposition of G
1 For each u ∈ V , set C(u) =  and pick δu independently from Exp(β)
2 Assign each u ∈ V to c(u) ← arg minv ∈V {dist(u,v) − δv }
3 For each v ∈ V , set C(u) ← {v ∈ V | c(v) = u}
4 Return the clustering {C(u) |C(u) , }
the guarantee on the number of inter-cluster edges holds in expectation, while the diameter bound
holds with probability at least 1 − 1/nd , for any d ≥ 1.
Here, the the diameter bound holds when the maximum shift value of any node is at most
d logn/β , which happens with probability 1 − 1/nd . We remark that in the work of Miller et al.,
the above guarantees are stated only for undirected, unweighted simple graphs. However, by
Lemma 4.4 in [MPX13], we get that each edge e ∈ E (regardless of whether E allows parallel edges)
is an inter-cluster edges with probability at most β . By linearity of expectation, it follows that
the (expected) number of inter-cluster edges in the resulting decomposition is at most βm, thus
showing that the algorithm naturally extends to multigraphs.
For technical reasons, it is not sucient in the analysis of our decremental LDD algorithm to
apply Theorem 5.1 in a black-box manner. We thus review the crucial properties of the clustering
algorithm, which we will exploit for bounding the number of changes made to inter-cluster edges
in the decremental algorithm. Following [MPX13], for each edge e = (u,v) ∈ E, let w be the
mid-point of e , i.e., the imaginary node in the “middle” of edge e that is at distance 12 to both u andv .
Lemma 4.3 in [MPX13] states that if u and v belong to two dierent clusters, i.e., c(u) , c(v), then
the shifted-distancesmc(u)(w) andmc(v)(w) are within 1 of the minimum shifted distance to w .
Lemma 5.2 ([MPX13]). Let e = (u,v) be an edge with mid-point w such that c(u) , c(v) in
Algorithm 1. Thenmc(u)(w) andmc(v)(w) are within 1 of the minimum shifted distance tow .
Lemma 4.4 of [MPX13] shows that the probability that the smallest and the second smallest
shifted distances to w are within c of each other is at most c · β .
Lemma 5.3 ([MPX13]). Let e = (u,v) be an edge with mid-pointw . Then
Pr[|mc(u)(w) −mc(v)(w)| ≤ c] ≤ c · β .
Setting c = 1, this gives the desired bound of β for the probability of an edge being an inter-
cluster edge in Theorem 5.1.
Implementation. Naïvely, we could implement Algorithm 1 by computing c(u) for each node
u ∈ V in O˜(m), thus leading to a O˜(mn) time algorithm. In the following, using standard techniques,
we show that this running time can be reduced to O˜(m).
To this end, let δmax B maxu ∈V δu . We begin with the following augmentation of the input
graph G: add a new source s to G and edges (s,u) of weight (δmax − δu ) ≥ 0, for every u ∈ V . Let
Gˆ = (V ∪{s}, Eˆ, wˆ) denote the resulting graph. We claim that the sub-trees below the source s in the
shortest path tree of Gˆ rooted at s give us the clustering output by Algorithm 1 for the graphG . To see
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this, suppose that we instead added edges of weight−δu to s , for everyu ∈ V . Then it is easy to check
that for every u ∈ V , distance between s and u is exactly minv ∈V (dist(u,v) − δv ) = minv ∈V mv (u).
Thus the node v attaining the minimum is exactly the root of the sub-tree below the source s that
contains v . Now, adding δmax to all edges incident to the source increases all distances to s by δmax,
and thus does not aect the shortest path tree.
Now, note that we could use Dijkstra’s algorithm to construct the shortest path tree of Gˆ, and
modify it appropriately to output the clustering. However, for reasons that will become clear in the
next section, we need to modify Dijkstra’s algorithm in a specic way. This modication can be
viewed as mimicking a BFS computation on a graph with special integral edge lengths.
We start by observing that due to the random shift values, the weight of the edges incident
to the source s in Gˆ are not integers. Since we only want to deal with integral weights, we round
down all the δu values to bδuc and modify the weights of these edges using the new rounded
values. Let G ′ = (V ∪ {s}, Eˆ,w ′) denote the modied graph. Note that due to the rounding, we
need to introduce some tie-breaking scheme in G ′, such that every clustering of G ′ matches exactly
the same clustering in Gˆ, and vice versa. Naturally, the fractional parts of the rounded values,
i.e., δu − bδuc, dene an ordering on the nodes (if they are sorted in ascending order), and this
ordering can be in turn used to break ties whenever two rounded distances are equal in G ′. In
their PRAM implementation, Miller et al. [MPX13] observed that this ordering can emulated by a
random permutation. This is due to the fact that the shifts are generated independently, and that
the exponential distribution is memoryless.
The main motivation for using random permutations in previous works was to avoid errors
that might arise from the machine precision. In our work, breaking ties according to a random
permutation on the nodes is one of their algorithmic ingredients that allows us to obtain an ecient
dynamic variant of the clustering. Below, we give specic implementation details about how our
clustering interacts with random priorities in the static setting.
Given the graph G ′ and a distinguished source node s ∈ V ′, Dijkstra’s classical algorithm
maintains an upper-bound on the shortest-path distance between each node u ∈ V and s , denoted
by `(u). Initially, it sets `(u) = ∞, for each u ∈ V and `(s) = 0. It also marks every node unvisited.
Moreover, for each node u ∈ V , the algorithm also maintains a pointer p(u) (initially set to nil),
which denotes the parent of u in the current tree rooted at s . Using these pointers, we can maintain
the cluster pointer c(u), for each u ∈ V . This follows from the observation that in order to compute
the cluster of u, it suces to know the cluster of its parent. Formally we have the following rule.
Observation 5.4. Let p(·) be the parent pointers. Then for each u ∈ V , we can determine the cluster
pointer c(u) using the following rule:
c(u) =
{
u if p(u) = s
c(p(u)) otherwise.
Now, at each iteration, Dijkstra’s algorithm selects an unvisited node u with the smallest `(u),
marks it as visited, and relaxes all its edges. In the standard relaxation, for each edge (u,v) ∈ E ′ the
algorithm sets `(v) ← min{`(v), `(u) +w ′(u,v)} and updates p(v) accordingly. Here, we present a
relaxation according to the following tie-breaking scheme. Let pi be a random permutation on V .
For u,v ∈ V , we write pi (u) < pi (v) if u appears before v in the permutation pi . Now, when relaxing
an edge (u,v) ∈ E ′, we set u to be the parent of v , i.e., p(v) = u, and `(v) = `(u) +w ′(u,v), if the
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following holds
`(v) > `(u) +w ′(u,v), or
`(v) = `(u) +w ′(u,v) and pi (c(v)) > pi (c(u)). (3)
After each edge relaxation, we also update the cluster pointers using Observation 5.4. We
continue the algorithm until every node is visited. As usual, we maintain the unvisited nodes in a
heap Q , keyed by the their estimates `(v). This procedure is summarized in Algorithm 2.
Algorithm 2: Modied Dijkstra
Data: Graph G ′ = (V ∪ {s},E ′,w ′)
Result: Decomposition of G
1 Generate random permutation pi on V
2 foreach u ∈ V do
3 Set `(u) = ∞
4 Set p(u) = nil
5 Set c(u) = nil
6 Set `(s) = 0
7 Add every u ∈ V ∪ {s} into heap Q with key `(u)
8 while heap Q is not empty do
9 Take node u with minimum key `(u) from heap Q and remove it from Q
10 foreach neighbor v of u do
11 relax(u, v ,w ′, frac)
12 if p(v) = s then
13 Set c(v) = v
14 else
15 Set c(v) = c(p(v))
16 Procedure relax(u, v ,w ′, frac)
17 if `(v) > `(u) +w ′(u,v) then
18 Set `(v) = `(u) +w ′(u,v)
19 Set p(v) = u
20 else if `(v) = `(u) +w ′(u,v) and pi (c(v)) > pi (c(u)) then
21 Set p(v) = u
Correctness of Algorithm 2 follows by our above discussion. Moreover, the running time of the
algorithm is asymptotically bounded by the running time of Dijkstra’s classical algorithm and the
time to generate a random permutation. It is well known that the former runs in O˜(m) time and the
latter can be generated in O(n) time (see e.g., Knuth Shue [BK76]), thus giving us a total O˜(m)
time.
5.2 Decremental Low-Diameter Decomposition
We now show how to maintain a lower-diameter decomposition under deletion of edges. Recall
that in the previous section we observed that computing a lower-diameter decomposition of a
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undirected, unweighted graph can be reduced to the single-source shortest path problem in some
modied graph. In the same vein, we observe that maintaining a low-diameter decomposition
under edge deletions amounts to maintaining a bounded-depth single-source shortest path tree of
some modied graph under edge deletions.
Even and Shiloach [ES81] devised a data-structure for maintaining a bounded-depth SSSP-tree
under edge deletions, which we refer to as ES-tree. The ES-tree initially worked only for undirected,
unweighted graphs. However, later works [HK95, Kin99] observed that it can be extended even to
directed, weighted graphs with positive integer edges weights. The mere usage of the ES-tree as a
sub-routine will not suce for our purposes, due to the constraints that our clustering imposes. In
the following we show how to augment and modify an ES-tree that maintains a valid clustering,
without degrading its running time guarantee.
LetG = (V ,E) be an undirected, unweighted graph for which we want to maintain a decremental
(β, logn/β) decomposition, for any parameter β ∈ (0, 1). Further, let G ′ = (V ∪ {s},E ′,w ′) be
the undirected graph with integral edge weights, as dened in Section 5.1. Let pi be a random
permutation on V . By discussion in Section 5.1, in order to maintain a low-diameter decomposition
of G it suces to maintain a clustering of G ′ with pi used for tie-breaking.
We describe an ES-tree that eciently maintains a clustering ofG ′ for a given root node s and a
given distance parameter ∆. Here we set ∆ = O(logn/β), as by Theorem 5.1, the maximum distance
that we run our algorithm to is bounded by O(logn/β). Our data-structure handles arbitrary edge
deletions, and maintains the following information. First, for each node u ∈ V ∪ {s}, we maintain a
label `(u), referred to as the level of u. This level of u represents the shortest path between the root s
and u, i.e., `(u) = dist(s,u). Next, for each node u ∈ V , we maintain pointers p(u) and c(u), which
represent the parent of u in the tree and the node that u is assigned to, respectively. Finally, we also
maintain the set of potential parents P(u), for each u ∈ V , which is the set of all neighbors of u that
are in the same level with the parent of u, and share the same clustering with u, i.e., a neighbor v
of u belongs to P(u) ifv minimizes (`(v)+w ′(u,v),pi (c(v))) lexicographically, and c(v) = c(u). Edge
deletions in G ′ can possibly aect the above information for several nodes. Our algorithm adjusts
these information on the nodes so as to make them valid for the modied graph.
Algorithm Description and Implementation. We give an overview and describe the imple-
mentation of Algorithm 3. The data-structures `(·), p(·) and c(·) are initialized using Algorithm 2 in
Section 5.1. Note that for each u ∈ V , P(u) can be computed by simply considering all neighbors
of u in turn, and adding a neighbor v to P(u) if v is a potential parent. The algorithm also maintains
a heap Q whose intended use is to store nodes whose levels or clustering might need to be updated.
(see procedure initialize()).
In our decremental algorithm, each node tries to maintain its level `(u), which corresponds
to its current distance to the root s , together with its cluster pointer c(u) in the current graph.
Concretely, we maintain the following invariant for each node u ∈ V :
`(u) = min{`(v) +w ′(u,v) |v is a neighbor of u} (4)
where ties among neighbors are broken according to (3). This invariant allows to compute the
cluster pointer c(u) using Observation 5.4. Deleting an edge incident to u might lead to a change
in the values of `(u) and c(u). If this occurs, all neighbors of u are notied by u about this change,
since their levels and cluster points might also change. It is well-known that the standard ES-tree
can eciently deal with changes involving the levels `(·). However, in our setting, it might be the
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case that an edge deletion forces a node u to change its cluster while the level `(u) still remains the
same under this deletion. This is the point where our algorithm diers from the standard ES-tree,
and we next show that (1) such changes can be handled eciently, and (2) the number of cluster
changes per node, within the same level, is small in expectation.
Let us consider the deletion of an edge (u,v) (see procedure delete()); assume without loss of
generality that `(v) ≤ `(u). Now note that an edge deletion might lead to a cluster change only if
v ∈ P(u). If this is the case, the algorithm rst removesv from the set P(u). If P(u) is still non-empty,
the clustering remains unaected. However, if P(u) is empty, the clustering of u will change, and
the algorithm inserts u into the heap Q with key `(u). Observe that a change in clustering of u
might potentially lead to cluster changes for children of u, given that u was their only potential
parent. In this way, we observe that deleting (u,v) might force changes in the clustering for many
descendants of v . The algorithm handles such changes using procedure updateLevels(), which we
describe below.
Procedure updateLevels() considers the nodes in Q in the order of their current level. At
each iteration, it takes the node y with the smallest level `(y) from Q . The node y computes the
set of potential parents P(y), by examining each neighbor of y in turn, and then adding to P(y)
all neighbors z that minimize (`(z) +w ′(y, z),pi (c(z))) lexicographically. Next, y sets p(y) as one
of nodes in P(y), and updates its level by setting `(y) = `(p(y)) +w ′(y,p(y)). Having computed
its parent pointer, y updates the cluster pointer using Observation 5.4. Specically, if the parent
of y is the source node v , then y form a new cluster itself, i.e., c(y) = y. Otherwise, y shares the
same cluster with its parent and sets c(y) = c(p(y)). Finally, the algorithm determines whether the
change in the clustering of y aected its neighbors. Concretely, for each neighbor x of y, it checks
whether y ∈ P(x). If this is not the case, then there is no change in the clustering of x . Otherwise, y
is removed from P(x), and if P(x) becomes empty after this removal, the algorithm inserts x into
the heap Q with key `(x), given that Q does not already contain x .
Running Time Analysis. We rst concern ourselves with the number of cluster change per
node in our decremental algorithm. For any node v ∈ V , we say that the clustering changes for v
due to an edge deletion if this deletion either increases the level `(v) or forces a change in the
cluster pointer c(v). It is well-known that the ES-tree can handle a level increase for any node v in
time O(deg(v)). As we will see next, we can also handle a cluster change for a node in the same
level in O(deg(v) logn) time. However, we need to ensure that the number of such cluster changes
for any node and any xed level is small, for our algorithm to be ecient. Below we argue that
one can have a fairly good bound on the expected number of such changes, and this is due to the
special tie-breaking scheme we use when assigning nodes to clusters.
Fix any node v ∈ V , and consider v during the sequence of edge deletions. Note that since only
deletions are allowed, the level `(v) is non-decreasing. This induces a natural partitioning of the
sequence of edge deletions into subsequences such that the `(v) remains unaected during each
subsequence. Specically, for every node v ∈ V and every 0 ≤ i ≤ ∆, let S(i) the be subsequence of
edge deletions during which `(v) = i , where ∆ ≤ O(logn/β). The following bound on the expected
number of cluster changes of v during S(i) follows an argument by Baswana et al. [BKS12].
Lemma 5.5. For every node v ∈ V and every 0 ≤ i ≤ ∆, during the entire subsequence S(i), the
cluster c(v) of v changes at most O(logn) times, in expectation.
Proof. Let Ni−1(v) be the neighbors of v at level (i − 1), grouped according to the the clusters they
belong to. This grouping naturally induces a family P of all potential parents sets P of v at level
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(i − 1), just before the beginning of subsequence S(i). Let C be the set of the corresponding clusters
centers, i.e., for each P ∈ P add c(P) to C , and note that v can only join those centers during S(i).
Since we are considering only edge deletions, observe that when v leaves a cluster centred at some
node c ∈ C , it cannot join later the same cluster c during S(i).
We next bound the number of cluster changes. For each c ∈ C , there must exist an edge in the
subsequence S(i) whose deletion increases dist(v, c), and thus c is no longer a valid cluster center
for v at level i . The latter is also equivalent to some P with c(P) = c becoming empty after this
edge deletion. Let 〈c1, . . . , ct 〉 be the sequence of nodes of C ordered according to the time when v
has no edge to a node in Pj , 1 ≤ j ≤ t . We want to compute the probability that v ever joins the
cluster centred at c j during S(i). Note that this event is a consequence of v changing its current
cluster center c j′ due to all parents in P(j ′) increasing their level. According to our tie-breaking
scheme in (3), for this to happen, c j must be the rst among all potential cluster centers {c j , . . . , ct }
in the random permutation pi . Since pi is a uniform random permutation, the probability that c j
appears rst is 1/(t − j + 1). By linearity of expectation, the expected number of centers from C
whose clusters v joins during S(i) is ∑tj=1 1t−j+1 = O(log t) = O(logn). This also bounds the number
of cluster changes of v during S(i). 
We next bound the total update time of our decremental algorithm, and also give a bound on
the total number of inter-cluster edges during its execution.
Theorem 5.6. There is a decremental algorithm for maintaining a (β,O( lognβ ))-decomposition with
in expectation at most O(βn) clusters containing non-isolated nodes under a sequence of edge deletions
in expected total update time O(m log3 n/β) such that, over all deletions, each each becomes an inter-
cluster edge at most O(log2 n) times in expectation.
Proof. In a preprocessing step, we rst repeat the sampling of the shift values until the maximum
shift value is logn/β . This event happens with probability 1 − 1/n (compare Theorem 5.1) and
thus, by the waiting time bound, we need to repeat the sampling only a constant number of times.
Therefore, this preprocessing takes timeO(n), which is subsumed in our claimed bound on the total
update time.
We rst note that procedure initialize() can be implemented inO(m logn) time. This is because
(1) the data-structures `(·),p(·) and c(·) are initialized using Algorithm 2 whose running time is
bounded by O(m logn), (2) for each u ∈ V , the set P(u) can by computed in O(deg(u)) time, which
in turn gives that all such sets can be determined in
∑
u ∈V O(deg(u)) = O(m) time.
We next analyze the total time over the sequence of all edge deletions. Consider procedure
delete(u,v) for deletion of an edge (u,v). If edge (u,v) does not lead to a change in the clustering
of one of its endpoints, then it can be processed in O(1) time. Otherwise, the end-point whose
clustering has changed is inserted into heap Q , which can be implemented in O(logn) time. Now,
observe that the computation time spent by procedure delete(u,v) is bounded by the number of
nodes processed by heap Q after the deletion of edge (u,v), during procedure updateLevels(). By
construction, the processed nodes are precisely those whose clustering has changed due to the
deletion of (u,v), and after the processing, their new clustering its computed. A node y extracted
from Q is processed in O(deg(y) logn) time, as we will shortly argue. Therefore, we conclude that
over the entire sequence of edge deletions, a node y will perform O(deg(y) logn) amount of work,
each time its clustering changes. By Lemma 5.5, as long as the level of y is not increased, the
clustering of y will change O(logn) times, in expectation. Since there are at most ∆ = O(logn/β)
levels, the expected number of cluster changes for y is bounded by O((log2 n)/β). As our analysis
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applies to any node y ∈ V , we conclude that the expected total update time of our decremental
algorithm is ∑
y∈V
O
((deg(y) log3 n)/β ) = O ((m log3 n/β)) . (5)
To show our claim that each node y extracted from Q is processed in time O(deg(y) logn), we
need two observations. First, recall that P(y) can be computed in O(deg(y)) time, and thus the
data-structures `(·),p(·) and c(·) can be then updated in O(1) time. Second, in the worst-case, y
aects the clustering of all its neighbors and inserts them into Q . This step can be implemented in
O(deg(y) logn) time.
We nally show that each each becomes an inter-cluster edge at most O(log2 n) times in
expectation. Fix some arbitrary edge e = (x ,y) and consider the graph G after an arbitrary number
of the adversary’s deletions. We rst formulate a necessary condition for e being an inter-cluster
edge and give a bound on the probability of the corresponding event. Let w denote the mid-point
of e , i.e., the imaginary node in the “middle” of edge e that is at distance 12 to both u and v . Let
mc(x )(w) and mc(y)(w) denote the shifted distance from w to c(x) and c(y) in G, respectively. We
would like to argue that both mc(x )(w) and mc(y)(w) are close to the minimum shifted distance
of the mid-point w . However, we cannot readily apply Lemma 5.2 as our algorithm does not run
on G; instead it runs on G ′, in which the edge weights are rounded to integers. However, we
can apply Lemma 5.2 on G ′ and get that bmc(x )(w)c and bmc(y)(w)c are within 1 of the minimum
rounded shifted distance of the mid-point w . Thus, | bmc(x )(w)c − bmc(y)(w)c | ≤ 1, which implies
that |mc(x )(w) −mc(y)(w)| ≤ 2. This means that |mc(x )(w) −mc(y)(w)| ≤ 2 is a necessary condition
for e = (x ,y) to be an inter-cluster edge. As the adversary is oblivious to the random choices of our
algorithm, we know by Lemma 5.3 that Pr[|mc(x )(w) −mc(y)(w)| ≤ 2] ≤ 2β in each of the graphs
created by the adversary’s sequence of deletions.
Observe that for each of the endpoints (x and y) of e the level in our decremental algorithm is
non-decreasing. Let 0 ≤ i ≤ ∆, and let S(i), say of length t , be the (possibly empty) subsequence of
edge deletions during which `(x) = i . We show below that the expected number of times that e
becomes an inter-cluster edge during deletions in S(i) is O(β logn). It then follows that the total
number times e becomes an inter-cluster edges is O(log2 n) by linearity of expectation: sum up the
number of times e becomes an inter-cluster edge in each subsequence S(i) for 0 ≤ i ≤ ∆ where
∆ ≤ O(logn/β), and repeat the argument for the other endpoint y of e as well.
For every 1 ≤ j ≤ t dene the following events:
• Aj is the event that e becomes an inter-cluster edge after the j-th deletion in S(i), and was
not an inter-cluster edge directly before this deletion.
• Bj is the event that at least one of the endpoints of e , x or y, changes its cluster after the j-th
deletion in S(i).
• Cj is the event that e is an inter-cluster edge after the j-th deletion in S(i).
• D j is the event that |mc(x )(w) −mc(y)(w)| ≤ 2 after the j-th deletion in S(i), where w is the
mid-point of e .
Note that e can only become an inter-cluster edge if at least one of its endpoints changes its
cluster. Thus, the eventAj implies the event Bj∧Cj and therefore Pr[Aj ] ≤ Pr[Bj∧Cj ]. Furthermore,
by Lemma 5.2, the event Cj implies the event D j . We thus have Pr[Bj ∧Cj ] ≤ Pr[Bj ∧ D j ]. Observe
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that the event D j only depends on the random choice of the shift values δ and that, in the xed
subsequence of deletions S(i), the event Bj only depends on the random choice of the permutation pi .
Thus, Bj and D j are independent and therefore Pr[Bj ∧ D j ] = Pr[Bj ] · Pr[D j ]. Finally, note that the
expected number of indices j such that the event Bj happens is at most the expected number of
cluster changes for both endpoints of e , as bounded by Lemma 5.5, and thus
∑
1≤i≤t Pr[Bj ] = O(logn)
for the random permutation pi . It follows that the expected number of times edge e becomes an
inter-cluster edge (i.e., the expected number of indices j such that event Aj happens) is∑
1≤i≤t
Pr[Aj ] ≤
∑
1≤i≤t
Pr[Bj ∧Cj ] ≤
∑
1≤i≤t
Pr[Bj ∧ D j ] =
∑
1≤i≤t
Pr[Bj ] · Pr[D j ]
≤
∑
1≤i≤t
Pr[Bj ] · 2β = 2β ·
∑
1≤i≤t
Pr[Bj ] = O(β logn) ,
where the penultimate inequality follows from Lemma 5.3. 
Note that in this proof, to bound the total number of inter-cluster edges, we exploited that our
two sources of randomness, the random shifts δ and the random permutation pi have dierent
purposes: δ inuences whether an edge e is an inter-cluster edge and pi inuences the number of
cluster changes of the endpoints of e . We have deliberately set up the algorithm in such a way that
the independence of the corresponding events can be exploited in the proof. This is the reason why
we explicitly introduced a new random permutation for tie-breaking instead of using the random
shifts for this purpose as well.
Remark 5.7. Note that Equation (5) implies that the total expected update time of Theorem 5.6 is
O(m log3 n/β). For the sake of exposition, we have implemented the ES-tree using a heap, which
introduces aO(logn) factor in the running time. [Kin99] (Section 2.1.1) gives a faster implementation
of the ES-tree that eliminates this extra O(logn) factor. Thus, using her technique, we can also
bring down our running time to O(m log2 n/β). This improvement will be particularly useful when
applying our dynamic low-diameter decomposition to the construction of dynamic spanners in
Section 6.
5.3 Fully Dynamic Low-Diameter Decomposition
We nally show how to extend the decremental algorithm of Theorem 5.6 to a fully dynamic
algorithm, allowing also insertions of edges.
Theorem 5.8 (Restatement of Theorem 1.3). Given any unweighted, undirected multigraph under-
going edge insertions and deletions, there is a fully dynamic algorithm for maintaining a (β,O( lognβ ))-
decomposition (with clusters of strong diameter O( lognβ ) and at most βm inter-cluster edges in expecta-
tion) that has expected amortized update time O(log2 n/β2). A spanning tree of diameter O( lognβ ) for
each cluster can be maintained in the same time bound. The expected amortized number of edges to
become inter-cluster edges after each update isO(log2 n/β). These guarantees hold against an oblivious
adversary.
Proof. The fully dynamic algorithm proceeds in phases, starting from an empty graph. For every
i > 1, letmi denote the number of edges in the graph at the beginning of phase i . After βmi/3 updates
in the graph we end phase i and start phase i + 1. At the beginning of each phase we re-initialize
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Algorithm 3: Modied ES-tree
// The modied ES-tree is formulated for weighted undirected graphs.
// Internal data structures:
• pi : random permutation on V
• δv : random shift of v
• P(v): the set of potential parents in the tree
• p(v): for every node v a pointer to its parent in the tree
• c(v): for every node v a pointer to the cluster center
• Q : global heap whose intended use is to store nodes whose levels might need to be updated
1 Procedure initialize()
2 Initialize using Algorithm 2
3 Set `(v), P(v), p(v), c(v) for every node v accordingly
4 Procedure delete(u, v)
5 if v ∈ P(u) then
6 Remove v from P(u)
7 if P(u) = ∅ then
8 Insert u into heap Q with key `(u)
9 updateLevels()
10 Procedure updateLevels()
11 while heap Q is not empty do
12 Take node y with minimum key `(y) from heap Q and remove it from Q
13 Compute P(y) as the set of neighbors z of y minimizing (`(z) +w(y, z),pi (c(z)))
lexicographically
14 Set p(y) as one of the nodes in P(y)
15 Set `(y) = `(p(y)) +w ′(y,p(y)
16 if p(y) = s then
17 Set c(y) = y
18 else
19 Set c(y) = c(p(y))
20 foreach neighbor x of y do
21 if y ∈ P(x) then
22 Remove y from P(x)
23 if P(x) = ∅ then
24 Insert x into heap Q with key `(x) if Q does not already contain x
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the decremental algorithm of Theorem 5.6 for maintaining a (β/3, 3 · O( lognβ ))-decomposition.7
Whenever an edge is deleted from the graph, we pass the edge deletion on to the decremental
algorithm. Whenever an edge is inserted to the graph, we do nothing, i.e., we deal with insertions
of edges in a completely lazy manner.
We rst analyze the ratio of inter-cluster edges at any time during phase i . First observe that
the number of inter-cluster edges is at most 2βmi/3 in expectation, where at most βmi/3 edges in
expectation are contributed by the (β/3, 3 ·O( lognβ ))-decomposition of the decremental algorithm
and at most βmi/3 edges are contributed from inserted edges. Second, the number of edges in the
graph is at least mi − βmi/3, as mi is the initial number of edges and at most βmi/3 edges have
been deleted. Thus, the ratio of inter-cluster edges is at most
2βmi/3
mi − βmi/3 =
2β
3 − β ≤
2β
2 + β − β = β .
Our fully dynamic algorithm therefore correctly maintains a (β,O( lognβ ))-decomposition.
We now analyze the amortized update time of the algorithm. Start with an empty graph and
consider a sequence of q updates. Let k denote the number of the phase after the q-th update. Then
q can be written as q =
∑
1≤i<k βmi/3 + t , where t is the number of updates in phase k . For every
phase i that has been started, we spend time O(mi log2 n/β) by Theorem 5.6 and Remark 5.7. We
know that t ≤ βmk/3 and in particular we also havemk ≤ ∑1≤i≤k−1 βmi/3 as every edge that is
contained in the graph at the beginning of phase k has been inserted in one of the previous phases.
We can thus bound the amortized spent by the algorithm for q updates by∑
1≤i≤k−1O(mi log2 n/β) +O(mk log2 n/β)∑
1≤i≤k−1 βmi/3
≤
∑
1≤i≤k−1O(mi log2 n/β) +O(
∑
1≤i≤k−1mi log2 n)∑
1≤i≤k−1 βmi/3
= O
(
log2 n
β2
)
.
Finally, we analyze the amortized number of edges to become inter-cluster edges per update. For
every phase i that has been started, we have a total number ofO(mi log2 n) edges that become inter-
cluster edges in the decremental algorithm by Theorem 5.6. Additionally, at most βmi/3 = O(mi )
inserted edges could also become inter-cluster edges. We can thus bound the amortized number of
edges to become inter-cluster per update by∑
1≤i≤k−1O(mi log2 n) +O(mk log2 n)∑
1≤i≤k−1 βmi/3
≤
∑
1≤i≤k−1O(mi log2 n) +O(
∑
1≤i≤k−1 βmi log2 n)∑
1≤i≤k−1 βmi/3
= O
(
log2 n
β
)
.

7Note that for the rst constant number of updates this basically amounts to recomputation from scratch at each
update.
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6 Dynamic Spanner Algorithm
6.1 Static Spanner Construction
In the following we review and adapt the static algorithm for constructing sparse low-stretch
spanners due to Elkin and Neiman [EN17]. Let G = (V ,E) be an unweighted, undirected graph
on n nodes, and let k ≥ 1 be an integer. For every u ∈ V , we denote by N (u) the set of all nodes
incident to u. Recall that Exp(β) denotes the exponential distribution with parameter β . In what
follows, we set β = log(cn)/k , where c > 3 denotes the success probability. A 2k − 1-spanner of G
is a a subgraph H = (V ,E ′) such that for every u,v ∈ V , distH (u,v) ≤ 2k − 1 · distG (u,v). We refer
to 2k − 1 and |E ′ | as the stretch and size of H , respectively.
We next review some useful notation. Let δu be the shift value of node u ∈ V . For each x ,u ∈ V ,
recall that mu (x) = distG (x ,u) − δu is the shifted distance of x with respect to u, and let pu (x)
denote the neighbor of x that lies on a shortest path from x to u. Also, for every node x ∈ V ,
letm(x) = minu ∈V {mu (x)} be the minimum shifted distance. Using our clustering notation from
Section 5, it follows that c(x) = arg minu ∈V {mu (x)}, and thusm(x) =mc(x )(x).
We now present an algorithm that constructs spanners using exponential random-shift cluster-
ing. Specically, we initially set H = (V , ∅), and for each node u ∈ V , we independently pick a shift
value δu from Exp(β). Then, for every x ∈ V , we add to the spanner H the following set of edges
C(x) = {(x ,pu (x)) |mu (x) ≤ m(x) + 1} . (6)
The following theorem give bounds on the stretch and the size of the spanner output by the
above algorithm.
Theorem 6.1 ([EN17]). For any unweighted, undirected simple graph G = (V ,E) on n nodes, any
integer k ≥ 1, c ≥ 3, there is a randomized algorithm that with probability at least 1 − 2c computes a
spanner H with stretch 2k − 1 and size at most (cn)1+1/k .
Our analysis will rely on the following useful properties of the above algorithm.
Claim 6.2 ([EN17]). The expected size of H is at most (cn)1/k · n.
Claim 6.3 ([EN17]). With probability at least 1 − 1/c , it holds that δu < k for all u ∈ V .
Claim 6.4 ([EN17]). Assume δu < k for all u ∈ V . Then for any x ∈ V , if u is the node minimizing
mu (x), i.e., u = c(x), then distG (u,x) < k .
As argued by Elkin and Neiman, Claim 6.4 implies that the stretch of the spanner is at most
2k − 1. Thus, the reason reason why the stretch guarantee is probabilistic is Claim 6.3.
Implementation. In the description of the spanner construction, it is not clear how to compute
in nearly-linear time the set of edges C(x) in Equation (6), for every node x ∈ V . To address this,
we give an equivalent denition of C(x), which better decouples the properties that the edges
belonging to this set satisfy. Specically, we dene the set of edges
C ′(x) = {(x ,y) |y ∈ N (x) andmc(y)(x) ≤ m(x) + 1} , (7)
and then show that C(x) = C ′(x).
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To this end, we will show that (a) C(x) ⊆ C ′(x) and (b) C ′(x) ⊆ C(x). Let (x ,y) ∈ C(x), where
y = pu (x). By denition of pu (x), we have that y ∈ N (x). We next show thatmc(y)(x) ≤ m(x) + 1,
which in turn proves (a). Indeed,
mc(y)(x) =mc(y)(y) + 1 =m(y) + 1 ≤ mu (y) + 1 =mu (x) ≤ m(x) + 1,
where the last inequality follows from Equation (6). For showing the other containment, i.e., proving
(b), let (x ,y) ∈ C ′(x). Then we need to prove that there exists some u ∈ V such that y = pu (x) and
mu (x) ≤ m(x) + 1. This follows by simply setting u = c(y) and using Equation (7).
Now, similarly to the static low-diameter decomposition in Section 5.1, we augment the input
graph G by adding a new source s to G and edges (s,x) of weight (δmax − δx ) ≥ 0, for every x ∈ V ,
where δmax = maxx ∈V {δx }. Recall that in the resulting graph Gˆ = (V ∪ {s}, Eˆ, wˆ), for every x ∈ V ,
the node u attaining the minimumm(x) is exactly the root of the sub-tree below the source s that
contains u. Thus, we could use Dijkstra’s algorithm to construct the shortest path tree of Gˆ, and
augment it appropriately to output the edge sets C ′(x), which in turn give us the spanner H .
However, in the dynamic setting, it is crucial for our algorithm to deal only with integral edge
weights. To address this, we round down all the δu values to bδuc and modify the weights of the
edges incident to the source s in Gˆ . LetG ′ = (V ∪{s},E ′,w ′) be the resulting graph, and let bmu (x)c
denote the rounded shifted distances. Whenever two rounded distances are the same, we break ties
using the permutation pi on the nodes induced by the fractional values of the random shift values.
Thus, the edge set C ′(x) is given by
C ′(x) = {(x ,y) |y ∈ N (x), bmc(y)(x )c ≤ bm(x)c + 1 and pi (c(y)) < pi (c(x))}.
Finally, we observe that the denition of the above set can be further simplied by using the
facts thatmc(y)(x) =mc(y)(y) + 1 and bmc(y)(x)c ≥ bm(x)c, that is
C ′(x) = {(x ,y) |y ∈ N (x), bm(y)c = bm(x)c−1 or [bm(y)c = bm(x)c and pi (c(y)) < pi (c(x))]} . (8)
Interpreting the above set in terms of the shortest-path tree output by Dijkstra’s algorithm, we
get that for any x ∈ V , we add the edge (x ,y) to the spanner H , if y is a neighbor one level above
the level or x , or if x and y are at the same level, and the cluster y belongs to appears before in the
permutation when compared to the cluster x belongs to. By Claim 6.4 the shortest-path tree has
depth at most 2k with high probability.
Now observe that the randomized properties of this spanner construction only depend on the
integer parts of the random shift values and the permutation pi on the nodes induced by the order
statistics of the fractional parts of the random shift values. Similar to the argument of Miller et
al. [MPX13] for low-diameter decompositions, it can be argued that due to memorylessness of the
exponential distribution, one might as well use a uniformly sampled random permutation pi instead
to obtain a spanner with the same probabilistic properties.
6.2 Dynamic Spanner Algorithm
Spanners have a useful property called decomposability: Assume we are given a graph G = (V ,E)
with a partition into two subgraphs G1 = (V ,E1) and G2 = (V ,E2). If H1 = (V , F1) is a spanner of
G1 and H2 = (V , F2) is a spanner of G2, both of stretch t , then H = (V , F1 ∪ F2) is a spanner of G.
This property allows for a reduction that turns decremental algorithms into fully dynamic ones at
the expense of logarithmic overhead in size and update time, as it has been observed by Baswana et
al. [BKS12].
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Lemma 6.5 (Implicit in [BKS12]). If there is a decremental algorithm for maintaining a spanner
of stretch t and expected size s(n) with total update timem · u(m,n), then there is a fully dynamic
algorithm for maintaining a spanner of stretch t and expected size s(n) · O(logn) with amortized
update time u(m,n) ·O(logn).
In the remainder of this section, we explain how the techniques we developed in Section 5 allow
for a decremental implementation of the spanner construction explained above.
Theorem 6.6. Given any unweighted, undirected graph undergoing edge deletions, there is a decre-
mental algorithm for maintaining a spanner of stretch 2k − 1 and expected size O(n1+1/k ) that has
expected total update time O(km logn). These guarantees hold against an oblivious adversary.
Using the reduction of Lemma 6.5, these guarantees carry over to the fully dynamic setting.
Theorem 6.7 (Restatement of Theorem 1.4). Given any unweighted, undirected graph undergoing
edge insertions and deletions, there is a fully dynamic algorithm for maintaining a spanner of stretch
2k − 1 and expected size O(n1+1/k logn) that has expected amortized update time O(k log2 n). These
guarantees hold against an oblivious adversary.
The decremental algorithm is obtained as follows: In a preprocessing step, the algorithm samples
the random shift values for the nodes from the exponential distribution and additionally a uniformly
random permutation pi on the nodes. The sampling of the random shift values is repeated until
δu < k for all u ∈ V . By Claim 6.3 this condition holds with probability at least 1 − 1/c . Thus, by
the waiting time bound, we need to repeat the sampling at most a constant number of times for the
condition to hold. As each round of sampling takes time O(n), this preprocessing step requires an
additional O(n) in the total update time.
We can then readily use Algorithm 3 from Section 5.2 to maintain a shortest path tree up to
depth 2k from s in the graph G ′, as dened above. For maintaining the spanner dynamically, we
need to extend the algorithm to maintain the set C ′(x) for every node x . Using the arguments
introduced in Section 5.2, this can be done in a straightforward way: Every time a node x changes
its level in the tree or changes its cluster c(x), it (1) recomputes the set C ′(x) in time O(deg(x))
and stores it in a hash set and (2) informs each neighbor about the change and updates the set
C ′(y) of each neighbor y by setting the entry corresponding to the edge (x ,y) accordingly. Both (1)
and (2) require (expected) time O(deg(x)). As the maximum level in the tree is O(k) and at each
node changes its clustering at a xed level at most O(logn) times in expectation, the expected total
update time of our algorithm is O(km logn) as desired.
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