1. Introduction. The dynamic programming comparison of sequences finds widespread applications in molecular biology, in the detection and evaluation of similarities between two (or more) nucleic acid sequences or protein sequences. The optimal alignments obtained through this method indicate structural and functional similarities among the sequences. When three or more sequences are aligned, another dynamic programming algorithm is available to reconstruct the protosequence, or ancestral sequence common to all of them. Dynamic programming is also the best algorithmic approach to a third problem, that of inferring, from a given sequence of terms representing a ribonucleic acid (RNA) molecule, how this molecule "folds" in space, how certain segments come into contact with other regions of the sequence, and chemically bind with them to form a thermodynamically stable secondary structure.
In practice, whether or not they make use of formal algorithms, molecular biologists often carry out RNA sequence alignment and folding analysis in conjunction, so that partial information about what regions of two or more sequences are highly similar, and hence aligned, can be used to constrain the search for a common secondary structure-and vice versa-the discovery of common folding possibilities among two or more sequences suggests that the pertinent regions be aligned.
In this paper we incorporate the mutually informative nature of folding and alignment into a single algorithm for producing both, optimizing a linear combination of the objective functions used when the problems are treated separately. An Ndimensional generalization of the alignment method to the problem of protosequence reconstruction allows us to incorporate this latter task as well, so that all three are carried out simultaneously.
Dynamic programming for complex problems tends to be computationally expensive. We avoid this here through the judicious combination of a number of biologically well motivated (and previously studied) constraints on the set of possible alignment and folding solutions. Thus the computation time necessary for our most general algorithm is proportional to n3K N where N is the number of sequences being analyzed, n is the length of the longest sequence and K is a small (relative to n) integer constant. Our approach here will be first to develop the case N =2, and then to present the algorithm for general N.
In mathematical biology, dynamic programming for sequence comparison was introduced by Needleman and Wunsch (1970), an efficient (quadratic) form of the algorithm by Sankoff (1972) , and a general distance function for evaluating alignments by Sellers (1974a Sellers ( , 1974b . The material in the next section, including Theorem 1, is based on this work. The current state of the field and related areas is represented by the papers in and the review by Waterman (1984) . The use of dynamic programming for secondary structure inference was published first by Waterman (1978) , Nussinov et al. (1978) and Waterman and Smith (1978) ; our statements of Theorems 2 and 3 are phrased in terms of and Zuker and Sankoff (1984) , who synthesize and advance a series of improvements in algorithmic efficiency including the Nussinov et al. paper, Zuker and Steigler (1981) and Mainville (1981) . In the section on protosequences, which deals with generalizations to more than two sequences, recursion ( The distance between a and b is the cost of the optimal alignment, i.e., the minimum alignment cost possible (most parsimonious evolutionary model) for fixed x -and y. (That this is a metric on the set of finite sequences is easily verified.) The dynamic programming solution to finding the optimal alignment is summarized as follows. These considerations lead to the following optimization problem: given a sequence a and values of e(s) for all possible k-loops s, find the secondary structure S which minimizes the sum of e(s) over all k-loops in the decomposition determined by S.
Before we state and prove a dynamic programming solution to this problem, we will need some further structural consequences of the knot constraint and definitions of accessibility. LEMMA 2. If (i,j) E S, then i < r <j if and only if r is accessible from some pair (i*,j*) E S, where i i* < r <j* _?j.
Proof Either r is accessible from (i, j) or there is some intervening (i', j') E S such that i < i'< r <j'<j. Then either r is accessible from (i',j'), or there is still another intervening pair, (i",j") where i'< i" <j <j"<j', and so on. After at most r -i steps we must arrive at (i*,j*) since there can be no more intervening pairs. O LEMMA 3. Given a structure S and (i, j) E S, the substructure Sij imposed on (i, j) by S consists of (i, j), its accessible pairs, their accessible pairs, and so on. Then Sij is a secondary structure on 4 . . ,j. All its k-loops are k-loops of S and any k-loop of S containing a term in i + 1, --*, j -1 is a k-loop of Sij.
Proof The knot constraint holds for Sij by virtue of its holding for all pairs in S, so that Sij is a secondary structure. Since (ij) is a pair in S and Sij, all terms in i + 1, -* , j -1 must be accessible to some pair in i, -, j, by Lemma 2. By Lemma 1 they cannot be accessible to any pair outside of i, * ,j. Thus the k-loops of Sij and the k-loops of S containing terms in i+ 1, * * , j -1, coincide. O LEMMA 4. If (i, j) E S and i < r Kj, then r is in some k-loop of some substructure Sp,q where (p, q) is accessiblefrom (ij), or else itself is accessible from (ij).
Proof Suppose r is in no k-loop of any such substructure Sp,q and r is not accessible from (i, j). Then there is some (i', j') E S such that i < i' < r j' Kj. Now, by Lemma 2 and Lemma 3, r must be in a k-loop of Si,,j,, so to prevent a contradiction (i', j') cannot be accessible from (i,j). Then there must be another pair (i",j") e S such that i < i" < i', and so on. But this can proceed at most r -i steps before we encounter a contradiction. 0
The simplest way of formulating a dynamic programming solution is then: THEOREM 2. Let F(i, j) be the minimum energy possible for a secondary structure S on the partial sequence i -* *, j. Let C (i, j) be the minimum given that (i, j) E S, where C(i, j) = oo if no such structure exists. Then The correctness of (6) F(1, n) is then the free energy of the optimal or "true" secondary structure.
To use recurrence equations (6) and (7) to find the optimal structure, we must apply them to pairs (ij) ordered in such a way as to ensure C(i,j) and F(ij) are evaluated after C (i', j'), and F(i', j'), for all i < i'<j'<j.
As in the alignment algorithm, it is then an easy matter to backtrack through the (i,j) array to actually construct a structure with free energy F(1, n).
Note that biological constraints such that certain values of ai and aj cannot form a pair, or that ui_3 for hairpins, can be satisfied simply by assigning e(s)=00 to k-loops violating these conditions. Because the calculation of C(i, j) in this algorithm involves evaluating all possible k-loops, it must examine all 2k-tuples of the form i < p < q < ... < Pk-1 < qk-1 <i Including all pairs (ij), this takes time proportional to n2k. Since the maximum k possible grows linearly with n, the algorithm requires exponential computing time, and is hence impractical.
In Proof. We must prove that G enters into the evaluation of multiple loops only, that e(s) for these loops satisfies (8) and that they are optimal. The theorem is then a special case of Theorem 2, with the restriction on 2-loops being satisfied by the second option in (9). Note first that G(i,j) is finite only if there is some pair (i',j') where i' i'<j''1j in the corresponding structure. Thus in (9), G enters into the recurrence for C if and only if the optimizing structure contains at least two pairs accessible to (i,j), one on each side of h, i.e. a 3-loop, or higher-order loop, closed by (i,j).
The recurrence for G ensures that each accessible pair (p, q) in an optimizing loop contributes C(p, q) + P and each unpaired term Q. When the multiple loop option is chosen in (9), the value A is added, so that (8) is satisfied. To prove that the k-loops concerned are optimal, we must show that the minimization in (10) is taken over all possible accessible configurations. This is the case since any such configuration is an alternation of accessible pairs and (possibly) some string of unpaired terms, and all such alternations are evaluated in (10). D The linearity condition (8) allows us to piece together k-loops with large k from smaller pieces in (9) in a computationally efficient way-a search among j -i -I values of h rather than all possible 2k-tuples.
Bounding the search for 2-loops by U in (9) means that the dominant term in assessing the number of steps to completion of the algorithm is contributed by the search for h which is at most linear in n. Since (9)-( 11) are applied to all 1 ' i <j n, the total computing time is proportional to n3.
It is easily verified that the proof of Theorem 3 carries through with no difficulty when (8) 
and (Ph+1, qh+i). In the statement of the theorem, A is replaced by A(a1, aj) in (9), P is replaced by P(aj, aj) in (10), and (j -h) Q and (h -i + i) Q are replaced by Q(ah+l, -
*, aj) and Q(ai, * * *, ah), respectively, in (10). secondary structures for two sequences to show more similarities than just equivalent branching configurations. To evaluate how similar two equivalent structures are, it is natural to introduce the notion of alignment as discussed earlier in this paper. One way of doing this, although not the only one, is as follows: First, the equivalence requirement itself is guaranteed by constraining any alignment so that il is aligned with ji i2 with 12, , iv with jw. Also, for simplicity's sake, we will require that any k-loop be aligned with a single k-loop in the other structure, or be inserted or deleted in toto. Thus, for example, we cannot have elements of the same k-loop in one structure aligned with elements from two or more k-loops in the other structure. Since all external pairs and accessible pairs in multiple loops are aligned and not deleted or inserted, each multiple loop and external region will have its counterpart in the other structure, but 2-loops need not, there being no constraint against deleting or inserting their accessible pairs. As for hairpins, it can be shown that equivalent structures will always have the same number of hairpins in the same general locations vis-a-vis the constrained pairs of the structures (i.e. if there is a hairpin between if and ig in one structure, there will also be one between jf and jg in the other where if is constrained to be aligned with jf and ig with jg). We will require that such corresponding hairpins be aligned, rather than allow one to be deleted in its entirety and the other to be inserted in its entirety. Since there is no constraint on their deletion or insertion, the number of 2-loops remains free to vary between one structure and the other. Note that these alignment constraints are not necessary for equivalence and could be relaxed in a more general analysis. The goal then becomes one of finding equivalent structures and a constrained alignment such that the entire configuration of structure and alignment is optimal in some sense. Now, we cannot expect that there will always exist equivalent structures which are thermodynamically optimal for both sequences separately, and even if we did find such a case, a suitably constrained alignment of them would not necessarily be the minimum cost constrained alignment over all possible pairs of equivalent structures.
While the theorem remains true, the efficiency of the algorithm based on it is sensitive to how the function Q(.) is calculated. If Q(.) can be evaluated in a fixed
Thus we introduce a new objective function to optimize, representing a trade-off between free energy and alignment cost, namely their weighted sum. Without loss of theoretical generality, we may use the unweighted sum since alignment cost is in terms of arbitrary units x and y. In practice, of course, these units would have to be calibrated using known secondary structures.
We extend the definition of D(il,jl; i2, j2), the minimizing cost of an alignment between ail, , aj1 and b2, * . . , bj2, as follows: if il > jl, then D(il, jl; i2,J2) will refer to the cost of inserting the entire sequence bi2, * * *, bj2, and if i2 >12, it will refer to the cost of deleting ai,, * * *, aj,. In addition, we make the notational convention, for the empty loop 4 containing no elements, e(+) = 0.
Then we can find the optimizing structure and alignments using two-sequence generalizations of arrays C, G and F. The last and first options in (15) refer to the cases of zero external pairs in both structures, and one such pair in both structures, respectively; so these structures are trivially equivalent, or because (13) guarantees equivalence, respectively. By recursion then, the middle option can only piece together structurally equivalent parts of both sequences.
We next note that corresponding accessible pairs in multiple loops are aligned, by the first option of (14), and the same for external pairs, by the first option of (15). The second and fourth options in (14) and the last option in (15) assure that corresponding multiple loops are aligned and corresponding external regions are aligned. The first two options in (13) require that all terms in a 1-or 2-loop are aligned with a corresponding 1-or 2-loop or, in the case of a 2-loop, that the whole loop is inserted or deleted. In the latter case, the extended definition of D becomes pertinent.
Finally, we must show that, subject to equivalence and constrained alignment, the recurrences correctly identify optimal structures. To do this it suffices first to fix i2 and j2 and to prove their correctness as recurrences on il and jl only, and second to do the same with the roles of (il, jl) and (i2, ]2) reversed. When this is done, the theorem becomes identical to Theorem 3 except that there are different values of e(s) for k-loops and nonzero costs for external terms. For the external terms, the correctness of (15) can be proved by the same type of argument as for (7) How can we find this optimum cost? The vertices of the tree must first be assigned heights. This is done only once, before starting application of recurrence (16). We single out any nonterminal vertex as the root of the tree. (This choice may be suggested by biological considerations but for our purpose it is arbitrary.) The N terminal vertices are all assigned height zero, and successively for H = 1, 2, --*, the height H is assigned to any vertex (except the root) which has not already been assigned a height and for which all but one of the neighbouring vertices have all been assigned height less than H. It can be shown that when this rule can no longer be applied, only the root will remain without an assigned height. This is assigned a height one greater than any of its neighbours.
To Proof. We will show that for a vertex v of height H, yv(a) is the cost of the subtree containing v, the vertices of height less than H to which it is connected, the vertices to which the latter are connected and so on, under the condition that a is assigned to v.
If v is of height one, all its v neighbours but one are terminal vertices. It is easily verified that yv (a), for a $ X, is ty + sx where t is the number of these terminal vertices with 4 assigned, and s is the number with any ,B a, e sd assigned. Similarly, The evaluation of y requires computational effort proportional to N and to the square of the size of the alphabet.
Given Theorem 5, the correctness of recurrence (16) in finding the most parsimonious alignment (and reconstruction of the protosequences) can be proved using the same arguments as for Theorem 1.
We are now in a position to state the theorem which encompasses all the previous ones, and whose proof is a straightforward generalization of that of Theorem 4, with the N-dimensional generalization of D given by (16) and (17). Computing time is also proportional to U2N in the search for 2-loops. These considerations would seem to make the algorithm impractical, given that the n3 algorithms presently available to find a single secondary structure are themselves unwieldy for large n. However, in practice there is little reason to allow a free range of variation to all of iII. *, iN. We can expect the optimal secondary structures to align positions relatively close to each other, so that for each i= 1,**, n, we need consider only the case where for all i, 6. Discussion. In our analysis of the algorithms we have concentrated on time rather than memory requirements. Because we must store the 2N-dimensional arrays C, D, F and G as we calculate them, for use in later applications of the recurrences, memory requirements are of the order of nf2N. In cutting corners, however, this is reduced to n2(U2 W)N.
Promising directions for future work on these problems includes the weakening or elimination of the alignment constraints on equivalent structures-it should not be necessary to impose the condition that corresponding accessible and external pairs be aligned. Also the requirement that corresponding hairpins be aligned seems too strong, as does the requirement that elements of each k-loop never be mapped onto elements from more than one corresponding k-loop in another structure. Finally, it would be desirable to weaken the notion of equivalence itself, to allow some degree of structural difference if this produces much better energies and alignments.
