A note on a composition of two random integral mappings $\J^\be$ and
  some examples by Czyzewska-Jankowska, Agnieszka & Jurek, Zbigniew J.
ar
X
iv
:0
81
1.
37
50
v1
  [
ma
th.
PR
]  
23
 N
ov
 20
08
A note on a omposition of two random
integral mappings J β and some examples
Agnieszka Czy»ewska-Jankowska and Zbigniew J. Jurek
∗
November 15, 2008
Abstrat. A method of random integral representation, that is,
a method of representing a given probability measure as the prob-
ability distribution of some random integral, was quite suessful
in the past few deades. In this note we show that a omposition
of two random integral mappings J β is again a random integral
mapping. We illustrate our results on some examples.
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We say that a probability distribution (measure) µ admits a random
integral representation if we have
µ = L( ∫
I
h(t)dY (r(t))
)
,
where I = (a, b] ⊂ R+, h : R+ → R, Y (·) is a Lévy proess and,
r : R+ → R+is a monotone funtion (a time hange in Y ) (1)
In fat, in the past it was proved that many lasses of limit laws an be
desribed as probability distributions of random integrals of the form (1).
Moreover, it was onjetured that all lasses of limit laws derived for se-
quenes of independent random variables should admit a random integral
representation; f. Jurek (1985; 1988) and see the Conjeture on
∗
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www.math.uni.wroc.pl/∼zjjurek . The random integral approah was also
suessfully used by others; see for instane Aoyama-Maejima (2007). Last
but not least, one should emphasis that from the integral representations
(1) very easily follow formulae for the harateristi funtions and the Lévy-
Khinthine representation.
In this note we examine how some random integral mappings of the form
(1) behave under a omposition of suh mappings.
1. Introdution and main results. Throughout the paper L(X)
will denote the probability distribution of a R
d
-valued
1
random vetor X .
Similarly, by Yν(t), t ≥ 0, we will denote an Rd- valued Lévy proess suh
that Lν(Y (1)) = ν. By a Lévy proess we mean proess starting from zero,
with stationary and independent inrements and with paths that are right
ontinuous and have nite left hand limits. Of ourse, we always have that
ν ∈ ID, where ID stands for the set of all innitely divisible measures on
R
d
, so in partiular ν∗c, c > 0, is well-dened innitely divisible probability
measure.
For β > 0 and a Lévy proess Yν(t), t ≥ 0, we dene an integral mapping
J β : ID → ID and a lass Uβ as follows
J β(ν) : = L(∫ 1
0
t1/β dYν(t)
)
= L(∫ 1
0
t dYν(t
β)
)
, and Uβ : = J β(ID). (2)
For another equivalent haraterizations of lasses Uβ , even in a greater
generality than we are interested in the present note, we refer to Jurek
(1988). To the distributions from the lass Uβ we refer to as generalized
s-selfdeomposable distributions.
Reall here that the importane and the interest in the inreasing family
Uβ of onvolution semigroups stems from the fat that
(∪nUβn) = ID, for any inreasing sequeune βn →∞ ,
where the bar means a losure in the weak topology; f. Jurek (1996), Corol-
lary 1, and the referenes therein. More expliitly, let us note that
J β(ν)⇒ L(
∫ 1
0
dYν(t)) = ν, as β →∞ .
1
Our proofs are a suh that they hold true for a real separable Banah spae valued
random elements as well. Interested Readers in probability on Banah spaes, e.g., those
who prefer to see a stohasti proess with ontinuous paths on [0, 1] interval as an C[0, 1]-
valued random element, we refer to the monograph by Araujo and Gine (1980).
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Sine we assume that the paths of Y are almost surely adlag (i.e., right
ontinuous with nite left hand limits) and the random integral in (2) we
dene by a formal integration by parts formula, therefore the random integral
in question exists; for details f. Jurek-Vervaat (1983), Lemma 1.1 or Jurek-
Mason (1993), Setion 3.6, p. 116.
Here are the results:
Proposition 1. For ν ∈ ID and for positive α 6= β we have
J α(J β(ν)) = L(
∫ 1
0
u dYν(r(α,β)(u)
))
= L(
∫ 1
0
r−1(α,β)(u) dYν(u)
))
(3)
where r(α,β) : [0, 1] → [0, 1] is a ontinuous stritly inreasing time hange
given by the formula r(α,β)(u) : =
β
β−αu
α − α
β−αu
β
, whih is symmetri in α
and β, that is, r(α,β)(u) = r(β,α)(u).
Corollary 1. For 0 < α < β and ν ∈ ID we have the identity:
J α(J β(ν∗(β−α))) ∗ J β(ν∗α) = J α(ν∗β) (4)
Equivalently, in terms of harateristi funtions we have
(β − α) log(J α(J β(ν)))b(y) = β log(J α(ν))b(y))− α log(J β(ν))b(y) (5)
Proposition 2. For β > 0 and ν ∈ ID we have
J β(J β(ν)) = L(
∫ 1
0
t dYν(r(β,β)(t))), (6)
where r(β,β)(u) := u
β(1 − β log u) is an inreasing time hange in a Lévy
proess Y .
Remark 1. Let us note that for the funtions r(α,β), α 6= β, and r(β,β), from
Propositions 1 and 2, we have
lim
α→β
r(α,β)(u) = r(β,β)(u), for 0 ≤ u ≤ 1.
Remark 2. For β = 1, probability measures from U<2> := J 1(J 1(ID))
were alled 2-times s-selfdeomposable distributions in Jurek (2004). In fat,
m-times s-selfdeomposability was dened there indutively, and the orre-
sponding lasses U<m>, for m = 1, 2, ... were desribed in many ways; f.
Propositions 3 and 4.
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Eah innitely divisible probability distribution µ is uniquely determined
by a triplet: a shift vetor a, a Gaussian ovariane operator R and a Lévy
spetral measure M that appear in the Lévy-Khinthine formula, as it is
realled at beginning of Setion 4. Therefore, following the notation from
Parthasarathy (1967), Chapter VI, we will write that µ = [a, R,M ].
Diretly from Jurek (1988), or from Lemma 1 below, if µ = [a, R,M ] and
J β(µ) = [a(β), R(β),M (β)] and
bM,β :=
∫
{||x||>1}
x ||x||−1−βM(dx) ∈ Rd ( or E) (7)
then we have
a(β) := β(β + 1)−1(a + bM,β), R(β) := β(2 + β)−1R
M (β)(A) :=
∫ 1
0
Tt1/βM(A)dt =
∫ 1
0
∫
Rd
1A(t
1/β x)M(dx)dt, for A ∈ B0. (8)
The above B0 stands for all Borel subsets of Rd \ {0} (or E \ {0} if one
onsider results on Banah spae E). Note that one needs to hange the
order of integration in the formula (1.10) in Jurek (1988) to get the above
form of a(β).
Proposition 3. For positive α 6= β, if µ = [a, R,M ] and J α(J β(µ)) =
[a(α,β), R(α,β),M (α,β)] then
(i) a(α,β) = αβ(1 + α)−1(1 + β)−1 a + αβ(β − α)−1[
(α+1)−1
∫
{||x||>1} x||x||−1−αM(dx)−(β+1)−1
∫
{||x||>1} x||x||−1−βM(dx)
]
= β
β−α a
(α) − α
β−α a
(β)
.
(ii) R(α,β) = α
2+α
· β
2+β
R = β
β−αR
(α) − α
β−αR
(β)
.
(iii) M (α,β)(A) =
∫ 1
0
∫ 1
0
Tt1/αs1/βM(A) ds dt =
β
β−α M
(α)(A)− α
β−α M
(β)(A)
for all Borel sets A in B0.
Remark 3. Let us remark here that the parameters in the triple orrespond-
ing to the omposition J α ◦ J β are linear ombinations of parameters orre-
sponding to the mappings J α and J β in an idential way as they appear in
the formula of r(α,β) in Proposition 1.
From Jurek(1988), Corollary 1.1, if 0 < α < β then we have Uα ⊆ Uβ.
The onverse inlusion is determined as follows.
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Corollary 2. Let 0 < α < β. In order that J β(ρ) ∈ Uα, for some ρ ∈
ID, it is neessary and suient that ρ admits the following onvolution
fatorization ρ = J α(ν∗(1−α/β)) ∗ ν∗α/β = (J α(ν))∗(1−α/β) ∗ ν∗α/β, for some
ν ∈ ID.
We will illustrate our results in the following examples.
3. Examples.
(a) For α > 0 and β := 2α, Proposition 1 gives that r(α,2α)(u) = 2u
α−u2α
and r−1(α,2α)(t) =
(
1−√1− t)1/α, and we have that:
J α(J 2α(ν)) = L( ∫ 1
0
u dYν(2u
α−u2α)) = L ( ∫ 1
0
(
1−√1− t
)1/α
dYν(t)
)
=
L ( ∫ 1
0
(
1−√1− t
)1/α
dY˜ν(t)
)
= L
(∫ 1
0
(
1−
√
t
)1/α
dYν(t)
)
. (9)
where Y˜ν(t) := Yν(1) − Yν(1 − t), 0 ≤ t ≤ 1, and Yν(t), 0 ≤ t ≤ 1, have the
same distributions, and dY˜ν(t) = d Yν(t).
Remark 4. From Proposition 3 we may get the formulae for the triple a(α,2α),
R(α,2α) and M (α,2α). However, sine in our example we have an expliit form
for r−1(α,2α) therefore applying Lemma 1 and the formula (13) to the last integral
in (9) we have an alternative way of getting the triplet in question. Thus we
have
M (α,2α)(A) =
∫ 1
0
T(1−√t)1/αM(A)dt =
∫ 1
0
∫
Rd
1A((1−
√
t)1/α x)M(dx) dt ,
for all Borel sets A in B0.
(b) Let σp := [a, 0,Mp] denotes a stable distribution with an exponent
0 < p < 2, that is, for some nite measure γ on the unit sphere S = {x :
||x|| = 1} we have
Mp(A) :=
∫
S
∫ ∞
0
1A(r x)r
−p−1drγ(dx), A ∈ B0 ; (10)
f. Araujo-Gine (1980), Chapter 3, Theorem 6.15. Then
bMp,β = (β + p)
−1γ¯, where γ¯ :=
∫
S
u γ(du); M (β)p = β(β + p)
−1Mp,
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by (7) and (8), respetively. Consequently, from Proposition 3 we get
J α(J β(σp))
=
[ αβ
(α+ 1)(β + 1)
(
a+
α + β + p+ 1
(α + p)(β + p)
γ¯
)
, 0,
αβ
(α + p)(β + p)
Mp
]
= σ
∗ αβ
(α+p)(β+p)
p ∗ δx0, (11)
where a vetor x0 is given by the formula
x0 :=
αβ (α + β + p+ 1)
(α + 1)(β + 1)(α+ p)(β + p)
[
(p− 1) a+ γ¯ ],
that is, in (11), up to a shift vetor, we get a onvolution power of the stable
measure σp.
() Let eλ denotes the exponential distribution with the parameter λ.
Then its Lévy spetral measure Me has the density e
−λx x−11(0,∞)(x) and
has the harateristi funtion
1
λ− i y = êλ(y) = exp
∫ ∞
0
(eiyx − 1)e
−λx
x
dx , y ∈ R .
Then the Lévy spetral measure M
(β)
e has the density λβ(λ x)β−1Γ(−β, λ x),
x > 0, where for c ∈ R
Γ(c, x) =:
∫ ∞
x
uc−1e−λudu, x > 0, is the inomplete Euler gamma funtion;
f. Gradsteyn and Ryzhik (1994), Setion 8.3 for other representations of the
gamma funtion. Then for A ⊂ (0,∞), we get the formula
M (α,β)e (A) =
αβλ
β − α
∫
A
[(λ x)α−1Γ(−α, λ x)− (λ x)β−1Γ(−β, λ x)] dx, (12)
i.e., the density is a ombinations (with variable oeients) of two inom-
plete gamma (Euler) funtions.
4. Proofs and auxiliary results. Let us reall that for a probability
Borel measures µ on Rd, its harateristi funtion µˆ is dened as
µ̂(y) :=
∫
Rd
ei<y,x>µ(dx), y ∈ Rd,
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where < ·, · > denotes the salar produt (or a bilinear form between the
onjugate Banah spae E ′ and the spae E). Reall that for innitely di-
visible measures µ their harateristi funtions admit the following Lévy-
Khinthine formula
µ̂(y) = eΦ(y), y ∈ Rd, and the Lévy exponents Φ(y) = i < y, a > −
1
2
< y,Ry > +
∫
Rd\{0}
[ei<y,x> − 1− i < y, x > 1B(x)]M(dx),
(13)
where a is a shift vetor, R is a ovariane operator orresponding to the
Gaussian part of µ and M is a Lévy spetral measure. Sine there is a one-
to-one orrespondene between a measure µ ∈ ID and the triples a, R and
M in its Lévy-Khinthine formula (13) we will write µ = [a, R,M ]. Finally,
let reall that
2
M is Lévy spetral measure on Rd i
∫
Rd
min(1, ||x||2)M(dx) <∞ (14)
For this note it is important to reall the following ruial fat.
Lemma 1. If the random integral X :=
∫
I
h(t)dY (r(t)) exists then we have
log(L(X))b(y) =
∫
I
log(L(Y (1))b(h(s)y)dr(s) =
∫
I
Φ(h(s)y)dr(s), y ∈ Rd
(15)
where Φ is the Lévy exponent of (L(Y (1)))b.
The formula is a straightforward onsequene of our denition (integra-
tion by parts) of the random integrals (1). The proof is analogous to that
in Jurek-Vervaat(1983), Lemma 1.1 or Jurek-Mason (1993), Lemma 3.6.4 or
Jurek (1988), Lemma 2.2 (b).
Note that for bounded sets I ⊂ R+ and ontinuous h integrals of the form
(1) are well-dened. In partiular, we have
(J β(ν))b(y) = exp
∫ 1
0
log νˆ(t1/βy) dt, y ∈ Rd (or y ∈ E ′), (16)
Sine J β are mappings from ID into ID, therefore we may onsider their
ompositions. Here we reall their basi properties for further referenes.
2
The integrability riterium (14) is true also in real separable Hilbert spaes, f.
Parthasarathy (1967), Chapter VI. But no suh a haraterization is available for in-
nite dimensional Banah spaes; f. Araujo-Gine (1980).
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Lemma 2. Relations between the mappings J β, for β > 0.
(a) Eah mapping J β is a ontinuous isomorphism between onvolution
semigroups ID and Uβ.
(b) For β, c > 0 and ν ∈ ID we have
(J β(ν))∗c = J β(ν∗c) (17)
() The omposition of the mappings J β, β > 0, is ommutative, that is,
for α, β > 0 and ν ∈ ID
J α(J β(ν)) = J β(J α(ν)). (18)
Proof of Lemma 2. Parts (a) and (b) have proofs along the lines of a proof
of Theorem 1.3 (a) , (b) and () in Jurek (1988) for the operator Q = I. But
basially we utilize the formula (16). For the ommutativity property note
that using the formula (16) we get
(
J α (J β (ν)))b(y) =
= exp
(∫ 1
0
log
(J β (ν))b(t1/αy) dt) = exp (∫ 1
0
∫ 1
0
log νˆ
(
s1/βt1/αy
)
ds dt
)
= exp
(∫ 1
0
∫ 1
0
log νˆ
(
s1/βt1/αy
)
dt ds
)
= J β(J α (ν))b(y) ,
whih indeed proves the ommutativity in (). This ompletes a proof of
Lemma 2.
Proof of Proposition 1. Note that the above an be rewritten as follows
log
(J α(J β(ν))b(y) = ∫ 1
0
∫ 1
0
log νˆ
(
s1/βt1/αy
)
dt ds (putting t := uαs−α/β)
=
∫ 1
0
∫ s1/β
0
log νˆ (uy)
αuα−1
sα/β
du ds =
∫ 1
0
log νˆ(uy)αuα−1
∫ 1
uβ
s−α/β ds du
=
β
β − α
∫ 1
0
log νˆ(uy)αuα−1 du− α
β − α
∫ 1
0
log νˆ(uy)βuβ−1 du
=
∫ 1
0
log νˆ(uy)d r(α,β)(u) = log
(
L(
∫ 1
0
u dYν(r(α,β)(u)
))b
(y)
)
, (19)
where the funtion r(α,β) is given in Proposition 1 and the last equality follows
from Lemma 1 .
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Proof of Corollary 1. From the property (17) and then (19) we get
log
(J α(J β(ν∗(β−α)))b(y) = (β − α) log (J α(J β(ν))b(y)
= β
∫ 1
0
log νˆ(uy)αuα−1 du− α
∫ 1
0
log νˆ(uy)βuβ−1 du
= β
∫ 1
0
log νˆ(t1/αy) dt− α
∫ 1
0
log νˆ
(
t1/βy
)
dt
=
∫ 1
0
log(ν∗β)b(t1/αy) dt−
∫ 1
0
log(ν∗α)b(t1/βy)dt (by (17))
= log(J α(νβ)b(y)− log(J β(ν∗α))b(y)). (20)
In other words we have
(J α(J β(ν∗(β−α))))b(y) · (J β(ν∗α))b(y) = (J α(ν∗β))b(y) (21)
But (21), in terms of probability measures, oinides with the formula (4)
that ompletes the proof of the Corollary.
Proof of Proposition 2. Similarly as at the beginning of (15) we get
log
(J β(J β(ν))b(y) = ∫ 1
0
∫ 1
0
log νˆ
(
s1/βt1/βy
)
dt ds
=
∫ 1
0
∫ s1/β
0
log νˆ (uy)
βuβ−1
s
du ds =
∫ 1
0
log νˆ (uy)βuβ−1(−β log u)du
=
∫ 1
0
log νˆ (uy)d[uβ(1− β log u)]du, (22)
whih, via Lemma 1, is the the statement (6) in Proposition 2.
Proof of Proposition 3. First, note that for M (β) given by (8), using (7)
we get
bM (β),α =
∫ 1
0
∫
Rd
1Bc(x) x ||x||−1−αM(t−1/βdx)dt
=
∫ 1
0
∫
Rd
1Bc(t
1/βx) x ||x||−1−αt−α/βM(dx)dt
=
∫
{||x||>1}
x ||x||−1−α
∫ 1
||x||−β
t−α/βdtM(dx) = β(β − α)−1(bM,α − bM,β).
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Seond, suessively using (8) (for the shift vetor) and the above one
gets
(a(β))(α) = α(α + 1)−1[a(β) + bM (β),α]
= α(α+ 1)−1[β(β + 1)−1a+ β(β + 1)−1bM,β + β(β − α)−1(bM,α − bM,β)]
= αβ(1 + α)−1(1 + β)−1 a+ αβ(β − α)−1[(α + 1)−1bM,α − (β + 1)−1bM,β]
=
β
β − α a
(α) − α
β − α a
(β),
and the last equality one heks by straightforward omputation. This proves
the formula for the shift vetor (i). Part (ii) follows easily from (5). Finally
we have
M (α,β)(A) = (M (α))(β)(A) =
∫ 1
0
Tt1/βM
(α)(A)dt
=
∫ 1
0
∫ 1
0
Tt1/βs1/αM(A)dtds =
∫ 1
0
∫ sβ/α
0
Tw1/βM(A)s
−β/αdw ds
=
∫ 1
0
∫ 1
wα/β
Tw1/βM(A)s
−β/αds dw = α(α−β)−1
∫ 1
0
(1−w(α−β)/β)Tw1/β(A)dw
= α(α− β)−1M (β)(A)− α(α− β)−1
∫ 1
0
Tw1/β(A)w
α/β−1dw
= α(α−β)−1M (β)(A)−β(α−β)−1M (α)(A) = β(β−α)−1M (α)−α(β−α)−1M (β),
whih gives the equality (iii). Thus the proof of Proposition 3 is ompleted.
Proof of Corollary 2. Replaing ν by ν∗1/β in Corollary 1 and using the
ommutativity of the mappings J α and J β (Lemma 2 )), we get
J β(J α(ν∗(1−α/β)) ∗ ν∗α/β) = J α(ν), (23)
and hene for ρ := J α(ν(1−α/β)) ∗ ν∗α/β we get that J β(ρ) ∈ Uα. (Note that
from the above we may also onlude that Uα ⊆ Uβ).
Conversely, let J β(ρ) = J α(ν), for some ν ∈ ID. Hene the equality (23)
implies that ρ = J α(ν∗(1−α/β)) ∗ ν∗α/β , beause J β is one-to-one mapping
(Lemma 2 a)). Thus this ompletes the proof.
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