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Abstract— In many cases the multi-robot systems are desired
to execute simultaneously multiple behaviors with different
controllers, and sequences of behaviors in real time, which we
call behavior mixing. Behavior mixing is accomplished when
different subgroups of the overall robot team change their
controllers to collectively achieve given tasks while maintaining
connectivity within and across subgroups in one connected
communication graph. In this paper, we present a provably
minimum connectivity maintenance framework to ensure the
subgroups and overall robot team stay connected at all time
while providing the highest freedom for behavior mixing.
In particular, we propose a real-time distributed Minimum
Connectivity Constraint Spanning Tree (MCCST) algorithm to
select the minimum inter-robot connectivity constraints preserv-
ing subgroup and global connectivity that are least likely to be
violated by the original controllers. With the employed control
barrier functions for the activated connectivity constraints as
well as collision avoidance, the behavior mixing controllers are
thus modified in a minimally invasive manner. We demonstrate
the effectiveness and scalability of our approach via simulations
of up to 100 robots in presence of multiple behaviors.
I. INTRODUCTION
The ability of collaboration in multi-robot systems often
relies on the local information sharing and interaction among
networked robot members through a connected communi-
cation graph. As robots are often assumed to interact in
a proximity-limited manner due to limited communication
range [1]–[4], it is necessary to consider connectivity main-
tenance that ensures robots stay connected as one component
by constraining inter-robot distance while executing original
tasks. This is often referred as maintaining global connectiv-
ity. In many situations, however, it may be more appropriate
and efficient to have the multi-robot systems simultaneously
performing multiple behaviors in different subgroups while
remaining connected. To achieve efficient information ex-
change or local interaction with multiple behaviors, it is
also necessary to ensure connectivity within each subgroup
and across subgroups as well as global connectivity. One
motivating example is having a robot team split into multiple
operating subgroups to form multiple different formations
or flocking to multiple places at the same time to track
different targets or monitor different task areas. In this case,
robots in the same subgroup for the particular task must
remain connected so as to efficiently exchange information
of the task progress. This also guarantees the convergence
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of subgroup behaviors, e.g. robots in the same flocking
subgroup will always converge to the same moving direction
because they are able to compute the flocking controllers
with their connected direct neighbors in the same flocking
subgroup at all time. Global connectivity is still required
to enable global coordination among different subgroups.
We call this ability of multi-robot systems to accommodate
different behaviors simultaneously within a single connected
robot team while maintaining safety (collision avoidance
with other robots and possibly obstacles) and within and
across subgroup connectivity Behavior Mixing.
To the best of our knowledge, there is no existing work
on connectivity maintenance that can ensure both global
connectivity and subgroup connectivity at the same time
for behavior mixing. The problem of behavior mixing with
the global and subgroup connectivity constraints faces many
challenges: (a) possible communication disconnection due
to performing multiple and potentially conflicting tasks at
the same time; (b) the additional constraints imposed on
robots with different tasks by the subgroup connectivity
maintenance may lead to task failure, for example dead locks
that might prevent the desired execution of behaviors; and
(c) conservative robots motion incurred by the perturbation
of connectivity on control outputs between different task
groups. To that end, in this paper we develop a connec-
tivity control framework that 1) is capable of preserving
connectivity within a subgroup, and global connectivity
across subgroups; 2) computes minimally restrictive connec-
tivity constraints to the original task-related controllers; and
3) minimally modifies the original task-related controllers
subject to the imposed connectivity constraints and collision
avoidance constraints.
We assume the task allocation has been done and each
robot already knows its real-time task-related controller
before considering the connectivity and collision avoidance
constraints. Global and subgroup connectivity is preserved
by maintaining a set of communication links between robots.
Each link imposes additional constraint over the motion of
the connected robots. Therefore, in order to be efficient, we
want robots to have the least number of communication links
to maintain. In addition, preserving those links should be the
least restrictive to the robots’ original motion. To achieve
this, we propose a novel distributed Minimum Connectivity
Constraint Spanning Tree (MCCST) method to compute the
set of communication links for the robots to maintain, which
(a) has minimum cardinality, and (b) invokes the connectivity
constraints for global and subgroup connectivity that would
be least likely to be violated by the original controllers. With
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that, we employ the control barrier functions [5] to formulate
our invoked connectivity constraints and collision avoidance
constraints with respect to the controllers. Minimum connec-
tivity maintenance is thus achieved by minimally modifying
the original controllers subject to the constraints. Note that
previous work [5] use control barrier functions for preserving
predefined sets of global connectivity constraints. Our work
extends that with MCCST and is able to (a) compute the
minimum connectivity constraints in real-time for varying
topology, (b) formally prove that the maintained connectivity
constraints are least restrictive to the original controllers, and
(c) guarantee both sub-group and global connectivity.
Our paper presents the following contributions: (1) a gen-
eralized constrained behavior mixing framework to enable
simultaneous execution of different behaviors and sequences
of behaviors within a single robot team, while ensuring
global and subgroup connectivity and collision avoidance;
(2) a novel distributed MCCST method with quantified re-
lationship between original task-related controllers and con-
nectivity constraints to efficiently select real-time minimum
behavior mixing connectivity constraints with provably opti-
mality guarantee, (3) computationally efficient construction
of MCCST that is scalable to large number of robots and
suitable for real-time computation to accommodate dynamic
changes in the environment.
II. RELATED WORK
The general problem of connectivity maintenance has been
widely studied in the past decade due to its importance
in enabling local information sharing and collaboration for
multi-robot systems in performing complex tasks. Given
an initially connected multi-robot spatial communication
graph, the goal of continual connectivity control is to couple
the task-related controllers of robots with a connectivity
controller such that the communication graph over time
remains connected. There have been two major classes of
connectivity control methods: 1) local methods that seek to
preserve the initial connectivity graph topology over time
[4], [6], [7], and 2) global methods that aim to preserve the
global algebraic connectivity of the communication graph by
deriving controllers to keep the second smallest eigenvalue
of the graph Lapacian positive at all time [2], [3], [8], [9].
While the global connectivity control provides better flexi-
bility over local methods as it allows for changing network
topology, neither of them is able to deal with flexible global
connectivity and subgroup connectivity maintenance at the
same time. Moreover, for both of the methodologies there
is no guarantee that the perturbation from the connectivity
controllers is minimum over the original robot controllers.
To achieve more flexible connectivity control with multiple
behaviors, i.e. simultaneously exploring different regions,
recent work [10]–[12] have explored the idea of redeploying
a certain number of robots to act as communication relays,
while aiming to allow the rest of the robots to perform their
original tasks. In particular, the communication relays can
be derived by following certain structured behaviors such
as lattice-based formations [11], [13], or by separate opti-
mization process that explicitly assigns some of the robots
as connectors [10], [12]. In order to find a more flexible
communication relay structure with quantified pairwise con-
nectivity, [14] proposed to employ minimum spanning tree
topology and uses pairwise distance as heuristic to provide
better freedom of robot motion, i.e. robots closer to each
other are less restrictive. However, these heuristic methods
have no theoretical guarantee that the selected connectivity
constraints are minimum to the original task-related robot
controllers.
For minimally invasive multi-robot control revision with
constraint satisfaction, control barrier functions [15] have
been employed to encode a variety of inter-robot constraints
and the resulting constrained control outputs lead to forward
invariance of the satisfying set, i.e. robots remain collision
free and connected. However, these capabilities are achieved
by predefining the connectivity constraints so as to preserve
fixed predefined communication topology [1], [5]. This could
weaken the minimal invasiveness to robots controllers and
limit the motion of the robots during execution. On the con-
trary, we do not define communication topology to preserve
beforehand, but instead calculate the optimal topology online
during execution. In our work, we are provably optimizing
both the real-time connectivity constraints to enforce and the
modifications to the original controllers to achieve minimum
connectivity maintenance rendering the least perturbation to
the behavior mixing.
III. BEHAVIOR MIXING
Consider a robotic team S consisting of N mobile robots
in a planar space, with the position and single integrator
dynamics of each robot i ∈ {1, . . . , n} denoted by xi ∈ R2
and x˙i = ui ∈ R2 respectively. Each robot can connect
and communicate directly with other robots within its spatial
proximity. The communication graph of the robotic team is
defined as G = (V, E) where each node v ∈ V represents a
robot. If the spatial distance between robot vi ∈ V and robot
vj ∈ V is less or equal to the communication radius Rc (i.e.
‖xi − xj‖ ≤ Rc), then we assume the two can communicate
and edge (vi, vj) ∈ E is undirected (i.e. (vi, vj) ∈ E ⇔
(vj , vi) ∈ E).
In behavior mixing, we assume the robotic team is tasked
with M simultaneous behaviors, partitioning the set of robots
into M sub-groups S = {S1, . . . ,SM}. Each sub-group
of robots is defined by a tuple (Sm,Um) with Um as the
corresponding behavior control scheme and |Sm| = Nm
for all m = 1, . . . ,M with
∑M
m=1Nm = N . To simplify
our discussion and focus on behavior mixing, we assume
the sub-group partitions and behavior controllers are given
or already derived from other multi-robot task allocation
algorithms, namely, each robot i has been assigned to a sub-
group Sm with some task-related controller ui = uˆi ∈ Um.
To ensure successful behavior mixing, it is required that 1)
the communication/connectivity graph G is connected, and
2) each induced sub-graph Gm = G[Vm] = (Vm, Em) ⊂ G
where Vm ⊂ V containing robots within the same sub-
group Sm should be connected, for all m = 1, . . . ,M .
In presence of the above connectivity constraints as well
as the physical constraints of the robots such as inter-
robot collision avoidance and velocity limits, each robot i
may have to modify their original task-related controller uˆi
to accommodate these constraints. Hence, the objective of
multi-robot behavior mixing is to 1) invoke minimum con-
nectivity constraints to follow, such that the enforced global
and subgroup connectivity is the least restrictive over the
original controllers, and 2) compute the modified controllers
for behavior mixing that is minimally deviated from the
original controllers subject to the mentioned constraints.
Recent advances in barrier certificates using permissive
control barrier functions [5], [15], [16] have been widely
applied to guarantee the forward invariance of desired sets,
e.g. robots staying collision-free at all time, by constraining
the robot controllers. In the remaining of this section, we will
discuss the formulation of the safety and connectivity con-
straints by utilizing the Barrier Certificates on the controllers
[5], [16] and present the formalized optimization problem.
A. Safety and Connectivity Constraints using Barrier Cer-
tificates
During movements of multi-robot systems, the robots
should avoid collisions with each other to remain safe.
Consider the joint robot states x = {x1, . . . , xN} ∈ R2N and
define the minimum inter-robot safe distance as Rs, for any
pair-wise inter-robot collision avoidance constraint between
robots i and j. We have the following condition defining the
safe set of x.
hsi,j(x) = ‖xi − xj‖2 −R2s , ∀i > j
Hsi,j = {x ∈ R2N : hsi,j(x) ≥ 0}
(1)
The set of Hsi,j indicates the safety set from which robot
i and j will never collide. For the entire robotic team, the
safety set can be composed as follows.
Hs =
⋂
{vi,vj∈V:i>j}
Hsi,j (2)
[16] proposed the safety barrier certificates Bs(x) that map
the constrained safety set (2) of x to the admissible joint
control space u ∈ R2N . The result is summarized as follows.
Bs(x) = {u ∈ R2N : h˙si,j(x) + γhsi,j(x) ≥ 0, ∀i > j} (3)
where γ is a user-defined parameter to confine the available
sets. It is proven in [16] that the forward invariance of the
safety set Hs is ensured as long as the joint control input
u stays in set Bs(x). In other words, the robots will always
stay safe if they are initially inter-robot collision free and the
control input lies in the set Bs(x). The constrained control
space in (3) corresponds to a class of linear constraints over
pair-wise control inputs ui and uj .
Next, we consider the pair-wise connectivity constraints
among the robotic team. If the connectivity constraint is
enforced between pair-wise robots i and j to ensure inter-
robot distance not larger than communication range Rc, we
have the following condition.
hci,j(x) = R
2
c − ‖xi − xj‖2
Hci,j = {x ∈ R2N : hci,j(x) ≥ 0}
(4)
The set of Hci,j indicates the feasible set on x from which
robot i and j will never lose connectivity. Consider any
connectivity graph Gc = (V, Ec) ⊂ G to enforce, the
corresponding constrained set can be composed as follows.
Hc(Gc) =
⋂
{vi,vj∈V:(vi,vj)∈Ec}
Hci,j (5)
Similar to the safety barrier certificates in (3), the connec-
tivity barrier certificates [5] are defined as follows indicating
another class of linear constraints over pair-wise control
inputs ui and uj for (vi, vj) ∈ Ec at any time point t.
Bc(x,Gc) = {u ∈ R2N : h˙ci,j(x) +γhci,j(x) ≥ 0, ∀(vi, vj) ∈ Ec} (6)
B. Objective Function for Behavior Mixing
Consider the mentioned behavior mixing task of M be-
haviors and sub-groups where the ith robot vi in current
connected robotic team graph G is assumed to belong to
a sub-group Vm ⊂ V . In addition, consider that a task-
related behavior control input uˆi ∈ Um has been computed.
The robotic team needs to determine whether and how to
minimally modify original controllers so as to achieve task-
related behaviors while ensuring safety and connectivity of
both the obtained global graph Gc containing all N robots
and the induced sub-graphs Gc[Vm] for all M sub-groups.
With the defined forms of constraints in (3) and (6), we
formally define the behavior mixing problem as follows.
u∗ = arg min
Gc,u
N∑
i=1
‖ui − uˆi‖2 (7)
s.t. Gc = (Vc, Ec) ⊂ G is connected
Gm = Gc[Vm] is connected ∀m = 1, . . . ,M (8)
u ∈ Bs(x)
⋂
Bc(x,Gc), ‖ui‖ ≤ αi, ∀i = 1, . . . , N (9)
The above Quadratic Programming (QP) optimization
problem is to find the optimal active connectivity graph Gc
from current connected robotic team graph G and the alterna-
tive control inputs u∗ ∈ R2N bounded by maximum velocity
αi for each robot, so that global and subgroup connectivity,
safety and velocity constraints described in (8) and (9) are
satisfied while minimizing the deviation to the original con-
trollers. In this paper, we propose to decouple the behavior
mixing problem into two sub-problems: 1) select provable
optimal connectivity graph Gc = Gc∗ in a distributed manner
that invokes minimum connectivity constraints on original
controllers, and then 2) solve the optimization problem (7)
with the obtained optimal connectivity graph Gc∗.
IV. BEHAVIOR MIXING USING DISTRIBUTED SELECTION
OF MINIMUM CONNECTIVITY CONSTRAINTS
A. Minimum Connectivity Constraint Spanning Tree
(MCCST)
First we consider the sub-problem of selecting optimal
connectivity graph Gc ⊂ G in Eq. (7) that introduces
minimum connectivity constraints. As each edge (vi, vj) ∈
Ec in a candidate graph Gc enforces one pair-wise linear
constraint over controllers uˆi and uˆj for robot i and j as
shown in Eq. (4), the graph Gc whose edges define the
minimum connectivity constraints must exist among the set
of all spanning trees T of the current connected graph G that
have all the vertices V covered with N−1 edges. This is the
minimum possible number of edges for Gc to stay connected.
Hence, the problem boils down to find the optimal span-
ning tree Gc∗ = T c∗ ∈ T of G whose edges invoke the
minimum connectivity constraints in the form of (6) over the
robots’ controllers. To quantify the strength of connectivity
constraint by an edge (vi, vj) ∈ E , we introduce the weight
assignment defined as follows.
wi,j = h˙
c
i,j(x, uˆi, uˆj) + γh
c
i,j(x), ∀(vi, vj) ∈ E (10)
Compared to the connectivity constraint in (6), wi,j indicates
the violation of the pair-wise connectivity constraint between
the two robots, with the higher value of wi,j the less violated
the connectivity constraint is. To that end, each candidate
spanning tree T c ∈ G is redefined as a weighted spanning
tree T cw = (V, ET ,WT ). Hence the optimal connectivity
graph Gc∗ with constraints in (8) can be obtained as follows.
Gc∗ = arg max
T cw∈T
∑
(vi,vj)∈ET
wi,j = arg min
T cw∈T
∑
(vi,vj)∈ET
−wi,j
s.t. Tm = T cw[Vm] is connected ∀m = 1, . . . ,M
(11)
Without the sub-group connectivity constraints in (11), the
optimal solution corresponds to the Minimal Spanning Tree
(MST) among the set of T cw ∈ G by definition, namely,
the MST connectivity topology whose connectivity con-
straints are least violated by the current robots task-related
controllers, implying the best freedom for the multi-robot
behaviors in presence of global connectivity constraint at
current step. To obtain the optimal solution with sub-group
connectivity constraints in addition, we propose to define
another class of spanning trees as follows and relate its MST
to the solution of the constrained MST problem in (11).
Definition 1. Given a connectivity graph G and for all edges
(vi, vj) ∈ E on G, redefine their weights by the following.
w′i,j =
{
λ · wi,j , if vi and vj are in different sub-groups
wi,j , else
(12)
where λ ∈ {λ 1 : λ·wi,j  wi′,j′ ,∀vi, v′i, vj , v′j ∈ V} is a
user-defined constant. The weight-modified graph is denoted
as G′. Then we call the redefined spanning tree T c′w =
(V, ET ,WT ′) as the Connectivity Constraint Spanning Tree
(CCST).
The Definition 1 introduces a new class of spanning trees
(CCST) T c′w equivalent to the original spanning trees T cw
with inflated weights over the edges connecting different sub-
groups of robots. In particular, the designed parameter λ in
(12) ensures that after inflation the new weights over edges
connecting different subgroups are always larger than any
edges within all the subgroups for T c′w . As we will prove by
the following Lemma 3 and Theorem 4, this guarantees that
the computed MST T c′w becomes the solution of constrained
MST T cw in (11), namely, the MST T c
′
w contains the MST
of each subgroup as well, ensuring that the subgroups are
also connected in an optimal way. We review some useful
definitions in graph theory [17]:
• fragment: a subtree of Minimum Spanning Tree;
• outgoing edge: a edge of a fragment if one adjacent
node is in the fragment and the other is not.
The first definition describes that a connected set of nodes
and edges of the MST is called a fragment. By this definition,
a single node is also a fragment by itself. In the following
discussion, we focus on minimum-weight outgoing edge
(MWOE), which is the edge with minimum weight among
all outgoing edge of a fragment.
Lemma 2. Let emin be a minimum-weight outgoing edge
(MWOE) of a fragment. Connecting emin and its adjacent
node in a different fragment yields another fragment in MST.
The proof of Lemma 2 can be found in both [17] and [18].
With Lemma 2, the process of constructing MST is as
follows [17]:
• Each node starts as a fragment by itself
• Each fragment iteratively connects with MWOE frag-
ment
This process will result in the MST of the given graph.
Lemma 3. By following the process above on G′ in Defini-
tion 1, all nodes within the same sub-group will form a MST
fragment before connecting to other sub-group.
Proof. We prove by contradiction. Suppose the node vi
from sub-group graph G′i connects with node vj first, which
belongs to sub-group graph G′j , i 6= j. From the MST
construction process we know that, at each iteration, the
edge added is the minimum-weight outgoing edge of the
connecting fragment. In this case, the weight wi,j of the edge
between vi and vj is the minimum of all outgoing edges of
vi. Let vi′ ∈ G′i where there exists an outgoing edge between
vi and vi′ , then we know that the weight w′i,j < w
′
i,i′ . This
contradicts with the property of G′ in Equation 12.
Theorem 4. Given the redefined Connectivity Constraint
Spanning Tree (CCST) T c′w = (V, ET ,WT
′
) in Defini-
tion 1 and denote minimum weight CCST as T¯ c′w =
arg minT c′w ∈T
∑
(vi,vj)∈ET −w′i,j , we have: T¯ c
′
w = Gc∗ in
Equation (11). Namely, the Minimum Spanning Tree T¯ c′w of
G′ is the optimal solution of Gc∗ in (11) and we call the
graph T¯ c′w as Minimum Connectivity Constraint Spanning
Tree (MCCST) of the original connected graph G.
Proof. From Lemma 3, each sub-group will be connected as
a MST fragment itself before connecting to sub-group edges.
By definition, the MST of graph G′i within subgroup Si is
optimal with minimum total weight, which means
¯T c′w (i) = arg min
T c′w (i)∈T (i)
∑
(vi,vj)∈ET (i)
−w′i,j (13)
Then for the next step, connecting the minimum-weighted
outgoing edge between different sub-groups, yields
¯T c′w = arg min
T c′w ∈T
∑
(vi,vj)∈ET (i)
−λ · w′i,j , S(vi) 6= S(vj)
= arg min
T c′w ∈T
λ ·
∑
(vi,vj)∈ET
−w′i,j
= arg min
T c′w ∈T
∑
(vi,vj)∈ET
−w′i,j
(14)
The equality holds since λ > 0.
In this way, we relax the constrained MST optimization
problem in (11) into unconstrained MST problem with the
same optimality guarantee that can be solved in a princi-
ple manner. The connectivity constraints from the obtained
MCCST T¯ c′w are thus minimally violated by the current task-
related robots controllers, which implies the least restriction
due to global and subgroup connectivity requirements. Such
MCCST T¯ c′w therefore specifies the optimal connectivity
graph Gc∗ ⊂ G to enforce for behavior mixing in (8). Next,
we will present a distributed method for computing MCCST.
B. Construction of Distributed Minimum Connectivity Con-
straint Spanning Tree (MCCST)
For execution of large number of robots in multi-robot
systems, decentralized algorithm is needed for better scal-
ibility. A initial work from Gallager et al. [17] describes
a distributed algorithm for finding MST, by utilizing the
parallel nature of Boruvka’s [19] algorithm. With different
application scenarios, the construction of MST could be
time-optimal [20] or message-optimal [18]. Most recent
work [21] proposes a time- and message-optimal distributed
approach. It utilize the diameter of graph and maintain the
diameter of each sub-MST, constructing sub-MST in parallel
and speed up by using a randomized algorithm [22] when
merging sub-MST with their minimum outgoing edge. In
our work, we modified and combined the existing distributed
MST construction algorithms to suit our need for real-time
computation of MCCST.
We propose a distributed construction of MCCST of G.
For our problem setting, the topology and weights could
change over time, thus a time-optimal real-time algorithm
is needed. We develop our algorithm based on the work
from [21], [18] and [17], but reduce the computation time
while sacrificing message optimality. Different from most
of the network algorithms such as [18], [21], our algorithm
does not require synchronization, which also reduces the
total time. We adapt the method from the previous section.
Note that MST is unique for a graph with unique edge
weights. Therefore the result is the same from centralized
and decentralized construction.
A detailed description of the algorithm is as follows:
1) Overview: Given a graph G′ = {V, E} with weights
defined in Definition 1 where |V| = N is the number of
robots, the initial state of the system is a singleton graph
where each vertex is an individual isolated node without any
outgoing edge, and each node is given a distinct id. This
gives N segments and each consists of one vertex. Then each
Algorithm 1 Distributed MCCST Construction
Input: a: adjacency edge weight list of the original weighted graph
Output: edge list of MCCST
1: function CONSTRUCTDISTRIBUTEDMCCST(A)
2: A ← empty adjacency matrix
3: A ← updated from input a
4: while msg ← getNewMessage(msg pool) do
5: if not initialized then
6: A ← initialRound(msg, A)
7: else
8: A ← processRound(msg, A)
9: if isConnected(A) then
10: return getEdgeList(A)
11: if isEmpty(msg pool) then
12: resetRound()
fragment finds the minimum-weight outgoing edge (MWOE)
and join neighboring fragments together. Iteratively, the
forest of fragments will join as a spanning tree connecting
all vertices of the graph, resulting as the MCCST.
As shown in Algorithm 1, each robot takes an input
of neighboring edge weights and connectivity information,
then outputs the computed MCCST edge list. The incoming
message is processed according to whether the node is being
initialized or not. The process will reset when there is no new
message in the message pool, which implies all the fragments
finish updating within themselves and new MWOE need to
be connected and a new round begins.
Algorithm 2 Initial Round of MST Construction
Input: msg: incoming messages, A: current adjacency matrix
Output: A: updated adjacency matrix
1: function INITIALROUND(msg, A)
2: connect with neighbor with MWOE
3: leader id ← min(self id, neighbor id)
4: A ← update with msg
5: if no new information in msg then
6: finish initial round
7: send init message to msg pool
8: return A
2) Initial Round: In the initial round, as shown in Al-
gorithm 2, each fragment initially only contains one vertex.
Each node directly connect with the neighbor with MWOE.
However, to keep information within a fragment consistent
and avoid additional computation, the node with the smallest
id is selected as fragment leader. Information keeps updating
within the fragment until every node has the same adjacency
matrix of its fragment tree.
3) Processing Round: At each processing round, the frag-
ment leader will determine the minimum-weight outgoing
edge (MWOE) in its fragment after receiving all MWOE
information from each fragment node (including itself).
Since each node in the fragment only has the local knowledge
within its own fragment, it will ask the MWOE neighbor for
their fragment information, i.e. adjacency matrix, leader id.
Whenever a node receives a request to give information, it
will reply accordingly. Once each node receives information
from MWOE neighbor, it will report to the fragment leader.
All connect requests will be accepted and this, by lemma 2,
always yields a fragment. When a new connection is made,
the two fragments will combine their information and update
Algorithm 3 Processing Round of MCCST Construction
Input: msg: incoming messages, A: current adjacency matrix
Output: A: updated adjacency matrix
1: function PROCESSROUND(msg, A)
2: if leader id is self id then
3: MWOE cache list ← wait(fragment node)
4: MWOE ← min(MWOE cache list)
5: if all fragment node reported then
6: inform the one with MWOE to connect
7: if not reported to leader then
8: if no MWOE info then
9: msg pool[MWOE] ← get info message
10: if get information from MWOE neighbor then
11: msg pool[leader id] ← report message
12: A ← update with msg
13: return A
all the nodes within the fragment with the new information.
Iteratively, the construction process will end when every node
receives the same updated adjacency matrix representing the
MST of the graph.
The convergence speed of our distributed MCCST algo-
rithm is highly dependent on the topology of the original
communication graph and edge weights. The convergence
may happen within one single iteration if all fragments have
the MWOE neighbor with a smaller id. However, if the
MWOE of neighboring fragment overlaps, i.e. one of the
two neighboring fragment has the MWOE connecting to a
node with larger id, it may take O(log n) iterations at each
vertex to converge and agree on a final MCCST, giving a
worst case time complexity of O(n log n).
Once the final MCCST is obtained as the optimal con-
nectivity graph Gc = Gc∗ in (9), we can specify the
safety and connectivity barrier certificates (3) and (6) to
invoke linear constraints and efficiently solve the original
quadratic programming (QP) problem in (7) to get optimal
revised robot controllers satisfying safety and connectivity
constraints for behavior mixing.
V. RESULTS
To evaluate our proposed distributed MCCST method for
behavior mixing, we designed two sets of experiments in
simulation: i) N = 40 robots divided into M = 4 subgroups
simultaneously performing 4 behaviors such as rendezvous to
goal and circle formation behaviors, and ii) various number
of robots ranging from N = 20 to N = 100 in the increments
of 10 to perform M = 4 rendezvous behaviors at the same
time. In both experiments, we are assuming limited sensing,
communication range, and bounded velocity for the robots.
They are only able to communicate and interact with its
neighboring robots located within the limited communication
range to compute the collaborative control laws. We apply the
minimally revised controllers from (7) with single-integrator
dynamics to the robots with unicycle dynamics in simulation
using kinematics mapping in [16].
A. Simulation Example
The first set of experiments are performed on a team of
N = 40 mobile robots as shown in Figure 1. The robot team
is divided into M = 4 subgroups with different colors and is
tasked with 4 parallel behaviors. In the figures, robots in blue
subgroup 1 and red subgroup 2 execute biased rendezvous
behaviors towards the blue task site 1 and red task site 2
respectively, while robots in green subgroup 3 and magenta
subgroup 4 perform circle formation behaviors around the
green task site 3 and magenta task site 4 respectively. As
shown in Figure 1a-c, our distributed MCCST approach
is able to generate real-time minimum connectivity graph
(red edges) from the present connectivity graph (grey edges)
so that the invoked connectivity constraints are minimally
restrictive to the original behavior controllers. Most of the
target behavior configurations have been accomplished as
shown in Figure 1c. Particularly, in Figure 1c the communi-
cation relays connecting different subgroups are implicitly
formed to provide greater flexibility for the rest of the
robots under connectivity requirements, without the need of
explicit robots roles assignment as done in [10], [12]. This
results from the fact that our algorithm enforces provably
minimum connectivity graph that is least restrictive to the
robots. On the other hand, in the intermediate stage captured
in Figure 1b, although robots from different subgroups get
cluttered around task 4 area, they are able to generate
minimum connectivity graph (red links) from the dense local
connectivity graph (grey) so that the team can successfully
“unfold” themselves and keep moving with designated be-
haviors.
In comparison, we present converged results of other two
methods with static connectivity graph in Figure 1e and
Figure 1f respectively: i) always preserving communication
edges in the initial MST (red) depicted in Figure 1d, and ii)
always preserving edges in initial connectivity graph (grey)
in Figure 1a as done in [4]. Since the invoked connec-
tivity graph is fixed as the robots move, they can hardly
achieve circle formation (Figure 1e) or fall into deadlock
(Figure 1f). Numerical results are provided in Figure 2
showing our method ensures safety and connectivity, while
having minimal control perturbation due to connectivity and
maximum task performance (very close to designated target
area as shown from Figure 2d). Note that the provided
comparison method of preserving initial MST in Figure 1e is
already better than other barrier certificate based connectivity
controllers [1], [16] that impose predefined fixed connectivity
graph not necessarily a MST.
B. Quantitative Results
For validating the computation efficiency and scalabiltiy
of our algorithm, we run experiments with up to 100 robots
and 4 parallel behaviors (four robots subgroups simultane-
ously rendezvous to four different places with safety and
connectivity constraints) on Intel Core i7 CPU with 4 cores
of 2.70 GHz. With our bounded arena area, 100 disc-like
robots already cover 83.3% of the free space, thus it is
sufficient to demonstrate the trend of scalability with the
number of robots increased from 20 to 100 in the increment
of 10. For Figure 3a and 3b, the experiment is done by
computing the distributed MCCST 1500 to 3000 times,
depending on the iterations for the system to converge, which
(a) Time Step = 0 (b) Time Step = 540 (MCCST) (c) Time Step = 1290 (MCCST, Converged)
(d) Time Step = 0 (e) Time Step = 1290 (Fixed Initial MST, Con-verged)
(f) Time Step = 1290 (Fixed Initial Connectivity,
Converged)
Fig. 1: Simulation example of 40 robots tasked to four different places with behaviour mixing: blue robots and red robots rendezvous to regions of blue
task 1 and red task 2 respectively, while green robots and magenta robots move to region of green task 3 and magenta task 4 and form a circle around the
regions. Grey dashed lines in (a),(b),(d) denote current connectivity edges and red lines in (a)-(f) denote current active connectivity graph invoking pair-wise
connectivity constraints. Compared to fixed inter-robot connectivity constraints from initial MST (e) and initial connectivity graph (f), our proposed MCCST
approach (c) enables minimally perturbed task performance due to invoked minimum connectivity constraints on the robots.
(a) Minimum inter-robot distance (b) Algebraic connectivity (c) Average control perturbation (d) Average distance to target region
Fig. 2: Performance comparison of simulation example in Figure 1 w.r.t. different metrics: (a) Minimum inter-robot distance (safety distance is 0.02m),
(b) Algebraic connectivity evaluated by second smallest eigenvalue of mutli-robot laplacian matrix. Positive meaning connectivity ensured, (c) Control
perturbation computed by 1
N
∑N
i=1
∥∥u∗i − uˆi∥∥2, (d) Average distance between robots to tasked region (the smaller the better).
(a) Number of messages exchanged (b) Computation Time (c) Average Distance to targets (d) Average Control Perturbation
Fig. 3: Quantitative results summary. (a)-(b) are results from our proposed Distributed MCCST approach. (c)-(d) are comparison results with ours and
the other two approaches with static connectivity graph but the same controller (7). (a) Number of messages exchanged during the distribute MCCST
construction. The error bar shows the maximum and minimum number of messages exchanged. (b) Computation time of constructing the distributed
MCCST. The error bar shows the standard deviation. (c) Average distance from robot to target location after converged. (d) Average control perturbation.
varies with the number of robots and graph topology. The
complexity of the worst case for both message and time
is O(n log n). However, the average case, as shown in the
figure, is better than O(n log n). Figure 3b shows the time
duration for computing the distributed MCCST, which shows
that computing distributed MCCST could be done in real
time with large number of robots.
The average distance to target region and perturbation after
convergence is calculated from 10 runs for each batch of
robots with up to 100 robots. In Figure 3c, the average dis-
tance to target with MCCST is significantly smaller (closer
to target region) than with static connectivity graph. The
distance also decreases as the number of robots increases,
since only a limited number of robots are needed to maintain
connectivity, which enables more robots to rendezvous to the
target locations. However, for the other two methods with
imposed static connectivity topology, the average distance
increases with the number of robots. Figure 3d shows the re-
sult of average perturbation. Our method gives much smaller
perturbation on average. Note that the result from preserving
initial MST gives much worse result than the other two,
because the initial MST edges could give huge deviation
from the optimal control outputs as behaviors progressed,
while the full connectivity graph gives larger number of
constrain edges to keep, so that some are canceled out with
each other. Nevertheless, our distributed MCCST method
always computes the minimum connectivity constraints, thus
outperforming the other two methods significantly.
VI. CONCLUSION
In this paper, we considered the problem of minimum
connectivity maintenance for flexible behavior mixing. In
particular, we proposed a real-time distributed Minimum
Connectivity Constraint Spanning Tree (MCCST) algorithm
that allows for characterizing both global and subgroup con-
nectivity and enables the computation of provably minimum
connectivity constraints as to the robots task-related con-
trollers. By coupling the invoked constraints with the safety
and connectivity barrier certificates, the robots controllers are
minimally modified from the original controllers with dy-
namic and possibly discontinuous communication topology.
This algorithm enables simultaneous behavior mixing at best
while maintaining both global and subgroup connectivity, as
well as collision avoidance within the system. Experimental
results show that our method is scalable and computation
efficient to large number of robots and also significantly
improves the robot team performance on a variety of tasks
requiring different behaviors.
Future work includes extensions to resilient connectivity
control under uncertainties for improving the communication
robustness/resilience in real-world multi-robot applications.
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