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9 GENERALIZED MATRIX FUNCTIONS ON A LINEAR SUM OFPERMUTATION MATRICES AND THEIR COUSINS
RATISIRI SANGUANWONG A AND KIJTI RODTESB,∗
Abstract. A generalized matrix function is a generalization of determinant and per-
manent function. In this paper, we introduced the formula for the value of a generalized
matrix function of a linear sum of permutation matrices. We show that a linear sum of
permutation matrices satisfies the permanent dominance conjecture. Finally, we apply
the result to some cousins of permutation matrices.
1. Introduction
A generalized matrix function is a function dGχ : Mn(C)→ C, constructed by a subgroup
G of Sn and a character χ of G. This function is a generalization of determinant and
permanent function. Most papers relating to generalized matrix functions regarded to
positive semidefinite (PSD) matrices. In 1965, M. Marcus and H. Minc established a
relation between a generalized matrix function and singular values of a given matrix [3].
In 1976, R. Merris obtained some relations among generalized matrix functions on PSD
matrices [5]. In 2017, S. Huang et. al. investigated inequalities of generalized matrix
functions on PSD matrices [2].
For any two matrices A,B, a relation between det(A + B) and det(A) + det(B) is
obtained by Cauchy-Binet formula; namely, by applying the formula to matrices
[
A I
]
and
[
I
B
]
, we derive that (cf. [4])
det(A+B) =
n∑
k=0
∑
α,β∈Ωk,n
(−1)r(α)+r(β) det(A[α | β]) det(B(α | β)), (1.1)
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where r(α) =
k∑
i=1
α(i), matrix A[α | β](resp. A(α | β)) is a submatrix of A obtained by
keeping (resp. deleting) row and column corresponding to α and β, respectively. Here,
Ωm,n = {(ω1, . . . , ωm) | 1 ≤ ω1 < · · · < ωn ≤ n}. However, to calculate the value of
det(A+ B) by this formula, we need to construct
n∑
k=0
(
n
k
)2
submatrices, even for the case
aPθ + bPτ , a linear sum of permutation matrices corresponding to σ and τ . For the case
of PSD matrices A,B, we have that [4]
dGχ (A+B) ≥ d
G
χ (A) + d
G
χ (B), (1.2)
where χ is an irreducible character. This provide only a lower bound for dGχ (A+B), but
not the exact value.
Permutation matrices have many applications and properties [4, 8]. A concept of these
matrices can be extended to generalized permutation matrices. In [6], the authors worked
with symmetric matrices constructed by permutations. These matrices can be viewed as
a sum of two generalized permutation matrices, denoted by Sσ. There exists σ ∈ Sn
such that Sσ = Pσ + Pσ−1 while d
G
χ (Sσ) < d
G
χ (Pσ) + d
G
χ (P
−1
σ ). This means that the
equality (1.2) does not hold when A,B are generalized permutation matrices. We refer to
such symmetric matrices and generalized permutation matrices as cousins of permutation
matrices.
In this paper, we pay attention to permutation matrices and their cousins. The value
of generalized matrix function of each permutation matrix is well-known. Our work is
the investigation of the formula for a generalized matrix function of a linear sum of two
permutation matrices. A simple formula is obtained for some special cases. A necessary
and sufficient condition for definiteness of these matrices is established. A result relating
to a singular value of these matrices is remarked. We also show that a linear sum of
permutation matrices satisfies the permanent dominance conjecture. Moreover, we provide
the formula to some cousins of the permutation matrices.
2. Preliminary
Let V be an n-dimensional complex vector space. Then GL(V ), the set of all bijective
linear transformations of V , is a group under composition of functions. For each finite
group G, there exists a homomorphism ρ : G→ GL(V ). A character χ of G is a mapping
from G into C defined by χ(g) = tr(ρ(g)) for all g ∈ G. A character χ of G is said to be
linear if it is a homomorphism.
For each n ∈ N, denote [n] = {1, 2, . . . , n}. A symmetric group of degree n, denoted by
Sn, is a set of all bijections on [n]. An element of Sn is called a permutation. A permutation
σ ∈ Sn is called a cycle if there exists a subset S of [n] such that Fix(σ) = [n] \ S and
for each i, j ∈ S, there exists k ∈ N satisfying j = σk(i). A cycle is called k-cycle if it
is an element of order k. For each σ ∈ Sn, it can be written uniquely as a product of
disjoint cycles (not including a 1-cycle) C1 · · ·Cr. Here, we say that σ has a cycle structure
[l1, . . . , lr, 1
F ], where Ci is an li-cycle and F is a number of fixed points of σ. In this paper,
the product of disjoint cycles not including 1-cycle is called the disjoint cycles expression.
For each subgroup G of Sn and a character χ of G, a generalized matrix function is a
3function dGχ :Mn(C)→ C defined by
dGχ (A) =
∑
σ∈G
χ(σ)
n∏
i=1
Ai σ(i),
where Ai j denote an (i, j)-entry of matrix A. By considering this formula, determinant
and permanent function are special cases of generalized matrix functions. For θ ∈ Sn,
a permutation matrix corresponding to θ, denote by Pθ, is a square matrix such that
(Pθ)θ(j) j = 1 for each j = 1, . . . , n and the other entires are zero. In other words, we say
that
(Pθ)i j =
{
1, if θ−1(i) = j,
0, otherwise.
(2.1)
In this paper, we consider a permutation matrix as (2.1). Let D be an invertible diagonal
matrix and σ ∈ Sn. A matrix G = DPσ is called a generalized permutation matrix.
For any matrix A, denote a conjugate transpose of A by A∗. A complex square matrix A
is called a hermitian matrix if A = A∗. A complex number λ is said to be an eigenvalue of
an n×n matrix A if det(λI−A) = 0. An eigenvalue of hermitian matrix is a real number.
A hermitian matrix A is said to be positive semidefinite, briefly PSD, if all eigenvalues
of A are non-negative. The permanent dominance conjecture states that, for each PSD
matrix A and a generalized matrix function dGχ , [4],
1
χ(id)
dGχ (A) ≤ per(A).
A non-negative square root of an eigenvalue of A∗A is called a singular value of A. For
any square matrix A with singular values α1, . . . , αn, we have, [3],
|dGχ (A)| ≤
1
n
n∑
i=1
α2ni , (2.2)
where χ is a linear character of a subgroup G of Sn.
Let V be an inner product space. Let V (n) denote the n-folds tensor product V ⊗· · ·⊗V .
For σ ∈ Sn, let P (σ) : V
(n) → V (n) be the permutation operator with
P (σ)(x1 ⊗ · · · ⊗ xn) = xσ−1(1) ⊗ · · · ⊗ xσ−1(n).
Define a symmetry operator T : V (n) → V (n) by
T =
∑
σ∈G
χ(σ)P (σ).
We denote x1 ∗ · · · ∗ xn := T (x1 ⊗ · · · ⊗ xn). Let x1, . . . , xn and y1, . . . , yn be a vector in
V . If A = (〈xi, yj〉), then, [3],
〈x1 ∗ · · · xn, y1 ∗ · · · ∗ yn〉 = |G|d
G
χ (A). (2.3)
3. Generalized matrix functions on a linear sum of two permutation
matrices
Let θ, τ ∈ Sn. We will evaluate the value of d
G
χ (aPθ + bPτ ), where a, b ∈ C. By the
definition of dGχ , we have
dGχ (aPθ + bPτ ) =
∑
σ∈G
χ(σ)
n∏
i=1
(a(Pθ)i σ(i) + b(Pτ )i σ(i))
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Moreover,
n∏
i=1
(a(Pθ)i σ(i) + b(Pτ )i σ(i)) = 0 if ∃i ∈ [n], σ(i) 6= θ
−1(i) and σ(i) 6= τ−1(i). (3.1)
Denote X(θ, τ) := {σ ∈ Sn | for each i ∈ [n], σ(i) = θ(i) or σ(i) = τ(i)}. By this
definition, we have X(θ−1, τ−1) = {σ−1 | σ ∈ X(θ, τ)}. Then, by (3.1),
dGχ (aPθ + bPτ ) =
∑
σ∈X(θ,τ)∩G
χ(σ−1)
n∏
i=1
(a(Pθ)i σ−1(i) + b(Pτ )i σ−1(i)).
For each σ ∈ X(θ, τ), σ(i) = θ(i) = τ(i) if and only if i ∈ Fix(θ−1τ). For pi ∈ Sn and
σ ∈ X(θ, τ), we denote Iσpi = {i ∈ [n] | σ(i) = pi(i)}. Then [n] is partitioned into the
disjoint union as follow:
(Iσθ \ I
σ
τ ) ∪ (I
σ
τ \ I
σ
θ ) ∪ (I
σ
θ ∩ I
σ
τ ) = [n]. (3.2)
Here, we have Iσθ ∩ I
σ
τ = Fix(θ
−1τ), for each σ ∈ X(θ, τ).
Theorem 3.1. Let θ, τ ∈ Sn. Suppose that θ
−1τ = C1C2 · · ·Cr is the disjoint cycles
expression. Then X(θ, τ) = {θ
∏
i∈I
Ci | I ⊆ [r]}.
Proof. Let σ ∈ X(θ, τ). We claim that, for each j ∈ [r], if Cj contains an element of I
σ
θ ,
then Cj does not contain any element of [n] \ I
σ
θ . Suppose that Cj contain k, l, where
k ∈ [n] \ Iσθ and l ∈ I
σ
θ . Then σ(k) = τ(k) and σ(l) = θ(l). Without loss of generality, we
may assume that Cj(k) = l. This implies that
θ−1σ(k) = θ−1τ(k) = Cj(k) = l.
Thus σ(k) = θ(l) = σ(l). This is a contradiction. Now, we have the claim. Suppose that
C1, . . . , Ct are all cycles containing elements of I
σ
θ . Let I = [r] \ [t]. We can evaluate that
σ(x) = θ(x) = θ
∏
i∈I
Ci(x)
if x is not contained in Ci for each i ∈ I. On the other hand,
σ(x) = τ(x) = θ
∏
i∈I
Ci(x)
if x is contained in Ci for some i ∈ I. This means that that σ = θ
∏
i∈I
Ci. Thus X(θ, τ) ⊆
{θ
∏
i∈I
Ci | I ⊆ [r]}. Conversely, let σ = θ
∏
i∈I
Ci for some I ⊆ [r]. By a similar reasoning
as above, we have σ(x) = θ(x) if x is not contained in Ci for every i ∈ I, otherwise,
σ(x) = τ(x). Thus σ ∈ X(θ, τ). 
Next, we shall evaluate the value of
n∏
i=1
(a(Pθ)i σ−1(i) + b(Pτ )i σ−1(i)), where σ ∈ X(θ, τ).
For each I ⊆ [n], we can see that∏
i∈I
a(Pθ)i σ(i)
∏
i 6∈I
b(Pτ )i σ(i) = 0 if ∃i ∈ I, σ(i) 6= θ
−1(i) or ∃i 6∈ I, σ(i) 6= τ−1(i). (3.3)
5For each subset A of Fix(θ−1τ), we denote IσA = (I
σ
θ \ I
σ
τ ) ∪A. If I is a subset of [n] such
that
∏
i∈I
a(Pθ)i σ(i)
∏
i 6∈I
b(Pτ )i σ(i) 6= 0, then, by (3.3),
σ(i) =
{
θ−1(i), if i ∈ I,
τ−1(i), otherwise.
So, (Iσθ \ I
σ
τ ) ⊆ I and (I
σ
τ \ I
σ
θ ) ⊆ [n] \ I. By (3.2),
(Iσθ \ I
σ
τ ) ⊆ I ⊆ (I
σ
θ \ I
σ
τ ) ∪ Fix(θ
−1τ).
Thus, I = IσA for some A ⊆ Fix(θ
−1τ) if
∏
i∈I
a(Pθ)i σ(i)
∏
i 6∈I
b(Pτ )i σ(i) 6= 0. Suppose that
θ−1τ = C1C2 · · ·Cr is the disjoint cycles expression. By Theorem 3.1, there exists J ⊆ [r]
such that σ = θ
∏
i ∈J
Ci. Put
tσ = n− |Fix(θ
−1σ)| and F = |Fix(θ−1τ)|. (3.4)
It is obvious that tσ−1 = tσ. Then, for each σ ∈ X(θ, τ),
n∏
i=1
(aPθ + bPτ )i σ(i) =
∑
I⊆[n]
(
∏
i∈I
a(Pθ)i σ(i)
∏
i 6∈I
b(Pτ )i σ(i))
=
∑
A⊆Fix(θ−1τ)
(
∏
i∈Iσ
A
a(Pθ)i σ(i)
∏
i 6∈Iσ
A
b(Pτ )i σ(i))
=
∑
A⊆Fix(θ−1τ)
a|I
σ
A
|bn−|I
σ
A
|
=
∑
A⊆Fix(θ−1τ)
an−tσ−|A|btσ+|A|
=
F∑
k=0
(
F
k
)
an−tσ−kbtσ+k
= an−tσ−F btσ(a+ b)F .
For a character χ of G, we have χ(σ) = χ(σ−1) for each σ ∈ G. The following consequence
is obtained immediately.
Theorem 3.2. Let θ, τ ∈ Sn and a, b ∈ C. Then
dGχ (aPθ + bPτ ) = (a+ b)
F
∑
σ∈X(θ,τ)∩G
χ(σ)an−tσ−F btσ ,
where tσ and F are defined as ( 3.4).
By using Theorem 3.2 instead of (1.1), we only need to find X(θ, τ) which contains 2r
elements, where r is the number of cycles in the disjoint cycles expression of θ−1τ .
Example 3.3. Let θ = (153)(26) and τ = (246) be permutations in S6. By direct cal-
culation, θ−1τ = (135)(24). Then X(θ, τ) = {θ, τ, (26), (153)(246)}. Then, by Theorem
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3.2,
det(


−i 0 2 0 0 0
0 0 0 0 0 2− i
0 0 −i 0 2 0
0 −i 0 2 0 0
2 0 0 0 −i 0
0 2 0 −i 0 0


) = (2− i)(−32 − i− 4i− 8) = −85 + 30i.
Let G = {σ ∈ S6 | 1, 3, 5 ∈ Fix(σ)} and χ a character of G. Here, X(θ, τ)∩G = {τ, (26)}.
For each a, b ∈ C, we have
dGχ (


b 0 a 0 0 0
0 0 0 0 0 a+ b
0 0 b 0 a 0
0 b 0 a 0 0
a 0 0 0 b 0
0 a 0 b 0 0


) = (a+ b)(χ(τ)b5 + χ((26))a2b3).
By applying this formula, for determinant and permanent functions, we only need to
consider the cycles structure of θ−1τ . Some cycle structures yield more simple results.
Corollary 3.4. For θ, τ ∈ Sn and a, b ∈ C, we have
det(aPθ + bPτ ) = sgn(θ)
∑
I⊆[r]
(−1)
|I|+
∑
i∈I
li
a
n−
∑
i∈I
li−F
b
∑
i∈I
li
(a+ b)F
and
per(aPθ + bPτ ) =
∑
I⊆[r]
a
n−
∑
i∈I
li−F
b
∑
i∈I
li
(a+ b)F ,
where [l1, l2, ..., lr , 1
F ] is the cycle structure of θ−1τ .
Corollary 3.5. For θ, τ ∈ Sn and a, b ∈ C, if θ
−1τ is an n-cycle, then
det(aPθ + bPτ ) = sgn(θ)(a
n + (−b)n) = det(aPθ) + det(bPτ )
and
per(aPθ + bPτ ) = a
n + bn = per(aPθ) + per(bPτ ).
Corollary 3.6. For θ, τ ∈ Sn and a, b ∈ C, if all r cycles in the disjoint cycles expression
of θ−1τ have the same length l, then
det(aPθ + bPτ ) = sgn(θ)(a
l + (−1)l+1bl)r(a+ b)F
and
per(aPθ + bPτ ) = (a
l + bl)r(a+ b)F .
Corollary 3.7. Let x1, . . . , xn be linearly independent vectors in C
n and X be a matrix
which i-th row is xTi . Denote X
−1 = (zij). For i = 1, . . . , n, denote yi =
n∑
i=1
(aziθ(j) +
bziτ(j))ei, we have
〈x1 ∗ · · · ∗ xn, y1 ∗ · · · ∗ yn〉 = |G|d
G
χ (aPθ + bPτ ).
7Proof. Let A = (〈xi, yj〉). Then A = aPθ + bPτ . By (2.3), the corollary holds. 
In matrix theory, lots of properties are related to PSD matrices. It is worth to remark
the following proposition.
Proposition 3.8. Let a, b ∈ C and θ, τ ∈ Sn. Then aPθ + bPτ is PSD if and only if
aPθ + bPτ = kI +mPpi, where k,m ∈ R with k ≥ |m| and pi = pi
−1.
Proof. Suppose that A = kI +mPpi, where k,m ∈ R with k ≥ |m| and pi = pi
−1. For each
x = (x1, . . . , xn)
T ∈ Cn, we have
x∗Ax =
n∑
i=1
kxixi +mxpi(i)xi =
1
2
n∑
i=1
k(xixi + xpi(i)xpi(i)) +m(xpi(i)xi + xixpi(i)).
Since k ≥ |m| and xixi+xpi(i)xpi(i) ≥ |xpi(i)xi+xixpi(i)| for each i ∈ [n], we have x
∗Ax ≥ 0.
We will prove the converse by showing that aPθ+ bPτ is PSD only if it satisfies at least
one of the following conditions:
(1) aPθ + bPτ = cI for some c ≥ 0,
(2) θ = id, τ−1 = τ and a ≥ |b|,
(3) θ−1 = θ, τ = id and b ≥ |a|,
(4) θ, τ are distinct nontrivial self-inverse with [n] = Fix(θ) ∪ Fix(τ) and a = b ≥ 0.
Suppose that aPθ + bPτ is PSD not satisfying (1)-(3). Then θ and τ are self-inverse. If
[n] 6= Fix(θ) ∪ Fix(τ), there exists i 6∈ Fix(θ) ∪ Fix(τ). This implies that
(aPθ + bPτ )ii = 0.
Note that if a diagonal entry of a PSD matrix is 0, then every entry in the row and
column containing it is also 0, [1, page 9-7], which implies that a = 0 = b. Thus [n] =
Fix(θ) ∪ Fix(τ). Since θ, τ are not identities, Fix(θ) \ Fix(τ) and Fix(τ) \ Fix(θ) are
nonempty. Let i ∈ Fix(θ) \Fix(τ) and j = τ(i). Then (i, i)-entry and (i, j)-entry are only
two nonzero entries of i-th row. Similarly, (j, i)-entry and (j, j)-entry are only two nonzero
entries of j-th row. Put
x = ei + ej and y = ei − ej .
Then
2(a+ b) = x∗Ax ≥ 0 and 2(a− b) = y∗Ay ≥ 0.
Thus a ≥ |b|. Similarly, by replacing y with z = −y = ej − ei, we have, b ≥ |a|, and thus
a = b ≥ 0. Now, we have that aPθ + bPτ satisfies at least one of the conditions. Since
each condition implies that aPθ + bPτ = kI + mPpi, where k,m ∈ R with k ≥ |m| and
pi = pi−1. 
We know that, for a character χ of a subgroup G of Sn, χ(id) ≥ |χ(σ)| for each σ ∈ Sn.
Let N = kI + mPpi, where k,m ∈ R with k ≥ |m| and pi = pi
−1. Then N is PSD by
Proposition 3.8. Let σ ∈ X(id, pi). If pi = C1 · · ·Cr, there exists I ⊆ [r] such that σ =∏
i∈I
Ci. We know that any self-inverse permutation is a product of disjoint transpositions.
This means that Ci is a transposition for each i = 1, . . . , r. Then σ = σ
−1. This implies
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that χ(σ) ∈ R and
n∏
i=1
Ni σ(i) is a positive real number. Thus
1
χ(id)
dGχ (N) =
∑
σ∈X(id,pi)∩G
χ(σ)
χ(id)
n∏
i=1
Ni σ(i)
≤
∑
σ∈X(id,pi)∩G
|χ(σ)|
χ(id)
n∏
i=1
Ni σ(i)
≤
∑
σ∈X(id,pi)
n∏
i=1
Ni σ(i)
= per(N).
We now conclude that:
Theorem 3.9. The permanent dominance conjecture holds for a PSD matrix in the form
aPθ + bPτ .
In matrix theory, many inequalities are related to singular values. Let A = aPθ + bPτ ,
where θ, τ ∈ Sn. Here, we remark the form of a singular value of A. It is obvious that
A∗ = aPθ−1 + bPτ−1 . We have that
A∗A = (|a|2 + |b|2)I + abPθ−1τ + abPτ−1θ
= (|a|2 + |b|2)I + abPθ−1τ + (abPθ−1τ )
∗.
Denote X = abPθ−1τ . Note that X
∗X = |ab|2I = XX∗. Then X and X∗ are simulta-
neously diagonalizable. If λ1, . . . , λn are eigenvalues of X, then an eigenvalue of X +X
∗
must be in the form
λj + λσ(j),
for some σ ∈ Sn. Furthermore, if θ
−1τ has a cycle structure [l1, . . . , lm], then λj = abξ,
where ξ is lk-th root of unity for some k = 1, . . . ,m. Note that X +X
∗ is hermitian. So,
λj + λσ(j) ∈ R. We have that
λj + λσ(j) = abe
iθ1 + abeiθ2 ∈ R,
where 0 ≤ θ1, θ2 < 2pi. This happens if and only if sin(θ1) = − sin(θ2). Thus, an eigenvalue
of X +X∗ is in the form 2Re(λj) which implies that (|a|
2 + |b|2 +2Re(λj))
1
2 is a singular
value of A∗A. The following proposition is received by applying (2.2).
Proposition 3.10. Let χ be a linear character of a subgroup G of Sn. For any θ, τ ∈ Sn
and a, b ∈ C,
|
∑
σ∈X(θ,τ)∩G
χ(σ)an−tσ−F btσ(a+ b)F |2 ≤
1
n
n∑
j=1
(|a|2 + |b|2 + 2Re(λj))
n,
where λ1, . . . , λn are the eigenvalues of abPθ−1τ .
This proposition is an example of matrix inequality relating to singular values and
generalized matrix functions. Many inequalities can be found in [4, 7, 8].
94. generalized matrix functions on cousins of permutation matrices
In this section, by applying some technique in the previous section, we generalized the
result to the case of block matrices.
For a permutation f on [n] and a nonnegative integers x, y, we define a function fx,y :
x+ [n]→ y + [n] by
fx,y(x+ i) = y + f(i) for each i ∈ [n].
For a function f : X → Y and g : W → Z, which X and W are disjoint, we denote
f ⊔ g : X ∪W → Y ∪ Z to be the extension of f and g.
Let a1, . . . , an, b1, . . . , bn ∈ C and θ, τ ∈ Sn. Define n × n block matrices P,Q whose
each block is an m×m complex matrix by
[P ]i j =
{
aiPθi , if j = θ(i),
0, otherwise,
and
[Q]i j =
{
biPτi , if j = τ(i),
0, otherwise,
where θi and τi are permutations in Sm for each i = 1, . . . , n. Here, [P ]i j and Pi j denote
(i, j)-block and (i, j)-entry of P , respectively. Let M = P + Q. This matrix is one of
the ways to consider a generalized permutation matrix as a block matrix. If n = 1,
M is a linear sum of two permutation matrices. We will evaluate the value of dGχ (M).
Let α =
m⊔
i=1
θi−1,θ(i)−1 and β =
m⊔
i=1
τi−1,τ(i)−1. Then α, β ∈ Smn. Now, suppose that
α−1β = C1 · · ·Cr is the disjoint cycles expression. Because Mi σ(i) = 0 if there exists
i ∈ [n] such that σ(i) is not θ−1(i) nor τ−1(i), we obtain that the index of the summand
of dGχ (M) is X(α, β) ∩ G for each subgroup G of Smn. For each σ ∈ X(α, β), denote a
subset I of [r] with σ = α
∏
i∈I
Ci by I
σ. Suppose that li is the length of Ci. We denote li,j
the number of element of {jm, jm − 1, . . . , jm−m} containing in Ci. We also denote Fj
the number of element of {jm, jm − 1, . . . , jm−m} which is a fixed point of α−1β. The
following theorem is true.
Theorem 4.1. Let χ be a character of subgroup G of Smn. Define an mn ×mn matrix
M as the above discussion. Then
dGχ (M) =
n∏
i=1
(ai + bi)
Fi
∑
σ∈X(α,β)∩G
χ(σ)
∏
i 6∈Iσ
n∏
j=1
a
li,j
j
∏
i∈Iσ
n∏
j=1
b
li,j
j .
Proof. By the similar reasoning to the discussion preceding Theorem 3.2, we have
mn∏
i=1
Mi σ(i) =
∑
I⊆[mn]
∏
i∈I
Pi σ(i)
∏
i 6∈I
Qi σ(i)
=
∑
A⊆Fix(α−1β)
∏
i∈Iσ
A
Pi σ(i)
∏
i 6∈Iσ
A
Qi σ(i)
=
∑
A⊆Fix(α−1β)
n∏
j=1
∏
i∈(Iσ
A
)j
aj(Pθj )i σ(i)
∏
i 6∈(Iσ
A
)j
bj(Pτj )i σ(i),
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where (IσA)j = I
σ
A ∩ ((j − 1)m, jm]. By the same way as we did with tσ and F in (3.4) in
the discussion preceding Theorem 3.2, we have
mn∏
i=1
Mi σ(i) =
∏
i 6∈Iσ
n∏
j=1
a
li,j
j
∏
i∈Iσ
n∏
j=1
b
li,j
j ,
which completes the proof. 
Like the index sum of the formula for dGχ (aPθ + bPτ ), the index of summand in the
formula of dGχ (M) is reduced from G to X(α, β)∩G. The value of
∏
i 6∈Iσ
n∏
j=1
a
li,j
j
∏
i∈Iσ
n∏
j=1
b
li,j
j
can be calculated directly by counting the number of elements of {jm, jm−1, . . . jm−m}
containing in each cycle of α−1β.
Example 4.2. Let
M =


0 0 −i 0 0 −2 0 0
0 −i 0 0 0 0 −2 0
0 0 0 −i −2 0 0 0
−i 0 0 0 0 0 0 −2
3 0 0 0 0 0 0 2
0 3 0 0 0 0 2 0
0 0 3 0 0 2 0 0
0 0 0 3 2 0 0 0


.
Here, we can considerM as
[
−iP(143) −2P(132)
3I 2P(14)(23)
]
=
[
−iP(143) 0
0 2P(14)(23)
]
+
[
0 −2P(132)
3I 0
]
(heart form). Comparing to Theorem 4.1, we have m = 4, n = 2, θ1 = (143), θ2 =
(132), θ3 = id, θ4 = (14)(23). We derive that
α = θ1 ⊔ θ4 = (143)(58)(67) and β = θ2 ⊔ θ3 = (153726)(48).
So, α−1β = (18)(27)(36)(45) which implies that Fi = 0, li = 2 and li,j = 1 for all i =
1, 2, 3, 4 and all j = 1, 2. In this example, a1 = −i, a2 = 2, b1 = −2, b2 = 3. By Theorem
4.1,
per(M) = (−6)4 + 4(−2i)(−6)3 + 6(−2i)2(−6)2 + 4(−2i)3(−6) + (−2i)4 = 448 + 1536i
and
det(M) = (−6)4 − 4(−2i)(−6)3 + 6(−2i)2(−6)2 − 4(−2i)3(−6) + (−2i)4 = 448− 1536i.
In [6], we introduced an n × n symmetric matrix Sθ, where θ ∈ Sn. The formula for a
generalized matrix function of Sθ were also investigated. This matrix was used to prove
a necessary and sufficient condition for the equality of two generalized matrix function on
the set of all symmetric matrices. Here, we recall the definition of Sθ. For θ ∈ Sn, Sθ is a
symmetric matrix with
(Sθ)i j =
{
1, if θ(i) = j or θ−1(i) = j,
0, otherwise.
11
A matrix Sθ can be considered as a special case of the matrix M . This fact is obtained
by putting n = 1, α = θ, β = θ−1, ai = 1 = bi if θ
2(i) 6= i, otherwise ai =
1
2 = bi.
Moreover, by the definition of Sθ, we immediately have that
dGχ (Pθ + Pθ−1) = 2
F+2tdGχ (Sθ), (4.1)
where F and t are numbers of fixed point and transpositions of θ, respectively.
For θ, τ ∈ Sn, we have that PθPτ = Pθτ . This property does not hold for Sθ and Sτ in
general, but it is also true for some pairs of permutations as we can see in the following
proposition.
Proposition 4.3. Let θ, τ ∈ Sn with each cycle from the disjoint expression of θ and each
from the disjoint expression of τ are disjoint. Then SθSτ = Sθτ .
Proof. We know that
(SθSτ )i j =
n∑
k=1
(Sθ)i k(Sτ )k j .
If i ∈ Fix(θ), then θτ(i) = τθ(i) = τ(i). So, (SθSτ )i j = (Sτ )i j = (Sθτ )i j. Suppose that
i ∈ Fix(θ)c. Since θ and τ are disjoint, θ(i), θ−1(i) 6∈ Fix(τ)c. If θ(i) = θ−1(i), then
(SθSτ )i j = (Sθ]i θ(i)(Sτ )θ(i) j . This implies that
(Sθτ )i j =
{
1, if j = θ(i),
0, otherwise.
Assume that θ(i) 6= θ−1(i). Then
(SθSτ )i j = (Sθ)i θ(i)(Sτ )θ(i) j + (Sθ)i θ−1(i)(Sτ )θ−1(i) j .
Thus
(Sθτ )i j =
{
1, if j = θ(i) or j = θ−1(i),
0, otherwise.
Because θ(i) ∈ Fix(τ), we have θ(i) = τθ(i) = θτ(i). We obtain that (SθSτ )i j = (Sθ)i j =
(Sθτ )i j . Hence SθSτ = Sθτ . 
Let pi be a cycle in Sn. Then pi
2 is a cycle if and only if an order of pi is odd. If pi is a
2k-cycle, then pi2 is a product of two k-cycles. Moreover, k is odd if and only if these two
cycles are even. By Theorem 3.2 and (4.1), this implies that
det(Spi) =


−1, if an order of pi is 2,
2, if an order of pi is odd,
−4, if an order of pi is 4k + 2 for some k ∈ N,
0, if an order of pi is 4k for some k ∈ N.
By applying Proposition 4.3, the following result holds.
Corollary 4.4. Let θ ∈ Sn. Then the decomposition of θ contains a 4m-cycle if and only
if det(Sθ) = 0. Moreover,
det(Pθ + Pθ−1) = (−1)
s+t2F+r+2(s+t),
and
det(Sθ) = (−1)
s+t2r+2s,
where F, r, s, t are numbers of fixed point, cycles of odd order, order 4k+2 for some k ∈ N,
and order 2 of θ, respectively.
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