In this study, we present a road detection method. Proposed method consists of two phases. In the first phase, a binary image is obtained by utilizing greyscale transformation and thresholding processes. In the second phase, K-Nearest Neighbours and Naive Bayes classifiers are applied on image by utilizing colour features. Road and non-road regions are determined and these two classifiers are compared with each other. Google Maps satellite images are used since they are easily accessible on the Internet. C# based software is developed for realizing and testing the methods mentioned above.
Introduction
Since the developments in satellite technology increases rapidly, various academic studies on satellite images have been carried out widely nowadays. Satellite images are used in many areas such as transportation, meteorology, geology, agriculture, regional planning etc. Road detection is one of the most important topics among them; therefore, obtaining information related to roads is a strategically important issue in urban areas. Public institutions, organizations and corporations such as hospitals, fire departments, police stations, schools etc. are connected each other by roads; consequently, analysing the existence of the roads on satellite images becomes gradually more important.
When the relevant literature is taken into consideration, it is seen that many academic studies are made on road detection and extraction by utilizing satellite images. Xu et al. [1] propose an approach to extract roads using watershed dual-thresholds algorithm and multi-weighted method. They state that proposed algorithm has a high precision and a good robustness in the various types of urban road extraction. Poullis and You [2] propose an algorithm for road networks detection and extraction. They combine perceptual grouping theory (Gabor filtering, tensor voting) and optimized segmentation techniques (global optimization using graph-cuts). Proposed system achieves a minimum success rate of an average of 69.3%. A new method is presented by Movaghati et al. [3] which merges extended Kalman filter and particle filter for road extraction. They use two different satellite images in their experiments. The correctness values of both images are 0.98 and the completeness values are 0.92 and 0.85 respectively. Yuan et al. [4] propose a road detection algorithm based on locally excitatory globally inhibitory oscillator networks. Completeness is computed as 0.83, 0.89 and 0.59 for three satellite images and correctness values are 0.71, 0.62 and 0.65 respectively. Moreover, they indicate that a comparison with other methods shows that proposed method produces very competitive extraction results. Another new method is presented by Arafat et al. [5] which detects roads using multiple simple colour space components. They state that proposed system gives good and accurate results on the main road segments. Ünsalan and Sirmacek [6] present a study to detect road networks. System consists of three phases which are probabilistic road centre detection, road shape extraction, and graph-theory-based road network formation. After graph refinement process, they calculate completeness, correctness and quality for all test images as 0.75, 0.74 and 0.59 respectively. They reveal that obtained results indicate that their system can be used in detecting the road network on relevant images in a reliable and fast manner. Peeters and Etzion [7] propose an approach based on geographic information system for urban objects recognition. They use context-based recognition for a case study and they find out the overall classification accuracy as 80.30%. A study is presented by Revathi and Sharmila [8] which extracts roads using level set and mean shift methods. They compare these methods and mean shift performs (completeness value: 98.28% and correctness value: 95.31%) better than level set method (completeness value: 93.9% and correctness value: 87.89%). Abraham and Sasikumar [9] present an approach including a wavelet based segmentation method combined with a fuzzy based intelligent system for road network extraction. According to them, acceptable accuracy for the extracted features is obtained even for degraded and poor quality images. They obtained the quality percentages of the reference images as follows: image 1 (degraded) as 78.3%, image 2 (noise unaffected) as 87.7%, image 3 (noise affected) as 84.2%, image 4 (low resolution) as 65.4%, image 5 (without blurring) as 92.1% and image 6 (with blurring) as 90.8%. Gürbüz and Alatan [10] present a study based on tubularity tracking and graph cuts for road detection. They say that the most important feature of the proposed method is its local peak detection filter and the obtained average accuracy is 74.30%. Furthermore, there are few studies which use classifiers. Inglada [11] presents a study based on support vector machines for recognition of man-made objects such as highways and railways and emphasizes that the results show the possibility of discrimination of several classes of objects with classification rates higher than 80%. Mokhtarzade and Zoej [12] propose an approach to detect roads using artificial neural networks.
Overall accuracy values are approximately higher than 90%. Das et al. [13] present an approach to extract roads using probabilistic support vector machines, salient features which are distinct spectral contrast and locally linear trajectory, segment linking and non-road regions eliminating. Final output of the proposed method's average completeness and correctness values are 89% and 93% respectively. Sırmaçek and Ünsalan [14] present a road detection approach. They use colour features and one-class classification. They calculate true positive detection performance rate for two different data sets. These are 81.64% and 66.33%. Kirthika and Mookambiga [15] propose an approach to extract road network using artificial neural network and the road detection correctness coefficient is calculated as 80.71. Shi et al. [16] propose an approach to extract urban main road centreline. Support vector machines, general adaptive neighbourhood, local Geary's C algorithms and local linear kernel smoothing regression are utilized. Method is compared with other four existing road extraction methods and it is said that the proposed method is more suitable for urban main-road centreline extraction.
This paper presents a road detection method based on classification algorithms. Proposed method consists of two phases. In the first phase, a binary image is obtained by utilizing greyscale transformation and thresholding processes. In the second phase, K-Nearest Neighbours and Naive Bayes classifiers are applied on image by utilizing colour features. As a result of these processes, road and non-road regions are determined.
Road and non-road regions such as buildings, trees etc. are shown in Fig. 1 .
Greyscale Transformation and Thresholding
When we analyse satellite images, we see that roads are brighter than other regions and after thresholding process, roads turn into white colour. In order to use this feature, we apply thresholding to images after greyscale transformation and classification process is applied only to white colour regions in order to reduce runtime.
We use Otsu thresholding method [17] . In this method, binary image is obtained using threshold value (t1). Pixels which have a value less than t1 are accepted as black and other pixels are accepted as white.
During thresholding process, red, green and blue colour values of image pixels are analysed. Differences between these colours' values are calculated separately. If one of them is higher than threshold value (t2), related pixel becomes black regardless of t1. After experimental studies, t2 is determined as 13. Also, if a pixel's all colour values is higher than threshold value (t3), related pixel becomes black regardless of t1. After experimental studies, t3 is determined as 245. By means of these two threshold values (t2 and t3), regions which have a low probability of being road are eliminated.
Road Detection
A town's satellite images are obtained from Google Maps. Little square pieces are extracted from two of them. Some of these pieces include road regions and others include non-road regions. Images which are not utilized for extracting pieces are used for road detection. Total number of pieces is 120 (60 roads, 60 non-roads) and size of a one piece is 15×15 pixels. Sample pieces are shown in Fig. 2 . (1), (2) and (3) are calculated for red-green-blue colour values as explained above. Calculated mean values are used for classification.
We use two different classifiers for road detection. One of them is K-Nearest Neighbours and other one is Naive Bayes.
K-Nearest Neighbours Classifier
K-Nearest Neighbours algorithm is performed by shifting a N×N pixels block on satellite image. Shifting process starts on (0,0) point and shifting distance is 5 pixels. Block moves 5 pixels every step as shown in Fig. 3 and blue squares denote moving block. In every step, binary image is checked firstly. If binary image's region which corresponds to block has at least 40% white colours, classification is applied on block's region. There are two classes as road and non-road. We use Euclidean distance for class selection. Block's nine mean values are calculated by utilizing (1), (2) and (3) and the closest 7 pieces are determined. If at least 6 of them are roads, block's region is classified as road.
Algorithm is carried out and calculated separately for two different block sizes. These are 15×15 and 10×10 pixels. 10×10 pixels are extracted from centre of these pieces (15×15 pixels).
Naive Bayes Classifier
Naive Bayes algorithm is performed in the same way as K-Nearest Neighbours. There is only one difference in class selection phase. We divide nine mean values into three ranges as follows: (4) (5) (6) Probabilities are calculated by utilizing these values and the block's region is classified afterwards.
Experimental Results
We evaluate proposed method on satellite images. 10 images of 390×300 pixels are used. K-Nearest Neighbours and Naive Bayes classifiers are compared with each other. Two different block sizes (15×15 and 10×10 pixels) are utilized. A sample of results is shown in Fig. 4 . Tables 1, 2 , 3 and 4 report evaluations of classifiers using completeness and correctness measures [18] . In this study, "completeness" represents the ratio of the pixel's number of the correctly extracted roads to the pixel's number of the reference roads and "correctness" represents the ratio of the pixel's number of correctly extracted roads to the pixel's number of all extracted roads. We use Google Maps to determine reference roads. Besides, we multiply results by 100 to obtain percent values. Results of Naive Bayes which are obtained using 10×10 block size are not satisfying; therefore, the results are not reported within the settings of this study. Table 4 shows the calculated averages of completeness and correctness values. Average completeness values of K-Nearest Neighbours (block size: 15×15 pixels), Naive Bayes (block size: 15×15 pixels) and K-Nearest Neighbours (block size: 10×10 pixels) are 82.87%, 59.94% and 70.90% respectively. Average correctness values of K-Nearest Neighbours (block size: 15×15 pixels), Naive Bayes (block size: 15×15 pixels) and K-Nearest Neighbours (block size: 10×10 pixels) are as follows 33.08%, 36.03% and 39.57%. 
Conclusion
Road detection is achieved by using K-Nearest Neighbours and Naive Bayes classifiers. These two classifiers and two different block sizes are compared with each other. If we use 15×15 pixel block size, K-Nearest Neighbours algorithm has well completeness than Naive Bayes algorithm but it has less ratio of correctness. When we reduce block size, correctness increases but completeness decreases for K-Nearest
