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Abstract
This work is devoted to the definition, the analysis and the implementation in
the univariate case of a new numerical method for the approximation of par-
tial differential equations solutions defined on complex domains. It couples
a smooth fictitious domain method of Haslinger et al. [Projected Schur com-
plement method for solving non-symmetric systems arising from a smooth
fictitious domain approach, Numer. Linear Algebra 14(2007) 713-739] with
multiscale approximations. After the definition of the method, error esti-
mates are derived: they allow to control a global error (on the whole domain
including the boundary of the initial complex domain) as well as an interior
error (for any sub-domain strictly included in the control domain). Nu-
merical implementation and tests on univariate elliptic problems are finally
described.
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1. Introduction
This paper is devoted to the numerical approximation of partial differen-
tial equations solutions posed on a non trivial domain. The general situation
and notations, uˇ for the solution, ω for the domain and γ for its boundary
are shown in figures 1 and 2. It is well known that for variational formula-
tions, the main difficulty lies in the construction of functional bases living on
the domain ω. For a time-dependent domain the difficulty reappears at each
time step.
To circumvent this difficulty, fictitious domain methods ([1], [2] among
many other references) have been introduced, leading to the definition of
a new problem posed on a larger but simpler domain Ω ⊃ ω, called the
fictitious domain, such that its solution u restricted to ω matches with the
solution uˇ eventually when some so-called penalization parameter goes to
zero . We summarize in the following the main difficulties encountered when
one implements a variational approximation of fictitious domain methods:
1. Since the initial equation defined on ω is used to derive the new problem
on the larger domain Ω, its coefficients have to be extended. The choice
of the extension is important since the regularity and eventually the
support of the extended coefficients play a key role in the properties of
the new equation and the numerical method used to approximate its
solution.
2. In what will be called classical fictitious domain methods, the initial
boundary condition is enforced on γ. This enforcing induces a lack
of regularity of the solution in the vicinity of the domain where it is
applied that weakens the convergence speed of the method [3].
3. Due to the presence of discontinuous coefficients or to the involvement
of trace operators, ill conditioning is a standard property of numerical
systems involved in fictitious domain methods.
4. So called inf/sup conditions [4] are usually associated to the weak for-
mulations of fictitious domain methods that constrain the spaces of
approximation involved in the implementation.
In this paper, we propose some answers to the above difficulties using
two ingredients, the smooth fictitious domain method introduced in [3] and
a multiscale approximation of wavelet type [5]. On one hand, we will show
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that the smooth fictitious domain method shifts the lack of regularity of the
solution from the initial boundary to a new control boundary allowing an
optimal convergence rate on the initial domain. On the other hand, we will
show that the multiscale approach provides suitable answers to various open
questions such as the extension procedure (1), the ill conditioning (3) and
the local refinement demand associated to point (4).
The paper is organized as follows:
In section 2, we present preliminary results on wavelet approximation.
The smooth fictitious domain method is presented in section 3. Then, the
details of our method coupling smooth fictitious domain method and wavelet
approximation is described in section 4. In section 5, we describe the numer-
ical implementation of our method and present detailed numerical results for
univariate elliptic problems in section 6. Conclusion follows in section 7.
2. Preliminary results on wavelet approximation
We refer to [6] for a general introduction on wavelets and the notations
used in the sequel. In the univariate situation, a sequence of nested approx-
imation spaces {Vj}j∈Z with additional conditions is used to build a multi-
resolution analysis of L2(R) or eventually of the Sobolev spaces Hs(R), s ∈ R.
The function φ such that the set2 {φj,k, j, k ∈ Z} is an Hilbertian basis of Vj is
called the scaling function. The orthogonal projection on Vj is called Pj. The
detail spaces between two successive approximation spaces are denoted by
Wj, i.e., Vj+1 = Vj
⊕
Wj . All is designed such that Wj = span{ψj,k, k ∈ Z}
where the function ψ is called the wavelet.
Two properties of a multi-resolution analysis will play a key role in the
following; the regularity and the order that are related to the scaling func-
tion’s smoothness and the polynomial reproduction quality of the spaces Vj .
We will refer to them again when describing the smoothness of the func-
tions in Vj and the approximation quality of space Vj, that lead to so called
Jackson and Bernstein inequalities.
We will use two constructions of wavelet bases of L2(R) leading to the
Daubechies wavelets [7] and to the spline3 wavelets [6].
2For any f ∈ L2(R) we note fjk(x) = 2
j/2f(2jx − k) its dilated (2j) and translated
(k2−j) version
3For any segmentation (xk)0≤k≤M , x0 < x1 < ... < xM , splines of order m ≥ 2 are
Cm−1 functions f such that, for each k, f |[xk,xk+1] is a polynomial of degree m− 2.
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Periodized multi-resolutions, multivariate multi-resolution analysis ob-
tained by tensorial product and adaptation to compact support wavelet con-
struction to the interval will also be used.
We are now ready to give the Jackson and Bernstein inequalities and their
corollaries [8].
Theorem 1. (Jackson inequality)
Let {Vj}j∈Z be the approximation spaces of a multi-resolution analysis of
order n; Let Ω ⊂ Rd, if f ∈ Hs(Ω), 0 < s ≤ n, then
‖f − Pjf‖L2(Ω) ≤ CJ,φΩ2
−js‖f‖Hs(Ω),
where the constant CJ,φΩ depends only on the chosen multi-resolution analy-
sis( the function φΩ stands for the scaling function on the domain Ω).
Corollary 2. Let 0 < s < t ≤ n and n be the order of the multi-resolution
analysis. If f ∈ H t(Ω), then the following estimate holds
‖f − Pjf‖Hs(Ω) . 2
−j(t−s)‖f‖Ht(Ω),
here A . B means that there exists a constant c independent of A and B
such that A ≤ cB.
Theorem 3. (Bernstein inequality)
If f ∈ Vj, then one has
‖f‖Hs(Ω) ≤ CB,φΩ2
sj‖f‖L2(Ω), 0 < s ≤ m,
where m is the multi-resolution analysis regularity. The constant CB,φΩ de-
pends only on the chosen multi-resolution analysis.
Corollary 4. Let 0 < s < t ≤ m, m be the multi-resolution analysis’ reg-
ularity and n be the order of the multi-resolution analysis. If s ≤ n and
f ∈ Vj, then
‖f‖Ht(Ω) . 2
(t−s)j‖f‖Hs(Ω).
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3. Smooth fictitious domain method; formulation and existence
results
3.1. General formulation
We consider first the different formulations of a general problem in two
dimensions even if, from section 3.2 we focus on the univariate case. We
consider a standard elliptic boundary-value problem defined on a bounded,
open domain ω ⊂ R2 equipped with Dirichlet boundary condition on its
boundary γ supposed to be Lipschitz continuous. It reads:{
−∆uˇ + νuˇ = fˇ in ω,
uˇ = g on γ,
(1)
where fˇ ∈ L2(ω) and g ∈ H1/2(γ) are given functions and ν is a positive
constant. Its variational form is derived as{
Find uˇ ∈ H1(ω), such that uˇ = g on γ and
aω(uˇ, vˇ) = (fˇ , vˇ)L2(ω) ∀vˇ ∈ H
1
0 (ω),
(2)
where the bilinear operator aω(·, ·) that maps H
1(ω)×H1(ω) to R is defined
as
aω(w, v) =
∫
ω
(∇w∇v + νwv)dx. (3)
Fictitious domain methods substitute (2) by a new problem defined on a
simpler domain Ω ⊃ ω such that, by restriction to ω and eventually extension
to the limit of some parameter (this is the case in penalization methods [2]),
one can recover the solution of the initial problem. Here the solution of the
fictitious domain method is constrained to have its trace on γ satisfying in
the weak sense the boundary condition of (2) using Lagrange multipliers.
In classical fictitious domain methods for Dirichlet boundary conditions, the
Lagrange multipliers belong then to H−
1
2 (γ) as introduced in [1]. Using
H1p (Ω) a suitable subspace of H
1(Ω) we get:

Find u ∈ H1p (Ω), λ ∈ H
−
1
2 (γ), such that
aΩ(u, v)+ < Tγv, λ >γ= (f, v), ∀v ∈ H
1
p (Ω),
< Tγu, µ >γ=< g, µ >γ, ∀µ ∈ H
− 1
2 (γ),
(4)
where < ·, · >γ denotes the duality pairing between H
1
2 (γ) and H−
1
2 (γ),
aΩ(·, ·) has the same expression as (3) substituting ω by Ω, the operator Tγ
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represents the trace operator from H1(Ω) to H
1
2 (γ) and f is an extension of
fˇ defined on Ω. In our univariate applications, H1p (Ω) will be the subspace
of periodic functions of H1[0, 1].
The following remarks are required:
Remark 3.1. • This saddle point problem involves clearly an extension
of the right-hand side term fˇ which is denoted by f . Without entering
here into the details of the analysis we expect that the regularity of this
extension constrains the regularity of the solution u and therefore the
convergence speed of any numerical method involved for the numerical
approximation of (4). The effective construction of an extension raises
various difficulties. Some of them will be addressed in section 5.2.3.
• It is well known ([9]) that, the solution of (4) suffers from a lack of
regularity along the boundary γ as soon as the Lagrange multiplier λ is
non zero.
To circumvent the second point, the so called smooth fictitious domain
method has been introduced in [3]. In this method, the Lagrange multipliers
used to enforce the boundary condition live on a control boundary Γ 6= γ
surrounding the domain ω and defining the control domain Ξ (shown in figure
1). More precisely, the smooth fictitious domain formulation reads:
Figure 1: Geometry: ω is the original domain, γ is its boundary. Γ is the control boundary
in the smooth fictitious domain method; Ξ ⊃ ω is bounded by Γ. The fictitious domain is
called Ω.
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

Find u ∈ H1p (Ω), λ ∈ H
− 1
2 (Γ), such that
aΩ(u, v)+ < TΓv, λ >Γ= (f, v), ∀v ∈ H
1
p (Ω),
< Tγu, µ >γ=< g, µ >γ, ∀µ ∈ H
−
1
2 (γ),
(5)
where TΓ stands for the trace operator from H
1
p (Ω) to H
1
2 (Γ) and < ·, · >Γ is
the pairing between H
1
2 (Γ) and its dual space H−
1
2 (Γ). If (5) has a solution
(u, λ), it is easy to check that (u, λ) satisfies, in the weak sense, the following
equations and boundary conditions:

−△u+ νu = f in Ξ ∪ (Ω\Ξ),
u = g on γ,
λ = −[
∂u
∂n
]Γ on Γ,
(6)
where n is the outward unit normal to Γ and [.]Γ denotes the normal jump
across Γ. The restriction of u on ω therefore satisfies (1) in the weak sense.
Concerning the regularity of u, the last equation of (6) shows that u is
globally constrained in the spaceH
3
2
−ǫ(Ω) as soon as the Lagrange multipliers
λ is non zero. However, on Ξ, according to (6), u ∈ Hm+2(Ξ) as soon as
f ∈ Hm(Ξ). One should notice that this situation depends directly on the
smoothness of the extension of f in Ω \ω. Moreover, equation (5) provides a
smooth extension of the solution of (1) on Ξ. This solution is smoother than
the restriction to Ξ of the solution of the classical fictitious domain method
(4) that indeed belongs to H
3
2
−ǫ(Ξ) due to the discontinuity of ∂u
∂n
on γ.
Therefore, one can expect that locally faster convergence of the numerical
methods can be reached (see the next sections).
This advantage of the smooth fictitious domain method is however not
given for free: indeed, it appears that there does not exist solution (u, λ) ∈
H1(Ω)×H−
1
2 (Γ) for arbitrary (f, g) ∈ L2(Ω)×H
1
2 (γ). Indeed, if this was the
case, classical interior estimates for elliptic equations show that u ∈ H2(O)
for any open subset of O ⊂ Ξ and ,among them, for any subset containing ω.
Therefore , according to the trace theorem on the interior of O, the trace of
u on γ belongs to H
3
2 (γ). This is not compatible with the initial hypothesis
g ∈ H
1
2 (γ).
J.Haslinger and co-authors [3] indeed pointed out that the problem (5)
is related to the controllability of the initial problem. A classical result of
control theory asserts that the system controllability is only approximative,
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that means that the smooth fictitious domain method resulting problem has
a solution only when g belongs to a dense subset of H
1
2 (γ). As it is shown
in the next section the situation is simpler in the univariate case.
3.2. Specific analysis for the univariate case
We analyze the univariate version of problem (5) in the framework of
existence of solution for generalized saddle point problem [10]. Assuming
that Ω = [0, 1], ω =]a, b[, Ξ =]a′, b′[ with 0 < a′ < a < b < b′ < 1 as shown
in figure 2, the formulation (5) is specified as follows:
Figure 2: Geometry in 1D


Find u ∈ H1p [0, 1], λ = (λ1, λ2) ∈ R
2, such that
aΩ(u, v) + λ1v(a
′) + λ2v(b
′) = (f, v), ∀v ∈ H1p [0, 1],
u(a) = g(a), u(b) = g(b).
(7)
For convenience in the sequel, we note
Lσ1 = {u ∈ H
1
p (Ω) such that u|∂ω = σ, i.e, u(a) = σ(a), u(b) = σ(b)},
Lσ2 = {u ∈ H
1
p (Ω) such that u|∂Ξ = σ, i.e, u(a
′) = σ(a′), u(b′) = σ(b′)}.
(8)
By Proposition 7.1.4 [11], it is well-known that problem (7) can be written
as :
Find u ∈ Lg1, such that aΩ(u, v) = (f, v), ∀v ∈ L
0
2. (9)
Existence and uniqueness of the solution of (9) depends on the existence of
a positive constant δ such that
sup
v∈L0
2
aΩ(u, v)
‖v‖H1p(Ω)
≥ δ‖u‖H1p(Ω), ∀u ∈ L
0
1. (10)
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Remark 3.2. In the classical fictitious domain method, the equation equiva-
lent to (10) is obtained inserting L01 = L
0
2. Since aΩ is coercive the condition
is trivially satisfied.
Without loss of generality, we focus on a simplified version of (10) in-
volving H1r = {u ∈ H
1[0, 1]|u(1) = 0}, H1l = {u ∈ H
1[0, 1]|u(0) = 0} and
aΩ(u, v) = (u, v)H1(Ω). We then have the following lemma:
Lemma 5. For any u ∈ H1r , there exists a positive constant c such that
sup
v∈H1
l
(u, v)H1(Ω)
‖v‖H1(Ω)
≥ c‖u‖H1(Ω), ∀u ∈ H
1
r . (11)
Proof:
By Lax-Milgram theorem, there exists a unique element Tu ∈ H1l such that
(Tu, v)H1(Ω) = (u, v)H1(Ω), ∀v ∈ H
1
l . (12)
Moreover, Tu− u satisfies

−(Tu− u)′′ + (Tu− u) = 0,
(Tu− u)(0) = −u(0),
(Tu− u)′(1) = 0.
(13)
A direct calculation gives Tu = u + Aex + Be−x, with A = − u(0)
1+e2
and
B = −u(0)e
2
1+e2
, moreover,
‖Tu‖2H1 = ‖u‖
2
H1 −
e2 − 1
e2 + 1
(u(0))2. (14)
Since
∫ 1
0
u′(x)dx = −u(0), we have |u(0)| ≤ ‖u‖H1. Using this inequality in
(14),
‖Tu‖H1(Ω) ≥ c‖u‖H1(Ω), (15)
with c =
√
2
e2+1
. Finally,
sup
v∈H1
l
(u, v)H1(Ω)
‖v‖H1(Ω)
≥
(u, Tu)H1(Ω)
‖Tu‖H1(Ω)
≥ c‖u‖H1(Ω),
that concludes the proof.
Following [10], lemma 5 leads to the following theorem:
Theorem 6. In the univariate situation, there exists a unique solution to
(7) and the initial problem has exact controllability.
9
4. Wavelet approximation
Following [12], we choose a Petrov-Galerkin and a wavelet-vaguelet method
to discretize (5). We denote by {UΩj }j∈Z a m ≥ 1 regular and n ≥ 1 order
orthogonal multi-resolution of H1p [0, 1], the subset of H
1[0, 1] of periodic el-
ements. We define V Ωj = (−△ + νI)
−1UΩj , j ∈ Z. The family {V
Ω
j }j∈Z
is a bi-orthogonal multi-resolution spanned by vaguelets that inherits the
important properties of classical multi-resolution by keeping the vanishing
moments and decrease property of its natural bases, as seen in [13]. Simi-
larly, QΓj′(resp. Q
γ
j′′) is am
′ ≥ 1(resp. m′′ ≥ 1) regular and n′ ≥ 1 order(resp.
n′′ ≥ 1) orthogonal multi-resolution of H−1/2(Γ)(resp. H−1/2(γ)).
The discretized problem then reads:

Find uj ∈ U
Ω
j , λj′ ∈ Q
Γ
j′, such that
aΩ(uj, vj)+ < TΓvj , λj′ >Γ= (f, vj) ∀vj ∈ V
Ω
j ,
< Tγuj, µj′′ >γ=< g, µj′′ >γ ∀µj′′ ∈ Q
γ
j′′.
(16)
The existence of a unique solution (uj, λj′) to (16) is here taken for granted.
It will be proved in Section 5.3, Remark 5.1.
4.1. Global error estimate
According to [12], the approximation error u − uj satisfies the following
global error estimate:
If u ∈ Hs(Ω), 0 < s ≤ n, λ ∈ Hs
′
(Γ), 0 < s′ ≤ n′, then
‖u− uj‖H1(Ω) . 2
−j(s−1)‖u‖Hs(Ω) + 2
−j′s′‖λ‖Hs′(Γ) (17)
and
‖u− uj‖L2(Ω) . 2
−js‖u‖Hs(Ω) + 2
−j′s′‖λ‖Hs′(Γ). (18)
4.2. Interior error estimate
The above estimates involve the full space Ω and are therefore called
global estimates. In our approach involving Lagrange multipliers on the
control boundary Γ, as well as in the classical fictitious domain method where
the Lagrange multipliers have support on γ, the regularity of the solution u is
limited toH
3
2
−ǫ, for all ǫ > 0 as soon as the Lagrange multipliers are non zero.
However, on any open set O with no intersection with the boundary where
the normal derivative gets a jump, it is a classical result that u ∈ Hm+2(O)
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if f ∈ Hm(O). In the smooth fictitious domain method this is true for any
open subset of Ξ. This local high regularity of the solution suggests that one
can get for compact support approximation methods a better local rate of
convergence of the approximation. Indeed, it has been shown by S.Bertoluzza
[9] that a Galerkin method based on compactly supported wavelets satisfies
the general assumptions, related to the discretization spaces, sufficient to
ensure some so called interior error estimate as derived in [14].
The proof involves two key ingredients: the compact support property
of the involved wavelet basis and the multi-resolution regularity and order
under which the Jackson and Bernstein type inequalities and norm equiva-
lences follow. In our case, due to the implementation of a Petrov Galerkin
method and since the operator −△ + νI is non-homogeneous, the basis of
the discretization space V Ωh is not compactly supported and any interior error
estimate can not be reached by a direct generalization of [9].
However, we will be able to derive an error estimate comparable to the
one in [9] using two steps: first, modifying the right-hand side term of (1),
we will show that the solution uˇ is also solution of another problem involving
a homogeneous operator. A Petrov Galerkin method involving compactly
supported bases and the generalization of the results of [9] can be derived,
leading to lemma 7; second, the comparison of the approximated solutions
for the two problems allows to derive a new result (theorem 10). This result
involves the distance between the initial boundary and the control bound-
ary, a parameter that indeed appears naturally in our numerical results (see
section 6).
Step 1: New problem and corresponding interior estimate
Starting from the extension of (1) on [0, 1], we first consider the following
problem: 
 −
∂2
∂x2
u¯ = f¯ , in [0, 1],
u¯(a) = g(a), u¯(b) = g(b),
(19)
where the right-hand side term is defined through its Fourier transform4 as
ˆ¯fk =
4π2ξ2fˆk
ν+4π2k2
.
4for all f ∈ L2(]0, 1[) its Fourier transform is defined as for all k ∈ Z, fˆk =∫ 1
0 f(x)e
−i2pikxdx; for all f ∈ L2(R), fˆ(ξ) =
∫
R
f(x)e−iξxdx.
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Applying the smooth fictitious domain method to (19) with Ξ =]a′, b′[⊃
]a, b[ leads to the following problem:

Find u¯ ∈ H1p [0, 1], λ¯ = (λ¯1, λ¯2) ∈ R
2, such that
a1(u¯, v¯) + λ¯1v¯(a
′) + λ¯2v¯(b
′) = (f¯ , v¯), ∀v¯ ∈ H1p [0, 1],
u¯(a) = g(a), u¯(b) = g(b),
(20)
where a1(u¯, v¯) =
∫ 1
0
∂u¯
∂x
∂v¯
∂x
dx.
We introduce
U
[0,1]
j = span{φj0,k, ψl,k, k ∈ Z, j0 ≤ l < j},
where we assume that all the functions φj0,k, ψl,k satisfy a dilation-translation-
compact-support condition that reads:
there exists a constant N such that for any k ∈ Z
suppφj0,k ⊂ [(k −N)2
−j0 , (k +N)2−j0],
suppψl,k ⊂ [(k −N)2
−l, (k +N)2−l].
This condition is satisfied as soon as these functions are obtained by dilations
and translations of compactly supported functions φ and ψ. Moreover we
assume that the spaces {U
[0,1]
j }j∈Z constitute a multi-resolution analysis f
L2[0, 1] of regularity m and order n.
Following the implementation of the Petrov-Galerkin method [12] leads
to consider the function ϕ defined by ϕˆ(ξ) = sin2(2πξ)φˆ(ξ) as well as the
functions
θ˜l,k(x) = (−
∂2
∂x2
)−1ψl,k,
ϑ˜j0,k(x) = (−
∂2
∂x2
)−1ϕj0,k,
that generate the space
V¯
[0,1]
j = span{ϑ˜j0,k, θ˜l,k, k ∈ Z, j0 ≤ l < j}.
Therefore the discretization form of (20) reads:

Find u¯j ∈ U
[0,1]
j , λ¯j = (λ¯j,1, λ¯j,2) ∈ R
2, such that
a1(u¯j, v¯j) + λ¯j,1v¯j(a
′) + λ¯j,2v¯j(b
′) = (f¯ , v¯j), ∀v¯j ∈ V¯
[0,1]
j ,
u¯j(a) = g(a), u¯j(b) = g(b),
(21)
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Note that, as mentioned in [15], the two spaces U
[0,1]
j and V¯
[0,1]
j are both
generated by compactly supported bases of wavelets or vaguelets.
We then have the following Lemma:
Lemma 7. Let ω0 ⊂ ω1 ⊂ [0, 1], u¯ ∈ H
l
p[0, 1], u¯h ∈ U
[0,1]
j and p be a non-
negative integer, arbitrary but fixed. The approximation space V¯
[0,1]
j is con-
structed as previously. Then there exists j˜, for all j0 > j˜, we have
‖u¯− u¯h‖s,ω0 . 2
−j(l−s)‖u¯‖l,ω1 + ‖u¯− u¯h‖−p,ω1, 1 ≤ l ≤ n, s = 0, 1,
where n denotes the order of the multi-resolution analysis U
[0,1]
j .
Proof:
The proof mimics the ones of Theorem 5.1 [14] and Theorem 2.1 [9]. The
essential ingredients are the compact support property of the bases of U
[0,1]
j
and V¯
[0,1]
j and the fact that the spaces V¯
[0,1]
j are generated by vaguelets and
therefore inherits the essential properties of a classical multi-resolution anal-
ysis which ensure that the Jackson estimate, Bernstein estimate and norm
equivalence hold.
Step 2: Comparison of the two approximate solutions
We recall that the weak formulation of problem (1) is

Find u ∈ H1p [0, 1], λ = (λ1, λ2) ∈ R
2, such that
a2(u, v) + λ1v(a
′) + λ2v(b
′) = (f, v), ∀v ∈ H1p [0, 1],
u(a) = g(a), u(b) = g(b),
(22)
where a2(u, v) =
∫ 1
0
(νuv + ∂u
∂x
∂v
∂x
)dx. As above we introduce
θl,k(x) = (−
∂2
∂x2
+ νI)−1ψl,k(x),
ϑj0,k(x) = (−
∂2
∂x2
+ νI)−1ϕj0,k(x),
and the approximation space
V
[0,1]
j = span{ϑj0,k, 0 ≤ k ≤ 2
j0 − 1, θl,k, j0 ≤ l ≤ j − 1, 0 ≤ k ≤ 2
l − 1}.
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The discrete form of (22) is now

Find uj ∈ U
[0,1]
j , λj = (λj,1, λj,2) ∈ R
2, such that
a2(uj, vj) + λj,1vj(a
′) + λj,2vj(b
′) = (f, vj), ∀vj ∈ V
[0,1]
j ,
uj(a) = g(a), uj(b) = g(b).
(23)
The comparison of uj, the solution of (23) and u¯j, the solution of (21) will
provide the expected result. First, we recall from [6] the following Lemma
about the decay of the functions θl,k(x) and ϑj0,k(x).
Lemma 8. ([6]) With θl,k and ϑj0,k previously defined, the following in-
equalities hold for any q ≥ n where n is the order of the multi-resolution:
|22lθl,k(x)| .
2l/2
(1 + 2l|x− k|)q
,
|22j0ϑj0,k(x)| .
2j0/2
(1 + 2j0|x− k|)q
.
We have also the following inequality:
Lemma 9. Let u, u¯, ϕ be defined as previously, then∑
0≤k≤2j0−1
|(u− u¯, φj0,k)|
2 .
∑
0≤k≤2j0−1
|(u− u¯, ϕj0,k)|
2.
Proof:
The definition of ϕj0,k implies that we have∑
k
(u− u¯, ϕj0,k)φj0,k = −
1
4
∑
k
(u− u¯, φj0,k+2 − 2φj0,k + φj0,k−2)φj0,k
= −
1
4
∑
k
(u− u¯, φj0,k)(φj0,k+2 − 2φj0,k + φj0,k−2)
=
∑
k
(u− u¯, φj0,k)ϕj0,k
=
d2
dx2
∑
k
(u− u¯, φj0,k)̥j0,k
14
where d
2
dx2
̥j0,k = ϕj0,k and ˆ̥ j0,k(ξ) = −
φˆj0,k(ξ)sin
2(2πξ/2j0 )
(2πξ)2
. Let us note f0 =∑
k∈Z(u − u¯, φj0,k)̥j0,k and f1 =
d
dx
f0. Then,
d
dx
f1 =
∑
k(u − u¯, ϕj0,k)φj0,k.
Applying Poincare´ inequality leads to
∑
k
|(u−u¯, φj0,k)|
2 . ‖f0‖
2
L2[0,1] . ‖f1‖
2
L2[0,1] . ‖
df1
dx
‖2L2[0,1] .
∑
k
|(u−u¯, ϕj0,k)|
2
using the fact that {̥j0,k}k is a Riesz basis (theorem 2.2 [13]) and that
{φj0,k}k is an orthonormal basis, that concludes the proof.
We are now ready to give the main theorem of this section concerning the
interior error estimate.
Theorem 10. Let us consider U
[0,1]
j , V
[0,1]
j and V¯
[0,1]
j constructed as previ-
ously and Ξ =]a′, b′[⊂ [0, 1], ω0 =]a0, b0[⊂ Ξ, ω0 ⊂ ω1 ⊂ [0, 1]. Let us assume
that the multi-resolution {U
[0,1]
j }j∈Z is of order n and that p is a nonnegative
integer, arbitrary but fixed. If u¯ ∈ H lp[0, 1] and u ∈ H
1
p [0, 1], then there exists
j˜ such that for all j0 > j˜, for all q ≥ n
‖u− uh‖1,ω0 . 2
−j(l−1)‖u¯‖l,ω1 + ‖u¯− u¯h‖−p,ω1 + 2
−qj0d−q, (24)
where d = min{|a′ − a0|, |b
′ − b0|}, l ≤ n.
Proof:
We use the triangle inequality to get
‖u− uh‖1,ω0 ≤ ‖u− u¯‖1,ω0 + ‖u¯− u¯h‖1,ω0 + ‖u¯h − uh‖1,ω0.
Then by the norm equivalence for wavelet decomposition [8], we have the
upper bound of ‖u− u¯‖1,ω0 ,
‖u− u¯‖1,ω0 . (
∑
k
|(u− u¯, φj0,k)|
2 +
∑
l≥j0
∑
k
22l|(u− u¯, ψl,k)|
2)1/2
. (
∑
k
| − λ1ϑj0,k(a
′)− λ2ϑj0,k(b
′) + λ¯1ϑ˜j0,k(a
′) + λ¯2ϑ˜j0,k(b
′)|2
+
∑
l≥j0
∑
k
22l| − λ1θl,k(a
′)− λ2θl,k(b
′) + λ¯1θ˜l,k(a
′) + λ¯2θ˜l,k(b
′)|2)1/2,
where the second inequality is deduced from (22), (20) and Lemma 9. Note
that since φj0,k and ψl,k are compactly supported, the number of terms ap-
pearing in the sum is finite. When the coarsest approximation level j0 is
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large enough, ϑ˜j0,k(a
′), ϑ˜j0,k(b
′), θ˜l,k(a
′) and θ˜l,k(b
′) are equal to 0 as d > 0.
For the point values of functions ϑj0,k and θl,k at a
′ and b′, we use lemma 8
to get
‖u− u¯‖1,ω0 . (
∑
k
|
2j0/2
24j0d2
|2 +
∑
l≥j0
∑
k
22l|
2l/2
2(n+2)ldn
|2)1/2
. 2−qj0d−q.
We use the same method to get the upper bound of the term ‖u¯h − uh‖1,ω0.
Combined together with lemma 7, we have
‖u− uh‖1,ω0 . 2
−j(l−1)‖u¯‖l,ω1 + ‖u¯− u¯h‖−p,ω1 + 2
−qj0d−q,
that concludes the proof.
Following the same track we get also
‖u− uh‖0,ω0 . 2
−jl‖u¯‖l,ω1 + ‖u¯− u¯h‖−p,ω1 + 2
−j0(1+q)d−q.
Remark 4.1. • A consequence of (24) is that the distance between the
control boundary and original boundary influences the error estimate.
However, when the parameter p and q are chosen large enough, the last
two terms on the right-hand side of (24) become negligible. This leads
to an optimal convergence rate.
• For the bivariate case, the track of the above proof can not be followed.
Indeed point values are replaced by trace and scalar product on the con-
trol boundary. The generalization of theorem 10 to bivariate situations
is still an open question.
5. Numerical implementation
5.1. Approximation spaces
In this section, we describe the approximation spaces used in our univari-
ate simulations with Ω = [0, 1], ω =]a, b[ and Ξ =]a′, b′[.
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5.1.1. Multi-resolution of H1p [0, 1]
Spline multi-resolution has been used for the approximation of H1p [0, 1].
We refer to [16] for the construction of orthonormal splines wavelets of order
m. Explicit expressions for φˆ(ω), ψˆ(ω) are provided including there expansion
in terms of translated versions of the basic spline function Bm(x).
5
5.2. Approximation of operators
5.2.1. Elliptic operator
In addition to the initial basis of H1p [0, 1], the Petrov-Galerkin method
involves the bi-orthogonal bases constructed applying the operator (νI− ∂
2
∂x2
)
as explained in the previous section. These bases are explicitly constructed
using the Fourier transform.
5.2.2. Trace operator
The value of a basic spline function Bm(x) on any point of its compact
support can be reached explicitly thanks to the classical relation recalled in
footnote 5. Since, moreover spline scaling functions φjk and wavelets ψ
j
k are
explicitly known in terms of the basic spline function, the computation of
their value at any position and therefore of their trace is a simple and fast
routine.
It has been shown in [17] that, up to any precision, there exists an index r
such that the space V j+r contains the bi-orthogonal functions θjk. Therefore,
their trace can also be evaluated fast.
5.2.3. Extension operator
The numerical construction of an efficient extension operator from a set
of functions defined on ω to a suitable set of functions defined on Ω ⊃ ω
is constrained by different requirements. More precisely, if we denote this
extension operator EΩω : fˇ ∈ F (ω) 7→ f = E
Ω
ω (fˇ) ∈ F (Ω) with f |ω = fˇ ,
these constraints are:
1. The smoothness of f must be of same order as the smoothness of f ,
2. The support of f must be as small as possible,
5 

B1(x) = χ[0,1],
Bm(x) =
x
m− 1
Bm−1(x) +
m− x
m− 1
Bm−1(x − 1).
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3. The decomposition of f on a suitable basis of F (Ω) must be obtained
fast from the decomposition of fˇ on a suitable basis of F (Ω).
The importance of the smoothness requirement has been emphasized ear-
lier. Constraints 2. and 3. are directly linked to the efficiency of the nu-
merical implementation. An extension operator satisfying 1. and eventually
2. in specific situations, using Fourier expansion has been proposed in [18].
In [19], a new extension operator based on compactly supported basis of a
multi-resolution analysis on the interval [20] has been derived. We provide
the sketch of this extension in the sequel of the subsection for the univariate
situation and ω =]a, b[⊂ Ω = [0, 1].
Up to some rescaling and interpolation, the extension problem in our
approximation framework consists in the following question: Knowing the
expansion of a function fˇ in a finite number of elements of a compactly
supported wavelet basis of L2[0, 1], is it possible to construct a compactly
supported function fe and, more precisely its expansion in a finite number of
elements of a compactly supported Daubechies wavelet basis of L2(R) such
that the restriction of fe on [0, 1] coincides with f .
Coming back to the construction of compactly supported wavelet bases
on the interval defined in [21], it turns out that for scale parameter j ≥ 0
in the case of Daubechies wavelet basis, the scaling functions generating the
approximation space V
[0,1]
j can be written explicitly as:
φˇ
[0,1]
j,k =
N+2j∑
m=−N
ηj,km φj,m|[0,1], (25)
where the coefficients ηj,km are given in the construction. Clearly, remov-
ing the restriction to [0, 1] in the right-hand side term of (25) provides a
compactly supported function of the space V Rj coinciding with φˇ
[0,1]
j,k on [0, 1].
In the sequel, we illustrate a comparison between this extension procedure,
called MRA method, and another one, called spectral method, described in
[18] and using Fourier approximation. In figure 3, the two extensions are
constructed starting from the samplings at rate h = 2−6 of the restriction of
the function f(x) = sin(2πx) on ]a, b[=]0, 0.5[. The main difference between
these two methods lies in the unknown parameters computed: the unknown
grid point values in the spectral method and the scaling coefficient in MRA
method. We denote f s resp. fM the extension obtained by spectral and MRA
method respectively. The function f s is of period 1 on R. Due to the com-
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pact support of Daubechies wavelet, fM is moreover compactly supported.
More precisely, in our case with N = 10, suppfM ⊂ [−0.3125, 0.8125].
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
x
y
Figure 3: Function fˇ on initial domain ω, denoted by solid line, and extended func-
tions using spectral and MRA methods. The sampling points belong to the set I =
{(xi, f(xi))|xi ∈ [0, 0.5], xi = ih, h = 1/2
6} (on the left of the vertical line). The dashed
line represents the extended function f s obtained using the spectral method with p = 1,
corresponding to a minimization procedure in H2[0, 1]. The dash-dotted line is the ex-
tended function fM using the MRA method with N = 10; fM ∈ C2[0, 1].
5.3. Numerical system and resolution
Let us define uj =
∑2j−1
k=0 (Uj)kφ
j
k, Λj′ = (λ1, λ2). The matrix form of (16)
reads: 

Find Uj ∈ R
2j ,Λj′ ∈ R
2, such that(
I C
D 0
)(
Uj
Λj′
)
=
(
Fj
Gj
)
(26)
with
(Fj)k =
∫ 1
0
f(x)θjk(x)dx,
C =


θ
j
0(a
′) θj0(b
′)
θ
j
1(a
′) θj1(b
′)
...
...
θ
j
2j−1(a
′) θj2j−1(b
′)

 ,
D =
(
φ
j
0(a) φ
j
1(a) · · · φ
j
2j−1(a)
φ
j
0(b) φ
j
1(b) · · · φ
j
2j−1
(b)
)
,
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and
Gj =
(
u(a)
u(b)
)
.
Resolving this system (26) using Uzawa algorithm reads,

Find Uj ∈ R
2j ,Λj′ ∈ R
2, such that
(DC)tDCΛj′ = (DC)
tDFj − (DC)
tGj ,
Uj = Fj − CΛj′.
The next theorem provides bounds for the condition number of (DC)tDC
proving that this system is well-conditioned.
Theorem 11. The matrix (DC)t(DC) satisfies the following estimate: ∃0 <
K1, K2 < +∞ such that for all w = (w1, w2) ∈ R
2
K1(w,w)l2 ≤ ((DC)
t(DC)w,w) ≤ K2(w,w)l2.
and therefore, for all j, cond2((DC)
t(DC)) ≤ K2
K1
.
Proof:
It mimics the proof of theorem 3.1 in [12] with an embedding theorem in 1D
[11]. See [19] for details.
Remark 5.1. A direct consequence of Theorem 11 is that (DC)t(DC) is
positive definite. Therefore system (26) is invertible and the problem (16)
has a unique solution.
6. Numerical results
6.1. Comparison between smooth and classical multi-resolution-fictitious do-
main methods
We consider problem (1) with the following choices: ν = 1
4π2
, ω =]0.2, 0.5[,
uˇ = 4x2sin(2πx) and therefore fˇ = (−△ + νI)uˇ and gˇ = uˇ|γ. The fictitious
domain is Ω =]0, 1[ and the control domain is Ξ =]0.1, 0.7[. Splines of order
4 and scale j = 8 are used. Figure 4 shows the numerical results obtained
using the smooth (SFDM) and classical (CFDM) fictitious domain methods.
Figure 5 shows the error versus j in semi-logarithmic scale for different source
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term extensions f . For the classical methods the rate is limited by −3
2
. For
the smooth method a high convergence rate is reached, exceeding the result
proven in our interior error estimate; it corresponds to a super convergence
phenomena for multi-resolution methods that has already been observed, for
instance in [17]. Note that, as expected, the smoothness of the extension
plays an important role in the error decay.
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Figure 4: Numerical solution reached using classical (CFDM), denoted by dotted line, and
smooth (SFDM) multi-resolution fictitious domain methods, denoted by solid line, using a
constant extension compared to exact solution(denoted by dashed line). The solid vertical
bounds the original domain ω while the dashed one bounds the control domain Ξ.
6.1.1. Condition number
The condition numbers of the iterative matrix (DC)t(DC) for different
values of the scale j is given in Table 1. As expected, they are numerically
independent of the scale.
Table 1: condition number of matrix (DC)tDC
j cond2(DC)
tDC
5 4.8525
6 4.8494
7 4.8496
8 4.8496
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Figure 5: Error ||u − uj || in norm L
2(ω) and H1(ω) versus j in semi-logarithmic scale.
The circles stand for SFDM while cross stand for CFDM. The solid (L2(ω)) and dashed
(H1(ω)) lines are the least square fits. On the left figure, the slopes from upper to bottom
are -1.1045,-1.0431,-3.8677,-3.1136 while they are -1.1677,-1.1062,-6.1177,-5.8137 on the
right figure.
6.1.2. Influence of the distance between ω and Ξ on the error rate
To evaluate the effect of the distance d between the boundary of ω and
these of Ξ on the error rate, we consider Problem (1) with ν = 1
64π2
and an
exact solution uˇ = x4− 2x3+12x2−x+1 on ω =]0.4, 0.5[, fˇ = (−△+ νI)uˇ,
gˇ = uˇ|γ . Three different control domain are used, Ξ =]0.3, 0.6[, Ξ =]0.2, 0.7[
and Ξ =]0.1, 0.8[ corresponding to d = 0.1, 0.2 and d = 0.3. Figure 6 shows
the error in L2(ω) versus j in semi-logarithmic scale for different Ξ when f
is a constant or C∞ extension. As expected, the smoother is f , the faster is
the decay of the error.
7. Conclusions
In this paper, we proposed and analyzed a new method which combines
multi-resolution approximation and smooth fictitious domain method for el-
liptic problems. A full analysis has been performed in the univariate sit-
uation: proof of the existence and uniqueness of the solution and its ap-
proximation, definition and estimates of global and interior errors. A com-
plete numerical method involving extension operator approximation has been
provided. Compared to a classical fictitious domain method, a higher con-
vergence rate is proved and various numerical advantages are exhibited on
different tests.
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Figure 6: The error in norm L2(ω) versus scale j with different Ξ in semi-logarithmic
scale. We use circle, square, pentagram to denote the error using Ξ =]0.3, 0.6[, Ξ =
]0.2, 0.7[, Ξ =]0.1, 0.8[ respectively. The solid, dash-dotted, dotted lines stands for their
corresponding least square fits. On the left figure, the solid, dash-dotted, dotted line are
of slope −5.2453,−5.4576,−6.2575. On the right figure, the solid, dash-dotted, dotted
lines are of slope −5.7449,−10.0684,−10.6624.
In multidmension, the smooth fictitious domain method is well posed only
for specific boundary conditions belonging to a dense subset of H
1
2 (γ) and
the analysis of section 3 can not be generalized. However, our experience is
that numerical approximation can be generalized in multidimension and our
conjecture is that the convergence follows our results proved in the univariate
case, including interior estimates; various numerical results can be found in
([19]).
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