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Abstract
In this work, we construct an iterated forcing of an Aspero and Mota type assuming the 
continuum hypothesis (CH).  It iteratively forces fast functions from the first uncountable cardinal 
into itself.  The length of the iteration is exactly the second uncountable cardinal.  In the iteration, 
we know that the posets have no antichains of the size of the second uncountable cardinal and are 
proper in an extended sense than that of Shelah.
Moreover, when compared with the second uncountable cardinal, the first poset in the 
iteration has a very large size and adds a morass-type structure and new reals.  We know that the 
poset preserves CH owing to Aspero and Mota.  Their argument dif fers from counting the 
number of the appropriate names of the reals.
Additionally, in the iteration, we show that the posets strictly between the first and last also 
preserve CH.  This is shown by lifting relevant isomorphisms between countable elementary 
substructures of transitive set models of fragments in set theory.  Thus this generalizes the 
argument of Aspero and Mota.  The last poset in the iteration enlarges the continuum to be equal 
to the second uncountable cardinal.
Introduction
In Theorem 4.1  of [S, p.118], let us set κ＝ω2.  By assuming the continuum hypothesis (CH), 
we observe that Shelah considered countable support (CS) iterations of length ω2.  We also 
obseve that each proper initial segment of the CS iterations preserves CH provided that each 
iterand is proper and has a size of at most ω1.  Thus, a coherant family of dense subsets of size 
ω1 is formed, and the numbers of appropriate names of the reals are counted while showing the 
preservation.
Assuming CH in [AM], Aspero and Mota constructed an iterated forcing of length κ.  In 
their iteration, each condition comprises two parts; a symmetric system with markers and a 
working part.  In CS iterations, each condition has only one part, i.e., a working part.  In [A], 
Aspero revealed, among others, that CH is preserved by the first stage of their iteration [AM]. 
The argument differs from counting the number of appropriate names of the reals.  Further, 
the first stage of the iteration has a size larger than ω2.
In addition, we consider an iterated forcing of length ω2.  This is of an  Aspero and Mota type 
but dif fers from [AM].  Our iteration iteratively forces fast functions from ω1 to ω1. 
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Furthermore, we show that each proper initial segment of  our iteration preserves CH by lifting 
relevant isomorphisms between two elementary substructures. 
This parallels [S, p. 118] (with κ＝ω2) with respect to an Aspero and Mota type iteration of 
length ω2.  We constructed an iterated fast functions forcing along the line of [AM] using a 
simpler formulation in [M1].  Further, we also constructed an iterated forcing along the line of 
this paper in [M2]. 
We would like to thank the people in Kobe Set Theory Seminar for valuable comments.
Preliminary
Lemma. Let κ ＝ ω2 specifically. Let P be a poset such that P ⊆ Hω2 and P has the ω2-cc. 
Then for every P-name τ, there exists a P-name π such that
(1) π ∈ Hω2.
(2) ‖‒P “If τ is hereditarily of a size less  than κ, i.e., τ ∈ HκV
[ ]
, then π ＝ τ”.
(3)  In the generic extensions V[G] by P over the ground model V, we have Hκ
V[G]＝HκV[G]＝{πG | π 
is a P-name that belongs to Hκ
V, i.e., π ∈ VP ∩ HκV}.
(4)  In V, let us fix a relational structure (Hω2, ∈, P, …), where among others … include 
interpretations of predicates in an appropriately expanded language L1 of set theory,
{(q, p) | q  p in P},
VP ∩ Hω2,
{(x, x̆) |  x ∈ Hω2},
{(p, τ, π) ∈ P × (VP ∩ Hω2) × (V
P ∩ Hω2) | p‖– P “τ = π”},
{(p, τ, π) ∈ P × (VP ∩ Hω2) × (V
P ∩ Hω2) | p‖– P “τ ∈ π”},
In the generic extensions V[G] by P over V, we uniformly form expanded relational 
structures with respect to an appropriately expanded language L2 of set theory 
(Hκ
V[G], ∈, G, HκV, P, …).
Then for any formula φ (ν1, …,νn) in L2, there corresponds a formula φ* (ν, ν1, …, νn) in L1 
such that for any p ∈ P and any τ1, …, τn ∈ VP ∩ Hω2, we have
p‖– P “(HκV[ ], ∈ Ġ, HκV, P, …) |= “φ(τ1, … ,τn)” ” iff (Hω2, ∈, P, …) |= “φ*(p, τ1, … ,τn)”.
(5)  Let φ(ν, ν1, … , νn) be a formula in L2.  Then for any τ1, … , τn ∈ VP ∩ Hω2, there exists π ∈  V
P 
∩ Hω2 such that for any p ∈ P, we have
p‖– P “(HκV[ ], ∈ Ġ, HκV, P, …) |= “Ɐz(φ (z, τ1, … ,τn) entails φ (π, τ1, … , τn))”
(6)  Let N be an elementary substructure of the relational structure (Hω2, ∈, P, …).  In the 
generic extensions V[G] by P over V, we form N[G]:= {πG | π is a P-name that belongs to N, i.e., 
π ∈ VP ∩ N}.  Then 
(N[G], ∈, G, HκV, P, …):= (N[G], ∈, G ∩ N[G], HκV ∩ N[G], P ∩ N[G], …)
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is an elementary substructure of the expanded relational structure (Hκ
V[G], ∈, G, HκV, P, 
…).
(N[G], ∈, G, HκV, P, …)  (HκV[G], ∈, G, HκV, P, …).
(7)  Let p ∈ P and N be a countable elementary substructure of the relational structure (Hω2, ∈, P, 
…).  Then the following are equivalent.
• For each predense subset D ∈ N of P, D ∩ N is predense below p in P.
• p‖– P “HκV ∩ N [Ġ] = N”.
• p‖– P “κ ∩ N [Ġ] ＝ κ ∩ N”.
(8)  If P ∈ Hω2 and N is a countable elementary substructure of the relational structure (Hω2, ∈, P, 
…) with p ∈ N, then the following are equivalent.
• For each predense subset D ∈ N of P, D ∩ N is predense below p in P.
• For each dense subset D ∈ N of P, D ∩ N is predense below p in P.
Definition.  Let 〈Pα | α  ω2〉 be a sequence of posets such that for each α  ω2, Pα ⊆ Hω2 
and Pα has the ω2-cc.  Let α  ω2.  We form a relational structure 
α := (Hω2, ∈, …),
where … exactly list Pα, its order relation, the set of names in VPα ∩ Hω2, {(x, x̆) ｜ x ∈ Hω2}, atomic 
forcing relations with respect to  the names in VPα ∩ Hω2, and a single subset of Hω2 that codes 
the sequence of corresponding objects for the posets Pβ (β  α).  This abbreviated as 
α = (Hω2, ∈, Pα, 〈〈Pβ | β  α〉〉).
Hence α is a relational structure that has a distinguished poset Pα and other posets below 
it as a sequence.  This let us capture relevant facts on members of Hω2 with respect to the initial 
iteration 〈Pβ | β  α〉 that hold in V by the structure α.
Lemma. Let N is a countable elementary substructure of the strurcture α.
(1) If α  ω2, then α ∈ N.
(2) If β ∈ α ∩ N, then N is a countable elementary substructure of the structure β.
(3)  Let κ = ω2 in V.  Then in the generic extensions V[Gα] by Pα over V, (N[Gα], ∈, Gα, HκV, α) 
is an elementary substructure of (Hκ
V[Gα], ∈, Gα, HκV, α).
(N[Gα], ∈, Gα, HκV, α)  (HκV[Gα], ∈, Gα, HκV, α).
□
In the above, we used the symbol α in a sloppy manner.  But we think it saves symbols 
and causes no real confusion.
Notation. Let X = ω1 Y abbreviate ω1 ∩ X = ω1 ∩ Y.  Let X  ω1 Y abbreviate ω1 ∩ X  ω1 ∩ Y.
Definition. ([AM]) A finite set  is a finite symmetric system in (Hω2, ∈), if
(el) For each N ∈ , N is a countable elementary substructure of the structure (Hω2, ∈).
(iso) If N1 = ω1 N2, then there exists an isomorphism φ from (N1, ∈) to (N2, ∈) such that φ is 
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the identity on the intersection N1 ∩ N2.
(up) If N3, N2 ∈ , with N3  ω1 N2, then there exists N1 ∈  such that N3 ∈ N1 and N1 = ω1 
N2.
(down) If N1, N2, N3 ∈ , N3 ∈ N1, and φ : N1 ―→ N2 is the isomorphism, then φ (N3) ∈ .
Definition. Let P0 be the collection of all finite symmetric systems in (Hω2, ∈).  For p, q ∈ P0, 
let q  p in P0, if q⊇p.
Theorem. ([AM]) Let us assume CH.  Then P0⊆Hω2 has the ω2-cc, is proper and preserves 
CH.
Proof.  We show CH gets preserved by P0. We show that there exists no one-to-one 
enumaration of reals of a length ω2 in the generic extensions by P0. Our presentation is a 
rendition of an original argument due to D. Aspero [A].  We lift relevant isomorphisms between 
two elementary substructures.  To this end, let p ∈ P0 and 〈r
3
i | i  ω2〉 be a sequence of P0-
names such that for each i  ω2, p‖– P0 “r
3
i⊆ ω”.  We find (q, i, j) such that q  p in P0, i  j  ω2, 




j”.  For each i  ω2, let Ni be a countable elementary substructure of (Hω2, ∈, p, i, 
r
3
i, P0, …), where … lists VP0 ∩ Hω2, {(x, x̆) | x ∈ Hω2}, and atomic forcing relations by P0 over V
P0 
∩ Hω2. By CH, we have i  j ω2 and φ such that φ is an isomorphism from (Ni, ∈, p, i,  r
3
i, P0, …) 
to (Nj, ∈, p, j, r
3
j, P0, …) and φ is the identity on the intersection Ni ∩ Nj.  Let q = p ∪ {Ni, Nj}. 
Then q  p in P0 and q is (P0, Ni, Nj)-generic in the sense that for every predense subset D ∈ Ni 
of P0, D ∩ Ni is predense below q in P0 and similarly for Nj.  Let G be P0-generic over V with q ∈ G. 
We argue in the generic extension V[G].
Let us form 
φ
3
 = {(τG, φ(τ)G) | τ ∈ Ni ∩ VP0}.
Then φ
3
 is an isomorphism from (Ni[G], ∈, G, Ni) to (Nj[G], ∈, G, Nj) and so φ : Ni ―→ Nj 
gets lifted.  We observe that φ
3
 is a function.  Let τ, π ∈ Ni ∩ V
P0 with τG = πG.  Then there exists w 
∈ G such that w‖– P0 “τ = π”.  Since (Ni[G], ∈, G, H
V





, ∈, G, HVω2, P0, …), we may further assume that w ∈ Ni[G] ∩ G.  Since q is (P0, Ni)-
generic, we have Ni[G] ∩ V = Ni.  Hence w ∈ Ni ∩ G.  Let q′ ∈ G with q′  q, w in P0.  Since w ∈ 
Ni ∩ P0, Ni, Nj ∈ q′, and φ : Ni ―→ Nj, we have q′  φ(w) in P0 and so φ(w) ∈ G.  By φ, we have 
φ(w)‖– P0 “φ(τ) = φ(π)” and so φ(τ)G = φ(π)G.
We review the fast function forcing Pff from [M1]. □
Definition. Let p ∈ Pff, if p is a finite partial function from ω1 to ω1 such that
• If i ∈ dom(p), then i  p(i).
• If i, j ∈ dom(p) with i  j, then p(i)  j.
For p, q ∈ Pff, q  p in Pff, if q⊇p.
Lemma. Pff is proper and forces a partial function f
3
 from ω1 to ω1 such that dom(f
3
) is a 
closed cofinal subset of ω1. Pff also adds a new real.
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The Iteration
Definition. (CH) Let us recursively construct an iterated forcing 〈Pα | α  ω2〉.  Let α  ω2 
and suppose we have constructed a sequence of posets 〈Pα  | β  α〉 such that
(Induction Hypothesis) Pβ⊆Hω2 has the ω2-cc and is proper in a form explicitly expressed 
later.
We form Pα.  Let p = ( p, Sp, Ap) ∈ Pα, if
(ob1) p is a finite symmetric system in (Hω2, ∈).
(ob2) Sp is a binary relation from p to α such that SpN := {η | N S
pη} is an initial segment of α ∩ 
N.
(ob3) Ap is a finite binary relation from α to ω1 × ω1 such that Apξ := {(i, j) | ξ Ap (i, j)} is a 
member of Pff (the fast function poset).
(el) If N Spη, then N is an elementary substructure of the expanded relational structure 
η = (Hω2, ∈, Pη, 〈〈Pβ | β  η〉〉).
(iso) If N1 S
pη = ω1 N2 S
pη, then (N1, η) and (N2, η) are isomorphic.
(up) If N3 S
pη  ω1 N2 S
pη, then there exists N1 S
pη such that N3 ∈ N1 and N1 Spη = ω1 N2 S
pη.
(down) If N1 S
pη = ω1 N2 S
pη, N3 S
pη, and N3 ∈ N1 then φN1 N2 (N3)S
pη, where φN1 N2 is the 
isomorphism from N1 to N2.
N1    ～      N2
  |                  |
N3    ～   φN1 N2 (N3)
(pre-generic) If ξ ∈ dom(Ap) and N Spξ, then ξ Ap (ω1 ∩ N, ω1 ∩ N).
For p, q ∈ Pα, let q  p in Pα, if q ⊇ p, Sq ⊇ Sp, and Aq ⊇ Ap.
Hence the combination of (el),(iso),(up), and (down) means that for each η  α, {(N, η) | 
N Spη} is a finite symmetric system in η.  This differs from [AM], [M1] and is similar to [M2].
Lemma. (CH) Pα ⊆ Hω2 has the ω2-cc.
Lamma. Let ρ  α and p ∈ Pα.  Then p「ρ := ( p, Sp ∩ ( p × ρ), Ap ∩ (ρ × (ω1 × ω1))) ∈ Pρ.
Lemma. Let ρ  α.  Then the map p |→ p「ρ is a projection from Pα to Pρ.
(order-preserving) If q  p in Pα, then q「ρ  p「ρ in Pρ.
(projection) If h  p「ρ in Pρ, then h+  p in Pα and h+「ρ = h, where 
h+ = ( h, Sh ∪ Sp, Ah ∪ Ap).
Lemma. Let ρ  α.  Then Pρ ⊆ Pα and Pρ is a complete suborder of Pα.
(suborder) If r, s ∈ Pρ, then r  s in Pρ iff in Pα.
(compatibility) If r, s ∈ Pρ, then r, s are compatible in Pρ iff in Pα.
(reduction) If p ∈ Pα, then p「ρ is a reduction of p.  If h  p「ρ in Pρ, then h, p are compatible 
in Pα.
Lemma. (pre-generic) Let p ∈ Pα,  N be a countable elementary substructure of the 
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structure α, and p ∈ N.  Then there exists q ∈ Pα such that q  p and SqN = α ∩ N. 
As in [M2], the following holds.  To show this we must deal with many cases in 
amalgamating relevant conditions.  It is here we assume that κ = ω2.  The main point is that if N1 
= ω1 N2 and α ∈ ω2 ∩ N1 ∩ N2, then α ∩ N1 = α ∩ N2.  Hence the isomorphism φN1 N2 from N1 to N2 
is the identity on (α + 1) ∩ N1 = (α + 1) ∩ N2.
Lemma. (generic) Let p ∈ Pα, SpN = α ∩ N, and N be a countable elementary substructure of 
α.  Then p is (Pα, N)-generic in the following sense. For any predense subset D ∈ N of Pα, D 
∩ N is predense below p in Pα. 
Lifting
Lemma. Let α  ω2, N1, N2 be countable elementary substructures of α, and
φ : (N1, α) ―→ (N2, α) 
be an isomorphism such that φ is the identity on the intersection N1 ∩ N2.  Let p ∈ Pα such that 
SpN1 = α ∩ N1 and S
p
N2
 = α ∩ N2.  Then p forces that there exists an isomorphism
φ
3




φ : (N1, α) ―→ (N2, α).
Proof. Let Gα be Pα-generic over V with p ∈ Gα.  We argue in the generic extension V[Gα]. 
We know that the cardinals are preserved. By the ω2-cc, we have
HVω2     = H
V




N1[Gα] := {τGα} | τ ∈ N1 ∩ VPα},
N2[Gα] := {τGα | τ ∈ N2 ∩ VPα},
(N1[Gα], ∈, Gα, HVω2, α)  (H
V
ω2[Gα], ∈, Gα, H
V
ω2, α),
(N2[Gα], ∈, Gα, HVω2, α)  (H
V
ω2[Gα], ∈, Gα, H
V
ω2, α).
By the assumptions, p is (Pα, N1, N2)-generic.  Hence
N1[Gα] ∩ V = N1, 




 := {(τGα, φ(τ)Gα) | τ ∈ N1 ∩ VPα}.





 is a map from N1[Gα] to N2[Gα].
Proof. Let τGα = πGα in N1[Gα].  Then we have some w ∈ Gα ∩ N1[Gα] = Gα ∩ N1 such that w‖– 
Pα “τ = π”.  Take q ∈ Gα such that q  p, w in Pα.  It suffices to observe that q  φ(w) in Pα.  This 
is because, then φ(w) ∈ Gα, φ(w)‖– Pα “φ(τ) = φ(π)”, and so φ(τ)Gα = φ(π)Gα.
[Gα]
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Some details follow to observe q  φ(w) in Pα.  Since w ∈ Pα ∩ N1 and φ : (N1, α) ―→ (N2, 
α), we have φ(w) ∈ Pα.
Claim. q ⊇ φ( w) = {φ(X) | X ∈ w}.
Proof. Let X ∈ w.  Since N1, N2 ∈ q, we have X ∈ q ∩ N1 and so φ(X) ∈ q ∩ N2.
□
Claim. Sq ⊇ φ(Sw) = {(φ(X), φ(η)) | X Swη} = {(φ(X), η) | X Swη}.
Proof. Let X Swη.  Since N1S
qη = ω1 N2S
qη, X Sqη and X ∈ N1, we have φ(X)Sqη.  Since α ∈ ω2 ∩ 
N1 ∩ N2 and N1 = ω1 N2, we have α ∩ N1 = α ∩ N2.  In particular, φ(η) = η and so φ(X)S
q φ(η).  Here 
it is crutial to assume that α  ω2.
□
Claim. Aq ⊇ φ(Aw) = Aw.
Proof. Aw ∈ N1 and φ is the identity on α ∩ N1.  Hence for any ξ Aw (i, j),
φ((ξ, (i, j))) = (φ(ξ), (φ(i), φ(j))) = (ξ, (i, j)).
□




 is an isomorphism from (N1[Gα], ∈, Gα, N1, α) to (N2[Gα], ∈, Gα, N2, α).
Proof. We just remark that the structures and the isomorphism φ in V are formulated in such 




Corollary. Let α  ω2.  Then CH gets preserved in the generic extensions VPα.
Proof. We show that there exists no one-to-one enumeration of reals with the order-type ω2 in 
the extensions.  Let p ∈ Pα and 〈r
3
i | i  ω2〉 be a sequence of Pα-names such that for each i  ω2, 
r
3
i ∈ Hω2, and p‖– Pα “r
3





To this end, for each i  ω2, fix a countable elementary substructure Ni of α such that p, i, r
3
i 
∈ Ni.  By CH, we have i  j  ω2 such that (Ni, ∈, p, i, r
3
i, α) and (Nj, ∈, p, j, r
3
j, α) are 
isomorphic and the isomorphism φ is the identity on the intersection Ni ∩ Nj.  Let  
q = p ∪ {Ni, Nj},
Sq = Sp ∪ {(Ni, η) | η ∈ α ∩ Ni} ∪ {(Nj, η) | η ∈ α ∩ Nj},
Aq = Ap ∪ {(ξ, (ω1 ∩ Ni, ω1 ∩ Ni)) | ξ ∈ dom (Ap)},
q = ( q, Sq, Aq).
Then q  p in Pα and q‖– Pα “φ : Ni ―→ Nj gets lifted to the isomophism φ
3
 : Ni[Gα] ―→ 
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