Abstract. The use of electrical tomography techniques for process visualisation and investigation is a well-known example of a nonlinear, ill-posed and under-determined inverse problem. Hence stable and reliable solution is not possible using measured data alone, but requires regularization through prior information. The rôle of a Bayesian approach is therefore of fundamental importance, and when coupled with Markov chain Monte Carlo (MCMC) sampling, it can provide valuable statistical information about solution behaviour and reliability, rather than only a single image reconstruction with unquantified errors.
INTRODUCTION
It is well known that the solution of an inverse problem requires regularization in order to ensure stability and reliability, and regularization can be viewed as including prior information (Kaipio et al. 2000) . Thus a Bayesian approach is not only desirable but essential for such a problem. Indeed Bayesian methods encompass much more than simply reporting a posterior mode and can be regarded as more general than regularization.
The Bayesian framework suggested by Besag (1983) and Geman and Geman (1984) , is now a widely accepted approach for incorporating prior knowledge in image reconstruction.
Prior information, for example describing local characteristics, is combined with a likelihood, describing the noise process, to produce a posterior distribution. Kaipio et al. (2000) adopt this approach using Markov random field prior models to introduce smoothing into image reconstruction. Good reviews of general Bayesian imaging methods are given by Besag et al. (1995) , Liu (2001) and Winkler (2003) .
Tomographic techniques, where a section through an object is imaged using measurements taken outside or on the boundary of the object, are well known, especially for medical applications. Commonly domain discretization (pixellization) is used and image reconstruction can become an ill-posed inverse problem. These difficulties are emphasised for soft-field modalities such as electrical impedance tomography (EIT) which is considered here. In general an image comprises a vector of impedivities, but most often resistivities only are imaged. Electrodes are attached to the boundary of the object and whilst currents are injected, measurements of potential differences (voltages) are recorded at the electrodes.
The relationship between resistivities and voltages is nonlinear in 2D and 3D problems.
If the contents of the domain are known, then boundary voltages can be calculated through the solution of Maxwell's equations and the corresponding boundary conditions (Somersalo et al. 1992) for electromagnetism. In practice this is done numerically, often using the finite element method (Vauhkonen et al. 2001) . This is the direct problem or forward solution. It is well posed and voltages can be obtained at least to the accuracy of measurements. Inverse solution is the focus here, especially the use of prior information.
Modelling of prior information is the key to gaining good information about the solution of the problem, and is necessarily dependent upon the application being considered.
Hence the objectives are very practical: to produce an approach which makes efficient use of the data and outputs useful solutions. The combination of realistic physical models and efficient statistical models requires close interaction between engineers and mathematicians.
As a focus for interaction, a specific application in process engineering is investigated since considerable interest has recently developed in industrial process tomography. The subject is the mixing of liquids within a vessel, which is a common process operation, and one that could benefit from tomographic technology.
AN INDUSTRIAL-PROCESS APPLICATION
A laboratory experiment was undertaken to investigate the mixing of two liquids in a tank electrodes. For our experiments, however, only the lowest set is used. These electrodes are 3cm high and start at the bottom of the tank with the water level exactly at the top of the electrodes. The most important features being: that the eight electrodes extend the whole depth of the water level in the tank and that the mixing impeller is removed after inducing a rotational flow but before measurements commence. The first feature permits the modelling of the electrical field within the tank as a twodimensional field: every horizontal cross section is identical and so there is translational invariance in the vertical direction. This reduces the computational burden in the forward solution: for more general geometries three-dimensional meshing and field solution increases the computation burden by at least one order of magnitude. Since Markov chain Monte Carlo (MCMC) methods are to be used for inversion, the forward solution is made as efficient as possible. The experiment design is extremely influential in attaining a fast forward solution. The second feature is chosen also for speed of forward solution. The presence of a known structure within the object can be modelled at the cost of an increase in the number of elements used in the forward solution (Kaipio et al. 1999 , Vauhkonen et al. 2001 ) and indeed additional information might be obtained by using the impeller shaft as an electrode (West et al. 1997 ) but the demonstration is much clearer without the impeller since the domain discretization is greatly simplified and the sequence of tomographic frames can be directly compared.
Note that the flow within the tank was rotational with negligible vertical component.
During the experiment, an aliquot of concentrated potassium chloride solution was injected into the tap water initially occupying the vessel. Care was used to make this injection a column and without undue disruption to the flow. These ideals could not have been fully achieved but it is assumed that the ideals are a suitable approximation to the physical conditions.
MODELS AND ALGORITHMS

Physical modelling and data likelihood
Suppose that the cross section of the circular tank is partitioned into n triangular pixels, labelled by the integers 1, 2, . . . , n. In the direct problem, the resistivity ρ i of each pixel (i = 1, 2, . . . , n) is specified. An assumption here is that resistivity ρ i is constant across pixel i. The electric field potential, φ, is required at points of the domain boundary from which potential differences, voltages, can be calculated.
Within the domain Ω Maxwell's equations can be condensed to the condition
for the conductivity vector σ ∈ [0, +∞) n with σ = 1/ρ. The boundary of the domain (∂Ω)
will comprise electrodes E k (k = 1, 2, . . . , K), and edges where the boundary is insulating.
Current pattern I = {I 1 , I 2 , . . . , I K }, with I k the amplitude of the current injected through the electrode E k , is applied to the electrodes with appropriate boundary conditions on the electrodes.
Data will be collected using several different current patterns. In our experiments a widely used 'reference protocol' is chosen were the current patterns consists of injecting current between the reference electrode and each of the other electrodes in turn, hence producing K − 1 current patterns (for details see West et al. 2001 ) and leading to m = (K − 1) 2 measured voltages. Note that this protocol provides most information about the image nearer to the site of the reference electrode. Although this is a widely used protocol, alternatives such as trigonometric or adaptive current patterns (Isaacson 1986 ) may lead to balanced and hence better reconstruction. Somersalo et al. (1992) and Heikkinen et al. (2002) have shown that it is important to model contact impedances ζ = {ζ 1 , ζ 2 , . . . , ζ K }. Contact impedances can be very large for several industrial applications (West et al. 2001 , Heikkinen et al. 2002 . These are nuisance parameters but have considerable influence. For this reason contact impedances need to be modelled with great care.
This modelling leads to the boundary conditions on the electrodes
whilst on the insulating boundaries between electrodes
where U k denotes the potential on the k th electrode E k and n is the outward unit normal of the boundary.
The pixellization of the domain is determined by both physical and imaging considerations. Physically we require the boundary pixels to have an outer edge as long as the width of our electrodes, and the sum of edge length between the electrodes to reflect the actual spacing of the electrodes. For useful imaging a moderately large number of pixels are needed so that small features will cover several pixels. For a known resistivity or conductivity distribution Equation (1) with boundary conditions Equation (2), can be solved for the electrical potential, φ, using the finite element method (Vauhkonen et al., 2001 ). This requires a finer mesh in order to deliver accurate solution, which can be most easily handled by subdivision of the pixellization.
Now consider a sequence of frames collected at T time points {t 1 , . . . , t, . . . , t T }. These are often, but not required to be, at regular time intervals, for example every 2 seconds.
At time t a set of m voltage measurements,
The aim is to use these data to reconstruct the unknown resistivity pattern at all the time points, that is to estimate ρ = {ρ
Prior modelling
At different stages through the experiment our prior knowledge changes. During the first few frames (Phase I) the tank contains a homogeneous solution (tap water) and the resistivity should be spatially uniform. These frames have been used to provide reliable information on the contact impedances and the background resistivity. In the second stage (Phase II) an aliquot of low resistivity saline solution (tap water and potassium chloride)
is injected into the tank. In the spatial distribution we expect a resistivity discontinuity at the aliquot boundary, with high smoothness elsewhere, leading to a binary model. In
Phase III, the aliquot disperses into the background and so its resistivity and size will gradually increase -whereas the resistivity of the background will decrease. A binary model will continue to be used. Although this may not exactly represent the true situation, the simplicity of the model is attractive.
Homogeneous model -Phase I In Phase I it is assumed that the resistivity distribution is constant, and so the only parameter, in addition to the contact impedances, that needs to be considered is the single resistivity. The parameters are therefore Θ I = ζ, ρ B . Also, the frames before the aliquot injection can be regarded as replicate observations, and used to produce reliable estimates of contact impedances and background resistivity along with assessment of reliability via the posterior distribution.
At the start of Phase I there is little information about the values of ρ B and ζ, and Aliquot model -Phase II and III Between Phase I and Phase II the aliquot of potassium chloride is injected into the tank and so in Phase II the resistivity distribution can be modelled as a binary scene with constant background resistivity and a much lower resistivity for the aliquot. West et al. (2004) use the same basic aliquot description applied to medical EIT, but combined with very different additional prior information to that described below.
It will be assumed that the aliquot forms a compact region of constant resistivity, ρ F , size η elements and location represented in polar coordinates by radius and angle, (µ, ψ).
In Phase II the parameters are Θ II = ζ, ρ B , ρ F , η, µ, ψ . The prior distributions for ζ and distributions from Phase I. The prior distributions for the additional parameters are taken to be uniform distributions.
In Phase III a continuation of the binary model is used, hence the parameter set is
Here, gradual mixing is expected, that is the aliquot will spreadout and disperse into the background. This means that the aliquot size and resistivity should increase whilst the background resistivity decreases.
Although the contact impedance values from the calibration, Phase I, should provide good estimates it is common for contact impedances to vary with time. This will be particularly true as the aliquot moves around the tank. This change is modelled using a
Gaussian distribution
with meanζ and variance τ 2 ζ taken from the posterior output in Phase I. This model does not impose any temporal pattern in contact impedance changes, but allows unstructured departures around the Phase I estimates within limits controlled by the variance estimate from Phase I.
The background and aliquot resistivities are not expected to change unpredictably but will change monotonically. That is the background resistivity should gradually decrease, and the aliquot resistivity and size should both increase. However there is no knowledge of the rate of change of these parameters, nor a probability distribution for the possible changes. Hence here the change will simply be contrained to be monotonic, that is
The gentle and regular rotation of the liquid should also mean that the aliquot centre moves around the tank with near constant radial position and near constant change in angle. To describe a constant radius a first-order Gaussian prior is used
The use of a first-order difference yields a distribution with a mode corresponding to constant radius, with the Gaussian distribution describing the allowed departures from constant. The prior parameter τ 2 µ controls the variability of these departures. To describe a constant change in the angle a second-order Gaussian prior is appropriate 
MCMC ESTIMATION
A standard Metropolis-Hastings algorithm is used to produce approximate samples from the posterior distribution by simulating a Markov chain which has the required distribution as its limiting distribution. The use of such methods for parameter estimation, and more general density exploration, is now quite widespread and so only brief details are given here. General reviews are given by Besag et al. (1995) , Liu (2001) and Winkler (2003) , for details.
The approach to the estimation of the various groups of model parameters, labelled Θ = {θ 1 , . . . , θ p }, is essentially the same. Because of the hierarchical nature of the posterior density, however, different simplifications are possible. The general approach is as follows.
It is common to consider single parameter changes and the parameter being considered be denoted θ i . A proposed new value θ ′ i is drawn from a proposal distribution, q i (θ ′ i |θ i ). Let the set of parameters containing the proposed value be Θ ′ = {θ 1 , ..., θ i−1 , θ ′ i , θ i+1 , ..., θ p }. The proposal is accepted, and the parameter value updated accordingly with probability
otherwise Θ ′ is rejected and the previous value retained. Here most of the parameters are non-negative, hence a negative proposal is immediately rejected and no change is made, hence maintaining detailed balance. A non-negative proposal is accepted with the probability given in Equation (4). If the proposal distributions are symmetric,
, then their ratios in Equation (4) cancel. Once the pseudo-sample has been generated from the posterior distribution a number of possible estimators are available. One choice is the posterior mean, which can be estimated by the sample mean of the pseudo-sample collected after a suitable burnin period to allow the chain to reach equilibrium and sample percentiles to estimate confidence bounds. It is worth noting that those confidence bounds do not have the classical interpretation in terms of repeated sampling, but instead reflect posterior uncertainty and hence can be adversely effected by inappropriate choices of prior (Kaipio et al. 2000 ). An alternative choice of estimator is the maximum a posteriori (MAP). Simulated annealing (Geman and Geman, 1984) is one method for finding the MAP estimate and can be implemented using a slightly amended version of the above algorithm.
Unlike many applications of MCMC to Bayesian modelling the form of Equation
(1) means that little simplification to Equation (4) is possible. Hence updating a single parameter or the whole parameter set requires the same computing effort to calculate the acceptance ratio. This suggests that rather than considering only single parameter updates it may be more appropriate to consider changes to the whole parameter set, in which case
and the ratio q(Θ ′ |Θ)/q(Θ|Θ ′ ) appears in Equation (4).
EXPERIMENT
Preliminary
At the start of the experiment the tank contains only tap water which is rotating slowly and at the end the tank contains well mixed, slightly salty water rotating more slowly.
Hence in both parts a homogeneous resistivity distribution is expected which should lead to a constant vector of voltage measurements. For blocks of frames at the start and end the mean voltage measurements are calculated. If it is assumed that the fluctuations around these average values are due to noise in the recording system they can be used to estimate the variance needed for the likelihood. Nine frames were collected before the aliquot of potassium chloride solution was injected. After thorough mixing, the tank again contains a homogeneous solution but now at lower resistivity. Thus there are ten frames at the end of the experiment that can be combined with the initial set of nine to investigate the noise process. Pooling the variance estimates from the eight electrodes gives a single estimate of the noise standard deviation ofσ = 1.1 mV. This value will be used throughout the following analyses.
Phase I -Calibration
The contact impedances (ζ) and background solution resistivity (ρ B ) are estimated with the MCMC algorithm in Section 4 using simultaneous parameter updating. Table 1 shows the posterior sample means and standard deviations of the contact impedances and the background resistivity. It is worth noting that the smallest mean and variance is for the reference electrode which is used in all measurements. There appears to be no spatial pattern in the contact impedance estimates, but a slight pattern in the standard deviation with larger values for the electrodes further from the references electrode. There is some overlap between the contact impedance marginal posterior densities, but there is sufficient variability that it will be better to continue with separate contact impedances and not to assume a common value, which is in agreement with Heikkinen et al. (2002) . The marginal posterior density for the background resistivity shows a reasonably tight distribution with a slight positive skew. It is important to note that all the estimated correlations (not shown here) between the background resistivity and contact impedances are negative, between -0.38 and -0.98.
The most extreme correlation is between the background resistivity and the contact impedance of the reference electrode. These correlations demonstrate a substantial problem when attempting to estimate resistivity and contact impedance simultaneously. A small reduction in the overall level of the resistivity can be approximately compensated by an increase in each of the contact impedances.
Phase II -Aliquot injection
During Frame 10, the aliquot of concentrated potassium chloride is carefully injected into the tank. This will have negligible effect on the total volume of solution, but will reduce the overall resistivity considerably. Since the injection occurred while Frame 10 data were being collected, the analysis in this section will consider Frame 11.
In the Phase II model no information about the resistivity of the potassium chloride solution (ρ F ), and the aliquot centre and size is assumed and so uniform priors are used.
It will also be assumed that, at least initially, the aliquot forms a compact region of constant resistivity, ρ F . To ensure a well-defined aliquot is produced, a compact region description is introduced in terms of a region centre and size with random shape. In the proposal stage of the MCMC algorithm the region is allowed to grow around the centre adding nearest neighbours at random until the region is the required size. This gives a constructive definition of our prior on the aliquot shape, and here we are proposing the shape directly from this prior distribution. 
Phase III-Temporal sequence
Once the aliquot has been injected, it will begin to spread and move in the slowly rotating solution. The temporal sequences will be started using the posterior summaries from Phase II. rotation, increasing size and reducing resistivity contrast is again apparent. This anomoly in the pattern is unlikely to represent true behaviour, but is more likely to be due to poor quality voltage measurements, or the proximity of the aliquot to the reference electrode.
Such rogue reconstructions are clearly unacceptable and could lead to inappropriate action being taken should EIT be used for informing process control. values are close to independent and satisfy sample size calculations based on a time series analysis. The proposal variances are adjusted at the beginning of the burn-in period to achieve an acceptance rate of about 25%. This whole procedure takes around 7 hours in Matlab 6.5 running on an AMD Athlon XP 1800+ processor.
DISCUSSION AND CONCLUSIONS
Inverse problems rely on the incorporation of prior knowledge to produce stable and reliable solution. A great benefit of the Bayesian modelling approach linked with MCMC estimation is the great flexibility over the choice of prior distributions. For the mixing problem there is substantial scope for extending modelling beyond that used here. For example it is reasonable to expect the rotational velocity to decrease with time. If the initial resitivities and volumes are known then this corresponds to a total resistivity, or block resistance, constraint, which could also be included in prior modelling.
Although the MCMC algorithm with aliquot model produces a sample of binary resistivity patterns the averaging process produces a posterior mean with smooth aliquot boundaries. Hence the aliquot model and a standard pixel-based approach produce broadly similar summaries although the mechanisms are very different. A crucial difference is away from the aliquot boundary where we are expecting very smooth, or even constant, values.
A standard resularization approach, using Gaussian or total variation prior, imposes global smoothing, balancing the need for little smoothing at the aliquot boundary with the need for high smoothing elsewhere. This compromise meets neither objective leading to over- inside the aliquot, but does not require smoothness across the interface. It will usually be the case that some degree of smoothing will occur, through the averaging process, but the actual level of smoothing is driven by the data. Hence the aliquot model fitted using the posterior mean implemented with an MCMC algorithm has produced data-driven and adaptive regularization.
Note that the experiment considered here has been carefully selected to yield a scenario for which forward solution by finite element analysis has only limited computational demands and so permits an MCMC approach to the inverse problem. The resulting mixing process is consequently grossly simplified. Indeed the majority of mixing is due solely to diffusion of the potassium chloride solution whilst the entire tank contents rotate en masse around the verticle axis. It would have been plausible to model a diffusion process specifically for this experiment. That however would have ignored the ultimate goal of studying true dispersion within a real mixing vessel complete with impeller(s), baffles, other internals such as downcomers, free-surface deformation at the surface, and the consequent complex non-steady eddy flows that generate a dispersion process. Indeed with electrodes that stand a little proud of the vessel wall and the eddies that survive after the removal of the impeller, diffusion would not exactly describe the situation. Thus dispersion is the term used here rather than diffusion and models are employed that only approximate flow conditions rather than attempt to build more complex models that would possibly be no better fit to the real conditions within the tank.
In this paper a sequences of tomographic images have been reconstructed using (stochastic) models in space and time. A Bayesian approach to this has permitted the use of models that relate to specific aspects of the mixing process. A Monte Carlo sampler was used to explore these models and generate the image sequences. In particular the aliquot model has produced data-driven and adaptive regularization, and is easy to apply and interpret.
