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In this thesis the elementary excitations of the spin-1/2 Heisenberg antiferromagnet on the
square lattice are studied. This fundamental model is a paradigmatic example for long range
ordered quantum phases and the spontaneous breaking of a continuous symmetry in con-
densed matter.
The elementary excitations at long wavelengths are well understood by quantized spin waves,
i.e., magnons, which are the gapless Goldstone bosons of the broken SU(2) symmetry. How-
ever, recent findings reveal an anomalous energy dip at short wavelengths, which cannot be
explained by the conventional spin wave theory. The nature of spin waves at short wavelengths
remains unclear to this day.
A central aim of this thesis is the derivation of an effective magnon description for the square
lattice antiferromagnet which is quantitatively valid for all length scales. For this purpose,
the method of continuous unitary transformations (CUT) is extended to its use for gapless ex-
citations. CUT methods provide a powerful tool for the derivation of effective quasi-particle
descriptions by means of flow equations. However, typical approaches are truncated in real
space restricting their scope of application to gapped quantum phases.
In order to circumvent these limitations a CUT approach in momentum space is developed. The
scaling dimension of operator terms is established as a suitable truncation criterion for gap-
less quasi-particles. Moreover, a diagrammatic representation of operator terms is introduced
which simplifies the derivation and interpretation of flow equations in momentum space.
The developed approach is used to transform the Heisenberg Hamiltonian into an effective
Hamiltonian which conserves the number of magnons. In addition, effective observables re-
quired for the theoretical description of inelastic neutron scattering are derived.
The initial magnon operators before the transformation are defined by the Dyson-Maleev rep-
resentation which leads to a superficially non-hermitian Hamiltonian. As a result, the transfor-
mation constitutes a continuous similarity transformation (CST). This formalism enables the
formulation of spin wave interactions by means of quartic boson operators. A crucial step of
the transformation is the proper renormalization of the spin wave interaction which is achieved
by a selfsimilar CST for scaling dimension d = 2.
The resulting effective magnon description is consistent at all length scales. In particular, the
magnon dispersion exhibits an energy dip at short wavelengths which is in quantitative agree-
ment with recent numerical and experimental data. Further analysis of the spectral properties
indicates a strong attraction between spin waves giving rise to a resonance in the longitudinal
two-magnon channel. This resonance can be interpreted as the amplitude or Higgs mode of
the continuously broken SU(2) symmetry with finite lifetime. The origin of the anomalous dis-
persion is ascribed to a scattering between the Higgs resonance and single magnon states. The
theoretical results are directly compared with experimental data obtained by inelastic neutron
scattering and various numerical results which support this view.
The quantitative agreement between the effective spin wave approach and numerous numer-
ical and experimental findings shows that magnons are a valid description of the elementary
excitations at all length scales. Therefore, this thesis provides a final settlement of the question




In dieser Arbeit werden die elementaren Anregung des antiferromagnetischen spin-1/2 Hei-
senbergmodells auf dem Quadratgitter untersucht. Dieses fundamentale Modell ist ein para-
digmatisches Beispiel für langreichweitig geordnete Quantenphasen und das Auftreten von
spontan gebrochenen kontinuierlichen Symmetrien in kondensierter Materie.
Für lange Wellenlängen können seine elementaren Anregungen in Form von quantisierten
Spinwellen, auch Magnonen genannt, beschrieben werden. Dabei handelt es sich um die lücken-
losen Goldstonebosonen der spontan gebrochenen SU(2) Symmetrie. Aktuelle Untersuchun-
gen deuten auf eine Energieabsenkung bei kurzen Wellenlängen hin, welche mithilfe der kon-
ventionellen Spinwellentheorie nicht erfasst werden kann. Bis heute ist die Natur kurzwelliger
Magnonen nicht geklärt.
Ein wesentliches Ziel dieser Arbeit ist es die Eigenschaften der Magnonen in einem physikalisch
quantitativen Gesamtbild wiederzugeben. Zu diesem Zweck wird die Methode der kontinu-
ierlichen unitären Transformationen (CUT) für die Anwendung auf lückenlose Anregungen in
langreichweitig geordneten Quantenphasen erweitert. Die CUT Methode ermöglicht die Herlei-
tung effektiver Quasiteilchenbeschreibungen mithilfe sogenannter Flussgleichungen. Typische
Anwendung erfordern jedoch eine Trunkierung im Ortsraum, was ihren Anwendungsbereich
auf lückenbehaftete Quantenphasen beschränkt.
Um diese Einschränkungen zu umgehen wird eine CUT Methode für den Einsatz im Imuls-
raum entwickelt. Die Skalierungsdimension von Operatortermen kann dabei als geeignetes
Trunkierungskriterium für lückenlose Quasiteilchen etabliert werden. Des Weiteren wird eine
diagrammatische Representation für Operatorterme eingeführt, welche die Herleitung und In-
terpretation von Flussgleichungen im Impulsraum deutlich vereinfacht.
Die entwickelte Methode wird dann verwendet um den Hamiltonoperator des Heisenbergmo-
dells in einen effektiven Hamiltoperator zu überführen. In der effektiven Darstellung ist die
Zahl der Magnonen eine Erhaltungsgröße. Darüberhinaus werden auch die Observablen für
die Beschreibung inelastischer Neutronstreuung transformiert.
Vor der Transformation werden die Magnonen im Rahmen des Dyson-Maleev Darstellung be-
handelt. In dieser Darstellung verliert der Hamiltonoperator seine Hermitizität und muss da-
her mithilfe einer kontinuierlichen Ähnlichkeitstransformation (CST) überführt werden. Dieser
Formalismus ermöglicht es die Wechselwirkung zwischen Spinwellen nur mithilfe von quarti-
schen Bosonoperatoren zu beschreiben. Ein wesentlicher Punkt ist dabei die korrekte Renor-
mierung der Magnonwechselwirkung. Diese wird technisch mithilfe einer selbstähnlichen CST
für Skalierungsdimension d = 2 umgesetzt.
Das resultierende effektive Modell ergibt ein konsistentes physikalisches Gesamtbild. Insbe-
sondere findet sich eine Energieabsenkung der Magnondispersion für kurze Wellenlängen, wel-
che mit aktuellen numerischen und experimentellen Daten quantitativ übereinstimmt. Weitere
Untersuchungen der spektralen Eigenschaften weisen auf eine deutliche Anziehung zwischen
Spinwellen hin, welche sich in Form einer Resonanz im longitudinalen Kanal zweier Magnonen
manifestiert. Diese Resonanz kann als Amplitudenmode bzw. Higgsmode der spontan gebro-
chenen SU(2) Symmetrie mit endlicher Lebensdauer gedeutet werden. Die Energieabsenkung
kurzwelliger Magnonen lässt sich auf Streuprozesse zwischen einzelnen Magnonen und der
Higgsresonanz zurückführen. Ein direkter Vergleich der theoretischen Ergebnisse mit den ex-
perimentallen Daten aus inelastischer Neutronstreuung bestätigt diese Interpretation.
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Die quantitative Übereinstimmung des effektiven Spinwellenmodells mit einer Vielzahl von
numerischen und experimentallen Ergebnissen zeigt, dass die elementaren Anregungung für
alle Wellenlängen tatsächlich in Form von Magnonen beschrieben werden können. Die Na-
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The concept of many body physics incorporates the idea that the physical world is composed of
simpler building blocks constituted by a finite set of objects and fundamental laws describing
their interactions. Although its universal validity is subject of controversial discussion [1–3],
the reductionist approach constitutes a major part of our understanding of physical reality. The
most relevant part of matter surrounding us can be conceptually decomposed into neutrons,
protons and electrons which are interacting by four fundamental forces.1 So in fact, the set
of elementary building blocks is surprisingly small and, yet, the number of objects and phe-
nomena we observe in our physical world is virtually infinite. At first glance, this might seem
astonishing but it can be illustrated by a simple analogy comparing our world to a composition
of rudimentary Lego bricks. As we know, a large number of Lego bricks can be organized to a
complex assembly with properties that differ drastically from the characteristics of its simple
building blocks. The interplay between a huge number of bricks provides the potential for
novel properties which are accompanied by new types of principles describing the relation and
interaction between those compounds. This organizational effect is called emergence and it’s
one of the most -if not the most- fundamental principle in nature, since it is responsible for the
vast diversity of phenomena that we observe, from the structure of atoms and molecules, the
different properties and phases of matter up to the evolution of life.
In order to develop a profound comprehension of the mechanisms which drive emergent phe-
nomena, we require theories which go beyond pure a phenomenological description. Espe-
cially in condensed matter theory the in-depth understanding of how complicated many body
systems can be explained by the properties of their underlying constituents is of great interest.
Unfortunately, it is the enormous diversity that makes a complete mathematical deduction im-
possible. Even a general interacting three body system is mathematically not fully tractable
without approximations [5], least of all for many body system with a typical number of
N~100-1023 particles. In order to obtain qualitative and quantitative descriptions, condensed
matter theorists have developed a variety of concepts and approaches many of which are stan-
dard tools in many body physics nowadays[6, 7].
A very powerful way to understand complex systems is the derivation of simplified effective
models. Ideally, an effective model captures the essential mechanisms of the system and ne-
glects irrelevant properties and processes leading to a considerable reduction of complexity.
Typical experiments in condensed matter physics, for example, are performed at temperatures
1Striktly speaking, neutrons and protons are composed of quarks. However, quarks do not appear as free
particles due to confinement. [4]
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which are low compared to the intrinsic energy scales of the system. Therefore, an appropriate
theory has to capture the low-energy properties which are governed by the ground state and
the corresponding elementary excitations. These states, in fact, constitute only a small part of
the physical Hilbert space. The general problem is the identification and quantitative descrip-
tion of the relevant degrees of freedom because one has to integrate out high-energy states in
order to reduce the complexity of the system.
A fundamental idea in low-energy descriptions is the concept of quasi-particles. This con-
cept is based on the observation that in many cases the elementary excitations exhibit proper-
ties which are reminiscent of particles, in the sense that they are characterized by quantities
like momentum, spin, mass, charge etc. Accordingly the ground state is interpreted as quasi-
particle vacuum. Originally, this idea was introduced by Landau in his Fermi liquid theory
establishing the term quasi-particle[8].2
Nowadays the quasi-particle concept is a standard notion in condensed matter physics which
is applied in a much broader scope [10]. Quasi-particles can be viewed as an emergent phe-
nomenon, where cooperative interactions between constituents of many body systems give rise
to excitations which themselves behave like particles.
A crucial advantage of the quasi-particle picture is due to the fact, that one can rely on es-
tablished mathematical concepts from particle physics. Therefore, one has effective tools to
describe the intricate collective motion of many body systems in a simplified and very intuitive
way.
The quasi-particle concept appears in many different fields and the list of different quasi-
particles is sheer endless. Important examples for quasi-particles are
phonons, the quantized vibrational modes in crystals [11],
excitons, bound electron hole pairs [12] or
triplons, which describe triplet excitations in dimerized quantum magnets [13, 14],
to name only a few. An interesting and general review on the concept of quasi-particles is given
in Ref. [10].
Quasi-particle descriptions also play a central role in this thesis. The focus is on magnons, the
quasi-particles of the two dimensional Heisenberg quantum antiferromagnet, which is one of
the most paradigmatic models of quantum magnetism [15, 16]. Despite the lack of an exact
solution, numerical and analytical studies establish a very consistent picture of its low-energy
properties [17]. There is strong evidence, that the Heisenberg antiferromagnet on the square
lattice exhibits long range Néel order giving rise to a finite staggered magnetization which
breaks the continuous rotational spin symmetry (SU(2)-symmetry) [18]. Thus, this system
provides an important example of broken continuous symmetries in condensed matter [19].
Furthermore, it is of major importance for the understanding of high-Tc superconductivity be-
cause it describes undoped parent compounds of high-Tc superconductors [17, 20].
The elementary excitations of the long range Néel order are wavelike deviations in the stag-
gered magnetization which are described by the fundamental theory of spin waves [21, 22].
Spin wave theory establishes magnons as the Goldstone bosons of the spontaneously broken
2Landau realized that under certain circumstances the excitations in systems of interacting electrons are adia-
batically connected to the excitations of the non-interacting Fermi gas. Thus, they are characterized by the same
quantum numbers such as spin, charge and momentum. Due to interactions they exhibit renormalized dynamical
properties, e.g. a renomarlized mass, as well as a finite life time giving rise to a broadened quasi-particle peak
in the spectral density. For this reason, Landau termed them quasi-particles. The Fermi liquid theory was further
developed by Abrikosov and Khalatnikov [9].
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SU(2) symmetry which are gapless according to Goldstones theorem [23, 24]. At long wave-
lengths, i.e, at small energies, magnons are quantitatively well understood by conventional
spin wave theory [21, 22].
However, recent numerical and experimental findings revealed an anomalous dispersion at
short wavelengths, i.e., at high energies, which cannot be explained by the conventional spin
wave approach [25–28]. This seeming failure of spin wave theory has led to a substantial de-
bate about the fate of high-energy magnons [28–30]. A vast amount of effort has been made
to resolve these discrepancies [30, 31] but the nature of short wavelength spin waves remains
unclear to this day. A further introduction to the Heisenberg antiferromagnet and the problem
of short wavelength spin waves is given in chapter 4.
A major part of this thesis is devoted to the question whether high-energy magnons can be
described in terms of interacting spin waves. To this end, we want to derive an effective quasi-
particle description based on spin wave theory.
A versatile and powerful analytical tool especially suited to such tasks is the continuous uni-
tary transformation (CUT) method which was independently introduced by Wegner [32] as
well as Glazek and Wilson [33] in 1994. Combined with the quasi-particle concept, it provides
a capable approach for the description of strongly correlated quantum systems [14, 34, 35].
Unfortunately, standard CUT approaches are truncated in real space and, therefore, their ap-
plication is limited to systems with finite correlation length, i.e with a finite gap [36].
In the presence of criticality or long range order effective field theories and renormalization
group approaches provide very adequate tools as they directly exploit the lack of an character-
istic energy and length scale [7]. However, such methods fade out microscopic structures of
the systems which in turn are important for the understanding of short range processes. Thus,
from a methodical point of view, it is difficult to capture both aspects, short range correla-
tions and scale invariance at long wavelengths. The derivation of effective models for gapless
quasi-particles is very challenging, especially when processes on very different length scales
are relevant, which is the case in the two dimensional quantum antiferromagnet.
In this thesis we want to extend the use of CUT methods to systems with long range order aim-
ing at a quantitative description of their excitations and their mutual interaction. In order to
avoid generic problems of real space approaches, we apply the CUT in momentum space. More-
over, we identify a truncation criterion which is particularly suited for gapless systems, namely
the scaling dimension of operator terms. By means of these tools we derive an comprehensive
and quantitative description of magnons in the two dimensional quantum antiferromagnet.
The thesis is organized as follows.
Chapter 2 gives an introduction to the CUT approach focusing on its use in momentum space.
Chapter 3 deals with technical aspects of CUTs in momentum space and the methods required
for the analysis of the two dimensional quantum antiferromagnet.
In chapter 4 the elementary excitations of the two dimensional quantum antiferromagnet are
studied. The presented methods are used to derive an effective magnon description which
is valid for all length scales. The obtained results are compared with various numerical and
experimental data.
Chapter 5 provides a concluding summary.

CHAPTER 2
Continuous Unitary Transformations in
Momentum Space
This chapter gives an introduction to the flow equation approach, often referred to as method of
continuous unitary transformation (CUT), which constitutes the methodical framework of this
thesis. The main focus is on the extension of the CUT approach to its application on physical
systems exhibiting gapless excitations. Thereby, the development of new concepts for the use
of CUTs in momentum space is a central issue. The presented approach circumvents generic
limitations in real space, that are imposed by excitations with infinite spatial extension as they
appear for diverging correlation lengths. The major objective is the derivation of an effective
description in terms of quasi-particles with arbitrary small energy which is quantitatively valid
for any length scale. The resulting effective model provides deeper insight into the dynamics
and interactions of the elementary excitations and allows the calculation of experimentally
accessible quantities such as dynamic structure factors.
In the first section the motivation and basic idea behind continuous unitary transformations is
presented comprising a concise review of the background and of the relevant literature.
Subsequently, the mathematical framework of the method is introduced and a brief overview
of varied applications is given. In this context, different truncation schemes are presented with
regard to their advantages and limitations.
The second section constitutes the main part of this chapter, discussing the utilization of the
CUT method for gapless systems for which the standard real space approach breaks down. The
application of the CUT approach in momentum space and the consequent advantages for the
description of gapless quasi-particles are described. Moreover, a suitable truncation criterion is
introduced, namely the scaling dimension of operator terms, which defines a natural hierarchy
arising from the gapless nature of the underlying excitations.
In the third section the generalization of the flow equation approach to similarity transforma-
tions is examined. This generalization is of major importance when dealing with non-hermitian
or pseudo-hermitian problems.
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2.1 Introduction
The method of continuous unitary transformations (CUT), also referred to as flow equation ap-
proach, was independently introduced by Wegner [32] and Glazek and Wilson [33] in 1994.
It provides a general framework for the systematic derivation of effective low energy models
from first principles. Since its introduction, the CUT method was used in a broad scope of
applications [13, 14, 35, 37, 38]. An important key step was the combination of CUTs with the
concept of quasi-particles, which was first proposed by Stein [39] and established in seminal
works by Knetter and Uhrig [40–42]. Considerable effort was made enhancing and refining
the concepts of CUTs using perturbative expansions [43, 44], non-perturbative approaches
[44–47], as well as using linked cluster expansions and graph theory [34, 48–50] or develop-
ing new concepts for the understanding of quasi-particle decay [51–53]. A particular strength
of the CUTs turned out to be the description of gapped phases and the identification of their
breakdown at critical points providing a reliable tool for the determination of second order
phase transitions [35, 54–56]. This strength results from the combination of sophisticated
generator schemes which direct the unitary flow, and appropriate truncation schemes in real
space which enable a systematic and efficient way to capture physical processes of finite range.
However, the common approach breaks down once the excitation gap closes at a second order
phase transition due to diverging correlation lengths, thereby complicating the investigation
of gapless phases.
There are first attempts extending the CUT approach to long range ordered systems [57, 58]
which demonstrate the potential of the CUTs, but a decisive advancement in the description of
gapless quasi-particles is still pending. Nevertheless, the huge versatility of the CUT method
and the seminal findings in the last decade render the extension of CUTs for the application
to gapless phases a feasible task and constitute the fundamental motivation of this thesis. An
important aim is the development of a CUT approach which establishes a quantitatively valid
quasi-particle picture for gapless magnons in a long range Néel phase. In order to circumvent
the problems of a real space approach the CUT is applied in momentum space. Before investi-
gating the characteristics and advantages of CUTs in momentum space a brief introduction to
the methodical groundwork of CUTs is given in the following. For a discussion of the method
and its applications the reader is referred to Ref. 59.
2.1.1 Basic concept
The concept of CUTs is based on the idea of simplifying the Hamilton operator H of a physical
system at hand by finding a convenient basis. Technically, the translation between different
sets of orthogonal basis states {|v〉} can be expressed by a unitary mapping U : |v〉 → |U v〉
which transforms the Hamilton operator into
H ′ = UHU† . (2.1)
The unitary mapping can be envisioned as a rotation of physical basis states that preserves
their orthogonality and their norm. Orthogonality ensures that each basis vector representing
a certain physical state |v〉 is uniquely distinguishable from the other states |k〉 by at least one
quantum number, i.e., it has no overlap 〈v|k〉 = 0 for v 6= k. Consequently, any representa-
tion (2.1) that is unitarily equivalent to the initial Hamiltonian is a valid description of the
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physical system. Ultimately, one is interested in finding a transformation that diagonalizes (or
block diagonalizes) the Hamiltonian, which in turn simplifies the computation of experimen-
tally relevant quantities. But for most of the typical many body systems the corresponding
Hilbert space is unimaginably huge and, therefore, finding a convenient unitary operator U is
highly nontrivial. So instead of trying to find a one-step transformation, the procedure can be
systematized by continuously rotating the basis in a controlled way until the optimal basis is
reached. For this purpose, a continuous parameter ` is defined such that H(`= 0) corresponds
to the initial Hamiltonian which transforms with increasing ` and finally reaches the desired
structure for `→∞. The unitary operator U(`) is then defined as a sequence of infinitesimal
unitary transforms e−η(`)d` determined by the anti-hermitian generator η(`). Accordingly, the
transformation of the Hamiltonian can be expressed by the flow equation
∂`H(`) = [η(`), H(`)] . (2.2)
Moreover, the unitary transformation may also be defined for observables described by some
operator O in the following way
∂`O(`) = [η(`), O(`)] (2.3)
yielding an effective observable Oeff = O(`→∞) [42, 60].
In order to obtain a simplified effective model Heff = lim
`→∞H(`), a suitable generator has to be
specified. An adequate choice of the generator certainly depends on the concrete structure of
the Hamiltonian during the flow H(`). Hence, the generator has to be a function of the Hamil-
tonian itself η(`) = η (H(`)). Mathematically, such operator valued functions of operators are
usually termed super operators. In the context of the CUT method this function is often referred
to as a generator scheme [44, 61]. The choice of the generator scheme constitutes a crucial part
of the method, because it determines the structure of the resulting effective Hamiltonian. In
the following, a brief discussion of different generator schemes is given.
2.1.2 Generator schemes
The generator scheme as originally proposed by Wegner [32] has the form
ηW (H(`)) = [Hd(`), H(`) ] (2.4)
where Hd(`) denotes the diagonal part of the Hamiltonian H(`). It is chosen such that all off-
diagonal matrix elements between states |i〉 and | j〉 corresponding to non degenerate diagonal
elements hi,i(`) 6= h j, j(`) become arbitrarily small for ` →∞. In the limit ` →∞ the flow
vanishes and [Hd(∞), H(∞) ] = 0 holds which implies that the resulting Hamiltonian is di-
agonal or block diagonal in the case of degeneracies. The convergence of the flow equation is
proven for finite systems [32], infinite systems bounded from below [45] and also for certain
classes of self-similar truncated systems [62].
A drawback of the Wegner generator is, that it introduces new matrix elements hi, j with ar-
bitrary distance d = |i − j| even if these were zero initially. This effect can spoil the simple
structure (e.g. band diagonality) of a given initial Hamiltonian. In order to avoid this effect,
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Mielke proposes a different generator of the form
ηMi, j(`) = sign(i − j)hi, j(`) , (2.5)
which preserves band-diagonality of Hamiltonians [63]. In contrast to the Wegner generator
this scheme enforces the Hamiltonian to be completely diagonal for `→∞ even in the case
of degeneracies. Moreover, it can be shown that the asymptotic behavior of the off diagonal
matrix elements is given by an exponential decrease hi, j(`)∝ exp
 −sign(i − j)(ei(`)− e j(`))
whereby the diagonal matrix elements ei(`) are sorted in ascending order.
2.1.3 Particle conserving generator
In this thesis the so called quasi-particle (qp) conserving generator ηqp [39, 41] is used. This
generator scheme is based on the idea of transforming an intricate many body system into a
simplified few body problem by a decoupling of subspaces with a different number of excita-
tions. The transformation is realized by the generator scheme
ηqp(`) = H+(`)−H−(`) (2.6)
where H+ or H− denote the part of the Hamiltonian that increases (+) or decreases (-) the
number of quasi-particles or excitations, respectively. This concept requires a proper definition
of a vacuum or reference state and an according notion of a quasi-particle number, e.g. by




i, j(`) = sgn(qi − q j)hi, j(`) , (2.7)
where qi denotes the quasi-particle number of state |i〉. This scheme can be seen as a general-
ization of the Mielke generator in 2.5. But, instead of decoupling each individual eigenstate,
only matrix elements between states with a different quantum number qi are turned off. Simi-
lar to the Mielke generator, the particle conserving scheme enforces an assorting of energies in
ascending order [51, 64]. The resulting effective Hamiltonian is block diagonal in the particle





which act solely on m-particle states with m ≥ n. More specifically, H0 comprises the ground
state energy, H1 determines the dynamics of a single particle and Hn with n> 1 correspond to
n-particle interactions. Hence, the complicated many-body problem is reduced to a system of
a few particles describing the low energy regime of the system.
The particle conserving CUT is a powerful approach because it provides a systematic deriva-
tion of effective low energy models based on an intuitive quasi-particle interpretation. This
concept goes far beyond the sheer determination of eigen values and eigen states, as for exam-
ple obtained in standard diagonalization procedures. Analyzing the dynamics of elementary
excitations and the effects of their mutual interactions in the context of a quasi-particle pic-
ture is of significant importance for the understanding of collective phenomena in many body
systems.
The advantages of this approach become also apparent in the computation of spectral densities
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for observables which describe experimentally relevant quantities such as dynamic and static
structure factors. The flow equation (2.3) can be used to derive effective observables which
in turn simplify the calculation of correlation functions and spectral densities. A discussion of
the computation and interpretation of effective spectral densities in the context quasi-particle
conserving CUTs is given in section 2.3.3.
Next, let us discuss the limitations and present extensions of this scheme. It should be stressed,
that the mapping to the low energy model is well defined only if the reference state (or quasi-
particle vacuum state) is adiabatically connected to the exact ground state of the Hamilto-
nian.1 The initial reference state becomes ill-posed once the system undergoes a second order
phase transition and, consequently, the quasi-particle description breaks down. Therefore, this
method is very well suited for the analysis of gapped quantum phases and the detection of sec-
ond order phase transitions using perturbative as well as non-perturbative approaches.
From a conceptual point of view, the particle-conserving CUT relies on the existence of stable
quasi-particles states in the system at hand. In several cases, however, the stability of quasi-
particles is limited to a reduced sector of momenta and quasi-particle decay occurs beyond a
certain threshold leading to a breakdown of the quasi-particle picture [51]. In gapped systems
this phenomenon is observed when a dispersion branch is merging into a higher quasi-particle
continuum giving rise to a resonance of multi-particle states with finite energy width, i.e., finite
lifetime [65, 66]. In such scenarios the standard ηqp generator categorically tracks the lower
edge states of the continuum, which exhibit a vanishing spectral weight and, therefore, pro-
vide no substantial information about the systems excitations. In practice, this behavior leads
to convergence problems in numerical applications [67] or spurious extrapolations in pertur-
bative realizations [68, 69]. Energetic overlaps between states with different quasi-particle
number preclude a well defined description in terms of conserved particles unless there are
additional conserved quantum numbers protecting those states. This makes the application of
the approach complicated. In order to circumvent these problems, Fischer and Uhrig intro-
duced a generalized generator scheme denoted by ηm:n which decouples only sectors up to m
particles [51]. As a result, the CUT is not affected by energetic overlaps in higher quasi-particle
channels. The first successful extension of CUTs for the description of quasi-particle decay is
based on the η0:n scheme [51]. This scheme decouples the ground state from higher quasi-
particle states, whereas processes describing the decay of 1-qp states into multi-particle states
are retained. The structure of the resulting effective Hamiltonian is depicted in Figure 2.1. The
remaining interactions are treated by tridiagonalization in a restricted Hilbert space, which is
a valid approximation if the remaining terms are sufficiently small [70].
A recently developed modification of the ηqp generator scheme adjusts the flow according to
the spectral weight of the states, thereby enabling the treatment of quasi-particle decay even
in the case of strong interactions [53].
Furthermore, there are several improvements based on variational generator schemes that
enhance the stability of numerical CUT approaches in the case of energetically overlapping
qp-subspaces [71].
Besides the use of a suitable generator, the choice of a physically motivated truncation scheme
is a crucial part in most practical applications of the CUTs. This aspect is the main topic of the
next part.
1Here, the ground states of two Hamiltonians H1 and H2 are defined to be adiabatically connected, if there is a
parameter dependent Hamiltonian H(x) which can be adiabatically transformed from H1 = H(x1) to H2 = H(x2)
without traversing a second order phase transition.
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Figure 2.1: Illustration of the general structure for the effective Hamiltonian obtained by the
ηqp generator scheme (left) and the η0:n generator scheme (right).
2.1.4 Truncation schemes
In general, the commutator [η(H(`)), H(`)] in the flow equation (2.2) will introduce new
terms that are not present in the initial Hamiltonian. Consequently, these new terms have to
be taken into account in the Hamiltonian and the corresponding generator scheme. For typi-
cal condensed matter systems the successive evaluation of the commutator and the consistent
expansion of the Hamiltonian (and generator) leads to an infinite set of operator terms that
determine the structure of the Hamiltonian during the flow. In order to obtain a closed set
of differential equations, it is necessary to truncate at some point. The CUT approach gives
rise to manifold possibilities of truncation which are more sophisticated than plain restrictions
of the considered Hilbert space. The choice of truncation is a decisive element as it specifies
which physical processes, i.e., fluctuations and interactions, are incorporated in the effective
model, and consequently determines the validity of the results. For this reason, the truncation
scheme should justified physically.
In the following part a classification of the most important truncation schemes is presented in
order to give the reader a brief overview. The technical details of the methods and correspond-
ing truncation schemes used in this thesis are presented in the subsequent section 2.2.
Classification of truncation schemes
1. Self similar truncation
In the self-similar approach the flowing Hamiltonian and generator are expanded in
terms of a finite operator basis given by monomials of normal ordered operators. The
restriction of the operator basis is accomplished by a selection rule which is applied to
the operators emanating from the successive evaluation of the commutator. As a result,
the flow equation assumes a self similar form, provided that no further operators are
generated in compliance with the selection rule. This approach is referred to as self-
similar CUT (sCUT). Typically, the selection criteria are constituted by a finite operator
range in real space and a restriction in the quasi-particle number [47, 72].
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2. Strictly perturbative truncation
In strictly perturbative truncation schemes the Hamiltonian and the corresponding flow
equations are rigorously expanded in terms of one (or more) perturbative parameters.
The associated flow equations can be solved in a recursive fashion, whereby the com-
putational effort grows with increasing order. The resulting effective model is a series
expansion in terms of the perturbation parameter.
The first perturbative approach introduced by Knetter and Uhrig [41] is specialized in
problems which can be decomposed into an unperturbed part with equidistant spectrum
and a perturbation which links states that are separated by a finite energy difference
i.e., the perturbation is band-diagonal.2 This method is referred to as perturbative CUT
(pCUT). Based on the linked cluster theorem, one can compute relevant matrix elements
in the thermodynamic limit, which are exact up to a given order in the perturbation pa-
rameter. In conjunction with linked cluster expansions, pCUT provides a versatile tool
for the analysis of gapped quantum phases [35, 54, 55, 73].
The enhanced pCUT (epCUT) is a generalization of the pCUT approach which does not
require an equidistant spectrum as a starting point [44]. It is therefore applicable to a
larger class of problems, thereby extending the scope of real space applications. Analo-
gous to the sCUT approach the Hamiltonian is expanded in terms of a normal ordered
operator basis in second quantization. In contrast to pCUT, the flow equations in epCUT
are usually solved by numeric tools.
3. Semi-perturbative truncation
In the directly evalued version of the epCUT (deepCUT) the truncated flow equations
obtained from epCUT are integrated in a self consistent way for fixed values of the per-
turbation parameter [44, 74]. In this way non-perturbative results are obtained which
comprise fluctuations up to infinite order in addition to the exact fluctuations of the cor-
responding perturbative treatment. Due to the self consistency, the structure of the flow
equation depends on which quantities are targeted in the effective system. For exam-
ple, the incorporation of all equations that consistently determine the dispersion up to
order n will introduce additional terms to the truncated equation system of the ground
state energy in that given order3. In this sense, there is a freedom of choice providing
alternative ways of semi-perturbative truncation schemes (for further discussion of this
issue see subsection 2.2.3). In the standard deepCUT approach the self consistent flow
equations are restricted to those parts that exclusively contribute to a specific quantity of
interest in the considered order. In real space applications it is observed that this scheme
provides the most robust results, which is ascribed to the fact that it conforms perturba-
tion theory in the most consistent way [71]. In other scenarios for which high orders are
not accessible (e.g. in momentum space) it might be more appropriate to incorporate
additional targeted quantities.
4. Graph based truncation
The graph based CUT method (gCUT) is a non-perturbative approach for the derivation
of effective low energy models on infinite lattices [34]. In gCUTs the flow equations are
2Note, that this approach already covers a large class of problems. Many system comprising local degrees of
freedom which are coupled via short range interactions can be described in such a way. Though, due to its nature,
it is restricted to real space applications
3In the perturbative evaluation the corresponding equations are not coupled. Hence, the results are not affected
by the incorporation of further targeted quantities.
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solved numerically on finite systems represented by graphs. Based on the linked cluster
theorem, the results of the finite clusters are systematically recombined by means of an
appropriate embedding scheme reproducing the effective model in the thermodynamic
limit. The resulting effective Hamiltonian comprises all physical processes of the infinite
lattice up to a finite range determined by the maximum size of the considered graphs.
Therefore, quantum fluctuations are captured exactly up to a certain perturbative order,
similar to the deepCUT approach. However, it should be noted that the higher order fluc-
tuations included by the gCUT method are not identical to the contributions captured by
the deepCUT approach in real space.
The gCUTs contribute greatly to the understanding of numerical linked cluster expan-
sions and the connection between the physics of finite clusters and infinite systems
[48, 53, 58].
2.2 CUTs in second quantization
In this section we discuss the methodical aspects of CUTs in second quantization as they are
used in this thesis. The distinction between the presented methods is based on different trun-
cation schemes which are explained in more detail.
2.2.1 Self-similar CUT
Instead of using a concrete matrix representation, the flow equations can be also deduced in
second quantization. Accordingly, the Hamiltonian and the generator are expressed in terms
of normal ordered sequences of annihilation and creation operators Ai . Any non trivial opera-
tor acting on the considered Hilbert space can be unambiguously decomposed into the sum of
normal ordered operators. For fermionic and bosonic operators this procedure can be simpli-
fied considerably using Wick’s theorem [75].
Therefore, the collection of all normal ordered operators A = {Ai} (including the identity op-
















where A+ and A− denote the sets of normal ordered operators which increase (+) or decrease (-
) the number of excitations. Following the nomenclature of reference [44] and [71], the oper-
ator sequences Ai are termed monomials, whereas the product of a monomial and the corre-
sponding coefficient is referred to as an operator term. Note, that the dependence on the flow
parameter ` resides solely in the coefficients while the operator basis {Ai} is fixed.
The primary operator basis A0 contains all monomials that form the operator terms in the




. In the eval-




additional monomials A′(0) might be generated which
are not part of A0. Consequently, the Hamiltonian and the generator need to be updated
H(0),η(0) → H(1),η(1) according to the extended operator basis A(1) = A(0) ∪ A′(0) For systems
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which spans the Hamiltonian H(i) and the generator η(i) is iteratively
extended by the monomials emanating from the commutator in the flow equation. (b) Even-
tually, no further monomials are generated in compliance with the selection rule T and the
truncated flow assumes a self similar form.
with an infinite-dimensional Hilbert space the successive iteration of this procedure in general
does not close leading to an infinite set A∞ ⊆ A.4. In the self similar approach the operator
basis is restricted to a set of monomials A(T ) that comply with a certain selection rule T
TAi =
¨
Ai if Ai complies with the selection rule
0 otherwise
.
The basis is expanded according to A(n+1) = T
 
A(n) ∪ A′(n) until no new monomials are created
in the commutator in compliance with the selection scheme. The resulting operator basis A(T )
spans the Hamiltonian and the generator giving rise to a self consistent flow equation
∂`H
(T )(`) = T

η(T )(`), H(T )(`)

. (2.10)
The derivation in the self similar truncation scheme is schematically depicted in Figure 2.2.
Based on the expansion in (2.9) the flow equation (2.10) translates into a set of coupled
4If the Hamiltonian exhibits certain symmetries, only a subset of A might suffice as an appropriate operator basis
as the symmetries are retained during the unitary flow (e.g only monomials with an even number of creation and
annihilation operators might occur during the flow). In general, this subset is still infinitely large.
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D jki h j(`)hk(`) .
(2.11)
The tensor D jki results from the commutator of the corresponding monomials Ak and A j and
denotes the prefactor of the contribution to the monomial Ai . The initial values of the func-
tions hi(`= 0) are defined by the initial condition H(`= 0) =
∑
Ai∈A0 hiAi .
In the most simple truncation scheme the flow is restricted to the operator terms of the initial
Hamiltonian, i.e., A(T ) = A(0), as done in first approaches [76, 77]. which incorporate infor-
mation about higher terms by appropriate modifications of the initial coefficients.
In other self similar schemes the operator basis is restricted by the number of quasi-particles
involved and the spatial range of operators [47, 72].
In this thesis the scaling dimension of operator terms is used as a truncation criterion. It is
deduced from the scaling behavior of the system at small energies and provides a hierarchy for
systems exhibiting gapless excitations. An elaborate discussion of the self similar truncation
based on the scaling dimension is given in section 2.5.
2.2.2 Enhanced perturbative CUT
The rigorous perturbative expansion of the flow equation in second quantization is referred to
as enhanced perturbative CUT (epCUT) [44]. This method can be seen as a hybrid CUT that
combines the conceptual advantages of pCUT and sCUT. The epCUT approach is based on a
perturbative problem of the form
H = H0 + xV (2.12)
where H0 denotes the unperturbed system and the parameter x adiabatically introduces a
perturbation V . Accordingly, the coefficients of the flowing Hamiltonian in (2.9) are assumed






The flow equations in (2.11) are sorted by powers of x giving rise to a hierarchical set of










k (`) . (2.14)
Note, that the flow in order m is solely determined by coefficients of the same or lower order,
since there is no dependence on coefficients of higher order in (2.14). Moreover, the tensor
D jki does not depend on the considered order, as it results from the commutation of the cor-
responding monomials Ai and A j . The general structure of the flow is specified by the tensor
D jki , since it determines the mutual influence between the coefficients during the flow.
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The differential equations (2.14) can be obtained by successive evaluation of the commu-
tator generating additional terms of higher order. In real space approaches, typically, high
order expansions are accessed (n~5-14) and, thus, a sophisticated way of evaluating nested
commutators is highly desirable. Appropriate concepts for the derivation of perturbative flow
equations in real space and the conditions required for a closed set of differential equations
are thoroughly discussed in the Phd thesis of Nils Drescher [71] and in reference [44].
Given a Hamiltonian for which the unperturbed part describes a system of non-interacting
quasi-particles, the number of independent coefficients ∂`h
(m)
i is limited for a finite perturba-
tion V giving rise to a closed set of differential equations in any finite order n. Thus, the flow
equations can be solved order by order in a recursive manner, whereby the maximum order
n(max) is limited by the growing computational effort. The resulting effective Hamiltonian is





which is valid for sufficiently small values of the perturbation parameter x . In order to obtain
reliable results for higher values of x appropriate extrapolation schemes are required as for ex-
ample Padé or Dlog Padé extrapolations [78, 79]. In the next subsection a robust extrapolation
scheme for the epCUT is discussed.
2.2.3 directly evalued epCUT
The directly evalued epCUT (deepCUT) is a non perturbative approach which is derived straight-
away from the epCUT method. The corresponding flow equations of a coefficient hi are solely
constituted by the contributions Dk ji obtained from the perturbative expansion in (2.14) up to
a given order. But, in contrast to the epCUT approach, one omits the Taylor expansion of the
coefficients hi(x) and treats them as general functions in x . A targeted coefficient of the ef-
fective Hamiltonian is then determined by its own set of self consistent differential equations,
which can be numerically evaluated for any fixed value of x . The hierarchical structure of the
flow is thereby voided and, as a result, the coefficients are influencing each other in a non-
perturbative way. In Figure 2.3 the relation between the epCUT and deepCUT is illustrated by
means of a flow diagram for an quartic oscillator
H = h0 + h1 a
†a + h2 a
†a a a + h3 a
†a†a†a† + h4 a
†a†a†a + h5 a a a a (2.16)
using the particle conserving generator (see also Ref. [45]. The flow diagram illustrates the
mutual dependence of the coefficients during the flow by means of arrows indicating which
products of coefficients hkh j account for the first derivative of a coefficient hi .
The effective model reproduces the correct behavior in the perturbative regime as by defini-
tion its Taylor series is identical to the epCUT result up to the considered order, but in addition,
it comprises contributions up to infinite order.5 Those higher order contributions are a result
of feedback effects emerging between the coefficients as they evolve during the flow, as illus-
trated in the flow diagram in Figure 2.3. Accordingly, this approach serves as an extrapolation
5Note, that the effective model H(x) as a function of the parameter x is only defined by the corresponding set
of differential equations which has to be integrated for each value of x . In general, it is not possible to determine
the concrete analytic function H(x).
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deepCUT  O(2)epCUT  O(2)
Figure 2.3: Illustration of the flow diagram for the exemplary Hamiltonian in (2.16) com-
paring the perturbative flow equations (epCUT) for the coefficient h1 in order n = 2 and the
corresponding directly evalued version (deepCUT). The perturbative flow equations exhibit
a hierarchy from low to high orders. In the directly evalued flow equations this hierarchy is
voided introducing feedback effects between h1 and the remaining coefficients hi . Thus, there
is a wider interdependency between the flow of the coefficients. Different colors are used for
the arrows to identify related interdependencies in the perturbative and non-perturbative flow.
scheme of the epCUT result providing a description whose validity goes beyond the perturba-
tive regime.
In the standard deepCUT approach, as proposed in reference [44], the flow equations for
each targeted quantity in the effective model, as for example the ground state energy or one
quasi-particle energies, comprise only those contributions D jki which arise in the corresponding
perturbative expansion. However, the authors also mention the possibility to combine contri-
butions of different targeted quantities, which in general extend the flow equations of certain
coefficients depending on their hierarchy. In this sense, the equations of the considered tar-
get quantities are evaluated in parallel, thereby inducing further feedback effects. The flow
diagram in Figure 2.4 shows how such an extension may influence the structure of the flow
equations.
Previous studies based on high order series calculations in real space suggest that extensions of
this kind provide less robust extrapolations [71]. The author argues that this behavior might
occur due to the inclusion of spurious higher order contributions which overestimate certain
physical effects. However, there are no general rules known yet concerning the validity of this
approach known, yet. Especially, when high orders are not accessible, the extended truncation
may improve the results and should be therefore considered as a valid alternative in individual
cases.
So far, we have presented the general technical framework of the CUT methods mainly focus-
ing on the sCUT and (de)epCUT approaches which are based on second quantization. In the
following sections we want to discuss how these tools can be applied to systems exhibiting
gapless excitations.
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(a) (b)
Figure 2.4: Two flow diagrams are illustrated exemplifying the effects which arise by the
inclusion of an additional target quantity in the context of a deepCUT approach. Targeted
quantities are highlighted by a surrounding ellipse. (a) The flow diagram for the coefficient
h0 (ground state energy) obtained by the deepCUT approach in order n = 2 is depicted. In
(b) the coefficient h1 is considered as an additional targeted quantity which is evalued in
parallel to the flow of h0. Consequently, the flow of h0 is influenced by additional higher
order contributions emanating from h4 and h2.
2.3 CUTs for gapless quantum phases
The quantitative description of gapless quantum systems presents a demanding challenge in
many body theory. There is a multitude of scenarios, where gapless systems arise, for example,
at critical points in continuous phase transitions [79] or when long range order spontaneously
breaks a global continuous symmetry giving rise to massless Goldstone bosons [23, 24, 80].
An essential feature which all those systems have in common is the scale invariance at low
energies which is associated with a diverging correlation length in the ground state [7, 81].
From a methodical point of view fundamental difficulties arise in CUT approach due to the lack
of a characteristic energy and length scale complicating the derivation of effective low energy
models for lattice systems with a gapless energy spectrum.
The CUT method provides a considerable contribution to the understanding of gapped quasi-
particles. It allows the computation and in-depth interpretation of particle dynamics and in-
teractions by describing intricate phenomena such as quasi-particle decay, the formation of
bound states and the emergence of multi-particle resonances in a wide range of different sys-
tems. However, in standard CUT approaches quantum fluctuations are primarily truncated
by their spatial range and as a consequence the application is limited to systems with a finite
energy gap. The use of CUTs for the analysis of gapless quasi-particles is therefore highly de-
sirable.
We motivate the application of CUTs in momentum space providing a methodical extension
which enables the analysis of gapless excitations in quantum phases with long range order. In
this context, we expose the difficulties and limitations of common approaches and discuss the
primary challenges in the derivation of effective models for gapless quasi-particles.
2.3.1 Limitations of effective quasi-particle descriptions
In the standard CUT approach based on real space expansions the lattice Hamiltonian is sep-
arated into two parts H = H0 + V , similar to a perturbative ansatz. The first part H0 generally
18 2. Continuous Unitary Transformations in Momentum Space
describes local degrees of freedom which are completely decoupled from each other and, there-
fore, can be considered independently. Their local eigen space is used to define quasi-particles.
The lowest eigenstate is interpreted as the vacuum, whereas the excited states are assigned to
the corresponding quasi-particles. Consequently, the groundstate of H0 is a product state of
local vacua and the quasi-particles are identified with local excitations (see Figure 2.5(a)).
The remaining part V couples the local degrees of freedom turning the Hamiltonian into a
complicated many body problem. Typically, this term describes dynamics and interactions,
i.e., quasi-particles start to move and to influence each other. Moreover, it contains quantum
fluctuations in the number of quasi-particles i.e., the number of quasi-particles is not con-
served. The particle conserving CUT leads to a basis for which those quantum fluctuations
in the Hamiltonian vanish, i.e., the number of quasi-particles is a conserved quantity. In the
course of the CUT all quantum fluctuations which change the number of excitations are ab-
sorbed into particle conserving processes, thereby renormalizing the energetic and dynamic
properties of the quasi-particles as well as their mutual interaction (see Figure 2.5(b)). Sim-
ilar to a scaling approach, high energy degrees of freedom (i.e., large number of excitations)
are integrated out [59] and lead to renormalized low energy degrees of freedom, which are
assumed to be well described by the physics of a few quasi-particles.
The contributions that account for the renormalization can be ascribed to virtual quantum
fluctuations in real space as illustrated in Figure 2.5.
The interpretation in terms of real space fluctuations has its origins in perturbative expansions;
e.g. in pCUT [56], but it also applies to non-perturbative approaches [34]. The thermodynamic
limit gives rise to an infinite number of real space fluctuations. However, one can exploit the
linked cluster theorem, which states that only real space fluctuations on linked clusters have a
finite contribution [82, 83].6 Thus, all coefficients of the effective model can be decomposed
into terms defined on finite clusters. This enables expansions about a local limit H0, mean-
ing that contributions with increasing spatial range are systematically incorporated into the
effective model. Eventually, one has to truncate at some finite range due to increasing compu-
tational costs. This procedure is generally referred to as a linked cluster expansion [85, 86].
The resulting effective model contains quantum fluctuations up to a finite range R. For in-
stance, the ground state can be seen as the local vacuum with additional zero point fluctuations
up to a spatial range R. The effective excitations are spatially distributed composite states of
local excitations also referred to as dressed quasi-particles. As a consequence of the real space
truncation, the correlations between the local degrees of freedom in the effective system are
vanishing 〈〈O(0)O(r)〉〉eff = 0 for any r > R. It may be inferred that the effective model is a
good approximation as long as quantum fluctuations with a range r > R are negligible. This
is indeed the case for gapped systems for which the asymptotic behavior of the correlation
function displays an exponential decay with 〈〈O(0)O(r)〉〉 ∝ exp(−ζr) where ζ denotes the
characteristic correlation length [81].
In typical applications (e.g. when analyzing a continuous quantum phase transition from a
gapped phase) it is observed that, as the system H(λ) approaches a critical point λc , the length
scale of the quantum fluctuations increases and, thus, more and more contributions with larger
and larger spatial range have to be taken into account.
From scaling theory it is known that, close to the critical point, the energy gaps scales as
∆∝ ζ−z ∝ |λ−λc|νz where ν is the corresponding critical exponent and z denotes the dy-
namic exponent. Thus, once the gap closes, the correlation length ζ diverges and the effective
6The linked cluster theorem is related to the linked diagram theorem known from Rayleigh-Schroedinger per-
turbation theory [84] For a discussion on linked cluster expansions in the context of CUTs see Ref. 53.
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Figure 2.5: Illustration of the general idea behind the real space approach. In (a) the local
limit is depicted. The eigen states are product states of local degrees of freedom illustrated by
spheres. The ground state is given by a product state of local vacua (i.e., no local excitations)
displayed as blue spheres. Local excitation are interpreted as quasi-particles represented by a
red sphere. (b) The remaining part V couples the local degrees of freedom which are thereby
delocalized due to quantum fluctuations.
description eventually breaks down. The elementary excitations can no longer be interpreted
as local distortions but rather as objects with a spatial extension on arbitrary length scales.
Consequently, it is very difficult to study gapless systems based on expansions about a gapped
phase. Figure 2.6 illustrates the generic problems of the real space approach.
We encounter a similar situation when the system’s ground state spontaneously breaks a global
continuous symmetry evoking long range order. In this case the famous Goldstone theorem
predicts the emergence of gapless bosons also known as Goldstone bosons [24]. These ele-
mentary excitations can be envisioned as collective modes inducing small deviations from the
long range order with infinite spatial extension and arbitrary small energy. Two important
examples of Goldstone bosons in condensed matter are acoustic phonons, which arise due to
the broken translational symmetry in crystals [87], and spin waves in magnetic systems with
broken rotational spin symmetry(SU(2) symmetry) [88].
Similar to a critical point the system is scale invariant at low energies, which also becomes
manifest in the dispersion of the low energy excitations. The energy-momentum relation is
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gapless phase
= 0 < =
?
Figure 2.6: Illustrating the generic behavior of quantum fluctuations upon approaching a
quantum critical point which, in this example, separates a gapped from a gapless phase. The
initial particle description breaks down beyond the critical point.
invariant under scaling transformations, i.e., it does not change no matter how far one zooms
in. This is not the case in the presence of a finite energy gap as seen in Figure 2.7. In general,
it is difficult to capture this behavior by means of a linked cluster expansion. In order to reach
the scaling limit, sophisticated extrapolation schemes are required, which are of moderate ac-
curacy in the majority of cases. This fundamental limitations render it difficult to study gapless
systems based on expansions about a gapped phase.
Common methods for the analysis of critical phenomena and gapless phases are based on
renormalization group approaches and effective field theories [7, 36, 81, 89]. For instance, in
the Landau Ginzburg Wilson approach a field is introduced representing the order parameter
of the spontaneously broken symmetry in the continuum limit as depicted in Figure 2.8, where
the dynamics and interactions of the excitations are expressed in powers and gradients of the
field. These methods are powerful tools to study criticality and universal behavior as their
particular strength lies in the direct exploitation of scale invariance. However, their validity is
restricted to the limit of long wavelengths as they involve a certain momentum cutoff fading
out the microscopic information (see also Figure. 2.8).
The field-theoretic approach can be viewed as an expansion about long wavelengths, whereas
the real space expansions typically show a faster convergence at short wavelengths. In either
way, it is difficult to obtain an effective quasi-particle description that is quantitatively valid for
all length scales. This inevitably complicates the analysis of gapless phases, especially when
physical processes on very different length scales are involved and detailed knowledge about
particle dynamics and interactions in the whole Brillouin zone is required.
The presence of long range order and strong short range interactions is also the reason for
the apparent incoherence between high energy magnons and spin wave theory discussed in
section 4.1. Therefore, a methodical advancement is of crucial importance for a better under-
standing of the nature of gapless excitations.
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Figure 2.7: This sketch illustrates the scale invariance of the low energy excitations in a
gapless phase (see (a)). The energy momentum relation can be described by a scale invariant
curve ω(λk) = λαω(k) in the vicinity of the closing gap. In this example we have α= 1. (b)
By contrast, gapped excitations do not exhibit scale invariance at low energies.
Figure 2.8: The idea behind the field theoretic analysis of systems with a broken continuous
symmetry is sketched. The broken continuous symmetry is quantified by a local order param-
eter 〈Oi〉. In the scaling limit the concrete microscopic information becomes irrelevant and
the discrete order parameter can be replaced by a continuous field.
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In the next section we turn our attention to the application of the CUT method in momentum
space and its advantages for the description of gapless quasi-particles.
2.3.2 Momentum space representation
In quantum mechanics any representation is equally justified in the sense that the Hamiltonian
describes the same physical laws independent of its representation. This is indeed true as long
as the Hamiltonian is treated exactly. However, once a truncation scheme or approximation
has to be employed the representation has a major impact on which part of the Hilbert space
is discarded.
The representation of translational invariant lattice Hamiltonians in reciprocal or momentum
space implies many advantages for the utilization of CUTs to gapless systems. In momentum
space the basis states are described by Bloch wave functions |ψk〉 [90] which are eigenstates
of translations by lattice vectors r with
T (r) |ψk〉= eikr |ψk〉 (2.17)
where k denotes the total momentum (or crystal momentum). The crystal momentum is a
conserved quantum number of the system, which can take any value in the first Brillouin zone
(1stBZ), the primitive cell of the reciprocal lattice. Consequently, the basis states |ψk〉 are
completely determined by their behavior in a single BZ.
We use the formalism of second quantization as it provides a natural language in terms of
quasi-particles. The particle creation operators in momentum space a†k are related to local








with N denoting the number of primitive cells. Thus, in momentum space the quasi-particle
created by a†k is not a local excitation but a collective mode distributed over the whole real
space range. It is specified by its wave number k which is reciprocal to the coordinates in real
space. This proves beneficial for the description of gapless lattice models, since, in principle,
all length scales are represented in the first Brillouin zone (BZ): long wavelengths (small wave
numbers k∼ 0) in the center of the BZ are related to large length scales and small wavelengths
(large wave numbers) at the border of the BZ are associated with short length scales.
In order to point out the major advantage of the momentum space representation we may
consider, for instance, the standard linear spin wave theory for the antiferromagnetic Heisen-
berg model where the spin degrees of freedom are represented by bosons. On a bilinear level
in boson operators the Hamiltonian can be diagonalized by a Bogoliubov transformation in
momentum space giving rise to gapless spin waves with a linear dispersion in the vicinity of
k = (0, 0) and k = (pi,pi) [16, 21]. The description of those excitations in real space, however,
is non-trivial even at the stage of the bilinear approximation, because the quantitative descrip-
tion of the closing gap at k = (0, 0) or k = (pi,pi) based on real space expansions would require
the incorporation of contributions up to infinite spatial range.
So in contrast to the real space approach, it is possible to decompose the Hamiltonian in mo-
mentum space according to H0+V such that the initial excitations in H0 are described in terms
of gapless quasi-particles, whereas the residual part V introduces higher level interactions. This
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marks an important advantage, because the initial basis already embodies excitations with ar-
bitrary small energy and, hence, the effects of quasi-particles interactions contained in V can
be studied directly within a gapless phase. Eventually, the effective model of the full Hamilto-
nian including the residual part V is obtained by means of a particle conserving CUT analogous
to the real space approach.
The presented CUT methods in second quantization allow a direct evaluation in momentum
space giving rise to a variety of possible truncation schemes which are inherently different
from real space truncations.
2.3.3 Effective descriptions for gapless quasi-particles
Of course the applicability of the described approach requires the existence of a distinct quasi-
particle describing the system’s excitations. Analogous to gapped systems, quasi-particle decay
can complicate the derivation of the effective model or even render the approach completely
ineffecient. In fact, gapless quasi-particles is much more fragile, compared to particles with a
finite gap, because there is no energy separation between subspaces of different quasi-particle
number. In the following we explicate some of the consequences and restrictions for effective
quasi-particle descriptions resulting from the absence of an energy gap. For this purpose, we
briefly discuss how the spectral properties of a gapped system are interpreted in terms of quasi-
particles and how this interpretation applies to gapless excitations in particular addressing the
requirements for a well defined quasi-particle picture.
Effective spectral densities
The information about the dynamical properties of elementary excitations and their mutual
interaction is encoded in the eigenstates and the corresponding energy spectrum. In experi-
mental setups this spectral information can be probed indirectly by observables which couple
to the eigenstates (e.g. in a certain subspace) providing a characteristic spectral imprint of the
system. Theoretically, this spectral information is represented by spectral densities or dynamic
structure factors.
As we already discussed, the quasi-particle conserving effective model leads to a considerable
simplification in the evaluation and interpretation of spectral densities. We consider a momen-
tum resolved observable Oeff(k) in the effective basis which in general does not conserve the





where O(n,m)eff denotes the part of the observable containing m annihilation and n creation op-
erators assuming normal ordering.
Due to the block diagonality of the effective Hamiltonian the relevant resolvent RO(ω,k)
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obtained from the retarded zero temperature Greens function splits into contributions of sep-
arated quasi-particle sectors




〈0|O(0,n)eff (k) 1ω− (Heff − E0)O
(n,0)





because any function F(Heff) will maintain the conserved quantities of Heff. Accordingly, the
spectral density can be decomposed into parts with a distinct number of quasi-particles













In the one quasi-particle subspace the effective Hamiltonian is given by




with the quasi-particle number operator nk = a
†
kak, the effective quasi-particle dispersionω(k)
and the effective ground state energy E0. The resulting spectral density in the single quasi-
particle subspace reads
I1qp(ω,k) = − 1
pi





〈0|O(0,1)eff (k)O(1,0)eff (k) |0〉
ω−ω(k)
= 〈0|O(0,1)eff (k)O(1,0)eff (k) |0〉 δ (ω−ω(k)) . (2.23)
Note, that the states O(1,0)eff (k) |0〉 describe single moving objects (particles or waves) and in
translational invariant systems their energy is unambiguously determined by their total mo-
mentum. The resulting spectral density is a δ-peak located at the 1qp energies with a mo-
mentum dependent weight. This quasi-particle weight W 1qp(k) = 〈0|O(0,1)eff (k)O(1,0)eff (k) |0〉
specifies the response of the corresponding state to the observable.
States with more than one quasi-particle comprise additional degrees of freedom as the in-
dividual momenta of the quasi-particles are only confined by the conservation of the total
momentum. In general, these independently moving particles will form a continuum of states.
2. Continuous Unitary Transformations in Momentum Space 25
The upper and lower edge of the corresponding energy spectrum is determined by the maxi-
mum and minimum energy of the free multi-particle states


















The spectral density In-qp(ω,k) is a continuous distribution function rendering the weight of
the observable in this energy band. The computation of these spectral densities is much more
involved because one has to take multi-particle interactions into account. A procedure for the
general evaluation of these resolvents is described in section 3.3.
Strong interactions can also lead to bound or anti-bound states at energies that are located
outside the continuum. These multi-particle states arise, when the dynamics of the individual
particles is confined by the interaction, for instance, when particles move as a single unit due
to strong attractive mutual interaction. These states have the same spectral signature as single
particle states, namely a δ-peak.
Figure 2.9 illustrates the decomposition of the spectral density in terms of quasi-particle sec-
tors for a generic gapped system. This subdivision is well-defined, as long as the quasi-particle
sectors connected by scattering processes in V are energetically well separated. The energetic
separation is an important requirement for an adequate performance of the particle conserving
approach. In the most extreme case, energetic overlaps between different quasi-particle states
which share the same quantum numbers preclude a characterization in terms of quasi-particles






Figure 2.9: A generic energy spectrum of a gapped system is shown. In areas, where differ-
ent quasi-particle states overlap, the quasi-particle description becomes deficient if the corre-
sponding subspaces are connected by terms in the Hamiltonian.
In specific cases a substantial shift of 1qp spectral weight into the continuum due to interactions
is observed when 1qp states are energetically close to the continuum as shown in Figure.2.10.
The simultaneous reduction of the quasi-particle weight and the formation of resonances in
the continuum is sometimes referred to as a precursor of fractionalization [13, 30].
The central idea behind the concept of fractionalization is, that the elementary excitations of
the system move as if they were composed of smaller deconfined constituents with fractional
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quantum numbers. This implies that the spectral weight in the continuous energy band is as-
cribed to a continuum of fractional excitations, in contrast to the conventional picture, where
these states are interpreted as multi-particle states of dressed integer excitations.
An important example of fractionalized quasi-particles are gapless spinons in the uniform an-
tiferromagnetic 1D chain [91–93]. For any finite dimerization, the elementary excitations are
gapped and can be either described as integer quasi-particles, triplons (S = 1), or as a bound
state of two spinons (S = 1/2) [13, 14, 94].
For zero dimerization the single triplon weight vanishes at all wavevectors leading to a singu-
larity at the lower edge of the continuum as depicted in Figure 2.10. In this case, one would
expect that the quasi-particle approach based on integer triplons is not suitable. But in fact,
the situation is much more subtle. Schmidt and Uhrig have shown that both approaches pro-
vide quantitatively valid descriptions. i.e., the continuum can be either described in terms of
two integer quasi-particles, triplons (S = 1), or two fractional spinons (S = 1/2) [14]. Conse-
quently, both schemes may be viewed as different representations of the same phenomenon.
continuum continuum continuum
gapped gapless
Figure 2.10: The phenomenon of a vanishing single particle weight is illustrated by means
of the spectral density evolving from a gapped into a gapless system. This possible scenario
is, for instance, observed in the dimerized spin-1/2 antiferromagnetic chain [14]. In the case
of zero dimerization, the system becomes critical and the quasi-particle weight vanishes at all
wave vectors k.
This ambiguity has led to an extensive debate about the nature of the corresponding elemen-
tary excitations in quantum antiferromagnets [13, 14, 28, 95–97]. A further discussion on this
issue in the context of the square lattice antiferromagnet is also given in section 4.1.
The requirement of energetic separation between different quasi-particle subspaces has impor-
tant consequences for the effective description of gapless excitations. Here, the continuum is
directly adjacent to the quasi-particle dispersion because a generic multi-particle state can be
build by an arbitrary number of zero energy modes as illustrated in Figure 2.11. This leads to
certain intricacies which we want to discuss in the following.
The initial quasi-particle description defined by H0 is supposed to provide a distinct single par-
ticle state, which lies energetically below its multi-particle continuum. In general, there is no
energetic separation between different multi-particle subspaces for gapless quasi-particles. In
order to distinguish between these subspaces, additional conserved quantum numbers as for
example the total spin are helpful.
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Figure 2.11: A sketch of the states at the lower edge of the multi-particle continuum is
depicted. These states are mainly composed of low energy modes located at long wavelengths
k = 0. This principle also applies to subspaces of arbitrary quasi-particle number.
In a best case situation, the lower edge of the multi-particle continuum directly adjoins the dis-
persion in the whole Brillouin zone. The corresponding spectral density splits into a δ-function
with finite weight located at the one particle dispersion and an incoherent part representing







Figure 2.12: Illustration of the energy spectrum and spectral density of a gapless system with
a distinct quasi-particle state. The quasi-particle dispersion is adjacent to the lowest edge of
the multi-particle continuum (left panel) featuring a finite quasi-particle weight in the spectral
density (right panel).
lap between the 1qp states and the multi-particle continuum leads to deficient quasi-particle
states in the corresponding area. This imposes additional constraints on the particle dispersion
in H0 as the lower edge of the continuum is directly related to the contour of the dispersion.
A necessary condition is that the particles exhibit a linear energy momentum E ∝ kν with
ν = 1 relation at k = 0.7 By contrast, for quasi-particles with a non-linear dispersion relation
E∝ kν and ν > 1, the lower edge of the multi-particle continuum lies energetically below the
7A non-linear energy momentum relation E ∝ kν with 0 < ν < 1 would also comply with the requirements,
however, these particles would exhibit an infinite group velocity at k = 0. Thus, we restrict our considerations to
particles with a linear dispersion relation at long wavelengths.
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one-particle dispersion at the whole BZ as illustrated in Figure 2.13.
2qp 3qp
Figure 2.13: The lower edges of the multi-particle continua for a gapless quasi-particle with
quadratic dispersion relation are sketched.
As a consequence, the description of excitations in terms of quasi-particles in H0 is ill-posed,
because the processes in the residual part V would inevitably lead to quasi-particle decay even
at arbitrary small energies, i.e., the quasi-particle can no longer be described by a sharp δ-
peak. The standard particle conserving CUT approach breaks down unless the qp-sectors are
protected by additional conserved quantum numbers which would imply that all processes
changing the number of quasi-particles are zero. Magnons in the Heisenberg ferromagnet, for
instance, exhibit a quadratic dispersion relation [98, 99].
In summary, we infer that the quasi-particle approach is suitable for gapless systems with a
linear dispersion at long wavelengths.
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2.4 Application and interpretation of CUTs in momentum space
In this section, the concrete application of the CUT approach in momentum space is discussed.
In this thesis, we restrict our considerations to bosonic excitations as we are interested in an
effective description of gapless magnons.
In the first part the general setup is specified. Then we explicate the general derivation of
flow equations in momentum space and introduce a concept which considerably simplifies this
task by means of a pictorial representation of operator terms. Based on this concept, we ex-
amine the CUT approach in momentum space with regard to its diagrammatic representation.
For this purpose, the generic structure of the perturbative solution is analyzed pointing out
the link to diagrammatic perturbation theory and the interpretation in terms of virtual fluc-
tuations. The extension of this interpretation to non-perturbative CUTs in momentum space
allows us to translate the abstract flow equations into a more physical language. The diagram-
matic approach visualizes the effects of non-perturbative truncation schemes and provides an
intuitive picture of the resulting effective quasi-particle description.
The subsequent section deals with a non-perturbative truncation criterion, the scaling dimen-
sion of operator terms, which is particularly suited to the analysis of gapless quasi-particles.
2.4.1 General setup
We consider a translational invariant lattice Hamiltonian Hinit in momentum space is decom-
posed into
Hinit =H0 +V . (2.25)
The first part H0 describes a system of free gapless excitations






where E0 denotes the vacuum energy and ωk is the dispersion. The vacuum state is supposed
to break a continuous symmetry giving rise to Goldstone bosons which are expressed in terms
of creation and annihilation operators α†k and αk. The excitations are considered to exhibit a
linear dispersion ωk∝ |k| at long wavelengths |k|  1.
The residual part can be decomposed into
V = V0 +V+ +V− . (2.27)







V nn (k1, . . .k2n) a
†
1 . . . a
†
nan+1 . . . a2n . (2.28)
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V nm(k1, . . . , kn, kn+1, . . . ,kn+m) a
†
1 . . . a
†






V nm(k1 . . . , kn, kn+1, . . . ,kn+m) a
†
1 . . . a
†
nan+1 . . . an+m . (2.29)
We denote by V+ the terms which increase the number of bosons. Accordingly, V− denotes the
operators which reduce the number of bosons. Note, that we use a shorthand notation for the
momenta ki → i such that a†ki ..= a†i to lighten the notation.
Due to the conservation of total momentum the vertex functions V nm(k1, . . . , kn, kn+1, . . . ,kn+m)





ki+n = G (2.30)
with G denoting a reciprocal lattice vector. Thus, they can be also written as




m(k1, . . . ,kn , kn+1, . . .kn+m) (2.31)







i≤m ki+n = G
0 otherwise
.
For the application of the CUT it is expedient to absorb this Kronecker-δ into the vertex func-
tions because the CUT preserves this property. In the thermodynamic limit we have to consider
the continuum limit for which the sums are converted into integrals and the Kronecker-δ is
transformed into a δ-distribution. For the sake of clarity, however, we keep the notation for
discrete momenta as the continuum limit does not provide any further information and the
actual evaluation has to be performed for finite systems anyway.
Symmetrization of coefficients
The assignment of momentum indices among creation operators or annihilation operators of
a given monomial is arbitrary because its constituents are commuting, i.e., [ a†k’, a
†
k ] = 0 and
[ ak’, ak ] = 0. Therefore, it is convenient to symmetrize the associated coefficient by rearrang-
ing the sums∑
k1...kn+m
V nm(k1, . . . , kn, kn+1, . . . ,kn+m) a
†
1 . . . a
†

















V nm(P−1i (k1, . . . , kn),P−1j (kn+1, . . . , kn+m)) a†1 . . . a†nan+1 . . . an+m (2.32c)
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where Pi(a†1 . . . a†n) and Pi(k1, . . . , kn) denote a distinct permutation of operators or momenta,
respectively. The sums run over all permutations enumerated by the indices i and j. In the
third line the permutations are transferred from the operators to the momentum arguments of
the vertex functions by a redefinition of momentum indices.







V nm(Pi(k1, . . .kn),P j(kn+1, . . .kn+m)) (2.33)
This is an essential step to make the definitions of the V nm unambiguous. Next, we consider the
actual derivation of the flow equations in momentum space.
Deriving flow equations in momentum space
We derive the flow equations (2.2) using the particle conserving generator η(`) = V+(`) −
V−(`). The coefficients are `-dependent and become the effective coefficients for ` → ∞
yielding a quasi-particle conserving system Heff = H0,eff + V0,eff with renormalized dynamics











can represent any coefficient in the flowing Hamiltonian. The greek indices
denote different types of operator terms and are used to identify the associated coefficient
function. The vectors ~i = (i1, . . . il) and ~j = (j1, . . . jp) are used as a short-hand notation for
containers of indices, which represent different momentum arguments ki and k j . The mo-
menta ki ∈ ~i are referred to as free momenta because they reflect the momentum dependence
of the coefficient at hand. Every free momentum ki ∈ ~i appears as an argument of either Cβ
or Cγ such that ~iβ ∪ ~iγ = ~i. The k j ∈ ~j are called contracted momenta as they introduce con-
tractions of momentum arguments between pairs of coefficients (see also section 2.4.2 for a
detailed explanation).
Evidently, the structure of the flow equations is fully determined by the prefactors Dβγα and
the contractions between the corresponding coefficients. Then the truncation scheme defines
which terms are eventually incorporated into the flow equation. In a rigorous perturbative
truncation scheme the coefficients are expanded in powers of a perturbative parameter, which
effectively increases the number of coefficients. The values of the prefactors Dβγα and the con-
tractions, however, are not affected by the truncation scheme.
The derivation of the prefactors and contractions is based on the evaluation of commutators
between the normal ordered monomials, which span the basis of the flowing Hamiltonian and
the generator. Typically, the evaluation of these commutators can be cumbersome because one
has to keep track of a large number of coefficients and indices. So, in general, it is advisable
to perform the derivation by automated computer programs (see section 3.1).
At this point, however, we also want to advert the manual evaluation which can be simplified
using a diagrammatic representation of operator terms. As we will discuss in the following,
the diagrammatic representation of operator terms not only simplifies the derivation but also
provides physical intuition and a better understanding of the flow equation approach in mo-
mentum space.
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2.4.2 Diagrammatic representation
The diagrammatic approach, first introduced by Feynman [100], is a powerful tool to identify
and compute contributions in perturbation theory in a pictorial way, providing visualization of
complex phenomena in quantum field theory. The same advantages also apply to the CUT in
momentum space for which the transformed coefficients can be interpreted in terms of virtual
fluctuations visualized by diagrams.
First, we introduce the diagrammatic representation in the context of the evaluation of commu-
tators. In the subsequent part this concept is extended to the representation of flow equations
in momentum space.
In second quantization the commutator of two normal ordered operators can be computed us-
ing Wick’s theorem [75]. For the purpose of the following derivation, we introduce a shorthand
notation for normal ordered operators
N i1...inj1...jm
..= a†i1 . . . a
†
in
aj1 . . . ajm . (2.35)





+ C (N )i1,...,inj1...jm (2.36)
where C (N )i1...inj1...jm denotes all possible contractions between the upper and lower momentum
indices





















. . . (2.37c)
... (2.37d)
The expression is subdivided into sums over terms with a distinct number of contracted pairs.
Thus, the first sum contains all possible single contractions, the second sum comprises all dou-
ble contractions and so forth. The maximum number of contractions is then given by ncmax =
min(n,m). As we are considering boson operators the contractions introduce a Kronecker-δ




Based on this theorem the evaluation of commutators can be considerably simplified by using
a basic pictorial representation for the normal ordered monomials and their contractions. We
define a diagram representing a normal ordered monomial by means of a single vertex con-
necting in- and out-going lines. A particle creation operator in the monomial corresponds to
an in-going line with an associated number denoting the index of its momentum. Similarly,
a particle annihilation operator is represented by an out-going line. 8 The direction of those
8Note, that our convention differs from the standard conventions of Feynman diagrams where out-going lines
refer to particle creation and vice versa.
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lines is indicated by arrows which, by convention, are drawn from left to right. This pictorial
representation is exemplified in Figure 2.14.
Figure 2.14: The pictorial representation of normal ordered monomials by means of dia-
grams is illustrated. By convention, we draw the arrows from left to right.
The contraction between two momenta is displayed as a connection between the associated in
and out-going lines. We utilize this representation to visualize the commutator between two





























































=N iL1 ···iLa C(N )i
R
1 ···iRc
jL1 ···jLb NjR1 ···jRd − N









The momenta ~iL = (iL1 · · · iLa) and ~jL = (jL1 · · · jLb) correspond to the in- and out-going lines in L
and similarly ~iR = (iR1 · · · iRc ) and ~jL = (jL1 · · · jLb) denote the in- and out-going lines in R. Conse-
quently, the commutator is given by the sum over all contractions between the out-going lines
in L and in-going lines in R, subtracted by all possible contractions between the in-going lines
in L and out-going lines in R as shown in Figure 2.15.
The resulting two-vertex diagrams represent all normal ordered terms resulting from the com-
mutator. The open lines represent the remaining annihilation and creation operators, whereas
the connected lines between momentum pairs k1 and k2 indicate contractions which introduce
a Kronecker-δ (see (2.38)). Note, that many terms are represented by the same diagram as
the number of topologically distinct diagrams is much smaller than the total number of terms.
In general, it is expedient to draw the diagrams without momentum assignments first. In a
second step the actual terms are obtained by a permutation of assignments between contracted
indices. Different contractions that are related by a symmetry transformation of the diagram
are only counted once, as they describe identical terms. Finally, the number of different terms
Nd corresponding to a given two-vertex diagram d equals the number of all distinct contrac-
tions. It is given by the formula
Nd =
nin!nout!
NC !(nin − NC)!(nout − NC)! (2.40)






two-vertex diagrams two-vertex diagrams
Figure 2.15: Illustration of the commutator equation (2.39)
.
where nin and nout denote the number of in-going and out-going lines which are available for
contraction and NC refers to the number of contractions. The diagrammatic evaluation is ex-
emplified in Figure 2.16.
The pictorial representation also applies to the flow equations for which we replace the co-
efficients and their contractions by diagrams in a similar fashion. Due to the symmetrization
in (2.33) the coefficients exhibit the same diagrammatic properties as their corresponding
monomials. All contractions between the monomials obtained in the commutators of the flow
equation can be directly transferred to the momentum arguments of the associated coefficients.
Consequently, the coefficient and the monomial of a given operator term can be represented
by the same diagram. This allows us to express the flow equations in (2.34) entirely in terms
of a pictorial representation as illustrated in Figure 2.18.
Based on these rules, the derivation of the flow equations can be performed manually by a
rigorous diagrammatic evaluation as summarized in the following steps.
1. First we draw all diagrams describing the terms in the inital Hamiltonian H(` = 0) and
generator η(`= 0). Every term is represented by a single vertex diagram.
2. The additional diagrams in the truncated flowing Hamiltonian H(`) and generator η(`=





. For this purpose, we draw all possible contractions between the
diagrams in H(0) and η(0) which leads to a set of two-vertex diagrams. The two-vertex
diagrams are converted into single-vertex diagrams by combining the contracted pair of
vertices into a single vertex as shown in Figure 2.17. The Hamiltonian and the gener-
ator are extended by new diagrams which comply with the truncation criterion. This
is repeated until no further diagrams are produced in accordance with the truncation
scheme.
3. The flow equation of a coefficient with n in-going and m out-going lines can be derived





number of in- and out-going lines.
4. The pre-factors Dβγα can be determined by the multiplicities Nd(α) of the corresponding
contractions between Cβ and Cγ given by (2.40). If the pair of contracted coefficients
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Figure 2.16: The diagrammatic evaluation of a commutator between normal ordered mono-
mials is exemplified.
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Figure 2.17: A two-vertex diagram is converted into a single-vertex diagram.
emanates from

V+ − V−,H0 + V0

, the corresponding pre-factor is given by Dβγα =





factor of two Dβγα = ε2Nd(α) with ε= ±1. In general, the sign ε can be directly identified
by the corresponding commutator in the flow equations. For the particle conserving
generator the signs of the pre-factors can be obtained by ε = sign(NL − NR) where NL
and NR denote the number of created particles in the left and right vertex. Left and right
vertex are distinguished by the arrows on the contracted lines in the two-vertex diagram
which go from left to right according to our convention.
5. The flow equation of a given coefficient (which is represented by a single vertex diagram)
is then determined by the set of matching two-vertex diagrams and the corresponding
prefactors (see Figure 2.18).
=
diagrammatic representation
Figure 2.18: The diagrammatic representation of the flow equations in momentum space is
depicted.
6. Finally, one has to symmetrize the two-vertex diagrams according to 2.33. The resulting
terms can be further combined by exploiting conservation of momentum and vertex
symmetries.
7. In the last step one has to sum (or integrate) over all contracted momenta.
Figure 2.19 exemplifies the diagrammatic derivation of the flow equation approach for a simple
bilinear Hamiltonian.
Note, that the diagrammtic representation introduced in this section bears a resemblance








Figure 2.19: The diagrammatic derivation of the particle conserving flow equations for a
bilinear Hamiltonian. (a) The flowing Hamiltonian is represented in terms of diagrams. The
conservation of momentum is absorbed into the coefficients Ci . (b) The commutators in the
flow equation are evaluated yielding the two-vertex diagrams and the corresponding pref-
actors Dβγα . Note, that for the bilinear Hamiltonian no additional terms are created in the
commutators. Thus, no truncation is required. (c) The flow equations with symmetrized coef-
ficients are drawn. (d) The symmetries of the coefficients and the conservation of momentum
are exploited in order to simplify the flow equations. The resulting differential equations are
exact as no truncation scheme was employed.
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to Feynman diagrams from standard perturbation theory. Indeed, an important similarity is
that both schemes are used to visualize particle creation and annihilation processes. However,
Feynman diagrams are typically used to simplify the evaluation of Greens functions, i.e., the
lines represent propagators in time. By contrast, in our approach the diagrams are a pictorial
representations of operator terms in momentum space.
2.4.3 Perturbative derivation
Next, we discuss the solution and diagrammatic representation of the perturbative flow equa-
tion approach. This allows us to draw a link to diagrammatic perturbation theory, which in
turn motivates the interpretation in terms of virtual fluctuations. In the perturbative approach
the equations 2.34 are decomposed and truncated in powers of a given perturbative parameter,
as discussed in section 2.2.2. Therefore, the coefficients acquire an additional index denoting













(~i, ~j)C (q)γ (~i, ~j) (2.41)
In general, these equations can be solved analytically in a recursive fashion.







V+ −V−, H0 +V0

(2.42)
We discriminate between the non-block-diagonal part V++V− which connects subspaces with









is at least of second order in V .
The flow equations (2.41) can be decomposed further into
∂`C
(n)














(~i, ~j)C (q)γ (~i, ~j) (p, q > 0) . (2.43)
where we extracted the order n coefficient which is associated with the derivative on the left-
hand side. The remaining sum comprises only coefficients of lower order p, q < n. The term
Ω(0)α (~i) emerges from the contraction between a vertex function Cα(~i) and the unperturbed
one-particle operators in

V+ − V−, H0

as illustrated in Figure 2.20. It describes the energy
difference between the free particle states that are connected by the associated operator term
of Cα.
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Figure 2.20: Illustration of the one-particle term Ω(0)− for an exemplary coefficient in V−. In
the one-particle diagram we directly exploit conservation of momentum.
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For a coefficient Cα which is associated with a vertex function V
n
m(k1, . . . , kn, kn+1, . . . ,kn+m) =
V nm(~i) the corresponding energy term reads









Note, that its sign is dominantly negative because one subtracts the energy of the state with
more particles from the energy of the lower particle state. For the coefficients Cα in the block-
diagonal part the energy term Ω(0)α (~i) is zero (sign(0)
..= 0) because there is no commutator
between the block-diagonal operators H0 and V0.
If the unperturbed part H0 also contains non-diagonal interaction terms, the perturbative eval-
uation becomes more involved as different non-block-diagonal coefficients of the same order
are coupled and the simple decomposition in (2.43) is not possible. In this case, one has to
diagonalize H0 first.
The negativity of the energy term Ωα < 0 is an important requirement ensuring the conver-
gence of the flow. The asymptotic behavior for `→∞ is dominated by the termΩα,(0)(~i)C (n)α (~i)




which has to vanish pre-
suming a convergent flow. In gapless systems the requirementΩα ≤ 0 only holds for transitions






n which couple to the ground state or one-particle states. If the one particle
dispersion is non-negative and coincides with the lower edge of its multi-particle continuum
we find
Ω(0)α (~i) = −
n∑
i=1
ω(ki)≤ 0 for V n0 , V 0n
Ω(0)α (~i) =ωk1 −
n∑
i>1
ωki ≤ 0 for V n1 , V 1n . (2.45)
For the coefficients in the higher particle subspaces the energy term Ω(0)α (~i) can also take pos-
itive values which can lead to a divergent flow. As we already discussed, this is due to the
nature of the multi-particle continuum in gapless systems. The corresponding states cannot
be decoupled because there is no energetic hierarchy in the multi-particle subspaces, which
means that one can only decouple the 0-qp and 1-qp states from the multi-particle continuum
(e.g. by using the η1:n scheme [51, 71]). However, a decoupling of higher qp states is possible,
if they are protected by additional conserved quantum numbers, e.g. the total spin. In fact, this
is the case in the square lattice antiferromagnet. Here, the multi-particle continuum separates
into subspaces with an odd and even number of quasi-particles which do not hybridize. Thus,
we can use the full qp-generator scheme to decouple the subscpaces three quasi-particles as
there are no processes which connect the two and three quasi-particle subspace.
Solution in second order
Next, we discuss the structure of the perturbative solution up to second order. After that, we
sketch the generalization to higher orders and exemplify the diagrammatic interpretation. For
the sake of clarity, we omit the indices of momentum ~i, ~j in the notation, keeping in mind that
the coefficients have a momentum dependence and the sums include contractions between
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different momenta. Moreover, we drop the superscript in the energy term Ω(0)α
..= Ωα
In first order the flow of the coefficients in the block-diagonal part is zero
∂`C
(1)
α = 0 for Cα ∈H0 +V0 (2.46)
as the coefficients are already determined by the particle conserving part of the perturbation





















for Cα ∈ V+,V− (2.47)




α (`) = ΩαC
(1)
α (`) for Cα ∈ V+,V− . (2.48)
The resulting flow of the corresponding coefficients then reads




These non-diagonal coefficients vanish for ` →∞ due to the exponential prefactor eΩα` for
Ωα < 0.






























(`= 0). This differential equation can be solved by the ansatz












The function G(`) is obtained by an integration of the exponential function which introduces
a denominator with the unperturbed single particle energies Ωβ + Ωγ − Ωα. The integration
constant is determined by the initial condition G(0) = 0. Eventually, we obtain













For the non-block-diagonal part the coefficient vanishes in the limit ` →∞ as Ωα ≤ 0 and
Ωβ +Ωγ ≤ 0.
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For the coefficients of the particle conserving part the argument is zero Ωα = 0 and, hence, the
effective coefficient has a finite value. Eventually, we obtain the result





Dβγα C0β(~iβ , ~j)C
0
γ (~iγ, ~j)
Ωβ(~iβ , ~j) +Ωγ(~iγ, ~j)
. (2.54)
where we reintroduced the momentum arguments ~i and the sum over contracted momenta ~j.
Note, that the formula (2.54) is equivalent to the result of standard second order perturbation
theory.
The effective coefficients are now expressed in terms of the unperturbed coefficients and en-
ergies C0γ and Ωβ . In the effective model the dynamics and interactions are renormalized by
perturbative contributions which describe fluctuations of the free excitations mediated by V .
The diagrammatic representation provides an expedient tool to visualize these fluctuations
in a simple fashion. Figure 2.21 illustrates the diagrammatic representation of (2.54) and
exemplifies the interpretation in terms of virtual fluctuations.
intermediate 
virtual 3qp-state
Figure 2.21: The diagrammatic representation of the second order contributions in (2.54)
to the quasi-particle dispersion is illustrated with an exemplary perturbation V . V describes
scattering processes from a single particle state into a three-particle state and vice versa. The
coefficients V induce transitions between these states and, hence, we can interpret the per-
turbative contributions as fluctuations into intermediate virtual states weighted by an energy
denominator. In the end, the resulting contribution is a sum over all possible transitions me-
diated by V . This principle also applies to effective interaction terms which are represented
by diagrams with a higher number of in-going and out-going lines.
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General perturbative solution
Next, we analyze the generic structure of the perturbative solution generalizing the diagram-
matic approach to higher orders.













C (q)γ (p, q > 0)
= ΩαC
(n)
α + g(`) (2.55)
where we extracted the term proportional to the unperturbed one-particle energies in Ωα.
Thus, the n-th order coefficient C (n)α does not occur in the residual sum g(`). First, let us
distinguish between coefficients of the block-diagonal part with Ωα = 0 and the coefficients
of the non-block-diagonal terms with Ωα 6= 0. For Ωα = 0 the formal solution is obtained by
integration





















γ (`1) . (2.56)
For the non-block-diagonal coefficients with Ωα 6= 0 we insert the ansatz (2.51) into the flow







→ ∂`G(`) = e−Ωα`g(`) . (2.57)
Hence, we can write the flow of the n-th order coefficient as follows


















γ (`1) for n> 1 , (2.58)
which is equal to (2.56) for Ωα = 0. Thus, we consider equation (2.58) as the general form of

















γ (`1) . (2.59)
Note, that Ceff,(n)α is zero for each coefficient function in the non-block-diagonal part as the
integral is damped by the exponential term eΩα`, assuming that the integral has a finite value.
Hence, we only have to consider particle conserving coefficient functions Ceff,(n)α . This is a
direct consequence of the quasi-particle conserving generator scheme. The effective coefficient
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Ceff,(n)α is also referred to as the irreducible N
qp-particle matrix element.
To compute an effective coefficient one has to know the flow of the coupled coefficients in
lower order which is determined by (2.58). This equation defines a recursive relation between
the coeffients with decreasing perturbative order. Eventually, the recursion terminates at first
order with




Consequently, every contribution at finite order can be obtained by a successive evaluation of
the recursion scheme replacing the contracted coefficients on the right-hand side in (2.58) until
the termination case (2.60) is reached. The recursion leads to expressions of nested integrals
over different flow parameters `i . The arrangement of these nested integrals depends on the
actual structure of the recursive decomposition. Note, that the recursive relation (2.58) gives
rise to various kinds of decompositions as we sum over different combinations of orders p,q
and coefficient types β ,γ.
In the following, we want to examine the form of the resulting expressions in more detail. The
symbol Θ(n) is used as an identifier for a concrete recursive decomposition in order n. The
structure of a given recursive decomposition Θ(n) can be visualized by means of a binary tree





γ (`i) with p+q = l, is represented by a connection between a node and
two child nodes. The nodes are enumerated by an index k. According to (2.58) the recursive
step at node k for a coefficient Cα introduces a corresponding prefactor D
βγ






where k is a child node of the node with number r. The leafs of the binary tree display the
terminating case. Each leaf (with number i) provides a coefficient C0µi from the initial pertur-
bation V(` = 0) and an exponential factor eΩγ`r(i) where r(i) is a parent node of leaf i. The
number of leafs equals the order of the contribution as we have p+q = l for every node. Based
on these rules, every binary tree can be associated with a distinct contribution.
The coefficients C (1)α (0) from the terminating case and the prefactors D
βγ
α are not relevant for
the evaluation of the nested integrals because they do not depend on any flow parameter.
Thus, every contribution in order n splits into a product of n vertex functions C0µi , a combi-
natorial prefactor accounting for the multiplicities Dβγα and a factor EΘ(n), which contains the
nested integrals of exponential functions. The nested integrals in Eα(Θ(n)) can be determined
by means of the corresponding binary tree as shown in Figure 2.22(b). Figure 2.23 exemplifies
the concrete evaluation of Eα(Θ(n)) for a third order contribution.
The arguments of the exponential functions are sums of energy terms Ωα which contain en-
ergy differences of the unperturbed system. Thus, the resulting terms in EΘ contain products
of denominators which account for every vertex substitution.





Dα(Θ)Eα(Θ)Cµ1(Θ) . . . Cµn(Θ) (2.62)
The sum runs over all possible decompositions of the coefficient function Ceff,(n)α . The indices
µi(Θ) are assigned to the resulting leafs and Dα(Θ) denotes the product of all prefactors D
βγ
α









Figure 2.22: The generic structure of a recursive decomposition defined by (2.58),(2.60)
and (2.59) is illustrated by means of a binary tree. In (a) the derivation of the multiplicities
Dα(Θ) and the product of coefficients in (2.62) is shown. In (b) the structure of the resulting
nested integrals in E(Θ) is depicted.
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Figure 2.23: The concrete evaluation of Eα(Θ(n)) is exemplified for a third order contribu-
tion.
of the corresponding decomposition Θ.
Recall, that the vertex functions Cµi(Θ) and energy terms in Eα(Θ) additionally feature a mo-
mentum dependence which we neglected in our notation. Thus, we also have to sum over
all momenta associated with the contractions between the vertex functions and the energy de-
nominators in Eα(Θ). Writing down the explicit form of the resulting sum is very cumbersome.
Though, its general structure can be understood in a simple fashion using the diagrammatic
representation.
We consider the decomposition of a generic irreducible Nqp-particle matrix element, which
is represented by a diagram with the Nqp in- and outgoing lines. In the diagrammatic lan-
guage, every node of the binary tree splitting into two new nodes represents a vertex which is
substituted by a pair of contracted vertices. The allowed substitutions for a given vertex are
determined by the flow equations. Consequently, we can interpret the flow equations as substi-
tution rules which can be directly visualized in the corresponding diagrammatic representation
(see Figure 2.18). Note, that the number of in- and outgoing lines Nqp is not altered by a sub-
stitution. The successive recursive decomposition of the effective vertex function Ceff,(n)α leads
to different diagrams which contain n vertices provided by the initial perturbation V . As we go
through all possible substitutions, this procedure generates all corresponding n-vertex graphs
with Nqp in-going and out-going lines. Additionally, the multiplicities Dβγα account for different
possibilities of contractions between the vertices. Eventually, we can interpret equation (2.62)
as the sum over all conceivable ways to connect two NQP particle states using the vertices pro-
vided by V .9
In the general qp-generator scheme all particle-number fluctuations in V are taken into ac-
count. By contrast, the set of valid fluctuations is restricted in modified qp-generator schemes.
In the case of restricted generators ηn:m, we consider only those fluctuations in V which couple
to the relevant particle subspaces (up to m particles).
9Note, that diagrammatic contributions which are solely composed of particle conserving fluctuations from V0
are zero as there are no contractions between particle conserving vertices in the flow equation.
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These results are very similar to the rules known from perturbative linked diagram expansions
[84]. Interestingly, the linked diagram theorem arises in a natural way as it is imposed by the
generic structure of the flow equations. The CUT approach provides a convenient language
which is particularly useful for the diagrammatic derivation of effective descriptions.
If we consider quantities that have a unique perturbative expansion (such as eigen-energies),
both, perturbative qp-conserving CUT and conventional perturbation theory should yield iden-
tical results and the diagrammatic contributions obtained by the CUT approach can be directly
identified with those from the conventional perturbative approach. Hence, if we collect all
terms in (2.62) that correspond to the same diagram, we will obtain a perturbative contribu-
tion which is identical to the corresponding term from diagrammatic perturbation theory. We
conclude, that the terms obtained by the CUT obey similar diagrammatic rules as the corre-
sponding terms from conventional diagrammatic perturbation theory. We will not undertake
a rigorous derivation of the diagrammatic rules for perturbative qp-conserving effective mod-
els because this is not of prime importance for this thesis. Instead, we focus on the physical
interpretation of (2.62) in the context of non-perturbative CUT approaches.
2.4.4 Non-perturbative derivation
In the following we want to apply the diagrammatic interpretation of the flow equations to
non-perturbative approaches. For this purpose, let us first summarize the relevant results ob-
tained in the previous section.
According to Figure 2.21 we interpret the perturbative contributions of the irreducible Nqp-
particle coefficient function in terms of virtual fluctuations of the free particle states, which are
defined by the eigen basis of the unperturbed system H0. The associated diagrams provides a
simple visualization of these fluctuations. The open lines represent the initial and final state
mediated by the effective Nqp-particle vertex function. The contracted vertex functions embed-
ded in the diagram describe physical processes as particle scattering or spontaneous particle
creation and annihilation giving rise to virtual intermediate states.
Provided that the Hamiltonian at hand is translational invariant, total momentum is a con-
served quantity at every vertex However, the total energy (the sum of unperturbed one-particle
energies) is not conserved by the virtual fluctuations. Every particle-number changing vertex
is associated with an energy denominator containing the energy difference between the two
corresponding virtual states. Thus, fluctuations with a higher energy difference have a smaller
weight due to the denominators in Eα(Θ). As the number of vertices is restricted by the consid-
ered order, only subspaces up to a finite particle number are accessed by virtual fluctuations
at a finite order. Considering effective low energy descriptions, a truncation at finite order
is reasonable, if the states with a large particle number are associated with high energies.
Consequently, a rigorous perturbative evaluation of particle conserving CUTs should be ap-
propriate as long as the energetic hierarchy is directly related to the particle number, which
is typically the case for gapped systems.10 For gapless systems, however, there is a lack of a
characteristic energy scale and the hierarchical relation between particle number and energy
is less clear, which may render a rigorous perturbative truncation ineffective. In such a case,
non-perturbative truncation schemes may be more suitable. In order to visualize the effects
10Moreover, the interaction V should be small as it counteracts the energetic hierarchy induced by Eα(Θ) which
is of course a main requirement in any perturbative expansion.
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of a non-perturbative CUT, we apply the diagrammatic interpretation to an effective model
obtained by a non-perturbative evaluation of the flow equations (2.41). Regarding the result-
ing coefficient functions as a series expansion in terms of a perturbative parameter, we are
allowed to sort the diagrammatic contributions according to powers of this parameter. Similar
to the perturbative approach, we can interpret the flow equations as substitution rules which
generate various types of diagrams by means of a recursive derivation. But, as the pertur-
bative hierarchy is voided, the recursive scheme does not terminate after a finite number of
steps and the effective coefficients will contain contributions up to infinite order. Hence, the
non-perturbative evaluation corresponds to a summation of infinite classes of diagrams, which
comply with the substitution rules defined by the flow equations. The general principle of this
interpretation is illustrated in Figure 2.24.
As long as the exact solution can be written in terms of an infinite power series the diagram-
matic decomposition is a valid representation. In this sense, the interpretation in terms of
virtual fluctuations also applies to non-perturbative effective descriptions.
In contrast to the bare power series, the non-perturbative effective model includes an infinite
set of higher order virtual fluctuations and, thus, we naively expect that it is more accurate,
especially in non-perturbative regimes. However, the set of available vertex substitutions is re-
stricted by the truncated flow equations and, hence, only a subset of higher order diagrams is
included. It is often very difficult to quantify the approximation error constituted by the miss-
ing diagrams because the effects of non-perturbative truncation schemes are less intuitive. In
the most extreme case, non-perturbative truncations may lead to diverging results. Therefore,
it is essential to find a truncation scheme which incorporates the most relevant fluctuations in
a systematic way. In the following section, we present a physical criterion which allows us to
quantify the relevance of virtual fluctuations with regard to gapless systems.










Figure 2.24: The diagrammatic interpretation of a perturbative (epCUT) and non-
perturbative (deepCUT) flow equation approach is exemplified. In (a) the exemplary Hamil-
tonian is represented in terms of diagrams. (b) depicts the corresponding second order flow
equations of the effective dispersion obtained for a particle conserving generator. In (c) the
interpretation of the flow equations in terms of vertex substitutions is illustrated. (d) shows
the resulting diagrammatic contributions contained by the perturbative and non-perturbative
effective model.
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2.5 Scaling dimension
In effective descriptions of gapless systems major difficulties arise due to arbitrary small en-
ergy differences between different quasi-particle states. In perturbative expansions this lack
of a characteristic energy scale can lead to vanishing energy denominators in E(Θ). As a con-
sequence, processes at arbitrary high orders may become relevant rendering the perturbative
approach insufficient. In principle, the summation of infinite classes of diagrams has the poten-
tial to avoid these problems. This is achieved by non-perturbative truncation schemes, which
specify these classes of diagrammatic contributions and, thus, determine the set of virtual pro-
cesses comprised by the effective description.
The key question is: How can we classify the importance of different processes in order to
define an appropriate truncation criterion for gapless systems?
A quantity, which is particularly suited to this problem, is the scaling dimension of operator
terms. Originally, this concept was introduced to describe critical phenomena by means of
renormalization group approaches and conformal field theories [7, 101]. In the context of
CUTs, it is used in operator product expansions of vertex functions in one-dimensional systems
[37, 102].
In the following, we give a brief introduction to the concept of scaling dimension in the context
of momentum space CUTs.
2.5.1 Motivation and general idea
The scaling dimension of operator terms provides a suitable non-perturbative truncation cri-
terion for systems with a diverging correlation length because it defines a natural hierarchy of
operator terms which involve gapless excitations. Before introducing the concrete definition,
we briefly motivate its application to momentum space CUTs outlining the main idea behind
this concept.
As we discussed in section 2.3, the multi-particle continuum of gapless excitations is directly
adjacent to the energy of a single excitation. This even holds for excited states with an arbi-
trary number of particles. However, we also know that these states are mainly composed of
low energy particles at k = 0 (see Figure 2.12). Thus, if interactions are taken into account, the
multi-particle states will be predominantly renormalized by an interplay with long wavelength
excitations. It is reasonable to assume, that the virtual fluctuations and interactions which are
relevant for the effective low energy model are dominated by particles with long wavelengths
close to k = 0. Consequently, we have to find out which terms become more important, if
we zoom into smaller energies or momenta, respectively. For this purpose, we classify the
relevance of operator terms by their rescaling properties under momentum transformations
ki → λki with λ < 1. In the thermodynamic limit, the bosonic creation and annihilation



















= δ(k− k′) . (2.64)
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From these properties of the single creation and annihilation operators we can derive the
scaling behavior of an arbitrary operator term in a translational invariant Hamiltonian. We




Ck1...knOnk1...knδ(k1 + . . .+ kn)d
2k1 . . . d
2kn, (2.65)
where Onk1,...kn is a monomial of n bosonic operators of creation or annihilation type. Conser-
vation of momentum is ensured by the delta function δ(k1+ . . .+kn). Note, that the momenta
ki are integrated over the whole Brillouin zone (BZ).
Now, we zoom into smaller energies and cut off the parts at the boundary of the Brillouin
zone by a scaling down of the integration area BZ→ λBZ with λ < 1. The truncated part
corresponds to the higher energy regime of the gapless quasi-particle. The inital integration
boundaries are retrieved in terms of rescaled momenta k˜i by the substitution ki → λk˜i which







δ(k˜1 + . . .+ k˜n)d




2−1) is the generic dimensional contribution of the operator term. In order to
restore the original form of T with rescaled momenta k˜i , we have to make assumptions about
the scaling behavior of the coefficient Cλk˜1...λk˜n . In general, the coefficients are no homoge-
neous functions and, hence, they exhibit no distinct scaling behavior. But, since the focus is
on long wavelengths, we may consider the leading behavior of the coefficient in the vicinity
of ki = 0. Its scaling behavior is then determined by the first non-vanishing term in the series




cl(λk˜1 . . .λk˜n)λ
l . (2.67)
If the leading term appears in order l = c, we make the replacement Cλk1...λkn → λcCk1...kn .
Consequently, the operator term T acquires a prefactor λD( n2−1)+c . The scaling dimension is
then defined by the exponent d(D, n, c) := D( n2 − 1) + c. Operator terms with a larger scaling
dimension become less important upon scaling with λ < 1. A very important result is, that
the relevance of operator terms decreases with increasing number of involved creation and
annihilation operators. Consequently, fluctuations and interactions between subspaces with
high particle number are suppressed. This effect is even further amplified in higher dimen-
sions. In infinite dimensions the truncation by scaling dimension reduces the Hamiltonian to
the bilinear level, because d(D, n = 2, c) does not depend on D, whereas all other terms with
n> 2 vanish for d →∞ and arbitrary λ < 1.
Thus, as we would expect, quantum fluctuations become less important in higher dimensions.
A similar is encountered in mean field approximations, which typically become exact in infinite
dimensions D→∞ [103].
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2.5.2 Application in momentum space CUTs
In this thesis, the scaling dimension is applied to two dimensional gapless magnons in the
Heisenberg antiferromagnet where quantum fluctuations play a major role. We utilize the
scaling dimension in order to specify the relevance of different magnon interaction processes,
which are incorporated in a self similar CUT approach. We obtain self consistent differential
equations by retaining only operator terms up to a certain scaling dimension. Hence, the
selection scheme T of the self similar approach (see section 2.2.1) is solely determined by
the scaling dimension. This has the major advantage that we are only dealing with a single
truncation parameter. By contrast, standard sCUT approaches in real space typically require a
variety of truncation criteria, such as the maximum particle number and spatial range, which
render the truncation very intricate [51].
In contrast to perturbative truncation parameters, the scaling dimension is not additive. More
concretely, the scaling dimension of two contracted operator terms C(T1T2) is not necessarily
the sum of the respective scaling dimensions of T1 and T2. Thus, if we want to determine
the dimensional contribution of operator terms, which are initially zero, we have to examine
the contracted terms in the corresponding flow equations. Therefore, we consider the leading
behavior of the coefficient for infinitesimal `,
Cα(~i)(d`) =
=0︷ ︸︸ ︷






Cβ(~iβ , ~j)Cγ(~iγ, ~j)d`+O(d`2) (2.68)
where ~j denote the contracted momenta between Cβ and Cγ and d` is an infinitesimal step in










Cβ(~iβ , ~j)Cγ(~iγ, ~j) . (2.69)
Let us stress, that we treat the contracted product as a function of the free momenta ki ∈ ~i and
thus, we do not consider a rescaling of the contracted momenta ~j.
If the contracted coefficients Cβ and Cγ vanish for ` = 0, this procedure is iterated to higher
orders until a product of contracted coefficients from the initial Hamiltonian is obtained. Con-
sequently, these contributions are of higher order in d`.11 This way, the scaling dimension of
an operator term is determined by the leading order contributions of the corresponding virtual
fluctuations. Let us stress, that it is not trivial to decide, whether the scaling dimension can be
altered by higher order contributions. In general, a rigorous definition of the scaling dimension
of renormalized coefficients for finite ` is very elaborate. We do not address this issue in the
scope of this particular work. But, concerning the model analyzed in this thesis, we observe
that the scaling behavior of the vertex functions (as defined above) is retained during the flow
Cα(λ~i)(d`)→ λcCα(~i)(d`) +O(d`2)
Cα(λ~i)(`)→ λc′Cα(~i)(`) with c = c′ (2.70)
11In our case, it is sufficient to access contractions in first order in d`.
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which justifies our approach.
So far, we have discussed the theoretical background of the CUT approach in momentum
space and its application to gapless systems. In the next section, we turn our attention to
the utilization of the flow equation approach for non-hermitian problems.
2.6 Continous similarity transformations
The unitarity of the flow equation approach is ensured by an anti-hermitian generator scheme,
which in turn requires the hermiticity of the Hamiltonian in the case of the standard generator
schemes. In this thesis, however, we apply the continuous transformation to a system, which,
for reasons of expediency, is expressed in a non-hermitian representation. As a consequence,
the generator scheme induces a non-unitary similarity transformation.
Interestingly, in their original paper[33], Glazek and Wilson introduce the flow equation ap-
proach as a renormalization scheme based on continuous similarity transformations, despite
the fact that they apply it exclusively in form of unitary transformations.
From a methodical point of view, it is of great interest to explore the capability of the flow
equation approach in a non-unitary context expanding its potential range of application. In
this section, we comment on some general aspects of non-unitary flow equations outlining
the similarities and differences compared to the standard approach. Moreover, we discuss the
consequences for the resulting effective model and observables, in particular with regard to
their subsequent treatment.
2.6.1 General considerations
First, we give a brief discussion on some basic concepts of similarity transformations and the
interpretation of non-hermitian operators in the context of quantum mechanics. For a more
detailed and rigorous discussion the reader is referred to the standard literature on linear al-
gebra and the mathematical foundations of quantum mechanics [104–106].
Conceptually, quantum mechanical systems are described by states |ψ〉 defined on a seperable
Hilbert space and linear operators O which act on these states [107–109]. The linear oper-
ators are representations of physical observables. The eigenvalues of the linear operators on
determine all possible outcomes of a measurement of the corresponding observable whereas
the probabilities of the different outcomes are encoded in a state |ψ〉 in the sense that
〈ψ|O |ψ〉=∑
n
on |〈ψ|n〉|2︸ ︷︷ ︸
=P(on)
(2.71)
where P(on) is the probability of the outcome on and |n〉 denotes the corresponding basis state.
Since the values of a physical measurement are supposed to be real numbers, typically linear
operators with a real spectrum are considered. This is particulary important for Hamilton
operators which are supposed to describe the time evolution of the corresponding system.12
Seminal works on the mathematical foundation and understanding of quantum theory were
made by John von Neumann [112]. Among other contributions, he generalized the spectral
12In the case of dissipative or decay phenomena, however, imaginary energy eigenvalues are explicitly utilized
[110, 111]
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theorem, which states that every self adjoint operator has a real spectrum and an associated
orthonormal eigenbasis and pointed out the difference between hermitian and self adjoint
operators [113]. A self-adjoint operator A is typically defined by the property
(v, Au) = (vA, u)⇒ A†v = Av (2.72)
where v and u denote arbitrary vectors and (, ) defines an inner product. We use parentheses
instead of the bracket notation in order to discriminate between a general inner product and
the standard scalar product used in quantum mechanics.
In physical textbooks, the terms ’hermitian’ and ’self adjoint’ are often used as synonyms. In a
mathematical rigorous sense, however, there is a subtle difference between these two proper-
ties in infinite dimensional Hilbert spaces.13 A readable and comprehensive review on those
subtleties and the pitfalls of the simplified notation and convention in the quantum mechanical
formalism (as used by physicists) is given in reference [114]. We neglect those details in the
following as our discussion only addresses the basic ideas on a cursory and abstract level, but,
the reader should be aware of these issues. For the sake of simplicity, we restrict our consider-
ations to finite dimensional Hilbert spaces so that any operator can be represented by a finite
matrix.
We consider an operator O as hermitian (or self adjoint) if there exists a diagonal operator OD




which implies that O is diagonalizable. This also means that any state |ψ〉 can be expanded in
the orthonormal eigen basis of O by |ψ〉=∑n cn |n〉 where cn = 〈n|ψ〉.
Unitary transformations map orthornormal basis states to new orthonormal basis states |n〉 →
U |n〉 while preserving the inner product (v, w) = 〈U v|Uw〉. The hermiticity of operators is
retained in any orthonormal basis. Thus, we interpret the set of unitarily equivalent hermitian
operators as different representations of the same physical observable.
Equation (2.72) indicates that the hermiticity of an operator depends on the definition of the
inner product. Typically, in quantum mechanics the standard scalar product is utilized
(v, u)1 ..= 〈u|v〉 . (2.74)
However, the scalar product does not consitute a distinct or unique inner product. In fact,
there are infinite ways to define an inner product, which are solely determined by the following
properties
Conjugate symmetry: (v, u) = (u, v)∗ (2.75a)
Linearity in the second argument: (v, cu) = c (v, u) c ∈ C (2.75b)
(v + w, u) = (v, u) + (w, u) (2.75c)
Positive definiteness: (u, u)≥ 0 (2.75d)
13In this case, one has to distinguish between the domains of the operator A and its hermitian conjugate A†. The
operator A is called self adjoint if the domains of both, A and of its hermitian conjugate A†, are identical (in addition
to (2.72)). Thus, a hermitian operator with A† = A is not necessarily self adjoint in which case the spectral theorem
does not apply. However, this poses no problems for operators acting on a finite dimensional Hilbert space for
which both terms can be used interchangeably.
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Thus, we might also consider a different inner product as for example
(v, u)K = 〈u|K |v〉 (2.76)
(also known as the hermitian form [104]) where K is an arbitrary positive definite and her-
mitian operator ensuring the positive definiteness in (2.75d) In general an operator which is
hermitian with respect to the standard scalar product will lose its hermiticity if we switch to a
different inner product. In his seminal paper from 1998, Bender pointed out that the combina-
tion of parity and even time-reversal symmetry (PT -symmetry with T 2 = +1) gives rise to a
whole class of non-hermitian Hamiltonians with real spectrum [115]. Moreover, a generalizion
to Hamiltonians with odd time-revearsal symmetry (T 2 = −1) is possible [116, 117]. This class
of PT -symmetric Hamiltonians is non-hermitian with respect to the standard scalar product,
but it retrieves hermiticity if one considers the PT -inner product (u, v)PT = 〈PT u|v〉 [116]14.
The Dyson-Maleev representation for the spin degrees in quantum magnets also gives rise to a
manifestly non-hermitian Hamilton operator. This is due to the fact that the resulting bosonic
operators and the correponding Hamiltonian are self adjoint with respect to two different in-
ner products [118].
In the following we want to discuss the use of non-hermitian representations of physical ob-
servables in the context of similarity transformations. As we will see, operator representations
for different hermitian forms are related by a similarity map, which allows us to define an
inner product such that (diagonalizable) non-hermitian operators with real spectrum retrieve
hermiticity.
Although generic non-hermitian operators exhibit imaginary eigenvalues, they do not preclude
a real spectrum in general. Similarity transformations preserve the spectrum and, thus, the set
of operators which are similar to hermitian operators must exhibit the same eigenvalues and
an associated bi-orthonormal eigenbasis. Consequently, they comprise the same information
about the physical observable as their hermitian counterpart.
We consider the set of similar operators O˜ = SODS−1, which feature the same spectrum as
O = O†. Unitarily equivalence is a special case of similarity where S−1 = S†. But, in contrast
to a unitary transformation, the similarity transformation does not preserve the orthogonality
of basis states. As a result, the description of physical states becomes more difficult as we
encounter an asymmetry between bra and ket vectors. If we denote the eigenstates of OD by










−1 = 〈Ln| on (2.77b)
where we have used SS−1 = 1. Consequently, one has to distinguish between right and left
eigenvectors. For a diagonalizable non-hermitian operator O˜† 6= O˜ with real spectrum we find
O˜ |Rn〉= on |Rn〉 (2.78a)
O˜† |Ln〉= on |Ln〉 . (2.78b)
14Note, that this inner product does not constitute a hermitian form because T is an anti-linear operator
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The basis states are no longer orthonormal in the sense that
〈Rn|Rm〉 6= δnm 〈Lm|Ln〉 6= δnm . (2.79)
However, the set of left and right eigenstates constitutes a bi-orthonormal basis
〈Lm|Rn〉= δnm . (2.80)
They provide a generalized completeness relation∑
n
|Rn〉 〈Ln|= 1 (2.81)
which can be shown in the following way. We presume that |Rn〉 and 〈Ln| are eigenstates of
an operator O˜ which is similar to an hermitian operator O˜ = SOS−1. Hence, we can write the



















|k〉 〈k|= 1 . (2.82c)
where {|k〉} is the complete orthonormal eigenbasis of O with δkm = 〈k|m〉. The terms Snk =
〈n|S |k〉 and S−1mn = 〈m|S−1 |n〉 denote the matrix elements of the transformation matrix S in
the corresponding basis.
Expectation values of observables are preserved under similarity transformation as
〈v|O |v〉= 〈v|S−1(SOS−1)S |v〉= 〈vL| O˜ |vR〉 (2.83)





on 〈Li|vR〉 〈vL|Ri〉 (2.84)
where 〈Li|vR〉 〈vL|Ri〉 is the probability of a single measurement yielding the outcome on. Note,
that 〈Li|vR〉 〈vL|Ri〉must be positive as we presumed that 〈v|S−1SOS−1S |v〉= 〈vL| O˜ |vR〉 so that
we have
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Thus, from a conceptual point of view, non-hermitian operators with a real spectrum and bi-
orthonormal eigenbasis are valid descriptions of physical states and observables, as well. The
crucial difference however is that the information about the physical state, i.e., the probabilities
of the different outcomes in a measurement, is encoded in a pair of states, |vR〉 and 〈vL|, which
are not related by a simple hermitian conjugation. Instead, they are conjugate with respect to
a non-trivial hermitian form (2.76)
|Rm〉= K |Lm〉 → |vL〉= K |vR〉 (2.86)
with
K = (S−1)†S−1 (2.87)
The hermitian matrix K induces an inner product for which the vectors |Rm〉 constitute an
orthonormal basis
(Rm, Rn)K = 〈Rm|K |Rn〉= 〈S−1Rm|S−1Rn〉= 〈m|n〉= δnm (2.88)
Moreover, O˜ is hermitian with respect to this inner product
(Rm, O˜Rn)K = 〈Lm| O˜ |Rn〉= 〈m|O |n〉 (2.89a)
= 〈m|OS−1S |n〉= 〈(S−1)†Om|Rn〉 (2.89b)
= 〈(S−1)†S−1O˜Rm|Rn〉= 〈KO˜Rm|Rn〉 (2.89c)
= (O˜Rm, Rn)K (2.89d)
and thus the spectral theorem applies in the same way. The matrix elements of O˜ and O are
identical for the corresponding inner product
(Rm, O˜Rn)K = (m, On)1 . (2.90)
We conclude, that switching the inner product leads to a non-hermitian representation of the
corresponding operator. From a conceptual point of view, non-hermitian representations rely
on the same concepts as representations based on the standard scalar product. The main dif-
ference lies in the distinction between bra and ket states requiring the description in terms
of bi-orthonormal basis states. But, ultimately, we can interpret similar operators as different
representations of the same physical observable.
Indeed, one might argue that hermitian representations are much easier to handle, as they
are accompanied with important properties. By contrast, the non-hermitian representation
of operators based on similarity transformations is less intuitive and more difficult to man-
age in practical applications. A real-valued spectrum of a non-hermitian observable might be
sensitive to truncation errors which could lead to eigenvalues with non-vanishing imaginary
parts. Moreover, the time evolution becomes more complicated in non-hermitian representa-
tions. But, nevertheless, we want to stress that there is no fundamental reason to use hermitian
operators exclusively. It is not clear, whether the restriction to hermitian Hamiltonians may
even preclude the discovery of new concepts and phenomena, for which non-hermitian quan-
tum mechanics provides a more convenient description. In general, it is advisable to explore
the potential advantages of this approach, since in some cases the benefits of a non-hermitian
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representation outweigh its drawbacks. For instance, this is the case for the Dyson-Maleev rep-
resentation of the antiferromagnetic Heisenberg model, which also applies to hardcore bosons
in general (see Appendix A).
The combination of non-hermitian representations with the flow equation approach has the
potential to enable new and interesting applications. Thus, we advertize the utilization of the
flow equation approach to non-hermitian problems such as the PT -symmetric Hamiltonians.
In particular, these problems may provide new and exotic phenomena as for instance phase
transitions where imaginary eigenvalues evolve from entirely real spectra [115].
The flow equation approach in the context of similarity transformations and non-hermitian
representations is addressed in the next part.
2.6.2 Non-unitary flow equations
Formally, the derivation of the flow equation as introduced by Glazek and Wilson is valid in a
more general sense. Following their derivation, we consider a similarity transformation matrix
S which can be expressed by S = e−K , S−1 = eK where K is a generic linear operator. Note,
that this form ensures that S is not singular, i.e., that the inverse of S exists. Accordingly, an
infinitesimal similarity transformation of the Hamiltonian H(`) with an auxillary parameter `
can be written as
H(`+ d`) = eK(`)d`H(`)e−K(`)d`












In contrast to the unitary approach, the generator is not anti-hermitian K(`) 6= −K(`)† and the
flow equation describes a flow between similar Hamiltonians. However, the general structure
of the flow equations is not altered by this definition and, thus, the derivation of the flow equa-
tions described in the previous sections can be performed in the same fashion. Both, unitary
and similarity transformations are technically identical as we may write K(`) = η(`) where
η(`) = −η†(`) represents the special case of a unitary transformation. Similar arguments hold
for the flow of observables defined by equation 2.3, but we have to distinguish between the
operator O and its hermitian conjugate O† meaning that they must be treated as two different
operators obeying their own flow equation.
An important property of the unitary flow is the fact, that it converges for ` → ∞ which
was shown for all types of generators discussed in section 2.1.2. Unfortunately, the conditions
which ensure convergence of the flow in the unitary case, do not hold in general for non-
unitary similarity transformations. This makes it difficult to derive general statements about
their convergence.
In the following, we discuss the convergence and the asymptotic behavior of the particle con-
serving generator scheme η(`) = H+(`)−H−(`) in the context of a non-hermitian Hamiltonian
with H+(`) 6=  H−(`)†. For this purpose we reexamine the proof for the unitary flow equation
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and point out the problems in the non-hermitian case. We follow the proof presented by Tim
Fischer in Ref. [70] which is based on the arguments used for the Mielke generator [63].
First, we define the eigen states |n〉 of the particle number operator Q, such that Q |n〉= qn |n〉,
where qn ∈ N is the quasi-particle number of the state |n〉. The matrix elements of the Hamil-
tonian H(`) in this basis are given by hn,m(`) = 〈m|H(`) |n〉. Accordingly, the matrix elements
of the generator are given by ηn,m(`) = sign(qn − qm)hn,m(`). For the sake of simplicity, we
consider a finite dimensional Hilbert space with dimension D. The flow equation reads




{sign(qn − qk) + sign(qm − qk)}hn,k(`)hk,m(`) (2.92)










= 0 . (2.93)
The sum vanishes as the sign-function is anti-symmetric in k and n.








sign(qn − qk)hn,k(`)hk,n(`) (2.94)
If we assume that the basis states are ordered such that qn > qm for n > m the sign-function
is solely negative sign(qn − qk) ≤ 0 as k > n. Thus, in the hermitian case, the sum over
the first r diagonal elements is a monotonically decreasing function because hn,m(`)hm,n(`) =hn,m(`)2 > 0. Regarding systems with a spectrum that is bounded from below, this sum has
to converge for arbitrary r. This also implies that every summand has to vanish for `→∞
lim
`→∞ sign(qn − qm)hn,m(`)hm,n(`) = 0 ∀n, m|qn 6= qm (2.95)
This equation states, that all matrix elements hn,m(`) which couple states from different quasi-
particle subspaces must vanish in the limit `→∞. Consequently, the effective Hamiltonian
is block-diagonal in the quasi-particle number.
If we consider a non-Hermitian matrix with h˜n,m(`) 6= h˜m,n(`)∗ for n 6= m, the product of
a hermitian conjugate pair of matrix elements h˜n,m(`)h˜m,n(`) is not necessarily positive and,
thus, the sum in (2.94) is not a monotonically decreasing function.
In order to examine the effects of a non-unitary flow, we decompose the Hamiltonian H˜ into a
hermitian and an anti-hermitian part
H˜(`) = HS(`) + HA(`) (2.96)
H†S(`) = HS(`) (2.97)
H†A(`) = −HA(`) . (2.98)
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We define the matrix elements of the symmetric part 〈m|HS(`) |n〉= hn,m(`) and and the skew-
symmetric part 〈m|HA(`) |n〉=∆n,m(`) which are assumed to be real in the following, for the




















hn,k(`)2 − ∆n,k(`)2) . (2.100b)
The coefficients ∆n,k of the skew-symmetric part counteract the symmetric coefficients hn,k
and as a result, the flow of the diagonal elements becomes more intricate compared to the
unitary case. The reason for this intricacy lies in the fact, that the diagonal elements of a
non-hermitian matrix are not bounded by their lowest and highest eigenvalues E0 and Emax in
contrast to hermitian matrices, i.e., the inequalities
E0 ≤ 〈Ψ|H |Ψ〉 ≤ Emax for 〈Ψ|Ψ〉= 1 (2.101)
do not hold for non-hermitian matrices H.15
In the following, we discuss some special cases for which convergence can be shown for the
Mielke and the particle-conserving generator scheme.
First, let us consider a triangular matrix h˜n,m = hn,m+∆n,m which is defined by∆n,m = sign(n−
m)hn,m. In the case of a triangular Hamiltonian the flow equations assume a very simple form.




[sign(n− k) + sign(m− k)] (hnkhkm + sign(n− k)sign(k−m))hnkhkm
= −sign(n−m)(hnn − hmm)hnm (2.102)
where we used sign(n−m)sign(n−m) = 1 ∀k 6= n. Analogously, one finds
∂`∆nm = −sign(n−m)(hnn − hmm)∆nm (2.103)
Due to the energetic hierarchy we have sign(n − m)(hn,n − hm,m) = αn,m ≥ 0 and, thus, all
non-diagonal elements vanish in the limit ` → ∞ because they decrease exponentially as
hn,m(`)∝ e−αn,m`. The reason for this simplicity lies in the fact, that the diagonal elements of
a triangular matrix already correspond to the eigenvalues of the matrix.
15For infinite systems, the inequalities are reduced to the statement about the lowest eigenvalue E0, i.e., the
Hamilton operator must be bounded from below.
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In the case of the particle-conserving generator the equations are generelized to
∂`hi,j = −sign(qi − q j)(hi,i − hj,j)hi,j
∂`∆i,j = −sign(qi − q j)(hi,i − hj,j)∆i,j , (2.104)
where∆i,j and hi,j are matrices which link the subspaces with i and j quasi-particles. Thus, we
are considering a block-triangular matrix. As we presume that the given Hamiltonian is diag-
onalizable, there exists a similarity transformation si and s
−1
i which diagonalizes the matrices
sihi,is
−1
i = di. Then the flow of the matrix elements of (h¯i,j)nm = (sihi,js
−1
j )nm is given by
∂`(h¯ij)nm = −sign(qi − q j)((di)nn − (djj)mm)(h¯ij)nm (2.105)
which will decrease exponentially if the eigenvalues are ordered with respect to the particle
number qi . Similar relations are obtained, if we consider a Hamiltonian which is close to a
diagonal or block diagonal form. Consequently, these forms constitute fixed points of the flow
equation. We do not show the proof, as it follows the same arguments as for the triangular case.
It should be stressed, however, that in contrast to the hermitian case it is not clear whether all
starting points will converge to this fixed points. Figure 2.25 shows schematically a summary
of the results.
It is a highly non-trivial task to show the convergence of the continuous similarity transfor-
mations for a more general setup. This is due to the lack of universal theorems which pro-
vide a priori information about the spectrum or eigenbasis of a generic non-hermitian matrix.
From a theoretical point of view, we can not exclude the existence of other fixed points or
non-converging flows, at least in the scope of this thesis. Regarding the practical application,
though, this does not pose a particular problem as we have shown, that the principal function
of the generalized approach is retained, i.e., the diagonal or block-diagonal matrices still con-
stitute a fixed point of the corresponding generator scheme. Moreover, it should be stressed
that even for the unitary approach a convergent flow can not be guaranteed in non-perturbative





















Figure 2.25: The convergence of a continuous similarity transformation for the Mielke and
the ηqp generator is sketched.
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2.7 Chapter summary
In this chapter the methodical foundation of this thesis is presented which is based on contin-
uous unitary transformations (CUT). In the first part, a brief introduction to the CUT method
is given explicating its general motivation and methodical framework.
The second part discusses the utilization of the CUT approach in momentum space focusing on
its application to gapless systems. The primary goal is the derivation of a quasi-particle con-
serving model of gapless excitations. From a methodical point of view, the effective description
of gapless excitations in real space poses major difficulties. In this context, the potential and
the advantages of a momentum space CUT over the real space approach are pointed out.
Moreover, the momentum space CUT method is translated into a diagrammatic language,
which simplifies the derivation and interpretation of the flow equations, providing an intu-
itive picture of the resulting effective model in terms of virtual fluctuations.
For concrete evaluation of the flow equations a physically justified truncation criterion is re-
quired. The concept of scaling dimension is particularly suited for gapless systems with infinite
correlation length. In section 2.5 the use of scaling dimension of operator terms as a truncation
criterion for the CUT method is introduced.
The last part discusses the generalization of the CUT approach to similarity transformations,
which are referred to as continuous similarity transformations (CST).
The next chapter deals with methodical aspects, which are important for the concrete imple-
mentation and application of the CST approach in momentum space.
CHAPTER 3
Methodical Aspects
This chapter addresses important technical aspects concerning the application and implemen-
tation of the CST approach in momentum space. The first part gives a brief overview about the
technical steps that were performed in order to derive and integrate the corresponding flow
equations.
In the second part we discuss various methods for the subsequent evaluation of dynamic struc-
ture factors in the context of quasi-particle conserving Hamiltonians and effective observables
in momentum space. An essential aspect is the treatment of non-hermitian problems. A gen-
eralized continued fraction expansion for resolvents of non-hermitian operators is presented
which can be obtained by a non-symmetric Lanczos tridiagonalization.
The last section discusses various interpolation schemes required for the reduction of finite-size
effects, which arise due to finite discretizations in momentum space.
3.1 Derivation and integration of flow equations in momentum
space








Cβ(~iβ , ~j)Cγ(~iγ, ~j) .
These equations are fully determined by the prefactors Dα
βγ
and the contracted momenta k j ∈ ~j
between the coefficients of the Hamiltonian or the observable Cβ and Cγ. In a perturbative
analysis the operator terms are characterized by their leading order in a perturbative parameter
also referred to as their minimal order [44].
In this thesis an automated program is developed which derives the flow equations for generic
bosonic Hamiltonians and observables in momentum space for different types of quasi-particle
generators and truncation schemes. In the following the general functionality of this program
is explained. We want to give an brief overview about the general procedure, thus, the focus
is on the description of the major steps in the automated derivation. However, we do not go
into details of the concrete implementation.
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General function
The main input is given by a generic Hamiltonian and observables in second quantization.
Both, Hamiltonian and observables are sums of operator terms which are represented in form of
a list. From this input, the program determines the form of the flowing generator η(`), Hamil-
tonian H(`) and the observables according to a specified generator and truncation scheme.
We can choose between the standard ηqp or the ηn:0 generator. On this basis, the program
provides an automated derivation of the flow equations determining the pre-factors Dβγα and
the corresponding contractions between the coefficients.
The derivation can be conducted in a perturbative fashion, which requires the specification
of the perturbative order for the coefficients in the initial Hamiltonian. The resulting flow
equations can be further evaluated in the context of an epCUT or deepCUT approach [44].
Moreover, it is possible to determine self-similar flow equations based on individual truncation
criteria, such as scaling dimension.
The program performs the computational derivation on a pure algebraic level. An important
advantage in the momentum space representation is that the geometry and dimension of the
Brillouin zone does not need to be specified in order to derive the flow equation on an alge-
braic level, because the prefactors and contractions do not depend on the concrete form of the
momentum sums.
All operations in the derivation, such as the contractions of operator terms in the commuta-
tor, depend solely on the type of monomials. One does not need to consider concrete values
of momenta and coefficient functions or the concrete structure of the Brillouin zone. This is
also reflected in the diagrammatic representation discussed in section 2.4.2, which shows that
there is no necessity to differentiate between two monomials of the same type, i.e., monomials
represented by the same diagram. Thus, on an algebraic level, the resulting equations are valid
for the same type of Hamiltonians featuring arbitrary Brilluoin zones.1
In contrast, in the real space approach one has to distinguish between monomials of similar
type, if they are defined on different topologies (or graphs). Thus, one has to take into account
additional geometric information about the lattice.
The geometric information of the model such as the coordination number and the lattice struc-
ture etc., is encoded in the momentum sums and the initial conditions for the coefficient func-
tions. These become only relevant in the actual evaluation of the flow equations. Therefore,
it is beneficial to perform the derivation and integration of the flow equations in two separate
programs with a compatible interface.
Operator representation
The major part of the relevant information can be represented by a set of integer numbers re-
ferring to indices which distinguish between different coefficient functions, monomials, boson
operators and momentum arguments.
Every term in the Hamiltonian or the observable is a product of a coefficient function Cα(k1, . . .kn)




2 · · · an of bosonic creation a†i and annihilation oper-
ators ai in momentum space. Each bosonic creation or annihilation operator in the monomial
is associated with a distinct index i referring to its momentum ki . Moreover, it is possible to
distinguish between different types of bosons (e.g. a(†)i and b
(†)
i ), which describe independent
1The type of the Hamiltonian is specified by the set of monomials and the corresponding boson types.













= 0. The number of different boson types is not lim-
ited.
The operator terms and the corresponding coefficient function Cα(k1, . . .kn) are assigned by a
pre-defined number α. In addition, the operator terms can be specified by their minimal order
in a perturbative parameter.
Thus, a single boson operator can be identified by two integer numbers which denote the boson
type and the momentum index, and a Boolean which distinguishes between boson creation or
annihilation. A monomial is given by an ordered sequence of boson operators. The Hamilto-
nian and the observables can be represented as sets of monomial types which can be addressed
by a distinct number α. This number serves as an identifier of the associate coefficient func-
tion. In addition, the operator term is characterized by its leading order in the perturbative
parameter.
The indices of the momentum arguments in the coefficient function must be allocated unam-
biguously to the indices of the creation and annihilation operators in the monomial. Therefore,
it is advisable to arrange the operator sequences in the monomials by a distinct order. Here,




1 . . . an(a)b
†
n(a)+1 . . . bn(a)+n(b) . . .
~iα =
 
k1 . . .kn(a),kn(a)+1, . . .kn(a)+n(b) . . .

. (3.1)
This convention simplifies the subsequent treatement, which requires the comparison between
types of monomials and the identification of similar operator terms. The general representation
is illustrated in Figure 3.1.
boson type index numbercreation/ annihilation( ), ,
list of operator terms
operator termsboson operators
min. order (optional)
Figure 3.1: Computational representation of momentum space operators.
Evaluation of commutators
An important part in the derivation is the evaluation of commutators between normal ordered
monomials. Therefore, a routine is required which conducts a normal ordering of any given
operator sequence. The output of this routine is a set of normal ordered monomials of the














βγ(~jβ , ~jγ) . (3.2)
The contractions are pairs of indices, each representing a Kronecker delta in the bosonic case
δα(~jβ , ~jγ) = δ jβ ,1, jγ,1δ jβ ,2, jγ,2 · · · (3.3)






	∪ ~iγ	 \  ~jβ	∪ ~jγ	 refer to the open momentum arguments. The determination of
the monomials and contractions is a combinatorial task, which, for example, can be solved by
functions based on Wicks’s theorem [75] (see also section 2.4.2).
Determining the flowing Hamiltonian and observables
In the first step, one has to determine all types of monomials that constitute the operator
basis of the Hamiltonian and the observables in accordance to the truncation scheme. This





are converted into operator terms of the form (3.1) and then added to the Hamiltonian and
the generator, if they comply with the truncation scheme. Once no additional operator terms
conformable to the truncation criterion are created in the commutator, the desired form of H(`)
is reached. Based on the resulting generator the same procedure is applied to the observables.
Note, that a concrete tracking of indices and contractions in the commutators is not necessary
at this stage, because only the types of monomials are relevant for the expansion of H(`) and
η(`).
Derivation of the flow equations
The main task in the derivation is the systematic book keeping of index assignments and con-
tractions in the commutator. The relevant information consists of the resulting monomial type,
the indices of its creation and annihilation operators (which are referred to as open indices)
as well as the contracted indices. In order to simplify the resulting expressions one has to
identify and combine similar terms. Therefore, also the prefactors of the resulting operator
terms have to be tracked. Once all resulting operator terms are determined, one has to equate
coefficients on the left- and right-hand side of flow equation. In this step the open indices on
the right-hand side are allocated to the arguments of the first derivative of a coefficent func-
tion. A distinct index assignment is of major importance in the whole automated procedure.
Figure 3.2 exemplifies the generic form of the resulting output.
The interpretation of the resulting data is straightforward. The open indices are represented
by the numbers which occur on both sides of the flow equations. They correspond to the free
momentum arguments in the coefficient at hand. The remaining numbers, which correspond
to the coefficient functions at the right-hand side of the equations denote the contracted mo-
menta. Thus, we have to attach additional sums over all contracted contracted indices.
As discussed in section 2.4 the conservation of momentum is encoded in the coefficient func-
tions (see equation (2.31)). The conditions of the momentum arguments must be consistent
on the left- and right-hand side of the corresponding flow equation. Hence, the conservation
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contractions
Figure 3.2: Generic output representing the resulting flow equations
of momentum in Cα must also follow from the constraints imposed by the respective conserva-
tion of momentum in the contracted coefficients Cβ and Cγ for each term in the flow equation.
This allows us to make a consistency check of the program verifying that the contractions are
determined correctly. Moreover, the number of independent contracted momenta is reduced
by one due to the additional constraint imposed by the total conservation of momentum.
In the last step, the program symmetrizes the flow equations according to (2.33).
3.2 Solving flow equations
Next, we discuss the numerical evaluation of the flow equations. Thus, we have to consider
a concrete Hamiltonian specifying the momentum sums and the initial conditions of the co-
efficients. In the thermodynamic limit the resulting flow equations are non-linear integro-
differential equations, which cannot be solved analytically. In order to obtain a numerical
solution we use a finite discretization of the Brillouin zone. This allows us to represent the











with the coefficient functions
~Cα(~iα) =
 Cα(k
(1), · · ·k(1))
...
Cα(k
(N), · · ·k(N)))
 (3.5)
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The k(i) are the momenta defined on the i-th grid point, whereas N is the number of grid
points. The coefficient function of an operator term containing nB bosonic creation or anni-
hilation operators depends on n(α) = nB − 1 momentum arguments if conservation of total
momentum is used. Hence, the number of different discretization points for this coefficient
function is given by Nα = N nB−1.
It is expedient to consider equidistant discretizations of the Brillouin zone as shown in Fig-
ure 3.3. The corresponding momentum grid points define a lattice κBZ =

k(i)|i = 1 . . . N	
and, consequently, any sum of arbitrary momentum vectors coincides with another vector in
the discretized Brillouin zone
k(i) + k( j) ∈ κBZ ∀k(i),k( j) ∈ κBZ . (3.6)
This is particularly important for maintaining the exact conservation of momentum which oth-
erwise is violated by non-equidistant discretizations. Especially for gapless systems the viola-
tion of momentum conservation may lead spuriously to multi-particle states lying energetically
below the single-particle state, which in turn gives rise to a divergent flow.
For a reduced Brillouin zone (e.g. a magnetic Brillouin zone) one might encounter sign changes
in the coefficient functions due to umklapp processes Cα(. . . , ki + G, . . .) = ΓGCα(. . . , ki , . . .)
where G is a reciprocal lattice vector defined by the reduced Brillouin zone. The function ΓG
is either 1 or −1 depending on the MBZ in which the vector G is located (see also (4.18). The
momentum sums in the Hamiltonian can be restricted to the reduced Brillouin zone. Hence, it
is expedient to define the momentum arguments of the coefficient functions such that they are
solely located in the reduced Brillouin zone. More concretely, we define the initial conditions
Cα(k1 . . .kn+m−1)(`= 0) ..= V nm(k1, . . . ,kn+m−1,K(k1, . . . ,kn+m−1)) (3.7)
with






ki +G(k1, . . . ,kn+m−1) (3.8)
and a reciprocal lattice vector G(k1, . . . ,kn+m−1) such that K ∈ 1stBZ. Both definitions, (3.7) and
(3.8), help to preclude any misasignments or confusion due to umklapp signs in the evaluation
of the flow equations. This is important because it might happen that a reduced momentum
argument K(k1, . . . ,kn+m−1) coincides with a free momentum argument ki . In this case, ki ap-
pears indirectly as a part of a different contracted momentum argument k j(. . .ki . . .) which is
determined by conservation of momentum. If the indirectly evaluated momentum argument
k j(. . .ki . . .) is located outside the reduced Brillouin zone, we apply a function which maps
the momentum argument onto the reduced Brillouin zone by determining the corresponding
reciprocal lattice vector in (3.8).
Note, that the function imposes periodic boundary conditions in momentum space which re-
quires a unique assignment of momenta at the zone boundary as shown in Figure 3.3.
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(a) (b)
Figure 3.3: Equidistant discretization of a two dimensional Brillouin zone.
3.2.1 Integration of the flow equations
The flow equations constitute a system of first order ordinary differential equations of the form
∂` ~y(`) = ~F(~y(`)) (3.9)
The computational costs for the evaluation of F depends on the size of the vector ~y which
grows polynomially with the system size N . Thus, it is advisable to use methods which require
a comparatively small number of evaluations of F . Typically, explicit Runge-Kutta methods are
used in the CUT approach [71].
Formally, one has to integrate the flow equations up to ` →∞. However, it is sufficient to
stop the integration at finite `, once the coefficients converged within a desired tolerance, as
we expect an monotonic decrease of coefficients of the non-block-diagonal part for sufficiently
large `. In the CUT approach the residual off-diagonality (ROD) is tracked to determine how
far the flow has converged. The ROD is defined as the square root of the sum of squared matrix
elements in the generator η(`) [51] and provides a measure for |Heff −H(`)|. The integration
is terminated when the ROD drops below a predefined accuracy.
The integration covers a large range in ` for which the the transformation determined by
~F(~y(`)) exhibits different behavior. For small values of ` the ROD is relatively large and often
increases in the beginning of the flow. As a consequence, the flow ~F(~y(`)) assumes larger
values and varies strongly for smaller increments d`. By contrast, the ROD exhibits an ex-
ponential decrease for large values of ` (provided that the flow is convergent) and the flow
varies on larger scales of `. Thus, it is advisable to use an adaptive step size to account for this
changing behavior enhancing the efficiency and accuracy of the method.
In the scope of this thesis, a Runge-Kutta-Fehlberg 4(5) method is implemented which is par-
ticularly suited for the problem at hand. A brief description of this method is given in the next
part.
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Runge-Kutta-Fehlberg (4)5 method
The Runge-Kutta-Fehlberg method was originally introduced by Fehlberg in 1969 [119, 120]. It
is based on the embedded Runge-Kutta procedures [121]. The idea is to compute two approx-
imations for the solution which can be compared in order to obtain an estimated prediction of
the error. In most applications, a combination of a fourth-order and a more accurate fifth order
Runge-Kutta method is used. This algorithm is typically referred to as Runge-Kutta-Fehlberg
4(5) method or short RKF45. The fourth order approximation is given by
~y(4)n+1 = ~yn + h
4∑
i=0
γi~ki +O(h5) . (3.10)
The more accurate value is determined by the fifth order Runge-Kutta approximant
~y(5)n+1 = ~yn + h
5∑
i=0
δi~ki +O(h6) . (3.11)











































where αi , γi , δi and βi, j are given by the Fehlberg coefficients shown in the Butcher tableau
in Table 3.1. An estimate of the error is given by
ε=
~y(5)n+1 − ~y(4)n+1 (3.13)
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4 1 439216 −8 3680513 − 8454104
5 12 − 827 2 −35442565 18594104 −1140














56430 − 950 255
Table 3.1: Butcher tableau for the Fehlberg coefficients.
where h denotes the current step size and β < 1 is a safety factor. The step size is decreased
if the estimated error is larger than the predefined control tolerance ε < εtol. Otherwise, the










0.25 for ε≥ εtol .
The formulas of the RKF4(5) method and the error estimates are taken from the numerical
methods script provided by the Westfälische Wilhelms-Universität Münster [122].
3.3 Spectral densities of non-hermitian problems
This section addresses the evaluation of dynamic structure factors or spectral densities, in
particular, with regard to non-hermitian representations. In general, spectral densities are
obtained from resolvents of the form
R(ω) = 〈v| 1
ω−H |v〉 (3.15)
In the standard approach for hermitian problems with H = H† the concrete function R(ω) is











where the ai and bi coefficients can be obtained by a Lanczos tridiagonalization of H using |v〉
as starting vector [123].
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In the following we generalize this procedure for a non-symmetric problem
R(ω) = 〈vL| 1
ω−H |vR〉 (3.17)
with H 6= H† and |vL〉 6= |vR〉. For this purpose, we derive a generalized continued fraction
representation of a non-symmetric resolvent (3.17) with T ..= ω − H. First, we define a bi-
orthonormal basis |Ln〉 and 〈Rm| with 〈Ln|Rm〉 = δn,m, such that the matrix of T in this basis
has a tridiagonal form. The initial vectors are set to |R0〉= 1〈vR|vL〉 |vR〉 and |L0〉= 1〈vR|vL〉 |vL〉. We
attach an index to the matrix T ..= T(0) as we will iteratively reduce the problem to sub-matrices
T(m) ..= QmTQm (3.18a)




|Rn−1〉 〈Ln−1| for m> 0
which are related by the recursive formula
〈Ln| 1T(n) |Rn〉=
1
an − γn+1βn+1 〈Ln+1| 1T(n+1) |Rn+1〉
. (3.19)
determining the continued fraction of (3.17). The operators Q(m) are projectors on the sub-
space of the reduced bi-orthonormal basis {|Ln〉 , 〈Rn| ‖n≥ m}. The structure of the matrix T(m)
is illustrated in Figure 3.4.
Figure 3.4: Illustration of the matrix T(n) as defined in (3.18a)
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In the following, we derive the recursive formula (3.19). By definition, the action of T(0) on
the basis vectors is given by
T(0) |R0〉= a0 |R0〉+ γ1 |R1〉 (3.20a)
T(0) |Rn〉= an |Rn〉+ βn |Rn−1〉+ γn+1 |Rn+1〉 for n≥ 1 (3.20b)
〈L0| T(0) = a0 〈L0|+ β1 〈L1| (3.20c)
〈Ln| T(0) = an 〈Ln|+ γn 〈Ln−1|+ βn+1 〈Ln+1| for n≥ 1 (3.20d)
We decompose the operator into T(0) = B0 + T(1). The matrix B0 comprises the first entries a0,
β1 and γ1, and is zero otherwise. The remaining block is given by the sub-matrix T(1). The
action of B0 and T(1) on the basis vectors is defined by
B0 |R0〉= a0 |R0〉+ γ1 |R1〉 (3.21a)
B0 |R1〉= β1 |R0〉 (3.21b)
〈L0|B0 = a0 〈L0|+ β1 〈L1| (3.21c)
〈L1|B0 = γ1 〈L0| (3.21d)
B0 |Rn〉= 〈Ln|B0 = 0 for n≥ 2 (3.21e)
and
T(1) |R0〉= 〈L0| T(1) = 0 (3.22a)
T(1) |R1〉= a1 |R1〉+ γ2 |R2〉 (3.22b)
T(1) |Rn〉= an |Rn〉+ βn |Rn−1〉+ γn+1 |Rn+1〉 for n≥ 2 (3.22c)
T(1) 〈L1|= a1 〈L1|+ β2 〈L2| (3.22d)
〈Ln| T(1) = an 〈Ln|+ γn 〈Ln−1|+ βn+1 〈Ln+1| for n≥ 2 (3.22e)








T(1) = Q(1) , (3.23b)
where Q(1) is the projector on the remaining subspace {〈Ln| , |Rn〉 |n≥ 1}. This additional def-
inition is required because T(1) is singular in the full Hilbert space. Taking the scalar product
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of equation (3.20a) with 〈L0| 1T(0) and the scalar product of (3.20c) with 1T(0) |R1〉 yields








⇒ a0 〈L0| 1T(0) |R0〉 −
β1γ1
a0
〈L1| 1T(0) |R1〉= 1 (3.24c)
Next, we derive a relation between the matrix elements 〈L0| 1T(0) |R0〉 and 〈L1| 1T(1) |R1〉. To this





















〈L1| 1T(1) |R1〉= 〈L1|
1
T(0)




= 〈L1| 1T(0) |R1〉+
∑
n




= 〈L1| 1T(0) |R1〉+ 〈L1|
1
T(1)
|R1〉γ1 〈L0| 1T(0) |R1〉 (3.26)
In the third line we used equations (3.21d-3.22a). From this we obtain the relation





1− γ1 〈L0| 1T(0) |R1〉





where we also used (3.24a).
Eventually, we combine equation (3.27) with (3.24c) and find the following important result
〈L0| 1T(0) |R0〉=
1
a0 − γ1β1 〈L1| 1T(1) |R1〉
. (3.28)
The term 〈L1| 1T(1) |R1〉 is the resolvent of the tridiagonal sub-matrix T(1) with initial vectors 〈L1|
and |R1〉. It has the same structure as the initial resolvent 〈L0| 1T(0) |R0〉. Since we can apply
the same derivation for an arbitrary sub-matrix T(m), we can interpret equation (3.28) as a
recursive relation between all sub-matrices given by (3.19).
In order to obtain the continued fraction representation of (3.17), we reintroduce the definition
T(0) = ω− H, which corresponds to a shift and a sign change of the diagonal elements an =
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ω− αn with αn denoting the diagonal elements of H. Eventually, the successive iteration of









The coefficients αi , βi and γi can be obtained by a non-symmetrical Lanczos tri-diagonalization
[124] for H with starting vectors 〈vL| and |vR〉. The implemented Lanczos method is described
in the next part.
3.3.1 Non-symmetric Lanczos tridiagonalization
The idea of the non-symmetric Lanczos tridiagonalization method is to determine a bi-orthonormal
basis QN = (q1, q2, · · ·qN ) and Q¯N = (q¯1, q¯2, · · · q¯N ) such that the non-hermitian matrix H 6= H†
assumes a tridiagonal form
Q¯TN HQN = Htri =






. . . 0
...
. . . . . . . . . γN
0 · · · 0 βN αN

(3.30)
The concrete tridiagonalization algorithm for the matrix H with starting vectors |v¯0〉 and |v0〉
is defined by
|q0〉= 0 |q¯0〉= 0 (3.31a)













|vi〉= H |qi〉 |v¯i〉= H† |q¯i〉 (3.31f)
αi = 〈q¯i|vi〉 ∨ αi = 〈v¯i|qi〉 (3.31g)
|vi〉= |vi〉 −αi |qi〉 − βi−1 |qi−1〉 (3.31h)
|v¯i〉= |v¯i〉 −αi |q¯i〉 − β∗i−1 |q¯i−1〉 . (3.31i)
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This procedure determines the coefficients of the tridiagonal matrix in 3.30 where N refers to
the number of Lanczos steps.
In concrete applications one typically encounters a violation of bi-orthonormality with increas-
ing number of Lanczos steps due to numerical errors. In order to increase the numerical sta-








|q¯ j〉 〈q j|q¯i〉 (3.32b)
and conduct a subsequent normalization
ni =
Æ〈q¯i|qi〉 (3.33a)
|qi〉= 1ni |qi〉 (3.33b)
|qi〉= 1ni |qi〉 . (3.33c)
3.3.2 Evaluation of spectral densities
For a finite number of Lanczos steps N the corresponding spectral density is a finite sum of
weighted δ-peaks located at the eigenvalues ωi of H







which becomes a continuous function in the limit N →∞. The weights Wi are given by the
overlap between the starting vectors and the corresponding left and right eigenvector of H,
i.e., Wi = 〈Li|vR〉 〈vL|Ri〉 with 〈Li|H = 〈Li|ωi and H |Ri〉=ωi |Ri〉.
In order to obtain a continuous function for a finite system, we have to approximate the coeffi-
cients αi , βi and γi for i > N based on additional information about their asymptotic behavior
for i→∞. For systems with a bounded spectrum the asymptotic behavior of the coefficients
is related to the upper bound Eu and lower bound El of the spectrum
Eu = a∞ + 2
Æ
(β∞γ∞) (3.35a)
El = a∞ − 2
Æ
(β∞γ∞) (3.35b)
[125]. Hence, it is possible to approximate the coefficients αi and γi ·βi by α∞ and γ∞ ·β∞
for sufficiently large i > nmax. However, for systems with a finite Hilbert space the behavior of
coefficients will deviate from this asymptotic rule at larger i depending on the actual size of
the Hilbert space.
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In this case we have to enlarge the Hilbert space by appropriate interpolation schemes increas-
ing the number of grid points in the BZ. This, in turn, increases the maximum number nmax of
Lanczos steps before the coefficients start to deviate from the asymptotic behavior. Eventually,
the sequence is approximated for n> nmax by constant coefficients α∞ and γ∞ ·β∞. In typi-
cal approaches, this infinite sequence in the continued fraction representation is replaced by a
square root terminator [123]. Alternatively, it is possible to introduce an artificial broadening
by replacing the δ-peaks in (3.34b) with Lorentzian or Gaussian distribution functions of the
same weight Wi .
In the following section, we discuss the interpolation methods used to enlarge the system size
of the effective model.
3.4 Multivariate interpolation schemes
The arguments of coefficient functions in the effective Hamiltonian and observables are de-
fined on a discrete and regular grid in momentum space. In order to obtain information about
values on intermediate points appropriate interpolation schemes are required. This is particu-
larly important for the evaluation of spectral densities for which we have to increase the system
size to reduce finite size effects.
The computational costs for the interpolation of a function F grows considerably with the
dimension of its domain. The domain of a coefficient functions depends on the number of in-
dependent momentum arguments and the dimensionality D of the system. If n is the number
of momentum arguments in the coefficient function Cα the dimension of its domain is given
by Dα = D · n.
In the scope of this thesis we consider a two-dimensional system. Consequently, the one-
particle dispersion, which depends on a single momentum, is described by a two dimensional
coefficient function, whereas the coefficient of a two-particle interaction term depends on three
momentum arguments and, thus, has a six-dimensional domain. Therefore, it is expedient to
use diverse interpolation schemes which are appropriate for different types of coefficient func-
tions.
In the interpolation schemes we can directly exploit the periodicity of the functions in mo-
mentum space. Moreover, it is possible to enhance the efficiency of the interpolation by using
the information about the initial coefficient functions before the transformation which in most
cases are known analytically.
In the following we present various interpolation schemes which are suited for different types
of coefficients.
3.4.1 Nearest neighbor interpolation
The nearest neighbor interpolation is the most simple interpolation scheme. It is based on
the idea to approximate the function at some intermediate point by its value at a nearest grid
point. The resulting interpolant is a piecewise constant as illustrated in Figure 3.5. Due to
its simplicity its computational cost is virtually independent of the domain. Hence, it can be
applied to functions with a high-dimensional domain. A major drawback is, that the interpo-
lation errors can become very large. Thus, it should only be used if the subsequent treatment
is less sensitive to deviations of the interpolated input.
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grid points
interpolant
Figure 3.5: Illustration of the nearest neighbour interpolation scheme.
3.4.2 Multi-linear interpolation
The multi-linear interpolation scheme constitutes a compromise between simplicity and accu-
racy. Typically, this scheme is applied in the form of a bilinear (D = 2) or trilinear interpola-
tion (D = 3), but a generalization to higher dimensions is straightforward to implement. The
multi-linear interpolation takes into account information about all neighbouring grid points
contributing with a certain weight. It approximates the function at some intermediate point
~y which lies inside the hyper cube with the associated corners located at the 2D neighbouring
grid points ~x (i1...iD) = (x (i1)1 , . . . x
(iD)
1 ) with in = 0, 1 and x
(0)
n ≤ yn < x (1)n . The known values of
the function at the corners are given by f (~x (i1...iD)) = fi1,...,iD . The interpolant f (y1, . . . , yD)
inside the hyper cube can be written in a compact form if we consider normalized spacings
x (0)n − x (1)n = 1






yn − x (0)n − k(in) (3.36)
where the sum runs over all in = 0, 1 and the function k(in) is defined by k(1) = 0 and k(0) = 1.
The geometric interpretation of the multi-linear scheme is shown in Figure 3.6.
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Figure 3.6: Geometric interpretation of the multi-linear interpolation scheme in two dimen-
sions. The interpolant at some intermediate point ~y is given by a weighted sum of the known
values fi1,i2 at the neighbouring grid points. The weights are given by the area of the corre-
sponding opposite partition Vi¯1,i¯2
3.4.3 Lanczos interpolation
The Lanczos interpolation scheme or Lanczos resampling is a more sophisticated interpolation
method which is typically used for resampling problems in digital signal processing and digital
imaging [126, 127]. It was first introduced by Cornelius Lanczos in 1938 [128].
The method is based on a reconstruction kernel L(x) also referred to as the Lanczos kernel
La(x) =





a ) for − a ≤ x < a x 6= 0
0 otherwise
(3.37)
where a is a positive integer parameter which sets the size of the Kernel. The Lanczos Kernel
for a = 3 is shown in Fig. 3.7. Considering a discrete one-dimensional input function with
samples fi , the interpolant at an arbitrary real value x is given by a discrete convolution of the





a(x − i) , (3.38)
where we presume normalized spacings. In higher dimensional spaces we interpolate the
input function in one direction, first. Then we use the additional points for an interpolation in
orthogonal directions as shown in Fig. 3.8.
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An important advantage of this method is its efficiency as it provides a smooth interpolant
by comparatively simple means. The derivative of the resulting interpolant is a continuous
function. Moreover, the interpolation can be controlled by the parameter a. For larger values of
a information about more distant grid points is taken into account and the resulting interpolant
becomes smoother.




Figure 3.7: The Lanczos kernel (3.37) for a = 3.
Figure 3.8: The multivariate interpolation procedure is exemplified in two dimensions.
3.4.4 Interpolation of effective models
Typically, the initial coefficient functions in the Hamiltonian before the transformation are
known analytically. By contrast, the transformation is only tracked on discrete points in mo-
mentum space. The resulting effective coefficients can be viewed as samples of a renormalized
initial coefficient function. In many cases, it is reasonable to assume a similar analytical be-
havior of the initial and the effective functions. Thus, it is possible to enhance the efficiency
of the interpolation by using the information about the initial coefficients. This is particularly
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important in cases where the coefficient functions exhibit poles which complicate the interpo-
lation drastically.
In order to overcome this problem, we use a heuristic approach interpolating the function
s¯(k)+c
s(k)+c where s¯(k) is the function transformed by the CST and s(k) denotes the corresponding
function before the transformation. The constant shift c is introduced to avoid zeroes in the
denominator. If we assume that the renormalization of the CST does not shift or alter the pole
in s¯(k) the resulting function f (k) is finite and smooth.
Furthermore, this indirect interpolation scheme can improve the accuracy of the interpolant
compared to a direct interpolation scheme, even if the coefficients do not exhibit poles. How-
ever, both functions s¯(k) and s(k) are supposed to exhibit a similar analytic behavior, otherwise,
the accuracy of the interpolation might be spoiled. Figure 3.9 illustrates the enhancement of
the interpolation using the indirect interpolation scheme in the context of a nearest neighbor
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Figure 3.9: Comparison between a direct and indirect nearest neighbor interpolation scheme









6 x + 0.3sin(x)
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e0.05x . We chose an artificial transformation f → f¯ as it can not be
viewed as a trivial rescaling and shift, however, both functions have a similar analytic behavior.
We assume, that f¯ is only known on discrete points. In the indirect scheme the function
( f¯ +2)/( f +2) is interpolated by a nearest neighbour scheme yielding the interpolant Ic[ f¯ (x)].




Two dimensional Heisenberg Antiferro-
magnet
The following chapter constitutes the major part of this thesis. It discusses the dynamics and
interactions of the elementary excitations in the Heisenberg antiferromagnet on the square
lattice, one of the simplest and paradigmatic strong-coupling models in condensed matter
physics. Over the last decades this model was extensively studied by a multitude of different
techniques which, despite the lack of an exact solution, have lead to a profound understand-
ing of the corresponding low energy properties. In particular, the fundamental concept of spin
waves provides a very intuitive and well substantiated description of the elementary excita-
tions at long wavelengths.
Nevertheless, the Heisenberg antiferromagnet is still subject of intense research and ongoing
debates, in particular, due to its decisive relevance for the understanding of undoped par-
ent compounds of cuprate high-temperature superconductors. The focus is on high energy
magnons at short wave lengths as they are believed to be of importance for the comprehension
of the magnetic ’glue’ in high Tc-superconductors. Recent experimental findings and numerical
simulations revealed an apparent failure of the conventional spin wave description. Signifi-
cant effort was made to dissolve this discrepancy, either by extending the spin wave theory
or resorting to alternative descriptions, but the nature of the elementary excitations at short
wavelengths is still unclear.
The aim of the following chapter is the derivation of an comprehensive spin wave description
which is quantitatively valid for all wave lengths. To this end we derive an effective magnon
description based on spin wave theory using the techniques presented in the previous chapters.
First, a brief overview about the relevant literature on the Heisenberg antiferromagnet is given,
discussing the theoretical model and its principle realization in real materials. Moreover, im-
portant results of numerical and analytical techniques are summarized, in particular, with
regard to recent experimental findings.
The second part deals with the spin wave formalism and its physical interpretation. We describe
the Dyson-Maleev representation for the Hamiltonian and the relevant observables which con-
stitute the initial point of the CST analysis. The epCUT approach is used to reproduce the
results of the conventional spin wave expansions up to third order in 1/S, which are then
compared to known results from literature.
In addition, the spin wave expansions are extended by means of the deepCST method. The
corresponding results further suggest that the standard expansion in 1/S is problematic at
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short length-scales.
In the third section the main results of this thesis are presented and discussed. We derive
an effective magnon description using a selfsimilar CST approach based on a truncation of
magnon operators by their scaling dimension. Based on the effective model we provide a care-
ful analysis of the dynamics and interactions of the renormalized spin waves and point out the
relevance of strong magnon attraction. The interpretation is visualized by means of the dia-
grammatic representation introduced in the previous chapter. The results are compared with
current numerical and experimental data.
4.1 Introduction
The Heisenberg model is one of the oldest and paradigmatic models of quantum magnetism.
Its origin can be traced back to discussions by Heisenberg and Dirac on the emergence of ferro-
magnetism pointing out that the quantum mechanical exchange of indistinguishable electrons
can lead to an effective spin interaction [129, 130]. In fact, there are a lot of different mecha-
nisms besides the direct exchange which give rise to an effective Heisenberg Hamiltonian. For
instance, the antiferromagnetic Heisenberg Hamiltonian is obtained in second order perturba-
tion theory in the large U limit of the Hubbard model [15]. Another important example is the
theory of super exchange, which was mainly developed by Anderson [131, 132].
From a general point of view, the Heisenberg model can be seen as an effective model, describ-
ing the mutual interaction between localized spin degrees of freedom in many body systems.




Ji j ~Si · ~S j (4.1)
where Ji j denotes the exchange coupling between the spins i and j which favor either a parallel
alignment for Ji j < 0 or anti parallel alignment for Ji j > 0. The spin variable ~Si is a three
dimensional vector with spin components Sα,i andα= x , y, z which obey the spin commutation
relations 
Sα,i , Sβ , j

= iδi, jħhεαβγSγ,i (4.2)
Despite its simplicity the Heisenberg model has wide spread applications and explains a myriad
of different phenomena such as ferromagnetism, ferrimagnetism or antiferromagnetism [16,
99]. In combination with geometric frustration, this model also gives rise to exotic states such
as spin glasses [133] or various kinds of fractional spin liquids [134–137].
In the scope of this thesis we consider the isotropic spin-1/2 Heisenberg antiferromagnet on
the square lattice (spin-1/2 HAFSQ). A very concise review on analytical, numerical and ex-
perimental studies of the spin-1/2 HAFSQ and a further discussion about relevant materials is
given in Ref. [17, 20].
The spin-1/2 HAFSQ is regarded as a rather conventional model, as it was extensively studied
in the last 70 years. Nevertheless, there are still interesting and open questions.
The discovery of high-Tc superconductivity by Bednorz and Müller in 1987 [138] has revived
the interest in this model because it is realized in a large class of copper oxides which are
known as the undoped parent compounds of cuprate high-Tc superconductors [17, 139–142].
Although cuprate superconductors have been subject of intense research the mechanism of
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high-Tc superconductivity and the relevance of magnetic fluctuations are not fully understood
yet [143–148]. A comprehensive review on this topic is given in Ref. [149].
The quantitative description of hole dynamics and interactions in an antiferromagnetic back-
ground is a very intricate problem which is described theoretically by means of the t−J model
[150, 151]. Recent studies show that short range processes play a decisive role in the un-
derstanding of the hole pairing mechanism [152–155]. But even the description of the plain
magnetic problem which is the undoped quantum antiferromagnet turns out to be complicated
at short length scales. As we will discuss in the scope of this section magnons, i.e, spin waves,
provide a quantitative and consistent description of the low energy excitations in the spin-1/2
HAFSQ but their nature at high energies, i.e short wavelengths, is still not clarified to this
day. Due to their relevance for undpoped cuprates, there is a great interest in a full theoretical
comprehension of the excitations in the spin-1/2 HAFSQ.
Before we further elaborate on the issue of short wavelength spin waves we give a brief sum-
mary of the theoretical and experimental findings about the spin-1/2 HAFSQ.
Although there is no exact solution in two dimensions, the low energy physics of the spin-
1/2 HAFSQ is well understood. There is strong evidence that the ground state exhibits long
range Néel order for zero temperature [17]. This ordering is associated with a finite staggered
magnetization which breaks the continuous SU(2) symmetry of the Hamiltonian [156]. As a
result, the ground state gives rise to gapless bosonic excitations according to Goldstone’s theo-
rem [24]. The corresponding bosons can be identified as quantized spin waves, i.e., magnons
which exhibit a linear dispersion at long wavelengths [21, 22].
Interestingly, quantum fluctuations play a major role as they lead to a considerable reduction
of the staggered magnetization to 62% of its classical value and a renormalized spin wave ve-
locity [17, 21].
The emergence of gapless excitations is also consistent with exact statements such as the Lieb-
Schultz-Mattis. This important theorem implies that the ground state of the Heisenberg an-
tiferromagnet on a bipartite lattice (with isomorphic sublattices) is non-degenerate and the
excitation gap is arbitrary small [157, 158].1.
Spin wave theory is well established and supported by numerical simulations and analytical
approaches which are also in agreement with experimental results [17, 140, 160, 161]. Exact
diagonalization studies on finite systems show a non-zero staggered magnetization and a di-
verging correlations length [162]. The results are consistent with a whole series of quantum
Monte Carlo simulations [163–168] and series expansions from the Ising limit [169]. More-
over, this picture is confirmed by renormalization group approaches for the non-linearσ-model
in (2+1) dimensions which is an effective field theory describing the low energy regime of the
HAF [170].
It is also worth to mention that long range order can even occur in the presence of geomet-
ric frustration such as in the triangular Heisenberg antiferromagnet [171]. This is surprising
since the long range order has to compete with the geometric frustration in addition to strong
quantum fluctuations.
The idea of spin waves also plays an important role for studies at finite temperatures T even
though the long range order is destroyed by thermal fluctuations for any arbitrary small T ,
according to the Mermin Wagner theorem [172]. This is due to the fact that the correlation
length is exponentially large for small T and spin waves with wavelengths shorter than the
correlation length are still defined [17]. In the case of finite temperature, a modified spin
1The original theorem does only holds for one dimensional spin systems but there is also a generalization to
higher dimensions by Hastings [159]
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wave theory has to be applied describing a softening and damping of magnons due to thermal
fluctuations [173].
To sum up, spin wave theory provides a fundamental concept for the understanding of long
range ordered magnets. Even in the quantum case for S = 1/2 the low energy excitations
are well described within spin wave theory, despite the fact that it is based on a semi classical
approach. However, seminal developments in the last two decades point out the relevance
of short range quantum correlations giving rise to discrepancies of spin wave theory at short
wavelengths.
In 1995 Singh and Gelfand used high order series expansion about the Ising limit to calcu-
late the spin wave spectrum [174]. Their results show a considerable deviation from linear
spin wave theory at higher energies encouraging experimentalists to search beyond long wave-
length spin waves. Unfortunately, the experimental verification of high-energy spin waves is
demanding due to reduced signal rates in inelastic neutron scattering experiments and, thus,
first measurements of the spin wave dispersion in materials such as La2CuO4 were limited
to long wavelength excitations [175]. In 1991 Hayden et al. have been the first to show
experimental evidence for high energy magnons at the zone boundary [176]. However, their
experimental resolution was not high enough to point out any insufficiency of linear spin wave
theory.
Nevertheless, seminal technical developments in the last two decades have led to an increased
resolution and momentum coverage and the focus was directed more to high-energy magnons [139,
140, 161, 176–178].
In particular, recent measurements of the cuprate Cu(DCOO)2·4D2O, also referred to as copper
deuteroformate tetradeuterate (CFTD), provided new insights into the physics of high energy
magnons [27–29, 179, 180]. Similar to La2CuO4, CFTD is considered as a very good real-
ization of the square lattice Heisenberg antiferromagnet [139, 140]. Interestingly, the results
obtained from inelastic neutron scattering of CFTD by Ronnow et al. confirmed the results of
high order series expansions exposing considerable discrepancies between the experiment and
linear spin wave theory at short wavelengths [179]. They observed an anomalous dispersion
between the wavevectors k = (pi, 0) and k = (pi/2,pi/2) leading to an energy dip of 7 ± 1%
at k = (pi, 0) as shown in Figure 4.1. Subsequent experiments of higher resolution confirm
the anomalous dispersion in CFTD [27–29] which is also in agreement with quantum monte
carlo simulations [25] and extended high order series expansions about the Ising limit [26]
(see also Figure 4.2 indicating a seizable energy dip of 7− 9%. Moreover, the anomalous dis-
persion is accompanied by an increased weight in the higher magnon continuum at k = (pi, 0)
[28, 29]. The results clearly show that the energy dip is an inherent feature of the spin-1/2
HAFSQ which is caused by short range quantum entanglement [29].
Since conventional spin wave theory can be seen as an expansion about a semi-classical limit
in orders of 1S , it seems reasonable that the incorporation of higher order terms may capture
the relevant processes. But even corrections of the spin wave dispersion up to third order
in 1/S do not explain this phenomenon quantitatively [31]. Although the expansion in 1/S
does account for an additional dispersion at the zone boundary the results show a very slow
convergence at k = (pi, 0) yielding an energy dip of only 3.1%. The corresponding data are
shown in Figure 4.2. This seeming failure of spin wave theory has sparked a debate about
the nature of the magnetic excitations in the spin-1/2 HAFSQ and provided further motivation
to search beyond the conventional spin wave approach. In particular, there were attempts to
draw a connection to the resonating valence bond state (RVB) [181] which was proposed by
Anderson in 1987 as a possible ground state of the cuprate La2CuO4 [134]. This new state



































Figure 4.1: Spin wave dispersion in CFTD taken from Ref. [179]2in (a) and Ref. [27]3in
(b). The dots represent the results obtained by inelastic neutron scattering experiments. The
solid lines correspond to predictions by linear spin wave theory with an additional small gap
to account for a small anisotropy [177, 179]. The dashed line displays the data of series
expansion about the Ising limit from Ref. [174].
is characterized by a spin liquid phase with no magnetic order but long range entanglement
giving rise to fractional excitations, also referred to as spinons. It is known that spinons are
the elementary excitations of the 1D spin-1/2 HAF where true long range order is suppressed
by the combination of low dimensionality and quantum fluctuations[91, 182] but in two di-
mensions the situation is much more subtle. A lot of work has been devoted to the question
whether spinons could also occur in two dimensional spin systems [28, 137, 183–187].
Even for the spin-1/2 HAFSQ the emergence of a RVB state was debated [188, 189]. The seem-
ing discrepancies of spin wave theory incited physicists to speculate about a fractionalization of
magnons into spinons [29, 190]. Recent data obtained by polarized neutron spectroscopy for
CFTD eventually led to the idea that a spinon description accounts for the anomaly at the zone
boundary. Due to a sophisticated experimental setting the authors were able to distinguish
between the response of transverse and longitudinal excitations. Their data show a consider-
able reduction of the magnon weight at k = (pi, 0) compared to k = (pi/2,pi/2). Moreover, it
is observed that this weight is shifted to an energetically higher continuum in the transverse
channel which is consistent with previous experiments with non polarized neutrons [29, 190].
Based on an effective spinon description the authors argue in favor of a fractionalization of
magnons in the vicinity of k = (pi, 0) implying that spin waves emerge as confined spinons at
the remaining part of the Brillouin zone [28]. Although their approach does account for the
energy dip at k = (pi, 0), a close analysis of their results in comparison to the experimental
data and to various theoretically established results shows a lack of consistency. Most impor-
tantly, their approach leads to a considerable residual gap due to the absence of long range
order. In addition, the theoretical explanation for the increased weight of the continuum in
the transverse channel is only based on heuristic arguments. There is no distinct evidence that
the less pronounced peak at k = (pi, 0) (see Figure 2b in Ref. [28]) corresponds to a continuum
of spinons.
Taking all these factors into account, the emergence of spinons in the the spin-1/2 HAFSQ is
2 c© 2001 The American Physical Society
3 c© 2004 Published by Elsevier B.V.
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Figure 4.2: The results of higher order spin wave theory are compared to quantum monte
carlo simulations and series expansions about the Ising limit for the magnon dispersion along
symmetry paths of the Brilluoin zone. The data in ε(n)k indicate n-th order spin wave results
calculated in Ref. [31]. The QMC results are taken from Ref. [25] and the series results are
from Ref. [26]. The figure is taken from Ref. [31]1
disputable and the nature of high energy spin waves remains unclear. However, the data defi-
nitely indicate the relevance and intricacy of quantum correlations in this part of the Brillouin
zone. Recent calculations based on a singlon approach also show a strong attractive interac-
tion between pairs of magnons at short length scales [191].
Since the renormalization effects at the zone boundary are relatively small compared to the
spin wave energy of 2J we assume that the deviations are rather a result of a methodical in-
sufficiency and not the indicator of fundamentally new physics. This view is also supported by
calculations of Uhrig and Majumdar who achieved improvements by means of a varied pertur-
bation theory [30].
The lack of a comprehensive picture of the elementary excitations in the spin-1/2 HAFSQ is
one of the main motivations for this thesis. The aim is a quantitative description which resolves
the discrepancies between spin wave theory and the theoretical and experimental results. The
working hypothesis is that the anomalous dispersion in the magnon spectrum is caused by
strong attraction between pairs of spin waves. In order to obtain a quantitative description
within spin wave theory it is therefore crucial to take into account the relevant interactions by
means of appropriate methodical tools.
For this purpose, we use the CUT method in momentum space as introduced in the previous
chapters to derive an effective magnon description based on spin wave theory. Moreover, we
derive the corresponding effective observables and calculate the dynamic structure factors for
a direct comparison with experimental INS data.
4 c© 2010 IOP Publishing Ltd
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4.2 Spin wave theory
Linear spin wave theory is a standard tool which is taught in most condensed matter courses.
The basic formalism can be found in various standard textbooks [16, 99] or in the original
papers [21, 22, 98, 192]. Nevertheless, we want to give a brief introduction to the spin wave
formalism and its physical interpretation before we present our main results because it repre-
sents the theoretical foundation of our approach.
In the second part of this section we reproduce the perturbative results of high order spin
wave expansions for the dispersion and the ground state energy [31, 193, 194] by means of
the epCUT approach. This allows us to verify that the CUT method and the computer programs
work correctly. Moreover, the perturbative results are extrapolated by means of the deepCUT
method. We identify generic problems of the conventional spin wave expansion and point out
the relevance of short range spin wave interactions.
4.2.1 Spin waves















where J > 0 denotes the antiferromagnetic nearest neighbour exchange coupling and Sαi de-
notes the α component of the spin operator acting on site i. It is expedient to work with
local spin eigen states |S, m〉 with respect to the spin axis in z direction, where S denotes
the total spin and m is the quantum number of the Sz component which can take the values
m = −S, S −+1 . . . S. Using the spin ladder operators S±j = S xj ± iS yj the Hamiltonian can be



















The classical Néel state |AF〉 (see Figure 4.3) is chosen as a reference state of the antiferromag-
netic system as it minimizes the Ising term in z direction. The order parameter is defined by
the staggered magnetization which corresponds to an anti-parallel alignment between spins




j∈B Szj . For practical reasons it is useful to perform
a sublattice rotation such that spin deviations are measured with respect to an alternating
direction depending on the considered sublattice as illustrated in Figure 4.3. The resulting


















In these coordinates the reference state is represented by a classical ferromagnetic state with
all spins pointing in −z direction such that Mstagg→ MˆF =∑i∈A Szi +∑ j∈B Szj . From a physical
point of view, however, the spins point in alternating directions giving rise to a classical stag-
gered magnetization per site of Mclassical = 〈AF| Mˆstagg |AF〉= S.
In contrast to the ferromagnetic case (J < 0), the classically ordered Néel state is not the
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A B A B
Figure 4.3: The sublattice rotation of the Néel ordered reference state in the left panel to the
ferromagnetically ordered reference state on the right panel is illustrated. In the Néel ordered
state (left pabel) the spins on sublattice A and B exhibit an anti-parallel alignment.
exact ground state of the the antiferromagnetic Heisenberg system due to spin fluctuations
induced by the spin ladder terms. Consequently, the true ground state will exhibit a reduced
staggered magnetization MQM < Mclassical because quantum fluctuations are competing ener-
getically with the classical order.
The main idea of spin wave theory is to represent the spin deviations from the classical Néel
order by bosonic excitations. In the main literature two different approaches are used, the
Holstein-Primakoff formalism [22, 98] and the Dyson-Maleev representation [195, 196]. In
standard spin wave expansions both approaches lead to the same results but they involve dif-
ferent advantages and drawbacks which we will examine later.
For pedagogical reasons we discuss the Holstein-Primakoff representation first. It is defined
by the following relations
Szi = −S + a†i ai S+i = a†i
Ç
2S − a†i ai S−i =
Ç
2S − a†i ai ai (4.6)





= δi j one can show that the operators in (4.6) fulfill
the standard spin commutation relations (4.2). In this representation the boson number n
corresponds to the difference in the magnetic Sz quantum number relative to the Néel state n =
m− (−S). Hence, the spin ladder operators effectively create or annihilate bosons. However,
the local Hilbert space of a spin is restricted by the total spin S in contrast to the local bosonic
Hilbert space which is infinitely large. In the Holstein-Primakoff approach this restriction is




2S − a†a |S, m = S〉= 0 (4.7)
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Unfortunately, the square root terms cannot be treated exactly. They comprise non trivial boson
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. (4.8)
Note, that the truncation at any finite order will lead to a violation of (4.7) giving rise to non
physical states with m> S. Thus, this approximation is only justified as long as the local den-
sity of bosons is small compared to S, i.e., 〈a†i ai 〉  S. First discuss the classical limit S→∞.
In this case the local spin Hilbert space is infinitely large and the spin ladder operators can be
replaced by simple boson creation and annihilation operators. This truncation corresponds to
the zeroth order, i.e.,
r
1− a†i ai2S ≈ 1, and is also referred to as the linear spin wave approxi-
mation. The truncated Hamiltonian can be diagonalized in momentum space by a Bogoliubov
transformation introducing new bosons α†k = lka
†
k+mka−k such that the Hamiltonian becomes
diagonal












[16]. In this approxima-
tion the x and y components of the spins are effectively treated as conjugate pairs
S xi , S
y
j
∝ δi j which behave analogous to the momentum and position operators in the prob-
lem of coupled harmonic oscillators. Note, that the Hamiltonian actually is equivalent to a
system of coupled harmonic oscillators. Thus, in this semi classical picture the excitations can
be envisioned as oscillations between the x and y components of the spins around the ordered
Néel state propagating as quantized spin waves, i.e., magnons5. Due to zero point fluctuations
the staggered magnetization is reduced to m = S −δm≈ 0.303 for S = 1/2 [17].
Typically, one also takes into account the next leading order in the spin wave expansion. In
this approximation the dispersion is only renormalized by a constant overall factor
ω=ω0(k) · (1+ A/S) (4.10)
which is Zc ≈ 1.158 in the case of S = 1/2 and the ground state energy per site is further
reduced from e(0)0 ≈ −0.659 to e(1)0 ≈ −0.6705 [17].
Despite its simplicity, linear spin wave theory already provides a good description of the low
energy excitations in long range ordered quantum antiferromagnets [176]. Higher order terms
in 1/S correspond to interactions or scattering processes between spin waves. They comprise
dynamical interactions which simply arise due to the fact that the Hamiltonian is not-diagonal
such as interactions originating from the Szi S
z
j term. Furthermore, there are also non-trivial
interactions resulting from the finite local Hilbert space, also referred to as kinematical inter-
actions [195]. The effects of the restricted Hilbert space are actually very strong for S = 1/2
systems, where magnons are basically hardcore bosons [197]. Nevertheless, one can show that
at long wavelengths spin waves propagate almost freely because the spin deviation is widely
distributed and the scattering due to the magnonic hardcore property is very small [192, 195].
Thus, spin wave theory is essentially based on the assumption that 〈a†i ai 〉  S.
5Magnons in the antiferromagnet are a direct analog of phonons which are quantized oscillations of nuclei in a
crystal structure. Accordingly, phonons are the Goldstone Bosons of the broken continuous translation symmetry
of space.
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In the case of short wavelength spin waves, however, these assumptions, are not necessarily
true. The combination of magnon attraction and the hardcore property can lead to non-trivial
quantum correlations on short length scales. We suppose, that the observed anomalous dis-
persion of spin waves at the zone boundary can indeed be attributed to such quantum effects.
In general, the Hamiltonian also contains scattering processes from single spin waves to multi-
magnon states at higher energies which possibly do not meet the requirement that 〈a†i ai 〉  S.
In this case, the conventional expansion in 1/S would be inefficient. The existence of such
states would also account for the slow convergence in the 1/S expansions at k = (pi, 0) [31].
In the following, we want to overcome these problems by a suitable methodical treatement
based on a quasi-particle conserving CUT. To this end, we derive an effective model where the
number of magnons is conserved, i.e., scattering processes into multi-magnon states are trans-
formed into magnon-conserving terms. The resulting Hamiltonian describes dressed magnons
with renormalized dynamical properties and interactions.
Unfortunately, the Holstein-Primakoff representation generally requires an expansion of the
square root operators in 1/S. Hence, processes which might be relevant in order to capture
short range correlations are discarded a priori for any finite truncation. In the next section, we
discuss an alternative representation which is better suited to our approach because it allows
us to define magnon interaction terms exactly on a quartic level in boson operators.
4.2.2 Dyson-Maleev representation
Dyson was the first to address the problems of kinematical spin wave interactions in ferromag-
nets [195]. In order to overcome some generic obstacles imposed by the Holstein-Primakoff
formalism he introduced an alternative boson representation which was further developed by
Maleev [198, 199]. Nowadays this approach is known as the Dyson-Maleev representation.
In 1960 Oguchi extended this representation to the Heisenberg antiferromagnet [192]. More-
over, he showed that the Dyson-Maleev and Holstein-Primakoff formalism yield identical re-
sults for a rigorous expansion up to first order in 1/S. This is also confirmed for higher or-
der calculations in 1/S suggesting that both approaches describe essentially the same physics
[193].
A major advantage of the Dyson-Maleev representation is that it does not introduce intricate
square root expressions and, as a result, the kinematical spin wave interactions are expressed
exactly on a quartic level in creation and annihilation operators. It is typically used in high
order spin wave calculations [30, 31, 193, 194].
However, due to an asymmetry between bra and ket basis states the resulting Hamiltonian
is superficially non-hermitian in the extended bosonic Hilbert space. This property can be
attributed to the fact that the spin operators and Dyson-Maleev bosons are self adjoint with
respect to two different inner products [118]. Thus, the Holstein-Primakoff and Dyson-Maleev
representations are related by a non-orthogonal similarity transformation, i.e., both represen-
tations should yield the same results as long as they are treated exactly (or rigorously in some
expansion parameter).
Nevertheless, the Dyson-Maleev approach is accompanied with important technical assets be-
cause it does not impose an expansion in the parameter 1/S. Most importantly, it allows us to
apply truncation schemes which go beyond the conventional expansion in 1/S.
The idea is to use a self similar CUT approach based on the scaling dimension of spin wave
operators in the Dyson-Maleev representation. This way, we take into account the full renor-
malization of magnon interactions which turns out to be essential in the case of the spin-1/2
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HAFSQ. As we encounter a non-hermitian Hamiltonian the CUT method generalizes to a sim-
ilarity transformation which in the following is referred to as a continuous similarity transfor-
mation (CST).
Before we discuss this more elaborate approach, let us introduce the Dyson-Maleev formalism
for the HAFSQ. The resulting Hamiltonian constitutes the initial point of the CST approach. In
order to verify the general functionality of the method we reproduce the main results of high
order spin wave expansions which were calculated in Ref. [193, 194] and Ref. [31]. Moreover,
we examine a non-perturbative extrapolation of the 1/S-expansion by means of a deepCST
method.
General formalism



























2S b j S
z
j = −S + b†j b j . (4.11b)
This representation incorporates a sublattice rotation and discriminates between two different
bosons which are defined by the respective sublattice A or B. The resulting Dyson-Maleev
Hamiltonian in real space reads





a†i ai + Z
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j∈A




















j b j +
1
2
a†i ai ai b j

(4.12b)
where Z = 2 denotes the coordination number and N is the number of sites on sublattice
























where the sum over the momenta k is restricted to the reduced magnetic Brillouin zone (MBZ)
because we consider two flavors of bosons on a magnetic two-site unit cell. We obtain the
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following Hamiltonian

















δG (1− 2+ 3− 4)γ(3− 4) a†1a2b†3b4






























The subscripts i = 1,2, 3,4 stand for the momenta ki and −i stands for −ki . The conservation
of momentum is ensured by the Kronecker symbol δG (1+ 2− 3− 4) implying k1+k2 = k3+k4
modulo reciprocal lattice vectors G from the reciprocal lattice Γ ∗A of the A-sites. Thus, G ∈ Γ ∗A
means G = (npi, mpi) with the integers n, m if the lattice constant of the original square-lattice
is set to unity.
Due to our definitions one has to distinguish between the commutator of the a and b bosons
leading to a subtlety in the definition of the Kronecker-δ (or δ-function in the thermodynamic

























k− k′δG  k− k′ (4.16c)
..= δG
 
k− k′ . (4.16d)
and define




1 for K ∈ Z (+)
−1 for K ∈ Z (−) . (4.18)
Since the lattice vectors correspond to the A lattice, the commutator of the B-bosons acquires a
factor ΓK which tracks the reciprocal lattice vector K = k−k′. Depending on the MBZ in which
this vector K ∈ Γ ∗A is located the function takes the values ΓK = 1 or ΓK = −1. It is positive in
the 1st MBZ and negative in the adjacent edge-sharing MBZs, i.e., it switches sign each time
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one enters another MBZ across an edge as shown in Figure 4.4. These sign changes actually
pose no problems in the Hamiltonian because the sums are restricted to momenta of the 1.
MBZ. where ΓK = 1.













Figure 4.4: Illustration of the sign structure of the factor ΓK. The factor takes the value
ΓK = +1 for K ∈ Z+ or ΓK = +1 for K ∈ Z−.
scattering. The corresponding observables depend on momenta which may lie outside the
1st MBZ, i.e., they induce Umklapp processes in the system. In this case, the sign changes
become relevant. The Dyson-Maleev representation of the observables is discussed in section
4.2.2.
The Hamiltonian in (4.14) is diagonalized by a Bogoliubov transformation
a†k = lkα
†
k + mkβ-k (4.19a)




l2k −m2k = 1 . (4.20)














1− γ2k . (4.21c)
and bring the operator terms into a normal ordered form with respect to the new bosons α†k
and β†k . The resulting Hamiltonian then reads
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where the coefficients e(1)0
..= E0/N = −2J(S2 + AS + A2/4), ωk = 2J(2S + A)
Æ
1− γ (k)2




1− γ (k)2) ≈ 0.158 correspond to the ground-state energy per site and
the one-magnon dispersion in next-to-leading order spin wave theory [30, 193].
The remaining part V contains spin wave scattering and interaction terms which are quartic
in boson annihilation and creation operators

























































The explicit expressions for the vertex functions V (i)1234 are given by
V (1)1234 = x1x3γ (1− 3) + x1x4γ (1− 4) + x2x3γ (2− 3) + x2x4γ (2− 4)
− x1γ (1)− x2γ (2)− x1x3x4γ (1− 3− 4)− x2x3x4γ (2− 3− 4) (4.24a)
V (2)1234 = −x3γ (2− 3)− x4γ (2− 4)− x1x2x3γ (1− 3)− x1x2x4γ (1− 4)
+ x1x2γ (1) + γ (2) + x1x2x3x4γ (1− 3− 4) + x3x4γ (2− 3− 4) (4.24b)
V (3)1234 = −x1γ (1− 3)− x2γ (2− 3)− x1x3x4γ (1− 4)− x2x3x4γ (2− 4)
+ x1x3γ (1) + x2x3γ (2) + x1x4γ (1− 3− 4) + x2x4γ (2− 3− 4) (4.24c)
V (4)1234 = x1x2x3x4γ (1− 3) + x1x2γ (1− 4) + x3x4γ (2− 3) + γ (2− 4)
− x4γ (1)− x1x2x4γ (1)− x3γ (1− 3− 4)− x1x2x3γ (1− 3− 4) (4.24d)
V (5)1234 = −x2x3x4γ (1− 3)− x1x3x4γ (2− 3)− x1γ (2− 4)− x2γ (1− 4)
+ x1x3γ (2) + x2x4γ (1) + x1x3γ (2− 3− 4) + x2x3γ (1− 3− 4) (4.24e)
V (6)1234 = −x4γ (1− 3)− x3γ (1− 4)− x1x2x3γ (2− 4)− x1x2x4γ (2− 3)
+ γ (1− 3− 4) + x1x2γ (2− 3− 4) + x3x4γ (1) + x1x2x3x4γ (1) (4.24f)
V (7)1234 = x1x4γ (1− 3) + x1x3γ (1− 4) + x2x3γ (2− 4) + x2x4γ (2− 3)
− x1x3x4γ (1)− x2 x3x4γ (2)− x1γ (1− 3− 4)− x2γ (2− 3− 4) (4.24g)
V (8)1234 = x1x4γ (2− 4) + x2x4γ (1− 4) + x1x3γ (2− 3) + x2x3γ (1− 3)
− x1γ (2)− x2γ (1)− x1x3x4γ (2− 3− 4)− x2x3x4γ (1− 3− 4) (4.24h)
V (9)1234 = +x1x3γ (2− 4) + x2x3γ (1− 4) + x1x4γ (2− 3) + x2x4γ (1− 3)
− x1γ (2− 3− 4)− x2γ (1− 3− 4)− x1x3x4γ (2)− x2x3x4γ (1) (4.24i)
where we symmetrized each function according to (2.33) (see also Ref. [30, 193]).
Note, that the Hamiltonian is not manifestly hermitian but it is invariant under the exchange
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of α and β bosons and an additional hermitian conjugation. We could have chosen the inverse
sublattice rotation and rename the a bosons into b bosons (and vice versa) which should yield
an identical Hamiltonian. This property translates into the following relations between the
coefficient functions
V (1)1234 = V
(9)
1234 · ΓK (4.25a)
V (2)1234 = V
(6)
1234 · ΓK (4.25b)
V (3)1234 = V
(5)
1234 · ΓK (4.25c)
V (7)1234 = V
(8)
1234 · ΓK (4.25d)
ΓK = γ(1+ 2− 3− 4) (4.25e)
which can be derived from (4.24b)-(4.24i) if the conservation of total momentum is taken into
account.
For small momenta ki  1 the vertex functions of the quartic terms can be written as
V (i)1234 = −12
|k3|





k4− k3 · k4q|k1| |k2| |k3| k4 for i = 2,6 (4.26b)
V (i)1234 = −12
|k3|





k4+ k3 · k4q|k1| |k2| |k3| k4 . (4.26d)
All interaction functions exhibit a very similar behavior for small momenta which is a mani-
festation of the scale invariance at long wavelengths. Note, that the vertex functions diverge
in the limit ki → 0 if we consider a single momentum argument ki . However, if we take the
limit ki → 0 simultaneously for all momenta ki the vertex functions assume a finite value.
In the evaluation of the CST we set the interaction terms to zero for ki = 0 in order to avoid
poles. This is reasonable since we expect that the interactions and scattering processes be-
tween spin waves should cancel out in the limit of long wavelengths [192, 195]. Indeed, this
assumption is confirmed by the consistency of the perturbative and non-perturbative results
presented in the subsequent sections.
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Observables
In this part we give a brief overview about the observables which are required for the theoret-
ical description of inelastic scattering of polarized neutrons. A comprehensive introduction to
the theory of inelastic neutron scattering (INS) is given in Ref. [200].
The spectral density provides a theoretical description of the momentum and energy resolved
intensity Iexp(ω,Q) measured in INS experiments. For sufficiently low temperatures it is pro-
portional to the dynamic structure factor at zero Temperature









where |0〉 is the ground state of the Hamiltonian H with the ground state energy E0 and Sα(−Q)
are the Fourier transformed components of the spin operator with α= x , y, z.
Inelastic scattering experiments with polarized neutrons allows one to distinguish between the
longitudinal part α= z and the transverse parts α= x , y which correspond to the longitudinal
or transverse excitations of the system.
Since we consider an isotropic Hamiltonian the dynamic structure factor is invariant under the
exchange of the x and y direction. In this case, it is expedient to define the transverse dynamic
structure factor as follows









combining the x and y contribution (see also [201]).
Parallel to the derivation of the effective Hamiltonian, we also have to transform the effective
observables for S−(−Q), S+(−Q) and SzQ by means of the flow equation (2.3). The corre-
sponding initial conditions are defined by the Dyson-Maleev representation of the respective
operators presented in the following.









After the Dyson Maleev transformation (4.11) and a subsequent Bogoliubov transformation
(4.19a). we eventually obtain the following expression












δG (Q− 1+ 2)
¦
[ΓK l1l2 −m1m2]β†1β2
+ [ΓKm1m2 − l1l2]α†1α2
+ [ΓKm1l2 − l1m2]α†1β†−2
+ [ΓKm2l1 − l2m1]α2b−1
©
(4.30)
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with the factor ΓK = γ(Q− 1+ 2) which tracks the reciprocal lattice vector G = Q− 1+ 2.























δG (Q− 1+ 2+ 3)
¦×
+ [l1l2l3 + ΓK m1m2m3]α
†
1α2α3
+ [m1l2l3 + ΓK m2m3l1]α2α3β−1





+ 2 [m1l2m3 + ΓK l1m2l3]α2β
†
−3β−1




























Note, that the external momentum Q can also take values outside the 1st MBZ and that





and, thus, both operators have to be treated independently. Similar to the vertex
functions we set the observables to zero for ki = 0 in order to avoid poles.
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4.2.3 Expansion in 1/S
In this section the perturbative spin wave expansion for the ground state energy and the dis-
persion up third order in 1/S is calculated by means of the epCST method. The results are
compared to Ref. [193, 194] and Ref. [31]. Thereby, we verify the general functionality of the
CST method.
The perturbative flow equations are derived in momentum space and solved either analyti-
cally or numerically by means of the the RKF 4(5) method. A direct comparison between the
analytical and numerical results allows us to estimate the errors made in the numerical eval-
uation due the finite step size. With this information we can adjust the control tolerance for
the subsequent non-perturbative evaluations based on the deepCUT and sCUT method.
Perturbative analysis (epCST)
For the perturbative treatement the Hamiltonian in (4.22) is divided by S which yields



















The unperturbed Hamiltonian H0 describes the renormalized spin waves whereas the second
part V is considered as the perturbation. Note, that the unperturbed part is exact up to first
order in 1/S as the corrections due to the perturbation are at least of second order in 1/S.
The commutators in the flow equation are evaluated and sorted by powers of (1/S)n. We keep
all operator terms which contribute to the second and third order corrections of the ground






























k (`) . (4.34b)
The coefficients of the resulting effective Hamiltonian for `→∞ are defined by



























eff (k) . (4.35b)
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For technical reasons it is expedient to write the flowing Hamiltonian in the following form













































3β4 + C6 (1,2,3,4 )α
†
1α2α3β4
+ C7 (1,2,3,4 )α1β
†





















































− C6 (1,2,3,4 )α†1α2α3β4 − C7 (1,2,3,4 )α1β†2β3β4



















6 − C11 (1,2,3,4,5,6)α†1α2α3α4β5β6
©
. (4.37)
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The coefficients E0, ω (1), Γ (1), Ci (1,2,3,4 ) and Ci (1,2,3,4 ,5 ,6 ) depend on the flow
parameter ` and satisfy the initial conditions
E0

`=0 = −2J(S + A+ A2/(4S)) (4.38a)
ω (1)






`=0 = 0 (4.38c)
C1 (1,2,3,4)

`=0 = −l1l2l3l4 JSN V
(1)
1234δG (1+ 2− 3− 4) (4.38d)
C2 (1,2,3,4)

`=0 = −4l1l2l3l4 JSN V
(4)
1−42−3δG (1− 2+ 3− 4) (4.38e)
C3 (1,2,3,4)

`=0 = −l1l2l3l4 JSN V
(9)−4−3−2−1δG (1+ 2− 3− 4) (4.38f)
C4 (1,2,3,4)

`=0 = −2l1l2l3l4 JSN V
(3)
12−43δG (1+ 2− 3+ 4) (4.38g)
C5 (1,2,3,4)

`=0 = −2l1l2l3l4 JSN V
(6)−4−1−2−3δG (1+ 2+ 3− 4) (4.38h)
C6 (1,2,3,4)

`=0 = −2l1l2l3l4 JSN V
(2)
1−423δG (1− 2− 3− 4) (4.38i)
C7 (1,2,3,4)

`=0 = −2l1l2l3l4 JSN V
(5)−4−31−2δG (−1+ 2− 3− 4) (4.38j)
C8 (1,2,3,4)

`=0 = −l1l2l3l4 JSN V
(7)
12−3−4δG (1+ 2+ 3+ 4) (4.38k)
C9 (1,2,3,4)

`=0 = −l1l2l3l4 JSN V
(8)−3−412δG (−1− 2− 3− 4) (4.38l)
C10 (1,2,3,4,5,6)

`=0 = 0 (4.38m)
C11 (1,2,3,4,5,6)

`=0 = 0 . (4.38n)
Figure 4.5 shows the diagrammatic representation of all relevant operator terms in the flowing
Hamiltonian. The resulting flow equations are given in Appendix B.1.
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The numerically most expensive terms arise from the vertex functions of the hexatic operators
C10 (1,2,3,4,5,6) and C11 (1,2,3,4,5,6) which are required for the calculation of the third
order correction of the dispersion. However, one does not need the full information about the
momentum dependence of the hexatic terms in order to determine the flow of ω(3)(`). Note,
that there is an additional constraint on the corresponding momentum arguments, besides the


















which depend on four independent momentum arguments.
Figure 4.5: Diagrammtic representation of the operator terms in the Hamiltonian which are
required to determine the perturbative flow for the ground state energy and the dispersion up
to third order 1S
3
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Ground state energy
The results for the ground state energy are compared to the perturbative corrections given
in Ref. [193] and Ref. [194]. Note, that the authors use a different convention defining the
leading terms in the Hamiltonian proportional to S2 as the zeroth order, i.e., the third order
contributions are referred to as fourth order spin wave theory.


































denote different diagrammatic contributions of the third order corrections to the ground state
energy as defined in Ref. [194].











































































δG (5+ 6+ 1+ 3)
©
(4.42)
The sums are evaluated for finite systems. To this end, we consider an equidistant discretization
of the MBZ with L × L = N grid points and extrapolate the results by means of a polynomial
fit A∞ + A1(1/L) + A2(1/L)2 + . . . An(1/L)n with n = 3 or n = 4. The coefficients in the
thermodynamic limit are then defined by the intersection point at 1/L = 0 given by A∞. Our
results for (4.40b-4.40d) are displayed in Table 4.1.
The comparison between the epCST data and the results from Ref. [194] shows a very good
agreement for all contributions, except for δe(3)g . The data suggest a factor of two between both
results. In order to verify this assumption, we implement and evaluate the formulas given in









16 2.4840 −7.84668 9.3663 7.83334
20 −7.48871 9.7667 7.65402
24 2.3049 −7.28114 9.9936 7.53979
28 −7.15110 10.1338 7.46459
32 2.2364 −7.06459 10.2263 7.41307
40 2.2034 −6.96057 10.3366 7.34957
48 2.1852
∞ 2.143(3) −6.77(8) 10.54(6) 7.23(5)
Ref.[194] 2.142(2) −6.768(6) 10.54(4) 3.61(4)
Table 4.1: Comparison between the second and third order contributions to the ground state
energy per spin obtained by epCST and diagrammatic perturbation theory from Ref.[194].
The results in the thermodnamic limit are highlighted in blue.
Ref. [194] for finite discretizations and, indeed, we find an exact factor of two. Moreover,
we determine the analytical expressions by means of standard perturbation theory based on
our notation. The results agree with the formulas obtained by the epCST approach. Thus, we
assume that the factor of two is missing in the contribution ∆E(−2)g in Ref. [194].
Dispersion
Next, we compare the epCST data for the magnon dispersion with the results in Ref.[31].








2 C4 (2,3,1,4)C6 (1,2,3,4)
ω
(0)
1 −ω(0)2 −ω(0)3 −ω(0)4
δG (1− 2− 3− 4)
+










δG (1+ 2+ 3+ 4) . (4.43)
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Similar to the evaluation of the ground state energy we calculate the sums for finite systems
with an equidistant discretization of the MBZ and extrapolate the data in 1/L using a polyno-
mial fit A∞ + A1(1/L) + A2(1/L)2 + . . . An(1/L)n with n = 4.
The resulting second and third order contributions for selected momenta are shown in Ta-
ble 4.2 and Table 4.3. Note, that the displayed margin of error does not correspond to the
error of the least squares fit which is much smaller (~0.1%). Instead, we take into account
that the results vary depending on which data points are included in the fitting procedure. The
deviations are used to estimate the error of the finite size scaling.
As we can see the epCST data are in very good agreement with the results from Ref. [31]. We
conclude, that the epCST approach indeed reproduces the correct results. In the next part, we
examine the extrapolation in (1/S) based on the deepCST method.



























8 0.01300 0.01744 0.01451 0.01078 0.01856 0.02638 0.01755
16 0.02092 0.02518 0.02193 0.01798 0.02617 0.03440 0.02542
24 0.02287 0.02705 0.02372 0.01972 0.02799 0.03630 0.02733
32 0.02363 0.02776 0.02440 0.02039 0.02869 0.03702 0.02807
40 0.02401 0.02812 0.02474 0.02072 0.02903 0.03737 0.02844
48 0.02422 0.02831 0.02492 0.02090 0.02922 0.03757 0.02864
56 0.02436 0.02843 0.02504 0.02102 0.02934 0.03769 0.02877
64 0.02444 0.02852 0.02512 0.02109 0.02942 0.03778 0.02885
∞ 0.02477 0.02880 0.02538 0.02135 0.02968 0.03805 0.02915
Ref. [31] 0.02476 0.02879 0.02538 0.02134 0.02967 0.03805 0.02914
Table 4.2: Comparison between the second order contributions to the one-magnon dispersion
obtained by epCST and diagrammatic perturbation theory from Ref.[31]. The results in the



























8 −0.00996 −0.01027 −0.01632 −0.02094 −0.01187 −0.00264 −0.00747
16 −0.00589 −0.00655 −0.01364 −0.01889 −0.00861 0.00184 −0.00319
24 −0.00456 −0.00540 −0.01272 −0.01810 −0.00759 0.00310 −0.00188
32 −0.00401 −0.00493 −0.01234 −0.01776 −0.00717 0.00361 −0.00134
40 −0.00372 −0.00469 −0.01215 −0.01759 −0.00696 0.00386 −0.00106
∞ −0.0031(4) −0.0042(2) −0.0118(2) −0.0172(2) −0.0065(2) 0.0044(3) −0.0005(1)
Ref. [31] −0.0033(3) −0.0042(1) −0.0118(1) −0.0172(1) −0.0065(1) 0.0043(1) −0.0005(1)
Table 4.3: Comparison between the third order contributions to the one-magnon dispersion
obtained by epCST and diagrammatic perturbation theory from Ref.[31]. The results in the
thermodnamic limit are highlighted in blue.
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Non-perturbative analysis (deepCST)
In the following we extrapolate the 1/S expansion using the deepCST method. For this pur-
pose, we directly integrate the flow equations in a self consistent way by means of a Runge-
Kutta-Fehlberg 4(5) method. For methodical details the reader is referred to section 3.2.1 and
section 2.2.3.
In contrast to the perturbative flow equations, there is no exact solution for the deepCST.
Therefore, we have to track the ` dependent coefficients for each discretization point. The
most expensive terms are the reduced vertex functions of the hexatic operators. They depend
on four momentum arguments. Consequently, the maximum number of discretization points
for these coefficients grows as O(N4).
The maximum system size is limited by memory usage. If we take into account the contri-
butions of the hexatic operators the maximum system size is restricted to L = 10. We also
perform calculations up to a system size of L = 12 for which we neglect the hexatic terms.
Moreover, we improve the computational efficiency by exploiting the symmetries the vertex
functions given in (4.25a−4.25d).
We are mainly interested in the magnon dip at the boundary of the MBZ. Thus, we only consider
the maximum magnon energy at the momentum kmax = (pi/2,pi/2) and the local minimum of
the dispersion located at kmin = (pi, 0). The dip is then quantified by
δdip = 1− ω(kmin)
ω(kmax)
. (4.47)
The results of the deepCST for the dispersion at both momenta are displayed in Figure 4.6.
For the thermodynamic limit we find a dip of δdip ≈ 5.2% which is a considerable improvement
compared to the perturbative result δdip ≈ 3.1%.
Nevertheless, there is still an significant deviation at kmin = (pi, 0) from the results of quantum
Monte Carlo simulations [25] and series expansions about the Ising limit [26]. The deviation
even increases for larger system size.
These results indicate that the truncation in the parameter 1/S is indeed not appropriate to
capture all relevant processes required for a quantitative description of the dip.
On the one hand the truncated flow equations for the dispersion do not comprise a renor-
malization of the two-magnon interaction (described by the coefficients C1,C2 and C3). This
renormalization first contributes at fourth order O(1/S4) but it may be important for short
wavelength magnons at higher energies.6 On the other hand the truncation at higher orders
in 1/S gives rise to additional contributions from hexatic operators which are computationally
expensive. Moreover, the deepCST data clearly show that the effects of the hexatic terms are
negligible.
We assume that the truncation by means of scaling dimension of operator terms is better
suited for the derivation of an effective magnon description. A detailed analysis of an effective
magnon description for scaling dimension d = 2 is presented in the following.
6For a more detailed discussion about this issue see section 4.4.2
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Figure 4.6: Extrapolation of the dispersion obtained by the deepCST in (1/S)3 at momenta
(pi, 0) and (pi/2,pi/2). The green triangles show to the deepCST data where we neglected the
hexatic term, whereas the black triangles depict the results of the full deepCST. The results
are compared to quantum Monte Carlo simulations (QMC) [25] and series expansions about
the Ising limit [26].
112 4. Two dimensional Heisenberg Antiferromagnet
4.3 Effective spin wave theory
In this section an effective spin wave model is derived by means of a magnon conserving CST.
In contrast to the conventional spin wave approach, the flow equations are not truncated by
powers of the parameter 1/S. Instead, we use the scaling dimension of operator terms to
define a hierarchy of magnon processes. As we will discuss in the following, this approach
incorporates the renormalization of the magnon interaction which turns out to be essential for
the quantitative description of magnon dynamics at short wavelengths. The CST method and
its diagrammatic representation enable us to identify and visualize all relevant processes.
Moreover, we derive the effective observables of the static and dynamic structure factors which
are required for a direct comparison with the experimental data of inelastic neutron scattering.
The first section describes the truncation of the Hamiltonian and the observables based on the
scaling dimension of operator terms.
The resulting flow equations are presented and examined in the second section. In addition,
we discuss some technical aspects regarding the numerical evaluation.
The third section deals with the evaluation of the dynamic structure factors.
In the final section we present and discuss our main results.
4.3.1 Truncation
Hamiltonian: scaling dimension
As we discussed in section 2.5 the scaling dimension of the operators terms is determined by the
dimensional contribution of the bosonic operators and the scaling behavior of the coefficient
function in the limit of small momenta. The coefficient functions of terms which are contained
by the initial Hamiltonian are known analytically and, thus, their scaling dimension can be
directly identified. For instance, the dispersion is ω = vc |k| for k  1 so that the single
magnon terms have scaling dimension d = 1.
The quartic operator terms have scaling dimension d = 2 because the vertex functions are
essentially bounded, i.e., c = 0 (see 4.26). Thus, keeping only operator terms with scaling
dimension d = 1 corresponds to the next-leading order spin wave theory.
The main idea is to include all operator terms with scaling dimension d = 2 based on a self
similar CST approach. To this end, we also have to determine the scaling dimension of operator
terms which arise in the commutator of the flow equation and which are not part of the initial
Hamiltonian. In this case, the corresponding coefficient functions are not known analytically.
Their scaling dimension is determined by their leading order behavior in the flow as defined
in (2.69).
For the Hamiltonian at hand one has to examine the coefficients of the Bogoliubov terms Γ (k)
and the hexatic terms, i.e. terms with six bosonic creation or annihilation operators which
arise in commutators between quartic operator terms.




(−8)C6 (1,2,3,4)C8 (2,3, −1,4)δG (1− 2− 3− 4)+
(−8)C7 (2, −1,3,4)C8 (1,2,3,4)δG (1+ 2+ 3+ 4) . (4.48)
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This integral (or sum) can be evaluated numerically. Its momentum dependence for small mo-
menta k1 is shown in Figure 4.7 for two distinct directions. We conclude that the coefficient is
linear for small momenta Γ (1)∝ |k1|. Therefore, it has scaling dimension d = 1.
For the hexatic terms this graphical analysis is intricate because they depend on five inde-
pendent momentum arguments, i.e. the vertex functions have a ten dimensional domain.
However, we can determine their scaling dimension by means of general arguments.
The leading order of the hexatic vertex function in the flow is essentially given by products of
two quartic vertex functions with no additional integration over momenta. Thus, we expect
the hexatic terms to be bounded at small momenta, i.e. c = 0, exhibiting scaling dimension
d = 4. As we keep operator terms with a scaling dimension up to d = 2 we may discard the
hexatic terms. This is also consistent with the observations in section 4.2.3 which show that
the contributions of the hexatic terms are small compared to the effects of the quartic terms.
The resulting flowing Hamiltonian reads













































3β4 + C6 (1,2,3,4 )α
†
1α2α3β4
+ C7 (1,2,3,4 )α1β
†









+ C9 (1,2,3,4 )α1α2β3β4
©
. (4.49)




































4 − C9 (1,2,3,4 )α1α2β3β4
©
. (4.50)
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`=0 = −2J(S2 + SA+ A2/(4)) (4.51a)
ω (1)






`=0 = 0 (4.51c)
C1 (1,2,3,4)

`=0 = −l1l2l3l4 JN V
(1)
1234δG (1+ 2− 3− 4) (4.51d)
C2 (1,2,3,4)

`=0 = −4l1l2l3l4 JN V
(4)
1−42−3δG (1− 2+ 3− 4) (4.51e)
C3 (1,2,3,4)

`=0 = −l1l2l3l4 JN V
(9)−4−3−2−1δG (1+ 2− 3− 4) (4.51f)
C4 (1,2,3,4)

`=0 = −2l1l2l3l4 JN V
(3)
12−43δG (1+ 2− 3+ 4) (4.51g)
C5 (1,2,3,4)

`=0 = −2l1l2l3l4 JN V
(6)−4−1−2−3δG (1+ 2+ 3− 4) (4.51h)
C6 (1,2,3,4)

`=0 = −2l1l2l3l4 JN V
(2)
1−423δG (1− 2− 3− 4) (4.51i)
C7 (1,2,3,4)

`=0 = −2l1l2l3l4 JN V
(5)−4−31−2δG (−1+ 2− 3− 4) (4.51j)
C8 (1,2,3,4)

`=0 = −l1l2l3l4 JN V
(7)
12−3−4δG (1+ 2+ 3+ 4) (4.51k)
C9 (1,2,3,4)

`=0 = −l1l2l3l4 JN V
(8)−3−412δG (−1− 2− 3− 4) (4.51l)
The diagrammatic representations of all relevant operator terms in the flowing Hamiltonian
are depicted in Figure 4.8. The resulting flow equations are illustrated and discussed in sec-
tion 4.3.2. They are also given in standard notation in Appendix B.2.
In the next section, we disuss the truncation of the observables.












Figure 4.7: The momentum dependence of the Bogoliubov coefficient in the leading order
of d` along two distinct directions in the MBZ is displayed. Both directions are parametrized
by k where |k| is the length of the corresponding momentum vector.
Figure 4.8: Diagrammtic representation of the operator terms in the Hamiltonian with a
scaling dimension up to d = 2.
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Observables
Similar to the Hamiltonian, the observables have to be truncated as well. However, the corre-
sponding spin operators are not evaluated directly but as a part of a resolvent. Hence, we do
not truncate the spin operators in terms of scaling dimension. Instead, we keep those terms
which couple the ground state to the relevant magnon channels. As we are interested in the
subspaces up to three magnons, we include operator terms up to a cubic level in annihilation
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with initial conditions










lQ + ΓQ mQ

(4.55a)










mQ + ΓQ lQ

(4.55b)
s+3 (Q,1,2,3) |`=0 = δG (Q+ 1+ 2− 3)

m1m2m3 + ΓQ+1+2-3 l1l2l3

(4.55c)
s+4 (Q,1,2,3) |`=0 = δG (Q+ 1− 2− 3)

l1l2l3 + ΓQ+1-2-3 m1m2m3

(4.55d)
s+5 (Q,1,2,3) |`=0 = δG (Q+ 1+ 2+ 3)

l1m2m3 + ΓQ+1+2+3 m1m2l3

(4.55e)
s+6 (Q,1,2,3) |`=0 = 2δG (Q− 1+ 2− 3)

l1l2l3 + ΓQ-1+2-3 m1m2m3

(4.55f)
s+7 (Q,1,2,3) |`=0 = 2δG (Q+ 1− 2+ 3)

l1l2l3 + ΓQ+1-2+3 m1m2m3

(4.55g)
s+8 (Q,1,2,3) |`=0 = δG (Q− 1− 2− 3)
















































lQ + ΓQ mQ

(4.57a)




mQ + ΓQ lQ

(4.57b)
s−3 (Q,1,2,3) |`=0 = 0 (4.57c)
s−4 (Q,1,2,3) |`=0 = 0 (4.57d)
s−5 (Q,1,2,3) |`=0 = 0 (4.57e)
s−6 (Q,1,2,3) |`=0 = 0 (4.57f)
s−7 (Q,1,2,3) |`=0 = 0 (4.57g)
s−8 (Q,1,2,3) |`=0 = 0 . (4.57h)
The flow of C(Q) does not influence the remaining coefficients of the observables and it is
not required in the evaluation of the relevant resolvents. Thus, it is not considered in the
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flow equations. The diagrammatic representation of the operator terms in the flowing observ-
ables is displayed in Figure 4.9. Note, that the observables transfer momentum Q into the
system. Consequently, the total momentum is not conserved at the vertices of the correspond-
ing diagrams. Instead, the sum over momenta of in and out-going lines is given by Q modulo




Q are transformed for all momenta in
the first Brillouin zone Q ∈ 1st BZ because their values in the first and second MBZ differ due
to Umklapp processes.
Similar to the coefficients of the Hamiltonian, the observable coefficients exhibit certain sym-
metries given by the following relations
sz2 (Q,1,2) = s
z
1 (−Q,2,1)ΓQ+1−2 (4.58a)
sz3 (Q,1,2) = s
z
4 (−Q,2,1)ΓQ+1−2 (4.58b)
s+2 (Q) = s
+
1 (−Q)ΓQ−Q¯ (4.58c)
s+4 (Q,1,2,3) = s
+
3 (−Q,3,2,1)ΓQ+1−2−3 (4.58d)
s+8 (Q,1,2,3) = s
+
5 (−Q,3,2,1)ΓQ−1−2−3 (4.58e)
s+7 (Q,1,2,3) = s
+
6 (−Q,3,2,1)ΓQ+1−2+3 (4.58f)
s−2 (Q) = s−1 (−Q)ΓQ−Q¯ (4.58g)
s−8 (Q,1,2,3) = s−3 (−Q,3,2,1)ΓQ−1−2−3 (4.58h)
s−7 (Q,1,2,3) = s−4 (−Q,3,2,1)ΓQ+1−2−3 (4.58i)
s−6 (Q,1,2,3) = s−5 (−Q,3,2,1)ΓQ+1−2−3 , (4.58j)
where Q¯ = Q + G such that Q¯ ∈ 1st MBZ. These relations are retained during the flow. We
exploit these symmetries to reduce memory usage.
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Figure 4.9: Diagrammatic representation of the operator terms in the flowing observables
which are transformed in order to obtain the longitudinal and transverse structure factor.
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4.3.2 Flow equations
In this section the diagrammatic representation of the flow equations for the Hamiltonian and
the observables is shown. Basically, we use the conventions introduced in section 2.4.2 (see
also Figure2.19).
For better visibility we discard the symbols for the momentum sums. Instead, we employ the
Einstein summation convention, i.e. we sum over all momentum indices which appear only
on the right hand side of the flow equations.
Symmetrized contributions which arise from the same diagram are framed by a dotted rectan-
gular.
Note, that we directly exploit the conservation of total momentum for the diagrams of the
bilinear terms in the Hamiltonian, but not for the quartic terms. In general, the sum over mo-
menta of all in and out-going lines is zero modulo reciprocal lattice vectors.
By contrast, for the vertices of the observables the sum over momenta of in and out-going lines
is given by Q modulo reciprocal lattice vectors. In order to avoid any confusion, this relation
is directly evaluated in the diagrams of the corresponding flow equations.
Alternatively, all flow equations are presented in standard notation in Appendix B.2.
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Flowing Hamiltonian
Figure 4.10: Diagrammatic representation of the flow equation for the effective coefficients
in the flowing Hamiltonian up to scaling dimension d = 2.
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Figure 4.11: Diagrammatic representation of the flow equation for the effective coefficients
in the flowing Hamiltonian up to scaling dimension d = 2.
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Figure 4.12: Diagrammatic representation of the flow equation for the effective coefficients
in the flowing Hamiltonian up to scaling dimension d = 2.
124 4. Two dimensional Heisenberg Antiferromagnet
Figure 4.13: Diagrammatic representation of the flow equation for the effective coefficients
in the flowing Hamiltonian up to scaling dimension d = 2.
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Figure 4.14: Diagrammatic representation of the flow equation for the effective coefficients
in the flowing Hamiltonian up to scaling dimension d = 2.
126 4. Two dimensional Heisenberg Antiferromagnet
Flowing observables
Figure 4.15: Diagrammatic representation of the flow equation for the effective coefficients
in SzQ(`).
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Figure 4.16: Diagrammatic representation of the flow equation for the effective coefficients
in S−Q(`)
128 4. Two dimensional Heisenberg Antiferromagnet
Figure 4.17: Diagrammatic representation of the flow equation for the effective coefficients
in S−Q(`)
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Figure 4.18: Diagrammatic representation of the flow equation for the effective coefficients
in S−Q(`)
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Figure 4.19: Diagrammatic representation of the flow equation for the effective coefficients
in S+Q(`)
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Figure 4.20: Diagrammatic representation of the flow equation for the effective coefficients
in S+Q(`)
132 4. Two dimensional Heisenberg Antiferromagnet
Figure 4.21: Diagrammatic representation of the flow equation for the effective coefficients
in S+Q(`)
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Technical details
Similar to the deepCST evaluation in section 4.2.3 we consider equidistant discretizations of
the MBZ with N = L × L grid points leading to a finite number of coefficients. Due to the
quartic operator terms, which depend on three independent momenta, the total number of
coefficients grows as O(N3). We use a standard adaptive Runge-Kutta-Fehlberg 4(5) method
to integrate the equations for systems with L varying from 6 to 16. The residual off-diagonality
(ROD) is tracked to determine how far the flow has converged. The evolution of the ROD for
different system sizes is shown in Figure 4.22. As expected, the ROD decreases exponentially
for ` → ∞ indicating a converging flow. The integration terminates when the ROD drops
below 10−6J .
For the step size we impose a control tolerance of ε = 10−6J . Eventually, we expect the total
numerical error to be in the order of δ ≈ 10−6J .









Figure 4.22: The residual off-diagonality (ROD) is shown for different systems of size L.
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4.3.3 Evaluation of spectral densities
The effective Hamiltonian Heff allows us to study the dynamic structure factors in independent
n-magnon subspaces which considerably simplifies the evaluation of the spectral densities. In
the following, the evaluation of the longitudinal and transverse dynamic structure factors is
discussed.
Longitudinal channel
The longitudinal dynamic structure factor for the effective system is given by
Szz(ω,Q) = − 1
pi








〈vL2 | 1ω− (Heff − E¯0) |v
R
1 〉 (4.59b)
〈vL2 | ..= 〈0|α2βQ-2sz3 (−Q,2,Q−2) (4.59c)
|vR1 〉 ..= sz4 (Q,1,Q-1)α†1β†Q-1 |0〉 (4.59d)
Thus, only the subspace of α-β magnon pairs has to be considered.
In this subspace the effective Hamiltonian reads

















3β4δG (1− 2+ 3− 4) . (4.60b)
The non-interacting case is obtained by the neglect of the terms in V (α−β)eff .







4 (Q,1,Q-1) . (4.61)
In order to obtain the corresponding spectral density we proceed as follows. The non-diagonal
Lanczos tridiagonalization algorithm is used to determine the coefficients of the continued
fraction representation of the corresponding resolvent. The information about the spectral
density is encoded in the sequence in the tridiagonal matrix αn and bn =
p
βnγn. In general
the coefficients show a very systematic behavior [125]. In particular, the asymptotic behavior
of sequence for n→∞ is related to the upper bound Eu and lower bound El of the continuum
according to (3.35a).
In Figure 4.23 the αn-sequence of the resolvent in the longitudinal dynamic structure factor
at (pi/2,pi/2) for various system sizes is shown. For smaller system size L ≤ 16 we observe
considerable fluctuations in the coefficient sequence which increase with larger n. This leads
to deviations from the asymptotic behaviour in the thermodynamic limit.
In order to reduce these finite size effects, we enlarge the Hilbert space by appropriate in-
terpolation schemes increasing the number of grid points in the MBZ. This in turn increases
the maximum number nmax of Lanczos steps before the coefficients start to deviate from the
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asymptotic behavior. Apparently, the fluctuations are considerably reduced for increasing sys-
tem size. This feature is generally observed for the αn as well as the bn sequences.
For finite systems, one has to find an appropriate nmax before spurious effects become appar-
ent. A continuous function for the spectral density is obtained either by an artificial broadening
ω→ω+ iδ or by the use of square root terminators (for example see Ref. [125] or Ref. [70]).
The best results are found for nmax = 15−25 using a system size of L = 144−192. For nmax > 25
spurious effects are observed which are manifested by wobbles in the spectral density. We
assume that these wobbles are due to finite size effects and the limited accuracy of the inter-
polants which lead to spurious behavior in the continued fraction coefficients.
Note, that we are dealing with a non-hermitian problem for which truncation errors may spu-
riously lead to finite imaginary parts in the eigenvalue spectrum. Consequently, the coefficient
sequences obtained in the non-symmetric Lanczos tridiagonalization are much more fragile
than in the symmetric case.
Moreover, we have a finite discretization in momentum space with ∆k. Thus, any finite sys-
tem exhibits a small residual gap δ(L) =ωeff(∆k) which decreases with δ∝ 1/L. The finite
residual gap is taken into account in the square root terminator by defining the lower edge of
the continuum as E(L)l (Q) = E
(∞)
l (Q) +δ(L) where E
(∞)
l (Q) =ωeff(Q). This agrees well with
the obtained coefficient sequences as shown in Figure 4.23.
The interaction is either interpolated by a direct or an indirect nearest-neighbour interpola-
tion scheme using the information about the initial coefficient function (see 3.4.4 for technical
details). In order to assess the effects of the direct and indirect interpolation method, we com-
pare the longitudinal dynamic structure factors obtained for a both schemes as shown in Figure
4.24.
The interaction leads to a considerable shift of spectral weight to the lower edge of the contin-
uum and the formation of a resonance which indicates a strong attractive interaction between
pairs of magnons. For the indirectly interpolated interaction this resonance is directly adjacent
to the lower edge of the continuum. By contrast, the resonance is shifted to higher energies
and slightly squeezed if we use of a piecewise constant interaction. We assume that this is a
spurious effect because the nearest neighbor interpolant does not capture the correct behavior
of the interaction at small momenta.
We conclude that the indirectly interpolated interaction provides more accurate results be-
cause the bare nearest neighbor interpolant is a piecewise constant function, which may lead
to larger deviations especially for small momenta. The values of the interaction at small mo-
menta are particularly important for the correct description of the spectral density at the lower
edge of the continuum.
A comprehensive presentation and discussion of the results for the longitudinal dynamic struc-
ture factor is given in section 4.4.2.
136 4. Two dimensional Heisenberg Antiferromagnet










Figure 4.23: The behaviour of the diagonal continued fraction coefficients an with increasing
system size is depicted. Larger system sizes are obtained by an interpolation of the effective
coefficients in the Hamiltonian.
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Figure 4.24: The longitudinal dynamic structure factor for Q = (pi, 0) and Q = (pi2 ,
pi
2 ) for the
interacting and non-interacting system is shown. The effective interaction is either obtained
by a nearest neighbour interpolation (NN) or by an indirect nearest neighbour interpolation
which is more accurate.
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Transverse channel
The transverse dynamic structure factor in the effective description is given by









It splits into a one-magnon contribution
S x x+y y(ω,Q)












= s−2 (-Q) s+2 (Q)δ (ω−ω(Q)) (4.63b)
where
W 1magQ
..= s−2 (-Q) s+2 (Q) (4.64)
defines the one-magnon spectral weight, and a three-magnon contribution





〈vL12| 1ω− (Heff − E¯0) |v
R
34〉 (4.65a)
〈vL12| ..= 〈0|α1β2βQ−1−2s−8 (Q,1,2,Q−1−2) (4.65b)
|vR34〉 ..= s+5 (−Q,3,4,Q−3−4)α†3β†4β†Q−3−4 |0〉 (4.65c)
which constitutes the incoherent part of the spectral density. The transverse static structure








provides the total weight in the spectral density.
In the transverse channel the effective Hamiltonian reads





























2β3β4δG (1+ 2− 3− 4) . (4.67c)
The Hilbert space of three magnons grows as O(N2) for given total momentum, in contrast to
the longitudinal channel which grows as O(N). Thus, the system size can be only increased
up to L = 24−32.
Moreover, the indirect interpolation scheme for the effective observable cannot be used be-
cause the initial functions in (4.56) are zero.
As a consequence, the evaluation of the spectral density by means of the continued fraction
representation is complicated due to instabilities in the Lanczos algorithm which occur for
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Lanczos steps n > 15. These instabilities are manifestations of finite size effects and the lim-
ited accuracy of the interpolants.
Based on our methodical tools it is not possible to extract enough information to determine
fine structures in the spectral density of the transverse DSF.
However, even finite systems provide important information about the distribution of spectral
weight. In fact, this is sufficient for a comparison with experimental data which exhibit a finite
resolution.
As an alternative to the calculation of the continued fraction representation we determine the
spectrum and the eigenstates of the effective Hamiltonian in (4.67a) by means of an exact
diagonalization method. The spectral density is then defined by (3.34b).
As we want to reproduce the finite resolution in the experiment, we are replacing the δ-peaks
by Gaussian distribution functions with the corresponding weight Wi and an artificial broad-
















The non-hermitian Hamiltonian exhibits isolated eigenvalues with small imaginary part
(Imωi ≈ 10−3Reωi) which can be ascribed to truncation errors of the CST. In the evaluation
of (4.68) we project these eigenvalues onto the real axis.
Moreover, eigenstates which have a negative overlap with the inital states S+eff(Q) |0〉 and〈0|S−eff(−Q) are discarded.
Eventually, we normalize the resulting spectral functions by (
∑
i Wi)
−1 I(ω) and rescale them
by the associated static structure factors in the thermodynamic limit.
For finite broadening both approaches, the continued fraction representation and the exactly
diagonalized system, provide very similar results.
The data for the transverse DSFs are discussed in section 4.4.4.
Interpolation schemes
In the folowing, we summarize the interpolation schemes used to enlarge the Hilbert space of
the effective model.
For the dispersionω(k) we are apply a Lanczos resampling method [128] which is suitable for
the interpolation of periodic functions. In order to avoid the kink at k = 0 where the dispersion
has a linear cusp we are interpolating the function f (k) = ω(k)2 instead, taking the square
root afterwards.
The coefficient functions in the longitudinal Observable depend on a two dimensional argu-
ment (as the dispersion). However, these functions exhibit poles at certain momenta which
makes it more complicated to interpolate them directly. In order to overcome this problem, we
interpolate the function f (k) = s¯(k)+cs(k)+c where s¯(k) is the function transformed by the CST and
s(k) denotes the corresponding function before the CST, which is known analytically. As the
renormalization of the CST does not shift or alter the pole in s¯(k) the function f (k) is finite
and smooth. The constant shift c is introduced to avoid zeroes in the denominator. This also
requires to track sign changes in s(k) due to umklapp processes induced by the corresponding
factors Γ (K). Typically, we set the shift to c = α ·min(s(k)) with α≈ 1.5
The coefficient functions in the three-magnon contribution of the transverse observable are
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directly interpolated using a quadrilinear interpolation scheme. Note, that the interpolation
scheme used in the longitudinal part cannot be applied here as the initial functions in (4.56)
are zero. However, the interpolation for the three-magnon contributions does not need to be
as sophisticated as for the two-magnon contribution because the required number of interme-
diate grid points is much smaller compared to the longitudinal case.
The vertex functions with the six-dimensional arguments are interpolated by direct and indirect
nearest neighbor interpolation schemes. The arguments of the vertex functions Ci(k1,k2,k3,k4)
are momenta defined in the 1st MBZ. Thus, the reciprocal vector G =
∑
i ki determined by the
total momentum conservation might switch inside the 1st MBZ leading to a sign change in the
coefficients. In order to avoid such jumps we track sign changes in the interpolation scheme.
We normalize each spectral function I(ω,Q) and rescale it by the total weight which is defined
by the corresponding static structure factor in the thermodynamic limit. By this way, we avoid
any influence of the different interpolation schemes on the total weights of the spectral den-
sities. The static structure factors are calculated for non-interpolated systems of finite size L.
The value in the thermodynamic limit is then obtained by a finite size scaling in 1/L.
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4.4 Results and Discussion
In this section the main results of the effective spin wave description are presented and dis-
cussed.
The first part addresses the low-energy properties of the system such as the ground state en-
ergy and the spin wave velocity which is an important characteristic of long wavelength spin
waves.
In the second part we discuss the dynamic properties of single magnons focusing on the high-
energy part at short wavelengths.
Then the results for the static and dynamic correlations between spin waves are presented.
Moreover, we point out the relevance of attractive spin wave interactions at short wavelengths.
The results are interpreted and illustrated by means of a diagrammatic visualization.
In the last section, we compare our results to recent experimental data and provide a conclud-
ing discussion.
4.4.1 Low-energy properties
In order to fulfill the requirements of a comprehensive spin wave description the effective
model must yield quantitative results for both, high and low energies, i.e., at short and long
wavelengths. In the following we present the results for the ground state energy and the spin
wave velocity which are characteristic quantities of the low-energy part.
Ground state energy
The CST results for the ground state energy per spin e0 = E0/2N for different system size
L =
p
N are displayed in Figure 4.25. We compare our data to second and third order spin
wave calculations [194], quantum Monte Carlo simulations (QMC) [168] and high order series
expansions from the Ising limit (series) [202].
The value in the thermodynamic limit is estimated by a finite size scaling in 1/L using a linear
fit, as well as a quadratic fit to account for the finite curvature in the data. Both fits agree
reasonably well with the series and QMC results within the margin of error. The quadratic fit
yields a value of e0 = −0.669419(6)J which is in excellent agreement with the QMC value of
eQMC0 = 0.669437(5)J . Note, that the perturbative correction from second to third order spin
wave theory is a magnitude larger.
The consistency between the various data indicates that our results for the ground state energy
are indeed well converged.
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Figure 4.25: The CST data for the ground state energy per spin are compared to analytical
results from perturbative spin wave expansions (1/S2 and 1/S3) and to numerical results
obtained in quantum Monte Carlo simulations [168] and high order series expansions from
the Ising limit [202].
Spin wave velocity
The spin wave velocity vc is defined as the slope of the magnon dispersion in the limit of long
wavelengths [99] given by
vc = |∇kω(k)|k=0 . (4.69)
In order to obtain an estimate of the spin wave velocity from discretized systems we are fitting
the effective dispersion ωeff(k) by a function of the form
f (|k|) = a · sin(bk) (4.70)
in two distinct directions v1 = (k, k) and v2 = (k, 0). We take only small momenta ki into
account, i.e., only the first two or three data points are considered depending on the actual
system size. In addition, we require the function (4.70) to be periodic in the MBZ which fixes
the parameter b. The concrete value of b depends on the considered direction.
The results are depicted in Figure 4.26. We fit the data by a third order polynomial in 1/L to
estimate the spin wave velocity in the thermodynamic limit. In the thermodynamic limit the
dispersion is expected to be isotropic in the limit of long wavelengthsω(k) = vc |k|. Indeed, for
both directions we find that the spin wave velocity approaches a value of vc[v1] = 1.667(2)J
and vc[v2] = 1.669(7)J which is in excellent agreement with series and QMC results [26, 168].
Note, that the function in (4.70) essentially resembles the dispersion of the next-leading order
spin wave theory in both directions. Thus, the larger deviations of the fit in v2 direction are
due to the fact, that the renormalization of the dispersion along this direction is larger than
4. Two dimensional Heisenberg Antiferromagnet 143
for the dispersion in v1 direction which, on the contrary, is very well approximated by (4.70)



















Figure 4.26: The spin wave velocity obtained by a fit of the CST data using (4.70) for two
distinct directions v1 and v2. The data are compared to quantum Monte Carlo simulations
(QMC) [168] and series expansions about the Ising limit [26].
4.4.2 High-energy properties
In this section the high-energy properties are addressed. The main focus is on high-energy
magnons at the zone boundary of the MBZ where an anomalous dispersion is observed in nu-
merical studies [25, 26] and experiments [27, 28, 190]. The data discussed in the following
are partly published in Ref. [97].
Magnon dispersion
The anomalous dispersion at the zone boundary is quantified by the energy dip between
kmin = (pi, 0) and kmax = (pi/2,pi/2) as defined in (4.47).
The results for the effective one-magnon dispersion are shown in Figure 4.27. For L = 16
the dispersion exhibits an energy dip of δdip = 6.2% which is a considerable improvement
compared to the results of the conventional 1/S-expansion. Extrapolating the values of the
dispersion at momenta (pi/2,pi/2) and (pi, 0) in 1/L yields a dip of δdip = 7.5% which is
in agreement with series and QMC results taking into account uncertainties of all methods.

















Figure 4.27: One-magnon dispersion along high symmetric paths in the magnetic Brilluoin
zone obtained by the CST for L = 16 is depicted. The data are compared to quantum Monte
Carlo simulations (QMC) [25] and series expansions about the Ising limit (series) [26] which
were both extrapolated to the thermodynamic limit. Moreover, the dispersion of third order
spin wave theory is displayed. The inset shows the extrapolation of the dispersion at momenta
k = (pi2 ,
pi
2 ) and k = (pi, 0). This is a slightly modified version of FIG. 1 published in Ref. [97].
7
Note, that the local minimum of the dispersion at k = (pi, 0) is further depressed with in-
creasing system size. This effect is neither observed in the 1/S-expansions nor in the deepCST
extrapolations which indicates that the relevant physical processes are indeed captured by the
scaling dimension approach.
In the following, we examine the relevant ingredients from a technical point of view. To this
end, we compare the respective flow equation systems of both approaches (see (4.3.2), sec-
tion B.2 and Appendix B.1). After that, we provide a physical interpretation.
In fact, the comparison between both equation systems shows a noticeable difference besides
the presence of hexatic terms in the deepCST which has a small effect anyway (see also sec-
tion 4.2.3). In the scaling dimension approach the two-magnon interaction terms C1, C2 and
C3 are renormalized during the flow whereas the deepCST exhibits ∂`C1 = ∂`C2 = ∂`C3 = 0
which means that only the bare interactions are included. The coefficients C1 and C3 describe
the interaction between two α or two β magnons and the coefficient C2 corresponds to the
α−β interaction (see also the diagrams in Figure 4.8). In order to highlight the relevance of the
renormalized interaction, we evaluate the flow equations for different settings, switching off
the corresponding flow of the α−α/β − β interactions or the α− β interactions. The results
are shown in Figure 4.28.
It can clearly be seen that the dip is considerably diminished if we neglect the renormalization
of the α−β interaction (bare α−β). Moreover, the local minimum at k = (pi, 0) increases for
larger system size L. By contrast, switching off the α−α interaction (bare α−α) does not alter
7 c© 2015 American Physical Society
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Figure 4.28: Results for the effective one-magnon dispersion at k = (pi, 0) and k = (pi2 ,
pi
2 )
obtained by sCSTs for which the flow of the α−α or α−β interaction is artificially switched off.
This implies that only the corresponding bare interaction is taken into account (bare α−α or
bare α−β).
the results significantly.
It can therefore be concluded that the interaction between α− β magnons plays a major role
in the anomalous dipsersion at the zone boundary. At firs glance, this might be surprising be-
cause particle conserving interactions do not directly influence the flow of the dispersion, i.e.,
they do not appear on the right hand side of the flow equation in ∂`. However, in the isotropic
HAF one-magnon states are linked with three-magnon states which in turn are affected by
two-magnon interactions.
Note, that the impact of two-magnon interactions on the effective dispersion is mediated by
the flow of C6, and C4 which describe the decay from one into three-magnon states and vice
versa [203].8 The relevant processes and their renormalization during the flow are illustrated
in Figure 4.29. Regarding the energy dip at (pi, 0) the results suggest the following scenario.
Attractive magnon-magnon interactions shift spectral weight in the three-magnon continuum
to lower energies pressing down the energy of single magnon states. The increased spectral
weight at the lower edge of the continuum can lead to enhanced decay channels [51, 52]
giving rise to a significant hybridization between one- and three-magnon states. Apparently,
this effect is only captured correctly if the proper renormalization of the magnon-magnon in-
teraction is taken into account. The influence of higher quasi-particle continua on the single
quasi-particle dispersion is also observed in spin ladders [68].
In order to provide direct evidence for this interpretation, the multi-magnon continua have to
be examined. In the following we analyze the two-magnon continuum, which is addressed by
the longitudinal dynamic structure.
8Here the decay processes of the α magnons are considered. The corresponding processes for the β magnons
are C5 and C7.
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deepCST (1/S)³ CST scaling dimension
bare interaction eﬀective interaction
relevant vertex substitutions
resulting diagrams
Figure 4.29: The diagrammatic representation of the dispersion renormalization induced by
virtual fluctuations into three-magnon states is depicted. Diagrammatic from the deepCST in
order (1/S3) and sCST for scaling dimension d = 2 are compared. The black circles represent
bare vertices. Empty circles denote effective vertices. The corresponding diagrammatic con-
tributions can be obtained by a successive substitution of the effective vertices based on the
substitution rules defined in the flow equation (for details see section 2.4.2). In the deepCST
only the bare α−β interaction C2 is taken into account.
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Longitudinal dynamic structure factor
The spectral density of the longitudinal dynamic structure factor defined in (4.59a) provides
information about the two-magnon continuum.
The results of the longitudinal dynamic structure factor along symmetric paths in the MBZ are
shown in Figure 4.30. In addition, the corresponding spectral density at (pi, 0) and (pi2 ,
pi
2 ) is
depicted in Figure 4.31. The line shapes in Figure 4.31 are well converged except for slight
wobbles at the lower edge of the continuum due to finite size effects. A higher resolution
requires the inclusion of further coefficients in the continued fraction representation.
We compare the line shapes of the interacting case and the non-interacting case. The results
clearly show that the α−β interaction gives rise to a considerable shift of spectral weight to the
lower edge of the continuum. This is an indication for a considerable attraction between α−β
magnons on short length scales. Calculations based on a S = 0 singlon approach for the two
dimensional Heisenberg antiferromagnet support our observation [191].
Note, that the effects of interactions are not captured by conventional perturbative approaches
in 1/S [201]. The line shapes of the non-interacting case, however, are very similar to those
obtained in Ref. [201].
The α−β pairs are longitudinal Sztot = 0 states, also referred to as longitudinal magnons [204–
206]. The shift of spectral weight in this channel leads to the formation of a resonance which is
located at the lower edge of the continuum. This resonance can be interpreted as a longitudinal
mode with finite lifetime. In the literature the longitudinal mode is also referred to as the
amplitude or Higgs mode of the continuously broken SU(2) symmetry [206].
The occurrence of Higgs modes in condensed matter is a fascinating topic which is subject of
current research [206, 207]. For instance a Higgs mode was observed via neutron scattering
in the antiferromagnetically ordered phase of TlCuCl3 by applying high pressure [205]. The
presence of a Higgs mode is also predicted by the effective field theory of Raman scattering for
the two dimensional quantum antiferromagnet [208]. The corresponding observable couples
only to the Q = 0 modes. By contrast, our results provide information about momentum
resolved spectral properties. The existence of a Higgs mode in the two dimensional quantum
antiferromagnet is also supported by numerical studies [209].
According to our discussion in the previous section, the significant increase of spectral weight at
the lower edge of the two-magnon continuum can have a relevant impact on the one-magnon
dispersion. Single magnons decay into three-magnon states which are essentially a magnon
and a Higgs resonance as illustrated in Figure 4.32. As the energy of the Higgs resonance
is lowered at Q = (pi, 0) the corresponding magnon-Higgs continuum is pressing down the
energy of the single magnon state by means of quantum level repulsion. Such effects are well
studied within CUTs for various gapped systems [51, 52]. Based on this view, we can take the
roton minimum as an indication for magnon-Higgs scattering [97].
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(a)
(b)
Figure 4.30: A contour plot of the longitudinal dynamic structure factor along symmetric
paths in the MBZ is shown. The line shapes are obtained from the L = 144 system using
a finite broadening δ = 0.02J in the corresponding continued fraction representation. The
upper panel (a) depicts the non-interacting case. In (b) the α−β interaction is taken into
account. The green line shows the one-magnon dispersion which defines the lower edge of
the continuum.
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Figure 4.31: Longitudinal dynamic structure factors at Q = (pi, 0) and Q = (pi2 ,
pi
2 ) for the
interacting and non-interacting case are displayed. The continuous line shapes are determined
for a system with L = 192 using a square root terminator for the continued fraction coefficients
at n> 21.
Comparing the line shapes at Q = (pi, 0) and Q = (pi2 ,
pi
2 ) we see a different qualitative behavior
at the lower edge of the two-magnon continuum. Apart from slight wobbles due to finite size
effects, the continuum at Q = (pi, 0) increases in form of a ramp which may be a precursor
for the formation of a bound state. Indeed, this feature is reminiscent of the the build-up of
a bound-state observed in the antiferromagnetic two leg ladder [13]. We may infer that the
Higgs resonance is very close in energy or even degenerate with the one-magnon dipsersion
at Q = (pi, 0). By contrast, the resonance at Q = (pi2 ,
pi
2 ) is higher in energy and the line
shape seems to flatten above the lower edge of the continuum suggesting that the impact of
two-magnon attraction is weaker at this wavelength. However, we stress that the finite size
wobbles at the lower edge preclude a precise and definitive assessment of sharp features at the
lower edge.





Figure 4.32: The diagrammatic representation of magnon Higgs scattering in the renormal-
ization of the effective one-magnon dispersion is depicted. In order to capture this effect
quantitatively, a proper renormalization of two-magnon interactions is required.
In the next sections we provide a comprehensive analysis of the single magnon weights and
multi-magnon continua. In this context, we also address the three-magnon continuum which
constitutes the incoherent part of the transverse dynamic structure factor. First, the static
structure factors, i.e., the spectral weights, are examined and compared with numerical data.
After that, we compare the dynamic structure factors with experimental data.
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4.4.3 Static structure factors
In the following we compare our results for the static structure factors with numerical data
obtained by quantum Monte Carlo simulations(QMC) [25] and series expansions about the
Ising limit [26].














dωS x x+y y(Q,ω) = S (4.71b)
[26] are retained in the CST. Note, that we do not track the constant term in the longitudinal
observable which is given by a δ-peak at Q = (pi,pi). Without this term the integrated effective
structure factor corresponds to the reduced value S˜totl = S
2−M2 where M is the magnetization
of the system. We evaluate the sums for L = 8 up to L = 12 and extrapolate the results in 1/L
to obtain the corresponding value in the thermodynamic limit. For the total transverse weight
we find Stott ≈ 0.495 = 0.99S. Moreover, we obtain S˜totl ≈ 0.1461 or Stotl ≈ 0.2403 = 0.96S2 if
we assume a magnetization of M = 0.307 [25, 168, 193]. The small deviations of 1−4% can be
ascribed to truncation errors of the CST as well as finite size errors. Note, that the longitudinal
and transverse structure factor diverge as they approach the ordering wave vector Q = (pi,pi)
leading to larger deviations for finite discretizations of the Brillouin zone. Taking into account
these uncertainties we may infer that the sum rules are indeed retained in the CST.
In addition, in Figure 4.33 the CST results for the static structure factors are compared to the
data from series expansions [26]. The plot shows CST data for L→∞ which are obtained by
an linear extrapolation in 1/L. The overall agreement is convincing.






W 1mag +W 3mag
. (4.72)
It quantifies the hybridization between the one-magnon state at k = Q with the corresponding
three-magnon continuum. Lower values of W1(Q)W1+3(Q) indicate larger hybridization effects, i.e.,
more spectral weight is shifted to the three-magnon continuum.
A comparison between the corresponding CST and QMC data is shown in Figure 4.34. At
Q = (pi, 0) the one-magnon state comprises only 58% of the total weight which agrees very
well with the QMC data. For finite system size the CST and QMC results match reasonably
well at Q = (pi2 ,
pi
2 ). The linear extrapolation 1/L yields
W1(Q)
W1+3(Q)
≈ 82% which is marginally
lower than the QMC prediction of 85±1%. At Q = (pi2 , pi2 ) the three-magnon continuum holds
a significant amount of the total transverse weight. By contrast, there is only 18% in the three-
magnon continuum at Q = (pi2 ,
pi
2 ).
The results clearly support our view that the roton minimum is caused by hybridization ef-
fects between one- and three-magnon states. This picture is also consistent with experimental
observations for various cuprates [28, 29, 190, 210].











Figure 4.33: Results for the effective longitudinal, transverse and total static structure fac-
tor are compared with data obtained by series expansion about the Ising limit [26]. The
series data are extracted from the corresponding figures in Ref.[26] using the Web Plot Digi-
tizer [211]












Figure 4.34: Single-magnon fraction of the total transverse weight is compared with data
obtained by quantum Monte Carlo simulations [25]. The QMC data are extracted from the
corresponding figures in Ref.[25] using the Web Plot Digitizer [211]
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Next, we compare the spectral weights for both, transverse and longitudinal magnons. To
this end, we consider the ratio between the longitudinal and transverse static structure factor
2Sl(Q)/St(Q) as defined in Ref. [25] and Ref. [26]. The results are displayed in Figure 4.35.
Although there is a qualitative agreement between the results of QMC and series expansions,
both methods yield different absolute values. We stress that both results are supposed to rep-
resent the thermodynamic limit. The authors in Ref. [26] suggest that finite size effects in
the QMC simulations may account for this discrepancy. Surprisingly, the CTS data for L = 12
match the series expansion results, whereas the extrapolated CST data for L → ∞ comply
with the QMC results. The origin of these deviations is not clear which precludes a conclusive
judgment. Nevertheless, we may infer that the effective spin wave description provides very
consistent results since the overall agreement with the numerical data is very convincing.
The static structure factors examined in this section provide information about the static cor-
relations in the system. In order to understand the dynamic properties, we also address the












Figure 4.35: Ratio of longitudinal and transverse static structure factors is compared with se-
ries expansion about the Ising limit (series) and quantum Monte Carlo simulations (QMC). The
QMC and series data are extracted from FIG. 5 in Ref.[26] using the Web Plot Digitizer [211]
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4.4.4 Comparison with the experiment
In this section the results of the effective spin wave model are compared to experimental
data obtained in inelastic neutron scattering of CFTD (copper formiate tetrahydrate deuter-
ated) [28]. CFTD is known as a very good realization of the quantum antiferromagnet on the
square lattice [179, 180, 212]. The experiment in Ref. [28] provides measurements which al-
low the distinction between the dynamic correlations of longitudinal and transverse excitations
by means of the polarization of the neutrons. The experimental data was kindly provided by
N. B. Christensen and H. M. Rønnow. The presented theoretical data are published in [213].
For a comparison between the theoretical results and the experimental data further information
is required. One has to identify the concrete value of the exchange coupling J which defines
the experimental energy scale as well as the proportionality constant between the DSFs and
the measured counting rate. Both values are obtained from a fit of the theoretical results to the
experimental data. Moreover, the line shapes depend on the broadening σ which is supposed
to resemble the finite resolution in the experiment. Thus, the broadening is considered as an
additional fit parameter. We distinguish between the broadening in the transverse channel σt
and the longitudinal channel σl . Technical details concerning the calculation of the DSFs are
explained in Appendix C.
The main results for the DSFs are depicted in Figure 4.36.
To fit the theoretical curves to the experimental data we proceed as follows. The experimen-
tally measured intensities in the transverse channel at Q = (pi, 0) and k = (pi2 ,
pi
2 ) (see (c) and
(d) in Figure 4.36) exhibit pronounced peaks which we identify as the one-magnon peaks. We
use these resolution limited peaks to fit the corresponding one-magnon energies at k = (pi, 0)
and k = (pi2 ,
pi
2 ) which sets the energy scale to J = 6.11(2) meV. The consistency of the de-
termined energy scale can be assessed by a comparison of the theoretical and experimental
one-magnon spectrum. The resulting curve of the effective dispersion agrees very well with
the experimental data as shown in Figure 4.36.
After that, the broadening and overall height of the line shapes is fitted to match the resolution
of the experiment and the measured intensity. The broadening is set to σt = 0.58(2) meV for
the transverse channel and σl = 1.41(5) meV for the longitudinal channel. We stress, that the
units of the energy axis and y-axis are fixed globally for both, the transverse and longitudinal
channel.
The good overall agreement between the theoretical curves and the experimental data in Fig-
ure 4.37 is convincing. First, we address the total DSF which is obtained by the sum of the
transverse and longitudinal DSFs. The position and the height of the pronounced one-magnon
peaks as well as the continuum tail are captured by the theoretical line shapes in a quantita-
tively correct way. The slight wobbles in the continuum are due to the finite discretization of
the Brillouin zone.
In the transverse channel we distinguish between the one-magnon contribution which is given
by a Gaussian distribution function (dashed magenta line) and the three-magnon continuum
which is highlighted in blue. A noticeable feature observed in the experiment is the pronounced
continuum tail at Q = (pi, 0). By contrast, there is only a marginal amount of spectral weight
in the continuum at Q = (pi2 ,
pi
2 ). Both aspects, are captured with remarkable accuracy by the
theoretical line shapes.
To emphasize the crucial relevance of the two-magnon interaction, we determine the three-
magnon continuum for the non-interacting case which is represented by the green curve. The
difference between the magnon continuum for the interacting and non-interacting case at
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Q = (pi, 0) is striking. If we neglect the two-magnon interaction the spectral weight is shifted
to higher energies leading to a clear mismatch with the experimental findings. Thus, we infer
that the enhanced continuum tail observed in the experiment is a direct consequence of attrac-
tive two-magnon interactions.
A similar observation applies to the longitudinal channel. The CST results agree very well with
the experimental data. This clear match is obviously spoiled by the omission of the magnon
interaction. Consequently, the pronounced signals in the measured intensities can be directly
identified as the longitudinal resonance or Higgs resonance.
Figure 4.38 shows a qualitative comparison between the total dynamic structure factor ob-
tained by the CST and the experimental results for a representative cut through the Brillouin
zone. It is supposed to underline the consistency of the CST data for all wavelengths. Charac-
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Figure 4.36: The effective one-magnon dispersion and the corresponding experimental data
from Ref. [28] are shown for a representative path in the magnetic Brillouin zone (lower
inset). The solid line of the dispersion is obtained by an extrapolation of the CST data on a
finite mesh of momenta and a subsequent Lanczos interpolation. The energy scale is set to
J = 6.11(2)meV . The figure is taken from Ref. [213]
.
156 4. Two dimensional Heisenberg Antiferromagnet
Energy (meV)
10 15 20 25 30
Energy (meV)













































Figure 4.37: Comparison between the dynamic structure factors measured in Ref.[28] and
the corresponding line shapes obtained from the continuous similarity transformation. The
energy scale is fitted to J = 6.11(2) meV for all curves. (a) and (b) show the total structure
factor at momenta Q = (pi, 0) and Q = (pi2 ,
pi
2 ). The corresponding transverse channel of the
dynamic structure factor is shown in (c) and (d). The broadening is set to σt = 0.58(2) meV.
The magenta dashed line shows the resolution limited one-magnon peak. The blue and the
green line show the three-magnon continuum for the interacting and non-interacting case.
For better visibility the area enclosed by the corresponding curves is highlighted in blue or
green, respectively. The black solid curve represents the sum of the one- and interacting three-
magnon contribution. The two-magnon continuum in the longitudinal channel is displayed in
(e) and (f). Here the broadening is set toσl = 1.41(5)meV. The interacting case is emphasized
by a grey shade. The green line represents the non-interacting case. The figure is taken from
Ref. [213].




Figure 4.38: Qualitative comparison of the total dynamic structure factor for a representative
path in the Brillouin zone. The upper panel depicts the experimental findings from Ref. [28].
The lower panel represents the CST data. The color code and the corresponding scale are
fitted to match the experimental data. The energy scale is set to J = 6.11(2) meV. The figure
in the upper panel is extracted from Figure 1 in Ref. [28].9
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4.4.5 Concluding discussion
In the following we give a brief resumé about the results obtained in this final section. We have
shown that the effective magnon model obtained by the continous similarity transformation
(CST) for scaling dimension d = 2 yields quantitatively correct results for magnons in the two
dimensional quantum antiferromagnet. The comparison of the low- and high-energy proper-
ties of magnons and their static correlations with various numerical studies exhibits a consider-
able overall agreement. Moreover, the CST results account for various features observed in the
experiment [28, 29] showing a very convincing agreement for the dynamic structure factors.
In particular, our approach provides quantitatively correct results for the roton mininum and
the pronounced continuum tail in the transverse dynamic structure factor at k = (pi, 0). This is
indeed an important finding, because previously these features were interpreted as evidence
of a fractionalization of magnons into spinons [28].
By contrast, our results show that all these aspects can be understood by means of a compre-
hensive magnon description. The crucial point is the proper incorporation of attractive magnon
interactions which lead to the formation of a resonance in the longitudinal channel. This res-
onance can be interpreted as the amplitude or Higgs mode with finite lifetime. Based on this
picture the roton minimum and the significant continuum tail at k = (pi, 0) in the transverse
channel can be attributed to a hybridization between one- and three-magnon states which is
mediated by magnon-Higgs scattering [97]. Thus, the nature of high-energy magnons is finally
clarified.
9 c© 2014 Macmillan Publishers Limited
CHAPTER 5
Concluding summary
This chapter gives a concluding summary of the main methodical advancements and scientific
results achieved in this thesis. After that we give a brief outlook pointing out the relevance of
our advancements for possible future applications and developments.
5.1 Summary
In the first part of this thesis the method of continuous unitary transformations is introduced.
This method provides a powerful tool to derive effective low energy models for many body
systems based on a quasi-particle description. In particular, the method leads to an effective
model where the number of quasi-particles is conserved providing a considerable simplifica-
tion of intricate many body problems.
An important part of this thesis is the development of a CUT method for gapless quasi-particles
in systems with long range order. For practical evaluations of CUTs physically justified trun-
cation schemes are required. Conventional CUT approaches are truncated in real space which
limits their application to systems with finite correlation length, i.e. with finite energy gap.
Therefore, the CUT method is extended to its use in momentum space. This representation cir-
cumvents generic problems of real space approaches and gives rise to new kinds of truncation
schemes. In particular, the scaling dimension of operator terms is identified as an appropriate
truncation criterion for gapless quasi-particles.
Moreover, a diagrammatic representation of momentum space operators is introduced which
simplifies the derivation of flow equations in momentum space and visualizes intricate renor-
malization effects which arise in perturbative and non-perturbative momentum space CUTs.
In the second part of the thesis the developed approach is applied to a concrete physical prob-
lem. The aim is a comprehensive and quantitative description of gapless magnons in the an-
tiferromagnetic spin-1/2 Heisenberg model on the square lattice. This model is a canonical
example of long range ordered quantum magnets. Furthermore, it is of major relevance for
the understanding of high-Tc superconductors because it describes a large class of undoped
cuprates [17].
Although the excitations at long wavelengths are very well understood in terms of spin wave
theory their nature at short wave lengths (high energies) is not clarified, yet. Numerical and
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experimental data indicate an energy dip at k = (pi, 0) which is also referred to as a roton mini-
mum [30]. This phenomenon is not captured by conventional spin wave calculations [30, 31].
As a consequence of this seeming failure, a fractionalization of magnons into spinons is de-
bated [28, 29].
The working hypothesis of this thesis is that spin wave theory does account for the roton min-
imum if the interaction between spin waves is taken into account properly. Technically, this is
achieved by means of the momentum space CUT developed in the first part.
The initial point of the CUT approach is the antiferromagnetic Heisenberg Hamiltonian in the
Dyson-Maleev representation [192, 195]. An important advantage of the Dyson-Maleev rep-
resentation is that the spin wave interactions are expressed exactly on a quartic level in boson
operators. However, the corresponding Hamiltonian is superficially non-hermitian and, thus,
the CUT has to be generalized to a continuous similarity transformation (CST).
The resulting flow equations are truncated by means of the scaling dimension of operator
terms. At scaling dimension d = 1 the quartic terms are neglected which corresponds to next
leading order spin wave theory. For the effective spin wave description we additionally incor-
porate the quartic operator terms performing a self similar CST (sCST) for scaling dimension
d = 2.
The coefficients of the effective Hamiltonian are calculated for finite discretizations of the
magnetic Brilluoin zone (MBZ). Their values in the thermodynamic limit are obtained by ex-
trapolations in the inverse system length 1/L. In addition, we transform the observables of
the longitudinal and transverse dynamic structure factors which are required for a direct com-
parison with experimental data of inelastic neutron scattering.
The resulting effective model indeed provides a comprehensive picture of spin waves for all
lengths scales. It captures both aspects in a quantitative fashion, the gapless nature of spin
waves at long wavelengths, as well as the roton minimum of high-energy magnons at short
wavelengths. For the analysis of the low energy regime the ground state energy per spin e0 and
the spin wave velocity vc are determined. The effective model exhibits e0 = −0.669419(6)J
and vc = 1.667(2)J which is in excellent agreement with the literature [25, 26, 168, 194].
The resulting effective one-magnon dispersion in the thermodynamic limit exhibits an energy
dip of δ ≈ 7, 5%. This is a considerable improvement compared to conventional spin wave
approaches which yield only values of δ = 1% − 3% [30, 31]. Most importantly, the re-
sults are in agreement with experimental and numerical data which suggest an energy dip
of δ = 7%− 9% [25–28, 190].
A key step of our approach is the proper renormalization of the magnon interaction. Thus, we
also examine the spectral properties of the multi-magnon continuum by means of the longitu-
dinal and transverse dynamic structure factors. In particular, a strong attraction between spin
waves at short wave lengths is observed. This attraction leads to a resonance of magnon pairs
in the longitudinal channel which can be interpreted as the amplitude or Higgs mode of the
continuously broken SU(2) symmetry with finite lifetime [97, 206].
Based on the effective model the origin of the roton minum dip can be understood as follows.
In the initial Hamiltonian single magnons decay into three magnon-states which are essen-
tially a magnon and a Higgs resonance. At (pi, 0) the scattering between magnons and the
longitudinal resonance leads to strong hybridization of one and three-magnon states which in
turn becomes manifest in a significant three-magnon continuum. Thereby, the single-magnon
energy is reduced giving rise to the roton minimum at (pi, 0). Moreover, the weight of the
single-magnon peak at (pi, 0) holds only 58% of the total weight giving rise to a significant
three-magnon continuum tail. By contrast, at (pi2 ,
pi
2 ) only a marginal hybridization with the
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three-magnon continuum is observed. These results are in quantitative agreement with exper-
imental findings obtained by inelastic neutron scattering of CFTD [28, 29] which is an almost
ideal realization of the square lattice quantum antiferromagnet [177, 179]. Furthermore, the
CST results for the static structure factors are consistent with quantum Monte Carlo simula-
tions [25] and series expansions about the Ising limit [26].
The good agreement with numerical data and the fact that the effective model accounts for
relevant features observed in experiments [28, 29] strongly suggest that spin wave theory is
indeed a valid description of the elementary excitations in the whole MBZ, i.e., at all length
scales. The long standing problem of high-energy spin waves in a large class of undoped
cuprates is therefore solved.
5.2 Outlook
The method developed in this thesis opens up new possibilities for the theoretical descrip-
tion of gapless excitations in a multitude of systems with long range order. A fascinating field
of current research are quantum phase transitions between magnetically ordered phases and
magnetically disordered quantum systems which are induced by geometric frustration [214].
A canonical example for this scenario is the J1−J2 model defined by the Heisenberg antiferro-
magnet with next nearest neighbour exchange J2 which induces geometric frustration between
spin orientations [215].
It is known that this frustrated Heisenberg model exhibits collinear long range order for large
values of (J2/J1), long range Néel order for small values of (J2/J1) and a non-magnetic phase
for intermediate values which are dominated by frustration effects [216]. The existence of
such an intermediate phase attracted a huge amount of attention in the search for resonat-
ing valence bond states [188, 215–217]. In particular, a spin liquid phase is expected in the
presence of large frustration [218, 219]. However, the nature of the intermediate phase in the
J1−J2 model is still subject of intense debate [220–223].
The developed CUT approach can be directly applied to the J1−J2 model for both limits,
(J2/J1) 1 and (J2/J1) 1, by adjusting the initial conditions of the flow equations.
First interesting results were achieved by Jonas Haarz in his Master thesis [224] where he
calculated the ground state energy and the magnetization by means of the η0:n-generator
scheme [51] studying the break down of the magnetic long range order. Interestingly, di-
vergences are encountered for the full quasi-particle generator precluding the analysis of the
excitations even before the long range order breaks down. These divergences may be indi-
cations for a decay of magnons at high energies since the roton minimum is enhanced by an
increasing frustration.
Further extensions of the CST approach are required to study the fate of the high energy-
magnons, as well as the possible occurrence of bound states and their relevance in the break
down of the long range order.
In fact, the CUT method in momentum space provides a very suitable alternative for the treat-
ment of quasi-particle decay. It exhibits important advantages compared to previous real space
approaches [51–53]. Due to the conservation of total momentum it is possible to decouple
quasi-particle states only for certain momenta just where no quasi-particle decay is expected.
In other words, one defines the generator such that the resulting effective model is quasi-
particle conserving only for restricted values of total momentum. In this procedure one retains
decay processes for areas where the quasi-particle states become deficient. In the resulting
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effective model the remaining processes can be treated with perturbative or variational meth-
ods [51, 70]. This approach may be suitable for the description of magnons in the Néel ordered
phase of the frustrated Heisenbergmodel.
The results in this thesis provide an important understanding of the excitations in undoped
copper oxide layers. In order to understand high-Tc superconductors, however, one has to con-
sider cuprates with finite doping. This requires the introduction of holes which are fermionic
degrees of freedom. Theoretically, such a system is described in terms of the t − J model
[15, 150, 151]. In general, the hopping of a single hole induces spin flips thereby reducing the
magnetic order [225].
The CUT approach can be used to decouple the spin degrees of freedom from a single hole
within a momentum space representation. The resulting effective Hamiltonian would provide
information about the effects of the antiferromagnetic background on the dynamic properties
of a single effective hole. Similar problems were already tackled in spin-(1/2) two-leg ladders
by means of a sCUT approach in real space [47]. Moreover, one can also attempt to derive
effective descriptions for two holes. This enables the study of effective hole interactions which
are of crucial importance for the understanding of d-wave Cooper pair formation in cuprate
superconductors [149, 154].
This task is technically very challenging because additional degrees of freedom give rise to
operator terms which are numerically expensive. Therefore, additional truncation may be re-
quired in order to perform a CUT. Nevertheless, the CUT approach in momentum space has
the potential to provide new insights into the mechanisms of high-Tc superconductors.
APPENDIX A
Spectral density of non-interacting hard-
core bosons
In the following we use the Dyson-Maleev representation to study the spectral density of two
non-interacting hardcore bosons in one and two dimensions. Results for the one dimensional
case are given in Ref. [226].




b†i b j + h.c. (A.1)
where the sum runs over all nearest neighbors. The hardcore property [197] can be expressed





= δi j(1− 2b†i bi ) . (A.2)
Typical approaches treat the hardcore property by means of an infinite on-site repulsion
U →∞ [57] which may become problematic in numerical evaluations. The Dyson-Maleev
representation [195] provides a useful alternative where the hardcore bosons b†i are mapped
on bosons a†i




i (1− a†i ai ) . (A.3)
This mapping leads to a non-hermitian Hamiltonian. However, the infinite on-site repulsion is
transformed into a finite quartic interaction term.











ikδ and the sum runs over all primitive lattice vectors δ. In this repre-
sentation hardcore bosons can be viewed as normal bosons with an additional non-hermitian
interaction. Accordingly, we obtain non-interacting bosons by the neglect of the quartic term.
In the following, we show that this interaction term indeed accounts for the correct spectral
properties of hardcore bosons. To this end, we reproduce the analytical results for the one
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dimensional chain given in Ref. [226] by means of a non-symmetric Lanczos algorithm (see
section 3.3 for details). After that, we apply this scheme for a square lattice. We compare the
reults for hardcore and normal bosons.
According to Ref. [226] the spectral density of two hardcore bosons in one dimension is ob-





eiKr |r, r+ d〉 (A.5)
where |r, r+ d〉 denotes a state with bosons on sites r and r+ d.
The Hamiltonian of the non-interacting bosons is diagonal in momentum space. Thus, we iden-
tify the uniform superposition of all basis states, i.e. two-boson states with total momentum





|K+ q,−q〉 . (A.6)
The spectral density of two neighboring hardcore bosons with total momentum K = 0 in one
dimension reads




1− (ω/4t)2 for − 4t <ω< 4t. (A.7)
The spectral density for normal bosons in one dimension is given by




1− (ω/4t)2 for − 4t <ω< 4t. (A.8)
Both functions are derived in Ref. [226].
We determine the line shapes by means of a continued fraction representation and the use of
squareroot terminators [125]. To this end, we use a non-symmetric Lanczos algorithm with
|d,K〉 and 〈d,K| as initial states. Similarly, we apply the Lanczos algorithm for the Hamiltonian
of the normal bosons using |K〉u and 〈K|u as initial states. The corresponding results for the one
dimensional chain are shown in Figure A.1. We see that the non-symmetric Lanczos approach
reproduces the theoretical predictions correctly.
Figure A.2 shows the results obtained for the square lattice. Note, that we exclusively used
the uniform state |K〉u in the two dimensional case. The comparison shows that the hardcore
repulsion has a considerable impact on the corresponding spectral properties. In particular,
considerable weight is shifted away from the upper and lower edge due to the hardcore con-
straint.
Interestingly, the non-hermitian approach based on the Dyson-Maleev representation does ac-
count for the spectral features of hardcore bosons without the use of infinitely large interaction
terms. It provides a very suitable tool to treat hardcore bosonic systems with additional inter-
actions. In fact, the Heisenberg antiferromagnet studied in this thesis is an excellent example.
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Figure A.1: Spectral density of non-interacting bosons and hardcore bosons on a one dimen-
sional chain for zero total momentum K = 0. Results obtained by a non-symmetric Lanczos
algorithm are compared to the theoretical curves derived in Ref. [226].





Figure A.2: Spectral density of the two-particle continuum for non-interacting bosons and
hardcore bosons on a square lattice. The curves are obtained by a non-symmetric Lanczos




In the first section the flow equations of the perturbative epCST approach in (1/S)2 and (1/S)3
are shown. In the subsequent section the flow equations of the sCST approach for scaling di-
mension d = 2 are given in standard notation. The last section provides the corresponding
flow equations of the effective observables required for the longitudinal and transverse dy-
namic structure factor.
167













(−8)C (1)8 (1,2,3,4 )C (2)9 (1,2,3,4)δG (1+ 2+ 3+ 4)+






(−4)C (1)4 (3,4,1,5)C (1)6 (1,3,4,5)δG (3+ 4− 1+ 5)+ (B.3)







(−4)C (1)4 (3,4,1,5)C (2)6 (1,3,4,5)δG (3+ 4− 1+ 5)
(−4)C (2)4 (3,4,1,5)C (1)6 (1,3,4,5)δG (3+ 4− 1+ 5)+
(−16)C (1)8 (1,3,4,5 )C (2)9 (1,3,4,5 )δG (3+ 4+ 1+ 5)+





(−4)C (1)8 (1,3,1, −3) Γ (2) (3)− 4C (1)6 (1,1,3, −3) Γ (2) (3)∑
3,4,5,6
(−24)C (1)8 (3,4,5,6 ) C˜ (2)11 (1,3,4,5 ,6)δG (3+ 4+ 5+ 6)∑
3,4,5,6
(−24)C (1)9 (3,4,5,6 ) C˜ (2)10 (1,3,4,5 ,6)δG (3+ 4+ 5+ 6)
©
∂`Γ
(2) (1) = (−2) Γ (2) (1)ω(0) (1)+∑
3,4,5
¦
(−8)C (1)4 (3,4,1,5)C (1)9 (3,4, −1,5)δG (−1+ 3+ 4+ 5)+
(−8)C (1)5 (3,4,5, −1)C (1)9 (1,3,4,5)δG (1+ 3+ 4+ 5)
©
(B.4)
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∂`C1 (1,2,3,4 ) = 0 (B.5)
∂`C
(1)
2 (1,2,3,4 ) = 0 (B.6)
∂`C
(1)
3 (1,2,3,4 ) = 0 (B.7)
∂`C
(2)
4 (1,2,3,4 ) = δG (1+ 2− 3+ 4)
¦
 
ω(0) (3)−ω(0) (1)−ω(0) (2)−ω(0) (4) C (1)4 (1,2,3,4 )© (B.8)
∂`C
(2)
4 (1,2,3,4 ) = δG (1+ 2− 3+ 4)
¦
 
ω(0) (3)−ω (1)0−ω(0) (2)−ω(0) (4) C (2)4 (1,2,3,4 )+ 
ω(1) (3)−ω (1)1−ω(1) (2)−ω(1) (4) C (1)4 (1,2,3,4 )+∑
5,6
(−2)C (1)1 (1,2,5,6 )C (1)4 (5,6,3,4 )δG (1+ 2− 5− 6)+
(−1)C (1)2 (2,5,4,6 )C (1)4 (1,5,3,6 )δG (2− 5+ 4− 6)+
(−1)C (1)2 (1,5,4,6 )C (1)4 (2,5,3,6 )δG (1− 5+ 4− 6)+
(−8)C (1)6 (2,3,5,6 )C (1)8 (1,5,4,6 )δG (2− 3− 5− 6)+
(−8)C (1)6 (1,3,5,6 )C (1)8 (2,5,4,6 )δG (1− 3− 5− 6)+





5 (1,2,3,4 ) = δG (1+ 2+ 3− 4)
¦
 −ω(0) (1)−ω(0) (2)−ω(0) (3) +ω(0) (4) C (1)5 (1,2,3,4 )© (B.10)
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∂`C
(1)
6 (1,2,3,4 ) = δG (1− 2− 3− 4)
¦
 
ω(0) (1)−ω(0) (2)−ω(0) (3) +ω(0) (4) C (1)6 (1,2,3,4 )© (B.11)
∂`C
(2)
6 (1,2,3,4 ) =
δG (1− 2− 3− 4)
¦
 
ω(0) (1)−ω(0) (2)−ω(0) (3) +ω(0) (4) C (2)6 (1,2,3,4 ) 
ω(1) (1)−ω(1) (2)−ω(1) (3) +ω(1) (4) C (1)6 (1,2,3,4 )+∑
5,6
(−2)C (p)1 (5,6,2,3 )C (1)6 (1,5,6,4 )δG (5+ 6− 2− 3)+
(−1)C (1)2 (5,3,6,4 )C (1)6 (1,2,5,6 )δG (5− 3+ 6− 4)+
(−1)C (1)2 (5,2,6,4 )C (1)6 (1,3,5,6 )δG (5− 2+ 6− 4)+
(−8)C (1)4 (1,5,3,6 )C (1)9 (2,5,4,6 )δG (1+ 5− 3+ 6)+
(−8)C (1)4 (1,5,2,6 )C (1)9 (3,5,4,6 )δG (1+ 5− 2+ 6)+





7 (1,2,3,4 ) = δG (1− 2+ 3+ 4)
¦
 −ω(0) (1) +ω(0) (2)−ω(0) (3)−ω(0) (4) C (1)7 (1,2,3,4 ) (B.13)
∂`C
(1)
8 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
 −ω(0) (1)−ω(0) (2)−ω(0) (3)−ω(0) (4) C (1)8 (1,2,3,4 ) (B.14)
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∂`C
(2)
8 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
 −ω(0) (1)−ω(0) (2)−ω(0) (3)−ω(0) (4) C (2)8 (1,2,3,4 )+ −ω(1) (1)−ω(1) (2)−ω(1) (3)−ω(1) (4) C (1)8 (1,2,3,4 )+∑
5,6
(−2)C (1)1 (1,2,5,6 )C (1)8 (5,6,3,4 )δG (1+ 2− 5− 6)+
(−1)C (1)2 (2,5,4,6 )C (1)8 (1,5,3,6 )δG (2− 5+ 4− 6)+
(−1)C (1)2 (1,5,4,6 )C (1)8 (2,5,3,6 )δG (1− 5+ 4− 6)+
(−1)C (1)2 (2,5,3,6 )C (1)8 (1,5,4,6 )δG (2− 5+ 3− 6)+
(−1)C (1)2 (1,5,3,6 )C (1)8 (2,5,4,6 )δG (1− 5+ 3− 6)+





9 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
 −ω(0) (1)−ω(0) (2)−ω(0) (3)−ω(0) (4) C (1)9 (1,2,3,4 ) (B.16)
∂`C
(2)
9 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
 −ω(0) (1)−ω(0) (2)−ω(0) (3)−ω(0) (4) C (2)9 (1,2,3,4 )+∑
5,6
(−2)C (1)1 (5,6,1,2 )C (1)9 (5,6,3,4 )δG (5+ 6− 1− 2)+
(−1)C (1)2 (5,2,6,4 )C (1)9 (1,5,3,6 )δG (5− 2+ 6− 4)+
(−1)C (1)2 (5,1,6,4 )C (1)9 (2,5,3,6 )δG (5− 1+ 6− 4)+
(−1)C (1)2 (5,2,6,3 )C (1)9 (1,5,4,6 )δG (5− 2+ 6− 3)+
(−1)C (1)2 (5,1,6,3 )C (1)9 (2,5,4,6 )δG (5− 1+ 6− 3)+
(−2)C (1)3 (5,6,3,4 )C (1)9 (1,2,5,6 )δG (3+ 4− 5− 6)
©
(B.17)
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∂`C˜
(2)
10 (1,2,3,4 ,5) = δG (2+ 3+ 4+ 5)
¦




)C (1)1 (2,3,1,6 )C
(1)
8 (1,6,4,5)δG (2+ 6+ 4+ 5)+
(−4
3
)C (1)1 (1,3,1,6 )C
(1)
8 (2,6,4,5)δG (2+ 6+ 4+ 5)+
(−4
3
)C (1)1 (1,2,1,6 )C
(1)
8 (3,6,4,5)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (3,1,5,6 )C
(1)
8 (1,2,4,6)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (2,1,5,6 )C
(1)
8 (1,3,4,6)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (1,1,5,6 )C
(1)
8 (2,3,4,6)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (3,1,4,6 )C
(1)
8 (1,2,5,6)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (2,1,4,6 )C
(1)
8 (1,3,5,6)δG (2+ 6+ 4+ 5)+
(−1
3
)C (1)2 (1,1,4,6 )C
(1)
8 (2,3,5,6)δG (2+ 6+ 4+ 5) (B.18)
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∂`C˜
(2)
11 (1,2,3,4 ,5) = δG (2+ 3+ 4+ 5)
¦




)C (1)1 (1,6,3,1 )C
(1)
9 (2,6,4,5)δG (2+ 6+ 4+ 5)+
(−4
3
)C (1)1 (1,6,1,2 )C
(1)
9 (3,6,4,5)δG (3+ 6+ 4+ 5)+
(−4
3
)C (1)1 (1,6,2,3 )C
(1)
9 (1,6,4,5)δG (1+ 6+ 4+ 5)+
(−1
3
)C (1)2 (1,1,6,5 )C
(1)
9 (2,3,4,6)δG (2+ 3+ 4+ 6)+
(−1
3
)C (1)2 (1,3,6,5 )C
(1)
9 (2,1,4,6)δG (2+ 1+ 4+ 6)+
(−1
3
)C (1)2 (1,2,6,5 )C
(1)
9 (3,1,4,6)δG (3+ 1+ 4+ 6)+
(−1
3
)C (1)2 (1,1,6,4 )C
(1)
9 (2,3,5,6)δG (2+ 3+ 5+ 6)+
(−1
3
)C (1)2 (1,3,6,4 )C
(1)
9 (2,1,5,6)δG (2+ 1+ 5+ 6)+
(−1
3
)C (1)2 (1,2,6,4 )C
(1)
9 (3,1,5,6)δG (3+ 1+ 5+ 6) (B.19)
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(−8)C8 (1,2,3,4 )C9 (1,2,3,4)δG (1+ 2+ 3+ 4)+∑
1
(−2) Γ (1) Γ (1) (B.20)
∂`ω (1) = (−2) Γ (1) Γ (1)+∑
3,4
¦
(−4)C4 (3,4,1,5)C6 (1,3,4,5)δG (3+ 4− 1+ 5)





(−4)C8 (1,3,1, −3) Γ (3)− 4C6 (1,1,3, −3) Γ (3)
©
(B.21)
∂`Γ (1) = (−2) Γ (1)ω (1)+∑
3,4,5
¦
(−8)C4 (3,4,1,5)C9 (3,4, −1,5)δG (−1+ 3+ 4+ 5)





(−1)C2 (1,3, −1, −3) Γ (3) + (−8)C8 (1,3, −1, −3) Γ (3)
©
(B.22)
∂`C1 (1,2,3,4 ) = δG (1+ 2− 3− 4)
¦
(−1)C4 (1,2,4, −3 ) Γ (3)+
(−1)C4 (1,2,3, −4 ) Γ (4)+
(−1)C6 (2,3,4, −1 ) Γ (1)+
(−1)C6 (1,3,4, −2 ) Γ (2)+∑
5,6
(−2)C4 (2,5,4,6 )C6 (1,3,5,6 )δG (2+ 5− 4+ 6)+
(−2)C4 (1,5,3,6 )C6 (2,4,5,6 )δG (1+ 5− 3+ 6)+
(−2)C4 (2,5,3,6 )C6 (1,4,5,6 )δG (1+ 5− 3+ 6)+
(−2)C4 (1,5,4,6 )C6 (2,3,5,6 )δG (1+ 5− 3+ 6)+
(−4)C8 (1,2,5,6 )C9 (3,4,5,6 )δG (1+ 2+ 5+ 6)
©
(B.23)
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∂`C2 (1,2,3,4 ) = δG (1− 2+ 3− 4)
¦
(−4)C4 (1, −4,2,3 ) Γ (−4)+
(−4)C5 (1,3, −2,4 ) Γ (2)+
(−4)C6 (1,2, −3,4 ) Γ (−3)+
(−4)C7 (2,3,4, −1 ) Γ (1)+∑
5,6
(−4)C4 (5,6,2,3 )C6 (1,5,6,4 )δG (5+ 6− 2+ 3)+
(−4)C5 (1,5,6,4 )C7 (2,3,5,6 )δG (1+ 5+ 6− 4)+
(−8)C4 (1,5,2,6 )C7 (5,3,4,6 )δG (1+ 5− 2+ 6)+
(−8)C5 (5,3,6,4 )C6 (1,2,5,6 )δG (5+ 3+ 6− 4)+
(−32)C8 (1,5,3,6 )C9 (2,5,4,6 )δG (1+ 5+ 3+ 6)
©
(B.24)
∂`C3 (1,2,3,4 ) = δG (1+ 2− 3− 4)
¦
(−1)C5 (−3,1,2,4 ) Γ (−3)+
(−1)C5 (−4,1,2,3 ) Γ (−4 )+
(−1)C7 (−2,1,3,4 ) Γ (−2 )+
(−1)C7 (−1,2,3,4 ) Γ (−1 )+∑
5
(−4)C5 (5,2,6,4 )C7 (5,1,3,6 )δG (5+ 1+ 6− 4)+
(−4)C5 (5,1,6,3 )C7 (5,2,4,6 )δG (5+ 1+ 6− 3)+∑
5
(−4)C5 (5,2,6,3 )C7 (5,1,4,6 )δG (5+ 1+ 6− 4)+
(−4)C5 (5,1,6,4 )C7 (5,2,3,6 )δG (5+ 1+ 6− 3)+
(−4)C8 (5,6,1,2 )C9 (5,6,3,4 )δG (5+ 6+ 1+ 2)
©
(B.25)
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∂`C4 (1,2,3,4 ) = δG (1+ 2− 3+ 4)
¦
(ω (3)−ω (1)−ω (2)−ω (4)) C4 (1,2,3,4 )+




C2 (2,3,4, −1) Γ (1) + C2 (1,3,4, −2) Γ (2)

+
(−4)C8 (1,2,4, −3) Γ (3)+∑
5,6
(−2)C1 (1,2,5,6 )C4 (5,6,3,4 )δG (1+ 2− 5− 6)+
(−1)C2 (2,5,4,6 )C4 (1,5,3,6 )δG (2− 5+ 4− 6)+
(−1)C2 (1,5,4,6 )C4 (2,5,3,6 )δG (1− 5+ 4− 6)+
(−8)C6 (2,3,5,6 )C8 (1,5,4,6 )δG (2− 3− 5− 6)+
(−8)C6 (1,3,5,6 )C8 (2,5,4,6 )δG (1− 3− 5− 6)+
(−4)C7 (3,4,5,6 )C8 (1,2,5,6 )δG (3− 4+ 5+ 6)
©
(B.26)
∂`C5 (1,2,3,4 ) = δG (1+ 2+ 3− 4)
¦
(−ω (1)−ω (2)−ω (3) +ω (4)) C5 (1,2,3,4 )+




(C2 (1, −2,3,4) Γ (−2) + C2 (1, −3,2,4) Γ (−3))+
(−4)C8 (1, −4,2,3) Γ (−4)+∑
5,6
(−2)C3 (2,3,5,6)C5 (1,5,6,4 )δG (2+ 3− 5− 6)+
(−1)C2 (1,5,3,6 )C5 (5,2,6,4 )δG (1− 5+ 3− 6)+
(−1)C2 (1,5,2,6 )C5 (5,3,6,4 )δG (1− 5+ 2− 6)+
(−8)C7 (5,3,4,6 )C8 (1,5,2,6 )δG (5− 3+ 4+ 6)+
(−8)C7 (5,2,4,6 )C8 (1,5,3,6 )δG (5− 2+ 4+ 6)+
(−4)C6 (1,5,6,4 )C8 (5,6,2,3)δG (1− 5− 6− 4)
©
(B.27)
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∂`C6 (1,2,3,4 ) =
δG (1− 2− 3− 4)
¦
(ω (1)−ω (2)−ω (3)−ω (4)) C6 (1,2,3,4 )+




C2 (1,3, −2,4) Γ (2) + C2 (1,2, −3,4) Γ (3)

+
(−4)C9 (2,3,4, −1) Γ (1)+∑
5,6
(−2)C1 (5,6,2,3 )C6 (1,5,6,4 )δG (5+ 6− 2− 3)+
(−1)C2 (5,3,6,4 )C6 (1,2,5,6 )δG (5− 3+ 6− 4)+
(−1)C2 (5,2,6,4 )C6 (1,3,5,6 )δG (5− 2+ 6− 4)+
(−8)C4 (1,5,3,6 )C9 (2,5,4,6 )δG (1+ 5− 3+ 6)+
(−8)C4 (1,5,2,6 )C9 (3,5,4,6 )δG (1+ 5− 2+ 6)+
(−4)C5 (1,5,6,4 )C9 (2,3,5,6 )δG (1+ 5+ 6− 4)
©
(B.28)
∂`C7 (1,2,3,4 ) = δG (1− 2+ 3+ 4)
¦
(−ω (1) +ω (2)−ω (3)−ω (4)) C7 (1,2,3,4 )+




C2 (−4,1,2,3) Γ (4) + C2 (−3,1,2,4) Γ (3)

+
(−4)C9 (1, −2,3,4) Γ (2)+∑
5,6
(−2)C3 (5,6,3,4 )C7 (1,2,5,6 )δG (5+ 6− 3− 4)+
(−1)C2 (5,1,6,4 )C7 (5,2,3,6 )δG (5− 1+ 6− 4)+
(−1)C2 (5,1,6,3 )C7 (5,2,4,6 )δG (5− 1+ 6− 3)+
(−8)C5 (5,2,6,4 )C9 (1,5,3,6 )δG (5+ 2+ 6− 4)+
(−8)C5 (5,2,6,3 )C9 (1,5,4,6 )δG (5+ 2+ 6− 3)+
(−4)C4 (5,6,1,2 )C9 (5,6,3,4 )δG (5+ 6− 1+ 2)
©
(B.29)
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∂`C8 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
(−ω (1)−ω (2)−ω (3)−ω (4)) C8 (1,2,3,4 )+∑
5,6
(−2)C1 (1,2,5,6 )C8 (5,6,3,4 )δG (1+ 2− 5− 6)+
(−1)C2 (2,5,4,6 )C8 (1,5,3,6 )δG (2− 5+ 4− 6)+
(−1)C2 (1,5,4,6 )C8 (2,5,3,6 )δG (1− 5+ 4− 6)+
(−1)C2 (2,5,3,6 )C8 (1,5,4,6 )δG (2− 5+ 3− 6)+
(−1)C2 (1,5,3,6 )C8 (2,5,4,6 )δG (1− 5+ 3− 6)+
(−2)C3 (3,4,5 ,6 )C8 (1,2,5,6 )δG (3+ 4− 5− 6)
©
(B.30)
∂`C9 (1,2,3,4 ) = δG (1+ 2+ 3+ 4)
¦
(−ω (1)−ω (2)−ω (3)−ω (4))C9 (1,2,3,4 )+∑
5,6
(−2)C1 (5,6,1,2 )C9 (5,6,3,4 )δG (5+ 6− 1− 2)+
(−1)C2 (5,2,6,4 )C9 (1,5,3,6 )δG (5− 2+ 6− 4)+
(−1)C2 (5,1,6,4 )C9 (2,5,3,6 )δG (5− 1+ 6− 4)+
(−1)C2 (5,2,6,3 )C9 (1,5,4,6 )δG (5− 2+ 6− 3)+
(−1)C2 (5,1,6,3 )C9 (2,5,4,6 )δG (5− 1+ 6− 3)+






1 (Q,1,2 ) = δG (Q + 1− 2)
¦
(−1)Γ (1) sz3 (Q,2, −1)+
(−1)Γ (2) sz4 (Q,1, −2)+∑
3,4
(−2)C4 (1,3,2,4 ) sz3 (Q,3,4)δG (1+ 3− 2+ 4)+
(−2)C6 (1,2,3,4 ) sz4 (Q,3,4)δG (1− 2− 3− 4)
©
(B.32)
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∂`s
z
2 (Q,1,2 ) = δG (Q + 1− 2)
¦
(−1)Γ (1) sz4 (Q, −2,1)+
(−1)Γ (2) sz3 (Q, −1,2)+∑
3,4
(−2)C5 (3,1,4,2 ) sz3 (Q,3,4)δG (3+ 1+ 4− 2)+





3 (Q,1,2 ) = δG (Q− 1− 2)
¦
(−1)Γ (−2) sz1 (Q, −2,1)+
(−1)Γ (1) sz2 (Q, −1,2)+∑
3,4





4 (Q,1,2 ) = δG (Q + 1+ 2)
¦
(−1)Γ (−2) sz1 (Q,1, −2)+
(−1)Γ (1) sz2 (Q,2, −1)+∑
3,4





1 (Q) = (−1)Γ (Q) s+2 (−Q)+∑
2
¦
(−1)Γ (2) s+7 (Q,2,Q, −2)+





(−2)C4 (2,3,Q,4 ) s+8 (Q,2,3,4)δG (2+ 3−Q + 4)+
(−4)C9 (Q,2,3,4 ) s+5 (Q,2,3,4) +δG (Q + 2+ 3+ 4)
©
(B.36)
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∂`s
+
2 (Q) = (−1)Γ (−Q) s+1 (−Q)+∑
2
¦
(−2)Γ (2) s+5 (−,Q,2,Q) −2+





(−2)C7 (2,Q,3,4 ) s+5 (−Q,2,3,4)δG (2−Q + 3+ 4)+





3 (Q,1,2,3) = δG (Q + 1+ 2− 3)
¦
(−1)C5 (Q,1,2,3) s+1 (Q)+








Γ (−2) s+6 ( Q, −2,1,3)+∑
4,5
(−2)C7 (4,1,3,5 ) s+5 (Q,4,2,5)δG (4− 1+ 3− 5)+
(−2)C7 (4,1,2,5 ) s+5 (Q,4,3,5)δG (4− 1+ 2− 5)+
(−1)C5 (4,1,5,3 ) s+6 (Q,4,1,5)δG (4+ 1+ 5− 3)+
(−1)C5 (4,2,5,3 ) s+6 (Q,4,2,5)δG (4+ 2+ 5− 3)+
(−2)C8 (4,5,1,2 ) s+8 (Q,4,5,3)δG (4+ 5+ 1+ 2)
©
(B.38)
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∂`s
+
4 (Q,1,2,3) = δG (Q + 1− 2− 3)
¦








Γ (3) s+7 (Q,1,2, −3)+
(−1)Γ (1) s+8 (Q,2,3, −1)+∑
4,5
(−2)C4 (1,4,2,5 ) s+8 (Q,3,4,5)δG (1+ 4− 2+ 5)+
(−2)C4 (1,4,3,5 ) s+8 (Q,2,4,5)δG (1+ 4− 3+ 5)+
(−2)C9 (2,3,4,5 ) s+5 (Q,1,4,5)δG (2+ 3+ 4+ 5)+
(−1)C6 (1,2,4,5 ) s+7 (Q,4,3,5)δG (1− 2− 4− 5)+





5 (Q,1,2,3) = δG (Q + 1+ 2+ 3)
¦
(+1)C5 (1,2,3, −Q) s+2 (−Q)+
(−2)C8 (1,Q,2,3) s+1 (Q)13+








Γ (−3) s+7 (Q,1, −3,2)+∑
4,5
(−2)C8 (4,5,2,3) s+4 (Q,1,4,5)δG (4+ 5+ 2+ 3)+
(−2)C8 (1,4,2,5) s+6 (Q,4,3,5)δG (1+ 4+ 2+ 5)+
(−2)C8 (1,4,3,5) s+6 (Q,4,2,5)δG (1+ 4+ 3+ 5)
©
(B.40)
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∂`s
+
6 (Q,1,2,3) = δG (Q− 1+ 2− 3)
¦
(−2)C7 (1,2,3, −Q) s+2 (−Q)+
(−2)Γ (−2) s+8 (Q,1, −2,3)+
(−2)Γ (1) s+3 (Q,2, −1,3)+
(−1)Γ (−3) s+7 (Q, −3,1,2)+∑
4,5
(−8)C9 (1,4,3,5) s+5 (Q,4,2,5)δG (1+ 4+ 3+ 5)+
(−4)C5 (1,4,2,5) s+8 (Q,1,4,5)δG (1+ 4+ 2− 5)+
(−2)C7 (1,2,4,5) s+3 (Q,4,5,3)δG (1− 2+ 4+ 5)+
(−2)C7 (4,2,3,5) s+7 (Q,4,1,5)δG (4− 2+ 3+ 5)+





7 (Q,1,2,3) = δG (Q + 1− 2+ 3)
¦
(−2)C4 (1,Q,2,3) s+1 (Q)+
(−2)Γ (−3) s+4 (Q,1,2, −3)+
(−2)Γ (2) s+5 (Q,1,3, −2)+
(−1)Γ (1) s+6 (Q,2,3, −1)+∑
4,5
(−8)C8 (1,4,3,5 ) s+8 (Q,2,4,5)δG (1+ 4+ 3+ 5)+
(−4)C6 (1,2,4,5 ) s+5 (Q,4,3,5)δG (1− 2− 4− 5)+
(−2)C4 (4,5,3,3 ) s+4 (Q,1,4,5)δG (4+ 5− 3+ 3)+
(−2)C7 (2,3,4,5 ) s+5 (Q,1,4,5)δG (2− 3+ 4+ 5)+
(−2)C4 (1,4,2,5 ) s+6 (Q,4,3,5)δG (1+ 4− 2+ 5)
©
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∂`s
+





(−2)C9 (1,2,3, −Q) s+2 (−Q)+








Γ (2) s+6 (Q,1, −2,3)+∑
4,5
(−2)C9 (1,2,4,5 ) s+3 (Q,4,5,3)δG (1+ 2+ 4+ 5)+
(−2)C9 (1,4,3,5 ) s+7 (Q,4,2,5)δG (1+ 4+ 3+ 5)+





1 (Q) = (−1)Γ (Q) s−2 (−Q)+∑
2
¦
(−1)Γ (2) s−6 (−Q,Q,2, −2)+





(−2)C6 (Q 2 3 4 ) s−3 (−Q,2,3,4)δG (Q− 2− 3− 4)+





2 (Q) = (−1)Γ (Q) s−1 (Q)+∑
2
¦
(−2)Γ (2) s−8 (Q,2,Q, −2)+





(−2)C5 (2 3 4 Q ) s−8 (Q,2,3,4)δG (2+ 3+ 4−Q)+
(−4)C9 (2 3 Q 4 ) s−3 (Q,2,3,4)δG (Q + 2+ 3+ 4)
©
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∂`s
−
3 (Q,1,2,3) = δG (Q + 1+ 2+ 3)
¦
(+1)C4 (1,2, −Q,3) s−1 (−Q)+








Γ (2) s−5 ( Q,1,3, −2)+
(−2)C8 (1,2,3,Q) s−2 (Q)+∑
4,5
(−2)C8 (1,2,4,5) s−7 (Q,3,4,5)δG (1+ 2+ 4+ 5)+
(−2)C8 (1,4,3,5) s−6 (Q,2,4,5)δG (1+ 3+ 4+ 5)+





4 (Q,1,2,3) = δG (Q + 1+ 2− 3)
¦








Γ (2) s−6 ( Q,1,3, −2)+
(−1)Γ (3) s−3 ( Q ,1,2, −3)+∑
4,5
(−1)C4 (1,4,3,5) s−6 (Q,2,4,5)δG (1+ 4− 3+ 5)+
(−1)C4 (2,4,3,5) s−6 (Q,1,4,5)δG (2+ 4− 3+ 5)+
(−2)C6 (1,3,4,5) s−3 (Q,2,4 ,5)δG (1− 3− 4− 5)+
(−2)C6 (2,3,4,5 ) s−3 (Q ,1,4,5)δG (2− 3− 4− 5)+
(−2)C8 (1,2,4,5) s−8 (Q ,3,4,5)δG (1+ 2+ 4+ 5)
©
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∂`s
−
5 (Q,1,2,3) = δG (Q + 1+ 2− 3)
¦
(−2)C5 (1,2,Q,3) s−2 (Q)+
(−2)Γ (−3) s−3 (Q,1, −3,2)+
(−1)Γ (−2) s−6 (Q,1, −2,3)+
(−2)Γ (1) s−7 ( Q,2,3, −1)+∑
4,5
(−2)C6 (1,4,5,3) s−3 (Q,4,5,2)δG (1− 4− 5− 3)+
(−4)C7 (4,2,3,5) s−3 (Q,1,4,5)δG (−4+ 2− 3− 5)+
(−2)C5 (4,2,5,3) s−6 (Q,1,4,5)δG (4+ 2+ 5− 3)+
(−2)C5 (1,4,5,3) s−7 (Q,2,4,5)δG (1+ 4+ 5− 3)+





6 (Q,1,2,3) = δG (Q + 1+ 2− 3)
¦
(−2)C6 (1,2, −Q,3) s−1 (−Q)+
(−2)Γ (−3) s−4 ( Q,1, −3,2)+
(−2)Γ (1) s−8 ( Q,2,3, −1)+
(−1)Γ (2) s−5 ( Q,1, −2,3)+∑
4,5
(−2)C6 (1,4,5,3) s−4 (Q,4,5,2)δG (1− 4− 5− 3)+
(−2)C6 (1,2,4,5) s−5 (Q,4,5,3)δG (1− 2− 4− 5)+
(−2)C5 (1,4,5,3) s−8 (Q,2,4,5)δG (1+ 4+ 5− 3)+
(−4)C4 (1,4,2,5) s−8 (Q,4,3,5)δG (1+ 4− 2+ 5)+
(−8)C9 (2,4,3,5) s−3 (Q,1,4,5)δG (2+ 4+ 3+ 5)
©
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∂`s
−
7 (Q,1,2,3) = δG (Q + 1− 2− 3)
¦
(−1)C8 (−Q,1,2,3) s−1 (−Q)+








Γ (−3) s−5 ( Q, −3,1,2)+∑
4,5
(−1)C7 (4,1,2,5) s−5 (Q,4,5,3)δG (4− 1+ 2+ 5)+
(−1)C7 (4,1,3,5) s−5 (Q,4,5,2)δG (4− 1+ 3+ 5)+
(−2)C5 (4,1,5,2) s−8 (Q,4,3,5)δG (4+ 1− 5+ 2)+
(−2)C5 (4,1,5,3) s−8 (Q,4,2,5)δG (4+ 1− 5+ 3)+










(−2)C9 (1, −Q,2,3) s−1 (−Q)+








Γ (−3) s−6 (Q, −3,1,2)+∑
4,5
(−2)C9 (4,5,2,3) s−4 (Q,4,5,1)δG (2+ 4+ 3+ 5)+
(−2)C9 (1,4,2,5) s−5 (Q,4,5,3)δG (1+ 4+ 2+ 5)+





In the following we summarize the main steps which were taken to determine the theoretical
line shapes which are compared with the experimental results in Figure 4.37.
First, we perform a linear extrapolation of the effective coefficients for L = 8 and L = 16 in 1L .
We obtain an effective model in the thermodynamic limit defined for N = 8× 8 grid points in
the 1. MBZ. The same extrapolation scheme is applied to the static structure factors yielding
the total weights of the two- and three-magnon contributions.
We interpolate the effective coefficients in order to increase the Hilbert space for the subse-
quent recursion analysis. For the longitudinal part the system size is enhanced from L = 8 to
L = 192. For the transverse part, we are using a system size of L = 16.
The continued fraction representation of the longitudinal DSF is determined by a non-symmetric
Lanczos algorithm. The list of continued fraction coefficients is extended by additional con-
stant coefficients known from the asymptotic limit (3.35a).
In order to obtain the three-magnon contribution to the transverse DSF the interpolated effec-
tive system with L = 16 is diagonalized. The resulting spectrum and eigenstates are used to
determine the spectral density according to section 3.3.2.
All resulting spectral densities are normalized and rescaled by the total weight obtained from
the corresponding static structure factor in the thermodynamic limit. Finally, we approximate
the normalized spectral densities by a sum of Gaussian distribution functions with uniform
broadening σ as defined in (4.68). Accordingly, the theoretical one-magnon δ-peak at Q is
replaced by a single Gaussian distribution function of finite width exhibiting a total weight of
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