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Abstract
Data vectors generalise finite multisets: they are finitely supported functions into a commutative
monoid. We study the question if a given data vector can be expressed as a finite sum of others,
only assuming that 1) the domain is countable and 2) the given set of base vectors is finite up
to permutations of the domain.
Based on a succinct representation of the involved permutations as integer linear constraints,
we derive that positive instances can be witnessed in a bounded subset of the domain.
For data vectors over a group we moreover study when a data vector is reversible, that is, if
its inverse is expressible using only nonnegative coefficients. We show that if all base vectors are
reversible then the expressibility problem reduces to checking membership in finitely generated
subgroups. Moreover, checking reversibility also reduces to such membership tests.
These questions naturally appear in the analysis of counter machines extended with unordered
data: namely, for data vectors over (Zd,+) expressibility directly corresponds to checking state
equations for Coloured Petri nets where tokens can only be tested for equality. We derive that
in this case, expressibility is in NP, and in P for reversible instances. These upper bounds are
tight: they match the lower bounds for standard integer vectors (over singleton domains).
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1 Introduction
Finite collections of named values are basic structures used in many areas of theoretical
computer science. They can be used for instance to model databases snapshots or define
the operational semantics of programming languages. We can formalize these as functions
v : D→ X from some countable domain D of names or data, into some value space X, and
call such functions (X-valued) data vectors. Often the actual names used are not relevant
and instead one is interested in data vectors up to renaming, i.e., one wants to consider
vectors v and w equivalent if v = w ◦ θ for some permutation θ : D→ D of the domain.
We consider the case where the value spaceX has additional algebraic structure. Namely,
we focus on data vectors where the values are from some commutative monoid (M,+, 0) and
where all but finitely many names are mapped to the neutral element. A natural question
then asks if a given data vector is expressible as a sum of vectors from a given set, where
the monoid operation is lifted to data vectors pointwise.
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2 Linear Combinations of Unordered Data Vectors
If the spanning set is finite only up to permutations, this problem does not immediately
boil down to solving finite system of linear equations. Also, one cannot simply lift operations
on data vectors to equivalence classes of data vectors because the result of pointwise applying
the operation depends on the chosen representants. For example, if we have data vectors
mapping colours to integers, then the vector (red 7→ −1, blue 7→ 1) is equivalent to .
Yet still,
+ = 6= = + .
We thus choose to keep permutations explicit and consider the Expressibility problem:
Input: A finite set V of data vectors and a target vector x.
Question: does x equal
∑k
i=1 vi ◦ θi for some vi ∈ V and permutations θi : D→ D?
If the domain D is finite then this just asks if some finite system of linear equations
is satisfiable. Over infinite domains this corresponds to find a solution of an infinite but
regular set of linear equations. For brevity, we will call a vector x a permutation sum of V
if it is expressible as sum of permutations of vectors in V as above.
Contributions and Outline. We provide two reductions from the Expressibility problem to
problems of finding solutions for finite linear systems over (M,+).
The more general approach is presented in Sections 3 and 4 and ultimately works by
bounding the number of different data values necessary to express a permutation sum.
This is based on an analysis of objects we call histograms, see Section 3, which sufficiently
characterize vectors expressible as permutation sums of single vectors. For any monoid
(M,+) the Expressibility problem then reduces to finding a non-negative integer solution
of a finite system of linear inequations over (M,+). In particular, for monoids (Zd,+) this
provides an NP algorithm, matching the lower bound from the feasibility of integer linear
programs.
The second approach (Section 5) reduces Expressibility to the problem of finding an
(not necessarily non-negative) integer solution to a finite linear system. This assumes that
(M,+) is a group and that all base vectors are reversible, i.e., their inverses are expressible.
We show that this reversibility condition can be verified by checking the existence of rational
solutions of a system over (M,+). For monoids (Zd,+), checking this reversibility condition
and solving the Expressibility problem for reversible instances is possible in deterministic
polynomial time.
We show two applications to the reachability analysis of counter programs extended with
data (in Section 6). The first involves finding state invariants for unordered data Petri nets
[22, 33, 18] and the second aplication is the reachability problem for blind counter automata
[15] extended with data.
Related Research and Motivation. Our main motivation for studying the Expressibility
problem comes from the analysis of Petri nets extended with data – the model of Unordered
Petri data nets (UPDN) of [22], discussed in Section 6.1 – where data vectors of the form
v : D → Zd occur naturally. We are interested in an invariant sometimes called state
equations in the Petri net literature.
State equation [27] is a fundamental invariant of the reachability relation for Petri nets
and one of the important ingredients in the proof of decidability of the reachability relation
[26, 21, 24]. Some modification of it can be also used as heuristic to improve a performance of
the standard backward coverability algorithm for Petri nets (due to well-structured transition
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systems [14, 1, 35, 2]) like it was done in [6]. The coverability problem has been proven to
be EXPSPACE-complete in [28, 25] and in [9] it was shown that the backward algorithm
matches this complexity.
UDPN were introduced in [22] as one of the extensions of Petri nets in which the cov-
erability problem remains decidable. Due to results about undecidability of boundedness
for Petri nets with resetting arcs [12], it is not hard to conclude that UDPN is the only ex-
tension of Petri nets, among those proposed in [22], for which reachability problem may be
decidable. The first indicator that reachability may be decidable for UDPN is a characteriz-
ation of the coverability set established in the paper [18], in the same paper, as a conclusion,
the place-boundedness problem is proven to be decidable. The recent development in other
classes proposed in [22] can be found in papers [33, 32, 31, 18], all those results are focused
on better understanding of the coverability relation.
UDPN can also be seen as a restriction of more general Colored Petri nets (CPN), see
for instance [19]. There is a long history of research in the area of restricted CPNs. Here,
we point to results about invariants and identification of certain syntactic substructures: in
[17, 13] authors investigates flows in subclasses CPN. Another important branch of research
concerns structural properties of Algebraic Nets [30] like detecting siphons [34] or other kind
of place invariants [37].
The third perspective is algebraic methods for Petri nets. Linear algebra and linear
programming are one of the most fruitful approaches to Petri nets. A broad overview of
algebraic methods for Petri nets can be found in [36]. A beautiful application of algebraic
techniques are results on reachability in continuous Petri nets [29]. One can also find variants
of state equation for Petri nets with resetting transitions [16] or with inhibitor arcs [4].
Finally, algebraic methods are also used in restricted classes of Petri nets like conflict-free
and free-choice Petri nets [10].
Finally, it is worth mentioning that UDPN can be interpreted as ordinary Petri nets for
sets with equality atoms. We refer the reader to [8, 7] for work on sets with atoms/nominal
sets. Very similar in spirit to our study of data vectors is the work in [20] that considers
constraint satisfaction problems on infinite structures.
2 Data Vectors
In the sequel D is a countable set of elements called data values and (M,+) is a commutative
monoid with neutral element 0. A data vector (also vector for short) is a total function
v : D → M such that the support, the set supp(v) def= {α ∈ D | v(α) 6= 0} is finite. The
monoid operation + is lifted to vectors poinwise, so that (v+w)(α) def= v(α) +w(α).
Writing ◦ for function composition, we see that v ◦pi is a data vector for any data vector
v and permutation pi : D → D. A vector x is said to be a permutation sum of a set V of
vectors if there are v1, . . . ,vn in V and permutations θ1, . . . , θn of D such that
x =
n∑
i=1
vi ◦ θi.
Here, we have to emphasize that it is possible that vi = vj for some i and j.
When working with vectors of the form v◦θ for permutations θ, it will be instrumental to
specify θ indirectly using some injection of supp(v) into D. In the remainder of this section
we show that one can always do this.
Take any finite subset S of D and pi : S → D injective. Since pi−1 is only a partial
function, define the data vector v◦pi−1 so that any β not in the range of pi maps to 0: More
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precisely, let (v ◦ pi−1) : D→M be defined, for every β ∈ D as follows.
v ◦ pi−1(β) =
{
v(α) if pi(α) = β
0 if pi(α) 6= β for all α ∈ D
I Lemma 1. Let v be a data vector. For any permutation θ : D→ D there exists an injection
pi : supp(v)→ D, such that v ◦ pi−1 = v ◦ θ, and vice versa.
Proof. Let us introduce S = supp(v) and first consider a permutation θ. We show that the
injection pi : S→ D, defined by pi(α) = θ−1(α) for every α ∈ S, satisfies v ◦ θ = v ◦ pi−1.
Pick any β ∈ D and let us write α def= θ(β). If α ∈ S then pi(α) = β so, we have that
(v ◦ pi−1)(β) = v(α) = (v ◦ θ)(β). If α 6∈ S then (v ◦ pi−1)(β) = 0 and v ◦ θ(β) = v(α) = 0,
by definition of v ◦ pi−1 and because S is the support of v.
Conversely, let us consider a data injection pi over S and let us prove that there exists a
data permutation θ such that v ◦ pi−1 = v ◦ θ. We introduce T = pi(S). Since the restriction
of pi on S is a bijection onto T, there exists a bijection pi′ : T → S denoting its inverse. We
introduce the sets X = S\T, and Y = T\S. Since T and S have the same cardinal, it follows
that X and Y are two finite sets with the same cardinal. Hence, there exists a bijection
pi′Y,X : X → Y and its inverse piY,X : Y → X. We introduce the function θ defined for every
β ∈ D as follows:
θ(β) =

pi′(β) if β ∈ T
pi′Y,X(β) if β ∈ X
β otherwise
Observe that θ is a bijection since the function θ′ defined for every α ∈ D as follows is its
inverse:
θ′(α) =

pi(α) if α ∈ S
piY,X(α) if α ∈ Y
α otherwise.
We show that v ◦ pi−1 = v ◦ θ. Fix some β ∈ D and assume first that β ∈ T. There exists
α ∈ S such that pi(α) = β. It follows that pi′(β) = α = θ(β). Hence, (v ◦ θ)(β) = v(α) =
(v ◦ pi−1)(β).
Now, assume that β 6∈ T. In that case, notice that θ(β) is not in S no matter if β ∈ X or
not. Thus v◦θ(β) = 0. Observe that if pi−1({β}) is empty, we deduce that (v◦pi−1)(β) = 0.
If pi−1(β) = {α} then (v◦pi−1)(β) = v(α). But since β 6∈ T, we deduce that α 6∈ S. Therefore
v(α) = 0 and we derive that (v ◦ pi−1)(β) = 0. We have proved that v ◦ pi−1 = v ◦ θ. J
3 Histograms
In this section we develop the notion of histograms. These are combinatorical objects that
will be used in the next section to characterize permutation sums over singleton sets V .
I Definition 2. A histogram over a finite set S ⊆ D is a total function H : S×D→ N such
that for some n ∈ N, called the degree of H, the following two conditions hold.
1.
∑
β∈DH(α, β) = n for any α ∈ S
2.
∑
α∈SH(α, β) ≤ n for any β ∈ D.
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A histogram of degree n = 1 is called simple. Histograms with the same signature, i.e. the
same sets S and D, can be partially ordered and summed pointwise and the degree of the
sum is the sum of degrees. The support of H is the set supp(H) def= {β |∑α∈SH(α, β) > 0}.
The following theorem states the main combinatorial property we are interested in,
namely that simple histograms over S generate as finite sums the class of all histograms
over S. In particular, any histogram can be decomposed into finitely many simple histo-
grams over the same signature (see Figure 1 for an illustration).
I Theorem 3. A function H : S×D→ N is a histogram of degree n ∈ N if, and only if, H
is the sum of n simple histograms over S.
Figure 1 The center depicts a histogram H : S × D → N of degree 4, where S = {α1, α2} and
supp(H) = {β1, β2, β3, β5}. To the left (in blue) and to the right (in red) are decompositions into
four simple histograms each.
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For the proof of Theorem 3 we need a lemma from graph theory. We refer the reader to
[11] for relevant definitions and recall here only that in a graph (V,E), a matching of a set
S ⊆ V of nodes is a set M ⊆ E of pairwise non-adjacent edges that covers all nodes in S.
I Lemma 4. Let G = (L ∪R,E) be a bipartite graph. If there is a matching of L′ ⊆ L and
a matching of R′ ⊆ R then there is a matching of L′ ∪R′.
Proof. Suppose, ML and MR are matchings that matches L′ and R′, respectively. Let
G′ def= (L ∪ R,ML ∪MR) be a subgraph of G. We construct a matching M of L′ ∪ R′ as a
matching in G′. Observe that G′ is a union of single nodes, paths and cycles and M can be
constructed in every strongly connected component independently.
We claim that for any strongly connected component C we can find a matching witch
matches all elements in C ∩ L′ and C ∩R′. This, if proved, ends the proof of Lemma 4.
First of all, every node in L′ ∪ R′ has a degree at least 1 so the claim holds for single
nodes immediately.
If the strongly connected component is a cycle (in bipartite graph) or a path of an even
length then there is a perfect matching in it so the claim holds as well.
The case of paths of odd length is the most complicated one. Without loosing of gener-
ality, suppose that the first node x is in L′ ∪R′. Indeed, if it is not then we match all nodes
except x and this case is done.
Without loss of generality, we can assume that x ∈ L′, as x ∈ R′ is symmetric. We
prove that the path has to end in vertex from the set L \ L′. Indeed path has to end in L
as it’s length is odd. Furthermore, consider a walk along the path starting from x; to every
element of L′ \ {x} on the path C we enter via an edge from MR, but then we can leave it
via an edge from ML as from any vertex in L′ there is outgoing edge in ML. Thus, the path
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can not end in the element from L′ and thus the last vertex has to belong to L \ L′. Now
we match all vertices except of the last one. J
Proof of Theorem 3. If H =
∑n
j=1Hj , where the Hj are simple histograms over S, then
from
∑
β∈DH(α, β) =
∑n
j=1
∑
β∈DHj(α, β) and because
∑
β∈DHj(α, β) = 1 we derive that∑
β∈DH(α, β) = n for every α ∈ D. In the same way the second histogram condition for H
follows from those of the Hj . So H is a histogram over S.
For the converse direction, the proof proceeds by induction on n, the degree of the
histogram H. If n = 1 then H is simple and the claim trivially holds. Suppose now that the
claim holds for histograms of degree n and consider a histogram H : S × D → N of degree
n+ 1. We show how that there exists a simple histogram X : S× D→ N such that
1. X(α, β) ≤ H(α, β) for every α ∈ S, and every β ∈ D, and
2. for every β ∈ D if ∑α∈SH(α, β) = n+ 1 then ∑α∈SX(α, β) = 1.
The first condition then guarantees that the function Y : S × D → N with Y = H −X
is well defined and satisfies
∑
β∈D
Y (α, β) =
∑
β∈D
H(α, β)
−
∑
β∈D
X(α, β)
 = (n+ 1)− 1 = n for all α ∈ S.
The second condition implies that
∑
α∈S Y (α, β) ≤ n for all β ∈ D. Hence, Y is a histogram
of degree n and the claim follows by induction hypothesis.
To show the existence of a suitable simple histogram X, we consider now the bipartite
graph G where the sets of nodes are S and B def= supp(H) and where there is an edge between
α and β whenever H(α, β) > 0 (We assume here w.l.o.g. that S and supp(H) are disjoint;
otherwise take B as some suitable duplication). Moreover, let T denote the set of those
“maximal” data values β where
∑
α∈DH(α, β) = n+ 1. Note that T ⊆ B.
We claim that the required simple histogram X exists iff there is a matching in the
graph G that matches both S and T. Indeed, any such histogram X provides a matching
M
def= {(α, β) | X(α, β) = 1}. By the first histogram condition, M matches all nodes in S;
and all nodes β ∈ T are matched since X must satisfy ∑α∈SX(α, β) = 1. Conversely, for a
given matching M we define X(α, β) = 1 if (α, β) ∈M and 0 otherwise. It is easy to check
that X is a simple histogram that satisfies required properties.
To finish the proof we show that a matching M of S ∪ T exists. By Lemma 4, it suffices
to find two matchings, one of S and one of T. In both cases, we will make use of Hall’s
marriage Theorem [11]. Writing Nb(S) for the neighbourhood of a set S of nodes (the set of
nodes v /∈ S adjacent to some node in S), this theorem states that in a finite bipartite graph
there is a matching of a set S of nodes if, and only if every subset S′ ⊆ S has at least as
many neighbours as elements:
|S′| ≤ |Nb(S′)|. (1)
We start by proving the existence of a matching of S. If we label the edges (α, β) in
our graph by the respective values H(α, β), then we observe that the total weight of edges
connecting any subset S′ ⊆ S is at most the total weight of edges connecting its neighbours:∑
α∈S′
∑
β∈DH(α, β) ≤
∑
α∈S
∑
β∈Nb(S′)H(α, β). Consequently,
P. Hofman, J. Leroux, and P. Totzke 7
|S′| · (n+ 1) =
∑
α∈S′
β∈D
H(α, β) ≤
∑
α∈S
β∈Nb(S′)
H(α, β) ≤
∑
β∈Nb(S′)
(n+ 1) = |Nb(S′)| · (n+ 1).
The first equality is due to the first histogram condition and the second inequality is by the
second histogram condition. So all subsets S′ ⊆ S satisfy Equation (1), so Hall’s theorem
applies and there exists a matching of S.
The proof that a matching of T exists follows the same pattern. For any subset T′ ⊆ T
we get
|T′| · (n+ 1) =
∑
β∈T′
∑
α∈S
H(α, β) ≤
∑
α∈Nb(T′)
∑
β∈D
H(α, β) = |Nb(T′)| · (n+ 1),
where the first equality holds by the definition of T. So T satisfies the assumption of Hall’s
theorem and we conclude that some matching of T exists, as required. J
4 Expressibility
In this section, we show that histograms provide a natural tool for deciding if a data vector
is a permutation sum of others. We first establish the connection between histograms and
permutation sums, and then (in Theorem 7) that permutation sums can be represented by
histograms with bounded support sets. Finally, we derive an NP complexity upper bound
for the Expressibility problem for vectors over monoids (Zd,+).
Given a data vector v and a histogram H over S def= supp(v) we define the vector eval(v, H)
by
eval(v, H)(β) def=
∑
α∈S
v(α)H(α, β).
Observe that eval is a homomorphism in the sense that for any vector v and histograms
H1, H2 over S it holds that
eval(v, H1 +H2) = eval(v, H1) + eval(v, H2). (2)
Recall that by Lemma 1, permutation sums are of the form x =
∑n
i=1 vi ◦ pi−1i where
pii : supp(vi) → D are injections. We now associate each injective function pi : S → D with
the simple histogram Hpi over S defined as
Hpi(α, β)
def=
{
1 if β = pi(α)
0 otherwise
Notice that conversely, each simple histogram H : S × D → D provides a unique injection
piH : S → D satisfying H(α, piH(α)) = 1 for every α ∈ S. So, HpiH = H. The next lemma
makes the connection between histograms and permutation sums .
I Lemma 5. Let v be a vector and pi : supp(v)→ D injective. Then v ◦ pi−1 = eval(v, Hpi).
Proof. If pi(α) = β then v ◦ pi−1(β) = v(α) = ∑α′∈S v(α′)H(α′, β) = eval(v, H)(β) where
the second equation holds because H is simple. If pi(α) 6= β for all α then v ◦ pi−1(β) = 0 =∑
α∈S v(α) · 0 = eval(v, H)(β). J
I Lemma 6. Let v be a vector. A vector x is a permutation sum of {v} if, and only if,
there exists a histogram H over supp(v) such that x = eval(v, H).
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Proof. Assume first that x is a permutation sum of {v}. Then there are permutations
θ1, . . . , θn such that x =
∑n
j=1 v ◦ θj . By Lemma 1, x =
∑n
j=1 v ◦ pi−1j for injections
pij : supp(v) → D. From Lemma 5 we derive x =
∑n
j=1 eval(v, Hpij ) and by Equation (2)
the histogram H def=
∑n
j=1Hpij satisfies x = eval(v, H).
Conversely, let us assume that there exists an histogram H over supp(v) such that x =
eval(v, H). Theorem 3 shows that H can be decomposed as H =
∑n
j=1Hj where Hj are
simple histograms over supp(v). From Equation (2) it follows that x =
∑n
j=1 eval(v, Hj),
and since all Hj are simple, there are injections pi1, . . . , pin with Hj = Hpij . The claim thus
follows by Lemma 5 and Lemma 1. J
We now show how to bound the supports of histogramsHv such that x =
∑
v∈V eval(v, H)
with respect to x and V .
I Theorem 7. If x is a permutation sum of V then x =
∑
v∈V eval(v, Hv) where for
each vector v ∈ V , Hv is a histogram over supp(v), and |
⋃
v∈V supp(Hv)| is bounded by
|supp(x)|+ 1 +∑v∈V (2|supp(v)| − 1).
Proof. Any permutation sum of V is a sum x =
∑
v∈V xv, where each xv is a permutation
sum of {v}. So the existence of histograms Hv with xv = eval(v, Hv) is guaranteed by
Lemma 6.
For each histogram Hv we write nv for its degree and define the set of big data values as
Bv
def=
β ∈ D | ∑
α∈supp(v)
Hv(α, β) >
nv
2
 .
We can estimate the cardinality of Bv by |Bv| ≤ 2|supp(v)| − 1. Indeed, if Bv is empty, the
property is immediate. Otherwise, we have
∑
β∈Bv
∑
α∈supp(v)Hv(α, β) > |Bv|nv2 . We also
have
∑
β∈Bv
∑
α∈supp(v)Hv(α, β) ≤
∑
α∈supp(v)
∑
β∈DHv(α, β) = |supp(v)| · nv. Therefore,
|Bv| ≤ 2|supp(v)| − 1 holds.
To provide the bound claimed in the theorem, suppose that the histograms Hv are chosen
such that their combined support T def=
⋃
v∈V supp(Hv) is minimal. We show that this set
cannot have more than |supp(x)| + 1 +∑v∈V (2|supp(v)| − 1) elements, which implies the
claim.
Suppose towards a contradiction that |T| exceeds this bound. Then it must contain two
distinct elements β1 and β2 that are both not in
⋃
v∈V Bv nor in supp(x). Notice that the
first condition, that β1, β2 are not big in any histogram Hv guarantees that∑
α∈supp(v)
Hv(α, β1) +
∑
α∈supp(v)
Hv(α, β2) ≤ nv for all v ∈ V. (3)
Based on β1 and β2 we introduce, for each v ∈ V , the function Fv : supp(v)× D→ N as
Fv(α, β) =

Hv(α, β1) +Hv(α, β2) if β = β1
0 if β = β2
Hv(α, β) otherwise.
Then for any α ∈ supp(v) we have ∑β∈D Fv(α, β) = nv and moreover, by Equation (3), we
have
∑
α∈supp(v) Fv(α, β1) ≤ nv. So Fv is a histogram over supp(v) of degree nv. We claim
that ∑
v∈V
eval(v, Fv) =
∑
v∈V
eval(v, Hv).
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Indeed, Fv trivially satisfies eval(v, Hv) = eval(v, Fv) for all data except of β1 and β2. Thus
x(β) =
(∑
v∈V
xv
)
(β) =
(∑
v∈V
eval(v, Fv)
)
(β) for all β 6∈ {β1, β2}.
Moreover, β2 6∈ supp(x) so x(β2) = 0. On the other hand
(∑
v∈V eval(v, Fv)
)
(β2) = 0 as
for every v it holds that eval(v, Fv)(β2) = 0. Finally, β1 6∈ supp(x) so x(β1) = 0. On the
other hand(∑
v∈V
eval(v, Fv)
)
(β1) =
(∑
v∈V
eval(v, Hv)
)
(β1) +
(∑
v∈V
eval(v, Hv)
)
(β2)
=
(∑
v∈V
xv
)
(β1) +
(∑
v∈V
xv
)
(β2) = x(β1) + x(β2) = 0 + 0 = 0.
We conclude that x =
∑
v∈V eval(v, Fv). But this contradicts the minimality of |T| as
it strictly includes
⋃
v∈V supp(Fv) = T \ {β2}. J
I Corollary 8. The Expressibility problem for data vectors with values in (Zd,+) is NP-
complete.
Proof. We show the upper bound only, as a matching lower bound holds already for singleton
domains D, where the problem is equivalent to the feasibility of integer linear programs.
By Theorem 7, positive instances imply the existence of histogramsHv over supp(v), with
polynomially bounded support, with x =
∑
v∈V eval(v, Hv). By Lemma 6, the existence of
such histograms is also a sufficient condition for x to be a permutation sum of V .
Due to the bound from Theorem 7, the histogram conditions as well as the condition
that x =
∑
v∈V eval(v, Hv) can be expressed as a system of linear constraints with polyno-
mially many inequalities and unknowns, which has a non-negative integer solution iff these
conditions are satisfied. The claim thus follows from standard results for integer linear
programming. J
5 Reversibility
In this section we consider data vectors v : D → G where (G,+) is a commutative group.
In this case the set of all vectors is itself a commutative group with identity 0. We write
−v for the inverse of vector v and v−w def= v+ (−w).
I Definition 9. A vector x : D → G is reversible in V if both x and −x are permutation
sums of V . A set of vectors V is reversible if every vector v ∈ V is reversible in V .
We will provide in this section a way to reduce the Expressibility problem to the mem-
bership problems in finitely generated subgroups of (G,+), assuming the given set of data
vectors is reversible. This result stated as Theorem 15. We also show (as Theorem 11), that
checking the reversibility condition amounts to solving a finite linear system over (G,+).
Our constructions are based on the homomorphism weight, which projects data vectors
into the underlying group: the weight of a vector v : D→ G is the element of G defined as
weight(x) def=
∑
α∈D
x(α).
For a set V of data vectors define weight(V ) def= {weight(v) | v ∈ V }.
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In addition we introduce some useful notation. Fix any total order on D. The rotation
of a finite set S ⊆ D is the permutation rotateS : D→ D defined as
rotateS(α)
def=

min{S}, if α = max{S}
min{β ∈ S | β > α}, if max{S} 6= α ∈ S
α, if α /∈ S.
This allows to express for instance the vector v ◦ rotate{α,β}, which results from the
vector v by exchanging the values of α and β. Clearly, for any finite set S ⊆ D, the |S|-fold
composition of rotateS with itself is the identity on D.
Finally, we introduce vectors rotS(v) : D→ Zd as
rotS(v)
def=
|S|−1∑
i=0
v ◦ rotateiS
where v is a data vector, supp(v) ⊆ S ⊆ D is finite, and the superscripts denote i-fold
iteration. It is the result of summing up all different S-rotations of v. This vector is useful
because it is a permutation sum of v that “equalizes” all values for α ∈ S to weight(v), as
stated in the proposition below.
I Proposition 10. Let v : D→ G be a data vector and S ⊆ D finite such that supp(v) ⊆ S.
1. rotS(v) is a permutation sum of {v}.
2. rotS(v)(α) = weight(v) if α ∈ S and rotS(v)(α) = 0 if α /∈ S.
Identifying Reversible Sets of Vectors
I Theorem 11. Let V be a set of data vectors and x ∈ V . Then x is reversible in V if, and
only if, weight(x) is reversible in weight(V ), i.e., there exist v1,v2, . . . ,vn ∈ V such that
−weight(x) = ∑ni=1 weight(vi).
Proof of Theorem 11. For the only if direction we need to show that if −x = ∑ni=1 vi ◦ θi
for vectors vi ∈ V and permutations θi : D → D. Since weight is a homeomorphism we
observe that −weight(x) is expressible as a sum∑ji=1 weight(wi), where wi ∈ V . The claim
follows from the fact that weight(vi ◦ θi) = weight(vi) for all vi : D→ G.
For the opposite direction assume vectors v1,v2, . . . ,vn ∈ V such that −weight(x) =∑n
j=1 weight(vj) and let S
def=
⋃n
i=1 supp(vi). First, we aim to show that
−rotS(x) =
n∑
j=1
rotS(vj), (4)
that is, −rotS(x)(α) =
∑n
j=1 rotS(vj)(α) for all α ∈ D. As x ∈ V , by definition of rotS(x),
this trivially holds for α /∈ S. For the remaining α ∈ S, note that by point 2 of Proposition 10
we have rotS(v)(α) = weight(v) for any v ∈ V . In particular this holds for x and all vj.
So,
−rotS(x)(α) = −weight(x) =
n∑
j=1
weight(vj) =
n∑
j=1
rotS(vj)(α) (5)
which proves Equation (4). Unfolding the definition of rotS(x) we therefore see that
− rotS(x) = −
x+ |S|−1∑
i=1
x ◦ rotateiS
 = n∑
j=1
rotS(vj)
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and consequently that −x = (∑|S|−1i=1 x◦ rotateiS)+∑nj=1 rotS(vj). Now, (∑|S|−1i=1 x◦ rotateiS)
is clearly a permutation sum of {x} and thus also of V . By point 1 of Proposition 10, also∑n
j=1 rotS(vj) is a permutation sum of V . We conclude that −x is a permutation sum of
V and therefore that x is reversible in V . J
I Corollary 12. Let d ∈ N and V a finite set of vectors v : D→ Zd. There is a polynomial
time procedure that checks if V is reversible.
Proof. By Theorem 11, it suffices to verify for all v ∈ V that −weight(v) is the sum of
elements in weight(V ). In other words, we need to check for an element h of a finite set
H = {h1, . . . , hk} ⊆ Zd, that there exist n1, . . . , nk ∈ N with −h = n1h1 + · · ·+ nkhk.
We show that the condition above is satisfied if, and only if, there exists λ1, . . . , λk ∈ Q≥0
such that −h = λ1h1 + · · ·+ λkhk. The “only if” direction is immediate. For the converse,
assume factors λ1, . . . , λk ∈ Q≥0 such that −h = λ1h1 + · · ·+ λkhk. There exists a positive
integer p such that pλj ∈ N for every j and thus −h = (pλ1)h1 + · · ·+ (pλk)hk + (p− 1)h.
We have proved the claim.
Now, checking if −h = λ1h1 + · · ·+ λkhk has a solution in the non-negative rationals is
doable in polynomial time using linear programming [3]. J
Solving Expressibility in Reversible Sets of Vectors
In the remainder of this subsection we proof Theorem 15. We start with a lemma. All
constructions in this section assume maxv∈V |supp(v)| < |D|, that there exists at least one
fresh datum in the domain.
We first prove that some special data vectors are permutation sums of V . Those vectors
are defined by introducing for every element g ∈ G and every data value α ∈ D, the data
vector Jα 7→ gK defined for every β ∈ D by:
Jα 7→ gK(β) def= {g if β = α
0 otherwise
I Lemma 13. Let V be a finite set of data vectors such that
⋃
v∈V supp(v) ( D. Then,Jβ 7→ gK is a permutation sum of V for every g in the subgroup of (G,+) generated by
weight(V ), and for every β ∈ D.
Proof. Since g is in the subgroup generated by weight(V ), there exist a sequences v1, . . . ,vn
of elements in V such that:
g =
n∑
j=1
weight(vj)
Consider now the vector x def=
∑n
j=1 vj. It has three relevant properties:
1. it is a permutation sum of V ,
2. its support is contained in
⋃
v∈V supp(v), and
3. it satisfies g = weight(x).
By point 2 and the assumption that the combined support
⋃
v∈V supp(v) is strictly included
in D, we can pick some α 6∈ supp(x). Let S,T ⊆ D be defined as
S def= supp(x) and T def= supp(x) ∪ {α}
Then by Proposition 10 point 1, both rotS(x) and and rotT(x) are permutation sums of V .
Since V is reversible, so is the inverse −rotS(x). It remains to observe thatJα 7→ gK = rotT(x)− rotS(x).
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Indeed, for all δ /∈ T we have Jα 7→ gK(δ) = rotS(x)(δ) = rotT(x)(δ) = 0. For all δ ∈ S, by
Proposition 10 point 2, it holds that rotS(x)(δ) = rotT(x)(δ) = weight(x) = g and therefore
that Jα 7→ gK(δ) = rotS(x)(δ)−rotT(x)(δ) = g−g = 0. For the last case that δ = α ∈ T\S,
again by Proposition 10 point 2, we have Jα 7→ gK(δ) = rotS(x)(δ)−rotT(x)(δ) = g−0 = g.
Now, the vector Jβ 7→ gK = Jα 7→ gK ◦ rotate{α,β} which completes the proof J
I Lemma 14. Let V be a finite, reversible set of data vectors such that
⋃
v∈V supp(v) ( D.
The data vector Jα 7→ gK− Jβ 7→ gK is a permutation sumof V for every g in the subgroup of
(G,+) generated by {v(δ) | δ ∈ D, v ∈ V }, and for every α, β ∈ D.
Proof. Let T def=
⋃
v∈V supp(v) and assume w.l.o.g. that α 6= β since otherwise the claim is
trivial. It suffices to show the claim for α ∈ T and β 6∈ T.
We first show that there exists a data vector x that is a permutation sum of V such that
x(α) = g and such that supp(x) ⊆ T. Since g is in the subgroup generated by {v(δ) | δ ∈
D, v ∈ V }, there exist vectors v1, . . . ,vn ∈ V and data values δ1, . . . , δn ∈ D such that:
g =
n∑
j=1
vj(δj).
We can assume without loss of generality that vj(δj) are not equal to zero and hence δj ∈ T.
Let θj
def= rotate{α,δj} : D→ D be the permutation that exchanges α and δj and consider
the vector x, defined as follows.
x =
n∑
j=1
vj ◦ θj
Observe that x is a permutation sum of V and x(α) = g as it was required. Moreover, since
δj , α ∈ T, we deduce that supp(vj ◦ θj) is included in T and therefore that supp(x) ⊆ T.
To show the claim, let θ def= rotate{α,β} be the permutation that swaps α and β and
consider the vector
y def= x− x ◦ θ.
For all δ ∈ D \ {α, β} we get y(δ) = x(δ) − x(θ(δ)) = x(δ) − x(δ) = 0. Moreover, y(α) =
x(α)−x(θ(α)) = g−x(β) = g, similarly y(β) = −g. We concluding that y is a permutation
sum of V and y = Jα 7→ gK− Jβ 7→ gK. J
We can now prove our main theorem.
I Theorem 15. Let V be a finite, reversible set of data vectors with
⋃
v∈V supp(v) ( D. A
data vector x is a permutation sum of V if, and only if, the following two conditions hold.
weight(x) is in the subgroup of (G,+) generated by {weight(v) | v ∈ V }, and
x(α) is in the subgroup of (G,+) generated by {v(δ) | δ ∈ D, v ∈ V } for every α ∈ D.
Proof. If x is a permutation sum of V there exists a sequence v1, . . . ,vn of data vectors in
V and a sequence θ1, . . . , θn of data permutations such that x =
∑n
j=1 vj ◦ θj . We derive
that weight(x) =
∑n
j=1 weight(vj ◦ θj). Since weight(vj ◦ θj) = weight(vj), it follows that
weight(x) is in the group generated by weight(V ). Moreover, for every α ∈ D, we have
x(α) =
∑n
j=1 vj(θj(α)). Thus x(α) is in the group generated by {v(δ) | δ ∈ D, v ∈ V }.
For the converse direction, assume that x is a data vector satisfying the two conditions.
We pick δ ∈ D. From condition 2 and Lemma 14 we derive that for every α ∈ supp(x),
the data vector Jα 7→ x(α)K − Jδ 7→ x(α)K is a permutation sum of V . It follows that the
y def=
∑
α∈supp(x) (Jα 7→ x(α)K− Jδ 7→ x(α)K) is a permutation sum of V . Notice that this
vector is equal to x− Jδ 7→ weight(x)K. By condition 1, Lemma 13 applies and implies thatJδ 7→ weight(x)K is a permutation sum of V . So, x must be a permutation sum of V . J
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I Corollary 16. Let D be infinite, d ∈ N, and V a finite, reversible set of vectors v : D→ Zd.
There is a polynomial time procedure that determines if a given target vector x : D→ Zd is
a permutation sum of V .
I Remark 17. To motivate the freshness assumption,
⋃
v∈V supp(v) ⊆ D consider the fol-
lowing example, which shows that the two conditions in the claim of Theorem 15 are not
necessarily sufficient on its own.
D is the finite set {α1, . . . , αk} where α1, . . . , αk are distinct and k ≥ 2. Assume that
there exists m ∈ G such that k ·m 6= 0. We introduce V = {v,−v} where v = Jα1 7→ mK +
· · · + Jαk 7→ mK and x = Jα1 7→ (k ·m)K. Observe that x satisfies the two conditions of
Theorem 15. Assume by contradiction that x is a permutation sum of V . Since v ◦ θ = v
for every data permutation θ it follows that x = z · v for some z ∈ Z. Thus 0 = x(α2) =
z · v(α2) = z ·m, and k ·m = x(α1) = z · v(α1) = z ·m. Hence k ·m = 0 and we get a
contradiction. Hence x is not a permutation sum of V .
6 Applications
6.1 Unordered data Petri nets
Unordered data nets extend the classical model of Petri nets by allowing each token to carry
a datum from a countable set D. We recall the definition from [33, 32]. A multiset over some
set X is a functionM : X → N. The set X⊕ of all multisets over X is ordered pointwise, and
the multiset union of M,M ′ ∈ X⊕ is (M ⊕M ′) ∈ X⊕ with (M ⊕M ′)(α) def= M(α) +M ′(α)
for all α ∈ X. If M ≥ M ′, then the multiset difference (M 	M ′) is defined as the unique
X ∈ X⊕ with M = M ′ ⊕X.
I Definition 18. An unordered Petri data net (UPDN) over domain D is a tuple (P, T, F )
where P is a finite set of places, T is a finite set of transitions disjoint from P , and
F : (P × T ) ∪ (T × P )→ Var⊕ is a flow function that assigns each place p ∈ P and trans-
ition t ∈ T a multiset of over variables in Var .
A marking is a functionM : P → D⊕. Intuitively,M(p)(α) denotes the number of tokens
of type α in place p. A transition t is enabled in marking M with mode σ if σ : Var → D is
an injection such that σ(F (p, t)) ≤ M(p) for all p ∈ P . There is a step M −→ M ′ between
markings M and M ′ if there exists t and σ such that t is enabled in M with mode σ, and
for all p ∈ P ,
M ′(p) = M(p)	 σ(F (p, t))⊕ σ(F (t, p)).
The transitive and reflexive closure of −→ is written as ∗−→.
Notice that UDPN are a generalization of ordinary P/T nets, which have only one type of
token, i.e. D = {•}.
The decidability status of the reachability problem for UDPN, which asks if M ∗−→ M ′
holds for given markings M,M ′ in a given UDPN, is currently open. We will discuss here a
necessary condition for positive instances, an invariant sometimes called state equations in
the Petri net literature.
First, notice that markings in UDPN can be seen as data vectors over the monoid (Zd,+).
For any markingM and place p, M(p) is a multiset over D, i.e. a data vectorM(p) : D→ N.
Markings are therefore isomorphic to data vectors M : D→ Nd, where d = |P |.
Similarly, flow function provides multisets F (p, t) and F (t, p) over the variables Var , so we
can associate to each transition t the corresponding data vectors F (•, t) and F (t, •) : Var → Nd,
defined as F (•, t)(x) def= [F (p1, t)(x), F (p2, t)(x) . . . F (p|P |, t)(x)] and analogously, F (t, •)(x) def=
14 Linear Combinations of Unordered Data Vectors
[F (t, p1)(x), F (t, p2)(x) . . . F (t, p|P |)(x)]. Further, the deplacement ∆(t) of transition t is
∆(t) def= F (t, •)− F (•, t), which is a function ∆(t) : Var → Zd over (Zd,+). Now, M −→M ′
iff there is a transition t and injection σ : Var → D such that M − F (•, t) ◦ σ−1 ≥ 0 and
M ′ = M + ∆(t) ◦ σ−1. A necessary condition for reachability can thus be formulated as
follows.
I Proposition 19. If M ∗−→ M ′ then there exists a sequence t1, t2, . . . , tk ∈ T of transitions
and a sequence σ1, σ2, . . . , σk of injections such that M ′ −M =
∑k
i+1 ∆(ti) ◦ σ−1.
We say markings M and M ′ satisfy the state-equation, if there are transitions and
injections satisfy the condition above. A direct consequence of Corollary 8 is that one can
check this condition in NP.
I Theorem 20. There is an NP algorithm that checks if for any two markings of a UPDN
satisfy the state equation.
The complexity of checking state equations for UDPN thus matches that of the same problem
for ordinary Petri nets (via linear programming).
For UDPN where the set of transition effects is itself reversible, Expressibility can even
be decided in polynomial time.
I Theorem 21. Let (P, T, F ) be a UDPN such that {∆(t) | t ∈ T ′} is reversible. Checking
if two markings satisfy the state equation is in P.
This directly follows from Corollary 16. Notice that this reversibility condition on the
transition effects is a fairly natural condion. For instance, if a UDPN is reversible in the usual
Petri net parlance, i.e., if its reachability relation ∗−→ is symmetric, then the set {∆(t) | t ∈ T}
is reversible in the sense of Definition 9. Indeed, otherwise there must be some t′ ∈ T where
−∆(t′) is not a permutation sum of {∆(t) | t ∈ T}. So there are markings M,M ′ and
injection σ with M ′ = M + ∆(t′) ◦ σ−1 and M ′ 6 ∗−→M .
Finally, we remark that by Corollary 12, we can in polynomial time check if a given
UDPN satisfies the reversibility condition.
6.2 Blind Counter Automata
Blind counter automata [15] are finite automata equipped with a number of registers that
store integer values and which can be independently incremented or decremented in each
step. These systems correspond to vector addition systems with states (VASS) over the
integers [16], where transitions are always enabled. The model can be equipped with data
in a natural way.
I Definition 22. An unordered data blind counter automaton is given by a finite labelled
transition system A def= (Q,E,L) where edges in E are labelled by the function L with data
vectors in D→ Zk.
A configuration of the automaton is a pair (q,v) where q ∈ Q is a state and v ∈ D→ Zk.
There is a step (q, f) e−→ (q′,g) between two configurations (q, f), (q′,g) if e = (q, q′) ∈ E and
g = f + L((q, q′)) ◦ θ for a permutation θ : D→ D. The reachability relation is a transitive
closure of the step relation and we denote it by ∗−→. Finally, a sequence of configurations
and transitions of a form (q0,x0)
e1−→ (q1,x1) e2−→ . . . en−→ (qn,xn) we call a path.
I Theorem 23. The reachability problem for an unordered data blind counters automaton
can be solved in NP .
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Proof. (Sketch). Any path Π from some initial configuration (q0,x0) to some final config-
uration (qf ,xf ) can be described as a skeleton path S of length at most |Q|2 and a multiset
C of simple cycles connected to it (like in [5, 23]). The key properties of the skeleton path
are:
it uses transitions from the path Π,
it visits every state that is visited by Π,
it starts in (q0,x0) and ends in (qf ,x) where x is some data vector,
its length is bounded by |Q|2.
The fact that multiset of edges can be decomposed into a set of cycles is equivalent to
the condition that for every state the number of incoming edges is equal to the number of
outgoing edges in C. Having above we first guess a skeleton path S and next we solve a
system of linear inequalities which binds the usage of different simple cycles with the desired
effect of them.
Precisely, the algorithm first introduces |Q| additional counters to our automaton and
for every edge (p, q) we change label of it to Lnew(p, q)
def= (v+vp,q,γ) where γ is a fresh data
value and vp,q,γ is a data vector such that:
vp,q,γ(d)(α) =

1 if d = q and α = γ
−1 if d = p and α = γ
0 otherwise.
Now we guess the skeleton path, and in addition an instantiations of labels taken along
the edges of the skeleton path. Suppose that the skeleton path is q0
e1−→ q1 e2−→ . . . en−→ qf
and the instantiations labels looks as follows L(e1) ◦ θ1, L(e2) ◦ θ2, . . . , L(en) ◦ θn. Let S
denote a set of states visited by the skeleton path. Now, what remains it to calculate the
number of occurrence of edges taken in the cyclic part of our path or in other words we need
to express
x− x0 −
(
n∑
i=1
L(ei) ◦ θi
)
as a sum
∑
j=1 vj ◦ θj where vj are labels of edges starting in S. This is an instance of the
expressibility problem for data vectors over (Zd,+), which is solvable in NP by Corollary 8.
To conclude, positive instances of the reachability problem are witnessed by a skeleton path,
and a solution for the resulting instance of the expressibility problem, where the base vectors
are labels of edges starting in states visited by the skeleton path. J
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