Our aim in this paper is to develop a Bayesian framework for matching hierarchical relational models. Such models are widespread in computer vision. The framework that we adopt for this study is provided by iterative discrete relaxation. Here the aim is to assign the discrete matches so as to optimise a global cost function that draws information concerning the consistency of match from dierent levels of the hierarchy. Our Bayesian development naturally distinguishes between intra-level and inter-level constraints. This allows the impact of reassigning a match to be assessed not only at its own (or peer) level of representation, but also upon its parents and children in the hierarchy. We illustrate the eectiveness of the technique in the matching of line-segment groupings in synthetic aperture radar (SAR) images of rural scenes. Ó
Introduction
Hierarchical graphical structures are of critical importance in the interpretation of sensory or perceptual data. For instance, following the in¯uential work of Marr (1982) there have been sustained efforts directed at eectively organising and processing hierarchical information in vision systems. There are a plethora of concrete examples which include pyramidal hierarchies (Gidas, 1989) that are concerned with multi-resolution information processing and conceptual hierarchies (Henderson, 1990; Sengupta and Boyer, 1995a,b) which are concerned with processing at dierent levels of abstraction. Key to the development of techniques for hierarchical information processing is the desire to exploit not only the intra-level constraints applying at the individual levels of representation but also inter-level constraints operating between dierent levels of the hierarchy. If used eectively these interlevel constraints can be brought to bear on the interpretation of uncertain image entities in such a way as to improve the ®delity of interpretation achieved by single-level means. Viewed as an additional information source, inter-level constraints can be used to resolve ambiguities that would persist if single-level constraints alone were used.
In the connectionist literature graphical structures have been widely used to represent probabilistic causation in hierarchical systems (Spiegelhalter and Lauritzen, 1990; Smyth et al., 1997; Heckerman and Breese, 1996) . Although this literature has provided a powerful battery of techniques, they have proved to be of limited use in practical sensory processing systems. The main www.elsevier.nl/locate/patrec Pattern Recognition Letters 20 (1999 reason for this is that the underpinning independence assumptions and the resulting restrictions on graph topology are rarely realised in practice. In particular there are severe technical problems in dealing with structures that contain loops or are not tree-like. One way to overcome this diculty is to edit intractable structures to produce tractable ones (Meila and Jordan, 1997) . However, this is an inherently fragile process (Meila and Jordan, 1997) .
In this paper we present an alternative methodology which oers a compromise between essentially heuristic consistent labelling methods (Henderson, 1990) and the more rigourous probabilistic graphical models which are based on inexible independence assumptions that have proved dicult to realise in practice (Smyth et al., 1997; Pearl, 1988) . Rather than making probabilistic inference by propagating causation, we aim to compare the consistency of labelled hierarchical graphs. Our motivation draws from our previously published work on matching single-level graph structures. Here we demonstrated how a Bayesian relational consistency measure could be used to both match and edit graphical structures which have been subjected to considerable corruption . Underpinning this discrete relaxation framework is a simple model of memoryless matching errors. As a consequence, consistency is gauged by a family of exponential probability distributions over the Hamming distances between relational units in the graphs under match.
Our aim in this paper is to extend this discrete relaxation framework to hierarchical graphical structures. We commence by augmenting our label-error process to model the violation of both inter-level and intra-level constraints. These two sets of constraints have distinct probability distributions. Because we are concerned with directly comparing the topology of graphical structures rather than propagating causation, the resulting framework is not restricted by the topology of the hierarchy. In particular, we illustrate the eectiveness of the method on amoral graphs (i.e., graphs containing ®rst-order cycles as shown in Fig. 1 ) used to represent scene-structure in an image interpretation problem. This is a heterogeneous structure (Davis and Henderson, 1981; Henderson, 1990; Qian and Ehrich, 1990) in which dierent label types and dierent classes of constraint operate at dierent levels of abstraction. This is to be contrasted with the more familiar pyramidal hierarchy which is eectively homogeneous (Cohen and Cooper, 1987; Gidas, 1989 ). Since we are dealing with discrete entities interlevel information communication is via a symbolic interpretation of the objects under consideration.
The outline of this paper is as follows. In Section 2 we establish our Bayesian framework for discrete relaxation. Section 3 describes how the matching of a line hierarchy can be mapped into our discrete relaxation algorithm. This section also presents some experiments involving the matching of ®eld boundaries in synthetic aperture radar (SAR) images against digital map data. Finally Section 4 provides some conclusions.
Hierarchical consistency
In this section we develop the theoretical framework for graph matching using hierarchical discrete relaxation. We commence by providing some formalism for representing the graphs under match and the constraint dictionaries used to gauge consistency. Once the formalism is at hand, we provide Bayesian viewpoint for matching pairs of hierarchically structured graphs. The framework distinguishes between inter-level and intra-level constraints. We consider in turn how each set of constraints can be modelled.
Formalism
The vertical structure that we consider in this paper is a subsumption hierarchy. In general, the upper levels of such a hierarchy are more sparsely populated than the lower levels, due to the amalgamation of scene structure into higher-level relational units. We begin by establishing a formalism to describe the underlying hierarchy which is based on homogeneity of object-types within individual levels and heterogeneity between levels. Because of the subsumption process, all objects at one level are entirely constructed from units in the level below. In other words, detail is subsumed at the higher levels, but no new features are introduced. It should be noted that the structure is not a moral one since children may have multiple parentage.
The hierarchy consists of a number of levels, each containing objects which are fully described by their children at the level below. Formally each level is described by an attributed relational graph
with L being the index-set of levels in the hierarchy; the indices t and b are used to denote the top and bottom levels of the hierarchy, respectively. According to our notation for level l of the hierarchy, l is the set of nodes, i l the set of intra-level edges and X l fx l u Vu P l g is a set of unary attributes residing on the nodes. The children or descendents which form the representation of an element j at a lower level are denoted by D j . In other words, if u lÀ1 is in D j then there is a link in the hierarchy between element j at level l and element u at level l À 1. According to our assumptions, the elements of D j are drawn exclusively from lÀ1 . Finally, we denote the set of parents of the node j by e j . The hierarchical structure is static during the matching process. That is to say we make no attempt to edit its connectivity structure.
Constraint dictionaries
The goal of performing relaxation operations is to ®nd the match between scene graph q 1 and model graph q 2 . At each individual level of the hierarchy this match is represented by a mapping function f l Vl P v, where
In performing the matches of the nodes in the data graph q 1 we will be interested in exploiting structural constraints provided by the model graph q 2 . These constraints are purely symbolic in nature and are represented by con®gurations of matched labels drawn from the model graph. We use representational units or subgraphs that consist of neighbourhoods of nodes interconnected by arcs. For convenience we refer to these structural subunits or N-ary relations as super-cliques. At a particular level in the hierarchy each super-clique is indexed by its centre object. The super-clique of the node indexed j at the level l in the graph q 1 with arc-set i 
Our aim is to modify the match to optimise a measure of global consistency with the constraints provided by the model graph q 2 . The constraints available to us are provided by the N-ary symbol relations on the super-cliques of the model graph q 2 . The critical ingredient in developing our matching scheme is the set of feasible mappings between each super-clique of graph q 1 and those of graph q 2 . The set of feasible mappings, or dictionary, for the super-clique g l j is denoted by H l j fg where i fj j iY j P i l 2 g. Each element S of H l j , is therefore a relation formed on the nodes of the model graph; we denote such consistent relations by
Since the con®guration of symbols preserves the structural constraints between the edges at a particular level of representation, we refer to S as a structure-preserving mapping (SPM). The dictionary of feasible mappings for the super-clique g j consists of all the consistent relations that may be elicited from the graph q 2 . In practice these relations are formed by performing permutation of the non-centre nodes for each super-clique with the requisite number of dummy nodes. The number of dummy nodes is equal to the size dierence of the super-cliques being compared. We consider all possible combinations of padding insertions with the smaller super-clique. An example of this mapping process is shown in Fig. 2 . This process eectively models the disruption of the adjacency structure of the model graph caused by the addition of clutter elements. Since it is intrinsically symbolic in nature, the resulting dictionary is invariant to scene translations, scalings or rotations.
The idea that is central to this paper is to use hierarchical constraints. Within our dictionary representation these are most easily captured by partitioning the dictionaries according to the labelling allowed by the parents in the hierarchy. We therefore partition the dictionaries into sections so as to re¯ect the constraints provided by the consistent labellings on the parent level in the hierarchy. The idea is a simple one. We simply index each member of the dictionary H l j according to those consistent labelling Q of the parent node from which it can have been derived in the hierarchy. Let H l j be the set of dictionary items that can reside on the super-clique g l j when the parent node is assigned the dictionary item Q. With this notation the level l dictionary of the super-clique g l j is given by H l j PH l1 e j H l j . Note that the partitions are not necessarily disjoint since several dierent labellings of the level l 1 can result in the same labelling of level l. We will refer to one of the constraints belonging to a partition H l j as a hierarchy preserving mapping (HPM).
It is the size of the dictionary which poses the main computational bottleneck in the application of our matching scheme. For instance, if we are considering the matching of super-cliques of the same size, i.e., no padding is required, then there are j g l j j cyclic dictionary items of the super-clique g l j . If, on the other hand, the cyclicity constraint is lifted then there are j g l j j! items. When padding is introduced, then the complexity is increased. If the model-graph relation S is being compared with the match residing on the data-graph clique g l j , then there are
cyclic dictionary items and j j À13 j g l j j aj j À j g l j j3 non-cyclic dictionary items. As we shall demonstrate later, it is the size of the dictionary that determines the computational complexity of our matching algorithm. By partitioning the dictionary into hierarchical sections, we limit the amount of computation required at each level. On average the number of dictionary items contained in each partition is typically 1a j l j j H l j j.
Bayesian viewpoint
The development of a hierarchical consistency measure proceeds along a similar line to the singlelevel work of Wilson and Hancock (1997) . The quantity of interest is the MAP estimate for the mapping function f given the available unary attributes, i.e.,
That is to say we aim to ®nd the labelling of the hierarchy which has maximum probability given the available measurements. From the de®nition of conditional probability, we can write To commence our development of a practical decision rule, we assume that the available measurements are conditionally independent of one another given the current matching assignments. As a result, we can factorise the conditional measurement density pX l Vl P v j f l Vl P v over the set of nodes in the data-graph, i.e.,
The critical modelling ingredient in developing a discrete relaxation scheme from the above MAP criterion is the joint prior for the mapping function, i.e., f l Vl P v which represents the in¯u-ence of structural information on the matching process. The joint measurement density, pX l Vl P v, on the other hand is a ®xed property of the hierarchy and can be eliminated from further consideration (see Fig. 3 ).
Raw perceptual information resides on the lowest level of the hierarchy. Our task is to propagate this information upwards through the hierarchy. To commence our development, we assume that individual levels are conditionally dependent only on the immediately adjacent descendant and ancestor levels. This assumption allows the factorisation of the joint probability in a manner analogous to a Markav chain (Gidas, 1989 ). Since we wish to draw information from the bottom upwards, the factorisation commences from the highest level of labelling. The expression for the joint probability of the hierarchical labelling is
We can now focus our attention on the conditional probabilities f l1 j f l . These quantities express the probability of a labelling at the level l 1 given the previously de®ned labelling at the descendant level l. We develop tractable expressions for these probabilities by decomposing the hierarchical graph into convenient structural units. Here we build on the idea of decomposing singlelevel graphs into super-cliques that was successfully exploited in our previous work . However, in the hierarchical case the relational units are more complex since we must also consider the graph-structure conveyed by inter-level edges.
To proceed with our development we require a means of modelling the hierarchical prior f l j f lÀ1 . Since our hierarchy is immoral, i.e., there are ®rst-order cycles, the use of probabilistic independence assumptions is not feasible. There are two ways of proceeding under this en passe. The ®rst is to follow Meila and Jordan (1997) by moralising the hierarchy. Unfortunately, by doing this we discard information concerning the structure of the hierarchy. The second alternative is to adopt the more expedient approach adopted in our work on single single-level graphs . Here the super-clique matching probabilities are averaged to estimate the matching prior. We extend this idea by averaging the conditional matching probabilities f l1 j f l over the level l 1 super-cliques. If C l j & f l denotes the current match of the super-clique centred on the object j P l 1 then we write
In order to model this probability, we draw on the dictionary H l j of constraint relations or legal matchings for the super-cliques. The allowed mappings between the model graph and the data graph preserve the topology of the graph structure at a particular level of representation. It is important to note that we only explore those mappings which are topologically identical to the super-clique centred on object j. Since the set H l j is eectively the state-space of legal matching, we can apply the Bayes theorem to compute the conditional superclique probability in the following manner:
According to this expression, there are two distinct components to our model. The ®rst term C l j j Y f lÀ1 involves the comparison between our mapped realisation of the super-clique from graph q 1 , i.e., C l j , and the constraint relation or structure-preserving mapping S. The comparison is conditional on the match preassigned to the lower-level of the hierarchy f lÀ1 . The second term is the signi®cant one in evaluating the impact interlevel constraints on the labelling at the previous level. In this term the probability of the hypothesised mapping S is conditioned according to the match of the child level l. For this reason, we take the view that once we have hypothesised a particular mapping S from H l j , the mapping f lÀ1 provides us with no further information in assessing the probability C l j j Y f lÀ1 . In other words, the super-clique match C l j is conditionally independent of f lÀ1 and we may write the ®rst term as C l j j . Hence, this ®rst conditional probability models only intra-level constraints. With this simpli®cation, the expression for superclique matching probability is
The conditional matching probability now has a two-component structure in which the ®rst term depends on intra-level consistency and the second term depends on inter-level consistency.
Intra-level constraints
We now focus on modelling the intra-level constraints. Under the assumption of memoryless matching errors, the ®rst term may be factorised over the marginal probabilities for the assigned matches c In order to proceed we need to specify a probability distribution for the dierent matching possibilities. There are three cases. The ®rst case corresponds to the situation in which there is agreement between the current match and that demanded by the dictionary item S, i.e., c l i s i . The second case corresponds to matching disagreements, i.e., c l i T s i . The third case arises when the super-clique under consideration contains a dierent number of nodes than dictionary item S. In this case the smaller super-clique is padded-out with dummy nodes. As a result either c l i dummy or s i dummy. Assuming that dummy node insertions may be made with probability s and that matching errors occur with probability e , then we can write down the following distribution rule:
As a natural consequence of this distribution rule the joint conditional probability is a function of two physically meaningful variables. The ®rst of these is the Hamming distance r C l j Y between the assigned matching and the feasible relational mapping S. This quantity counts the number of con¯icts between the current matching assignment C j residing on the super-clique g l j and those assignments demanded by the relational mapping S. The second variable is the sum of the number of dummy nodes padding the data graph clique g l j which we denote by UC l j Y . This second quantity is equal to the size dierence between the structure preserving mapping S and the data graph clique g l j , i.e., UC v j Y k j À j g l j k. With these ingredients, the resulting expression for the joint conditional probability acquires an exponential character
Collecting together terms in the expression for C j j i and substituting for the joint priors for the dictionary items we obtain the following expression for the super-clique matching probability:
where u g l j 1 À e 1 À / jgjj . The two exponential constants appearing in the above expression are related to the matching-error probability and the null match probability, i.e., k e ln 1 À e e and k s ln 1 À e 1 À s s X
The second term in Eq. (7) is more subtle; it represents the conditional probability of the constraint relation S given a previously determined labelling at the child level. However, the constraint S is couched in terms of labels drawn from the current level l and not labels from level l À 1. This obstructs the direct comparison of S and f lÀ1 using the error process presented in the preceding section. We can reconcile this diculty by recalling that our level l À 1 dictionary is indexed according to the legal parent labellings. In other words if we apply the constraint S at level l, then only certain labellings of the child level are allowed. In other words if two nodes are matched at level l, then their children must also be matched to each other. It is these hierarchical mappings that lift the requirements for moralisation in our matching scheme, since they eectively encode potentially incestuous vertical relations.
To exploit the hierarchical indexation constraints, we commence by using the Bayes theorem to expand the conditional probability j f lÀ1 over the constraints belonging to the level l À 1 dictionary items H lÀ1 j that are allowed by the dictionary item S. As a result we write
We simplify matters by assuming that S is conditionally independent of f lÀ1 given Q. In consequence
Traditionally, dictionary-based hierarchical schemes have operated by using a labelling determined at a preceding level to prune the dictionary set by elimination of vertically inconsistent items (Henderson, 1990) . This rather crude model could easily be incorporated into our scheme by setting j f lÀ1 equal to unity for consistent items and to zero for those which are inconsistent. However, we propose a dierent approach; by adopting the same kind of label distribution used in Eq. (9) we can grade the constraint relations according to their consistency with the match at level l À 1, i.e., f lÀ1 . Suppose that fq i Vi P D j g. Our model of hierarchical consistency is developed by factorising over the child nodes q i P in the following manner:
The conditional probabilities are assigned by a reapplication of the distribution rule given in Eq. (9), i.e.,
Collecting together terms as before, the distribution rule leads to the following conditional probability:
All that now remains is to provide a model for the conditional probability j . Here we adopt a simple uniform distribution model. The available probability mass is distributed over the partitions of the dictionary according to their size. As a result we write
Hierarchical labelling rule
The various simpli®cations can be assembled along the lines outlined in to develop a discrete update rule for matching the two hierarchical structures. The MAP update decision depends only on the label con®gurations residing on levels l À 1, l and l 1 together with the measurements residing on level l. Speci®cally, the level l matching con®guration satis®es the condition
Here consistency of match between levels l and l À l of the hierarchy is gauged by the quantity
It is worth pointing out that the discrete relaxation scheme of Eq. (19) can be applied at any level in the hierarchy. In other words the process can be operated in top-down or bottom-up modes if required. Before proceeding we pause to consider the parametric complexity of the discrete relaxation process. Once the graphs are at hand, then the construction of dictionaries is purely concerned with exploring the permutation structure between the graph super-cliques. This is a process of combinatorics and is parameter free. The entire hierarchical constraint corruption process is controlled by just two free parameters s and e . The structural error probability s can be set to re¯ect the number of erroneous entities in the model graph. The label-error probability e can be set to re¯ect the number of label mis-assignments present at the initialisation step of the algorithm.
Matching SAR data
In our experimental evaluation of the discrete relaxation scheme we will focus on the matching of perceptual groupings of line-segments in radar images. Here the model graph is elicited from a digital map for the same area as the radar image. The line tokens extracted from the radar data correspond to hedges in the landscape. These are mapped as polygonal ®eld boundaries in the cartographic model. To support this application, we develop a hierarchical matching scheme based on line-segments and corner groupings.
Representation
The method used to extract these features from the radar images is explained in detail in . The processing steps used to establish the hierarchy are as follows: · We ®rst apply a line-detector to the raw images to enhance local intensity ridges. In the images under study, these originate from elevated features in the landscape and correspond to hedge-structures. · We ®t straight line-segments to the extracted ridge-features. · The lowest level of our hierarchy is established by constructing a Delaunay triangulation on the centre-points of the extracted line-segments. The edges of this graph indicate that pairs of line-segments are Delaunay neighbours. · Pairs of line-segments whose end-points are within a certain distance and whose opening angle is less than 120°are grouped together to form corners. · The second level of our hierarchy is a corner connectivity graph. The nodes in the graph are corners and edges indicate that pairs of corners share a common line-segment. Each corner therefore subsumes a pair of line-segments. · The relational units used in second level of the hierarchy are polygonal groupings of line-seg-ments. These are cycles in the corner connectivity graph. For instance, triangular faces are cycles involving three corners, quadrilaterals are four corner cycles and irregular pentagons are cycles of ®ve corners. The graph is the region adjacency graph for the polygons. Two polygons are connected by an edge if they share a common line-segment. This process of line grouping is illustrated in Fig. 4 . The thick lines represent line-segments. The circles are the centre-points of the lines used to seed the Delaunay triangulation. The dotted lines signify Delaunay adjacency relations. The black squares represent polygonal groupings of the line-segments. Finally, the thin solid lines represent polygonal adjacency relations.
The line-segment dictionary is found by constructing the set of cyclic permutations of the model-graph Delaunay neighbourhoods. We allow padding with zero, two and three dummy nodes. The dummy nodes are inserted singly and in groups between each pair of edges in each neighbourhood. The dictionary of polygonal groupings is constructed in an analogous manner. We perform cyclic permutations of the polygon adjacency graph with the requisite number of dummy nodes. The indexation of the dictionaries records the consistency of the line-segment permutation constraints and the polygonal adjacency constraints.
Armed with the dictionaries we can proceed to update matches by applying discrete updates to the hierarchical consistency criterion in Eq. (5). The strategy we use is to ®rst match the lines with a non-hierarchical criterion to obtain an initial labelling. Then we match the corner level in a bottom-up step. Finally the lines are re-matched using a top-down step.
The ®nal ingredient required to implement the hierarchical matching scheme is a model of the measurement density px l u j f l u. At the lowest level of the hierarchy, we use the angular-orientation as a single unary attribute to measure the similarity of lines. Suppose that h u is the orientation of the data-graph line indexed u and that h f u is the orientation of the model-line indexed f u. Furthermore suppose that the model and data line-sets are rotated by an angle Dh with respect to one another. Under the assumption that the angular errors in the line orientation are Gaussian
where r 2 is the variance of the angle measurements. This is used as a control parameter in the matching scheme. The measurement process at the polygonal grouping level of the hierarchy is assumed uniform. That is to say we can ignore the measurement density entering the decision rule since it is identical for all the objects being labelled.
Experimental results
We have experimented with the line-polygon hierarchy in the matching of ®eld patterns in SAR images. This problem exposes the technique to some of the diculties encountered real-world hierarchies, namely that the segmentation of realworld images into a hierarchical structure is a fragile process that is prone to error. Part of our motivation in adopting this data set is to provide direct comparison with our previously reported work . The tokens used in the matching process are line-segments that represent hedge-structures in a digital map. The lowest level of the hierarchy consists of linear ®eld boundaries. At the top level the token are polygons formed from the junctions between linetokens. In this example the matching application involves ®nding correspondences between linesegments extracted from the SAR data and their counterparts in a digital map. The data used in this study is shown in Fig. 5 . The raw image data used in this study is shown in Fig. 5(a) . The extracted line-segments are shown in Fig. 5(b) . The map used for matching is shown in Fig. 5(c) .
In order to conduct experiments under controlled noise conditions, we have extracted from the SAR only those line-segments for which a feasible match exists in the map model. In other words, all lines in the data have a matching line in the model. Corruption has then been added by deleting a certain number of lines in the data and re-inserting an identical number of lines at random positions and orientations. Fig. 6 shows examples of the line con®gurations used in the matching experiments. Table 1 provides a summary of the performance of the hierarchical matching of lines and corners. The results are summarised according to the level of added random corruption. The performance is summarised in terms of the fraction of line-segments matched correctly p c . For the purposes of comparison, the table also lists the corresponding fractions of nodes that are matched correctly by the single-level relaxation scheme described in . The main feature to note is that the hierarchical method out-performs the single-level method at low levels of structural corruption. However, at higher levels of corruption, the relative performance is poorer. This is attributable to the fragility of the grouping process needed to segment the line-corner hierarchy from the raw line-data. We have compared our hierarchical graph matching scheme with a probabilistic relaxation method (Finch et al., 1997) . Here we have explored the eect of deleting and re-inserting random linetokens from the raw input data. Our comparison is summarised in Fig. 7 which shows the fraction of the original graph correctly matched as a function of the fractional number of modi®ed lines; this fraction is de®ned to be number of modi®ed nodes: total number of nodes present. In the graph, the solid line represents the result obtained with the hierarchical matching method, while the dotdashed line shows the result obtained with the probabilistic relaxation scheme. For corruption levels as high as 70%, the hierarchical method consistently outperforms the probabilistic relaxation method. Moreover, it is not until the fractional corruption exceeds 20% that the hierarchical method admits any errors into the ®nal match. In fact, when the fractional corruption is as high as 50%, then 80% of the remaining graph is correctly matched. Once the fractional corruption exceeds this value, there is a rapid degradation in performance.
Conclusions
We have developed graph matching technique which is tailored to hierarchical relational descriptions. The key element is this development is to quantify the matching consistency using the concept of hierarchy preserving mappings between two graphs. Central to the development of this novel technique is the idea of computing the probability of a particular node match by drawing on the topologically allowed mappings of the child nodes in the hierarchy. Examination of a test case has shown that this method can disambiguate graphs which are ambiguous at one level of abstraction. Results on image data with lines and corners as graph nodes reveal that the technique is capable of matching perceptual groupings under moderate levels of corruption. In fact, the additional constraints provided by the hierarchy deliver improvements in matching accuracy over the techniques single-level counterpart.
At higher levels of structural corruption, the method oers no real performance advantages. In the example chosen, this is attributable to the fragility of the grouping process needed to segment the hierarchical structures used in matching from the raw image data. In our previous work , we have demonstrated that the problems caused by structural corruption could be ameliorated by adopting a graph edit process to remove clutter and, hence, rectify structural errors. We are currently considering how this methodology can be extended to hierarchical graph-structures. Preliminary results have recently been reported for a simple problem involving natural language processing (Myers and Hancock, to appear) . We are currently considering how the methodology can be extended to image-graphs.
