The abelian Higgs model on a compact Riemann surface Σ supports vortex solutions for any positive vortex number d ∈ Z. Moreover, the vortex moduli space for fixed d has long been known to be the symmetrized d-th power of Σ, in symbols, Sym d (Σ). This moduli space is Kähler with respect to the physically motivated metric whose geodesics describe slow vortex motion.
Introduction and results
Vortices in the abelian Higgs model on a Riemann surface Σ have been studied for a long time [1, 2, 3, 4, 5, 6, 7, 8] , and the vortex moduli space has also received much attention. In the so-called geodesic approximation [9, 10] the motion of vortices is described by geodesics on the moduli space, with respect to a physically motivated metric. The moduli space is Kähler with respect to this metric [5, 7] , and a semi-explicit, local formula for the moduli space metric was also obtained in [5] . Moreover, one can give an explicit description of the moduli space as a complex manifold: this is due to the result in [6] Here we are solely interested in the case where Σ is a compact Riemann surface. Then, viewing the moduli space as Sym d (Σ), one can use classical methods from the theory on compact Riemann surfaces to gain further insight into the structure of the moduli space. In particular, there is a version of the Abel-Jacobi map,
which maps the vortex moduli space into the Jacobian Jac(Σ) of the Riemann surface Σ. The image of AJ is generally a subvariety of Jac(Σ), and the fibres are complex projective spaces. The Abel-Jacobi map is particularly useful when studying vortices near the so-called Bradlow limit [6] . The Bradlow limit provides an upper bound on the number of vortices that can fit on a surface Σ of finite area. In the Bradlow limit vortices are fully dissolved, i.e. the Higgs field vanishes identically. Near the Bradlow limit the Higgs field magnitude is small and therefore vortices are very spread out objects. The smallness of the Higgs field magnitude suggests that one should expand interesting quantities, such as the moduli space metric, in terms of the Higgs field magnitude. The usefulness of the Abel-Jacobi map near the Bradlow limit is a consequence of the fact that in the strict Bradlow limit the vortex moduli space coincides with Jac(Σ). The moduli space metric in the Bradlow limit was recently shown in [11] to be the flat metric on the torus Jac(Σ). Near the Bradlow limit the fibres of AJ are metrically small, and the lowest order contribution to the moduli space metric is due to vortex motion in the image of AJ. This contribution was also worked out in [11] , and it was found to be degenerate at those p ∈ Jac(Σ) for which AJ −1 {p} has positive dimension. This leads to the question what contribution to the moduli space metric is due to vortex motion in the fibres of AJ. The answer to this question is our first theorem. Theorem 1. Let p ∈ Jac(Σ) be in the image of AJ, and let k ∈ N be such that AJ −1 {p} ∼ = CP k . Near the Bradlow limit the leading order contribution to the moduli space metric, restricted to AJ −1 {p}, is a multiple of the Fubini-Study metric on CP k .
This result generalizes the work of [12] , where vortices on CP 1 were studied near the Bradlow limit, and the moduli space metric was found to be a multiple of the Fubini-Study metric. Note that Sym d (CP 1 ) ∼ = CP d , and since the Jacobian of CP 1 is a point, the Abel-Jacobi map is trivial. Hence, the result of [12] is a special case of Theorem 1.
While Theorem 1 serves to alleviate the degeneracy of the moduli space metric found in [11] , the splitting of vortex motion into directions in the image and fibre of AJ does not appear to be very natural from a physical point of view. However, if a fibre of AJ is a geodesic submanifold of the moduli space, then it is sensible to study the dynamics of vortex configurations that correspond to points in this fibre. Our second result is that on a hyperelliptic Riemann surface there exist two fibres of AJ that are indeed geodesic.
Before we can express the previous statement as a theorem, we need to introduce some notation: by K Σ we denote the canonical line bundle of the Riemann surface Σ. A hyperelliptic Riemann surface Σ is defined by the existence of a holomorphic projection map
which is 2-1. If we regard a point p ∈ CP 1 as a divisor of degree one, then the pulled-back divisor π −1 (p) consists of the two points, counted with multiplicity, in the preimage of π. The holomorphic line bundle O(π −1 (p)) on Σ is independent of p, up to isomorphism. The existence of the map π also leads to a natural holomorphic automorphism of Σ, defined by exchanging the two points in π −1 (p). This automorphism is referred to as the hyperelliptic involution of Σ. Now we are ready to state our next theorem. Theorem 2. Let Σ be a hyperelliptic Riemann surface, equipped with a metric such that the hyperelliptic involution of Σ is an isometry. Then PH 0 (Σ, K Σ ) and
, are geodesic submanifolds of the moduli space.
As usual, H 0 (Σ, K Σ ) denotes the space of holomorphic sections of K Σ , and PH 0 (Σ, K Σ ) is its projectivization, and analogously for O(π −1 (p)). It is a standard observation that PH 0 (Σ, K Σ ) and PH 0 (Σ, O(π −1 (p))) can be identified with fibres of the Abel-Jacobi map, and we will review this in section 2. We stress that Theorem 2 holds in general, not only near the Bradlow limit. The fact that the fibre PH 0 (Σ, O(π −1 (p))) is a geodesic submanifold of the vortex moduli space is also a consequence of Proposition 7.1 in [13] , for which an isometry on the moduli space is required.
Theorem 2 is a special case of Lemma 2, which we will establish in section 4. In this introduction we omit a precise statement of Lemma 2 since this requires some additional technical preparations. In summary, Lemma 2 identifies a number of complex projective spaces that embed into the vortex moduli space as geodesic submanifolds. These complex projective spaces are linear systems of divisors on Σ. However, these linear systems are not necessarily complete, i.e. they may not fill out entire fibres of the Abel-Jacobi map.
The structure of this paper is as follows. In section 2 we review classification results for holomorphic line bundles on compact Riemann surfaces. This review includes the definition of the Abel-Jacobi map and general properties of its fibres. In section 3 we study the Bogomolny equations near the Bradlow limit. We introduce a suitable description of the moduli space near the Bradlow limit, and based on this we prove Theorem 1. In section 4 we review standard properties of hyperelliptic Riemann surfaces and we use them to prove Lemma 2, and consequently Theorem 2.
Holomorphic line bundles on Riemann surfaces
In this section we summarize the standard classification results for holomorphic line bundles in terms of the Picard and Jacobian varieties. We also review how holomorphic line bundles can be characterized equivalently by divisors and by Dolbeault operators. For detailed derivations and proofs we refer to standard textbooks such as [14, 15, 16, 17] . The main purpose of this section is to introduce notation, and the reader familiar with the theory of line bundles on compact Riemann surfaces may well want to skip to section 3. The exponential sequence,
Classification of holomorphic line bundles
leads to the classification of holomorphic line bundles which are topologically trivial. In cohomology we obtain the long exact sequence,
where the last non-trivial map is the degree of L ∈ H 1 (Σ, O * ). The kernel of this map is isomorphic to the Picard variety,
where g is the genus of Σ. It follows that holomorphic line bundles of fixed degree d are classified by points in Pic 0 (Σ), up to isomorphism. An alternative classification of holomorphic line bundles is in terms of the Jacobian of Σ. Let γ k , k = 1, . . . , 2g, be a basis of H 1 (Σ, Z) ∼ = Z 2g , and let ω 1 , . . . , ω g be a basis of holomorphic 1-forms on Σ. Then the 2g vectors
span a lattice Λ ∼ = Z 2g . The Jacobian of Σ is defined as the torus
and
proofs of which can be found in [15, 17] .
Divisors and the Abel-Jacobi map
We now present a version of the Abel-Jacobi map which is useful in the context of vortices: the d-th symmetrized power of Σ, denoted as Sym d (Σ), can be regarded as the space of positive divisors of degree d. To define the Abel-Jacobi map,
, and set 
then the preimage of AJ(D) is simply given by
Here 
and hence yields another interpretation of the preimage of AJ(D),
Dolbeault operators and automorphisms
An alternative but equivalent way to describe holomorphic line bundles is in terms of Dolbeault operators. If L is a smooth line bundle over Σ, with smooth sections Γ(Σ, L), then a Dolbeault operator is a derivative operator
which satisfies the Leibniz rule and
By Ω 0,1 (Σ, L) we denote the (0, 1)-form valued sections of L. The pair (L, ∇ 0,1 ) is a holomorphic line bundle since, by the Leibniz rule, the transition functions defining (L, ∇ 0,1 ) are necessarily holomorphic. We denote as Aut(L) the space of smooth automorphisms of the line bundle
Two Dolbeault operators ∇ 0,1 and∇ 0,1 on L yield isomorphic holomorphic line bundles if they are related by∇
where g ∈ Aut(L). Denoting the space of Dolbeault operators on L as A 0,1 (L), it follows that there is a 1-1 correspondence
where the quotient on the left-hand side is the space of Aut(L)-orbits in A 0,1 (L). We now assume that the smooth line bundle L carries a hermitian structure, and we let ∇ be a compatible covariant derivative. The covariant derivative can be decomposed into its (1, 0) and (0, 1) parts,
and the (0, 1)-part ∇ 0,1 is a Dolbeault operator since ∇ 0,1 • ∇ 0,1 = 0 on dimensional grounds. We choose to work in unitary gauge, in which we write locally
with a 1-form A = A 1,0 + A 0,1 . Since ∇ is compatible with the hermitian structure on L, we have that A is anti-hermitian, i.e.Ā = −A. The Aut(L)-action on ∇ 0,1 can be expressed as
where g ∈ Aut(L). Note that this action extends to the full covariant derivative,
The advantage of this action is that g(∇) is again compatible with the same hermitian structure (cf. [6] or section VII.1 in [18] ). It should be noted that g is a unitary gauge transformation precisely if g : Σ → U(1), and in this case (24) defines a unitary gauge transformation of the gauge potential A. Another observation worth making is that the curvature
by
If g is a unitary gauge transformation, then of course |g| 2 = 1, and hence
The vortex moduli space
This section contains the proof of Theorem 1. A few preparations are necessary to set up in a precise way the Bogomolny equations near the Bradlow limit. We begin by reviewing the Bogomolny equations for abelian vortices on Σ and their solution theory.
Let z be a local complex coordinate on the Riemann surface Σ. The metric and volume form on Σ are given by
As before, let L be a smooth line bundle over Σ, equipped with a hermitian structure. We continue to work in unitary gauge. If the degree of L is d > 0, then a configuration of d vortices in the abelian Higgs model is a solution of the Bogomolny equations
where φ is a section of L, ∇ is a covariant derivative compatible with the hermitian structure, and F = ∇ • ∇ is the curvature of ∇. Note that ∇ 0,1 = dz ∇z, and hence (27) says that φ is a holomorphic section of (L, ∇ 0,1 ). As in the previous section we write ∇ = d + A, with the local gauge potential A such that A = −A.
By integrating (28) one sees that the Bogomolny equations have solutions only if
The situation where 4πd = Vol(Σ) is referred to as the Bradlow limit [6] . In the Bradlow limit φ = 0 identically, and hence the Bogomolny equations reduce to
It was shown in [6] , and again more recently in [11] , that solutions of (30), modulo unitary gauge transformations, are in 1-1 correspondence with points in Jac(Σ). This can also be expressed as follows, using the results summarized in section 2.
Theorem 3 (due to [6, 11] ). Let L be a holomorphic line bundle on Σ with underlying smooth line bundle L. Let L be equipped with a hermitian structure, and let the degree d of L be such that equality holds in (29). Then there exists a Dolbeault operator ∇ 0,1 on L, unique up to unitary gauge transformations, such that L ∼ = (L, ∇ 0,1 ) and the curvature of the compatible covariant derivative
Note that the covariant derivative ∇ in the theorem is fully determined by the Dolbeault operator ∇ 0,1 and the requirement that it be compatible with the hermitian structure on L.
Away from the Bradlow limit the moduli space of solutions of (27), (28) also has a simple description: provided (29) is a genuine inequality, solutions of the Bogomolny equations, modulo unitary gauge transformations, are in 1-1 correspondence with positive divisors of degree d. This was also shown in [6] , and again later in [7] . We also phrase this as a theorem about Dolbeault operators.
Theorem 4 (due to [6, 7] 
2. D is the divisor of zeros of φ, counted with multiplicities, i.e. (φ) = D.
The compatible covariant derivative
The pair (∇, φ) is uniquely determined by D, up to unitary gauge transformations.
In the next subsection we define the problem of solving the Bogomolny equations near the Bradlow limit. We will establish a description of the moduli space in terms of the image and fibres of the Abel-Jacobi map.
The Bogomolny problem near the Bradlow limit
Assume that Ω Σ is the conformal factor of Σ in the Bradlow limit, i.e.
To move away from the Bradlow limit, we replace Ω Σ with
where ε ≪ 1 is a dimensionless parameter. Hence the new volume form on Σ is
Let ∇ = d + A 0 be a solution of the Bogomolny equations for ε = 0, i.e. a solution of (30), with gauge potential A 0 . To solve the Bogomolny equations with positive ε, we make the ansatz ∇ + εA 1 for the covariant derivative, where A 1 is a globally defined 1-form on Σ. 2 Then the Bogomolny equations read
where F = dA 0 . Consistency in the limit ε → 0 requires that φ = √ ε φ 1
2
, to leading order in ε. Hence the Bogomolny equations reduce to
to leading order in ε. We refer to (36), (37) as the Bogomolny problem near the Bradlow limit. The major simplification in comparison to (27) , (28) 
It follows from the Hodge decomposition of 2-forms on Σ that (37) can be solved for A 1 if and only if (38) holds. Recalling from Theorem 3 that points in the Jacobian are in 1-1 correspondence with solutions of (30), we can give the following description of the moduli space of solutions of the Bogomolny problem near the Bradlow limit.
be the group of unitary automorphisms of L, and let
The group Aut U(1) (L) acts on S by
Solutions of the Bogomolny problem near the Bradlow limit, modulo unitary gauge transformations, are in 1-1 correspondence with points in the orbit space S/Aut U(1) (L).
Note that in the Aut U(1) (L)-action on S the transformation
is implicit since, by subsection 2.3, this does not change p = AJ(D), where
We denote the moduli space near the Bradlow limit as M = S/Aut U(1) (L). It is straightforward to verify that there is a bijection between M and Sym d (Σ). Hence Lemma 1 does not yield a moduli space different from the one in Theorem 4. However, Lemma 1 allows us to identify the subspaces in M that correspond to fibres of the Abel-Jacobi map: since p = AJ(D) is left invariant by Aut U(1) (L), it is meaningful to consider the restriction M| p . As before, we let ∇ = d + A 0 be the covariant derivative on L that is associated with p by virtue of Theorem 3. We assume that the gauge potential A 0 has been gauge fixed. This can be achieved, for example, by imposing Gauss' law (cf. [5, 8, 11] ). Then the residual gauge group consists of those g ∈ Aut U(1) (L)
. Therefore,
The moduli space metric near the Bradlow limit
The vortex moduli space carries a physically relevant metric which is induced by the kinetic energy,
The physical significance of this metric is that its geodesics describe the motion of vortices at low velocities [9, 10] . Using the ansatz A = A 0 + εA 1 for the gauge potential near the Bradlow limit, we obtain for the kinetic energy to linear order in ε,
It is clear that in the Bradlow limit, when ε = 0, only the middle term is present. In this case T induces a metric on Jac(Σ), which was derived in [11] . The moduli space metric induced by the middle term in (44) near the Bradlow limit was also worked out in [11] . This required an analysis different from the one for ε = 0 since for ε > 0 only a subvariety of Jac(Σ) is accessible, namely the image of AJ. In order to prove Theorem 1, we consider a fixed p = AJ(D) and the restriction of T to M| p . The crucial observation in our argument is thatȦ 0 = 0. This is because p determines ∇ = d + A 0 , up to a unitary gauge transformation, and we can assume, as before, that A 0 has been brought into a fixed gauge by imposing Gauss' law. Thus the moduli space metric restricted to M| p is induced by the kinetic energy
Again because ofȦ 0 = 0 the linearization of (36) reads
We therefore have the expansions
where the a i ∈ C are constant across Σ but depend on time. The a i can be regarded as homogeneous coordinates on M| p ∼ = CP k . Hence, up to a redundant overall factor, the a i are the vortex moduli along the fibre AJ −1 {p}. Letting H ij = Σ σ iσj ω Σ for i, j = 0, . . . , k, we obtain a hermitian metric on H 0 (Σ, O(D)), 
and the constraint (38) reads 4πd = H(a, a).
In order to turn (50) into the moduli space metric restricted to M| p , we need to fix the residual gauge freedom
where χ ∈ R. Note that this U(1)-action generates the tangent vector
. Therefore the gauge fixed version of the tangent vectoṙ a isȧ
which leads to the moduli space metric
This can be brought into the standard form of the Fubini-Study metric, up to a constant overall factor, by choosing coordinates in which H ij = δ ij and defining a = a ′ √ 4πd. We have thus established Theorem 1.
Vortices on hyperelliptic surfaces
From now on we let Σ be a compact hyperelliptic Riemann surface. The goal of this section is to prove Theorem 2. In the first subsection we review the definition of hyperelliptic surfaces and we collect some of their properties. We then proceed to establishing Lemma 2, from which we will subsequently deduce Theorem 2.
Properties of hyperelliptic surfaces
We think of the hyperelliptic Riemann surface Σ of genus g as an algebraic curve given by the equation
where F is a polynomial of degree 2g + 1 or 2g + 2. Here x and y should be thought of as coordinates on independent Riemann spheres CP 1 . Then the defining projection map of Σ is
By the Riemann-Hurwitz formula the map π has 2g + 2 ramification points. The ramification points are pairs (x, 0), where x is a root of the polynomial F . If F has degree 2g + 1, then one ramification point is at x = ∞. We can redefine x by acting on the CP 1 in the image of π with a Möbius transformation. A suitable Möbius transformation will achieve that there is no ramification point at x = ∞. If y is transformed accordingly, then we obtain again the defining equation of Σ in the form y 2 = F (x), but this time F has degree 2g +2. Without loss of generality we therefore assume that the degree of F is 2g + 2 and that there is no ramification point at x = ∞. In a similar fashion we can also ensure that there is no ramification point at x = 0.
Abstractly we denote the ramification points of π as r 1 , . . . , r 2g+2 ∈ Σ. We also introduce the points s 1 , s 2 , t 1 , t 2 ∈ Σ which are defined by
Since there are no ramification points at x = ∞ or x = 0, we have that s 1 = s 2 and t 1 = t 2 . We can think of the map π : Σ → CP 1 as a meromorphic function on Σ. If we adopt this point of view, we denote this meromorphic function also as x. Similarly we have a meromorphic function y on Σ, which is given by the projection of (x, y) onto the second component. Using the previously defined points on Σ, we can write down explicitly the divisors of x and y, which are of degree zero,
The second line is a consequence of the equation y 2 = F (x). Since x is a meromorphic function, dx is a meromorphic 1-form, whose divisor is
It follows that
Hence for 0 ≤ i ≤ g − 1 the 1-forms x i dx/y are holomorphic. Therefore the space of holomorphic 1-forms on Σ is
where we have implicitly used that dim(H 0 (Σ, K Σ )) = g. In our derivation of (66) we followed section III.7 in [14] .
Local coordinates on Σ are obtained as follows: away from the ramification points r 1 , . . . , r 2g+2 every value of x determines two points on Σ,
Thus the values of the function x, together with a choice of either the positive or the negative square root of F (x), define a local coordinate. In the neighbourhood of a ramification point of π the values of the function y are used to define a local coordinate. For this to make sense the polynomial F must be locally invertible at the ramification points of π, i.e. F ′ (x) = 0 must hold whenever F (x) = 0. The hyperelliptic involution of Σ is given by
The r 1 , . . . , r 2g+2 are precisely the fixed points of σ. The hyperelliptic involution extends to an automorphism of Sym
where once again we regard elements of Sym d (Σ) as positive divisors. As stated in Theorem 2, we assume that Σ is equipped with a metric such that σ is an isometry. Note that such a metric always exists:
3 if h is any Riemannian metric on Σ, then the average 1 2 (h + σ * h), where σ * denotes the pull-back under the hyperelliptic involution, is clearly invariant. Alternatively, using the uniqueness of the hyperbolic metric on Σ, one concludes that it is also necessarily invariant under σ.
The action of σ on Σ pulls back to actions on the section φ and the covariant derivative ∇ = d + A. Since the Bogomolny equations (27), (28) transform covariantly under these actions, σ yields a diffeomorphism of the moduli space Sym d (Σ). Moreover, the kinetic energy (43) is invariant under the pulled back actions. Hence σ yields in fact an isometry of the moduli space. Now it follows from Lemma 4.2 in [19] that the fixed point set of σ :
, is a geodesic submanifold of the moduli space. In the following we decompose Fix d (σ) into connected components, all of which are hence geodesic submanifolds of the moduli space.
Linear systems as geodesic submanifolds of the moduli space
The fixed point set of σ : Sym d (Σ) → Sym d (Σ) can be described in terms of the ramification points r 1 , . . . , r 2g+2 as follows,
We introduce the sets
where a choice of (b 1 , . . . , b 2g+2 ) ∈ {0, 1} 2g+2 has now been made. Note that D d,b1···b2g+2 is the empty set unless
are empty is a consequence of the fact that
has exactly 
We thus have the decomposition,
which we will now show is a decomposition of Fix d (σ) into connected components.
Note that for any
and D 2 +σ(D 2 ) are linearly equivalent. This is because there always exists a rational function f D2−D1 :
It follows that the non-empty D d,b1···b2g+2 are linear systems. Each of these linear systems sits inside a complete linear system,
where
for an arbitrary D ′ ∈ Sym k (Σ). It also follows that D d,b1···b2g+2 ∼ = CP k , thus establishing the connectedness of the non-empty D d,b1···b2g+2 .
Based on the decomposition (76) we can now state the Lemma from which Theorem 2 will follow. Lemma 2. Let Σ be a hyperelliptic Riemann surface, equipped with a metric such that the hyperelliptic involution of Σ is an isometry, and let d denote the vortex number. Every non-empty linear system D d,b1···b2g+2 is a geodesic submanifold of the vortex moduli space Sym d (Σ).
Before turning to the proof of Theorem 2, we conclude this section with a few remarks on how the D d,b1···b2g+2 embed into the corresponding complete linear systems, i.e. into fibres of the Abel-Jacobi map. Crucial to our observations is the following proposition, a proof of which we give in appendix A. Proposition 1. Let Σ be a hyperelliptic Riemann surface. Let D b1···b2g+2 and
The following hold: 
It is worthwhile checking that for d ≥ g + 1 and (b i + b ′ i ) = 2g + 2 there is enough room, so to speak, in the fibres of AJ to contain the disjoint sets
where k and k ′ are as in the Proposition. It follows from the Riemann-Roch Theorem that
Since
it is indeed possible for CP k and CP
Based on Lemma 2 it is easy to establish Theorem 2. We do so in the following sections, each of which is dedicated to one of the fibres of AJ that features in Theorem 2. We also comment on why these fibres are of particular interest.
Holomorphic 1-forms as Higgs fields
Let the vortex number be d = 2g − 2, and let p = AJ(K Σ ). Because of the identification AJ −1 {p} ∼ = PH 0 (Σ, K Σ ), the submanifold AJ −1 {p} corresponds to vortex configurations where the Higgs field φ is a holomorphic 1-form. This is an interesting special case since, by virtue of (66), one can give explicit formulae for φ. One can also give expressions analogous to the ones in (66) for the holomorphic 1-forms on non-hyperelliptic surfaces, see e.g. [20] . Furthermore there may be a relationship to Higgs bundles as discussed in the mathematical literature, cf. [21] , which we do not explore in this paper.
We claim that D 2g−2,0···0 ∼ = PH 0 (Σ, K Σ ). To see this, first note that the meromorphic function x satisfies x • σ = x. This implies
Therefore the divisor of
and hence (ω 0 ) ∈ D 2g−2,0···0 . Since PL((ω 0 )) is the complete linear system associated to the divisor (ω 0 ), it follows that
Noting that PH 0 (Σ, K Σ ) ∼ = CP g−1 and also D 2g−2,0···0 ∼ = CP g−1 proves our claim.
Symmetric vortex pairs
Now we consider configurations of two vortices on Σ that are symmetric under the hyperelliptic involution. Such vortex configurations are described by divisors in the fixed point set
We claim that D 2,0···0 is a fibre of the Abel-Jacobi map. To see this, first note that D = s 1 + s 2 ∈ D 2,0···0 , and hence
The meromorphic function x lies in L(D). Let h : Σ → C be a non-constant meromorphic function such that h ∈ L(D). Then there exists a constant c ∈ C such that h − cx has no pole at s 1 , i.e.
The only meromorphic functions on Σ which have at most a single pole are the constant functions. Hence h − cx is constant. Thus we can conclude that
and hence
To conclude the proof of Theorem 2, it suffices to note that D = π −1 (π(s 1 )). Pairs of vortices that are symmetric under σ provide a simple but novel example of vortex scattering on a compact Riemann surface. We briefly elaborate this example. First note that Fix 2 (σ) \ D 2,0···0 is a discrete set. Hence moving vortex pairs that are symmetric under σ at all times correspond to divisors in
We describe the motion of symmetric vortex pairs by the 1-parameter family of Higgs fields
where for all t we assume that λ 1 (t), λ 2 (t) are chosen such that φ t satisfies the Bogomolny equations. At time t the vortices are centred at the two zeros of φ t . More concretely, the vortices are located at p 1 (t), p 2 (t) ∈ Σ such that
where f is the meromorphic function
Regarded as a map from Σ to CP 1 , f is 2-1 and has 2g + 2 ramification points. Since Σ is hyperelliptic, we can apply the Theorem in subsection III.7.3 in [14] which states that f and the projection map π are related by a Möbius transformation. In particular, f and π have the same ramification points r 1 , . . . , r 2g+2 . Vortices scatter when p 1 (t) = p 2 (t), and because of (100) this can only happen at a ramification point. The r 1 , . . . , r 2g+2 are of course characteristic of the hyperelliptic surface Σ. It is a new observation that vortex pairs which respect the hyperelliptic involution can only scatter at these points.
We can also verify in our particular example the well-known fact that vortices scatter through right angles. To this end, let p 1 (0) = p 2 (0) be a ramification point of f , in a neighbourhood of which we can define a local coordinate w by
To obtain the vortex centres in the coordinate w, we use the relation
and expand the right-hand side in t,
Therefore, for t close to zero,
and the phase of w changes by π 2 as t passes through zero. This means that the vortex centres, located at time t at the two possible values of w(t), scatter at a right angle in a head-on collision.
To conclude this paper, we remark on the generality of our method of obtaining geodesic submanifolds of the vortex moduli space: the statement and proof of Lemma 2 do not depend on being near the Bradlow limit. However, close to the Bradlow limit the linear systems D d,b0···b2g+2 are subject to Theorem 1. This is because restricting the Fubini-Study metric to an embedded projective space yields the Fubini-Study metric on this space. It would be interesting to understand better the restrictions of the moduli space metric to linear systems away from the Bradlow limit.
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A Linearly equivalent and inequivalent divisors on hyperelliptic surfaces
In this appendix we give a proof of Proposition 1. As a preparation, note that after renumbering the ramification points r 1 , . . . , r 2g+2 , if necessary, we can write After multiplying by an overall constant factor, if necessary, we can assume that the meromorphic function h 2 is given by
(A.12)
