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ABSTRACT 
Let K be an algebraically closed field. A height function on K is a map from K to 
the nonnegative integers with infinity adjoined. Height functions arise in the classifica- 
tion of rank-one K[ Xl-modules, i.e., the submodules of the module of rational 
functions K(X) over the polynomial ring K [ X]. In this paper, for each positive 
integer r > 2, a class of modules &, is built from height functions h, sequences of 
positive integers ( m2,. . . , m,_ 1 , ) and sequences of linear functionals L = (1,). , I,) on 
K(X). The class tP, includes all purely simple Kronecker modules of rank T. A 
Krull-Schmidt-type theorem is proved for 8,. For 0 E K, let a( 0) = (/a( X - 
0) ‘, . . ,1,(X - 0)- '). A module M constructed from a is a direct sum of rank-one 
modules, i.e., completely decomposable, if a assumes only r values; M is indecom- 
posable if a assumes only r + 1 values. When a module M in gr is purely simple, it is 
shown that a agrees with any rational function on only a finite set and the power 
series arising from 1,). . . , 1, are not expansions of rational functions. If r = 2 these 
necessary conditions are also sufficient for M to be purely simple. 
INTRODUCTION 
Let handkbefunctionsonKU{oo}toNU{O,w},whereNistheset 
of natural numbers. The height functions h and k are said to be equivalent if 
the following conditions are satisfied: 
h and k agree on all but a finite set A; 0) 
forall @GA, h(fl)#cc and k(@)#oo; (2) 
c h(d)= c k(e) in case h and k never attain 00. (3) 
OEA BEA 
Equivalence classes of height functions with h(m) = 0 correspond to isomor- 
phism classes of submodules of the module of rational functions K( X ) over 
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the polynomial ring in one variable, K[ X]; see [5, Section 851. A similar result 
holds for Kronecker modules or, more generally, modules over tame heredi- 
tary finite-dimensional algebras [4, Theorem 3.4; 16, Section 6.41. A Kronecker 
module M is a module over the ring 
A= K K2 
[ 1 0 l-z’ 
It may be considered as a pair of K-vector spaces M = (M,, M,) together 
with a bilinear map from K2 X M, to M,. This gives an action of K2 on M,. 
It is enough to specify this action on a fixed basis (a, b) of K2 and a basis of 
M,. If e E K2 and v E M,, then ev in M, denotes the result of the action of e 
on 0. 
Given a height function h: K U{w} -+ NU{O, co}, it gives rise to a 
Kronecker module F = (F,, F,) with the basis of F, given by 
i 
1 
B, = .:BEK, 
(X-e>J 
h(8)#0, l<j,<h(8) 
i 
a basis of F, is B, U { Xhc”) } . 
(4 
(5) 
For any v in F, 
av = 0, 
bv = Xv. (6) 
When h(O)=cc for all B in KU(a), we have F=(K(X),K(X)). The 
isomorphism class of F is then denoted by 9%’ [2, p. 3271. When 
c e=K”(,)h(@) < co, the resulting module is finite-dimensional and its iso- 
morphism type is denoted by III”, m = ZO E K U (m ,h( 6) + 1. That these are 
the only finite-dimensional indecomposable submodules of 9 is part of 
Kronecker’s classification of canonical pencils of matrices [8; 2, Theorem 4.31. 
Every finite-dimensional submodule of 9 is of type III ml CB * . . CB III”r for 
appropriate positive integers m,, m2,. . . , m,. 
With the rank-one submodules of W completely described by height 
functions and the finite-dimensional submodules of 9 characterized by 
Kronecker’s theorem, the next step is the study of extensions of finitedimen- 
sional submodules N of 9%’ by infinite-dimensional rank-one submodules F of 
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9, i.e., modules M that occur in the middle of a short exact sequence 
O+N-+M+F+O. (7) 
If we were to switch N and F, then by [4, Theorem 5.61 and the definition of 
purity, M would be isomorphic to N@ F. If N is of type 111”‘2@ . . . @ III”r, 
then rank N = r - 1. In (7) rank M = rank N + rank F = r; see Theorem 2.1 
and the discussion preceding it. Let N = V, 4 V, i . . . i V,, where Vi = 
(Vi,VQ is of type III”1. Then by [2, Proposition 2.61, V;, has a basis 
~;~~~~...~~m,_i.i)r and t;, has abasis {wii,wsi>..*>Wm,,i}, with avj,= 
I$= (o,“;;,‘;. 
j=2 ,.,., mi - 1, av,, = wli, bv,,_, i = w,,,,,~. If mi = 1 then 
Throughout the paper a Kronecker module G will be denoted by (G,, G,) 
when it is necessary to take note of the vector spaces used to build G. 
The theorem below shows how linear functionals arise in connection with 
(7). 
THEOREM A [lo, Theorem 1.81. Given an extension (7) then there are 
linear function& I,, . . . , 1, on F, such that (7) is equivalent to an extension 
where 
M, = N,@ F,, 
and 
a(n, f) = (an, f>¶ 
b(n,f)= h+ k zj(f)wlj>xf . 
i 1 
Conversely, a module of type $ . @ mf, rank-one 
F c .G%‘, and linear functionals I,, . . . , I, on F,, then the construction in 
(8) gives an extension of N by F. For a fixed positive integer r > 2 the set of 
modules constructed from (8) for all rank-one modules F c 22 and all possible 
linear functionals on F, will be denoted by gr. Put & = UFe2 &Tr. We shall 
now see that d contains all purely simple Kronecker modules of finite rank. If 
Ni c M,, N, c M,, then N = (N,, N,) is a submodule of the Kronecker 
module M = (M,, M,) if K2 X Nl c N,. A submodule N of M is pure in M 
if N is a direct summand of X whenever N C X C M and X/N is finite 
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dimensional. For example, a direct summand of M is a pure submodule of M. 
A module M is said to be purely simple if it has no proper nonzero pure 
submodules. The rank-one submodules of .%’ are aU purely simple. 
PROPOSITION B. Every purely simple module of rank r is in ~9~. 
Proof. By [12, Propositions 1.1, 1.21, every such module is an extension 
of the form (7). The proposition then follows from Theorem A. H 
When r = 2, Theorem 3.4 gives necessary and sufficient conditions in 
terms of the linear functional 1, for a module in &a to be purely simple. For 
arbitrary r we do not yet have such a useful criterion. So we have to change 
tack in the search for indecomposable modules in 8,. Let h be the height 
function that gives the rank-one module F in (7). Let 
supp(h)=J= {tMW{m}:h(fI)#O}. (9) 
We shall assume that 
Jis infinite and OOP 1. (10) 
Furthermore we shall assume that Ni = (0) and N, = C;=,. Kwj, i.e., N in (8) 
is of type III’@ . . - CB III’ (r - 1 copies). It is enough to define I,, . . . , 1, on 
the basis B, of F, given in (4). For i = 2,. . . , T set 
li(X-e)y=O for k = 2,3,... . (11) 
In that case L = (12,. . . , 1,) may be identified with a function 
a: J-+ lr1, 
~(e)=(i,(x-e)~',...,i,(x-8)-l). (12) 
One then constructs elements in c?~ as in (8) with 
N,=(O), N,= i Xwj, (13) 
j=2 
i.e., N = (N,, N,) is of type (r - l)III’, F is given by a height function with 
infinite support J, 00 4 I, and l,, . . . , 1, satisfy (11). For the modules M in 8, 
constructed from (13) we prove in Section 12 that M = N8F [i.e., the 
KRONECKER MODULES. I 169 
sequence in (7) splits] if and only if (Y is a constant function; subject to some 
linear independence hypothesis, M is a direct sum of rank-one modules (i.e., 
M is completely decomposable) if (Y assumes exactly r values; and M is 
indecomposable if (Y assumes exactly r + 1 values. These results are then used 
to determine the respective numbers of isomorphism classes of indecompos- 
able and completely decomposable modules in gr. 
The case when 2 < card J < 00, J as in (9) is treated in [ 141. If card I= 1, 
different techniques are required; see [13]. 
The notation of this section will be used in the rest of the paper, in 
particular (8), (12) and (13). 
1. COMPLETELY DECOMPOSABLE MODULES IN gr 
Any reference to OL is to the function (Y : J + K’- ’ defined in (12). A 
module constructed from a is a module constructed as in (8) using the 
assumptions in (13). 
PROPOSITION 1.1. Let M be a module constructed j%nn a. Then M is a 
split extension if and only if a is a constant function. 
Proof. Let 0 + N + M + F + 0 be the exact sequence in (7). Let h be 
the height function that gives the module F, and J = supp(h). Suppose 
a(J)=(ca,..., c,). Then, from (8) for each 0 E J (b - ea)(O,(X - 0)-l) = 
(Cj=zcjwj,l). From (ll), (8) and (13) we see that M contains a submodule 
V = (Vi, V,), where V,, V, have respective bases 
((o,(x-e)-j):eEl,i4j4h(e)) ‘{ (,-2wj;i)i. 
We claim that V is isomorphic to F, i.e., there are bijective linear maps 
G:v2+&, (14) 
such that e&u,)= #(ev,) for all e in Ks and all oi in Vi. Since co 6 I, 
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h(oo) = 0. Using the bases of F,, F, given in (4) and (S), let cp(O,(X - /3-j) 
= ~(o,(x-e)~j)=(x-8)-j, +(X7 
satisfies (14). Also, M = V -i- N. 
J_2cjwj, 1) = 1. We observe that (cp, 4) 
Conversely, suppose M = Vi N, with V z F. For 8,, 0, in J let 
~(~,)=(c,,...,c,>, 
40,) = b~...,d,). 
Since N1 = (0), (X-8,)-’ and (X-e,)-’ are in V,. So (b-6,)(0,(X - 
e,)-l)=(c;=,cjw. ], 1) and (b - 0,)(0,(X - &J’) = (Z:;=zdjwj, 1) are in V,. 
Therefore, (Cj=,(cj - dj)wj,O) is in V, n N, = (0). Therefore, cj = dj, j = 
2 >***> I, and a(@,) = a(&). So (Y is a constant function. n 
Since N is of type (r - l)III’, the modules constructed from constant 
functions are completely decomposable. The next proposition gives more 
general instances of complete decomposition. 
PROPOSITION 1.2. Let S = {C,, C,, . . . , C,.} be a subset of K’-’ with the 
property that the set 
05) 
where Ci=(ciz,..., cir), is linearly independent. 
Suppose a assumes each element in S infinitely often and no other 
elements in K’-‘. Then the module M constructed from a is completely 
decomposable. 
Proof. Let 
Jo= {eE.pa(e)=ci}. (16) 
As in the proof of Proposition 1.1, we see that M contains submodules 
V, = ( yl, Viz), where ql, vi, have respective bases 
((o,(x-e)-j):eEJi,i~j9h(e))U { ( ~~wj~l)]e 
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Let hi be a height function with support J,, and hi(e) = h( 0) for 8 E Ji. The 
module q is isomorphic to the rank-one submodule of 9 given by hi as in (4) 
and (5). Since .I, is infinite and for i # j, J, n _li = 0, we have V# z Vi because 
hi and hj do not satisfy (l), (2), and (3). From (15) and the fact that 
B,, = Uz= lB,l, (disjoint union) we deduce that 
M=V,/V,i . . . cv, with V’Vj if i+j. n (17) 
REMARK 1.3 
(a> Let {C,,C,,..., C,_ I } be the standard basis of K r-- r, and let C, be 
the zero vector in K’- ‘. Then S = { C,, C,, . . . , C, } satisfies the property (15). 
(b) The hypothesis “infinitely often” is not necessary in the proof that M 
is completely decomposable, nor in the proof of Lemma 1.5, but it is 
necessary in the proof that Vi 1 Vi, i # j, in (17). This, in turn, is needed in 
the proof of Theorem 1.6. 
We shall need the following facts in the proof of Lemma 1.5. 
A Kronecker module G = (G,, G,) is said to be torsion-free if eg # 0 for 
any e#O in K2, g#O in G,. Submodules of 9 are torsion-free, and 
extensions of torsion-free modules by torsion-free modules are torsion-free. 
A submodule (H,, H,) = H of G is said to be torsion-closed in G if for 
any e in K2 and g in G,, eg E H, implies that g E H,. This is equivalent to 
requiring that the quotient module G/H be torsion-free, where 
G/H= (G,/H,G/H,)> 
e(g, + HI) = egl + 4 for any e in K2, g, in G,. (18) 
If (G,, G,) is a rank-one submodule of .9? given by a height function k, then 
for B E K, 
k(e) = co if and only if for any nonzero 
element g in G, the denumerably many 
pairs of equations (b - ea)Xi = yip 1 
axi = yi, i = 1,2,. . . , has solutions 
(Xi, vi-i) with ~a =g. 
(19) 
This follows from (4) and (14) or [4, Theorem 3.41. 
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LEMMA 1.4 [lo, Lemma 4.11. Let (cp,rC,):G-+ H be a homomorphism 
from a rank-one submodule of 3’ to a torsion-free module H. Suppose V is a 
torsion-closed submodule of H and 1c/( g ) E V, for some 0 # g in G,. Then 
(~2 GIG = V. 
LEMMA 1.5. The decomposition M = V, i V, i * * . i V, in (17) is unique 
up to isomorphism and order. 
Proof. Let M = U,i .. . i Us, where the Ui’s are rank-one submodules 
of .%‘. Since rank M = T, s = r. 
Suppose h(8) < 00 for all 6 in J. Then End(V) = K (see e.g. [4, Corollary 
3.7])for i=l,..., r. In that case the uniqueness of the decomposition follows 
from Azumaya’s theorem [l, Theorem 12.61. 
Suppose h(8) = 00 for some fixed 0 in J. Let ki be a height function that 
gives the module U,. Let U, be the sum of the U,‘s with ki(0) = CO; V, is 
defined similarly. By rearranging we may assume that 
ue=uli ... iv,,, 
v, = v, i * * . i V,?, 
16 s’ < s, 1 < r’ < r. Since .J is a disjoint union of the Ii’s, r’ is, in fact, 1. We 
shall show that s’ = 1 and that U, = Vi. 
Let 0 # g E viz, Vi = (Vii, Vi,). Let g = ui2 + . . . + u,,~ + . . . + u,a E 
u,,i ... i U,,. Since h(0) = co, (19) is satisfied in Vi. 
The components in U,, Us,. . . , U, of these solutions provide solutions for 
the same equations in Vi,. . . , U, with g replaced by ui2,. . . , urz. Therefore, 
ki(e) = CC if ui2 # 0. By the choice of Us we conclude that uj2 = 0 for j > s’. 
By Lemma 1.4, with (cp, 4) the inclusion map, we get that Vi c U, 4 * * * i U,,. 
Similarly, Vi c Vi, i = 1,. . . , s’. Therefore, Vi = U, 4 . . . + U,,. Since rank%‘, 
= 1, s’ = 1. If r = 2, then we have M = U, i Us = Vi i V, = U, i Vs. Hence, 
U, is isomorphic to Vs. The proof of the lemma is now concluded by 
induction on s, because from U, i U, i . . . i U, = U, i V, i . . . -i- V, we get 
u,i . . . iu,zv,i ***iv,. n 
Proposition 1.2 and Lemma 1.5 will now be used to prove the main result 
of this section. 
THEOREM 1.6. Let r be a positive integer > 2, N a module of type 
(r - l)III’, and F a torsion-jiee rank-one module given by a height function h 
with infinite support J contained in K. Then there are at least 2cardJ 
isomorphism classes of completely decomposable extensions of N by F. 
KRONECKER MODULES. I 
Proof. Let 
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_I = b Ji (disjoint union) (20) 
i=l 
with cardJi = cardJ, i = l,..., r. Let F, be the field with two elements. Since 
Ji is infinite, the Fs-vector space (l-l,,Fa)/( @,I, F,) has dimension 2cardh as an 
F,-vector space. Since elements of n,F, correspond to subsets of Ji, this 
implies that 
for any infinite set A, in particular, Ji, there are 2cardA 
infinite subsets of A, each distinct pair of subsets having an 
infinite symmetric difference. 
(21) 
Let 9 be an indexing set for such subsets of .Ji. For each s E 9, denote the 
corresponding subset of Ji by Ii,. Let 
So, from (20) we have 
Let {Ci,C,,..., C, } be the subset of K’- ’ defined in Remark 1.3. Let 
a:l+K’-‘assume C, on Ii,, C, on Jzs, C, on J,, i=3,...,r. Let M” be 
the module constructed from (Y as described at the beginning of this section. 
Decorating (17) with a superscript s, we get 
M”=VfiV;‘i .-. iv;. 
If we show that for two distinct elements s, t in Y, M” is not isomorphic to 
M’ we shall be done, because card Y = ecardJ. Suppose V: 4 Vi 4 . . . -k V, 
q+v,t+ . . . i V,t. By the construction of Vi’ in the proof of Proposition 
1.2 and the definition of (Y, we get that V’ = V;” for i = 3,. . . , r. By Lemma 
1.5, Vf is isomorphic to Vi’ for some j in { 1,. . . , r }. From the penultimate 
sentence and (17), the only alternative is j = 1 or 2. Let h”,, hi, j = 1,2, be 
the height functions that give V; and Vj’. Their supports are Ji,, ./it, and Jzt. 
Since s # t, Ji, and Jr, have an infinite symmetric difference. So h”, and hi 
are not equivalent, i.e., do not satisfy all of (l), (2), and (3). From (20), (22), 
and (23) we deduce that h”, is not equivalent to hi. Therefore, V: is neither 
isomorphic to Vi’ nor Vi. So M” is not isomorphic to Mt. n 
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REMARK 1.7. 
(a) If card K < c, the cardinality of the continuum, then [ll, Theorem l] 
enables us to replace “at least” by “exactly” in the statement of Theorem 1.6. 
The same remark applies to Theorem 2.5. 
(b) The proof of Theorem 1.6 can be adjusted, by perturbing Js, . . . , J, in 
the same way as .Zi, to show that for any integer r > 2, there is a set 
{ MS : s E Y } of completely decomposable modules of rank T in &,., card 9’ 
= 2card J , J as in Theorem 1.6, such that if sr # ss, Hom(MSl, MS%) = 0. A 
similar remark applies to the proof of Theorem 2.5 with “completely decom- 
posable” replaced by “indecomposable.” 
2. INDECOMPOSABLE MODULES IN 8,. 
The difference between the function cx: J + K’-’ used in Section 1 to 
construct M and the (Y to be used in this section is rather slight. In this 
section (Y assumes r + 1 values in K’-‘. The module constructed from such a 
function wiU be shown to be indecomposable. The proof will require a more 
precise definition of rank than we have hitherto needed. 
Let M = (M,, M,) be a module and let Xi, X, be respective subsets of 
M,, M,. Then there is a smallest torsionclosed submodule N of M such that 
X, c Nl and X, c N,. In fact, 
N=n{G:GcM,X,cG,, X, c G,, and M/G is torsion-free}. 
We caIl N the torsion-closure of the pair (Xi, X,) in M. It is denoted by 
tc,(X,, X,). 
A torsion-free module M is of rank t if for some { wi }i E r c M,, card Z = t, 
we have that M = tc,(O, { wi}i E 1), but for any proper subset J c I, M z 
tcdo,{ Wj}jEJ)* Th e set { wi}i E r is called a basis of M with respect to 
generation. It has all the essential properties of the usual basis of a vector 
space; see [4, Section 21. An equivalent definition of rank similar to the 
definition for K [ Xl-modules is given in [16, Section 51. 
THEOREM 2.1 [4, Theorem 2.41. Let 0 -+ G -+ M + H + 0 be an exact 
sequence of modules. Then rank M < rank G + rank H, with equality if H is 
torsion-free, i.e., G is torsion-closed in M. 
Proof. [ 13, Theorem A]. W 
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From Theorem 2.1 we get the following: 
rank(X,i ... ix,)= f rank Xi. (24 
i=l 
If F = (F,, F,) is torsion-free and of rank one, then F has 
no proper torsionclosed submodules. Every nonzero ele- 
ment of F, is a basis of F with respect to generation. 
(25) 
PROPOSITION 2.2. Let S = {C,, C,,.. ., C,, C,,,} be a subset of K’-’ 
with the property that every proper subset of 
{[izeijwj,l]:i=l ,..., r+l}, where Ci=(ci, ,..., ci,), (26) 
is linearly independent. Suppose a assumes each element in S infinitely often 
and no other elements in K’-‘. Then the module M constructed f;om a is 
indecomposable. 
Proof. Let Ji = { 8 E J: (Y assumes Ci }. As in the proof of propositions 
1.1 and 1.2, M contains a submodule V, = (Vr, Vs) with 
Vispannedby ((O,(X_8)~‘):B~~~,lgjgh(8)), 
V,,spannedby ((O,(X-e)~‘):eE~i,l~j~h(B)) u {( $2cjwj>1]]. 
(27) 
For i = 1 ). . .) r, T + 1, v; = tc,(O, {(c;,acjwj, 1))). 
We now show that if T is a proper nonempty subset of { 1,2,. . . , T, r + l} 
then the following holds: 
If 1~ card T < r - 1, then xi E rV, is a torsionclosed sub- 
module of M of rank card T. If card T = r, then the torsion 
closure of Ci E rVi in M is M. 
(2% 
Suppose l<cardT,<r-1 and (b-qa)vEEi,,~, for some VEM. We 
have to show that v is in Ci E rVi. From the description of V in (27) this is 
equivalent to showing that all the poles of v are in Jr = Ui E Tli. Suppose v 
has a pole at Y, v @ Jr and q # v. Then (b - qa)v has a pole at v. This is not 
possible, because the poles of elements in Ci E rVP are in Jr. So T) = v. For the 
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same reason that 17 = v we conclude that the order of the pole of v at v is 1. 
But if v has a nonzero term of the form c( X - n)- ‘, c E K and q in Jio, 
i, 4 T, then (b - na)v has a term of the form c(C~=zciOjwj,l). By the 
hypothesis that cardT < r - 1 and (26) no element in Ei ETVB has a term 
c(C;=~C~~~W~, 1) unless c = 0. Hence, v has no poles outside Jr. Therefore, v 
is in Ei E rVi. Therefore, Ci E rV, is torsion-closed in M. A basis of Ci E rVj 
with respect to generation is {(C;=scijwj, 1): i E T}. Therefore, its rank is 
card T, as required. Suppose card T = r. Then from (26) the set 
{ (Z;=Bci jwj, 1) : i E T } is a linearly independent set contained in the sub- 
space of M, spanned by {( w,,O), . . . , (w,,O),(O, 1)). The latter is also a basis 
of M with respect to generation. Therefore, tc,(O,Ci E TVi) = M. 
Now to the indecomposability of M. Suppose M = U, i . . . 4 US with U 
indecomposable. Since rank M = r, we have that 1~ s < r. Suppose that 
s> 1. We have that M=V,+ *** +V,+V,+l. We claim that 
each Vi is contained in precisely one Uj . (29) 
In that case, by the pigeonhole principle, at least one Uj contains two distinct 
Vj ‘s. From (28) we get that rank(Ui i . . . -k U,) > T + 1, contradicting rank M 
= r. Hence s = 1, i.e., M is indecomposable. It remains only to prove (29). In 
order not to break up the proof, we shall refer to (39) of Section 3, which is 
independent of this section. 
Let vsJi, i.e. (X-v)-‘EVE. From (8), a(O,(X-v)-l)=(O,(X- 
v))‘)=(O,y,)+ .a. +(O,y,)~Uis/ ... iU,s. Since rankV=l, (25) im- 
plies that the equation 
(b-ea)v,=(O,(X-v)-l) (30) 
has solutions v, in V, for all but finitely many 8 E Ji. The components of 
these solutions in U,, 4 . . . i US, are solutions of (30) with (0,(X - v)-‘) 
replaced by (0, yi), i = 1,. . . , s. Pick k such that yk # 0. Then from (8), 
Zj(yk(X-8)-‘)=Oforallbutfinitelymany8inJi, j=2,...,~.Thisleadsto 
(38). Hence, by (39) in Section 4, for 17 any pole of yk we have that 
~~(~)=z,(e)=~~~, j=2,..., r. So TJ E Ii. Hence yk E Vi1 by the description 
of Vi, in (27). Therefore Vi fl U, # 0. Since U, is torsionclosed in M, it 
follows from Lemma 1.4 that V, c U, as required. n 
Proposition 2.2 and the next lemma establish the existence of indecom- 
posable modules in 8,. 
LEMMA~.~. ThereexistsasubsetS= {C,,C,,...,C,,C,+,} oflT’that 
satisfies the property (26). 
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Proof. Let p be an element of K whose minimal polynomial over the 
prime subfield K, of K is greater than r. Such an element exists because K is 
algebraically closed. Let { C,, C,, . . . , C,_ 1 } be the standard basis of K’-l, C, 
be the zero vector in Krpl, and C~+l=(P,P2,...,pr-1). Then S= 
{C,,C,,..., C,, C,, r } satisfies (26). It is enough to show that every subset & 
of {(C~=scijwj,l): i = 1,2 ,..., T + 1) with r elements is linearly independent. 
If _~8 is {(O,l),(w,, l),.. ., ( wr, l)}, then A? is linearly independent because 
B = ((0, l), (wa, 0), . . . , (w?, 0)} is linearly independent. If & includes 
(C;_sj3~‘wj, 1) and is linearly dependent, then the determinant of the 
coordinate matrix of .E! with respect to B is zero. This implies that /I is the 
root of a polynomial in K, of degree less than r, contradicting the choice 
of p. n 
REMARK 2.4. The assumption (26) of linear independence is necessary 
for M to be indecomposable, as the following example shows: Let 
{Yi>YD...> y,_i} be the standard basis of Cr-‘, r > 2. Let C, = i(y,+ yz 
.. +Y,_~), i=l,..., 
;c;, c 
r + 1. Suppose a! assumes every element in S = 
s,. . . , C,, i } infinitely often and no other elements in K’- ‘. The 
module M constructed from (Y is not indecomposable. Let V, = 
tc,(o> {(cj=~wj~l)})> * see (27) for a description of Vi. We note that V,, + V,, 
contains ((0, l),(E>:a w 1)). If @EJ~, k>,3, then(b-Bu)(O,(X-~))~)= j, 
(kC;,,w,, 1) E V,, + V,,. Therefore, C;z’,v, is contained in tc A[( V, + Va). 
Since M=V,+V,+ ... +V,+,, we conclude that M = (O,CJ,kKwj)+ 
tcA4w1 +x.2>. 
The notation in the next theorem is the same as in Theorem 1.6 and 
Proposition 2.2. 
THEOREM 2.5. Let r be a positive integer > 2, N a module of type 
(r - l)IIII’, and F a torsion-free rank over module given by a height function 
h with infinite support J contained in K. Then there are at least 2c*dJ 
isomorphism classes of indecomposable extensions of N by F. 
Proof. Let {Cl, C,, . . . , C,, C,, 1} be the subset of K’-’ defined in the 
proof of Lemma 2.3. Proceeding as in the proof of Theorem 1.6, (21) (22), 
and (23), we get for s, t in Y we get 
M”=V,“+ ... +V;+i, 
M’=V;+ ... +V,:,. (31) 
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Let hf, hi, i = 1,. . . , r + 1 be the height functions that give Vi”, Vii’. Then 
h”, is not equivalent to hf , i=l ,...,r+l. (32) 
Suppose (cp, 4): M” -+ M’ is an isomorphism. Then it maps the rank-one 
torsion-closed submodule, V:, of M” onto a rank-one torsion-closed submod- 
ule, Xi, of M’. The height function that gives X, is h”,. 
If there is a nonzero element of Xi, in y’ for some i, then X, c y’, by 
Lemma 1.4. Since they both have rank one, and since X, is torsionclosed in 
M t and hence in V’, we have X, = vi’ by (25). This contradicts (32). 
So we may suppose that if w is a nonzero element in Xi, then 
w = y1+ . . * + Yr+l, Yi E vii with some yi, + 0, yk + 0. 
Recall that Ji = { 9 E J: (Y assumes Ci }. The function IJ~ has its poles v in Jk, 
while yi, has its poles in 11 in JiO; see (27). So for some j in (2,. . . , r }, 
(33) 
We work with a choice of j satisfying (33). Since rank X, = 1 and 0 # w E Xi,, 
the equation (b - 6%z)u, = (0, w) has solutions v, in Xi, for infinitely many 8 
in Ii,, by (25). In fact, from (8), v, = w(X - 8))’ and Zj(w(X - 0)-l)= 0. 
This leads to (38). Hence by (39), Z;(v) = Z;(q), contradicting (33). The only 
way out is that if s # t, then M” is not isomorphic to Mt. Since card 9 = 
Zcardr, this completes the proof of the theorem. n 
3. PURELY SIMPLE MODULES IN ~9, 
In this section, unless otherwise stated, the linear functionals do not 
necessarily satisfy (ll), J may contain cc, and J is not assumed to be infinite. 
We begin with a decomposition of rational functions conducive to computa- 
tions in Kronecker modules. This has already appeared implicitly in Section 2, 
viz., the proofs of Proposition 2.2 and Theorem 2.5. As in previous sections, 
we shall say a module M is constructed from (Y if it is constructed from linear 
functionals I,, . . . , 1, satisfying (11) using the assumptions in (13). More 
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generally, a module constructed from L = (Z2,. . . , I,) will be one constructed 
as described in (8) without necessarily assuming (11) and (13). 
LEMMA 3.1. Let R = f(X)/g( X) be a rational function. Let m = 
max{ deg f, deg g }. Then there are constants c, cO, cl,. . . , c,, 
c + cl(X - 0,) -‘R(B,)+ . . . + c,,(X - 0,) plR(B,,) 
co+cc,(X-eJ’+ ..* +cJx-_J1 
* (34) 
Proof. If R is a constant, let c = R, c, = 1. Otherwise, let 
f(x)=p”+p,x+ *.. +P,,XY 
g(x) = y” + y,x + . . . + Ym2Xrn2, 
m = max{ m,, m,} > 1. For any nonnegative integer n and 8 in K we have 
that 
Xn(x-e)~1=xn~i+exn~2+ . . . +enP1+en(x-e)-‘. (35) 
Choose e,, e,, . . . , em from the set {eEK:g(B)#O}. We want c,q, ,..., c,,, 
such that 
f(X)[ co+cl(x-el)~‘+ ... +c,(x-em)-’ 
=dx)[ C+Cl(x-e,)p’R(e,)+ . . . 
(36) 
Using (35), we see that the coefficients of (X - Bi)-‘, i = 1,. . . , m, on both 
sides of (36) are the same irrespective of the values of c, co, cl,. . . , c,. Using 
(35) again, we equate the coefficients of X”, X’,. . . , X”. From these equa- 
tions we get a homogeneous system of m + 1 equations in m + 2 unknowns 
c,ca,ci,...,c~. Hence there is a nontrivial solution, which we then use to get 
(34). n 
We shall now see how rational functions appear in the form (34) in the 
course of computation in 8,. 
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Let M be a module constructed from a function (Y : J + K’- I, i.e., the 
linear functionals I,, . . . , I, satisfy (ll), J satisfies (lo), and M is constructed 
using the data in (13). 
Suppose M=GiH, M=(M,,M,) G=(G,,G,), H=(H,,H,). Let 
0 # (0, m) E M,. Then ~(0, m) = (0, m) E Ms. Let m = g, + h,. We assume 
that the equation 
(b-&z)u=(O,m) (37) 
is solvable in M, for infinitely many 8 E J. Then o = m(X - 8)-' and, from 
(8), Zj(m(X - 19-l)= 0, j = 2,..., r. For brevity in what follows, we denote 
m=a,,(X-8,)-'+a,,(X-B, ) 
+ . . . + a,,(~ - et) -‘+ . . 
Zj(X L B)-’ by Zj(0). Let- 
Fix an arbitrary j in (2,. . . , r }. From 
-2 + ... fa,,,(x-e,)-“1 
+ u,,,(~ - et)? 
lj( m( X - 8) - ‘) = 0, partial-fraction 
development of m(X - 8)-l, linearity of Zj, and the hypothesis Z,(X - (9-K 
=Ofork>l,weobtainthatforBP{8,,8,,...,6,}, 
zj(e)= f$ 
where 
f(e)= [ull(e-el)-l+ - +~l,,(e-el)-n~]zj(el) 
+ . . . +[u,l(e-et)-l+ ... + u,,p - 4) -“‘I zj(4>. 
g(e)=ull(e-el)-‘+ -- +ul,l(e-el)-“~ 
+ ... +a,,(e--8,)-l+ -. +u,,,(e-et)-“I. 
(38) 
If Zj(e) is a constant on an infinite subset of _Z, then the rational function 
obtained in (38) by replacing t9 with X must be a constant. We now observe 
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that 
f(X) 
- isaconstant ifandonlyif Zj(Oi)=Zj(S), i=l,...,t. (39) 
gCX> 
PROPOSITION 3.2. Let M be a module in &,, constructed from the 
sequence of linear function& (I,, . . . , 1,). Zf M is purely simple, then: 
(a) For any rational function R(X) the set 
Ei,= {~EJ:Z~(~)=R(B)} (40) 
is finite for i = 2,, . . , r. 
(b) Zf 0 E .l and h( 6’ ) = 00, then for i = 2,. . . , r the power series 
f 1,(x-e)ykxk 
k=O 
(41) 
is not the expansion of a rational function. 
(c) Zf O#(d,,...,d,) is in ZZ-‘, then l,=d,l,+ ... +d,l, satisfies 
the conclusions of (a) and (b) with i replaced by D. 
Proof. (c): Suppose that 1, agrees with some rational function R(X) on 
an infinite subset of J. Writing R as in (34), we get 
R= ~+~~(x-e~)-~~(e~)+ ... +C,(~-em)-l~(em) 
~o+~l(x-el)-l+ . . . +cm(x-em)-l ’ 
where 8,, . . . , 0, are chosen from E,, = {e E J: z,(e) = ye)). Let p(x) = 
co + c,(x - e,)- l+ . . . +c,(X-O,,-‘,andchoose i in {2,...,r} suchthat 
d,#O. Let 
-d. 
Y= dw,i+w,j:jE {1,2,...,r}\{i} 
di 
’ 
We shall show that tcM(O, Y) is infinite-dimensional. In what follows sub- 
scripts have been suppressed in 1, and E,,. 
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Z(8) = 
c+cl(e-el)-lz(el)+ ... +c,,(e-em)-lz(en,) 
c,+c,(e-e,)pl+ ... +cm(e-en,)-l ’ 
(42) 
P(x) c,(x-e)-’ cl(x-e,)p’ 
-= 
x-e e-e, - e-e, + ‘.’ 
cm(x-e)-l c”l(x-eJ’ 
+ 
e-e, - e - em 
+co(x-e)-‘. (43) 
so 
- &z(e,) - . . . - -&z(eJ 
“Z 
=C [fr:m (42)]. 
so 
(44) .=,,,,(gq+ . . . +d,ZpJ 
Now, 
(b - ea)(o, P(X)(X - e) -‘) 
[The last equality follows from (44).] The last expression is in the subspace of 
M, spanned by Y. Since E is infinite, we have proved that tc,(O, Y) is 
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infinite-dimensional. Since cardY = r - 1 < rank M = r, it follows by [12, 
Lemma 1.11 that M is not purely simple. 
Suppose Cp=aZ( X - 0) PkXk is the expansion of a rational function. We 
shah write the proof for 0 = co, i.e., we replace (X - f3-k with Xk. The proof 
for an arbitrary 8 # co is obtained from our proof by replacing every 
occurrence of the ordered pair (a, b) with the basis (b - Ba, a) of K2, and 
Xk with (X - 0)-k. 
Let Ii( a$., i = 2 ,..., r. So 
A,= i diuik. 
i=2 
(45) 
If (45) is the expansion of a rational function, then for some positive integer n 
there exist scalars b,, b,, . . . , b, such that Cy,obiAi+j=O for j=O,1,2,...; 
see e.g. [15, Corollary 2.21. This can be rewritten for a fixed j in the form 
d2( $?u2,i+j)+ ... +dr( i:ur,i+j)=O. (46) 
Let p(X) = b, + b,X + . * . + b,X” and let 
Y= 
- dj 
i I 
T~li+~lj:j= {l,...,r}\{i} 
As in the first part of the proof, it is enough to show that G = (G,, G,) = 
tc,(O, Y) is infinite-dimensional Now, ~(0, p(X)) = (0, p(X)) E Y. So 
(0, P(X )) E G 1. Also, b(O, P(X )) = ((x7= abia2i)W 12 
+ . . . +(C~,,,biu,,)wl,, Xp(X)) E G,. From (46) we get that 
which is in the subspace of M, spanned by Y. So (0, Xp(X)) E G,. This 
procedure shows, by induction, that for any positive integer m, (0, Xmp(X)) 
E G,, thereby proving that G is infinite-dimensional, as required. 
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Parts (a) and 03) are special cases of (c). They have been stated separately 
for ease of reference. n 
COROLLARY 3.3. None of the modules constructed in Sections 1 and 2 is 
purely simple. 
The converse of Proposition 2.2 is true in 8s. 
THEOREM 3.4. Let M be an infinitedimensional module in ~?a con- 
structed from a linear functional 1. Then M is purely simple if and only if the 
following conditions are simultaneously satisfied: 
(a) For any rational function R(X) the set E, = { 8 E J: Z(8) = R(B)} is 
finite. 
(b) Zf @E./and h(B)=oo, then thepowerseries ~~z0[Z(X-8)-k]Xk is 
not the expansion of a rational function. 
Proof. Proposition 2.2 shows that if M is purely simple, then conditions 
(a) and (b) are satisfied. 
Suppose M is not purely simple. We shall show that at least one of the 
conditions is not satisfied. Let G be a nonzero proper pure submodule of M. 
By [4, Lemma 2.1(a)], G is torsion-closed in M. So by Theorem 2.1, 
rank G = 1. If G is finite-dimensional, then it is a direct summand of M, by 
[2, Theorem 5.51. Its direct complement is pure in M and infinite-dimen- 
sional. By Theorem 2.1 it has rank one. We have proved that M has an 
infinite-dimensional pure submodule G = (G,, G,) of rank one. Since the 
module N in (8) is finite-dimensional, we can, after taking suitable linear 
combinations, assume that there is an element in G, of the form (0, p(X)), 
p(X) + 0. Let g be any nonzero element of G,. Then G, either contains 
D= {g(X-8)-k:k=0,1,2,...} for some 8 or the equation (b-8a)v0=g 
has solutions v0 in G, for infinitely many 8 in J. This last statement follows 
from the remarks between (1) and (5) of the introduction. Suppose the first 
alternative holds for p(X). By taking a suitable linear combination of ele- 
ments in D we may assume that G, has an element of the form g = (0, b, + 
b,(X-8)-l+ ... +b,(X-8)-“+‘), bl,bz,...,b, scalars. If thefirstalter- 
native holds for this element, then Z((X - 0))jg) = 0, j = 0,1,2,. . . . This 
leads to the recursive relation 
i biai+j = 0, j=O,l,2 >*a., 
i=l 
where ai = 1(X - t9-‘. This implies that C&[Z(X - e))k]Xk is rational. 
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Suppose that (b - 8a)u, = (0, g), g # 0, has solutions v0 for infinitely 
many 8 in J. Then v, = g(X - 8))’ and Z(g(X - e)-‘)= 0. Just as in (39) 
this equation leads to Z(0) = f(e)/g(fZ) for some rational functions 
f( X )/g( X ). So 2 agrees with a rational function on an infinite subset of J. n 
REMARK 3.5. For B in K, n a positive integer, the equation X” = 0 has 
n solutions in K. Denote one of these solutions by “@. For a fixed n, the 
function 1: K + K, Z(0) = “@, agrees with every rational function on only a 
finite subset of K. 
Let F = (F,, F,) be any infinite-dimensional rank-one torsion-free module 
considered as a submodule of .%?. Let h be its corresponding height function 
and J= {0EKu{oo}:h(8)#0}. W e now define a linear functional I on F, 
by giving the values of 2 on a basis B, of F, [see (4)]: 
z(x-e)-‘=“JB. 
Let (a,,a,,a, ,... )=(l,O,l,O,O,l,O ,..., O,l,O ,... ), the Liouville sequence 
used alot in [15] and [13]. If h(O)=oo, let Z(X-8))‘=ai, i=2,3,.... If 
8=oo and h(co)=oo let Z(Xi)=ui, i=2,3,.... Set Z identically 0 on all 
other elements of the basis B,. Using this 1, we construct a module M as 
prescribed in (8). By Theorem 3.4, M is purely simple. We have therefore 
proved. 
COROLLARY 3.6. Every infinite-dimensional rank-one torsion-flee module 
is a quotient of a rank-two purely simple module. 
We shall now prove that if M is a purely simple module constructed from 
1 s, . . . , I,, then M contains a proper purely simple submodule of the same rank 
as M. 
THEOREM 3.7. Let M = (M,, M,) be an extension of N by F = (F,, F,) 
constructed j%m the linear function& Z,, . . . , 1,. Let G = n iz2 Ker Zi, G, = 
F,. Then G = (G,, G,) is a s&mod& of both F and M. 
Suppose {Z2,..., Z,} is a linearly independent set of linear function&. 
Then 
(i) rank M = rank G; 
(ii) M is purely simple if and only if G is purely simple. 
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Proof. If g E G,, then Is(g) = . . . = Z,(g) = 0. So, by (B), K2 maps G, 
to G, = F,. Hence, G is a submodule of M = (M,, M,) and also a submodule 
of (F,, Fa). 
(i): This is similar to the proof of [13, Proposition 2.31. Since { Z,, . . . , I,} is 
a linearly independent set of functionals on F,, G, is of codimension r - 1 in 
K [ X]. We can chose representatives of a basis of F, /G 1, { fi, . . . , f,_ 1 }, such 
that Zj(J) = a,,, the Kronecker delta. In M/G, ufi = ufi = . . . = qpl = 0, 
while b& = Xf; +E~=,Zj(fi)wij =wli (modG,). This implies that M/G is of 
type IIz@ . . . @II:, where N in (7) is of type III”2 @ . . . CB III mr. [If Vi is 
of type III”‘* spanned as described after (7) in the introduction, then 
V,/(O, wli) is of type IIzl.] We have the following exact sequences with 
commuting squares: 
0 -+ G -+ M + II? @ ... CD II2 -+ 0 
II c (Q+, +‘) ? (VP,+) 
0 + G + M' + III”2 a3 . . . @ III- + 0 
(47) 
The map (cp, 1c/) is obtained from the projection y -+ y/(0, wu). The bottom 
exact sequence and (cp’, #‘) are obtained by pullback. Since Ker(cp, #) is of 
type (r - l)III’, we have 
O+(r-l)III’+M’+M+O. (48) 
Theorem 2.1, (48) and the bottom sequence of (47) give rank G + r - 1 = 
rank M' = r - 1+ rank M. Hence rank M = rank G. 
(ii): Suppose M is not purely simple. Then, as shown in the proof of 
Theorem 3.4, it must contain an infinite-dimensional pure submodule H of 
lesser rank than M. Since H is pure in M, it is torsion-closed in M, by 
[4, Lemma 2.1(g)]. So G n H is a torsionclosed submodule of G. It is 
infinitedimensional because H is infinite-dimensional and G is of finite 
codimension in M. If rank(G n H) = rank G, then G n H = G, because by 
Theorem 2.1 a module of finite rank cannot contain a proper torsionclosed 
submodule of the same rank. From G n H = G, M/G finite-dimensional, we 
conclude that M/H is finite-dimensional. Since H is torsionclosed in M, 
M/H is torsion-free. So by the definition of purity, M = H 4 H', H'z M/H. 
So M/G = H/G 4 H'. But M/G is of type II:*@ . . . @II?, which is 
torsion and cannot have a torsion-free module as a direct summand. There- 
fore, rank(G n H) < rank G. By [ 15, Lemma 1.11 it contains an infinite- 
dimensional proper pure submodule of G. So G is not purely simple. 
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Suppose G is not purely simple. Then it contains an infinite-dimensional 
torsionclosed submodule G’ with rank G’ < rank G = rank M; see e.g. the 
proof of Theorem 3.4. Since tc, G’ c tc, G’, M contains an infinitedimen- 
sional torsion-closed submodule of lesser rank than M. Again by [15, Lemma 
1.11, M is not purely simple. n 
We conclude with some questions to which we do not know the answer. 
(1) Let r be an arbitrary positive integer > 2. Is every infinitedimen- 
sional rank-one torsion-free module a quotient of a rank-r purely simple 
module? For r = 2, see Corollary 3.6. 
(2) For r > 2, what necessary and sufficient conditions on l,, . . . , I, ensure 
that the module M constructed from them is purely simple? Proposition 3.2 
gives some necessary conditions which are shown in Theorem 3.4 to be 
sufficient for r = 2. 
(3) If J is infinite, we do not know how many isomorphism classes of 
purely simple modules there are in 8r even for r = 2. For J finite, see [13] 
and [14] for a complete answer. 
(4) Finally a problem of perennial interest to the author: Does a purely 
simple module of infinite rank exist? 
REMARK 3.7. One can pose the above questions for modules over any 
tame finite-dimensional hereditary algebra; see [16] for a definition. Some- 
times problems over these algebras can be reduced to the Kronecker-module 
case; see e.g. [3], [6], and [7]. In [9] it is shown that, for any tame 
finitedimensional algebra R, there is a functor from the category of Kronecker 
modules to the category of R-modules. This functor preserves purity, inde- 
composability, etc. A connection with commutative algebra is mentioned in 
[9]: it can be shown that torsion-free Kronecker modules may be considered as 
flat Z-graded K [ X, Y]-modules, K [ X, Y] the polynomial ring in the inde- 
terminates X and Y. 
The author is grateful to Professor F. Zorzitto for his interest in the 
progress of this work. 
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