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The key contribution of this research was to characterize decision support system 
(DSS) performance as a function of sensor types ranging from a very literal electro-
optical (EO) sensor to a very non-literal synthetic aperture radar (SAR) sensor.  The 
specific DSS used in this research was developed based on the Applied Cognitive Task 
Analysis (ACTA), human performance modeling process, and a comprehensive literature 
search.  The subject and DSS combined performance was characterized by objective 
interpretation accuracy and decision time and, in addition, the subject’s trust, confidence, 
heuristics, and possible cognitive biases were elicited and analyzed.  The measures of 
accuracy, time, and heuristics were supported by eye tracking data to confirm the 
findings.  The findings clearly showed that participants used the DSS differently based on 
the sensor type, and that there were clear and explainable trends consistent with the 
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1 RESEARCH STATEMENT 
The goal of this dissertation is to develop and test a decision aid ordinal scale that 
ranks the amount of information provided to the analyst to quantify operator performance 
as a function of the decision aid levels.  Using the decision aid scale, this effort quantifies 
the interdependency of decision aids with the literalness of the sensor for the task of 
target classification.  The analysts’ trust and bias are characterized as a function of both 
the decision aids and the sensors explored in the experimental investigations.  Through 
experimentation it will be determined if decision aids can help an analyst perform the 
task of vehicle classification in a shorter amount of time, with more confidence and with 
more accuracy. In addition, the impact of the decision aids will be evaluated on multiple 
sensor types to see if there is an effectiveness dependency on the type of sensor and the 
type of decision aid.  The sensor types will be used: an EO sensor in the visible spectrum 
which will be very familiar to analysts and, hence, quite literal; an infrared sensor which 
provides literal shape but has unfamiliar intensity patterns; and, SAR which has 
signatures that are unfamiliar and non-literal.  Trust and bias of the different decision aid 












2 EXECUTIVE SUMMARY 
 
This dissertation investigates how analysts view and process various sensor data.  The 
research is concerned with a spectrum of sensors from the more literal to the more non-
literal.   Current or proposed tools/features of an analyst decision aid are studied across 
the spectrum of sensor data.  A decision support system is developed and tested to see if 
there is an improvement of trust, performance, and a lower impact of cognitive biases on 
the user performance when using the decision support.  
The research questions being addressed in this dissertation are:  
1. Can trust and confidence be improved across literal and non-literal sensors 
with added features in a decision aid?   
2. Can analyst object classification performance be improved with additional 
decision aid features?   
3. Can the impact of cognitive bias be uncovered and analyzed through the use 
of a decision support system? 
To explore the research questions listed, a four phase research framework was 
developed.  The four phases are 1) Knowledge Acquisition, 2) Assessment, 3) Design and 
Development of Decision Support, and 4) Evaluation.  In phase one, the current decision 
aids that are used by SAR sensor analysts are characterized using the ACTA process.  
The common techniques and tools are identified along with the difficult cognitive 
elements, common errors, cues, and strategies used.  The operator function model is also 
developed through the ACTA process, identifying the potential cognitive biases used in 









 In phase two, Experiment 1 is designed and performed to assess the baseline of 
cognitive biases, efficiency of decision aids, and performance.  Analyst trust in the 
decision aid is determined by having the user nominally rate confidence in each decision. 
The cognitive bias will be identified by a questionnaire answered after each relevant task. 
The effective features and cognitive biases that most affect performance are further tested 
in Experiment 2.  
 In phase three, the decision aid is redesigned guided by the identified most 
prevalent cognitive biases and the effective features used by the participants in 
Experiment 1.  Based on the results, the levels of decision aiding are developed and 
tested in the Experiment 2.  
 Phase four evaluates the decision aid by measuring task performance, trust, and 
the impact of cognitive biases.  Based on this evaluation, features are identified for 
suggested incorporation into a decision aid for the spectrum of literal and non-literal 
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3 LITERATURE REVIEW 
 
3.1 Decision Making 
 
Decisions require human judgement.  Humans consider risk and values that are even 
used in computer aided decisions (Bazerman, 1986).  Bazerman states the six steps of a 
perfect judgment decision maker.  
1. Perfectly defining the problem 
2. Knowing all relevant alternatives 
3. Identifying all criteria 
4. Accurately weighting all the criteria according to his/her goals 
5. Accurately assessing each alternative on each criterion 
6. Accurately calculating and choosing the alternative with the highest value 
However, we know that perfect judgment does not happen in all scenarios.  Often 
decision making requires a time critical decision.  In these instances, people may not 
consider all options and may only seek confirmation when gathering information instead 
of assessing all alternatives during the decision process (Gilovich, 1993).  The decision 
maker may not have time to process all of the information or change their decision 
strategy (Stiensmeier-Pelster & Schurmann, 1993).  
 
3.2 Time Critical Decision Making  
 
Time critical tasks can lead to a change in the method that the individual would 
normally perform the task.  The cognitive processing methods change depending on the 









more reliant on other given information (Maule, 1997).  It is noted that time pressure can 
decrease the quality of the decision making (Payne et al., 1990).  More information in 
time critical tasks is not necessarily the solution.  The time needed to review a lot of 
information can cause confusion when trying to process it all quickly and can cause 
errors (Horvitz & Barry, 1995). 
3.3 Designing DSS 
 
Those performing time critical tasks are often provided decision aids to try to 
improve performance.  There are several different fields that have been tested in time 
sensitive situations than range from dispatch decisions (Giang et al., 2014; Giang et al., 
2016) to military decision aids (Zachary, 1980).  Military applications have a long history 
in using decision aids to display relevant information including model inputs, model 
outputs, uncertainty with variables (Glenn & Zachary, 1979), and uncertainty in the target 
area (Brune & Taylor, 1973).  Since decision aid design is still ongoing, it is clear that 
this problem is still relevant as new technologies emerge that require human decisions 
which, in turn, motivate the need for new decision aids to be designed and developed.  
Zachary (1980) gives a framework for the characterization of the decision 
situation.  This framework breaks down the decision by laying out questions to answer.  
What are the underlying processes involved, what is the value criteria, what are the 
variables and parameters, what is the relevant analysis, what are the relevant displays, 
what are the required human judgements?   Zachary (1988) goes further by designing a 
decision aid that has the steps of 1) defining the problem, 2) decomposition of the 









constraints, and 4) defining decision support functionality with DSS design.  The DSS 
design must build a bridge between the decision representation to the unaided user and 
the system functionality.  One of the hurdles in this design approach is how to show the 
values and connections between the task variables.  Woods and Roth (1988) propose a 
three factor function for designers to structure representation.  The three factors described 
in Ehrhart’s 2003 paper are: 
1. The designer’s ability to anticipate the decision tasks and situational variables 
2. The characteristics of the representation that influence decision performance 
3. The degree of domain variation in the relationship between key criteria and 
decisions. 
 There are tools used to help design a decision aid or user-interface.  Two 
examples of these are the STAR table and the OFM.  The Summary Table of Aiding 
Requirements (STAR) table was proposed by Hopson et al., (1981) and is made up of 
eight sections.  The eight sections are task dynamics, situational objective, value criteria, 
underlying process, information environment, analysis steps, representation, and required 
judgements.  These sections help develop a decision aid concept for the relevant pieces of 
the decision and are structured into a one page format in Zachary (1988).   
Mitchell (1987) and Muller and Narayanan (2009) build an operator function model 
(OFM) to understand operator actions and cognition. The OFM sets a basis for designing 
a user-interface.  The OFM determines the user needs for implementation in the user-
interface. Mitchell developed an OFM for a NASA satellite ground control system.  This 









handle arising situations.  Muller and Narayanan created an OFM for low-stress and high-
stress human interpretation of imagery.  The cognitive process of establishing a mental 
image of the given scene is analyzed and used to develop an interface.  User-interfaces 
such as decision or support aids have been developed using the process of OFMs and are 
in multiple fields.  Some examples where OFMs are used include ship navigation and 
tutoring systems as well as other examples (Lee & Sanquist, 2000; Bloom et al., 1992; 




Trust in humans has parallels to trust in automation.  However, trust, once lost, 
can be harder to re-establish with machines (Hoffman, Johnson, Bradshaw, & 
Underbrink, 2013).  Jian, Bisantz, and Drury (1998) claim there are three types of trust: 
general trust, human-human trust, and human-machine trust.  They state that trust and 
distrust are opposite factors instead of competing factors of trust (Jian, Bisantz, & Drury, 
1998).  The trust issue is further complicated by the fact that trust has to be balanced for 
optimum performance.   Either too much or too little trust can result in failures (Muir, 
1987).  To maintain trust in automation, Sarter suggests that the human should 
understand the basis of the automated aids but should have the task responsibility.  The 
human can use the automation for help, but the automation is now a means to the end of a 
human responsible task (Sarter, Woods, & Billings, 1997).  Evidence indicates that, over 
time, experienced workers can learn to calibrate their trust for the automated system used 









3.4.1 Trust with Decision Aids 
 
One prominent suggestion regarding improving both the pace of learning within a 
system and the overall accuracy of results is that automated DSSs provide contextual 
information for the decisions (Liebhaber & Feher, 2002). A study performed by Rovira, 
Cross, Leitch, and Bonaceto (2014) indicated that providing contextual information along 
with the automation resulted in a modest reduction in errors; however, it resulted in 
significantly faster recovery from errors and corrective action when errors occurred.  
Evidence indicates that providing operators with a simple warning when the system is 
aware that it might make an error can drastically improve performance.  The work by 
Beller, Heesen, and Vollrath, in their 2013 study of an automobile collision warning 
system, supports this finding. 
In a study of a warning system for control-surface icing in aircraft, McGuirl and 
Sarter (2006) indicated that simply using an automated system tended to result in a trust 
mismatch between the operator and the system.  Some pilots expected the system to be 
perfectly accurate and failed to recover properly from errors when the system failed.  A 
second group of pilots decided the system was completely unreliable after the first false 
warning, and would thereafter either ignore the system completely or, in some few cases, 
treat the system as perfectly unreliable and always do the exact opposite of what the 
system suggested. 
Research suggests that while there may be issues during a trust mismatch between 
the human operator and an automated system, a good confidence match between the 









(Bass, Baumgart, & Shepley, 2013).  This was also independently confirmed by Beller, 
Heesen, and Vollrath (2013) in their automobile collision-avoidance study. Of interest, 
specifically in regard to improving operator performance, it was found that when 
provided with an indication that the system had detected a lower-than-normal probability 
of an accurate result, the human-automation system performed significantly better than in 
any other scenario.  It is theorized that the drivers were able to trust the system under 
normal circumstances, but become focused and aware as soon as the system notified them 
of a low confidence situation.  Since the drivers knew when they needed to be especially 
aware, they were at their peak performance precisely at the time they needed to be.  A 
similar effect was noted in the study of pilots and control-surface icing in the smallest 
group of pilots.  These pilots appeared to have the proper trust balance and used the 
system as an indicator of when they needed to pay attention rather than a final arbiter of 
the status of the situation (McGuirl & Sarter, 2006).  In a similar vein, several studies 
examined improving operator performance by improving system transparency (Helldin, 
Falkman, Riveiro, Dahlborn, & Lebram, 2013; Helldin, Ohlander, Falkman, & Riveiro, 
2014).  
In the context of a military threat evaluation system, correct object identification 
is essential to military safety and to avoiding friendly fire mishaps.  A threat evaluation 
system examines data from multiple sensors and other sources and then makes a 
recommendation to the operator about the threat level of an incoming target, but the 
operator must make the final call in classifying the target as friend or foe.  In the 2013 









with the system’s threat evaluation and the rules/parameters used to reach that conclusion 
would reduce operator errors. Knowing system uncertainty and decision criteria can help 
operators to have the appropriate level of trust in the system’s evaluation of a target, 
resulting in operators either being more critical in the case of low system certainty or 
spending less time wasted on re-evaluating system decisions that have high certainty.  
Interviews with several experienced operators (Helldin et al., 2013) indicated 
implementing such measures would greatly aid their performance.   Helldin et al.’s 
(2014) study tested this using a prototype system with different levels of system 
transparency. The study indicated that higher levels of transparency resulted in increased 
decision times, higher workload, and increased trust in the system. No significant 
difference in decision correctness or confidence was found, but operators indicated that 
they felt this would have been the case with more training and familiarity with the 
system.  
Riveiro, Helldin, & Falkman (2014) summarized four case studies they had 
performed examining how presenting human operators with meta-information regarding 
their system affected the operators’ confidence, trust, workload, performance, and time.  
In each scenario, the operators had to analyze imperfect data, operate imperfect 
recommender systems, and make a decision within a limited amount of time, in situations 
where severe repercussions could result if a faulty decision was made.  Case study 1 
involved visualizing uncertainty in sensor readings and tracking systems for air defense 
operators (Riveiro, Helldin, Falkman & Lebram, 2014); case study 2 involved visualizing 









case study 3 involved presenting explanations of the inner workings of an identification 
system for air defense operators; and case study 4 involved displaying to fighter pilots 
different levels of data abstraction for threat evaluation systems (Riveiro, Helldin, 
Falkman, & Lebram, 2013). Results varied between the case studies, but the authors 
demonstrated that the visualization of meta-information had positive effects on operator 
confidence and response times without reducing performance. Operator calibration of 
trust also improved, but workload increased. 
A decision aid should aid in the process of making a decision without further 
complicating the reasoning of the decision maker.  A decision aid needs to be developed 
consistent with the level of the user.  If the decision aid is more complicated than the 
expertise of the user, bias can be intensified (Arnold, Collier, Leech, & Sutton, 2004).  
3.4.2 Measures of Trust  
 
Trust has been measured in several ways in various studies.  In most cases, trust is 
a subjective rating (Muir & Moray, 1996).  Brown and Galster’s (2004) study had the 
participants rate trust “Overall how much do you trust the system?” and confidence on 
their ability to perform the task on a 100 point scale, which was a modification of Lee 
and Moray (1992) reliability and productivity.  Lee and Moray 1994 focused on rating 
self confidence and trust in the system.  In Ruff, Narayanan, and Draper’s (2002) study 
subjective trust ratings were given in reliability, correctness, and trust in both oneself and 
automation.  All six measures were rated on a 100-point Likert scale from 0=low to 









Miller and Perkins’s (2010) study divided trust into the five categories of 
competence, predictability, dependability, consistency, and confidence.  These five 
categories are each rated on a scale from 1-5.  Jian, Bisantz, and Drury (2000) proposed a 
twelve question questionnaire for trust between people and automation in which each are 
rated 1-7.  These twelve questions that are positively and negatively framed were also 
used in Bisantz and Seong’s 2001 study.   
3.5 Cognitive Biases 
 
The task of object classification or identification inherently introduces cognitive 
bias.  Cognitive biases are ways in which individuals deviate from good judgment.  
Several biases are listed in Arnott (2006) that humans tend to make.  Further, in Fendley 
and Narayanan (2012) the list is narrowed down to biases found in object identification.  
These biases include the categories of memory biases, statistical biases, confidence 
biases, and presentation biases.  Within these categories the different applicable biases to 
object classification are investigated.   
Imaginability, recall, and search bias contribute to bias within object classification 
and within the category of memory bias (Fendley & Narayanan, 2012).  Imaginability 
bias is identifying situations that an individual believes could happen within the given set 
of constraints. The individual will then prioritize imagined situations over situations not 
imagined even if the non-imagined situations are actually more likely (Tversky, 1974).  
In the example of object classification or military classification, the analyst will more 









Recall bias is when a situation or object is easier to remember, and the analyst 
believes that it happens more frequently than it actually occurs.  A situation may seem 
more likely if the analyst has previous experience with the situation or, for some reason, 
she/he remembers it more easily (Taylor & Thompson 1982).  An analyst could 
misclassify an object based on the features they can recall.  Features that may have had 
the analyst classify an object differently may not be recalled, so the analyst may classify 
the object as a more familiar object.  
Search bias is a misrepresentation of the base rates of a scenario because of a 
search strategy.  If something is consistently found in every scene, one might believe it is 
a frequent event.  When two things are equally likely to be in a scene, the object or event 
that is found more often is likely to be considered to exist in the scene more frequently.  
This bias can occur depending on the search strategy that the individual is using 
(Tversky, 1974).  
Correlation bias is an expectation that multiple events are related since the analyst 
observed those relationships in past situations (Alloy & Tabachnik, 1984).  Multiple 
events happening together may even seem to be more important when judging the 
situation (Crocker 1981).  People tend to put too much emphasis on having a small 
amount of previous knowledge of the situation.  They find it hard to comprehend that 
their data could not be representative of all the situations they will encounter (Nisbett & 
Ross, 1980).  Correlation bias relates to object recognition – for example – if an analyst 









situation will happen the same way again.  This bias can lead to a wrong call which 
wastes resources and/or time.   
Confirmation bias is when analysts only look for confirmatory evidence rather 
than taking a more balance view using both confirming and disconfirming evidence as 
part of their decision process. When a preference is established, only looking at 
confirming evidence amounts to a distortion of new evidence potentially causing the 
more likely alternative to be missed (Russo et al., 1996).  Confirmation bias is in the 
category of confidence bias.  Confirmation bias could apply to analysts in situations when 
they are watching an area where they believe an attack might occur; they could be 
looking for reasons to confirm this belief.  This bias may prevent the analyst from 
actively looking for information that would disconfirm a possible attack resulting in a 
high rate of false alarms for this situation. 
Redundancy bias is also within the category of confidence bias.  Redundancy bias 
occurs as more data is processed, the more confidence the system has in the data’s 
reoccurrence (Arnott, 2006).  Repeated data or situations could start to get familiar and 
then seem more valid or likely (Arkes et al., 1989).  This bias can relate to an analyst 
performing object recognition in the situation where she/he repeatedly classifies a 
particular target type in a scene.  The next time the analyst encounters this scene, the 
analyst could call another type of vehicle the often occurring vehicle type resulting in a 
misclassification of that object. 
Selectivity bias is the last bias within the category of confidence bias that will be 









without taking in account the context or prior information about the likelihood of the 
event (Kahneman & Tversky, 1973).  An analyst that is using selectivity bias would tend 
to classify objects independent of the base rate of that object in the scenario.   
Order bias is in the presentation bias category.  Order bias is when someone is 
presented data, the first and last items may receive undue importance (Remus, 1986).  An 
individual may be less inclined to declare an extreme data point early on in the sequence 
of data being displayed to them (Slovic & Lichtenstein, 1971).  Order bias could present 
itself if the analyst is presented a list of features being used for a classification.  The 
analyst may put undue importance on the first or even last item in the list. 
There are other biases from Arnott’s 2006 taxonomy of cognitive biases that 
could present themselves in the classification of images, namely: framing which is a 
presentation bias and base rate which is a statistical bias. Framing bias involves providing 
the analyst information or a context that could influence the decision away from the 
evidence.  This bias can occur, for example, when consequences or risk are introduced 
into the decision process (Tversky & Kahneman, 1986).  Introducing a time constraint 
could bias the analyst from taking actions such as sensor zooming which would likely 
increase her/his confidence but would also take more time.  The problem statement in and 
of itself can influence the results and must be crafted carefully.  A person is more likely 
to choose a less risky choice over a risky choice if the outcome will be the same 










A base rate is the rate or percentage given to a user or the rate at which something 
naturally occurs.  Base rate bias is when the base rate is misused by emphasizing the base 
rate too much or too little in the decision process.  For example, if a base rate is provided 
to a decision maker, she/he may ignore it if the decision maker finds different 
information in the data (Fischhoff & Beyth-Marom, 1983).  The extent to which a person 
may ignore base rate depends on the individual makeup (Bar-Hillel, 1990).  This bias 
may occur when base rates are given to participants in the experiments.  The participants 
may choose to ignore the value shown them because of their perception of the situation.  
3.6 Mitigating Bias  
 
 Biases can appear when making judgments.  It is difficult to fully eliminate a bias 
from a decision.  However, there are two thoughts as to how debiasing could happen: 
either additional training or knowledge needs to be given to the individual or the task 
needs to be structured to not create these biases.  The task structuring can be designed to 
go along with an individual’s natural thought process to help not induce bias (Fischoff, 
1981).  This can be accomplished by figuring out where the bias is coming into play, the 
person or the task/environment.  Soll, Milkman, and Payne (2014) took this idea further 
by breaking down debiasing within the environment.  Soll, Milkman, and Payne suggests 
two ways to improve the environment: 
1. Modify to get the individual/user to process the information more properly  
2. Change the environment to individual/user’s biases through a nudge 
A nudge is defined as changing the environment without changing the incentives or 









influence performance for the betterment of the individual or society.  An example of a 
nudge would be the infrastructure in a car for the safety of an individual such as a seatbelt 
notification.  This warning does not actually make the individual put the seatbelt on, but 
serves as a visual reminder if the individual forgot to put the seatbelt on (Beaulac & 
Kenyun, 2016). 
Efforts have been made to debias through structured processes.  Fischhoff 
suggests debiasing through four levels: 
1. Warnings of bias 
2. Descriptions of the direction of bias 
3. Feedback of the subject’s behavior, which personalizes the implications of the 
warning 
4. An extended program of feedback to allow the subject to achieve mastery of 
the task 
Debiasing has also been attempted by Keren (1990) who proposed a three stage debiasing 
framework: 
1. Identify the existing and nature of the potential bias 
2. Consideration of ways and techniques to lower the impact of the bias 
3. Evaluation of the effectiveness of the selected technique  
It is proposed by Larrick (2004) that there are specific debiasing strategies: 
technical, motivational, and cognitive.  Technical debiasing strategies include introducing 
quantitative models or checklists.  Motivational debiasing strategies are simply increasing 









debiasing strategies rely on changing the individual’s perception and approach to the 
decision.     
Displaying important data dimensions options to the user in a way that the user 
will understand helps improve decisions.  In addition, providing improved training can 
help in debiasing (Morewedge et al., 2015).  It was demonstrated that providing feedback 
and graphs helped mitigate bias in specific real world scenarios of investing (Bhandari, 
Hassanein, & Deaves, 2008).  Providing warnings can help mitigate different biases.  The 
design has an important role on how effective the warning is for mitigation of 
overconfidence bias (Schall, Doll, & Monen, 2016).  Warnings have to take into account 
the involvement or experience level of the participant as to help mitigate framing bias 
(Cheng & Wu, 2010).  It is noted that bias can still present itself within a decision even 
after additional information is given to the individual, such as a model predictions 
(Zhang, Bellamy, & Kellogg, 2015). Each task has to be individually reviewed to 
determine the best way to mitigate any associated biases for optimal performance. 
Overall, it has been suggested that a DSS should mitigate bias (George, Duffy, & 
Ahuja, 2000; Bhandari, Hassanein, & Deaves, 2008).  The number of studies performed 
confirming bias exists heavily outweighs the number of studies that try to mitigate bias  
(Zenker, Dahlman & Sarwar, 2015).  It is understood that bias cannot be eliminated.  It is 
important to acknowledge that it exists and then try to design the support system to use 
the biases to our advantage or to try to make them negligible.   
The biases that are prevalent in object classification should have a smaller effect 









decision aids that implement the above or analogous strategies to mitigate or, in some 
cases, exploit these biases.  The decision aids should be built with time critical decisions 
in mind. In many fields, time critical decisions such as in medicine and defense, time 
critical decisions can have life or death consequences.  Hence, it is important for decision 
aids to improve the quality of the decisions without compromising decision timeliness. 
3.7 Sensors 
 
3.7.1 Literal vs. Non-Literal 
 
Image analysts have several tasks to perform when viewing sensor data.  Different 
modalities of sensors provide varying data.  Data interpretation can become more 
difficult as it leans away from visible or literal imagery and becomes increasingly non-
literal.  Literal images are what one would see in everyday life or if one would take a 
picture.  Non-literal images are images that do not look like a normal picture of the area.  
Non-literal images are not intuitive to the human user and are therefore harder to 
understand (Kooi & Toet, 2001).  Examples of non-literal sensors are IR, LADAR and 
SAR.  Non-literal sensors have different properties and have been listed in a form from 
most literal to least literal in Figure 2.  EO, IR, and SAR sensor characteristics are laid 
out in Table I.  The more literal image does not necessarily have the highest contrast (Fay 





















Figure 2: Literal to Non-Literal 
3.7.2 EO 
 
EO systems operate in the .4 to 3.0 μm waveband.  EO images are sensed in the 
visible spectrum and therefore are consistent with human visual system which responds 
to .4 to .7 μm.  EO images rely on illumination or external radiation, i.e. sunlight, 
moonlight, etc.  Some EO systems sense the reflectivity differences at the different 
wavelengths hence providing color which aids in the human perception of image content. 
At these short wavelengths, however, the sensor is more sensitive to atmospheric 
attenuation and distortion which can change the signal and may result in the loss of 
information (Driggers, Friedman, & Nichols, 2012). 
3.7.3 IR 
 
IR is often used when there is a low amount of visible light.  The two main IR 
transmission windows are the midwave IR and long wave IR.  MWIR is 3-5 μm band and 
LWIR is 8-14 μm band (Driggers, Friedman, & Nichols, 2012).  Infrared systems are 
dependent on reflection or self-emission of the target depending on the wavelength.  A 










Nicoll, & Taylor, 2013).  Heat is transmitted by electromagnetic radiation.  The spectral 
emission in the IR region is governed by the amount of thermal energy generated by the 
object and it’s emissive surface characteristics.  The long wavelength IR sensors mainly 
sense emissive radiation while the short wavelength IR sensors mainly sense reflective 
energy (Driggers, Friedman, & Nichols, 2012).   
3.7.4 SAR 
 
In order for a human to understand SAR better, the physics of the problem should 
be explained to allow the human to use her/his cognitive reasoning skills to interpret the 
imagery to compensate for the lack of perceptual cues. EO sensors are subject to diffuse 
scattering.  Diffuse scattering is when energy is reflected in all directions and is 
independent of the incident direction.  Man-made objects are smooth at SAR wavelengths 
and therefore reflect specular scattering, which basically obeys Snell’s law where the 
angle of incidence equals the angle of reflection. For monostatic SAR where the 
transmitter and receiver are co-located, this means that that a reflection is seen when the 
surface is normal to the radar line of sight.  The SAR sensor is also sensitive to surfaces 
oriented at right angles such as corners.  Understanding these and other SAR scattering 
principles should enable the analyst to be more effective and have more confidence in the 
interpretation of SAR imagery (Paulson, 2013). 
Although SAR is normally flown side-looking, it’s image appears as a down-
looking orthographic geometry while EO flown with the same side-looking trajectory has 
a perspective geometry.  This means that SAR has no resolution in elevation orthogonal 









sight (Paulson, 2013).  With these unique properties, it makes designing a decision aid for 
SAR interpretation challenging.  Different strategies have been used for target detection. 
Decision aids that have been used specifically in SAR human experiments have 
varied from cue size (See & Kuperman, 1995), a cue box (See & Kuperman, 1998), to a 
moving and sliding window (Setter, Marciano, Lipkin-Goldberg, & Norman, 2008). 
Through the SAR human experiments one common factor has persisted, that is that with 
an aided system the user rates a higher confidence in their decision (See & Kuperman, 
1997; See & Kuperman, 1998).  Participants in the SAR human experiment studies have 
ranged from analysts to pilots to novices (Setter, Norman, & Marciano, 2004; Nolan, 
2012; See, Davis, & Kuperman, 1997). 
 
Table I. Sensor Characteristics 
EO IR SAR 
Color Black and Red/White Black and White 
Diffuse Scattering Diffuse Scattering Specular Scattering 
Passive Passive Active 
 Short Wave Reflected 
Energy 
Reflected Energy 
 Mid Wave Reflected and 
Emissive energy 
All conditions 













4 KNOWLEDGE ACQUISITION 
 
The Applied Cognitive Task Analysis (ACTA) is a process to draw out cognitive 
information from subject matter experts about tasks. The steps within the ACTA are a 
task diagram interview, a knowledge audit, a simulation interview, and creating the 
cognitive demands table.  A task diagram interview is to gather the overview of the task 
and cognitive elements.  The diagram is constructed by interviewing a subject matter 
expert and having them identify their main task and subtasks within their job.  It is noted 
if a subtask requires cognitive skills.  The knowledge audit identifies the expertise and 
task specific expertise needed for the task at hand.  An overall table will be constructed to 
clearly lay out the aspects of expertise, cues and strategies, and why the task is difficult.  
The simulation interview looks at a specific scenario and assesses possible actions, cues, 
and potential errors that could occur.  The cognitive demands table looks at the difficult 
cognitive elements within the task, why they are difficult, what are their common errors, 
and what are the cues and strategies for that cognitive element (Militello, 1998). 
 Five analysts that regularly work with SAR were interviewed for the ACTA 
process.  The analysts had a range of one to eight years of experience.  In addition to the 
analysts, two SAR developers with ten years of experience were interviewed.  The 
questions used in this process are in Appendix A.  
 The main task of the SAR analyst is target classification.  The subtasks within 
target classification are marking potential targets and separating targets, figuring out 
orientation, and final determination of pertinence.  The determination of pertinence is 









are needed to go from the initial hypothesis to the final classification.  These primary and 
secondary skills and requirements are shown in the Task Diagram in Figure 3.  
The main task of the developer’s job is target classification.  The subtasks within 
classification are pulling up the image in the interface used, target detection, chipping out 
the target, and coming up with their hypothesis of what the classification could be based 
on their experience and algorithm classification.  The initial classification hypothesis is 
noted to have the most cognitive demands.  There were several skills and requirements that 
are needed to go from the initial hypothesis to the final classification.  These primary and 
secondary skills and requirements are shown in the Task Diagram (Figure 3).  
 
Task Diagram  




Target Classification Experience, Object Distinction Software Knowledge, 
Background Information of Area or Target 
 
Developers 
Initial HypothesisExperience, Specialized TrainingAlgorithm Knowledge, 
Algorithm Development 
 
Figure 3: Task Diagram for Analysts and Developers 
 
4.1 Knowledge Audit 
 
Table II was constructed by having the analysts go through specific expertise 
needed for their task, cues and strategies used, and highlighting why they felt the task of 
object classification was difficult.  The most surprising answer worth extra emphases was 









know what to classify as a target.  This is when humility comes into play because they 
can choose to ask others their opinion on the target.  It is noted that not all developers 
will take this step because they might not want to seem incompetent or want to waste 
time, even though a correct classification is valued. 
  
Table II. Analyst Knowledge Audit Table 
Aspects of Expertise Cues and Strategies Why Task is Difficult 
Experience Finding bright objects or 
glints within image 
Determination of what is 
important 
Knowing SAR Geometry 
to understand image 
Red and blue markers used 
for change detection 
Vertical obstructions such 
as cable lines 
Humility Knowing background 
information of the target or 
area 
SAR images are not what 
we are used to seeing in 
everyday life 
 
The developer knowledge audit table (Table III) shows a lot of similarities.  The 
developers also emphasize the need for experience and the ability to understand SAR.  
Developers also point out that a good strategy is locating the bright or white objects in the 
scene.  They agree that the task is difficult because of potential obscurations and in general 









Table III. Developer Knowledge Audit Table 
 
4.2 Cognitive Demands Table     
 
The Cognitive Demands Table (Table IV and V) is a combination of the first three 
steps of the ACTA process.  The task of object classification is used because it was the 
most cognitively demanding task identified in the task diagram interview. 
Table IV. Analyst Cognitive Demands Table 
 
Aspects of Expertise Cues and Strategies Why is task difficult? 
Experience 
Eliminate objects that are 
clearly not targets 
Several objects in a scene 
at a time 
Relating SAR to physical 
objects 
Locate white objects 
(lines and blobs) within 
scene 
Obscured objects 
Algorithm usage Specialized training 
Hard to quickly interpret 
and relate to physical 
objects 
Humility 
Screen and display 
contrast 
SAR images look 
different than EO 
 
What is the difficult 
cognitive element? 
Why is it difficult? 
What are the common 
errors? 
What are the cues and 
strategies used? 
Object classification 
Several objects in a 
scene at a time 
Misclassification due to 
complex scattering 
Eliminate objects that are 
clearly not targets 
 Obscured objects 
Information not present 
to help decision (lat/long) 
Locate white objects 
(lines and blobs) within 
scene 
 
Hard to quickly interpret 






SAR images look 
different than EO 
 











Table V. Developer Cognitive Demands Table 
What is the difficult 
cognitive element? 
Why is it difficult? What are the common 
errors? 




Determination of what 
is important which is a 
human decision based 
on experience 
Wind, misinterpretation 
of what is causing the 
effects within the scene 
Finding bright objects 
or glints within image 
Pertinence of objects Vertical obstructions 
such as cable lines 
Data quality Red and blue markers 
used for change 
detection 
 SAR images are not 
what we are used to 
seeing in everyday life 
Misprocessed data Knowing background 
information of the target 
or area 
  Final say on change 
detection that data may 
or may not support 
Overview map that 
traces where you have 
viewed on the map 
 
 
4.3 SAR OFM 
 
  The operator function model, in this study, was developed from the ACTA 
responses.  The OFM is a visual representation of how an operator might break down tasks 
to achieve adequate system performance. The overall function or goal is at the top of the 
model.  This goal is further broken down into functions, sub-functions, and actions.  
Actions can be cognitive, manual operator actions, or both.  The arcs represent the events 
that start or end operator activities (McNeese, Bautsch, & Narayanan, 1999). 
 The goal of the analyst is to determine each target.  The analyst will view the 
image on an interface by flickering through multiple images, zooming, or scanning with 
an image window.  Through the use of these few tools, they will detect possible targets 
and mark them accordingly.  From this point, the analyst may gather more information, 









whole process will help in the final target classification.  The analyst OFM is shown in 













Figure 4: Analyst OFM 
It can be seen that the goal of the developer is to classify targets.  To complete this 
task the developer loads an image into the interface that is used.  In the interface, they have 
different functionalities to choose to help detect a target.  These functionalities are to zoom 
in on the image, go forward or backwards in time looking at the same area, or view 
additional sensor sources if they are available.  By using these interface tools, the developer 
then detects a target and chips out the target.  By chips out, it is meant that the piece of the 
image that the target falls is cropped out of the picture to be able to load into a classification 











previous experience and algorithm classification will help them decide what the 
classification is.  If their previous experience and algorithm classification do not match, 
they can choose to ask others about the target to see what the ultimate classification of the 
target should be.  The developer OFM is shown in Figure 5.  
 
 



















5 DEVLOPING EXPERIMENT 1 THROUGH ACTA RESULTS 
 
Highlights from the ACTA process include the final classification decision lies 
solely on the analyst and is not double checked.  There are lots of tools available but only 
a few are used regularly.  These are the tools that the analysts are most familiar with, 
have trust in, and confidence when making decisions using these tools.  During the 
simulation interview, some analysts commented on what they thought the target was 
before zooming in.  This practice could lead to confirmation bias because an opinion of 
the target was made before a better look was available.  Another comment made was that 
‘often in this area, this target exists.’  These scenarios could lead to recall bias.  This 
potential bias underscores the need for a true understanding of the area background 
information.   
If the DSS included an automatic target recognition system, one analyst 
recommended that the DSS provide a percentage of certainty/uncertainty along with the 
classification suggestion.  When a numerical suggestion is added into a DSS, anchoring 
bias may become an issue and, therefore, how the uncertainty is presented to the analyst 
should be considered.  A second suggestion recommended having reference images from 
different view angles always visible in the DSS.  Currently, reference images can be used 
but they must be pulled up and viewed in a separate window.   
A deeper look was taken into SAR human experiments.  There are very few 
openly published studies addressing the role of the human in the loop (HITL) with SAR 
imagery.  The following table (Table VI) provides a review of these studies, providing 









and suggestions for future work.  This table lays the groundwork for what has been done 
and highlights areas for this research.   
Table VI: SAR Human Experiments 
Reference Subjects Method Results Suggestions 
See and 
Kuperman, 1995 
12 military and 
civilian personnel 
Data: SAR images created via 
SARSIM 
Targets:  SCUD, T-62, empty scene 
Detect SCUD 
Parameters: Resolution, clutter and 
angle change 
Aid: Size cue given 
Rated Confidence on target present 
1-6 
Higher image resolution 
better detection rates and 
time. 
Noted best results would 
be maximum level of 
operator performance 
with angle, resolution and 
clutter 
Need for standard 
definition of clutter 
See, Davis, and 
Kuperman, 1998 
12 Wright-Patterson 





participated in SAR 
studies before 
Data: TESSA (Theater Missile 
Defense Eagle Sensor ATC) 
Targets: TEL 
Detect where targets are present 
Parameters: Aid of designated 4 
regions of interest in scene 
Rate confidence 1-6 
Accuracy and speed did 
not improve with cueing 
Confidence was higher 
with aiding 
Cueing may be 
most beneficial in 
difficult scenarios 






employees, 2 work 
with SAR, 4 flew 
with SAR, others had 
experience in lab 
studies 
Data: Imagery created in X-Patch 
ES software and CAD from Veridan 
Targets: TEL Confusers: M-548 
Parameters: Resolution (2) 
Target presence (2)  
Scene type (2)  
Clutter (3) 
Number of confusers (4) 
Target orientation (5) 
Confidence rated per decision 1-6 
As confusers increase, 
hits, false alarms, 
perceptual sensitivity, 
response bias, operator 
confidence, and 
performance unaffected 
Target performance and 
confidence better at 45, 
90, 135 degrees over 0 
and 180 degrees 
Higher resolution, higher 
confidence 
Equipment for eye 
gaze data to assess 
confusers effects 
Cue centered over 





12 analysts Data: MSTAR  
Targets: Images contained 10-18 
items  
Parameters: Analysts given 
reliabilities of 80, 50 and 33% 
Significant effect of 
reliability on hit rate 
between each reliability 
level 
Significant effect of false 
alarm rate between 80 
and 33% reliability levels 
ATR system 
capable of specific 
reliabilities or levels 
of confidence for 





12 analysts Data: MSTAR  
Targets: T62, BMP2, BTR60 
2 distractors: D7 and ZIL 131 
Images contained 12-18 items, mark 
targets 
Parameters: ATR confidence given 
with numbers, shapes signifying 
different confidences or ellipses 
with no confidence information 
No difference in 
performance, noted 7 of 
the 12 analysts 
commented task was 
easier with confidences 
9 analysts preferred shape 









25 analysts  Data: MSTAR   
Targets: T62, BMP2, BTR60 
2 distractors: D7 and ZIL131 
Parameters: Moving magnifier/side-
window magnifier and information 
window: optical image, SAR image, 
sketches from different angles 




Magnification type and 
information window did 






dimension and time 
of day information, 














Data: SAR Images created in Visual 
Basic 6.0 software 
Targets: military enemy target 
Parameters: DSS includes 
confidence (75, 50, 25% or none) 
Participants told system was expert 
or novice 
Image quality (high, low) 
SAR image displayed for one 
second 
Automation expertise 
only effected compliance 
when image quality low 
Difference in compliance 
between 75, 50, 25 for 
high quality images 






Training for use of 
confidence 
 
These suggestions from analysts are consistent with the practice of displaying 
uncertainty for trust purposes (Helldin et al., 2013) as well as the suggestion of showing 
multiple SAR views of target (Setter et al., 2008).  By taking into account the knowledge 
gained from the ACTA, OFM development and analyst suggestions; the Human in the 
































6 EXPERIMENT 1 
 
6.1 Research Questions for Experiment 1 
 
For the following three research questions, DSSs are investigated including the level 
of confidence provided by an automatic target classification algorithm and example 
images of the target classified by the algorithm.   
Question 1:  Can trust be improved across literal and non-literal sensors with the addition 
of a decision aid?  The measures of performance for trust improvement is determined by 
the trust questionnaire shown in section Appendix C.  The confidence performance is 
measured by having the subject rate her/his decision confidence on a 1-5 ordinal scale. 
Question 2: Can decision aids improve analyst performance when performing a target 
classification task?  The measure of performance for this test includes classification 
accuracy and the analyst decision time. 
Question 3: Can cognitive bias be uncovered and analyzed through the use of a decision 
support system?  This experiment’s purpose is to winnow down the potential biases of an 
analyst performing an image classification task with decision aids.  Based on the results 
of this experiment, the Experiment 2 focuses on the biases that had the largest effects on 
classification performance.  The bias measures are determined by a multiple choice 
















Twenty-eight participants (12 male, 16 female) between the ages of 20-40 were 
recruited from the college community.  Recruiting was conducted through personal 
contact: presenting the option to participate face-to-face, personal phone calls, or 
personal e-mails.  No compensation was provided for participation.  
6.2.2 Experiment Setup  
 
The participant sat approximately 18 inches away from the computer screen for 
this experiment.  The different sets were displayed on the screen and the participants 
selected a response using the keyboard.  The participant responses were collected using 
the Morae program. 
6.2.3 Stimuli 
 
The equipment used in the study consisted of a computer display showing images 
drawn from publically available datasets.  The Moving and Stationary Target Acquisition 
and Recognition (MSTAR) images are truthed by military vehicle and are available 
online.  The electro-optical data was rendered using Meta-VR.  The experiment was 
conducted at Wright State University in an access-controlled laboratory.   
In the experiment, there are ten sets of images that the participant classifies.  The 
images are from two sensor sources: synthetic aperture radar (SAR) and electro-optical 
(EO).  There were ten sets of ten images for each sensor.  The participants classified 
whether there was a target in the image and if so, which target type was being shown.  









image sets for each sensor were displayed with an accompanying decision aid or decision 
support system (DSS).  The other five sets did not include a decision aid to help the 
participant with their classification.  For the five sets of images with a DSS, the 
participant was asked why they made that decision.  They had six choices that were 
designed to signify the cognitive biases that were being investigated.  Both sensors’ 
images were tested in this way.  All participants were asked to provide a ranking of their 
confidence using a 5-point Likert scale.  The tests were presented in random order within 
each sensor.  The stimuli and question choices as described are summarized in Table VII. 
Table VII: Summarized Stimuli and Response Choices 
SAR with DSS SAR without DSS EO with DSS EO without DSS 
5 Sets of Images of 
3 military vehicles 
5 Sets of Images of 
3 military vehicles 
5 Sets of Images of 
3 military vehicles 
5 Sets of Images of 
3 military vehicles 
4 Choices – 1 of 3 
targets or no target 
4 Choices – 1 of 3 
targets or no target 
4 Choices – 1 of 3 
targets or no target 
4 Choices – 1 of 3 
targets or no target 
Confidence using 5 
point Likert Scale 
Confidence using 5 
point Likert Scale 
Confidence using 5 
point Likert Scale 
Confidence using 5 
point Likert Scale 
Six Choices for 
Cognitive Biases 
 Six Choices for 
Cognitive Biases 
 
Trust Evaluation   Trust Evaluation   
 
6.2.4 Experimental Design 
 
This is a fixed-effect experiment.  Each part of the experiment was timed.  The 
experiment was divided into two halves: one with the decision support system (DSS) and 
the other without the decision support system. The DSS displayed a classification 
decision, and a rating or confidence in the accuracy of the suggested decision.  The rating 









representation: application to target recognition in synthetic aperture radar images.”  The 
DSS also displayed three images of the suggested target for the participant to use as an 
aid to help determine the classification.  The other half of the participants did not have a 
decision support system available for use and, therefore, the decision made was based 
solely on the participant’s judgement observing only the test image.  The participant had 
four choices to answer for each test image: T-72, BMP-2, BTR-70, and No Target.  After 
each classification, the participant was asked to state their confidence in the correctness 
of their decision on a five-point Likert scale.  The participant was also asked why they 
made that decision when the DSS was present.  
The six choices are:  
1. The aid confirmed what you already thought was correct. 
2. You have seen this observation before.  
3. The percentage presented with the aid was high.  
4. The aid seemed accurate in the past, so you went with its decision.  
5. A specific part of the image influenced your decision.  
6. None of the above 
After each set of ten images in the decision aid portion of the test, a trust evaluation was 
collected.   The trust evaluation is in Appendix C.  
The independent variables are SAR vs EO and DSS vs no DSS.  The dependent 
variables are time, accuracy, confidence, bias, and trust rating.  The order in which the 
participant performed each half of the experiment was randomly selected.  In addition, 









randomly selected for each part of the experiment.  The specific experimental stimuli and 
decision responses for each participant is depicted in Figure 6. 
 
Figure 6: Stimuli and Decision Response 
6.3 Analysis  
 
 There is no strong evidence to reject normality of the data.  There is no strong 
evidence to reject the assumption of equal variance of the data.  The main hypothesis that 
is investigated is that the accuracy of a classification is dependent on the use of a decision 
support system (DSS) and the sensor type.  An analysis of variance showed that both the 
decision aid and the sensor were significant effects.  In addition, the interactive terms of 
sensor*decision aid, confidence*time, and sensor*confidence*time were significant at 











Figure 7: Analysis of Variance 
Based on the connecting letters report, the accuracy with each sensor and 
accuracy with and without a decision aid is significantly different at the alpha=.05 level.  
Lastly, based on the connecting letters report, SAR with a decision aid is significantly 
different than 1) SAR without a decision aid, 2) EO with a decision aid and 3) EO 
without a decision aid at the alpha =.05 level.  The connecting letters reports use 
LSMeans Student’s t test and are shown in Appendix D.  
Trust data was compared using a paired t-test.  The trust data was collected about 
the individual’s trust in the DSS.  The null hypothesis was that the EO DSS trust = SAR 
DSS trust (H0: µ1 = µ2).  The alternate hypothesis was that the trust would be greater for 
EO DSS than SAR DSS (H1: µ1 > µ2).  With a p_value <.01, the null hypothesis is 
rejected.  Therefore, there is strong evidence of a statistical difference between the trust 









Confidence of all EO decisions was compared to confidence of all SAR decisions 
and confidence of EO DSS was compared to confidence of SAR DSS.  The null 
hypothesis was that EO confidence = SAR confidence and EO DSS confidence = SAR 
DSS confidence (H0: µ1 = µ2).  The alternate hypothesis is that EO confidence and EO 
DSS confidence would be greater than SAR confidence and SAR DSS confidence (H1: µ1 
> µ2).  With a p_value <.01, the null hypothesis is rejected.  Therefore, there is strong 
evidence of a statistical difference between the confidence of all EO decisions and all 
SAR decisions, also confidence of EO DSS and confidence of SAR DSS at alpha =.01 
level.  In addition, the confidence of SAR No DSS was compared to SAR DSS, as well as 
the confidence of EO No DSS and EO DSS.  In both instances, the null hypothesis was 
H0: µ1 = µ2 and the alternate was that the No DSS would be less than DSS (H1: µ1 < µ2).  
The null was rejected and there was strong evidence that confidence of No DSS was less 
than the confidence of DSS at the alpha=.01 level.      
 The time of all EO decisions was compared time of all SAR decisions, and the 
time of EO DSS time was compared to SAR DSS time.  The null hypothesis was H0: µ1 = 
µ2 and the alternate was that EO decisions and EO DSS decisions would be < SAR 
decisions and SAR DSS decisions (H1: µ1 < µ2).    The null was rejected in both cases.  
There was strong evidence that the time of all EO decisions was less than all SAR 
decisions and the time for EO DSS time was less than SAR DSS time at alpha=.05 level.  
The last time scenario that was considered was that of time with EO No DSS and time of 
SAR No DSS.  For this case, the null was H0: µ1 = µ2 and the alternate hypothesis was 









p_value of .1838.  All paired t-tests are shown in Appendix D.  Matched pairs are shown 
in Table VIII. 
Table VIII. Experiment 1 Matched Pairs 
Results Null µ1 µ2 Alternate p_value 
Accuracy H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0001 
Accuracy H0: µ1 = µ2 EO SAR H1: µ1 < µ2 0.0006 
Accuracy H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 < µ2 <.0001 
Accuracy H0: µ1 = µ2 EO No DSS SAR No DSS H1: µ1 > µ2 0.1846 
Accuracy H0: µ1 = µ2 EO DSS EO No DSS H1: µ1 > µ2 0.0002 
Accuracy H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO SAR H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO No DSS SAR No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO DSS EO No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 <.0001 
Time H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0001 
Time H0: µ1 = µ2 EO SAR H1: µ1 < µ2 0.0111 
Time H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 < µ2 0.018 
Time H0: µ1 = µ2 EO No DSS SAR No DSS H1: µ1 < µ2 0.1838 









Time H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 <.0001 
Trust H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 > µ2 0.0002 
 
The heuristic data was tabulated from the frequency of the answer to the question: 
Why did you make your decision?  The histograms for EO and SAR heuristics are shown 
below in Figure 8.  When using the DSS with EO, 1 and 5 were used the most and with 
SAR 3 and 5. 
 
Figure 8: Heuristic Responses Histogram for EO and SAR 
 
When looking further at the ‘Why Made’ question, the heuristic can be compared.  
The heuristic per sample (comparing the two histograms) was statistically different 











Figure 9: Statistical Difference of Heuristic Responses per Sensor 
 
When comparing the two sensors using answer correctness, it was found that EO 
and SAR were statistically different for both correct and incorrect answers.  It is noted 
that SAR with the DSS had the highest percentage of correct answers.  This is shown in 
Figure 10. 
 










Next the biases were analyzed in the sections that were designed to look at 
anchoring, order and recall/imaginability.  Specific portions of these tests were analyzed 
when an incorrect answer was logged to see if a bias could be blamed.  For the trials 
testing the bias of anchoring, the image sequence starts out with a high or low suggestion 
to the participant.  The second classification suggestion will follow the high or low 
pattern from the first image.  After two consecutive high or low initial suggestions, it is 
logged when the participant doesn’t follow the opposite suggestion of low or high.  The 
participant may not have followed the suggestion because they have anchored onto the 
original suggestions.  Anchoring is set up within the experiments to have both a high and 





Figure 11: Anchoring Set Up High and Low 
On the SAR anchor high portion of the experiment, only one participant answered 
that the percentage influenced the decision when they answered incorrectly.  For the SAR 
anchor low, eight participants answered using the percentage as to why they made their 
decision when answering incorrectly.  Furthermore, when the anchor was changed from 
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high at the beginning or low at the beginning, no one who answered incorrectly in the 
identified range of transition that they were using the percentages.  
The EO anchor high portions had 22 participants use the percentage answer when 
they were incorrect in their response.  Five of those responses were in the transition 
period from high to low.  The EO anchor low saw 30 participants use the percentage 
when answering incorrect.  Three of these responses were in the transition period 
between low to high.   
Order is tested within the DSS by presenting the same information first and last 
within the trial.  For example, no target is suggested for the first couple classifications.  If 
the participant continues to classify as no target, order bias could have persuaded them to 
think that.  No target is also the suggestion for the last two classifications to see if the 
participant will trend towards following the DSS even though no target seems to be an 
extreme point by the end of the trial, shown in Figure 12. 
 
   
Figure 12: Order Set Up 
Within the Order section of the SAR experiment, the response of a specific part of 
the image influenced your decision was most commonly used on incorrect answers.  For 
the EO order section, the response that was most commonly used was the aid confirmed 
what you already thought was correct. 
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To test imaginability and recall bias, the trial is set up to suggest one classification 
more than the others, shown in Figure 13.  If the participant starts to follow the 
suggestions or classifies the other images as the highly suggested target, one conclusion 
could be that imaginability or recall had an effect on the participant. 
 
 
Figure 13: Recall Set Up 
 In the SAR imaginability/recall portion of the experiment, the response of you 
have seen this observation before was only used twice by participants with incorrect 
answers.  When this response was used, it was not on the repeated answer within the 
section.  For the EO imaginability/recall portion of the experiment, the response was used 
17 times in the section of the experiment.  It was used on the highly suggested target four 
times when giving an incorrect answer.    
Further analysis was performed to see the heuristic used for all incorrect 
decisions.  When looking at all the incorrect answer bias results as a whole, it can be seen 
that participants used confirmation bias and the answer that they used something specific 
in the image for EO.  For SAR, the individuals used that they used something specific in 
the image the most.  This helps explain that the most errors occurred when the participant 
was trying to interpret the image without the help of the decision aid.  The histogram for 
EO and SAR heuristics when answering incorrect which will be referred to as potential 
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biases are shown in Figure 14.  As before, the heuristics for incorrect answers are 
statistically different for EO and SAR.  This can be seen in Figure 15. 
 
 
Figure 14: Potential Bias Responses for EO and SAR 
 
 
Figure 15: Statistical Difference of Bias per Sensor 
   
6.4 Results  
 
 As anticipated, trust and confidence were higher for EO verses SAR.  This result 









Humans are generally more familiar with EO than SAR; hence, the trust in the DSS and 
their confidence in decisions were higher for EO.  This familiarity with EO likely also 
explains why vehicle classification using SAR with a DSS took more time than EO with 
DSS.  However, a statistically significant time difference was not found between the two 
sensors without a DSS.  It is noted, however, that both EO and SAR times did increase 
with a DSS.   
 The answers to ‘Why did you make this decision?’ question were investigating 
possible biases that could be occurring with the participant during experimentation.   
The six choices are:  
1. The aid confirmed what you already thought was correct. (Confirmation Bias) 
2. You have seen this observation before. (Recall Bias) 
3. The percentage presented with the aid was high. (Anchor Bias) 
4. The aid seemed accurate in the past, so you went with its decision.  
5. A specific part of the image influenced your decision.  
6. None of the above 
When the SAR DSS was present the most frequent response to ‘Why Made’ was 
3. “The percentage presented with the aid was high.”  Since SAR is likely hard to 
interpret, it makes sense that the participants leaned on the percentage given to them to 
make their decision.  This anchor heuristic also likely explains that SAR DSS had the 
highest accuracy because the individuals answered consistent with the decision support’s 









understandable that the individuals anchored to the percentage provided to them along 
with the classification decision.         
 During the EO DSS experiment, the most frequent response to ‘Why Made’ was 
1. ‘The aid confirmed what you already thought was correct.” Hence, this confirmation 
heuristic is likely again explained by EO being a more familiar sensor. The participants 
possibly thought that they could interpret the image on their own verses relying on the 
aid.  This lack of reliance on the aid resulted in the accuracy being lower with the 
participants using the EO DSS versus the SAR DSS.   
6.5 Discussion 
 
 In this experiment, there are several key findings.  There were several significant 
differences in classification performance: 
1) SAR classification performance as compared to EO, 
2) Classification performance with DSS as compared to no DSS, 
3) SAR with DSS was different than 
a. EO without DSS 
b. EO with DSS 
c. SAR without DSS 
It was found that the DSS increased participant confidence for both EO and SAR 
classification tasks.  As anticipated, trust ratings of the DSS were higher for EO than for 
SAR.  Finally, there was a clear statistical difference in the bias responses for SAR and 
EO.  It was seen that the most frequent bias for EO was confirmation, and the most 









are likely due to the literal nature of the EO sensor verses the non-literal nature of SAR.  
Hence, during the EO test, the participants likely weighted their own judgement over the 
EO DSS; whereas during the SAR test, the participants likely weighted the SAR DSS 


























7 DEVELOPING EXPERIMENT 2 THROUGH EXPERIMENT 1 
 
 Experiment 2 further tests the sensor systems of EO and SAR.  In addition, IR is 
also used for classification so that now all three sensor systems can be compared.  The 
experiment builds upon the DSS developed by testing features in more depth.  The new 
measure that was added is eye tracking.  The experiment was performed using the Tobii 
eye tracking system.  Areas of interest on the test set up are divided into separate regions 
in order to assess where the subject is looking during the test trial.  The separate regions 
were: 1) the test image, 2) the suggested classification, 3) the confidence or probability 
percentage corresponding to the suggested classification, and 4) the DSS images when 
provided.   In addition to the eye tracking system, the participants were also asked 
whether they were using the images or the percentages more when they made their 
decision.  Their answers along with the eye tracking data helped determine whether they 
were relying on the heuristic of confirmation or anchoring.  This data provides insight 
into what decision aid features specifically were causing possible biases.  The chart 
shown below (Figure 17) was developed based off of the levels of automation, Figure 16, 










Figure 16: Levels of Automation of Decision and Action Selection 
 
 
   


























The first three Levels of Decision Aiding mimic Levels 2, 3, and 4 of 
Automation.  When providing information to help someone make decisions, help can 
vary from providing all possible answers (level 1 of automation) to one answer (Level 3 
of automation).  The postulated Levels of Decision Aiding adds three additional levels by 
adding the probability or confidence of the automated decision aid is providing the 
analyst. By combining the three levels of automation with the three additional levels 
containing the probabilities, these two parts come together to form an hour glass, with the 
bottom triangle repeating the three automation levels and the top triangle providing the 
probabilities of the best hypothesis (level 4) to providing of the whole hypothesis space 
(level 6).  
The second experiment tests level 1, 4, and 5 of the Levels of Decision Aiding.  In 
addition to providing probabilities, imagery examples to support the hypotheses 
suggested by the decision are also provided.  The imagery examples were added based on 
interpreter suggestions from the ACTA process.  Hence the levels to be tested in the 
second test are as follows: 
Level 1: Decision made without aid  
Level 4: Decision aid suggests one decision with a probability 
        4b: Decision aid suggests one decision with a probability and gives sample images 
Level 5: Decision aid suggests top two decisions and gives the corresponding 
probabilities 
        5b: Decision aid suggests top two decisions and gives the corresponding 









It is theorized that different sensors may need to provide different levels of information to 
the user. 
Experiment 2 was designed using the ACTA process combined with the results 
from the first experiment and the developed Levels of Decision Aiding.  Applying ACTA 
to both developer and analyst’s interviews guided the selection of the decision aids for 
experiment 1.   These were: 1) provide probabilities of suggested classification, and 2) 
provide imagery examples of selected target.  Experiment 1, in addition, further 
investigated cognition heuristics and biases.  Based on the results and analysis of 
Experiment 1, the levels of decision aiding were conceived.  Hence, experiment 2 will 
address how the Levels of Decision Aiding affect performance on the three sensor types.  
It will also further investigate the biases that predominantly affected performance in 
Experiment 1. 
Experiment 2 uses performance measures concerned with trust, operator 
confidence, and target classification performance (accuracy and time), and will see how 
these performance measures are affected by the decision aids.  There will be further 
investigation into how the decision aid is affecting performance and investigation into the 
effect of cognitive bias.  Experiment 2 will also address the interplay between the levels 
of Decision Aiding and the three sensor types.  It is anticipated that there will be a 
relationship between the level of effective decision aiding and the degree of literalness of 
the sensor.  The design of Experiment 2 was architected to reveal this relationship if it 
indeed exists.  Ultimately features will be identified for suggested incorporation into a 















Thirty participants (21 male, 9 female) between the ages of 18-50, with an 
average age of 26.4, were recruited from the college community.  Twenty-five 
participants answered yes to having experience with EO, IR, and SAR.  Five participants 
responded to knowing all three sensor types, but did not have experience with all three.  
Recruiting was conducted through personal contact: presenting the option to participate 
face-to-face or personal e-mails.  No compensation was provided for participation.  
 
8.1.2 Experiment Setup  
 
The participant sat approximately 18 inches from the Tobii eye tracking monitor 
for this experiment.  The different sets were displayed on the screen and the participants 
selected a response using the mouse.  The participant responses and eye tracking data 
were collected using the Tobii program. 
8.1.3 Stimuli 
 
The equipment used in the study consisted of a computer display showing images 
drawn from publically available datasets.  The Moving and Stationary Target Acquisition 
and Recognition (MSTAR) images are truthed by military vehicle and are available 
online.  The electro-optical and infrared data were rendered using Meta-VR.  The 









In the experiment, there were fifteen sets of images for the participant will 
classify.  The images were from three sensor sources: electro-optical (EO), infrared (IR) 
and synthetic aperture radar (SAR).  There were five sets of twelve images for each 
sensor.  The participants classified whether there was a target in the image and if so, 
which target type was being shown.  The targets in this experiment are military vehicles: 
T-72, BMP-2, and BTR-70.  Four of the image sets for each sensor were displayed with 
an accompanying DSS.  The other set did not include a decision aid to help the 
participant with their classification.  For the four sets of images with a DSS, the 
participant was asked why they made that decision.  They had six choices that were 
designed to uncover the cognitive heuristics that were being investigated.  All sensors’ 
images were tested in this way.  All participants were asked to provide a ranking of their 
confidence for each decision using a 5-point Likert scale.  The tests were presented in 
random order within each sensor.   
8.1.4 Experimental Design 
 
This is a fixed-effect experiment and a within subject design.  Each part of the 
experiment was timed.  The experiment was divided into five parts: having no DSS, 
having one suggestion with a corresponding percentage, having one suggestion with 
percentage and reference images, having two suggestions with corresponding 
percentages, and having two suggestions with percentages and reference images.  The 
participants had four classification options for each test image: T-72, BMP-2, BTR-70, 









confidence in the correctness of their decision on a five-point Likert scale.  The 
participant was also asked why they made that decision when the DSS was present.  
 
How did you use the Decision Aid in the last decision? 
1a. Confirmation of what I already thought was correct using the PERCENTAGE more 
1b. Confirmation of what I already thought was correct using the IMAGES more 
1c. Confirmation of what I already thought was correct using the BOTH the percentage 
and the images equally  
2a.Used the suggestion for decision using the PERCENTAGE more  
2b. Used the suggestion for decision using the IMAGES more  
2c. Used the suggestion for decision using BOTH the percentage and the images equally 
3. A specific part of the image influenced your decision, solely using the test image and 
not using the decision aid 
4. None of the above  
 
After each set of twelve images in the decision aid portion of the test, a trust rating was 
collected.    
The independent variables are the sensors and levels of DSS.  The dependent 
variables are time, accuracy, confidence, bias, and trust rating.  The order in which the 
participant viewed each sensor was randomly selected.  In addition, the data set order 
with and without the DSS was randomly selected for each participant.  Within each set, 
the images were randomized initially, and this presentation order remained the same for 
each participant.  
8.2 Analysis of Experiment 2 
 
8.2.1 Analysis and Comparison of Experiment 2 to Experiment 1 
 
Analysis for two levels of Experiment 2 were performed to compare to 









percentage with corresponding images (the DSS used in Experiment 1) and no decision 
aid from Experiment 2 were used to compare to the results of the Experiment 1.   
The highlighted areas in the table below are the differences in Experiment 2 compared to 
Experiment 1.  These paired t-tests are shown Table IX and are in Appendix F. 
Table IX: Experiment 2- No DSS and DSS 3 
Results Null µ1 µ2 Alternate p_value 
Accuracy H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0002 
Accuracy H0: µ1 = µ2 EO SAR H1: µ1 > µ2 <.0001 
Accuracy H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 < µ2 .0022 
Accuracy H0: µ1 = µ2 
EO No 
DSS SAR No DSS H1: µ1 > µ2 <.0001 
Accuracy H0: µ1 = µ2 EO DSS EO No DSS H1: µ1 < µ2 <.0013 
Accuracy H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO SAR H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 
EO No 
DSS SAR No DSS H1: µ1 > µ2 <.0001 
Confidence H0: µ1 = µ2 EO DSS EO No DSS H1: µ1 > µ2 .4019 
Confidence H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 <.0001 
Time H0: µ1 = µ2 DSS  No DSS H1: µ1 > µ2 <.0001 
Time H0: µ1 = µ2 EO SAR H1: µ1 < µ2 <.0001 
Time H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 < µ2 0.0009 
Time H0: µ1 = µ2 
EO No 
DSS SAR No DSS H1: µ1 < µ2 0.0005 
Time H0: µ1 = µ2 EO DSS EO No DSS H1: µ1 > µ2 .0055 
Time H0: µ1 = µ2 SAR DSS SAR No DSS H1: µ1 > µ2 .0009 
Trust H0: µ1 = µ2 EO DSS SAR DSS H1: µ1 > µ2 <.0001 
 
The three conclusions that differed are: the accuracy of the total EO was greater than the 
accuracy of the total SAR, the accuracy of EO DSS was less than EO No DSS, and 









explained by the subject pool used for Experiment 2.  The subjects were more familiar 
with military vehicles and had some experience with SAR.  This would make sense EO 
overall performed better than SAR.  With target familiarity, the support system for EO 
would become less useful.  This would also explain the confidence being equal for EO 
DSS and No DSS.   
8.3 Experiment 2 Sensor Level Analysis and Results 
 
The accuracy is analyzed using the Marascuillo procedure.  Accuracy is first 
analyzed for each sensor.  Each sensor accuracy is statistically different than each other.  
EO has the highest accuracy (M=88.61).  IR has the second highest accuracy (M=77.99), 
and SAR has the lowest accuracy (73.49).  All Marascuillo procedure outputs are in 
Appendix G.  
Using matched pairs, EO Confidence (M=4.11) is greater than IR (t=11.3759, 
p=<.0001) and SAR Confidence (t=17.9958, p<.0001) and IR Confidence (M=3.547) is 
greater than SAR Confidence (M=2.98) (t=9.59552, p=<.0001), EO Time (M=5.04) is 
less than IR (M=6.37) and SAR Time (M=7.828) (t=-5.241772, t=-7.4516, both with 
p=<.0001) and IR Time is less than SAR Time (t=-4.515577, p=<.0001), EO Trust 
(M=4.04) > IR (M=3.94) (t=2.12043, p=.018) and SAR Trust (M=3.625) (t=7.04389, 
p=<.0001) and IR Trust > SAR Trust (t=5.20151, p=<.0001).  All paired tests are 
significant at the alpha=0.05 level.    Based on the Marascuillo procedure, EO Accuracy 
> IR Accuracy > SAR Accuracy.  The results of the spectrum of literal to non-literal are 










Figure 18: Spectrum of Sensor Results 
 
These results support the hypothesis that performance correlates with the 
literalness of the sensor.  EO is the most literal and has the highest performance in 
accuracy, timing, confidence in decision making, and trust in the DSS. IR being the next 
most literal is second in performance in all these categories, while SAR finished third.  
8.4 Experiment 2 DSS Level Analysis 
 
Again, using the Marascuillo procedure to compare accuracy, DSS1 (M=63.70, no 
DSS) was clearly less accurate that the other DSS levels, and this difference was 
statistically significant.  The only other statistically significant difference was between 
DSS 3 (M=80.73) and DSS 4 (M=86.54); however, this difference does not support any 
meaningful conclusion as it was grouped within the other DSS systems. 
8.5 Experiment 2 EO, IR, and SAR Accuracy  
 
For EO, DSS 4 (M=96.11) and DSS 5 (M=95.83) have the highest accuracy and 
are statistically different from the other DSS systems but were not different from each 
other.  Possibly due to the literalness of EO, DSS 1 (M=87.22) was not the poorest 
performing decision system.  For IR and SAR, the only significant difference is between 
DSS 1(IR DSS1 M=58.33 and SAR DSS1 M=45.55), the lowest accuracy system, and 









previous conclusion that the primary and only consistently statistically significant 
difference is between no DSS and any of the other DSS systems.  For this experiment in 
terms of accuracy, the different levels of DSS were not statistically different in 
performance. 
8.5.1 Experiment 2 Confidence, Trust, Time   
 
Overall, the highest trust occurred with DSS 3 (M=4.02) and DSS 5 (M=3.88), 
which had imagery examples.  DSS 3 was statistically significantly greater than all other 
DSSs whereas DSS5 was statistically greater than 4 (t=2.962, p=<.0001) but not DSS 2 
(M=3.85) (t=.567653, p=.2858) at alpha=0.05.   
For SAR, both DSS 3 (M=3.73) and DSS 5 (M=3.61) were again the highest trust, 
but the only significant difference was between DSS 3 and DSS 4 (M=3.54), DSS 4 < 
DSS 3 (t=-2.557, p=.008).  Again, for IR, DSS 3 (M=4.14) and DSS 5 (M=3.97) gave the 
highest trust, but only the differences with DSS 3 were statistically significant (with DSS 
2 t=3.13676, p=.0019; DSS 4 t=4.33296, p=<.0001; and DSS 5 t=2.40832, p=.0113).  
With EO, there was a similar story with DSS 3 (M=4.2) and DSS 5 (M=4.07), the ones 
with imagery examples giving the highest trust scores, again, differences of DSS 3 were 
statistically significant (with DSS 2 t=2.2685, p=.0155; DSS 4 t= 4.6697, p=<.0001; and 
DSS 5 t=1.8692, p=.0359).  DSS 5 was statistically greater than DSS 4 (M=3.85) 
(t=2.641, p=.0066) at alpha=0.05.   
For confidence and for all sensors, all decision aids were statistically higher in 
confidence than no decision aids (M=3.14).  DSS 3 (M=3.74) and DSS 5 (M=3.72), the 









statistically significant (t=.44762, p=.3278).  Both were statistically greater than DSS 4 
(M=3.47) (t=4.1511, p=<.0001; t=5.0696, p=<.0001 respectively). DSS 3 was 
statistically greater than DSS 2 (M=3.67) (t=1.7175, p=.0447) at alpha=0.05, but DSS 5 
was not statistically greater than DSS 2 (t=.9645, p=.1687). 
For SAR confidence, DSS3 (M=3.31) was statistically significantly higher than 
the rest of the DSSs (for DSS1 t=8.422, p=<.0001; DSS2 t=2.0907, p=.0227; DSS4 
t=3.2629, p=.0014; and DSS5 t=2.1593, p=.0199).  The next highest were DSS 5 (3.11) 
and DSS 2 (M=3.16) which were not statistically different (t=-.70161, p=.2443).  For IR, 
DSS 3 (M=3.92), DSS 2 (3.87), and DSS 5 (M=3.73) gave the highest confidence with 
DSS 3 and DSS 2 being statistically higher than DSS 5 (t=2.796, p=.0045 and t=2.0777, 
p=.0233).  Also, DSS 3, DSS 2, and DSS 5 were statistically significantly higher than 
DSS 4 (M=3.11) (t=12.3566, p=<.0001; t=10.7366, p=<.0001; t=8.7364, p=<.0001).  For 
EO, not all of the DSSs (DSS 2 (M=3.994) and DSS 3 (M=3.989)) were a statistical 
improvement on no DSS (M=3.97). However, DSS 4 (M=4.306) and DSS 5 (M=4.314) 
were statistically greater than the rest of the DSSs. 
Total time used with each DSS was ranked consistent with the amount of 
information presented.    DSS 1 used the least amount of time (M=4.92), then DSS 2 
(M=5.64) and DSS 4 (M=6.32) which were not statistically different but was the next in 
line of time, and DSS 3 (M=6.48) and DSS 5 (M=8.72) used the most amount of time. 
These are shown in a connecting letters report using a LSMeans Differences Student’s t 









and DSS 5 showed imagery and hence took the longest.  Experiment 2 confidence, trust, 
and time tests are in Appendix H.  
8.5.2 Summary of Accuracy, Confidence, Time, and Trust Analysis 
 
The use of DSSs improved the confidence in the decision over no DSS provided, 
and these differences were statistically significant in all cases.  In addition, the use of 
imagery in the DSS for all cases increased the trust (t=4.655146, p=<.0001) and 
confidence (t=4.96363, p=<.0001) over DSSs without imagery (trust with imagery 
M=3.95, trust with percentage M=3.78, confidence with imagery M=3.73, confidence 
with percentage M=3.57).  The analysis of DSS with imagery and without imagery is in 
Appendix I.  It was interesting that DSS 3, the one with only one confidence value and 
one set of imagery examples was consistently the highest scoring DSS in both the trust 
and confidence category.  The additional confidence and imagery information given in 
DSS 5 did not improve the confidence or trust overall but did slow the decision process.  
In fact, as the amount of information provided increased, the interpretation time 
increased. 
8.5.3 Heuristic Data Analysis 
 
We have established that cognitive heuristics are used to avoid mental workload 
and may have a negative impact on decision making.  As discussed earlier, confirmation 
and anchoring were more clearly examined in Experiment 2.  For both confirmation and 
anchoring, there is a lack of adjustment in the decision making.  For confirmation, there 
is no adjustment from the answer that the participant believes is true.  The participant 









When finding this confirming evidence, the affirmation can lead to higher confidence in 
the decision.  For anchoring, there is lack of adjustment from the information given.  The 
DSS provides a percentage and/or images that could be used by the participant.  The 
participants could anchor on a piece or pieces of information and not adjust by using their 
own perception or secondary information.  Overall, we are looking at the adjustment 
heuristic broken down into the subcategories of confirmation and anchoring.  The 
question used to collect the heuristic and bias data with the explanation of the answers are 






















Table X: Heuristic/Bias Question and Explanation 
Heuristic/Bias Question Used in 
Experiment 2 
Heuristic Being Used  
1a. Confirmation of what I already 
thought was correct using the 
PERCENTAGE more 
Participant has made their decision and 
uses the percentage on the DSS to 
confirm their decision- Confirmation 
1b. Confirmation of what I already 
thought was correct using the IMAGES 
more 
Participant has made their decision and 
uses the images on the DSS to confirm 
their decision- Confirmation 
1c. Confirmation of what I already 
thought was correct using the BOTH the 
percentage and the images equally  
Participant has made their decision and 
uses the both the percentage and the 
images on the DSS to confirm their 
decision equally - Confirmation 
2a. Used the suggestion for decision using 
the PERCENTAGE more  
Participant is unsure of the answer and 
uses the suggestion of the DSS based off 
of the percentage- Anchoring 
2b. Used the suggestion for decision using 
the IMAGES more  
Participant is unsure of the answer and 
uses the suggestion of the DSS based off 
of the image- Anchoring 
2c. Used the suggestion for decision using 
BOTH the percentage and the images 
equally 
Participant is unsure of the answer and 
uses the suggestion of the DSS based off 
of the percentage and images equally- 
Anchoring 
3. A specific part of the image influenced 
your decision, solely using the test image 
and not using the decision aid 
Did not use DSS, no heuristic used 
 
4. None of the above  No heuristic used 
 
The impact of the use of cognitive heuristics was analyzed by looking at the responses by 
sensor type, DSS type and incorrect responses, indicating a cognitive bias. 
First, the heuristic data was evaluated as a function of sensor type.  The initial 
question addressed was whether or not the participants used various heuristics dependent 
upon the sensor type.  As depicted in Figure 19, confirmation was used 70 percent of the 
time for EO and it was used 58 percent of the time for IR.  On the other hand, anchoring 









the participants used the DSS to confirm their answer.  Whereas, for the least literal 
sensor, the participants relied on the decision aid as the basis for their decision.  All the 
differences among the three sensor types were statistically significant, as shown in Figure 
19.  
 
Figure 19: Comparison of Heuristic by Sensor 
Sensor heuristics can be further analyzed by looking at the eye tracking data, 
specifically the total fixation duration.  By looking at the total fixation duration graphs, 
more fixation time occurs when viewing both the test and reference SAR imagery with 
DSS 3, DSS 4, and DSS 5.  This result could be indicative of paying more attention to the 









confirmation. To measure the eye tracking features, areas of interest (AOI) were defined 
in the Tobii system.  The list of eye tracking AOIs are listed in Table XI, with the AOIs 
depicted visually in Figure 20.  The total fixation durations of DSS 3, DSS 4, and DSS 5 
are shown in Figure 21, 23, and 25.   In addition, heat maps of the DSS levels 3, 4, and 5 
are shown in Figure 22, 24, and 26.  The heat maps show the duration of fixations and are 
a visual way of viewing fixations.  It is noted that the heat maps depict the cumulative set 
of fixations of the 30 participants as they gazed individually at a single DSS test example.  
Whereas, the bar charts plot the total cumulative fixations of all 30 participants averaged 
over all DSS examples tested for that particular DSS. 
Table XI. Eye Tacking AOI Key 
TI Test Image 
P1 1st Percentage in DSS 
P2 2nd Percentage in DSS 
S1 1st Suggestion in DSS 
S2 2nd Suggestion in DSS 
R1 1st set of Reference images  
R2 2nd set of Reference images 
 
 



































































Figure 26: DSS5 Heat Maps of Fixation Duration EO, IR, SAR 
 
The confirmation and anchoring heuristic discussion can be continued by looking 
at the visit counts for the DSSs.  The visit count is a count of how many times one looks 
in an area of interest (AOI).  For example, if the subject looks at an AOI, looks 









is looking at an AOI to confirm, it would make sense that the visit count would be less 
than if the AOI were used for anchoring which presumably would require multiple visits.  
Shown in Figures 27, 28, and 29, almost all AOI visits increase from EO to IR and also 
from IR to SAR.  This observation indicates that the number of AOI visits increase as the 
non-literalness of the sensor increases.  
 











Figure 28: Mean Visit Count vs. AOI DSS4 
 











Next, the heuristics were analyzed as a function of DSS type.  In this case 
significant differences were seen between the following decision support levels: DSS 2 
(confidence only) and DSS 5 (images and confidences), DSS 3 (image and confidence) 
and DSS 4 (confidences only), and DSS 4 (confidences only) and DSS 5 (confidences 
and images).  Note that these statistical differences were between a DSS that used 
confidence(s) only and a DSS that had both image(s) and confidence(s). 
In general, the differences as a function of DSS were subtle as compared to the 
sensor differences as shown in Figure 30.  It would be hard to conclude that the DSS 











Figure 30: Heuristic by DSS 
 
The correct answer heuristic data was evaluated as a function of sensor type.  For 
EO, confirmation was used 75 percent of the time when the correct answer was selected 
and 62 percent of the time for IR.  Anchoring was used 62 percent of the time for SAR 
when the correct answer was selected.  All the differences among the three sensor types 
were statistically significant, as shown in Figure 31. This follows the pattern that was set 










Figure 31: Heuristic for Correct Responses by Sensor 
The correct responses were next analyzed as a function of DSS type.  The 
significant differences were seen between the following decision support levels: DSS 2 
(confidence only) and DSS 5 (images and confidences), and DSS 4 (confidences only) 
and DSS 5 (images and confidences).  This does follow a similar pattern with the 
statistical differences were between a DSS that used confidence(s) and a DSS that had 
both images and confidences.  These differences are shown in Figure 32.  Again, the 
differences as a function of DSS were subtle as compared to the sensor differences.  It 
would be hard to conclude that the DSS types had a significant effect on the heuristics 











Figure 32: Heuristics for Correct Responses by DSS 
8.5.4 Bias Data Analysis 
 
Now that the use of the heuristics is established, the possible biases were analyzed 
by partitioning the data to contain only incorrect responses.  As can be seen in Figure 33, 
the potential impact of the anchoring bias was demonstrated the most often when they 
answered incorrectly with all three sensors.  The potential biases used were as follows: 









time.  These differences were not found to be statistically significant; however, SAR used 
anchoring 63 percent of the time which was statistically different from both EO and IR.  
 
 
Figure 33: Potential Bias by Sensor 
 
When looking at the potential biases in terms of the DSSs, all DSS types had 
anchoring as the heuristic used most often.  Secondarily, the potential biases were 
distributed differently among the four choices and these differences were statistically 
significant except for the difference between DSS 3 and DSS 5.  These two DSS types 
both provided image examples as part of their decision systems which may explain their 











Figure 34: Potential Bias by DSS 
Another question considered in the potential bias analysis was whether there was 
a difference between the DSSs (3 and 5) that included both confidences and reference 
images.  DSS 3 included one confidence and one set of images supporting that 
confidence, and DSS 5 included two confidences and two sets of imagery supporting 
each confidence call.  As depicted in Figure 35, no statistical difference was found 










Figure 35: Potential Bias by DSS 3 and DSS 5 
This can further be viewed by looking at the eye tracking data.  DSS 3 shows that 
the reference images have more fixations than the percentages given in the DSS.  Shown 
in DSS 5, it is interesting to note the first percentage and first set of reference images 
have significantly more fixations than the second percentage and second set of reference 
images.  This eye tracking data is consistent with the potential bias that these two 
decision aids were used in the same way.  These two graphs are shown in Figure 36 and 
38.  The fixation count data is shown in the (fixation count) heat maps in Figures 37 and 









































Figure 39: DSS 5 Heat Maps of Fixation Count EO, IR, SAR 
 
The heuristic analysis shows that each sensor is used differently and confirms the 
literal to non-literal sensor spectrum.  The confirmation heuristic is used the most with 
EO, second most with IR, and least with SAR.  This result is consistent with the 
interpretability scale for the sensors from easiest to hardest with the easiest being EO, 
then IR, and least interpretable being SAR.  Hence, with EO, the participants used the test 









result is in direct opposition to the SAR interpretation which used anchoring as the 
primary heuristic showing that the participants relied primarily on the DSS to make their 
decision.  Thus, anchoring was demonstrated the most with the SAR imagery, less for IR, 
and the least with EO. 
The OFM characterized the current process that the analyst uses to interpret 
imagery.  Most of the steps considered various ways to look at the imagery (e.g., zoom, 
flicker, scan) and ways to review the historic data (e.g., background data, past 
experiences).  Currently, since the analyst has no DSS aids to help in target 
determination, the target determination is only considered as a single step.  Given the 
results of this research, there is now a basis to design a decision aid for target 
determination and to augment the OFM to include the steps that would allow the analyst 
to use the DSS effectively. 
For the DSS categories, it was found that the potential bias was greatest when the 
DSS that provided imagery was used.  It did not make any statistical difference whether 
either one or two confidence values and accompanying imagery examples in DSS were 
provided.  It was also found that the anchoring heuristic accounted for most of the errors 
for all sensor types.  This analysis suggests that imagery examples, although requested by 
the analysts as part of the ACTA interviews, do have effects on causing anchoring bias, 













Based on the results from the ACTA process and the several research suggestions 
including 1) displaying confidences in sensor scenarios (Setter, Norman, & Marciano, 
2004; Spain & Bliss, 2009) and 2) displaying reference images from multiple viewing 
angles (Setter, Marciano, Lipkin-Goldberg, & Norman, 2008), the DSS was designed to 
emphasize the use of metadata to improve image interpretation performance.  The results 
of this empirical evaluation of the DSS reinforce the findings of the ACTA process and 
are supported by related research as this study showed the relevant metadata of displayed 
combinations of algorithm probability, corresponding suggestion, and reference images 
increased trust in the DSS.  The findings are also consistent with previous studies 
(Riviero, Helldin, & Falkman, 2014; See & Kuperman, 1997; See & Kuperman, 1998) 
which also showed that a DSS with metadata improves operator confidence.  This study 
expands the understanding of the use of DSS for improving several aspects of image 
interpretation by measuring multiple objective and subjective performance measures, by 
developing and testing the DSS in the context of Levels of Decision Aiding, and by 
showing that the DSS is used differently depending on the literalness of the sensor (EO 
vs. IR vs. SAR). 
It is useful to summarize the findings of the study for each measure of 
performance.  For classification accuracy, all the DSSs that were designed and tested 
outperformed the no DSS conditions.  However, the interpretation time increased with 
additional information in the DSS.  This finding suggests that for time critical tasks, 









accurate decision that is not made within the necessary timeline would not meet mission 
objectives.  From a sensor perspective, the classification accuracy of EO was greater than 
IR which, in turn, was greater than SAR which was in order of the literalness of the 
sensor. As may be anticipated, the timing numbers were reversed with SAR taking longer 
than IR which took longer than EO.   
Both trust and confidence were enhanced with the DSSs; however, these 
subjective measures and eye tracking data showed that the reference imagery was the 
major contributor to the participant’s trust and confidence, not the DSS algorithm 
probability. The study dug deeper in attempting to ascertain the dependency of the 
interpretation task on sensor type.  To accomplish this goal, the heuristics that the 
participants used to make their decisions were elicited.  It was found that for EO and IR, 
confirmation (decision primarily driven by test imagery) was the heuristic that was used 
most often, and for SAR, anchoring (decision primarily driven by DSS) was used most 
often.  Again, this is understandable based on the literalness of each sensor.  Also, this 
finding was also supported by the eye tracking data as the fixation time on the reference 
imagery increased with the non-literalness of the sensor (i.e., SAR time > IR time > EO 
time).  On the other hand, when considering possible biases (i.e., errors resulting from 
heuristic use), anchoring was the culprit for all sensor types. 
In the context of the Levels of Decision Aiding, Level 4 (top probability with 
suggestion hypothesis and supporting reference imagery) gave the highest operator 
confidence and trust.  This finding was contrary to the postulated Levels of Decision 









hypothesis with probabilites and imagery examples (Level 5) would increase the operator 
trust and the confidence in the DSS.  It is possible that due to the limited set of four target 
alternatives, the additional information did not provide much additional insight.  For 
interpretation tasks that have a much larger hypothesis space, the second best alternative 
would be much more informative and could potentially result in higher confidence and 
trust.  Of course, this additional information would also increase interpretation time, so 
the single hypothesis recommendation may indeed be the preferred approach. 
Finally, given these findings, it is of interest to review the Analyst OFM to see 
how it may be modified to incorporate the DSS.  The Analyst OFM was developed to 
understand the steps that the analyst takes in the image interpretation task.  One of the 
key steps in the interpretation process is marking potential targets.  As the analyst marks 
the targets, the possible targets could be sent to the automatic target recognition 
algorithms and have the DSS ready to provide the analyst help as she attends to each 
target, in turn.  Overall, the analyst could be working on scene interpretation while the 
DSS with classification algorithm is working at the individual target level.  The combined 
effort of the analyst working interpretation at the scene level and the DSS with 
classification algorithm aiding the analyst at the target level could be instrumental in 
performing the next OFM step, determining the pertinence.  Figure 40 shows the revised 
analyst OFM with the incorporatin of the DSS.  It is noted that even with the DSS 
addition, the analyst would still be using past experience and background data in the 
image interpretation task.  The DSS would enhance the process of target classification by 
































This work makes several contributions to the body of knowledge, summarized in 
Figure 41. This research created a spectrum of sensor literalness, ranging from very 
literal to very nonliteral, based on sensor and sensor image characteristics. Decision 
support system impact on analyst performance, evaluated through the lens of this 
spectrum, can help DSS design anticipate the needs of the analysts relying on other 
sensor types, based on a sensor’s relative spectrum position.  
Additionally, this work created Levels of Decision Aiding, in an effort to determine 
the optimal level of information displayed by the decision support tool. These levels were 
built by applying accepted Levels of Automation, and based on the research findings, 
provide a sound guide for future DSS design.  
Furthermore, this research uncovered how a DSS itself can cause a bias influencing 
analyst performance. While DSS tools traditionally attempt to mitigate inherent analyst 
bias, no systematic evaluation has previously been done, nor have any system designs 
considered how the DSS itself can cause performance decline. As this research identifies 
DSS caused bias existence, considering this in future design iterations will further 
enhance analyst performance.  
Finally, this research employed OFM modeling and ACTA analysis to guide the 
design process from the analyst perspective. Using this approach, of designing a DSS 
based on actual identified analyst needs and considering the human within the system, 
while seldom done, significantly improves analyst performance while reducing DSS 



























































Design and Development 















• Identified needs of analysts in 
the classification task based 
on ACTA process 
• Developed spectrum of 
imaging sensors- literal to non 
literal and assembled imagery 
to test spectrum 
  
• Results of improved 
confidence with DSS 
• Accuracy higher with DSS 
• Trust: EO DSS higher than SAR 
DSS 
• Biases identified for further 
review 
• Developed scale in Levels of 
Decision Aiding 
• Developed Experimental 
Design based on ACTA, OFM, 
Levels of Decision Aiding, 
Experiment 1 results 
• Test for spectrum of Literal to 
Non-Literal Imaging Sensors  
• Evaluated Decision Support for 





• Heuristics, Bias 
• Eye Tracking Data 
• Identified DSS features most 
important in the spectrum of 










11 FUTURE RECOMMENDATIONS 
 
 This work could be extended by developing specific DSSs for different sensors.  
The initial DSS developed in this dissertation was based on interviews with SAR analysts 
and literature reviews.  This interview and literature review strategy was based on the 
hypothesis that if a DSS would help with the least literal sensor, then it would be useful 
for all sensor types.  The design of the DSS was expanded to try to fit the three sensor 
types by testing different feature combinations, DSS 2, DSS 3, DSS 4, and DSS 5.    
Based on the findings that the DSS was used differently based on the sensor type, it is 
likely that the DSS can be tuned to the sensor type to improve the accuracy and reduce 
interpretation time, to improve the operator confidence and trust, and to reduce the 
possible biases introduced by the currently developed and tested DSS.  In addition, given 
the substantial experimental evidence developed as a result of this research, the Levels of 
Decision Aiding and the OFM should be reexamined with further sensor types.  They 
were instrumental in guiding this research; however, several findings point to potential 
improvements in both models.  Also, due to the differences in phenomenology and 
literalness of the sensors, another avenue of investigation should consider the level of 
training provided to the analysts.  The level of training was not a focus of this study, but 
based on the some of the differences of the two experiments’ results and the observation 
of the subjects performing the interpretation tasks, the level of sensor understanding 
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12 Appendix A: ACTA Interview Questions 
 
1. Do you have an interface that you use when analyzing imagery? 
2. Describe the main functions of the interface. 
3. What is the main goal of your specialty? 
4. What are the main subtasks that you must perform with the overall goal of target 
classification? 
5. Which of the subtasks do you feel require the most cognitive processing? 
6. What actions are necessary to perform the subtasks? 
7. What expertise is required for this task? 
8. How do you monitor your performance? 
9. What are common errors within this goal? 
10. What are common strategies you use to analyze the imagery? 
11. What is most difficult within this task? 
12. Are there any cues or additions to the interface you would suggest to be added or 
improved? 
13. For which cues do you consistently search? 
14. What is the most difficult cognitive element of your tasks? 
15. Why are they difficult?  
Additional Questions 
16. Which information source is most essential: image or image context? 
17. Do you prefer visual or textual information for analysis? 
18. How do you approach conflicts among the visual and textual? 
19. When/how do you communicate cues to other analysts? 
20. Which methods/tricks offer optimal performance?  
21. Do particular scenarios or environments require more prepping than others or are all 
scenarios treated the same?  
24. Have you ever had a revelation (possibly came across a situation that was widely 
applicable) that considerably improved your performance?  
26. What do you think SAR analysts need to do their jobs better?  
27. If one task could be automated what would you suggest? 




















13 Appendix B: Instructions for Experiment 1 
 
This is an image classification experiment.  You will be shown a series of images of 
targets and will be asked to classify each one as T72, BMP2, BTR70, or no target.  The 
T72, BMP2, and BTR70 are military vehicles and look like this.  (Pull up first training 
slide)  You can see the three vehicles in electro optical and next to each is their 
corresponding synthetic aperture radar image.  
 There are twenty segments of ten images each.  You may take a short break 
between any and all segments.  Ten of these segments will include a decision aid that 
looks like this.  (Pull up second training slide)  Here in the middle is the image you are 
trying to classify.  At the top left of the decision aid is the number that corresponds to the 
confidence given by an algorithm that suggestion is correct.    
The confidence number is between 0 and 1.  If the confidence number is 1, it is confident 
that the answer is correct.  If it is 0, it is not at all confident.   
If the algorithm has the response of no target, it will tell you no target and then 
give the next suggestion of classification shown here.  (Pull up third training slide)  The 
other ten segments will not include a decision aid as shown here.  (Pull up forth training 
slide) After each decision you make, you will be asked to rate the confidence in your 
decision using a Likert scale provided.  When you finish a segment that uses the decision 
aid, a few questions will be asked about why you made that decision and the decision aid 
specifically.  
During this experiment, your answers will be graded for correctness.  The time 
will be recorded for you to make your decision.  This is a time sensitive task, so you 


























14 Appendix C: Experiment 1 and 2 Participant Questions 
 
On a scale of 1 to 5 (see below), how confident are you that you classified the image 





Read each item and then 
circle the number of the 
response that best describes 
the extent to which you 
would rate the Decision 
Aid’s performance.  
 
Indicate to what extent you 
generally feel this way. 
 
Not at all A little Sometimes Frequently All the Time 
1. To what extent is the 
Decision Aid competent in 
classifying? 
 
1 2 3 4 5 
2. To what extent can the  
Decision Aid’s 
classifications be predicted? 
1 2 3 4 5 
3. To what extent can you 
rely on 
the Decision Aid to 
correctly classify? 
1 2 3 4 5 
4. To what extent is the 
Decision Aid consistent in 
classifying 
the decision? 
1 2 3 4 5 
5. To what extent are you 
confident 
in the Decision Aid’s 
performance? 




























































































16 Appendix E: Experiment 2 Instructions 
 
Consent form. 
This is an image classification experiment.  You will be classifying military vehicles in 
three different sensor modes: EO, IR, and SAR.  The first modality you will be doing the 
experiment in is XX.  Here are the three vehicles you will be classifying: T-72, BMP-2, 
and BTR-70.    If at any point you do not think the image you are viewing is one of those 
three targets, you can respond no target.  Shown are images of these three vehicles in the 
modality of XX.  You may view these as long as you like as part of the training for this 
experiment.  There are five parts with no or different decision aids that are randomized in 
the order that you will view them.   
Part 1:  No decision aid.  The decision will be made by you. 
Part 2:  An classification algorithm was used and the highest percentage will be displayed 
with the corresponding vehicle that it was classified as. 
Part 3: The highest percentage will be displayed with the vehicle that it is classified as.  
In addition, 3 images in that sensor type will be displayed below the percentage in the 
decision aid.   
Part 4: The top two percentages and corresponding vehicles will be displayed in the 
decision aid. 
Part 5:  The top two percentages with the corresponding vehicles and three images per 
suggestion will be shown.   
After each image you will need to click to get to the next screen to input your 
classification.  Next you will input your confidence 1-5 as to how confident you are that 
you classified the image correctly.  If the decision aid is present you will pick 1-4 as to 
how you used the decision aid.  Answer 1 means that you already knew the answer 
without the decision aid, but you used the decision aid for confirmation.  You can use the 
percentage, the decision aid images, or both equally.  Answer 2 if you used the decision 
aid to help you make the classification.  You can use the percentage, the images, or both 
equally in the displayed decision aid.  Answer three if you could solely use something in 
the test image to make your classification and you did not use the decision aid at all.  If 
you used the decision aid in some other way, answer 4 none of the above.   
After you classify 12 images that have a decision aid present, you will be asked to fill out 
a trust questionnaire.  This is on a piece of paper and you will circle your responses to the 
5 questions.  These are to be answered about the decision aid that was just used on the 12 
previous classifications.   
It is noted that this is a time sensitive task.  You should answer the questions as quickly 














17 Appendix F: Comparison of Experiment 2 to Experiment 1 
 




























































18 Appendix G: Marascuillo Procedure Proportion Test Experiment 2 
Accuracy Sensor 
 88.6112 EO 
77.9995 IR 
 73.4992 SAR 
N=30*60 
    1.0000    2.0000    0.1061    0.0301    1.0000 
    1.0000    3.0000    0.1511    0.0314    1.0000 















    1.0000    2.0000    0.2009    0.0568    1.0000 
    1.0000    3.0000    0.1704    0.0583    1.0000 
    1.0000    4.0000    0.2324    0.0550    1.0000 
    1.0000    5.0000    0.2130    0.0561    1.0000 
    2.0000    3.0000    0.0306    0.0506   -1.0000 
    2.0000    4.0000    0.0315    0.0468   -1.0000 
    2.0000    5.0000    0.0120    0.0481   -1.0000 
    3.0000    4.0000    0.0620    0.0486    1.0000 
    3.0000    5.0000    0.0426    0.0499   -1.0000 






















    1.0000    2.0000    0.0167    0.0787   -1.0000 
    1.0000    3.0000    0.0889    0.0861    1.0000 
    1.0000    4.0000    0.0889    0.0626    1.0000 
    1.0000    5.0000    0.0861    0.0632    1.0000 
    2.0000    3.0000    0.0722    0.0879   -1.0000 
    2.0000    4.0000    0.1056    0.0651    1.0000 
    2.0000    5.0000    0.1028    0.0656    1.0000 
    3.0000    4.0000    0.1778    0.0739    1.0000 
    3.0000    5.0000    0.1750    0.0743    1.0000 














    1.0000    2.0000    0.2583    0.0996    1.0000 
    1.0000    3.0000    0.2250    0.1024    1.0000 
    1.0000    4.0000    0.2695    0.0986    1.0000 
    1.0000    5.0000    0.2306    0.1020    1.0000 
    2.0000    3.0000    0.0333    0.0872   -1.0000 
    2.0000    4.0000    0.0111    0.0826   -1.0000 
    2.0000    5.0000    0.0278    0.0866   -1.0000 
    3.0000    4.0000    0.0445    0.0860   -1.0000 
    3.0000    5.0000    0.0056    0.0899   -1.0000 
    4.0000    5.0000    0.0389    0.0854   -1.0000 
 

















    1.0000    2.0000    0.3611    0.1024    1.0000 
    1.0000    3.0000    0.3750    0.1012    1.0000 
    1.0000    4.0000    0.3389    0.1041    1.0000 
    1.0000    5.0000    0.3222    0.1053    1.0000 
    2.0000    3.0000    0.0139    0.0875   -1.0000 
    2.0000    4.0000    0.0222    0.0908   -1.0000 
    2.0000    5.0000    0.0389    0.0922   -1.0000 
    3.0000    4.0000    0.0361    0.0895   -1.0000 
    3.0000    5.0000    0.0528    0.0909   -1.0000 










































19 Appendix H: Experiment 2 Statistical Tests 




















































































All Sensor Trust  2-  3.85111, 3-  4.02222, 4-  3.72, 5-  3.88444         4<2/5<3 












Confidence EO DSS Level:  EO1 3.96944, EO2 3.99444, EO3 3.98888, EO4 4.30554, 






















Confidence SAR DSS Level: SAR1 2.34721, SAR2 3.1583, SAR3 3.30833, SAR4 




























































20 Appendix I: Percentage vs. Image DSS Analysis 
 
 
Confidence and Trust Percentage vs Image: 
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