I. INTRODUCTION
Time series is a sequence of observations created by a complex system. Real time series are extremely useful in monitoring the behaviour of any complex systems over a given period. They can be used for analysis and forecasting of complex systems. Time series analysis has recently gained much attention from scientists and researchers, whose interest has led to different types of time series in different worldwide applications such as biological signals, time series for monitoring industrial processes, financial time series, etc. [1] [2] [3] [4] [5] [6] .
Time series usually contain a trend of random behaviour. Analysis of such data is not an easy task considering the various internal and external factors affecting these time series. In the theoretical analysis, Herrera [7] assumed that time series are generated by a dynamic system. The systems that generate time series involve complex properties, which are: the relationships that exist between the elements of a time series are nonlinear, and include extensive dynamic behaviour. These properties make it very difficult to accurately analyse the behaviour of such systems even if the underlying properties are completely known. The investigation into analysing time series has essentially helped in the development of a number of techniques such as traditional and intelligent methods. While the traditional method requires assumptions about the characteristics of data, the intelligent technique is based on learning methodology, which is more dependent on large amounts of examples called training data. The learning methods help to learn the behaviour of time series and generate models based on using the training data set, consequently achieving a better learning model. However, the complexity of time series is such that there are no known details about the system that creates such time series; therefore such issues cannot be resolved by traditional methods. Analysis of time series behaviour of any complex systems such as the human body, stock markets, weather signals or even countries' economies has always created a major challenge. The main advantage of using intelligent methods is not requiring any preinformation or details about time series.
The prediction process is used to detect values or events that will occur in the future based on some previous and current knowledge of certain data. Examples of prediction include weather forecast, stock rate prediction, earthquake prediction, marketing and sales forecasting. Artificial neural networks can also be used for the prediction task and have very high success levels.
Artificial neural networks (ANNs) have been prevalent in the usage of most machine learning applications in recent times. They have the power to predict and classify unknown patterns which are too complex for human observation [8] . In the literature, ANNs are also known as neurocomputer, connectionist network, and parallel distributed processor. ANNs have been proposed as useful tools in time series analysis in a variety of applications. Historically, they have also been proved to provide ways to overcome and solve practical problems such as prediction, classification, clustering, optimisation, etc. [9] . One type of neural network is the dynamic neural network, which is a neural network with feedback links. This dynamic neural network is applicable to various domains in order to deal with dynamical behaviour in time series data. The highly popular feed forward neural network is multilayer neural network (MLP). It has been applied extensively in time series prediction. Although there are massive applications of the well-known MLP neural networks, they suffer from difficulties such as the determination of the optimal number of hidden units, and estimating the best weight values. The selection of these parameters is very important to improve the performance of neural networks. Furthermore, the MLP neural network is affected by some learning algorithm problems such as overfitting problems [10] [11] [12] . This means that the neural network can perfectly map between input and output in training data but it will not be able to sufficiently generalise its learning to new data. There are a number of studies which have investigated the ability to use different techniques to improve the generalisation ability of feed-forward neural networks and to automatically select the best number of hidden units and their weights. One of these techniques was proposed by Widyanto et al. [12] . They designed a self-organised hidden layer inspired by immune algorithm (SONIA). SONIA contains an immune algorithm in the self-organised hidden layer. The main aim of this network is to improve the recognition and the generalisation propriety of the MLP neural network. SONIA was used originally to predict temperature-based food quality; it showed an 18% improvement in correct recognition in comparison to the MLP network [12] .
However, SONIA is a feed-forward neural network, which means that it can solve static problems but cannot remember past behaviours and as a result cannot generate good results with dynamical temporal data [13] . Therefore, the SONIA neural network has been improved by using recurrent links between its layers in order to deal efficiently with temporal patterns in time series. The main advantage of recurrent connections in a neural network is their ability to deal with static and dynamical situations [13] [14] . These connections can offer the cognitive function such as memory association, classification or predication of dynamic system. The work of Makarov et al. [14] showed that recurrent networks could be used to learn dynamic as well as static problems. Furthermore, it has been proved that using recurrent feedback in feedforward neural networks can enhance the dynamic behaviour of the feed-forward neural network. It can improve the network's ability to analyse time series that has been created by complex systems. Therefore, this research is focused on finding a dynamic neural network that can deal with complex time series analysis problems, and this will be achieved by designing a novel dynamic self-organised neural network which is inspired by immune algorithm and the self organized neural network proposed by Widyanto et al. [12] . These links can improve the performance of the network to deal with data better that the ordinary SONIA network. They are applied to model and analysis weather time series signals.
The reminder of this paper is organised as follows. Section II discusses the self-organized neural network inspired by the immune algorithm (SONIA). Section III illustrates the proposed dynamic self organize multilayer neural network inspired by the immune algorithm (DSMIA), while section IV shows time series forecasting. The methodology for the experiments in this paper is illustrated in section V while section VI shows the simulation results. Finally, section VII is dedicated for the conclusion and future directions.
II. SELF-ORGANISED NETWORK INSPIRED BY THE IMMUNE ALGORITHM (SONIA)
The SONIA network which is introduced by Widyanto et al. in 2005 [12] is a single hidden layer neural network, which uses a self-organising hidden layer inspired by the immune and back-propagation algorithms for the training of the output layer. The immune algorithm is simulated as the natural immune system, which is based on the relationship between its components which involve antigens and cells; this is called recognition ball (RB). The recognition ball in the immune system consists of a single epitope and many paratopes where the epitope is attached to the B cell, and paratopes are attached to antigen. The B cell here will represent several antigens. Biologically, a B cell can be created and mutated to produce a diverse set of antibodies in order to remove and fight the viruses attacking the body [15] . Thus, the immune system can allow its components to change and learn patterns by changing the strength of connections between individual components. The inspiration of the immune system in the self-organised neural network will serve as a hidden unit created in the backpropagation network. For the SONIA network, the input units are called antigens and the hidden units are considered as a recognition ball (RB) of the immune system. The recognition ball is used to create hidden units. The relation between the antigens and the RB is based on the definition of local pattern relationships between input vectors and hidden nodes. These relationships help SONIA to easily recognise and define the input data's local characteristics, which increases the network's ability to recognise patterns. In SONIA, the mutated hidden nodes are designed to deal with unknown data, which is test data, to develop the generalisation ability of the network.
III. THE DYNAMIC SELF-ORGANISED MULTILAYER NETWORK INSPIRED BY THE IMMUNE ALGORITHM (DSMIA)
In this section, the dynamic self-organised network inspired by the immune algorithm (DSMIA) based on the Jordan recurrent neural architecture [16] is described. The DSMIA network has a recurrent link from the output layer. The main motivation of the proposed DSMIA is to predict time series. Generally, it works by passing times series as inputs and the target is the next sequence. So, the network output consists of future values (forecast output), which will be the next sequence.
a) Properties and Network Structure of the DSMIA
In time series data, the observation at a particular point in time, as cited by Mozer et al. [17] , is based not only on the current inputs, but also on the entire history of the data set, and sufficient memory to store previous behaviour is highly recommended [17] . Accordingly, the recurrent link must enrich the performance of this DSMIA model by having a "memory" of past behaviour distributed to the network through temporal context units. The proposed network uses both input units and context units, where the context units hold a copy from the network's previous output. The use of recurrent connection on the proposed network will allow the network outputs to depend on the initial values of external inputs, as well as on the entire history state of inputs. Consequently, this will enhance the proposed DSMIA capability to deal with time-related patterns. The recurrent links of the proposed network are designed as a recursive unsupervised neural network [18] . The structure of this connection is as stated by Hammer, et al. [19] : "The output computed for one time step depends on the current constituent of the structure and the internal model state obtained by previous calculations, i.e., the output of the neurons computed in recursively addressed previous steps". In the proposed network, the structure of the recurrent connection is the same architecture as the Jordan network [16] , in which the output of the network is fed back to the inputs through the context nodes. As result, the model on the DSMIA network will be built based on the past time series inputs and its own prediction values. The structure of the Jordan recurrent neural network is illustrated in Figure 1 . The DSMIA network has three layers: the input layer, the self-organising hidden layer, and the output layer with feedback connections from the output layer to the input layer. The input layer holds copies of the current inputs as well as the previous output produced by the network. This provides the network with memory. As such, the previous behaviour of the network is used as an input affecting current behaviour; the output of the network is fed back to the input through the context units. 
The output of the hidden layer is computed as:
hji hj
is the weight corresponding to the external input while is the weight corresponding to the previous output, and t is the current time step, while are elected parameters with 0< and .
Where is a nonlinear activation function, which is the sigmoid function and is the weight corresponding to output units.
Learning Algorithm
The first layer of the DSMIA is a self-organised hidden layer trained similarly to the recursive self-organised map (RecSOM) (Voegtlin 2002) . In this case, the training rule for updating the weights of the context nodes are also updated in the same way as the weights of the external inputs . This is done by first finding , which is the distance between the input units and the centroid of the j th hidden units:
From , the position of the closest match will be determined as:
Where c(t) minimised , it is called the best matching unit (BMU), which is the unit that wins the competition. Then the weight from the external input vector and the context vector are updated as follows:
Where is the weight of the previous output and is the weight for the external inputs, and is the learning rate that is updated during the epochs.
IV. TIME SERIES FORECASTING
A time series is a collection of observations of a particular problem measured during a period of time. In theory, it is known as a sequence of variables ordered in time.
Mathematically, for any given system, a time series can be referred to as x(t) or {x(t),t T}, and it contains two variables; the first one is the time variables (t) while the second one is the observation variables x(t), where x can be a value that varies continuously with t, such as the temperature and stock market, etc. In reality, there are many motivations for conducting time series analysis and modelling. It has recently gained much attention from scientists and researchers, whose interest has led to different types of time series in different applications worldwide. In industrial applications, time series can be used to monitor industrial processes [20] [21] . Time series analysis also has important applications in economics. The main motivation of analysing financial time series is to gain the ability to identify and understand the internal structure that creates the data in time series. In other words, as Herrera [7] asserted, it attempts to explore the underlying properties of sequences of observations taken from a system under examination. In addition, it helps find the optimal model to fit the time series data and apply this model to predict the future observations of data based on past data series. For example, financial market prediction by computations of the next value of trade sales each month [22] [23] [24] . The main aspect of time series is actually that observation values are not created independently or ordered randomly; the data in time series are representing sequences of measurements arranged according to time intervals. Therefore, time variables are very important in time series analysis because they show when the measurements were recorded. Hence, Herrera [7] asserted that the time values must be stored along with observations that have been taken, and they should be used with the time series as a second piece of information. Therefore, the model that will be used to fit and analyse the time series data must have the ability to process the temporal pattern of the time series. Two main features characterise time series data: the stationary and non-stationary concepts. It is very important to identify these two concepts before time series analysis, and this will help to find the best mathematical model to deal with this type of data. The simplest way to observe stationary and nonstationary data is the plotting of the observations. The concept of stationary in time series means that the probability distribution between data does not change when shifted in time. Hence, the statistical properties (e.g. mean, variance and autocorrelation) of the data are stable with respect to time [25] , such as climate oscillations [26] . In mathematics, stationary can be defined as follows, when the distribution of (xt 1 , . . . , xt n ) is the same as the distribution of (xt 1+k , . . . , xt n+k ) where t 1 , . . . , t n is refers to time step, and k is an integer [27] . The behaviour of any intervals in this series is similar to one another, even if the segments have been taken from the beginnings of the time series or the ends. Therefore, this type of time series is very easy to model. Non-stationary characterises another type of time series. It means that parameters of the information (e.g. mean and variance) of the data always change over time. Therefore, behaviours of the signals are changing from one interval to the next. Most real-world time series are non-stationary, such as financial time series data or biomedical signals. Nonstationary time series are difficult to deal with. However, some models require the application of a pre-processed method in order to smooth out the noise and reduce the trend of the nonstationary data. Therefore, they can be transferred from nonstationary to stationary. 
V. METHODOLOGIES a) Time Series Data Used in this Research

b) Data Pre-processing
The selection of a suitable forecasting horizon is the first step that must be taken before weather time series forecasting can begin. If the forecasting horizon is very long, that might increase the complexity of the forecasting procedure. This experiment applies five days ahead predictions The weather time series are a non-stationary, high noise type of data. The noise variables in data are identified as harmful variables in neural network learning. Therefore, it is crucial to have a pre-processing method to deal with data before passing them to the neural network. The original raw non-stationary signals are transformed into stationary signals before sending them to the neural network using the following equation:
where S(t) is the input signal and R(t) is the one step relative increase in price at time t. This transformation has been shown to achieve better results [28] . R(t) has a relative constant range of values even if the input data represents many days values, while the original data S(t) vary so much which make it very difficult to use a valid model for a long period of time [29] . Another advantage of using this transformation is that the distribution of the transformed data will become more symmetrical and will follow more closely to a normal distribution.
c) Performance measures
The prediction performance of our networks was evaluated using four statistical metrics which are used to provide accurate tracking of the signals as shown in Table 1 . In this section, the simulation results for the prediction of the four weather time series will be presented using various neural networks. The proposed network is benchmarked with the MLP, Elman, Jordan and the SONIA networks. The best way to evaluate the performance of the ANN learning is to split the raw data not only into training and test sets, but also a separate validation set. Therefore, the time series was divided into three parts, the first 50% of the data are used for the training set; the second 25% for the validation set, used to estimate the neural network parameters, and the third 25% is selected for testing the performance of the network. The testing period is kept for final performance evaluation and comparison. This has been done in order to evaluate the accuracy of the model for understanding the past, present and future data sets. The initial weights are selected between [-0.5, 0.5]. The momentum term and the learning rate parameters are selected experimentally. The best values for these parameters are based on the training data set.
Two sets of experiments were performed, in the first set of experiments the weather signals are passed directly to the network as nonstationary data while in the second set of experiments the signals are transformed into stationary signals as shown previously.
The number of input units must be selected carefully. Therefore, neural network inputs for this type of data are represented as lagged values and the output values are corresponding to the future value. The input layer will hold the time series data points of N days, and the output layer will produce the prediction values for next days "(N + 1) th " day. Using too many past periods as input will lead to much difficulty in training the Artificial Neural Network (ANN), whereas too few periods may not be enough to train the ANN. In this research work, the number of inputs is set to five, as recommended by a number of studies [4, 10] . Tables V, VI and VII show the average results of 30 simulations obtained on unseen data from the neural networks when the weather signals are passed to the network as stationary data for five steps ahead prediction.
The simulation results for the stationary and non-stationary prediction indicated that the proposed network showed a slight improvement in comparison with other neural network architectures.
In terms of the signal to noise ratio, the proposed network achieved high values in comparison to the SONIA network except for the prediction of the sunshine signal for nonstationary prediction. In terms of the MAE, the proposed signals achieved better results than the SONIA network except for the prediction of the rainfall signal using stationary prediction.
To further analysis the significant of the results, we have conducted a paired t-test [30] on the best simulation results to determine if there is any significant difference among the proposed DSMIA and the other neural network architectures based on the absolute value of the error. The calculated t-value showed that the proposed technique outperforms the other ANNs with α = 5% significance level for a one tailed test. Furthermore, the simulation results showed that there is no significant improvement when transforming the data from non-stationary to stationary. To investigate the reasons for these results, the histogram of the transformed data was checked which indicated that the distribution of the transformed data did not become symmetrical and did not follow a normal distribution as shown in Figure 2 .
VII. CONCLUSION AND FUTURE WORKS
The dynamic self organized neural network inspired by the immune algorithm is proposed for the prediction of weather signals. Two sets of experiments have been performed, in the first set of experiments the weather signals are passed to the neural networks in which the last 5 values are used to predict the weather in the next 5 days. The simulation results showed slight improvement achieved by the proposed network when using the average results of 30 simulations. For the second set of experiments, the nonstationary weather signals have been transformed to stationary. The simulation results indicated that there is no significant improvement over the first set of experiments.
Since clustering methods have been widely used in different applications of data mining, the adaption of unsupervised learning in the proposed network might serve these different applications, such as medical diagnostics and pattern recognition for large databases, with many attributes. The structure of the proposed network can be adapted for clustering tasks by changing the back-propagation algorithm in the output layer which is supervised learning algorithm to unsupervised learning algorithm. This can extend the application of the proposed network to analyse very complex and large data sets.
Since the literature review showed that RNN can be used to reduce noise from biomedical signals and improve the quality of signals, this can broaden the scope of the proposed network to medical applications that can benefit from recurrent neural network models to filter and model the biomedical signals.
Another direction of research will investigate the ability of the proposed network to be used as signals pre-processing methods.
