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Abstract
A graph is called 1-planar if it can be drawn in the plane so that each its edge is crossed by at most one other edge. In the paper,
we study the existence of subgraphs of bounded degrees in 1-planar graphs. It is shown that each 1-planar graph contains a vertex
of degree at most 7; we also prove that each 3-connected 1-planar graph contains an edge with both endvertices of degrees at most
20, and we present similar results concerning bigger structures in 1-planar graphs with additional constraints.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper, we consider connected graphs without loops or multiple edges. A vertex of degree k is called
a k-vertex, a vertex of degree k a k-vertex. For a plane graph G, the size of a face  ∈ G is the length of the minimal
boundary walk of ; a face of size k (k) is called a k-face (a k-face). By a k-path (a k-cycle) we mean a path Pk
(a cycle Ck) on k vertices. A k-star Sk is the complete bipartite graph K1,k . We say that the k-path Pk = x1x2 . . . xk in
a graph G is of type (d1, d2, . . . , dk) if degG(xi) = di, i = 1, . . . , k; in this k-tuple, we allow also the entries di or
di on ith place, which means that the degree of the corresponding vertex is not greater than di or not less than di .
Similarly we deﬁne the type of a k-star Sk = [x; x1, . . . , xk].
LetH be a family of graphs and let H be a connected graph such that at least one member ofH contains a subgraph
isomorphic to H. Let (H,H) be the smallest integer with the property that each graph G ∈ H which contains a
subgraph isomorphic to H, contains also a subgraph KH such that
max
x∈V (K) {degG(x)}(H,H).
Similarly, let w(H,H) be the smallest integer with the property that each graph G ∈H which contains a subgraph
isomorphic to H, contains also a subgraph KH such that∑
x∈V (K)
degG(x)w(H,H).
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If such an integer does not exist, we write (H,H) = +∞ (similarly for w(H,H)). We say that the graph H is light
in the familyH if (H,H)<+∞ (or, equivalently, w(H,H)<+∞), otherwise we call it heavy. Thus, H is heavy
inH if, for every integer m, there is a graph Gm ∈H such that each isomorphic copy of H in Gm contains a vertex
of degree m in Gm. The set of light graphs in the familyH is denoted byL(H).
The notion of the light graph in a family of graphs was introduced as a generalization of various results on the
structure of planar graphs. It is well known consequence of the Euler theorem that each planar graph contains a vertex
of degree at most 5. Kotzig [14] proved that each 3-connected planar graph contains an edge whose sum of degrees of
its endvertices is at most 13, and at most 11 if 3-vertices are absent (note that a weaker form of this result was proved
by Lebesgue in [15]). Other early particular results on light graphs (formulated in other terms) can be found in [18,6,2].
The deﬁnition of the light graph in a family appears ﬁrstly in [9]. The ﬁrst complete description of the set of light
graphs in particular family of 3-connected planar graphs was given in [5]; there was proved that the only light graphs
in this family are paths. Under the additional requirement of minimum vertex degree 4, still the paths are the only
light graphs (see [4]). In the family of (3-connected) planar graphs of minimum vertex degree 5, there are many light
graphs (see [8,9]), but the complete set of light graphs is not known; there were studied also plane graphs of minimum
face size 4 [7] and 5 [12]. The paper [11] gives the survey of results for various families of plane and projective plane
graphs. The analogical results (with the bounds on  and w depending on the Euler characteristics) can be found also
for the families of graphs embedded on surfaces of higher genus, see the survey [10].
The aim of this paper is to exhibit the structure of 1-planar graphs. A graph is called 1-planar if it can be drawn in
the plane so that each its edge is crossed by at most one other edge. The notion was introduced by Ringel [17] in the
connection with the problem of the simultaneous colouring of the vertices and faces of plane graphs (which reduces
to a colouring of 1-planar graphs, since the graph of adjacency/incidence of the vertices and faces of each plane graph
is 1-planar). His conjecture that each 1-planar graph is 6-colourable was proved by Borodin [1]. Recently, in [3] there
was studied the acyclic colouring (that is, a proper vertex colouring such that each cycle of a graph uses at least three
colours) of 1-planar graphs; it was proved that each 1-planar graph is acyclically 20-colourable.
In Section 2, we introduce the basic deﬁnitions and results; we derive the analogy of the Euler-type inequality for
the number of edges in a 1-planar graph. This gives the precise upper bound for the minimum degree of a 1-planar
graph. Further, it allows to prove the existence of certain small light graphs in families of 1-planar graphs with bounded
minimum degree. Section 3 is devoted to the proof of the analogy of Kotzig theorem on light edges; it is proved that
each 3-connected 1-planar graph G contains an edge such that its endvertices are of degree at most 20 in G; the bound
20 is the best possible. In Section 4, we give several exact values and estimations of the girth of a 1-planar graph with
bounded minimum degree. Finally, in Section 4 we consider the sufﬁcient conditions for the lightness and the heaviness
of graphs in various families of 1-planar graphs.
2. Basic deﬁnitions and results
Let G be a 1-planar graph and let D(G) be a 1-planar diagram of G (that is, a drawing of G in which every edge is
crossed by at most one other edge). If two arcs xy, uv (corresponding to edges xy and uv) cross in D(G) and z is their
intersection, we say that z is the crossing of the edges xy, uv. Note that, in this case, there exists a closed set Ax,u ⊂ R2
such that Ax,u contains no points of D(G) except x, u; this fact will be often used in the next.
Let C = C(D(G)) be the set of all crossings in D(G) and let E0 be the set of all non-crossed edges in D(G). The
associated plane graph D(G)× of D(G) is the plane graph such that V (D(G)×) = V (D(G)) ∪ C and E(D(G)×) =
E0 ∪ {xz, yz| xy ∈ E(D(G)) − E0, z ∈ C, z ∈ xy}. Thus, in D(G)×, the crossings of D(G) become new vertices of
degree 4; we call these vertices crossing vertices.
Let B× be the boundary walk of the outerface of D(G)× and let B be the corresponding closed curve in D(G). The
pseudo-outerface od D(G) is the set Ext(B). We say that x is incident with the pseudo-outerface of D(G) if x is a
vertex of D(G) which is incident with the outerface of D(G)×.
Note that a 1-planar graph may have different 1-planar diagrams, which lead to non-isomorphic associated plane
graphs. Among all possible 1-planar diagrams of a 1-planar graph G, we denote by M(G) such a diagram that has the
minimum number of crossings (it is not necessarily unique), and by M(G)× its associated plane graph.
Lemma 2.1. For a 3-connected 1-planar graph G, the graph M(G)× is also 3-connected.
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Proof. Suppose that there exists a 3-connected 1-planar graph G such that M(G)× is not 3-connected for any M(G);
then, it is easy to see that (M(G)×) = 2. Let {x, y} be a separating set in M(G)×.
Case 1: If x, y ∈ V (G), then {x, y} is also a separating set in G, a contradiction.
Case 2: Let x ∈ V (G), y /∈V (G); then y is a crossing vertex corresponding to a crossing of two edges in M(G),
say z1z2, w1w2. Let H1, H2 be blocks of M(G)× − y such that z1, w1 ∈ V (H1) and z2, w2 ∈ V (H2). We modify the
drawing M(G) in the following way: ﬂip the graph H2 in the vertex x (that is, replace the drawing of H2 in M(G)× −y
by its mirror image) and add non-crossing edges z1z2, w1w2. This results in a 1-planar diagram of G having one
crossing less than M(G), a contradiction.
Case3:Letx, y /∈V (G); thenx, y are crossingvertices corresponding to crossings of edges s1s2, t1t2 and z1z2, w1w2,
respectively. Let H1, H2 be components of M(G)× − {x, y} such that s1, t1, z1, w1 ∈ V (H1) and s2, t2, z2, w2 ∈
V (H2). We modify the drawing M(G) in the following way: replace H2 by its mirror image and add non-crossing
edges s1s2, t1t2, z1z2, w1w2. This results in a 1-planar diagram of G having two crossings less than M(G), a
contradiction. 
Note that an analogical result holds also for 2-connected 1-planar graphs; proof is left to the reader.
Lemma 2.2. Let G be a 1-planar graph on n vertices and m edges. Then m4n − 8.
Proof. Consider the maximal (with respect to the number of edges) 1-planar graph G on n vertices and let D(G) be
a 1-planar diagram of G. Let c be the number of crossings in D(G). If two edges xy, zw ∈ E(G) mutually cross in
D(G), then xz, xw, yz, yw ∈ E(G) by the maximality of G. Therefore, if we delete an edge from each pair of edges
which are crossing in D(G), the resulting graph G′ is a plane triangulation on n′ = n vertices, m′ edges and f ′ faces.
By the Euler theorem, m′3n′ − 6, f ′2n′ − 4. Now m = m′ + cm′ + f ′/23n − 6 + n − 2 = 4n − 8. 
Corollary 2.3. Every 1-planar graph contains a vertex of degree at most 7; the bound 7 is the best possible.
Proof. Let G be a 1-planar graph. By the previous lemma,
∑
x∈V (G) degG(x)= 2m8n− 16, hence
∑
x∈V (G) (degG
(x) − 8) − 16; the negativity of the left side implies the result. The graph in Fig. 1 is 7-regular and 1-planar, hence,
the bound 7 is sharp. 
In the next, we use the notationP (orP1, respectively) for the family of all planar (or 1-planar) graphs of minimum
vertex degree ; thus,P11 is the family of all 1-planar graphs. Note thatPP1 for  ∈ {1, . . . , 5} andP1 ∩P1 =∅
for  ∈ {6, 7}.
Theorem 2.4. Every graph G ∈ P15 contains a 3-path of the type (31, 5, 31), (13, 6, 13) or (9, 7, 9).
Fig. 1.
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Proof. Suppose that there exists a 1-planar graph G of minimum degree 5 such that each its 3-path is of the type
(32, 5, a), (14, 6, a), (10, 7, a) or (a, 8, b), a, b5.
We will use the discharging method. According to the formula in the proof of the Corollary 2.3, we can deﬁne the
vertex charge assignment  : V (G) → Q, (x) = degG(x) − 8. Thus,
∑
x∈V (G) (x) − 16.
Next, the charges of the vertices are redistributed such that their total sum remains the same. This is performed by
the following:
Rule: Each vertex x ∈ V (G) of degree d8 sends the charge (d − 8)/d to each adjacent vertex of degree 5, 6 or 7.
We will show that, after redistributing the charges, the new charge assignment ∗ : V (G) → Q satisﬁes ∗(x)0
for each x ∈ V (G); since ∑x∈V (G) (x) =∑x∈V (G) ∗(x)0, this is the contradiction. To this end, we consider
following four cases.
Case 1: Let x be a 5-vertex. Then x is adjacent with at least four vertices of degree 32, thus, ∗(x)(x) + 4 ·
(32 − 8)/32 = −3 + 4 · 34 = 0.
Case 2: Let x be a 6-vertex. Then x is adjacent with at least ﬁve vertices of degree 14, thus, ∗(x)(x) + 5 ·
(14 − 8)/14 = −2 + 5 · 37 = 17 > 0.
Case 3: Let x be a 7-vertex. Then x is adjacent with at least six vertices of degree 10, thus, ∗(x)(x)+6 · (10−
8)/10 = −1 + 6 · 15 = 15 > 0.
Case 4: Let x be a vertex of degree d8. Then ∗(x)(x) − d · (d − 8)/d = 0. 
Theorem 2.5. Every graph G ∈ P16 contains
(a) a 3-star of the type (6; 15, 15, 15) or (7; 9, 9, 9),
(b) a 4-star of the type (6; 23, 23, 23, 23) or (7; 10, 10, 10, 10).
Theorem 2.6. Every graph G ∈ P17 contains a 5-star of the type (7; 11, 11, 11, 11, 11) and a 6-star of
the type (7; 15, 15, 15, 15, 15, 15).
Proofs of these theorems are left to the reader; they use the same discharging assignment and the discharging rule as
in the previous theorem. It follows that P3 is light in P15, K1,3,K1,4 are light in P
1
6 and K1,5,K1,6 are light in P17.
Note that the above variant of the discharging method (based on the speciﬁed initial charge assignment) is of limited
use (the method fails on 1-planar graphs of minimum degree 3 or 4).
3. Light edges
In this section we prove the following analogy of the Kotzig theorem:
Theorem 3.1. Each 3-connected 1-planar graph G contains an edge with both endvertices of degree at most 20 in G.
The bound 20 is the best possible.
Proof. Consider a counterexampleG on n vertices having themaximumnumberm of edges among all counterexamples
on n vertices. For the purpose of the proof, a vertex x ∈ V (G) is called big (small), if degG(x)21 (degG(x)
20). 
Proposition 1. Each edge of G is incident with a big vertex.
Let M(G) be a 1-planar diagram of G having the minimum number of crossings and M(G)× be its associated plane
graph. By Lemma 2.1, M(G)× is 3-connected.
Proposition 2. In M(G)×, each big vertex of G is incident only with 3- or 4-faces.
Proof. Suppose that there is a big vertex x1 being incident with a face  ∈ M(G)×, deg()5. Denote x0, x2, x3, x4
vertices incident with  such that the 5-path x0x1x2x3x4 belongs to the facial cycle of . Since both x3, x4 cannot
be crossing vertices, we can assume that x3 ∈ V (G) (the case of x4 ∈ V (G) is symmetrical). Then x1x3 /∈E(G)
(otherwise M(G)× is 2-connected), hence, we can insert the diagonal x1x3 into the face . The resulting graph is
1-planar, 3-connected, of order n and it is also a counterexample, but it has m + 1 edges, a contradiction. 
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Proposition 3. Let  = x1x2x3x4 be a face of M(G)× and x1 be big. Then x2, x4 are small and x3 is a crossing
vertex.
Proof. If x3 ∈ V (G), then—in the same way as in previous proposition—we can insert the diagonal x1x3 into , a
contradiction. Hence, x3 ∈ C and so x2, x4 ∈ V (G). If at least one of x2, x4 is big, we can insert the diagonal x2x4
into , a contradiction. 
Proposition 4. In M(G)×, each face incident with a big vertex is either a 3-face (consisting of at least two big vertices
or of a big vertex, a small vertex and a crossing vertex) or a 4-face (consisting of two opposite small vertices and a big
vertex opposite to a crossing vertex).
We use the discharging method on the graph M(G)×. Let d(v) = degM(G)×(v), v ∈ V (M(G)×) and d() =
degM(G)×(),  ∈ F(M(G)×). According to the formula
∑
v∈M(G)×
(d(v) − 4) +
∑
∈M(G)×
(d() − 4) = −8
(which is a consequence of the Euler theorem), assign to each vertex v ∈ V (M(G)×) the initial charge (v)=d(v)−4,
and to each face  ∈ F(M(G)×) the initial charge () = d() − 4. Thus,∑x∈V (M(G)×)∪F(M(G)×) (x) = −8.
Now, the initial charges of vertices and faces are redistributed locally in the way that their total sum remains the
same. This is performed by the following rules (Fig. 2):
Fig. 2.
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Rule R1: Each big vertex x sends
(a) 13 to each adjacent 3-vertex,
(b) 13 to each 3-vertex y such that xy is a crossed edge of M(G).
Rule R2: Let = xyz be a 3-face, x be big and y be of degree 4. Then x sends (through the vertex y) 16 to  except
in the case when  is adjacent to a 3-face xyw and w is big. In this case, x sends 13 to  (through y).
Rule R3: Let  = yzc be a 3-face, y be of degree 4 and c be a crossing vertex corresponding to a crossing on the
edge xy with x being big. Then x sends 16 (through the vertex y) to  except in the case when the edge cy is adjacent
with an 4-face. In this case, x sends 13 to  (through y).
Rule R4: Let = xyz be a 3-face and x be big.
(a) If y, z are big then x sends 0 to .
(b) If exactly one of y, z is big then x sends 13 to .
(c) Let y be small and z be a crossing vertex. Then x sends 821 to  except in the case when there exists a fan of four
3-faces = xuv, = xvy,  and = xzw such that u,w are big and v is a crossing vertex. In this case, x sends
11
21 to  (and also to ).
Rule R5: Let  be a face incident with a big vertex x.
(a) If = xyz is a 3-face, y is big, z is not big and the edge xz is incident with a 3-face = xzu with u not being big,
then x sends 17 (through the face ) to .(b) If = xyzw is a 4-face, y,w are small, z is a crossing vertex and the edge xw is incident with a 3-face = xwu
such that u is a crossing vertex, then x sends 17 (through the face ) to .(c) If  = xyzw is a 4-face, y is small, w is a 3-vertex, z is a crossing vertex, the edge xw is incident with a 3-face
= xwu such that u is big, and the edge wz is incident with a 3-face = wzu, then x sends 13 (through the faces
 and ) to .
Rule R6: Each face of degree 6 sends 13 to each adjacent 3-face.
After application of these rules, the initial charge assignment  : V (M(G)×) ∪ F(M(G)×) → N is transformed
to a new charge assignment ∗ : V (M(G)×) ∪ F(M(G)×) → Q. We show that ∗ is a non-negative function, which
will be a contradiction. To this end, several cases have to be considered.
Case 1: Let 	 be a face of M(G)×, d(	) = r .
Case 1.1: If r6 then, by Rule R6, ∗(	)(	) − r · 13 = (r − 4) − r · 13 = 23 (r − 6)0.
Case 1.2: If r ∈ {4, 5} then ∗(	) = (	) = r − 40.
Case 1.3: Let r = 3.
Case 1.3.1: If 	 is incident with three big vertices then, by Rules R2 and R4, ∗(	) − 1 + 6 · 16 = 0.
Case 1.3.2: If 	 is incident with exactly two big vertices then, by R2 and R4, ∗(	) − 1 + 2 · 16 + 2 · 13 = 0.
Case 1.3.3: Let 	= xyz be incident with exactly one big vertex x, a small vertex y and a crossing vertex z. Denote
by w the vertex adjacent to z such that z is the crossing on the edge yw in M(G). Then w is a big vertex and, since x,w
belong to a common face, = xzw is a 3-face of M(G)×. Let  be a face incident with the edge xy.
Case 1.3.3.1: Let  = xuy be a 3-face and u be big. Denote by v the vertex adjacent to z such that z is the crossing
on the edge xv in M(G). Then u = v (otherwise a multiple edge appears). Let  be a face incident with edges yz, zv
(Fig. 3(a)).
If d(y) = 3 then u ∈  and, subsequently, d() = 4 (note that v is small). Then, by R4 and R5, ∗(	) − 1 + 821 +
2 · 17 + 13 = 0. Suppose that d(y)4. Then by R2, R3, R4 and R5, ∗(	) − 1 + 13 + 16 + 821 + 2 · 17 > 0.
Case 1.3.3.2: Let = xuy be a 3-face and u be a crossing vertex. Denote by u′ the vertex adjacent to u such that u is
the crossing on the edge xu′ in M(G). Then u′ = v (otherwise a multiple edge appears). Let  be a face incident with
edges yz, zv (Fig. 3(b)).
If d(y)4 then, by R2, R3, R4 and R5, ∗(	) − 1 + 16 + 16 + 1121 + 17 = 0. Suppose that d(y) = 3. Then
u, u′ ∈  and d()5. This implies that both u′, v are small, hence, u′v /∈E(G); thus, d()6. By R4, R5 and R6,
∗(	) − 1 + 1121 + 17 + 13 = 0.
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(a) (b)
Fig. 3.
(a) (b)
Fig. 4.
Case 1.3.3.3: Let = xuty be a 4-face, u be small and t be a crossing vertex. By 1-planarity of G, t is not adjacent
to z (Fig. 4(a)). Denote by q the vertex adjacent to t such that t is the crossing on the edge uq in M(G). Also, denote
by v the vertex adjacent to z such that z is the crossing on the edge xv in M(G). Then q is big, which implies that q is
adjacent to y; subsequently, d(y)4 (Fig. 4(b)).
If v is a big vertex (possibly q = v) then, by R2, R3, R4 and R5, ∗(	) − 1+ 16 + 2 · 16 + 821 + 17 + 17 > 0. Suppose
that v is small. Then necessarily q = v and the face  incident with the edges yz and zv is of degree 4. By R2, R3, R4
and R5, we obtain ∗(	) − 1 + 16 + 13 + 821 + 17 + 17 > 0.
Case 2: Let x be a vertex of M(G)×, d(x) = d .
Case 2.1: If d = 3 then each neighbour of x (in M(G)×) is either a big vertex, or a crossing vertex z such that z is
the crossing on the edge xy in M(G) and y is big. Therefore, by Rule R1, ∗(x) = −1 + 3 · 13 = 0.
Case 2.2: If 4d20 then ∗(x) = (x) = d − 40.
Case 2.3: Let d21. It is easy to see that the total charge sent from x by Rules R1, R2 and R3 is d · 13 . In order
to calculate the amount of charge sent from x by Rules R4 and R5, consider the subgraph Fx induced on the set of
all faces incident with x. By Proposition 2, all inner faces of Fx are 3- or 4-faces. These faces are partitioned into
clusters C1, C2, . . . , Cl . Each Ci, i = 1, . . . , l consists of ki consecutive faces i1, i2, . . . , iki of Fx (we say that Ci is
a ki-cluster and ki is its size; it may be ki = 1) such that, for ki = 1, i1, iki are 3-faces incident in M(G)× with exactly
two big vertices, i2, . . . , 
i
ki−1 are incident with exactly one big vertex x and the big vertices of Ci form a 3-path being
the part of the boundary of the outerface of Ci (note that the remaining part of this boundary is a path consisting of
alternating small and crossing vertices); for ki = 1, i1 is a 3-face whose all vertices are big. By Rules R4 and R5, each
face which receives a charge from x either belongs to some cluster Cj , or (by Rule R5(c)) is incident with both j2 and
j1 (or, symmetrically,with both jkj−1, 
j
kj
).
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Fig. 5.
Now, we calculate the total charge sj assigned to the cluster Cj and the average charge aj assigned to each its face.
According to size of Cj , we distinguish ﬁve possibilities:
1. Cj is a 1-cluster. Then Cj consists of a single 3-face j1 being incident just with big vertices. By Rule R4(a),
sj = aj = 0.
2. Cj is a 2-cluster. Then Cj consists of two 3-faces j1, 
j
2, each of them is incident with two big vertices and a small
or a crossing vertex. By Rule R4(b), in both cases sj = 23 , aj = 13 .
3. Cj is a 3-cluster. Then either j2 is a 3-face incident with a small vertex and a crossing vertex, or it is a 4-face incident
with two small vertices and a crossing vertex. In the former case, sj = 43 , aj = 49 ; in the latter case, sj  43 , aj  49 .
4. Cj is a 4-cluster. Then either j2, 
j
3 are 3-faces incident with a small vertex and a crossing vertex, or 
j
2 is a
3-face incident with a small vertex and a crossing vertex and j3 is a 4-face incident with two small vertices and a
crossing vertex, or both j2, 
j
3 are 4-faces incident with two small vertices and a crossing vertex. In the ﬁrst case,
sj = 2, aj = 12 . In the second case, sj  53 , aj  512 and in the third case, sj  43 , aj  13 .
5. Cj is a 5-cluster. Then for the faces aj2 and a
j
kj−1 we consider the same three cases as above for kj = 4 and we
get sj = 2, aj  25 or sj  53 , aj  13 or sj  43 , aj  415 , respectively.
Observe that the average charge assigned to a face incident with x is  12 . Let x be the total charge assigned to all
clusters in Fx .
Case 2.3.1: d = 21. Then ∗(x)(x) − 21 · 13 − x = 10 − x . If x10, then ∗(x)0, so suppose x > 10.
Then, by the observations above, all faces of Fx belong to 4-clusters of ﬁrst type, but this is not possible, since 4 does
not divide 21.
Case 2.3.2: d = 22. Then ∗(x)(x) − 22 · 13 − x = 323 − x . Again, we may suppose x > 323 . Then, among
all faces in the clusters of Fx , at least 17 are assigned with the average charge 12 . This implies that there are exactly
ﬁve 4-clusters in Fx . There remain two faces which may be grouped to a 2-cluster or to two 1-clusters, but it is a
contradiction with x > 323 .
Case 2.3.3: d = 23. Then ∗(x)(x) − 23 · 13 − x = 343 − x and again, we may suppose x > 343 . Then, among
all faces in the clusters of Fx , at least 21 are assigned with the average charge 12 . This implies that there are at least six
4-clusters in Fx having at least 24 faces together, a contradiction.
Case 2.3.4: d24. Then xd 12 and ∗(x)(x) − 13d − 12d = d − 4 − 56d = d6 − 40.
To show that the bound 20 in theorem is the best possible, consider the graph of the icosahedron. Into each its 3-face
xyz insert three new vertices u, v,w and add new edges ux, uy, uz, vx, vy, vz,wx,wy,wz such that vx, uy (vz,wy
and wx, uz) cross exactly once (Fig. 5). The resulting graph is 3-connected, 1-planar and each its edge is incident with
a 20-vertex.
4. The girth of 1-planar graphs
LetH be a family of graphs and G ∈ H be a graph. By g(G) we denote the girth of G (that is, the length of the
shortest cycle in G); further, let g(H) = supG∈H g(G).
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For planar graphs, g(P1)=g(P2)=+∞ and g(P3)=5, g(P4)=g(P5)=3 (this follows from the Euler theorem).
For 1-planar graphs, the following holds:
Theorem 4.1.
1. g(P13)7,
2. g(P15) = 4,
3. g(P16) = g(P17) = 3.
Proof. (1) The graph in Fig. 6 is cubic of the girth 7 and has a 1-planar diagram.
(2) First, we prove that g(P15)4. Suppose that there exists a 1-planar graph of the minimum degree 5, which has
girth 5. Let D(G) be its 1-planar diagram and D′ = D(G)×. Note that D′ is of minimum degree 4 and none of its
4-vertices are adjacent.
We proceed by the discharging method. Assign to each vertex v ∈ V (D′) the initial charge (v) = degD′(v) − 6,
and to each face f ∈ F(D′) the initial charge (f ) = 2degD′(f ) − 6. Thus,
∑
x∈V (D′)∪F(D′) (x) = −12.
Next, the initial charges of vertices and faces are redistributed in the way that their total sum remains the same. This
is performed by the following rules:
Rule 1: Each 4-face sends 23 to each incident 4-vertex.
Rule 2: Each 4-face with the positive charge after Rule 1 sends its remaining charge equally to all incident
5-vertices.
Proposition. Each 4-face sends, by Rule 2,  13 to each incident 5-vertex.
Proof. Let f be a k-face, k4, let ni, i ∈ {4, 5} be the number of i-vertices incident with f. Then n4 + n5k and
n4k/2. Thus, after the application of Rule 1, the remaining charge of f is 2k − 6 − 23 · n42k − 6 − 23k/2> 0.
Hence, by Rule 2, each 5-vertex incident with f receives the charge (2k − 6 − 23 · n4)/n5(2k − 6 − 23 · k/2)/n5
(2k − 6 − 23 · k/2)/(k − n4)(2k − 6 − 23 · k/2)/(k − k/2) = (2k − 6 − 2/3 · k/2)/k/2 13 . 
We will show that after this redistribution, the new charge assignment ∗ : V (D′) ∪ F(D′) → Q is non-negative, a
contradiction. To this end, we consider the following four cases:
Case 1: Let f be a face of D′. If f is a 3-face, then ∗(f ) = (f ) = 2 · 3 − 6 = 0. And, if f is a 4-face, then, from
the proposition above, it follows that ∗(f )0.
Case 2: Let v be a 4-vertex (that is, a crossing in D(G)). Then v is incident with at most one 3-face (otherwise there
exists a 3- or a 4-cycle in D(G) through the neighbours of v) and we have ∗(v) − 2 + 3 · 23 = 0.
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Case 3: Let v be a 5-vertex; denote v1, . . . , v5 its neighbours in D′ in a cyclic order. If v is incident with at least three
4-faces, then ∗(v) − 1 + 3 · 13 = 0; so, suppose that it is incident with at least three 3-faces (observe that in the
case of four such faces a 3-cycle in D(G) exists). None of these 3-faces consists just of the vertices of D(G), otherwise
there exists a 3-cycle in G. From the same reason, there are no adjacent faces [vivvi+1], [vi+1vvi+2] such that vi+1
is a 4-vertex. Thus, without loss of generality, assume that v1, v3, v5 are 4-vertices and [v1vv2], [v2vv3], [v4vv5] are
3-faces. Let  be the face incident with v3, v, v4. Then it is a 5-face (otherwise  = [vv3yv4], y is not a crossing in
D(G) and vv2yv4 is a 4-cycle in D(G), a contradiction) and sends to v the charge (2 · 5 − 6 − 2 · 23 )/3 = 89 . Thus,
v receives at least 89 + 13 > 1, which gives ∗(v)> 0.
Case 4: Let v be a k-vertex, k6. Then ∗(v) = (v) = k − 60.
To prove the equality g(P15) = 4, we construct a 1-planar graph of minimum degree 5 and the girth 4. In order to
describe better the construction, we introduce the edge-hexagon substitution as a special transformation of a plane
graph (see [13]).
Given a plane map G, it is transformed into the following plane map G′: let every x ∈ V (G) be also a vertex of
G′. Assign to every incident pair (x, ) of a vertex x and a face  of G a new vertex of G′. Connect two vertices
x′1,x′2 ∈ V (G′) by an edge iff either x′1, x′2 are assigned to (x1, 1), (x2, 2) with {x1, x2} ∈ E(G) and with 1 = 2, or
if x′1 is assigned to a pair (x1, 1) where x′2 = x1 (see Fig. 7).
Consider the graph of an icosahedron and apply on it the edge-hexagon substitution. For each hexagonal face
[axx′by′y] (with a, b being the vertices of the original icosahedron) of the resulting plane graph, replace the edge xx′
with 5-path x1 . . . x5 (where x = x1 and x′ = x5) and the edge yy′ with 5-path y1 . . . y5 (where y = y1 and y′ = y5).
Next, add new edges x1y2, y2x3, x3y4, y4x5, y1x2, x2y3, y3x4, x4y5. The associated plane graph of so obtained graph
contains 20 12-faces. Into each such a face (denote it [pu1u2u3qv1v2v3rw1w2w3]) insert a new vertex z and add
new edges zx1, zx3, zy1, zy3, zw1, zw3, x3y2, y3w2, w3x2. In this way, we get the 1-planar graph with the desired
properties.
(3) This result follows from Lemma 5.5 in the next section. 
5. Light and heavy graphs in 1-planar graphs of the bounded degree
In this section we prove several sufﬁcient conditions for the heaviness of particular graphs in the familiesP1, where
 ∈ {4, 5, 6, 7}. For proving these results, we use the constructions described in [16], with some adjustments for the
1-planar graphs.
Having a connected 1-planar graph G on at least 3 vertices, let D(G) be a plane diagram of G. Let u, v be two
distinct vertices lying on the pseudo-outerface of D(G). We use to say that a triple (D(G), u, v) is a slice and u, v are
the poles of this slice. For the sake of simplicity, we use to write for the slice (D(G), u, v) just D(G), when u, v are
clear from the context. By a (D(G), u, v; n)-melon (or simply, melon) we denote the graph constructed in the following
way: take n copies (slices) of D(G), identify all vertices corresponding to u into a new vertex and identify all vertices
corresponding to v into another new vertex in all copies. In addition, if u and v are adjacent in G, then delete the
multiple edges in the melon in order to obtain a simple graph. (Notice that the resulting graph has a 1-planar diagram.)
Two vertices resulted from this identiﬁcation are called also the poles of the melon, the graph D(G)−u− v is the pulp
of the slice (D(G), u, v).
For the purpose of the proofs below, we also introduce several other special graphs. An r-sided bipyramid is the
graph obtained from the r-cycle Cr =[x1x2 . . . xr ] by adding two new vertices a, b and edges axi, bxi for i =1, . . . , r .
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The graph K−4 is the complete graph on 4 vertices without one edge, the graph K
+
1,3 is the 3-star K1,3 with one extra
edge, and the graph K6 − 2K2 is the complete 6-vertex graph without two non-adjacent edges.
Lemma 5.1. If G is a 1-planar graph with |V (G)|> 3 or G = C3, then G is heavy in P14.
Lemma 5.2. If G is a 1-planar graph with |V (G)|> 4 or G ∈ {K4,K−4 ,K+1,3, C3, C4}, then G is heavy in P15.
Lemma 5.3. If G is a 1-planar graph with |V (G)|> 6 or GK6 − 2K2, then G is heavy in P16.
Proof. The family P14: First, let G be a 1-planar graph with |V (G)|> 3. Let S be the left graph of Fig. 8 and let u, v
be its 3-vertices; let G˜be an (S, u, v;m)-melon. The graph H is constructed as follows: take a 1-planar diagram D(G)
of G. For each non-crossed edge e of D(G), take a copy of G˜ and identify the counterparts of the vertices u, v with
the endvertices of e; note that each identiﬁcation can be done preserving the 1-planarity of the constructed graph. If,
eventually, each edge of D(G) is crossed, then, for each pair xy, x′y′ of crossed edges, take four copies of G˜ and
identify the counterparts of u, v with x, x′, and, similarly, with the remaining three pairs x, y′ and y, x′ and y, y′.
Again, the resulting graph has a 1-planar diagram. After these identiﬁcations, we obtain a 1-planar graph H such that
all components of its subgraph induced on vertices of degree <m have three vertices. This proves the claim.
For proving the heaviness of C3, consider the graph of the m-sided bipyramid. This graph belongs to P14 and every
its 3-cycle contains an m-vertex.
The familyP15: For G being a 1-planar graph with |V (G)|> 4, we use the same construction as in the previous proof,
where S is the second graph of Fig. 8 with u, v being its 4-vertices.
Next, let G ∈ {K−4 ,K+1,3, C3}. Construct the graph H as follows: take two m-cycles [x1x2 . . . xm], [y1y2 . . . ym] and
two new vertices a, b. Add new edges axi, byi, aibi+1, biai+1 for i = 1, . . . , m (indices are taken modulo m). The
graph so obtained belongs toP15, it contains isomorphic copies of G and every 3-cycle contains an m-vertex. Thus the
claim follows.
Finally, let G ∈ {K4, C4}. Construct the graph H as follows: take two m-cycles [a1c1a2c2 . . . am/2cm/2],
[b1d1b2d2 . . . bm/2dm/2] and two new vertices a, b. Add new edges aai, aci, bbi, bdi, aiai+1, bibi+1, cidi, cidi+2 for
i = 1, . . . , m (indices are taken modulo m). The graph so obtained belongs to P15 and every its subgraph isomorphic
with G contains an m-vertex, which proves the claim.
The familyP16:Again, for G being a 1-planar graph with |V (G)|> 6, we use the same construction as in the previous
proof, where S is the third graph of Fig. 8 with u, v being its 5-vertices. For proving the heaviness ofK6−2K2, consider
the plane drawing of K2,m and replace each its quadrangular face with a copy of S (where S is the fourth graph in Fig. 8)
such that m-vertices are identiﬁed with two black vertices u, v of S. Denote the resulting graph by H. Since K6 − 2K2
is not a subgraph of the pulp of (S, u, v) (and, also, not a subgraph of the subgraph of H induced on white vertices),
every its copy in H contains one of its poles, which proves the claim. 
Corollary 5.4. L(P14) ⊆ {P1, P2, P3}, L(P15) ⊆ {P1, P2, P3, P4, S3}.
Lemma 5.5. Each graph G ∈ P16 contains a 3-cycle with vertices of degree 10 in G.
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Proof. By contradiction. Suppose that there exists a 1-planar graph G of the minimum degree 6 such that each its 3-
cycle contains a 11-vertex, or G does not contain 3-cycles at all. Let D(G) be its 1-planar diagram and D′ =D(G)×.
Note that D′ is of minimum degree 4 without 5-vertices and with 4-vertices incident only with 6-vertices.
We proceed by the discharging method. Assign to each vertex v ∈ V (D′) the initial charge (v) = degD′(v) − 6,
and to each face f ∈ F(D′) the initial charge (f ) = 2 degD′(f ) − 6. Thus,
∑
x∈V (D′)∪F(D′) (x) = −12.
Next, the initial charges of vertices and faces are redistributed in the way that their total sum remains the same. This
is performed by the following rules:
Rule 1: Each 4-face f sends (2degD′(f ) − 6)/m4(f ) to each of m4(f ) 4-vertices adjacent with f (if m4(f ) = 0,
no charge is transferred).
Rule 2: Each 7-vertex v sends (degD′(v) − 6)/m4(v) to each of m4(v) 4-vertices adjacent with v (if m4(v) = 0,
no charge is transferred).
We will show that after this redistribution, the new charge assignment ∗ : V (D′) ∪ F(D′) → Q is non-negative, a
contradiction. To this end, several cases have to be considered.
Case 1: Let f be a r-face of D′. If r = 3, then ∗(f ) = (f ) = 0; otherwise f is either completely discharged to 0
(see Rule 1), or keeps its initial charge which is positive. Observe that m4(f )r/2; we conclude that each 4 face
sends 1 to each incident 4-vertex.
Case 2: Let x be a d-vertex of D′. By Rule 2, it is easy to see that ∗(x)0 if d6. Suppose that d = 4. If x is
incident with at least two 4-faces, then ∗(x) − 2 + 2 · 1 = 0; otherwise x is incident either with three or with
four 3-faces. In the former case, three 3-faces incident with x form two 3-cycles in G, hence, at least one neighbour of
x is a 11-vertex. Then, we obtain ∗(x) − 2 + 1 + (11 − 6)/ 112  = 0. And, in the latter case, all faces incident
with x form four 3-cycles in G, hence, at least two neighbours of x are 11 vertices and ∗(x) − 2 + 2 · (11 − 6)/
 112  = 0. 
We ﬁnish this section by posing few open problems:
Problem 5.6. Is P3 ∈L(P14)?
Problem 5.7. Is P4, S3 ∈L(P15)?
Problem 5.8. Determine the setL(P1i ), i ∈ {6, 7}.
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