The geomagnetic secular variation of declination at many observatories in Europe is approximately two straight lines, with a sudden and marked change in slope at around 1969. Different components of the field at other observatories show a similar change at around the same time, and there are suggestions of the same phenomenon, commonly referred to as a geomagnetic impulse, having occurred at other epochs. Modelling of geomagnetic observatory records has usually assumed that an impulse occurred, and specified its date, making the analysis somewhat subjective. Here we present a new algorithm, using regression, which tests the hypothesis of quadratic time dependence of the field over all possible time intervals, ranking them such that the data series are modelled by the fewest such quadratics (i.e. the smallest number of parameters) that provide an adequate fit to the data. In this way, the dates of any impulses are determined objectively, rather than imposed a priori, and the adequacy of quadratic time dependence is assessed. The method is tested on synthetic data, and then applied to a total of 5766 vector annual means of geomagnetic data from 119 observatories.
INTRODUCTION
Interest continues to surround the occurrence and cause of geomagnetic impulses, apparent sudden step changes in secular acceleration, either side of which the secular variation (SV) appears to be approximately linear. The best known event was seen at the Earth's surface in about 1969, originally at European observatories in the east component or declination (e.g. Courtillot, Ducruix & Le Mouel 1978) , but now known to be world-wide in extent (e.g. Le Mouel, Ducruix & Duyen 1982) . By performing spherical harmonic analysis of the SV from 83 observatories world-wide, including both internal and external terms, Malin & Hodder (1982) concluded that the 1969 impulse was of internal origin, a view widely accepted despite Alldredge's (1984) claim that contamination of the internal SV by rapidly changing external fields can account for the observed signal. Based on this premise, Backus (1983) treat the mantle as a filter that both delayed and smoothed an assumed impulsive signal at the core-mantle boundary; differential propagation of field harmonics through the mantle can cause the impulse to emerge at different times at different locations on the Earth's surface, and, indeed, at different times in different components at the same location. Alldredge (1984) also objected to the commonly used methods of analysis of the SV of assuming that an impulse had occurred, and then determining its date, for example by eye from the time series (e.g. Malin, Hodder & Barraclough 1983) or by finding the date that minimized the root-mean-square (rms) residual to straight-line fits to the SV (Le Mouel et af. 1982) . In an attempt to overcome the subjectivity of such analyses, Whaler (1 987) applied the method of Kent, Briden & Mardia (1Y83) , hereafter referred to as KBM, to SV data. KBM's algorithm was developed to analyse palaeomagnetic demagnetization data, objectively, into statistically significant straight-line segments and planar chunks that might represent, say, the primary magnetization and one or more later overprints, and uses principal component analysis (e.g Jackson 1991) . Thus the data are series of field measurements, in which either temperature or AC demagnetizing field strength vary. Clearly, the data can be determined, 7, is the mean epoch for the segment, is the mean square deviation of epochs from the mean, and e, is the error term (assumed Gaussian with zero mean and equal variance for a given component at a given observatory). The parameters ii,, h, and c, can then be estimated by least squares:
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Defining the quadratic model and equations of condition in this way ensures that the normal equations matrix G"G is diagonal (provided the u, are equally spaced in time). i.e. the parameter estimates are independent. The estimated data variance is a; = dTd -kTGTd n , -3 (since three parameters are estimated). The quantity be fit perfectly by a model in which the field direction changes linearly between each demagnetization step, but this requires an excessively large number of parameters. At the other extreme, the best-fitting straight line or plane through the data is described by a small number of parameters, but will not in general fit the data very well. It also does not serve the required purpose of resolving the data into segments that could be interpreted as successive magnetization components. The KBM algorithm calculates all possible straight-line segments and planar chunks, and determines their statistical 'strength' to find the optimal set of segments spanning the data; this represents a compromise between the complexity of the model, i.e. number of parameters, and fit t o the data. Note that the method treats all three components of the magnetic field simultaneously.
Whaler (1987) applied the KBM algorithm to a subset of the data analysed by Malin & Hodder (1982) , which consists of biennial means of north, east and vertically downward (denoted X , Y and Z , respectively) components of SV. Thus all three components of the SV at a given observatory were treated simultaneously, in contrast to previous methods which had been confined to single components. This has the advantage that it allows the detection of impulses that are not particularly obvious in a single component, and enables the 'direction' of the impulse to be determined (Whaler 1987) . It also does not assume that the impulse is synchronous world-wide. and Whaler ( 1987) presented evidence that the emergence time of the impulse at around 1969 was later for observatories in the Australasian region. However, there are at least two drawbacks to this method. First, it does not allow for a different emergence time for different components at the same observatory. and, secondly. the KBM method assumes that successive data points are independent. This is not the case with SV estimates, which are each based on two or more consecutive estimates of the main field.
Here, we present a new algorithm which overcomes the problems identified with earlier methods. To circumvent the problem of correlations in SV data, the method is applied to main field data directly. Thus we investigate to what extent piecewise quadratic time dependence of the data is a good model of observatory records. The algorithm is therefore similar to that of KBM, but is based on regression, rather than principal component analysis, and is also applied to each component of the field separately. The method is developed in the next section, and tested on synthetic data in Section 3. The actual annual mean data used and the results obtained are presented in Section 4. Finally, we conclude with a discussion of the results.
P I E C E W I S E R E G R E S S I O N A N A L Y S I S
Consider a series of geomagnetic field measurements, and here we will use annual means, for some field component The tighter the joint confidence region for Li, and 6,, the larger q will be. The algorithm to select the best piecewise quadratic model of the time series is now developed in a manner analogous to KBM.
(1) For each segment Zk = { u~} , i = a k , . . . , Pk, fit a model segment by least squares as described above, where cyk = 1,. . . , N -n, + 1 and Pk = ak + n, -1,. . . , N . n,,, is the minimum permitted length of segment. Thus, the parameters of each possible segment of at least minimum length are calculated.
(2) Reject any segment for which That is, reject any segment which has an unacceptably high misfit (at the 95 per cent confidence level) (Wonnacott & Wonnacott 1981, p. 455) .
(3) Reject any segment if n k s n , = 5. This is purely arbitrary, but such short segments are too poorly determined to be of use.
(4) Rank all remaining segments in order of decreasing q, i.e. the best determined segments are placed first.
( 5 ) Work through this ordered list, rejecting any segment that overlaps unacceptably with any segment higher up the list (see below).
The result of this algorithm is a partition of the time series into a set of segments (possibly overlapping), which are well determined and fit the data adequately. The extent to which consecutive segments are allowed to overlap one another requires a subjective choice. As nothing is assumed about the behaviour of the field between quadratic segments, allowance must be made for data in this transition period to be parametrized by either segment or both, if this is statistically acceptable. Here, the segments were allowed to overlap by up to three points. In practice, this was found to overcome partially the problem of misassignment of points to ' longer (and therefore stronger) model segments encountered by KBM.
The complete model for the time series consists of the set of accepted model segments. Clearly, it is unacceptable to have points parametrized in two distinct ways where segments overlap. To clarify this apparent anomaly, the transition date from one model segment to another was defined as the date at which the first derivatives of the model segments were equal. Data before this date were parametrized by the first segment. and data after this date were parametrized by the second.
The output from the piecewise regression algorithm (PRA) is the best determined piecewise quadratic model that fits the data to a statistically acceptable level. Unlike other methods, which require that the number of parameters and their time distribution be prescribed, for example B-splines require that the number and positions of knots are stipulated, this algorithm does not require the prespecification of the transition dates or the number of segments. What the algorithm does require, however, is an a priori value for u2, the data variance. The smaller u is, the closer the model will have to follow the data, which will result in more and shorter segments. As u+ m, longer, and ultimately fewer, segments will be acceptable.
A range of values of u thus implies a family of models within which there will be a model which is in some sense optimal. In an attempt to resolve the trade-off between quality of fit and number of parameters in the model, KBM defined a Partial Akaike Information Criterion (PAIC):
where n is the number of data, p the number of model parameters and gG, the likelihood of the ith datum (which has been maximized by the model estimate Gt). Not all models in the family will parametrize the same number of points; for example, for some values of c only one short segment may be acceptable. This obviously affects the number of points contributing to the joint log-likelihood function. Division by n simply compensates for this so that a fair comparison between models can be made. Thus, under the assumption that the residuals are normally distributed, the form of the PAIC here is where p is three times the number of accepted segments; n, the total number of data that lie on accepted segments, may be less than N ; i2, is the model estimate of the ith datum and S 2 is the total mean-square residual between the model segments and the data. Note that in calculating 6*, data jointly parametrized by overlapping segments were assigned to one segment or the other, depending on whether their central epoch came before or after the date at which the time derivatives of the model segments were equal. The essential part of the criterion is therefore P n log (2x.82) + -+ 1, since linear scaling of the criterion does not affect its behaviour.
For large values of u, the PRA will tend to produce a large number of poorly constrained segments sending the PAIC trivially toward --oo. At the other extreme, of small a, few segments will be acceptable, giving a poor fit to the data and higher PAIC values. Somewhere in between there will be a value of D that gives. an optimal model. This will in theory coincide with a local minimum or plateau of the PAIC when plotted against U. For each prior value of u specified, the PRA will, in general, yield a different set of accepted segments. Starting with an initial value D; for the data variance, the a priori data variance may be specified as u 2 = (pu!,)'. The space of acceptable models may be investigated by varying the control parameter p, which KBM term the 'excess standard deviation'. Using the PAIC as a guide, the aim is to find an optimal piecewise quadratic model. If this occurs for p <1, it implies that the initial value for the data variance is too large. Values of p > l imply either that the initial value is too small, or that there is some mis-specification in the model, i.e. the true model differs from the quadratic assumed. We refer to this procedure as the optimal piecewise regression algorithm (OPRA).
APPLICATION T O S Y N T H E T I C D A T A
added, and an example with 2 nT rms amplitude is shown in Fig. 1 . This and all subsequent plots will show the first time -OPRA was tested on synthetic data generated from models consisting of various numbers of quadratic segments, with different curvatures and constrained to be continuous at the transition dates. Gaussian noise of various amplitudes was derivative of the segments and either synthetics or data, as this makes the performance of the OPRA clearer, and no relevant information is lost. The model of Fig been approximated by simple first differences. The initial value af for the data variance was set to its actual value, and therefore the synthetic model should be recovered for p = 1. For a low value (0.3) of the excess standard deviation, p, only short, well-determined segments are accepted, giving a poor representation of the series (Figs l a and d) . As the value of p is increased, the PAIC increases sharply. This was in general found to correspond to a rapid increase in the number of acceptable segments. and gave the algorithm the freedom to choose the strongest (and usually longest) segments possible. As p was increased further, segments that provided a poorer fit to the data but were better determined became acceptable, while shorter segments were rejected as being too poorly determined, illustrating the trade-off between misfit and number of parameters. For a range of values of p centred around 1.0, the structure determined was stable and consequently there is a plateau in the PAIC (Fig. le) . The segments yielded by the O P R A for p = 1.0 give a satisfactory and optimal fit to the time series (Fig. lb): as can be seen, the values predict the SV well throughout the time interval, although the intersection dates of the segments are slightly later than in the input model. For p = 2.7, well beyond the optimal value, a long segment offering a poor fit to the data is accepted by the algorithm. There is then scope only for one other short segment to be accepted. and so the overall fit to the data is poor. Having established that the algorithm performs as expected, the next step is to apply it to actual geomagnetic data.
GEOMAGNETIC D A T A ANALYSIS
The data analysed were time series of observatory annual means, obtained from the World Data Centre C1 in Edinburgh. Many observatories had to be ignored as they did not have sufficiently continuous data for the application of OPRA-gaps of a few years at most were deemed acceptable. Where observatories had moved to a nearby site, the data from the two locations were combined to form a single time series, using any known site correction to reduce the data to the most recent site. Of the 119 observatories finally used, 26 had gaps in their time series. No attempt was made to interpolate across these gaps as OPRA could still be applied. although slight nonorthogonality of the covariance matrix arises when intervals between successive data points are not identical. Appendix A details the 89 single-site observatories and Appendix B the 30 composite sites, indicating their time spans. A total of 5766 vector means were analysed, about one-third from European observatories, after rejecting some suspect points (and correcting others).
As annual means consist of averages over all hours of all days, they are affected by external fields, which were removed using the model AVDF91 of Stewart (1991) based on an analysis of monthly means (see also Stewart & Whaler 1992). For auroral observatories whose monthly means were analysed by Stewart (l991), the actual relative amplitudes of the disturbance field were used rather than the AVDF91 model predictions. We believe this removes the major part of the contribution to annual means from external sources and the associated induced currents. There may be some residual contribution from the S , current system, but this is neglected and the resulting corrected annual means are considered to consist solely of core field, crustal anomaly and error.
In general, KBM found their PAIC to increase monotonically with increasing p, usually with some kind of inflection point or plateau, as for the synthetic data shown in Fig. 1 . Used in conjunction with the O P R A applied to geomagnetic data, the PAIC behaves in a similar manner. For example, Fig. 3 (e) shows a plateau in the PAIC curve from p = 0.5 to p = 0.8 following an initial, rapid, increase. This corresponds to the range in p values for which the maximum number of segments are acceptable (Fig. 2) , thus giving the optimization stage of the algorithm maximum freedom. Such plateaux or inflections centred on some value p = po give a structure that does not change significantly for minor deviations of p from p 0 .
Figures 3-5 show the models determined for a selection of components at various observatories. In some cases, the plateaux in the PAIC are not that well defined, e.g. Fig.  3(d) , but in general a reasonable set of segments could be found near a notch or sharp change in gradient. The number of acceptable segments prior to partitioning was also found to be a useful guide in choosing p (Fig. 2) .
The model segments highlight some interesting features in In some instances, although two segments may abut or even segment, either because the 'missing segment' is too short to overlap, there is still clearly a missing segment, or the SV is be resolved by OPRA (i.e. less than 6 data points long), or discontinuous. An example is Fig. 3 distributed and uncorrelated site and SV changes, the expected occurrence rates are approximately 13, 27 and 54, respectively, significantly larger than those observed. This supports the contention that the analysis has not been unduly affected by the site changes. Such an investigation was not carried out for baseline changes at single sites (due to, for example, instrument changes), on the assumption that these would be less prone to error than site change corrections, at least in regard to the SV. The optimal segments fitted 5467, 5442 and 5195 X-, Yand 2-component data, respectively. Not all data points were parametrized, since certain epochs were not modelled by any segment, and a handful of outliers were eliminated from a few poor-quality observatories. Rms residuals for show the normalized residuals of the same models to the annual means prior to correction for the disturbance fields. The rms residuals to the corrected X -, Y -and Z-component data were 6.1, 3.6 and 7.6nT, respectively, whilst those for the uncorrected annual means were 10.7, 6.7 and 10.5 nT, respectively. Thus, removal of the disturbance fields has achieved a 50-70 per cent reduction in residuals. Figure 7 shows the un-normalized residuals to both the corrected and uncorrected annual means: the latter were found to have mean offsets of -21.0, 2.0 and 4.8nT, respectively. It also shows that the distributions of the un-normalized residuals of the corrected annual means are consistently more peaked than a normal distribution. This may be due to the large number of European observatories in the data set (37 out of 119), which are generally of higher quality. The residuals for non-European observatories were found to have an rms typically 50-80 per cent larger than European ones, which would tend to centralize the distributions of un-normalized residuals. Another contributing factor could be the higher proportion of recent data, which are also usually of higher quality. Also plotted on Fig.  7 are Cauchy fits to the residuals to the corrected annual means, from which it can be seen that the Cauchy distribution appears to offer a far better fit to the sample distribution than the Gaussian distribution normally assumed in geomagnetism. A possible cause of this could be that errors in Cartesian components derived from angular data with uniform errors have a Cauchy distribution (Hald 1952) . Thus, it may be advisable to use the components of the data that were originally measured in any analysis, rather than transforming to Cartesian components as is often done when deriving geomagnetic field models (e.g. Benton, Estes & Langel 1987) , even though this leads to a non-linear inverse problem (e.g. Bloxham, Gubbins & Jackson 1989) . The alternative-a maximum likelihood (ML) solution based on the Cauchy distribution-would also require an iterative solution, as the ML estimator of the median (which must be used. because the sample mean is an inconsistent estimator of the population mean) cannot be obtained explicitly (Kendall & Stuart 1961) . This would require a separate analysis of measured Cartesian data from those derived from angular data, though it is not always clear from published catalogues which are which.
The distributions of the un-normalized residuals for the uncorrected annual means show distinct abnormality, are offset from zero and have larger variance due to the effects of the external fields (Figs 7d-f ). In particular, those for the Y -and Z-components show strong positive skewing. The fact that abnormality is apparent in the un-normalized, but not the normalized, residuals is significant-the rms residuals computed from annual means uncorrected for external fields overestimate the true standard deviations.
When such biased estimates are used to normalize the residual: from different observatories, the true asymmetric nature of the residuals (as in Figs 7d-f) is disguised (as in Figs 6d-f) . Further, if such biased error estimates are used for data weighting, for example in main field modelling (e.g. Langel, Estes & Mead 1982; Backus et al. 1987) , then observatories most affected by disturbance fields will be underweighted, introducing a bias into the field model.
CONCLUSION
The development of OPRA has been designed to evaluate a particular, though widely assumed, hypothesis, that of piecewise linear SV. The algorithm considers all possible partitions of a given time series and determines the statistically strongest piecewise quadratic model, which is optimal in that it provides an adequate fit to the data with the smallest number of parameters. Transition dates from one quadratic segment to the next are self-selecting, thereby overcoming the objection of subjectivity that has been levelled at other methods. The method was tested on synthetic data with Gaussian noise added, and then applied to a large geomagnetic annual means data set, corrected for the cumulative effects of time-dependent external magnetic fields to the best of our ability.
The main conclusion from the analysis is that the time series of geomagnetic annual means considered can be well represented by piecewise quadratic models. In total, approximately 93 per cent of the annual means were parametrized by a quadratic segment. The typical length of a segment, or period of linear SV, was found to be 10 years. This may not be typical of SV in general since, of the 119 observatories analysed, only about 40 per cent were operating before 1950, and only 11 operated before 1900.
Consideration of the results from these long-running observatories alone, however, indicates that even for time series of 80+ years, the typical segment length is only marginally greater. The weighted residuals are very well fit by a standard normal distribution, while the unweighted residuals are closer to a Cauchy distribution, though this may be due to bias from higher quality data. Residuals to data uncorrected for external field effects have significantly higher variance and show distinct abnormality, which could bias the weighting procedure used in deriving field models.
Having shown that, for the majority of geomagnetic time series, a piecewise quadratic model for the time dependence fits the data well, it is interesting to speculate whether such segments can be interpreted as the asymptotic output of the electromagnetic mantle filter, with input an impulse in the second derivative of the geomagnetic field at the core-mantle boundary. If this is the case, one would expect to be able to detect some global synchronicity in the transition dates from one segment to the next. Such an analysis will be the subject of a companion paper.
APPENDLX A: T H E 89 SINGLE-SITE O B S E R V A T O R I E S U S E D IN T H E ANALYSIS
The period is that from which data were used. pomp is the implied standard deviation of the data. and B the rms residual. both in nT. 
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