Analysis and Simulation of Circadian Multi-Oscillator Systems in a Crassulacean Acid Metabolism Plant by Bohn, Andreas
Analysis and Simulation of
Circadian Multi-Oscillator Systems in a
Crassulacean Acid Metabolism Plant
Analyse und Simulation
circadianer Multioszillatoren-Systeme in einer
Crassulaceen-Sa¨urestoffwechsel-Pflanze
Vom Fachbereich Physik
der Technischen Universita¨t Darmstadt
zur Erlangung des Grades
eines Doktors der Naturwissenschaften
(Dr. rer. nat.)
genehmigte
Dissertation
von
Dipl.-Phys. Andreas Bohn
aus Kronberg im Taunus
Darmstadt 2003
D17
Referent: Prof. Dr. Friedemann Kaiser
Korreferentin: Prof. Dr. Barbara Drossel
Tag der Einreichung: 17.04.2003
Tag der Pru¨fung: 14.05.2003
“We are too much accustomed to attribute to a single cause that
which is the product of several, and the majority of our contro-
versies come from that.”
Justus von Liebig
To my parents

Contents
1 Introduction 1
1.1 The Reductionist Approach to Biocomplexity . . . . . . . . . . . . . . . . 1
1.2 Theoretical Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Systems Biology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 This Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Biological Framework 7
2.1 Crassulacean Acid Metabolism (CAM) . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Photosynthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Photosynthetic Gas Fluxes . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.3 Dynamics and Mechanisms of CAM . . . . . . . . . . . . . . . . . . 10
2.1.4 Endogenous Cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Biological Timekeeping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Circadian Rhythms . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Basic Structure of Circadian Systems . . . . . . . . . . . . . . . . . 14
2.2.3 Organismic Rhythm Generation . . . . . . . . . . . . . . . . . . . . 16
2.3 Theoretical Biology of Circadian Rhythms in CAM . . . . . . . . . . . . . 17
2.3.1 Quantitative Descriptions of CAM . . . . . . . . . . . . . . . . . . 17
2.3.2 Membrane Hysteresis Switch and Temperature-Dependence . . . . . 18
2.3.3 Dynamical Hysteresis Switch . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4 Stochastic Populations of CAM Oscillators . . . . . . . . . . . . . . 19
3 Quantitative Description and Analysis of Rhythmic Ensembles 21
3.1 Theory of Oscillating Systems . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.1 Formal Description of Biological Oscillations . . . . . . . . . . . . . 21
3.1.2 Categories of Self-Sustained Oscillators . . . . . . . . . . . . . . . . 22
3.1.3 Stochastic Influences . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Estimation of Individual Rhythm Quantities . . . . . . . . . . . . . . . . . 24
3.2.1 Periodogram Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.2 Phase and Amplitude Analysis . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Non-Rhythmic Contributions . . . . . . . . . . . . . . . . . . . . . 27
3.3 Theory of Multi-Oscillator Systems . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Categories of Collective Rhythms . . . . . . . . . . . . . . . . . . . 29
i
ii Contents
3.4 Analysis of Collective Rhythms . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.1 Meanfield and Amplitude Statistics . . . . . . . . . . . . . . . . . . 32
3.4.2 Spatiotemporal Dynamics . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.3 Rhythm Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 Simulations of Multi-Oscillator Rhythm Generation 37
4.1 Excitable Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1 CAM Oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.2 Fitzhugh-Nagumo Oscillator . . . . . . . . . . . . . . . . . . . . . . 40
4.1.3 Deterministic Dynamics . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.4 Stochastic Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Oscillatory Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Minimal Description of Limit-Cycle Dynamics . . . . . . . . . . . . 43
4.2.2 Implementation of External Influences . . . . . . . . . . . . . . . . 43
4.2.3 Deterministic Dynamics . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.4 Stochastic Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Populations of Uncoupled Oscillators . . . . . . . . . . . . . . . . . . . . . 46
4.3.1 Rhythmic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 Arrhythmic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.3 Slow and Fast Release from Inhibitory Conditions . . . . . . . . . . 53
4.4 Conclusions and Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Analysis of Experimental Image Sequences 59
5.1 Chlorophyll Fluorescence Imaging . . . . . . . . . . . . . . . . . . . . . . . 59
5.1.1 Plant Physiological Background . . . . . . . . . . . . . . . . . . . . 59
5.1.2 Imaging and Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.1.3 Correlation with Gas Exchange Dynamics . . . . . . . . . . . . . . 61
5.2 Rhythmic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.1 Population Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.2 Spatio-Temporal Dynamics . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.3 Rhythm Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Arrhythmic Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.1 Population Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.2 Spatiotemporal Dynamics . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.3 Rhythm Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 Slow and Fast Temperature Changes . . . . . . . . . . . . . . . . . . . . . 84
5.4.1 Snapshots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Contents iii
6 Simulations of Spatio-Temporal Dynamics 93
6.1 Distribution of Light Intensity . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 1-D Chains of DLC oscillators . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7 Analysis of Multivariate Physiological Timeseries 101
7.1 Free-running Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1.1 Rhythm Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1.2 Cyclic Microenvironment . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 Periodic Temperature Pulses . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2.1 Variation of Temporal Driver-Pattern . . . . . . . . . . . . . . . . . 104
7.2.2 Varied Driver Amplitude . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.3 Effect of Temperature Changes . . . . . . . . . . . . . . . . . . . . 108
7.2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3 Periodic Light-Intensity Pulses . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.3.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.3.2 Experimental Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.4 CO2 Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.4.2 Experimental Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
8 Discussion and Outlook 119
8.1 Heterogeneity and External Influences: Complexity at Leaf Level . . . . . . 119
8.2 Modular Biology of CAM: Complexity at Cellular Level . . . . . . . . . . . 122
8.3 Perspectives of Interdisciplinary CAM Research . . . . . . . . . . . . . . . 124
A Abbreviations 125
B Nonlinear Dynamics of Self-Sustained Oscillators 127
C Numerical Techniques 131
C.1 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
C.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
D Relations of Plant Physiological Observables 133
D.1 Measured Quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
D.2 Derived Quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Bibliography 135
iv Contents
Acknowledgments 147
Summary 149
Zusammenfassung 153
Curriculum Vitae 157
1 Introduction
The subject of the present thesis are theoretical and computational investigations of the
endogenous rhythmic CO2 assimilation of leaves of the Crassulacean acid metabolism
(CAM) plant Kalanchoe¨ daigremontiana under a variety of dynamical environmental con-
ditions.
CAM as well as endogenous rhythms are salient examples for the emergence of robust
functional order (here as temporal order) from a vast number of microscopic elements
(molecules, cells) which behave in a nonlinear fashion and interact locally and globally
at the cellular and the organismic level. As their resulting collective behavior cannot
be predicted on the basis of intuition and verbal reasoning, living organisms are often
considered to be “complex systems”.
1.1 The Reductionist Approach to Biocomplexity
The reductionist approach to biocomplexity is to dissect an organism into ever smaller
pieces down to single genes and proteins, and seeking to attribute a global organismic
function to an individual molecule. According to the central dogma of molecular biology,
biological function is generated by transcription of certain genes, yielding ribonucleic acid
(RNA) molecules that are translated to proteins, the activity of which gives the consid-
ered function (Fig. 1.1).
DNA Transcription RNA Translation Protein BiologicalFunction
Activity
Figure 1.1: The central dogma of molecular biology.
Due to modern, automatized high-throughput measurement-techniques, this field has been
thriving during the past decade, culminating in a complete mapping of the human genome
(Lander et al. 2001; Venter et al. 2001). However, the reductionist approach is accom-
panied by increasingly obvious shortfalls, demonstrating that knowing the parts of a
biological systems is a necessary, but by far not sufficient condition for the understanding
of biocomplexity. Some of the main caveats are i) the surging information overload, as
huge amounts of data are produced, without fostering a gain of knowledge of the system
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(Gallagher & Appenzeller 1999), ii) the intrinsic oversimplification, as in 9 out of 10 cases
attempts to control a biological system by manipulation of one single protein or gene are
failing (Gibbs 2001), and iii) the non-correlation of genomic and phenotypical complexity,
as the comparatively small variation in genome size among all species calls for another
source of organismic complexity than the mere number of genes (Szathma´ry et al. 2001).
As the behavior of whole organisms turns out to be more than the sum of their molecular
parts, the formerly gene- and protein-centered search for the origins of biological function
is shifting to the network of interactions among the constituent parts, i.e. from a genomic
to a “systeomic” perspective (Kitano 2001). The requirement to handle the information
about the parts of a system and their interactions makes it impossible to understand
and predict the behavior of biological systems by pure intuition. As in physics, engineer-
ing, and computer sciences, the vigor of mathematical formalism has proven to be an
effective moment in grasping the essential mechanisms of complex systems dynamics, the
application of formal, quantitative methods to problems in life sciences is becoming an
increasingly important issue (Walleczek 2000; Kitano 2002a).
1.2 Theoretical Approaches
At the interface of biology and the sciences relying on mathematical formalism, a large
variety of disciplines, concepts and quantitative methods has surged, ranging from ax-
iomatic treatments of biological systems in biomathematics, to practical tasks like, e.g.,
data mining being pursued in bioinformatics (Luscombe et al. 2001). The common aim is
the appropriate information compression, such that the essential elements are separated
from the less important ones, thereby unveiling the structure underneath the complex
system. The present work aims at elucidating the essential core mechanisms of rhythm
generation in CAM by applying tools and concepts from the theory of nonlinear dynamical
systems.
Nonlinear Dynamics
From a physical point of view, living organism are open systems which interact with
their environment by dissipating energy and matter they have received from external
sources. Furthermore they generally exhibit nonlinear behavior, such as cooperativity,
self-sustained oscillations and threshold dynamics. An ideal system to study such open,
complex, self-organizing systems turned out be the laser, which - being a man-made de-
vice - can be completely controlled, yet the dynamical interactions of the large number of
molecules with the electromagnetic field in the laser cavity are absolutely self-organized
(Haken 1975). Due to this facts, the laser served as a trailblazer of Synergetics, the science
of cooperation. This discipline elucidates the general principles through which individual
subsystems produce the macroscopic properties of the whole system (Haken 1977). Indeed
1.2 Theoretical Approaches 3
the laws of the transitions between various macroscopic regimes do not depend on the
details of the considered system, but work universally in, e.g. fluid dynamics, chemical
reactions, and biological systems (Haken 1983). A fundamental concept in synergetics
is the slaving principle, which states that the fast microscopic dynamics (e.g. the polar-
ization and inversion of the atoms in a class-A laser) are fully determined/slaved by the
slowly changing macroscopic quantities (e.g. the total electrical field in the laser cavity),
i.e. the entire system can be fully described with one single macroscopic equation (Haken
1977). This elucidates the principle approach of statistical nonlinear physics to complex
systems: information compression is achieved by finding an appropriate hierarchy of lev-
els, being distinguished by their different characteristic scales in time and/or space, and
then focusing on one scale of interest. For example, when considering circadian clocks,
all ultradian dynamics with time scales much shorter than a day may be summarized in a
stochastic term (white noise), while quantities following seasonal or annual changes may
be treated as a constant.
Once the right time- and space-scales are determined, the next step is to find the minimal
number of variables which can qualitatively reproduce the observed dynamics, e.g. to
find a minimal model of the system. In many cases the spatio-temporal evolution of these
variables is described by partial differential equations (PDE) or in the case of purely tem-
poral systems by ordinary differential equations (ODEs). In order to describe the complex
multi-stable, periodic or chaotic dynamics with smooth or threshold-like kinetics, these
equations have to be nonlinear, making the tools of nonlinear dynamics (Nicolis 1995;
Strogatz 1994) central to the dynamical systems approach.
Engineering Theory
Also in engineering sciences, complexity is an issue. However, this man-made, syn-
thetic, complexity differs from the self-organized complexity in physicochemical systems
described above. The latter mostly consist of a huge number of identical parts, the inter-
action of which yields complex behavior, while engineered systems are assembled from a
huge number of structurally diverse parts that interact in order to provide a desired robust
function. In that sense there are similarities between technical and biological systems,
which lead to the hypothesis that the concepts behind robust functioning are intrinsic to
any kind of complex systems, no matter whether they are artificial or natural (Kitano
2002b). One central issue to robust function in engineering is modular design, i.e. group-
ing elements and devices together into a module which fulfills a specific function and is
isolated from the rest of the system except for a few well-defined links to other functional
modules (Kitano 2002b). While in engineering this design is used to prevent damage from
spreading through the whole system, thinking in modular structures also appears to be of
conceptual importance in facing the complexity of living organisms (Hartwell et al. 1999):
instead of dissecting biological systems into molecular pieces, or characteristic time- and
space-scales, in the future, modular thinking might provide an additional approach to
information compression, being based on aspects of biological function. As the genera-
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tion of temporal order is closely linked to functional aspects, modular approaches are also
interesting for modeling in chronobiology.
1.3 Systems Biology
The pursuit of system-level understanding in biosciences is not new. The first attempts
to describe living organisms with quantitative models date back to the past century to
cybernetics (Wiener 1948) or general system theory (von Bertalanffy 1968). The new
aspect of systems biology is the unpreceded opportunity to ground system-level under-
standing of biological organisms on the knowledge of their molecular constituents (Kitano
2002a, 2001). In order to achieve this system-level understanding, systems biology aims
at integrating experimental molecular and computational techniques.
As a matter of fact, it is not a trivial task to coordinate scientists with different back-
grounds such as biologists or physicists (Knight 2002). A way of uniting forces in a
productive way might be interdisciplinary research performed in an hypothesis-driven
way (Fig. 1.2).
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Figure 1.2: The systems biology approach and hypothesis-driven research. Hypotheses about a certain
system can be assessed experimentally, or via a mathematical formulation, systems analysis and simu-
lations, leading to numerical predictions. The comparative analysis of experimental and simulated data
generates new hypotheses. Iterative performance of these cycles should lead to systems-level knowledge,
and enable the control and prediction of the system, being a necessary condition for successful biotechnical
or -medical applications.
Centering the computational and experimental activities around (controversial) hypothe-
ses should lead to more efficient advances, as the performance of trivial experiments and
the pursuit of unrealistic theoretical concepts are likely to be reduced.
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Quantitative methods enter this cycle at two stages: First, they help to generate hy-
potheses by means of knowledge discovery, i.e. the application of tools for structural and
dynamical analysis from bioinformatics, nonlinear dynamics and statistical physics, in
order to discover underlying patterns in the data. Secondly, they can be used for checking
hypothesis by means of numerical simulations (Kitano 2002a). Both these elements will
be applied in this work.
1.4 This Thesis
Contributions
The goal of the present thesis is to investigate the spatio-temporal, multi-oscillator dy-
namics of the circadian rhythm in leafs of the CAM plant Kalanchoe¨ daigremontiana with
quantitative tools from nonlinear dynamics. To achieve this, both theoretical elements of
systems biology are applied: i) knowledge discovery, i.e. timeseries analysis of individual
rhythms (spectral, phase and amplitude analysis), statistical analysis of populations of os-
cillators, and analyses of relations between multi-variate timeseries (correlation analysis,
phase relations, synchronization analysis), and ii) hypothesis checking, i.e. simulations of
populations of phenomenological oscillators to assess multi-oscillator hypotheses of circa-
dian rhythm generation and the concomitant spatio-temporal dynamics.
Organization
In the next chapter, the basic biological concepts of this work are presented, followed by
the theory of biological rhythms and the methods of data analysis being used in this work
in Chapter 3.
Chapters 4 - 6 deal with ensembles of oscillators at leaf level. Chapter 4 considers multi-
oscillator hypotheses of rhythm generation in CAM leaves. Numerical data from simula-
tions of prototypical oscillators are analyses and quantitative, statistical criteria, which
allow to distinguish diverse scenarios for whole-leaf rhythm generation, are developed.
The theoretical predictions made are then compared with the results from the analysis of
experimental image-sequences, performed in Chapter 5. Chapter 6 returns to simulations
of ensembles of oscillators, assessing some aspects of spatiotemporal dynamics observed
in the experimental data.
Chapter 7 deals with multivariate timeseries measured at the whole-leaf, i.e. CO2 and
water-vapor fluxes. Data of the free-running, as well as the perturbed rhythm are analy-
ses, which lead to novel conclusions on the nature of CAM rhythm generation.
Ultimately, Chapter 8 puts all obtained results into context and discusses some future
directions of research.

2 Biological Framework
This thesis involves two biological disciplines, plant ecophysiology, dealing with the mech-
anisms and the regulation of Crassulacean acid metabolism (CAM) in dependence on
environmental cues, and chronobiology, the science of the temporal organization of living
organisms. Basic notions of both are presented in this chapter, together with a survey of
the modeling of circadian rhythms in CAM accomplished thus far.
2.1 Crassulacean Acid Metabolism (CAM)
2.1.1 Photosynthesis
Plants distinguish themselves from other organisms by their capability of gaining all sub-
stances needed for their existence from simple inorganic molecules and electromagnetic
radiation (light) energy in their non-living environment. Photosynthesis is the process in
which inorganic carbon dioxide acquired from the ambient air is reduced to carbohydrates,
using light energy and evolving oxygen (Fig. 2.1A). The produced carbohydrates are es-
sential for organismic growth and energy storage. (Lu¨ttge et al. 1997). The gross reaction
Photochemical
Reactions
12 NADPH + H
12 NADP
1 C H  O6 612
60 photons
O212 H
6 O2
6 RuBP
12 3−PGA
Calvin Cycle
6 CO
18 (ADP + P)
18 ATP
2
Dark ReactionsGross ReactionA B Light Reactions
+ 60 photons+ 6 CO212 H O 2
6 O + 1 C H  O2 6 612
i
Figure 2.1: Photosynthesis. A: Gross reaction. B: Coupling of energy providing photochemical (light-)
reactions and energy consuming carbon fixation by the Calvin-cycle (dark reactions).
is composed of two sub-reactions. In the light reactions, photons with wavelengths around
450 and 650 nm are absorbed by antenna molecules and transported to a photochemical
reaction center, where water is oxidized to yield molecular oxygen, protons and electrons.
The two latter are then further processed to reduce and phosphorylate, respectively, the
biochemical energy carriers NADP and ADP (Fig. 2.1B).
These energy carriers subsequently fuel the dark reactions, a sequence of cyclic reaction
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steps (Calvin cycle, Fig. 1.1B): First, CO2 is fixed by carboxylation of Ribulose-1,5-
bis-phosphate (RuBP). This reaction which is catalyzed by the enzyme Ribulose-1,5-bis-
phosphate carboxylase oxigenase (Rubisco), yields two molecules of 3-phosphoglycerate
(3-PGA). As the first stable reaction product of carbon fixation contains 3 carbon atoms,
this pathway is referred to as C3-photosynthesis. In the further energy consuming reac-
tions of the Calvin cycle, 3-PGA is reduced to yield hexose-phosphate (sugar) and RuBP
is regenerated.
2.1.2 Photosynthetic Gas Fluxes
In land-plants, photosynthesis mainly takes place in the leaves, hence, the CO2 uptake
by leaves from the ambient air (Jc ) is one of the major observables of photosynthetic
activity, and a fundamental ecophysiological quantity. Jc is driven by Fickian diffusion
along the gradient between CO2 concentration in ambient air (ca) and in the chloroplasts
(cc), the sites of CO2 fixation in the cells.
Jc = gc(ca − cc) (2.1)
In the present context, ca is considered to be constant, so temporal changes in Jc are
evoked either by altered activity of internal CO2 sources and sinks, or changes in the
diffusion conductance to CO2 (gc).
Carbon Dioxide Sources and Sinks in Leaves
In C3 plants, the major CO2 sink is the Calvin-cycle. Internal sources of CO2 are given by
two types of respiration: i) dark respiration (Rd) originates in the mitochondria and is ac-
tive in darkness, while ii) photorespiration occurs in illuminated leaves due to competitive
inhibition of CO2 -binding sites in Rubisco by O2, which is energy consuming and evolving
CO2 and 3-PGA. Photorespiration is believed to be an energy waste gate, functioning to
protect the plant from photo-inhibition and photo-damage by strong illumination.
Diffusion Conductance
The gc is largely determined by leaf anatomy. Leaves are surrounded by epidermal cells,
which almost completely inhibit gas diffusion (Fig. 2.2A). The epidermis is interrupted by
stomatal guard cells, which provide controlled openings through which gas diffusion from
the ambient air to the intercellular air spaces (IAS) is enabled. The leaf-internal space - the
mesophyll - contains the photosynthesizing cells, which are more or less densely packed,
depending on the species. CO2 diffusion from the IAS to the sites of photosynthesis occurs
mostly in aqueous media of the cell wall and the cytoplasm, as well as across the plasma-
and the chloroplast membrane.
The gaseous diffusion of CO2 from ambient air to IAS is mainly determined by stomatal
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conductance gsc . The internal conductance from the IAS into the chloroplasts (g
i
c) takes
place mainly in aqueous medium, thus it might be significantly lower than gsc . For the
purposes of this work it is thus relevant to consider three CO2 compartments (ca, ci, cc)
and two conductances gsc , g
i
c (Fig. 2.2B).
ca ic
A B
Stomatal
opening
intercellular airspace
Mesophyll
Chloroplast
ambient air
Epidermis
Calvin Cycle
Photo− Dark−
Respiration
ABA RH
L
Cells
cc
cc
cc
ca ccc i
gcigcs
Figure 2.2: Photosynthetic gas fluxes. A: CO2 fluxes from ambient air (ca ) to the intracellular car-
boxylation sites (cc ). In order to enter the intercellular airspace (CO2 concentration in in this com-
partment being denoted as ci ), CO2 molecules have to pass the stomatal guard cells. Coupling of
CO2 -concentrations in different cells is given by CO2 -diffusion in either the gas phase of the IAS, or
the aqueous phase of the cytoplasm and cell walls. B: Some mechanisms of regulation of CO2 -fluxes
in plants. Solid arrows depict material flux, dashed lines represent regulatory influences. High light
intensity L yields an increase of stomatal conductance gsc , photorespiration and Calvin-cycle activity in
a complex way, and inhibits dark respiration. High relative humidity of the ambient air (RH) fosters
stomatal conductance, while some phytohormones like, e.g., abscisic acid (ABA) cause stomatal closure.
Flux Regulation
The CO2 fluxes depend strongly on environmental parameters such as photosynthetic
photon flux density (L), ambient air and leaf temperature (Ta, Tl) and relative humidity
of the ambient air (RH) as well as leaf water status. Enzymic activity, e.g. of Rubisco and
dark respiration pathways, generally increases with temperature. Stomatal guard cells are
sensitive to RH and leaf water status, and thus indirectly on temperature. Furthermore
gsc is reduced by high levels of ci and through humoral signaling by phytohormones such
as abscisic acid (Fig. 2.2B). Light, being the energy source of photosynthesis, enhances
Rubisco activity and hence CO2 fixation and photorespiration. g
s
c is also directly enhanced
by L, while Rd is down-regulated.
Asking for evolutionary viable strategies behind the regulation of Jc , one must take
into account that Jc is not an independent target of control, but is coupled to water
vapor transpiration JW , another fundamental flux in plant ecophysiology being under
tight organismic regulation.
Coupling of Carbon Dioxide and Water Vapor Fluxes
Whereas due to the activity of carbon fixing enzymes the CO2 concentration gradient
points from the ambient air into the leaf, the situation of water vapor pressure (w) is the
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opposite: the relative humidity in the intercellular air spaces is nearly 100%, a value which
in the environment is significantly lower. As stomatal conductivity to water vapor (gsw)
differs from gsc only by the ratio of diffusion velocities of water vapor and CO2 (g
s
w ≈ 1.6gsc ,
(Farquhar & Sharkey 1982)), Jc is coupled to water losses by transpiration (Jw, Fig. 2.3).
Jw = g
s
w(wi − wa) = 1.6gsc(wi − wa) (2.2)
Obviously, optimization strategies for plants have to consider the cost of water loss in the
2
c i
ca
w i
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CO partial pressure Stomatal opening
intercellular airspace
ambient air
intercellular airspace
Water Vapour Pressure
ambient air Water
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Figure 2.3: Coupling of CO2 -assimilation from ambient air and leaf transpiration. Because the gradient
of water vapor pressure is opposed to the gradient of CO2 -concentration, opening of the stomatal guard
cells for CO2 -uptake automatically leads to water losses due to transpiration.
attempt to optimize the benefit of CO2 assimilation. The critical quantity is the water
use efficiency WUE =
∫
24h Jcdt/
∫
24h Jwdt.
Under severe water stress, as encountered in e.g. arid habitats, or coastal habitats ex-
posed to oceanic salt spray, like e.g. the Brazilian Mata Atlaˆntica, water losses due to
photosynthetic gas fluxes might become life threatening: that is why land plants under
such conditions have to face the ecological dilemma of either “dying of hunger or of thirst”
(Lu¨ttge et al. 1997). Crassulacean acid metabolism (CAM) is a solution to this dilemma
as explained in the following section.
2.1.3 Dynamics and Mechanisms of CAM
CAM is a modification of C3 -photosynthesis which shows an increased water-use efficiency
with respect to C3 plants. It is found in about 6% of all species of vascular land plants,
among them commonly known taxa like cacti, orchids (e.g. vanilla), pineapple, or agave
(Winter & Smith 1996). They are mostly of succulent nature and abound in habitats with
water scarcity, as CAM plants are optimized for survival but are outperformed in growth
rate by C3 plants in locations where water availability is a less critical issue (Table 2.1).
The main phenotypic difference between CAM and C3 plants is the temporal separation
of the uptake of CO2 from the ambient air (Jc ), and the photosynthetic light reactions,
yielding a different temporal pattern of Jc during a day-night cycle of 24 h.
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C3 CAM
WUE [g CO2 / kg H2O] 1-3 10-14
Maximum growth rate [ g dry-mass d−1m−2 leaf area ] 50-200 1.5-1.8
Table 2.1: Water-use efficiency and maximum growth rate of C3 and CAM plants. Data taken from
(Lu¨ttge et al. 1997) (growth rate), and (Nobel 1999) (WUE).
Diurnal Dynamics of CAM
CAM describes a diel cycle of photosynthetic activity and concomitant gas fluxes, which
can be divided into four phases (Osmond 1978; Winter & Smith 1996), (Fig. 2.4).
I Malic acid accumulation.
During the night, Jc increases as CO2 is fixed to phosphoenolpyruvate by an addi-
tional carbon fixing enzyme, the phosphoenolpyruvate carboxylase (PEPC), yielding
malic acid as stable fixation product. The generated malic acid is transiently stored
in the vacuole. As malic acid contains four carbon atoms, this carbon fixing pathway
is called C4 -pathway.
II Morning transition.
In the first 2-4 hours after the onset of daylight, both carbon fixing enzymes PEPC
and Rubisco are active. Their cumulative demand for CO2 results in a morning
peak of Jc .
III Malate decarboxylation.
Once the transport of malic acid into the vacuole switches from influx to eﬄux,
the cytoplasm is flooded with the nocturnally accumulated malic acid. The acid
is decarboxylated by NADH- or NADP-malic enzyme (ME) or PEPCarboxykinase
(PEPCK), depending on species. The resulting increase of ci yields stomatal closure
during the usually hot and dry daytime, thus preventing excessive diurnal transpi-
rational losses. Inhibition by cytoplasmic malic acid down-regulates PEPC in order
to prevent futile cycling of CO2 .
IV Evening transition.
Once the CO2 from the internal malic acid store has completely been fixed by
C3 photosynthesis, cc and ci drop and stomata open. Rubisco activity increases
Jc , yielding the so called evening peak, which lasts until the break of dusk when
Rubisco is down-regulated due to darkness.
There are several types of CAM plants and a good deal of plasticity in CAM dynamics
(Dodd et al. 2002). Besides the obligate CAM plants like K. daigremontiana , there are
C3 -CAM intermediates like Clusia minor or Mesembryanthemum crystallinum, in which
the switch to CAM is caused (C.M.) or accelerated (M.C.) by water stress. Another
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Figure 2.4: CAM. A: Sketch of dynamics over a 24 h day-night cycle. The solid line depicts CAM, the
dotted line indicated the dynamics of a C3 -plant for comparison. The dashed vertical lines separate the
4 phases of CAM discussed in the text. B: The physiological mechanisms of CAM. The inside of the
rectangle represents the inside of a cell. In the shaded part (white arrows and letters), the nocturnal
processes are sketched, while the white part and black letters stand for the diurnal steps in the CAM
cycle.
intermediate mode is CAM cycling, i.e. a diel cycle of malic acid though the main carbon-
gain stems from daytime CO2 uptake as in C3 plants. Under severe drought stress, CAM
idling is observed. Here the stomata are completely closed, and only internal respiratory
CO2 enters the cycle of C4 -fixation and malic acid decarboxylation.
2.1.4 Endogenous Cycles
A crucial question about any activity showing a day-night cycle is whether it is merely
a passive reaction, following the exogenous day-night cycle, or whether it is an active
process, i.e. endogenous to the organism. An obvious way to answer that question is to
expose the organism to constant environmental conditions. The first report of endogenous
cycles is ascribed to French astronomer Jean Jacques d’Ortous de Mairan who in 1729
reported periodic leaf movements in plants of a species of Mimosa maintained in a place
isolated from environmental day-night cycles (d’Ortous de Mairan 1729).
The diel cycle of CAM is also an example of an endogenously controlled process, as
periodic oscillations of Jc are reported for in continuous darkness (Warren & Wilkins
1961), as well as continuous illumination (Nuernbergk 1961). The phenomena considered
in this work are the endogenous oscillations of gas exchange in the obligate CAM plant
Kalanchoe¨ daigremontiana in continuous light (Fig. 2.5).
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Figure 2.5: Endogenous cycles in the CAM plant Kalanchoe¨ daigremontiana . Left: An example of
K. daigremontiana , 3-4 months old. For the experiments discussed in this work, a mature intact leaf was
fit into a cuvette, in which all environmental parameters are under strict control. Right: Net CO2 uptake
under day-night cycles and in continuous conditions of light intensity and temperature. Time 0 marks
the beginning of continuous conditions of light intensity and temperature (here L =192 µE m−2s−1 , TL
=21o C). For negative times, the plant is exposed to a 12 h day - 12 h night -cycle (LD12:12) with 200
µE m−2s−1 /28oC during the day and 0 µE m−2s−1 /21o C during the night.
2.2 Biological Timekeeping
Biological rhythms, such as exhibited in CAM, are central to life (Mackey & Glass 1988;
Goldbeter 1996; Kaiser 2000; Glass 2001). Whereas they exist in a wide variety of os-
cillations and their periods span a range from milliseconds to years, special interest is
on those periodic processes, the period lengths of which match significant geophysical
cycles. These endogenously oscillating systems are commonly referred to as biological
clocks (Friesen et al. 1993). In general as well as in CAM, the most studied clocks are the
circadian clocks (from the Latin circa - about, dian - a day), though circannual (period
τ ≈ 1 yr), circalunar (τ ≈ 29 d) and circatidal (τ ≈ 12 h) chronometers have also been
discovered. Circadian rhythms (CRs) are observed in nearly all taxa, and despite different
physiological realizations, certain formal characteristics are common to all CRs.
2.2.1 Circadian Rhythms
A circadian rhythm (CR) is a biological periodic activity showing three characteristics
(Friesen et al. 1993; Johnson et al. 1998; Marques & Menna-Barreto 1999; Winfree 2001):
• Oscillation with an endogenous period of 20-28 h, which performs several cycles of
activity in constant conditions.
• Entrainability by light/temperature stimuli:
Adjustment to periodic light/temperature cues from the environment resets the
clocks each day, so that they are precisely frequency locked / entrained to the 24 h
rotation of the earth.
• Temperature compensation of period length:
The period length of CRs is relatively independent on the absolute level of constant
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temperature. This robust behavior is nontrivial, as biochemical reactions generally
increase their velocity by a factor of about 2 due to a temperature increase of 10oC.
Another feature is not part of the core definition but as well characteristic for CRs (John-
son et al. 1998):
• Conditionality:
A significant expression of a CR is usually observed only within a bounded range
of environmental conditions, here called rhythmic conditions. Outside this range,
in arrhythmic conditions, the rhythm is arrested at a well-defined point in its cycle,
with a sharp transition of 1-2oC between rhythmicity and arrhythmicity (Njus et al.
1977).
As follows, these properties can be put into context in the frame of a simple model of
circadian systems.
2.2.2 Basic Structure of Circadian Systems
The simplest model of a circadian program accounting for the characteristics of CRs
consists of a simple input-processor-output system as known from signal processing (Eskin
1979; Marques et al. 1999): a temperature-compensated central pacemaker with circadian
period is entrained to the day-night-cycle by environmental cues which are transduced by
the input pathways, and transmits its cyclic activities via output pathways to the overt
rhythms which are the experimentally observed manifest of the endogenous clock (Fig.
2.6).
Temperature 
Light intensity
Output Overt Rhythms
cues
Environmental Input
pathways pathways
Central
oscillator
#1
#3
#2
Figure 2.6: Simple model of a circadian system. See text for explanations.
Central Pacemaker
The central pacemaker (the circadian clock) is a self-sustained oscillator of a species-
specific period length, which is relatively independent on constant temperature.
The fact that the period-length is not exactly 24h is not completely casual. According to
the circadian, or Aschoff’s, rule, the circadian period of night-active organisms is shorter
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than 24 h, and increases with light intensity in continuous light, while day-active organisms
have endogenous periods longer than 24h, and decreasing with light intensity ((Aschoff
1960, 1990)).
In recent years, molecular mechanisms of circadian clocks have been discovered in a broad
range of species from cyanobacteria to mammals (Dunlap 1999; McClung 2001). All of
these seem to share a similar structure of positive and feedback loops (Fig. 2.7). The
basic scheme entails positive elements (activators, A) which increase transcription of their
own genes, genes of negative elements (repressors, R), as well as clock-controlled genes
(ccg) by binding to the corresponding promoters. Strong binding of R to A represses the
expression of all controlled genes. This mechanism is able to generate robust oscillations
of activators (Barkai & Leibler 2000), which via rhythmic expression of the ccgs leads to
rhythmic biochemistry, physiology and behavior of the organism (Dunlap 1999). In higher
Clock Gene R Transcription
Overt rhythms
Clock Gene A Transcription
Repressors
Activators
Clock controlled genes Transcription Output pathways
Figure 2.7: Gene network for circadian pacemakers (Dunlap 1999; Barkai & Leibler 2000). See text for
explanations.
plants, the identification of components of a possible central pacemaker is not as advanced
as in cyanobacteria, insects or mammals, but progress is starting at an accelerating pace
in Arabidopsis (McClung 2001; Devlin 2002). An alternative hypothesis is pursued in
the model of CAM being investigated here, where the central pacemaker is not based on
transcriptional control but is rather established by corresponding feedback loops in the
compartmentation of malic acid (Lu¨ttge & Beck 1992; Lu¨ttge 2000).
Input of Environmental Cues
In order to stay in synchrony with the geophysical 24 h-cycle, organisms sense environ-
mental time cues, in particular light intensity and temperature. These so called Zeitgebers
(from German, ’time-giver’) cause appropriate advances or delays of the endogenous cy-
cle, such that it is synchronized with the environmental cycle.
As a rule of thumb, changes of either light intensity or temperature, both cause similar
reactions of the organism (Njus et al. 1977; Gooch et al. 1994). There is considerable
knowledge about light signaling pathways, while circadian temperature sensing is some-
what more intricate to understand (Devlin 2002; Rensing & Ruoff 2002). Temperature
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effects bear the paradox, that their absolute level has no effect on the free-running period
of the clock, but temperature changes as low as 1-2oC can induce phase-shifts.
Output of Periodic Signals
The output pathways couple the central pacemaker with its output, i.e. the overt rhythms
serving as observables of the periodic activity. As in the case of CAM, the observables
are many times quantities, the strict temporal organization of which presumably yields
advantages to the organism in terms of fitness, growth or reproduction rate (Ouyang et al.
1998; Marques & do Val 1999).
It is fairly important to take the output pathways of the circadian system into consider-
ation, when attempting to infer the mechanism of rhythm generation from experimental
data. For instance, a loss of rhythmicity of the observable could either indicate a stop of
an oscillator, or could be caused by an uncoupling of the overt rhythm from the central
pacemaker which continues to oscillate “under cover” (Njus et al. 1977; Johnson et al.
1998). Furthermore, control of the output pathways by secondary (slave-) oscillators
could also significantly influence the overt rhythm, which finally could also be subject to
masking by environmental cues that affect the observable rhythm, but not the pacemaker
itself (Aschoff 1960, 1988; Marques et al. 1999).
2.2.3 Organismic Rhythm Generation
It is now clear that the input-oscillator-output model (Fig. 2.6) was a useful guideline
in the discovery of molecular parts of rhythm generation, however it is too simplistic as
a representation of circadian rhythm generation in vivo (Roenneberg & Merrow 1998;
Merrow & Roenneberg 2001; Johnson 2001; Lu¨ttge 2002).
Additional Feedback Loops and Multiple Intracellular Oscillators
At the cellular level, oversimplifications are given by the assumed one-way direction of
information flux and the existence of a singular central pacemaker (Johnson et al. 1998;
Johnson 2001 and Fig. 2.8A): in real circadian systems, the sensitivity to environmental
signals varies during the circadian cycle (the response is “gated”), i.e. there is feedback
from the clock to the input pathways. Furthermore, there is an increasing number of
discoveries which show that even within one cell, multiple autonomous but probably
weakly interacting oscillators are working (Millar 1998; Lillo et al. 2001). And finally there
is evidence that the output rhythms feed back onto the clocks (Roenneberg & Merrow
1999). A prominent example is the discovery that the state of metabolism - which in
the simple model is under unidirectional control of the master clock - can influence the
transcriptional feedback loops for circadian rhythm generation, as the binding of clock
proteins to their DNA binding site depends on the ratio of oxidized to reduced NAD
(Schibler et al. 2001; Rutter et al. 2001, 2002).
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Multiple Oscillators at Organismic Level
At present, all known mechanisms of circadian rhythm generation rely on intracellular re-
action networks, i.e. circadian clocks are a cellular phenomenon (Millar 1999; Thain et al.
2000), while circadian rhythms of entire organs are multi-oscillator processes (Millar 1998
and Fig. 2.8). This additional level of complexity addresses questions about the aggre-
gated dynamics of cell populations, and the nature and strength of cell-cell interactions.
Figure 2.8: More realistic picture of organismic rhythm generation. A: Rhythm generation needs a
modified view of the information fluxes compared to the simple model (Fig. 2.6), besides taking into
account a multitude of interacting clocks. B: If clockworks are confined to individual cells, overt rhythms
exposed by entire organs must be considered as population of nonlinear oscillators, the interaction of
which might produce phenomena at the macroscopic level, which are unknown to the individual cell.
In conclusion, in chronobiology the identification of molecular parts involved in circadian
rhythm generation has created a set of new challenges in dealing and deciphering biological
complexity. The accelerating discovery of the molecular hardware calls for fundamental
questions about the software which makes them work (Lu¨ttge 2002).
2.3 Theoretical Biology of Circadian Rhythms in CAM
2.3.1 Quantitative Descriptions of CAM
While there is a wealth of mathematical descriptions of C3 photosynthesis, see e.g. (Gier-
sch 2000; Farquhar et al. 2001), so far only two initial attempts have been started to
model CAM.
Comins & Farquhar (1982) developed a model for diel CAM dynamics based on varia-
tional calculus for optimal stomatal conductance. The main assumption is that plants
tend to optimize the marginal water cost of assimilation, i.e. if a daily water loss of ∆W
is offset by a gain ∆C > λ∆W in carbon assimilation, corresponding stomatal movements
will occur.
The other approach is based on the description of metabolic carbon fluxes in CAM by
means of engineering systems-theory (Nungesser et al. 1984). This model contains 6 ODEs
describing the metabolic pools. Reaction kinetics have been limited to first-order reaction
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and regulation terms. As environmental control parameters light intensity and external
CO2 concentration are implemented. The main impact of light intensity is the increase
of malic acid eﬄux by light. This model reproduces the day-night gas exchange of CAM,
yet, no autonomous oscillations are generated.
In order to describe free-running circadian oscillations, a light-dependent, autonomous
oscillator controlling the velocity of malic acid flux across the tonoplast was implemented
(Nungesser et al. 1984). With this modification a damped rhythm in Jc and vacuolar
malic acid concentration in continuous light (LL) is predicted.
2.3.2 Membrane Hysteresis Switch and Temperature-Dependence
Lu¨ttge & Beck (1992) performed experiments on the conditionality of the circadian rhythm
of Jc in Kalanchoe¨ daigremontiana , depending on light and separately temperature. By
replacing the light-dependent oscillatory element of the model by Nungesser et al. (1984)
with a hysteresis switch, where the release rate of malic acid from the vacuole is a bistable
function of vacuolar malic acid contents, Lu¨ttge & Beck (1992) could model the condi-
tionality of the circadian rhythm of CAM in LL, i.e. the transition from rhythmic to
arrhythmic dynamics at elevated light intensity or temperature.
The subsequent experiments concentrated on temperature-effects on circadian CAM cy-
cles. Grams et al. (1996, 1997) could show that TL above 28
oC holds the system to a
phase point corresponding to the dusk situation in LD (low malic acid contents in vac-
uole), and temperatures below 18oC hold the rhythm to a phase corresponding to dawn
(full vacuole). These findings were implemented to the model, by making the hystere-
sis switch temperature dependent. Blasius et al. (1997, 1998) reduced the number of
metabolic pools from 7 to 3, and showed that this minimal description still maintains the
essential dynamics of the system. At that stage, the CAM model, though being based on
differential equation, in fact was a cellular automaton, with the update rules depending
leaf temperature, light intensity and vacuolar malic acid contents.
2.3.3 Dynamical Hysteresis Switch
Experimental work by Friemert et al. (1988) and Kliemchen et al. (1993) presented evi-
dence that the fluidity of the tonoplast membrane is correlated with the release velocity
of malic acid from the vacuole. Together with the earlier suggestion by Lu¨ttge & Smith
(1984) that malic eﬄux occurs by diffusion of undissociated acid through the lipid phase
of the membrane, this led to the hypothesis that the eﬄux of vacuolar malic acid depends
on the spatial order of the lipid-matrix of the tonoplast.
Such a relation was described quantitatively by a thermodynamical model of the lipid
matrix order (Neff et al. 1998). Replacement of the static hysteresis switch featured by
Blasius et al. (1998) with the model by Neff et al. (1998) gave rise to an autonomous
dynamical model of CAM (Blasius et al. 1999b).
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2.3.4 Stochastic Populations of CAM Oscillators
Even though the model by Blasius et al. (1999b) is a good representation of temperature
effects on the free-running rhythm of CAM, there is a number of important features of
the rhythm, which are observed in the experiments, but which cannot be accounted for
by a single, deterministic CAM oscillator. Yet, all these challenges can be met if the overt
rhythm of Jc is not considered to be the output of a homogeneously oscillating leaf, but
rather the aggregated output of a set of uncoupled noise-driven oscillators (Beck et al.
2001).
On the experimental side, the multi-oscillator hypothesis triggered a new stage of CAM
rhythm research, with the installation of a chlorophyll fluorescence camera. This facility
allows to monitor the spatio-temporal dynamics of metabolic activity within the leaf,
and thus the verification of hypotheses on the multi-oscillator nature of circadian CAM.
Indeed, first experimental results reveal dynamical pattern-formation in day-night cycles
as well as in free-running conditions (Rascher 2001; Rascher et al. 2001).

3 Quantitative Description and
Analysis of Rhythmic Ensembles
The theory of nonlinear dynamical systems provides a coherent approach for the descrip-
tion and analysis of the rich spectrum of dynamical phenomena observed in nature and
technology. This chapter surveys the definitions and analysis tools used throughout the
other chapters. The mathematical principles used to treat the dynamics of biological
rhythms are exemplified in Appendix B.
3.1 Theory of Oscillating Systems
3.1.1 Formal Description of Biological Oscillations
Characteristic Quantities
The activity of individual periodic systems represented by a timeseries x(t) can be char-
acterized by three observables:
• Cycle period, cyclic and angular frequency.
The cycle period τ gives the time interval between two repetitions of some arbitrary
marker events in the activity cycle. Alternatively the number of repetitions per time
unit, i.e. the cyclic frequency ν = 1/τ can be used. Another equivalent notation is
the angular frequency ω = 2piν = 2pi/τ .
• Cyclic and unwrapped phase:
Both quantify the fraction of time between two marker events. By this definition,
the cycle period is divided into 360o, 2pi radians or 24 circadian hours. The cyclic
phase ϕ is limited to [0,2pi]
ϕ(t) = 2pi · tmod τ + ϕ0
while the “unwrapped” phase ψ is a monotonous function of time
ψ(t) = 2pi · t
τ
+ ψ0
• Wave form:
Given an activity with period τ the wave form of the rhythm is mainly characterized
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by the amplitude A(t) = x(t) − x¯τ (t), where x¯τ (t) is the temporal mean in the
interval [t − τ/2, t + τ/2]. If amplitude and mean value do not change with time,
i.e. A(t) = A0 = const., and x¯τ (t) = x¯0 one speaks of a stationary rhythm. A
time-dependent function x¯τ (t) is called the trend of the timeseries.
Rhythms and Clocks
Already in the simple model of circadian rhythms (Fig. 2.6) the difference between an
overt endogenous rhythm and a biological clock was stated. The formal distinction used
in this work is that a biological rhythm is any observable endogenous activity that recurs
periodically, no matter if its amplitude is non-stationary, or generated by several different
sources, while a clock is a device the output of which is exactly one single non-decaying
rhythm which fulfills the essential properties of self-sustained oscillations:
• autonomy - as the rhythmic behavior is entirely determined within the system itself,
and
• stability - as after transient external perturbation, the system returns to its usual
cycle.
3.1.2 Categories of Self-Sustained Oscillators
There is a vast number of biological mechanisms that can generate oscillatory behav-
ior, and the ones that have been the most studied in both experiment and theory, like
glycolytic, neuronal or calcium oscillations, are extensively treated in modern textbooks
(Goldbeter 1996; Keener & Sneyd 1998; Winfree 2001; Fall et al. 2002). Many of these
oscillators can be categorized into three dynamical classes of periodic behavior which are
relevant for this work and are discussed below.
Sinusoidal Oscillators
The characteristics of the oscillators is their limit-cycle shape being a circle or close to
it, such that they show “smooth”, sinusoidal oscillations. Their phase velocity is almost
constant (= ω) over the entire cycle. Such oscillators are usually not derived in a bottom-
up-fashion from physiological arguments, however, they have been extensively used as
abstract prototype models for the investigations of populations of oscillators (Murray
1993; Winfree 2001).
Relaxation Oscillators
In the class of self-sustained systems called relaxation oscillators, two instantaneous
frequencies are prominent within one cycle: there are epochs of slow and fast motion
(Pikovsky et al. 2001; Keener & Sneyd 1998; Winfree 2001; Fall et al. 2002). Besides the
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van-der-Pol oscillator (which depending on the parameters can show both sinusoidal and
relaxation oscillations, (van der Pol 1926)) a prominent model that exhibits relaxation
oscillations is the FitzHugh-Nagumo (FHN) model, which is especially used to describe
oscillations that include a slow build-up and fast discharges of e.g., ion gradients in nerve
action-potentials, or calcium oscillations (Keener & Sneyd 1998). Also the CAM model
by Blasius et al. (1999b) shows relaxation-type oscillations.
Excitable Oscillators
There are two principal types of oscillators in the discussion of biological clocks (Win-
free 2001): i) clocks, which correspond to self-sustained limit-cycle oscillations and ii)
hourglasses, which need to be kicked by a stimulus before evolving one cycle, and which
can be represented by systems following excitable kinetics. For instance, if the control
parameters of a FHN oscillator are changed so that the system undergoes an inverse
Hopf-bifurcation, these oscillators can exhibit excitable dynamics (Winfree 2001; Fall
et al. 2002): after small perturbations, the system returns directly to its fixed point,
while a large (super-threshold) perturbation causes large transient deviations away from
the steady-state. The system runs through a large loop in the phase space - of about
the magnitude of a limit-cycle - before settling back in the fixed point, where it remains
until the next super-threshold stimulus takes place. This dynamics hence reminds of an
hourglass, which needs to be turned over each time before performing one cycle of activity.
Due to the existence of a threshold, excitable oscillators are also called threshold systems.
3.1.3 Stochastic Influences
The nonlinear dynamics of oscillators as described above are purely deterministic systems.
However, for a realistic description of biological rhythms, it must be taken into account
that natural systems are always subject to noise and fluctuations on their dynamics or
their environment (Kaiser 1999). In relation to oscillatory systems, these stochastic forces
play clearly different roles, depending on whether they act on clocks or on hourglasses,
i.e. limit-cycle or excitable oscillators.
Limit-Cycle Oscillators
According to the limit-cycle properties of having stable amplitudes but mutable phases
with respect to the impact of perturbations (see Appendix C), the main effect caused
by noise to limit-cycle oscillations are randomly introduced phase-shifts (Pikovsky et al.
2001). Hence for limit cycles, noise deviates the deterministic system from the perfect
execution of its function. As biological clocks are known to be very precise devices, it
has been proposed that plausible models for circadian oscillators must bear a design for
robust noise resistance (Barkai & Leibler 2000).
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Excitable Oscillators
In excitable systems, the impact of noise can have a different quality. There are many
examples for that wherever biological function is coupled to some kind of threshold dy-
namics, nature actively uses its noisy environment as a source of energy to improve the
rate of threshold passing (Garcia-Ojalvo & Sancho 1999; Freund & Po¨schel 2000). Besides
applications in molecular dynamics, such as, e.g., molecular motors, constructive effects
of noise appear in threshold systems by means of two effects:
• Stochastic resonance:
In a purely deterministic system, weak periodic stimuli from the environment might
not be strong enough to provoke periodic threshold passings, i.e. a detection of
the periodic stimulus. If there is an intermediate level of noise impinging on the
system, the additional kicks from the noise can amplify the weak signal, and induce
periodic threshold crossings with the same period as the external signal. This effect
of optimal signal detection at intermediate noise-levels is called stochastic resonance
(Gammaitoni et al. 1998). Meanwhile there are several examples - mostly in animal
behavior - where stochastic resonance has a significant function (Collins 1999), and
in the case of prey detection of paddlefish, stochastic resonance is shown to be
actively used by the fish to improve signal detection (Russell et al. 1999).
• Stochastic coherence:
Another constructive influence of noise on oscillatory systems is observed for the se-
quence of spikes in a noise-driven excitable system. Without an external signal, and
without noise, excitable systems are quiescent. With increasing noise, the frequency
of threshold crossings increases, until at an intermediate noise-level the system is
triggered in such a fashion, that its dynamics has an optimal coherence, i.e. the
excursions from steady-state are as regular as if the system exhibited relaxation os-
cillations, which is manifest in an interspike-interval with low variability and a mean
value close to the limit-cycle frequency. This effect is called stochastic coherence,
and has been conjectured to be of particular importance for the degree of order in
ensembles of neuronal (excitable) oscillators (Pikovsky & Kurths 1997).
3.2 Estimation of Individual Rhythm Quantities
This section presents and discusses methods to quantify the rhythmic characteristics, i.e.
periodicities, amplitude and phase dynamics of a given timeseries x(t), represented by
the values xk sampled at times tk, k = 1, ...Nk . Details of the numerical aspects of these
methods are given in Appendix C.
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3.2.1 Periodogram Analysis
There is a variety of mathematical approaches to obtain a periodogram, that is, the power
of a certain periodicity contained in the signal as a function of its frequency.
Fourier Periodogram
The traditional approach is based on the Fourier decomposition theorem which states
that any timeseries can be decomposed into a series of sine wave with a fundamental
periodicity and higher harmonics ωm. If the times tk are equally spaced, i.e. tk = k · δt
the periodogram PFT is obtained by means of the Discrete Fourier Transform (DFT),
respectively the Fast Fourier transform (FFT):
PFT (ωm, xk) =
1
σ2
[∑
k
xk · cos(kωmδt)
]2
+
[∑
k
xk · sin(kωmδt)
]2 (3.1)
where
σ2 =
1
Nk − 1
∑
k
x2k, and, ωm =
2pim
tNk − t1
= 2piνm (3.2)
are the standard deviation of the signal and the natural frequencies of the system, respec-
tively.
There is a number of difficulties involved in the application of this method to biological
data: i) recordings are not always available as a strictly equal spaced series and ii) in
many cases only a short timeseries, i.e. a few periods of a rhythm can be recorded. As
Fourier methods are restricted to the natural frequencies νm which are integer multiples
of the length of the timeseries, an attribute of the spectra of short timeseries is the low
frequency resolution which is δν = 1/(tNk − t1).
Lomb-Scargle Periodogram
A generalization of the classical periodogram (Eqs. 3.1,3.2) known as the Lomb-Scargle
periodogram (Lomb 1976; Scargle 1982) has been found to have more acceptable properties
for the analysis of biological data (Van Dongen et al. 1999; Ruf 1999). In this type of
periodograms the dimensionless power PLS(ω) is proportional to the total power of the
sinusoid at angular frequency ω that best fits the timeseries in the least-square sense
(Press et al. 1992):
PLS(ω, xk) =
1
2σ2
(
[
∑
k(xk − x¯) · cos(ω[tk − θ])]2∑
k cos2(ω[tk − θ])
+
[
∑
k(xk − x¯) · sin(ω[tk − θ])]2∑
k sin
2(ω[tk − θ])
)
(3.3)
where σ2 again is the standard deviation of the xk, x¯ is the temporal mean of the timeseries,
and
θ =
(
1
2ω
)
tan−1
[∑
k sin(2ωtk)∑
k cos(2ωtk)
]
. (3.4)
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A considerable advantage in comparison to the Fourier approach is that the analysis is
based on singular points, and the length of the timeseries does not enter directly the
calculation. By oversampling, the frequency resolution can be improved. Figure 3.1
shows a comparison of PFT (ω) and PLS(ω) for the strictly periodical timeseries x =
sin
(
2pi
7
t
)
+ sin
(
2pi
10
t
)
. The timeseries (Fig. 3.1A) is analyzed in two intervals. One from
time=100 to 1000 (Fig. 3.1B) and one from t=100 to 145 (Fig. 3.1C). Whereas in the
long timeseries the Lomb-Scargle methods does not show any differences compared to the
Fourier spectrum, the advantages for short timeseries are obvious. Even though the peak
amplitudes are not equal as would be expected, the frequencies of the maxima (1/10 and
1/7=0.143) are quite accurately recovered in the Lomb-Scargle periodogram (black line),
while the Fourier spectrum hardly allows to draw any conclusions at all (grey line). Once
Figure 3.1: Comparison of periodograms from Fourier and Lomb-Scargle methods. A: Timeseries
x = sin
(
2pi
7 t
)
+ sin
(
2pi
10 t
)
. B: PLS (black line) and PFT (grey line) of the section from 100 to 1000 time
units. C: PLS (black line) and PFT (grey line) of the section from 100 to 145 time units. Spectral powers
are normalized to the maximum. PLS was computed with 8-fold oversampling.
there is a survey which periodicities are prominent in the timeseries, it is also possible to
quantify the value of the dominant period τ dom = τ(max(PLS(ω, xk)), which is the one at
which the periodogram is maximal.
3.2.2 Phase and Amplitude Analysis
The analysis of amplitude and phase as used in this work is based on obtaining the
analytic signal ak, which is a timeseries of complex numbers derived from xk and its
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Hilbert transform (HT) hk (Pikovsky et al. 2001):
ak = xk + ιhk = Ake
−ıϕk (3.5)
The effect of the HT is equal to an ideal filter with unity amplitude response and the
phase response being a constant pi/2 lag at all Fourier frequencies. Mathematical details
of the computation of hk are given in Appendix B.
The instantaneous amplitude A(xk) and phase ϕ(xk) are obtained from xk and hk by the
relations
A(xk) ≡ Ak =
√
x2k + h
2
k (3.6)
ϕ(xk) ≡ ϕk = arctan
(
hk
xk
)
(3.7)
Given the phase ϕ(t) as a function of time, also the unwrapped phase ψ(t) can be cal-
culated. The dominant frequency can then be estimated by the slope of a linear fit to
ψ(t).
3.2.3 Non-Rhythmic Contributions
The experimental data being dealt with in this work are generally non-stationary, i.e. the
amplitude changes from oscillation to oscillation and the mean value of the oscillation is a
function of time, i.e. there are low-frequency or polynomial trends in the timeseries. In the
context of circadian rhythms, where the decisive periods are between 20 and 28 h, these
trends may be removed from the signal without damaging the aim of the investigation.
This is also a necessary step to obtain a stationary reference point for the phase and
amplitude analysis (Pikovsky et al. 2001).
Here, a present non-periodic trend is estimated by least-square fitting the data to a
polynomial of 4th order, using a singular value decomposition method (Press et al. 1992).
This trend is subtracted from the original signal before its further processing.
To obtain a meaningful phase and amplitude, it has to be a single-component (narrow-
band) signal, i.e. possess only one peak in the spectrum (Boashash 1992; Pikovsky et al.
2001). Therefore for the calculation of the phase, the detrended signal has been bandpass-
filtered with a permissive band between 20 and 28 h (see Appendix C).
Examples and practical hints for phase- and amplitude-analysis by means of the Hilbert
transform are discussed in the literature (Rosenblum et al. 2001; Pikovsky et al. 2001).
3.3 Theory of Multi-Oscillator Systems
Dealing with a multitude of self-sustained oscillators raises two fundamental questions
about the nature of the ensemble: i) whether there is interaction among the individual
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oscillators, and ii) whether the oscillators are spatially ordered. First, this section briefly
introduces a definition and some basic features of synchronization, the crucial phenomenon
in oscillator interaction.
3.3.1 Synchronization
Synchronization is a central subject in rhythm research (Mackey & Glass 1988; Pikovsky
et al. 2001; Glass 2001). However, as there is a bewildering range of definitions for
synchronization, a few sentences are spent on the way synchronization is interpreted in
this work.
Definition
In general terms, synchronization is understood as an adjustment of rhythms of oscillating
objects due to their weak interaction (Pikovsky et al. 2001). This definition contains
a number of conditions about suitable systems and interactions allowing to speak of
synchronization in the sense of this definition. Without going into details, the most
important pre-requisites are that the oscillating objects exhibit self-sustained oscillations,
i.e. are active, self-sustained oscillators. Their interactions must be weak in the sense that
the boundaries between the systems remain clear. Making the coupling links so strong
that the oscillating units are actually merged to one big single system is not a case of
synchronization. The notion of rhythm adjustment leads to the mathematical definition
of synchronization.
In this work synchronization understands the interaction of two autonomous oscillators
given by timeseries xk, yk that the phase difference is bound for all times tk
|∆ϕk| = |ϕ(xk)− ϕ(yk)| < const. (3.8)
This kind of phase relation being fulfilled by two oscillators is also called phase-locking.
A further notion linked to synchronization is entrainment, or frequency locking describing
the situation when two oscillators with different native frequencies due to their interaction
lock to a common frequency. Notice that this definition only considers phase-relations
averaged over various cycles. According to this definition, oscillators showing differences
in their amplitude or temporally deviating from a certain phase-difference, may still be
synchronized.
For the simplest case of two oscillators, there are two scenarios of interaction: either they
are in a master-slave relation, with one-directional coupling, or they are bi-directionally,
i.e. mutually, coupled.
Synchronization by External Force
In the case when one oscillator is driven by an external periodic signal the crucial question
is under which circumstances the driven system locks to the frequency and phase of the
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driver (Kaiser 1996, 2000). This is mainly a function of the frequency and the amplitude of
the driver. Synchronization is also applied to cases of higher-order (n:m) phase locking, i.e.
when nϕ(x)−mϕ(y) <const. is fulfilled. In such cases, during n oscillations of the driver,
the slave performs m oscillations. A scheme of a typical diagram of driven oscillators is
shown in Fig. 3.2, exhibiting the typical resonance horns, or Arnold’s tongues, where
the driven system locks to the driver. Between the shaded regions of synchronization,
quasi-periodic and chaotic behavior occurs (Kaiser 1996, 2000).
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Figure 3.2: Sketch of a resonance diagram of a driven oscillator. The ordinate represents the driver
amplitude, the abscissa the driver frequency. Shaded areas mark the zones where the system is phase-
and frequency locked to the driver (Arnold’s tongues).
Mutual Synchronization
In the case of two bi-directionally coupled oscillators, synchronization deals with the same
question as before, i.e. for which values of coupling strength and frequency mismatch,
phase- and frequency locking occurs. However the mutual coupling gives rise to a more
complex situation, compared to the one-directional coupling, which allows for additional
dynamical phenomena. For instance diffusive coupling can lead to the phenomenon of
oscillation death, i.e. a stopping of both oscillators due to their mutual coupling, which
may occur for a large frequency detuning and coupling strengths (Pikovsky et al. 2001).
The mutual synchronization of a multitude of oscillators is discussed in the next section.
3.3.2 Categories of Collective Rhythms
Two criteria have been shown to be useful for a categorization of multi-oscillator systems,
i) the question, whether the individual oscillators are spatially ordered, and ii) if there
are interactions between them (Winfree 2001). In this context interaction/coupling is
defined as an immediate connection between two oscillating systems, parametric links
(e.g. gradient coupling) do not fall under this definition. Table 3.1 surveys the four
resulting classes of systems, which are briefly described in the following.
30 3 Quantitative Description and Analysis of Rhythmic Ensembles
Spatially arranged Coupled Typical phenomenon Examples
no no Rhythm adjustment by external
signals
Geographically separated animal
populations
no yes Synchronization by all-to-all cou-
pling
Firefly flashing, cell populations
in a shared nutrient medium
yes no Phase waves “La Ola” mexican stadium wave,
Calcium waves
yes yes Pattern formation, traveling
waves
Animal fur patterns, structures
in neural tissue
Table 3.1: Categories of collective rhythmicity. A survey of the most important phenomena and
examples of the four categories discussed in the text are given.
Spatially Unarranged, Uncoupled Oscillators
In the case of an ensemble of oscillators which is neither spatially ordered, nor coupled,
the endogenous, aggregated dynamics depends only on the homogeneity of the parame-
ters and the initial conditions of the individual oscillators. The population phase scatter
induced by heterogeneity or individual noise can be reduced by external stimuli working
on all oscillators, and periodic exogenous stimuli can induce synchrony in a population of
isolated oscillators (Ranta et al. 1997; Cazelles & Boudjema 2001).
Prominent examples are the correlated fluctuations of populations of Soay sheep on dif-
ferent islands in the St Kilda archipelago (Grenfell et al. 1998), or the synchronization of
caribou and musk oxen populations separated by up to 1000 kms, which is assumed to
be mediated by the large-scale climate system of the North Atlantic Oscillation (Post &
Forchhammar 2002).
Spatially Unarranged, Coupled Oscillators
Interactions between randomly positioned oscillators are viable by all-to-all coupling. The
individual elements contribute to an aggregated quantity which in turn represents a signal
to which individuals may adjust their rhythms. This class of dynamics has been thor-
oughly investigated with respect to population synchronization as a function of frequency
heterogeneity and coupling strength. This is the Kuramoto model for a phase transition
from desynchronization to synchronization (Kuramoto 1984; Strogatz 2000). In vivo, such
scenarios are seen, e.g., in the synchronous flashing of fireflies (Buck & Buck 1976) and
in the circadian rhythm of cell suspensions of the unicellular dinoflagellate Gonyaulax
polyhedra (Broda et al. 1986). In the latter one, synchronization of the cell takes place
only if the medium of the cells is not changed, suggesting that cells communicate via a
substance they produce, and which has a phase-shifting capacity.
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Spatially Ordered, Uncoupled Oscillators
Heterogeneity is the key factor for spatio-temporal structures in spatially ordered yet un-
coupled systems. The most striking phenomenon are phase- or pseudo-waves (see (Winfree
2001) and references there). They emerge from a spatial gradient in timing, and not from
the propagation of a disturbance like is the case in real waves. Hence, they are not de-
scribed by a wave equation, but only by the spatial distribution of parameters determining
the phase.
They have been first discovered in the Belousov-Zhabotinsky reaction, where their local
character has been proven by the propagation of such waves over a non-permeable barrier
(Kopell & Howard 1973). More recently, this kind of dynamics has been observed in
intercellular calcium waves and are also of interest for pulse propagation from the sinoa-
trial node in cardiac tissue (Keener & Sneyd 1998). The most elusive example for phase
waves maybe are the mexican stadium waves (“La Ola”), when spectators jump from their
seat in a spatially and temporally ordered sequence, thus mimicking a wave propagating
around the stands.
Even though no spatial aspects have been discussed in (Beck et al. 2001), their multi-
oscillator hypothesis of circadian rhythm generation in leaves of CAM plants also belongs
to the class of uncoupled but spatially arranged ensembles (see Chapter 4).
Spatially Ordered, Coupled Oscillators
In populations of coupled limit-cycle oscillators rich spatio-temporal dynamics can be
observed. The paradigm of such systems are reaction-diffusion systems, given by PDEs
of the type
∂x
∂t
= F (x, y) + dx∇2x (3.9)
∂y
∂t
= G(x, y) + dy∇2y (3.10)
The F and G describe the local non-linear dynamics/reactions and the second terms the
diffusion of the reactants in space. Depending on the kinetics and coupling strength, those
systems describe examples of morphogenesis, of pattern formation in bacteria, populations
of amoebae, in neural and cardiac tissue etc. (Murray 1993; Keener & Sneyd 1998; Ball
1999; Winfree 2001). The typical patterns to be observed are propagating waves like
concentric or spiral waves, furthermore so-called Turing patterns can emerge from such
systems.
In circadian systems, the mammalian clock situated in the supra chiasmatic nucleus,
consisting of a population of coupled neurons, which all exhibit a circadian rhythm on an
individual basis, belongs to this class (Welsh et al. 1995). The aggregated output of this
system in dependency on the coupling-architecture and -strength has been modeled by
(Achermann & Kunz 1999).
32 3 Quantitative Description and Analysis of Rhythmic Ensembles
It should be noticed that certainly the effects observed in uncoupled systems, can as well
appear in coupled systems. The same way, effects of unarranged systems may also appear
in an spatially arranged one.
3.4 Analysis of Collective Rhythms
The first step to assess a population of n = 1, ..., Nn oscillators with individual timeseries
xnk is to consider the statistics of the characteristic rhythm quantities.
3.4.1 Meanfield and Amplitude Statistics
Meanfield Rhythm
A fundamental step in rhythm analysis is to compute the meanfield rhythm xˆk by arith-
metically averaging over individual rhythms and to apply analysis tools for individual
oscillators to it.
xˆk ≡ 〈xnk〉i = Σnxnk
Nn
(3.11)
Notice the difference between the amplitude of the meanfield rhythm and the average
of individual amplitudes 〈Ank〉i, which is due to the fact that the meanfield amplitude
depends on the phase statistics of the ensemble as well:
A(xˆk) =
ΣnAnke
iϕnk
Nn
6= ΣnAnk
Nn
= Aˆk (3.12)
Phase Statistics
To study the statistics of phases in a population of oscillators as a function of times tk, one
can think of the set of phases ϕnk to be represented by points on a circle of unity radius,
located at a the specific angle ϕnk. As arithmetical analysis of such a circular population
would give erroneous results, circular statistics have to be applied (Benedito-Silva 1999).
The essence of this approach is to associate vectors ~enk = (cosϕnk, sinϕnk) with each ϕnk
(Fig. 3.3A) and calculate the mean vector
~Rk =
∑
n ~enk
Nn
=
(
∑
n cosϕnk,
∑
n sinϕnk)
Nn
(3.13)
The population average of phases ϕˆk is then given by the angle of ~Rk.
ϕˆk = arctan
(∑
n sinϕnk∑
n cosϕnk
)
(3.14)
Rk = | ~Rk| =
√
(
∑
n cosϕnk)2 + (
∑
n sinϕnk)2
Nn
(3.15)
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The length Rk = | ~Rk| depends on the population phase scatter. R has values between 0
and 1, the former being attained when the ϕnk are homogeneously distributed over the
circle, and 1 when all ϕnk are identical (Benedito-Silva 1999). The value Dk = 1− Rk is
thus a measure for the phase dispersion of the population (Fig. 3.3B/C).
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Figure 3.3: Circular statistics and vectorial mean. A: The phases ϕn of each oscillator are plotted as
a spot on a circle of unit radius. Vectors ~en connect these points with the origin. B: The phase scatter
leads to a reduction of the vector ~R (white tip), which is the vectorial sum of all ~en. Its length R is thus
a measure for the phase coherence of the population. C: Like in B, but with a stronger phase scatter,
thus a reduced R.
Dk = 1− | ~Rk| = 1−
√√√√(∑n cosϕnk
Nn
)2
+
(∑
n sinϕnk
Nn
)2
(3.16)
Frequency Distribution
In order to survey the diversity of the frequency scatter in the population it is useful to cal-
culate the dominant frequencies in the individual powerspectra νdomn = ν(max(PLS(ω, xnk)))
and consider its distribution over Nq bins pq(ν
dom).
3.4.2 Spatiotemporal Dynamics
The purely statistical analysis of the previous section applies to all kinds of ensembles,
spatially ordered or unordered. In the case of spatial arrangement of the individuals -
as in the case of cells in leaf tissue - additional levels of analysis have to be applied in
order to extract the spatial information in addition to the temporal one. Two classes of
approaches exist: either one quantifies the spatial structure of the population at each tk,
thus obtaining a timeseries of spatial quantities (Fig. 3.4A), or one maps the individual
rhythm characteristics in each pixel of the image (Fig. 3.4B).
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Figure 3.4: Strategies for the analysis of spatiotemporal data. A: Analysis of spatial structures in each
image monitors the temporal development spatial structures. B: Timeseries analysis of each pixel yields
the spatial distribution of rhythm characteristics.
Timeseries of Spatial Characteristics
Given a 2-dimensional matrix of elements xij, i = 1, ..., Ni, j = 1, ..., Nj at times tk, the
challenge is to find an algorithm Fij that generates a quantity F being a measure for the
spatial structure in xij. Applied at each tk one gets a timeseries Fk = Fij(xijk). Examples
for this approach are given in (Albano et al. 1996; Hu¨tt & Neff 2001; Hu¨tt 2001)
Images of Temporal Characteristics
Different from these, this work features an approach as in Fig. 3.4B, i.e. the temporal
dynamics of each pixel xijk is subjected to a tool of timeseries analysis Gk (as discussed
in chapter 2.2), yielding an image Gij = Gk(xijk) which is then subject to biological
interpretation and discussion.
3.4.3 Rhythm Relations
A crucial question concerning populations of rhythmic elements is the relatedness of the
individual parts. The tools applied here to give a quantitative answer to this question are
correlation functions, the average phase difference, and the synchronization index.
Correlation Function
A straightforward measure of the similarity of two different timeseries x and y is given by
the cross-correlation C(x : y). Its values range from -1 (identical shape, but with inverse
signs) over 0 (no similarity at all) to 1 (identical shape).
C(x : y) =
∑
k(xk − x¯)(yk − y¯)
σxσy
(3.17)
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where σx, σy are the standard deviations of timeseries x and y, respectively. In many cases
two correlated processes are phase-shifted by a certain time lag. Hence, the correlation
C(xLxy : y) =
∑
k(xn+L − x¯)(yk − y¯)
σxσy
(3.18)
as a function of the discrete time lag Lxy is called correlation function.
Phase Difference
An easy way to obtain the average phase difference between two series x(t) and y(t)
∆ϕ(X : Y ) = 〈∆ϕk〉k = 〈ϕ(xk)− ϕ(yk)〉k (3.19)
is again based on circular statistics. The difference to the population average ϕˆ is that
here the average is over the k values of the timeseries ∆ϕk and not over the n values of
the population of phases at time-step k.
∆ϕ = arctan
(∑
k sin∆ϕk∑
k cos∆ϕk
)
. (3.20)
Synchronization Index
The synchronization index S(x : y) is based on the distribution of the phase differences
in time ∆ϕk. Therefore ∆ϕk are mapped into q = 1, ..., Nq bins ∆ϕq with probability
p(∆ϕq). If the timeseries are not synchronized, ∆ϕq will be a uniform distribution, as
p(∆ϕq) is constant between −pi and pi. If the timeseries are completely synchronized, and
∆ϕk = ∆ϕ0 = const. for all times, the distribution has one single peak p(∆ϕ0) = 1. A
measure to quantify the form of the distribution ∆ϕq is given by the Shannon entropy
(Shannon 1948)
H(∆ϕq) =
∑
q
p(∆ϕq,LXY ) ln p(∆ϕq,LXY ) (3.21)
which is lnNq for a uniform distribution and 0 for a single peak. The synchronization
index is thus calculated as (Tass et al. 1998; Tass 1999; Rosenblum et al. 2001; Pikovsky
et al. 2001)
S(X : Y ) = 1− H(∆ϕq)
Hmax
= 1 +
∑
q p(∆ϕq) ln p(∆ϕq)
lnNq
(3.22)
As before, also a time lag LXY can be introduced by considering ∆ϕq,LXY
S(XLXY : Y ) = 1−
H(∆ϕq,LXY )
Hmax
= 1 +
∑
q p(∆ϕq,LXY ) ln p(∆ϕq,LXY )
lnNq
(3.23)
The quantity Hmax is the maximum entropy of the distribution and reads
Hmax = lnNq (3.24)
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The optimal number of binsNq for a series withNk samples is given by (Otnes & Enochson
1972)
Nq = exp(0.626 + 0.4 lnNk) (3.25)
The significance bounds of S(X:Y) can be determined by Monte-Carlo error estimation
with white-noise surrogate data (Tass et al. 1998; Tass 1999). The 95% quantile S95 of
the surrogate data analysis is subtracted from the values obtained from the original data,
setting to zero all values which are negative after subtraction of S95. Due to this fact the
maximum value of S is usually less than 1.
The synchronization index has recently been compared with other measures of relatedness,
and resulted to be a fairly robust estimator and detector of the degree of synchronization
(Quian Quiroga et al. 2002)
4 Simulations of Multi-Oscillator
Rhythm Generation
The present chapter deals with the hypothesis that certain properties of the whole-leaf
gas exchange rhythm of Kalanchoe¨ daigremontiana are not explainable at the level of an
individual oscillator, but can be understood as the result of the collective dynamics of
a multitude of oscillators. This is accomplished by comparing populations of uncoupled
excitable oscillators, such as the CAM model by Blasius et al. (1999b), with collectives of
non-excitable systems. Special interest is on the influence of noise, parametric inhomo-
geneity and effects of the individual amplitude dynamics in such populations.
4.1 Excitable Systems
4.1.1 CAM Oscillator
The currently unique quantitative model for CAM - in this section entitled CAM model -
is discussed in detail in Blasius (1997); Blasius et al. (1999b). This section briefly depicts
its physiological structure and mathematical formulation. Furthermore it will be shown
that the dimension of the system can be reduced, revealing dynamical equivalence with
the FitzHugh-Nagumo (FHN) model, a minimal model for excitable oscillators.
Physiological Bases
The CAM model consists of three metabolic pools, leaf internal CO2 concentration (ci
), cytoplasmic malic acid (mc ), and vacuolar malic acid (mv ), being connected by the
fluxes j1, j2, j3 (Fig.4.1A). Three environmental control parameters are implemented to
the model, light intensity L, temperature T and external CO2 concentration (ca). One
important feedback loop is the inhibition of CO2 fixation by PEPC being exerted by malic
acid (Flux j2). The main pacemaker is formed by the positive feedback of mv on its own
eﬄux from the vacuole (flux j1), incorporating the order of the tonoplast membrane.
This feedback loop is based on the following chain of assumptions:
• The eﬄux of malic acid from the vacuole occurs mainly in the form of passive
diffusion of the undissociated acid through the lipid-matrix of the tonoplast.
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• The permeability of the lipid-matrix depends on the degree of order of the lipid
molecules.
• The degree of order is a nonlinear function of the average space per molecule
• The total number of lipid molecules in the tonoplast is constant, hence a bigger
volume and surface of the vacuole implies more space per molecule.
• Due to osmosis, the volume of the vacuole increases and shrinks proportionally to
the malic acid concentration.
Neff et al. (1998) developed a thermodynamic model for the order of the lipid matrix
in dependence on temperature and the average space per molecule. The physiologically
relevant result is plotted in Fig. 4.1B. For an intermediate temperature range, there is
a bistable relation between mv and the permeability of the tonoplast, providing oscil-
latory behavior. For high and low temperatures, the bistability vanishes, and there is
only steady-state behavior (Fig. 4.1C). j3 describes the fluxes of CO2 as they occur in
C3 -photosynthesis, i.e. CO2 -uptake from the ambient air, respiration and fixation via
the Calvin cycle. Stomatal conductance is fully governed by cc via ci (cf. Fig. 2.2A),
respiration is suppressed by cc and L, and CO2 -fixation is linearly enhanced by L.
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Figure 4.1: The CAM model (Blasius 1997; Blasius et al. 1999b). A: Diagram of the variables of the
model, the metabolic fluxes and the flux regulation by L, T . Explanations see text. B: The rate of
change of vacuolar malate (m˙v) as a function of the concentration of vacuolar malate (mv). For T = 245
arbitrary units (a.u.), bistability prevails. C: The same picture as B, only that the bistability is not
present anymore at higher temperature, here e.g. T = 255 a.u.
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Mathematical Formulation
Mathematically, the CAM model consists of four differential equations, for the three
metabolic pools as well as the degree of tonoplast order (s).
ε
dcc
dt
= −j2 + j3 (4.1)
ε
dmc
dt
= −j1 + j2 (4.2)
dmv
dt
= +j1 (4.3)
ζ
ds
dt
= g(s, T )−mv (4.4)
j1 = kcmc − mv
s
(4.5)
j2 =
cc
mc
−mc (4.6)
j3 = kj
ca − cc
exp(kgcc)
− Lcc + kr 1
(1 + L/Lk)(1 + cc/cr)
(4.7)
The smallness parameter ε accounts for the volume ratio of cytoplasm and vacuole, which
in K. daigremontiana is about 3:97 (cytoplasm:vacuole). This is a necessary implemen-
tation to recover the mismatch of the j describing material fluxes, and the variables
describing concentrations. The function g(s,T) gives the equilibrium value of s which is
numerically calculated according to Neff et al. (1998) for the relevant range of s and T ,
and made available to the given system of ODEs via a look-up table. A third time-scale is
given by ζ, representing the relaxation-time of the membrane to equilibrium. The param-
eters used are identical to Blasius et al. (1999b) and given in the Table 4.1. Simulations
of the dynamics of this model are shown in the left column of Fig. 4.2.
kr kc kj kg ki Lk cr ² ζ ca L T
1 5.5 1 1.5 0.1 0.5 1 0.001 0.35 1 1 245
Table 4.1: Parameters of CAM model (Eqns. 4.1 - 4.7). The three rightmost parameters ambient CO2 ,
light intensity and temperature are subject to variation according to the simulation protocol.
Dimension Reduction
As described by the smallness parameter, changes of the cytoplasmic pools cc and mc
occur much faster than changes of mv , which means they are essentially at steady-state.
By adiabatic elimination, or the pseudo-steady state hypothesis (Murray 1993), cc and
mc may be replaced by their steady-state values c
s
c, m
s
c. Assuming j1 = j2 = j3, together
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with the pseudo steady state hypothesis the system can be reduced to a two dimensional
system closed in mv and s (Blasius 1997)
csc = c
s
c(m
s
c, ca, cr, kj, kr, kc, kg, Lk) (4.8)
msc =
mv
2s(1 + kc)
+
√√√√( mv
2s(1 + kc)
)2
+
cc
1 + kc
(4.9)
dmv
dt
= kc
√
csc −
mv
s
(4.10)
ζ
ds
dt
= g(s, T )−mv. (4.11)
This two-dimensional system is an excitable oscillator, the dynamical properties of which
are congruent to the Fitzhugh-Nagumo oscillator.
4.1.2 Fitzhugh-Nagumo Oscillator
A wide range of physiological rhythms have been modeled by excitable oscillators (Keener
& Sneyd 1998), see also Chapter 3.1.2. Just as in the case of the CAM oscillator, common
to many of these system is their reducibility to a 2-dimensional description, the so called
generalized FitzHugh-Nagumo (FHN) equations.
ε
du
dt
= f(u, v) (4.12)
dv
dt
= g(u, v) + I (4.13)
The nullcline f(u, v) = 0 is of cubic shape, i.e. for a finite range of values v there exist
three solutions u = u(v) for f(u, v) = 0, whereas the nullcline g(u, v) = 0 is assumed
to have precisely one intersection with f(u, v) = 0. The parameter I is a generalized
control parameter which represents external stimuli on the system. This is a minimal
description for excitable systems, exhibiting the complete set of characteristic dynamics,
without relying on physiological details of the modeled system.
Mathematical Formulation
From the entire class of equations compatible with the generalized FHN system, in this
work the van der Pol equations (Kaiser 1980, 1996; Pikovsky & Kurths 1997; Keener &
Sneyd 1998) will be considered
ε
du
dt
= u− u
3
3
− v (4.14)
dv
dt
= u+ a (4.15)
Like the the reduced CAM oscillator, except for the smallness parameter ε this model has
only a single control parameter, a
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4.1.3 Deterministic Dynamics
The dynamics of the FHN in dependence on a are congruent to the CAM oscillator’s in
dependence on T . For |a| > 1 the system shows a steady-state, and for |a| < 1, limit-cycle
dynamics arise. Phase portraits of both CAM and FHN oscillator are given in Fig. 4.2.
Figure 4.2: Phase-portraits of excitable oscillators. Left column: CAM oscillator, Eqns. (4.1)-(4.7),
parameters like in Table 4.1. The top image shows the phase-portrait for limit-cycle oscillations, T = 245.
The bottom figure exhibits the phase-portrait into steady-states at T = 255 and T = 240. For comparison,
the limit-cycle of the top image is overplotted in grey. Right column: FHN oscillator, Eqs. (4.14,4.15),
ε = 0.01. The top figure again shows the limit-cycle regime a = 0. The bottom figure shows the
development into steady-states (¦) for a = 1.05 and a = −1.05. The limit-cycle for a = 0 is overplotted
in grey.
As the FitzHugh-Nagumo model has less parameters and does not rely on lookup-tables to
obtain the variables, it is numerically handled with greater ease than the CAM oscillator.
For that reason, and as the rest of this chapter as well as Chapters 5 and 6 will focus on
dynamical behavior only without discussing physiological details, the FHN system will be
used to represent systems with excitable kinetics, and therefore also the predicted CAM
dynamics.
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4.1.4 Stochastic Dynamics
As stated in Chapter 3.1, stochastic forces such as noise, may have constructive influences
in excitable systems. In order to investigate corresponding hypotheses, a noise term is
added to the FHN system Eqs. (4.14,4.15) giving
ε
du
dt
= u− u
3
3
− v (4.16)
dv
dt
= u+ a+ η (4.17)
η represents white noise, having the properties
C(η(t) : η(t′)) = Qδ(t− t′), η¯ = 0 (4.18)
where Q represents the noise amplitude. Figure 4.3 shows the stochastic dynamics of the
FHN system for Q=0.05 in three different dynamical regimes: (A) the oscillatory regime
(a = 0.85), (B) the excitable regime (a = 1.05) and finally (C) the quiescent steady-state
regime (a = 1.25).
Figure 4.3: Stochastic dynamics of the FHN oscillator Eqns.(4.14),(4.15) for different values of a.
Q = 0.05, ε = 0.01. A: Oscillatory regime (a = 0.85), B: excitable regime (a = 1.05), C: steady-state
regime (a = 1.25)
The most significant feature of the FHN system is the excitability (Fig. 4.3B), where
noise causes large excursions from the steady-state, i.e. the typical hourglass dynamics
are exhibited (ref. discussion in Chapter 3.1). With increasing |a| the threshold raises
and higher noise intensities would be necessary to yield large-amplitude spikes.
4.2 Oscillatory Systems
While the FHN oscillator is a minimal model for an excitable system, it is not a minimal
description for limit-cycle systems in general. Refraining from the excitability property,
one can pass to even simpler models, of which the limit-cycle shape can be given by
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analytical expressions for various external control parameters. This allows to explicitly
control rhythm properties like amplitude damping and frequency tuning, which would be
much harder to do in the FHN system.
4.2.1 Minimal Description of Limit-Cycle Dynamics
The simplest limit-cycle possible is given by a circle with radius r0 and a constant instan-
taneous circular frequency ω. Such a behavior in phase space is represented by so called
λ− ω systems which are described by the system of ODEs (Murray 1993)
dr
dt
= rλ(r) (4.19)
dϕ
dt
= ω(r) (4.20)
λ(r) is a positive function of r for 0 ≤ r < r0 and negative for r > r0, and so λ(r0) = 0, and
ω(r) is a positive function of r. The limit-cycle solution is then r = r0, ϕ(t) = ω(r0)t+ϕ0
with ϕ0 = const. A simple realization of λ and ω is given by λ(r) = (r
2
0 − r2) and ω =
const. The ODEs then read
dr
dt
= r(r20 − r2) (4.21)
dϕ
dt
= ω (4.22)
Transforming to Cartesian coordinates by setting x = r cosϕ and y = r sinϕ yields
dx
dt
= x(r20 − x2 − y2)− ωy (4.23)
dy
dt
= ωx+ y(r20 − x2 − y2). (4.24)
4.2.2 Implementation of External Influences
Limit-Cycle Displacement and Amplitude Variation
Peterson & Jones (1979) modeled the impact of constant light on fly populations by
making r20 and the center of the cycle (xs, ys) dependent on light intensity L (see also
Peterson (1980)): r20 = r
2
0(L), ys = ys(L), ω = −1 yielding from Eqs. (4.23,4.24)
dx
dt
= (y − ys) + x(r20 − x2 − (y − ys)2) (4.25)
dy
dt
= −x+ (y − ys)(r20 − x2 − (y − ys)2). (4.26)
These equations describe an oscillation with light-dependent amplitude r0 around point
(0,ys). In the limit of L → ∞ the amplitude of the oscillations vanishes r0 → 0, i.e. the
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system mimics a transition to steady state, even though remaining oscillatory.
In Peterson & Jones (1979) the parameter dependencies on L were given as
r20 = exp(−kL) (4.27)
ys = y∞(1− exp(−kL)). (4.28)
Here, this approach is expanded, to also include a second environmental quantity, sup-
posed to be the temperature and hence labeled T , which works in an analogous fashion
on x as L works on y, i.e. it induces a displacement of the limit cycle and a reduction of
the amplitude. r20 then becomes a function of both L and T , reading
r20 = exp(−k(L+ T )) (4.29)
xs = x∞(1− exp(−kT )). (4.30)
Damping Constant and Free-Running Period
In Peterson & Jones (1979); Peterson (1980) a further parameter ε is implemented. It
changes the velocity with which the phase-trajectory approaches the limit-cycle and is
hence a control parameter for rhythm damping. While in the original work, this parameter
is set to ε = 1, here it is also thought to be dependent on L and T ,
ε = ε0 exp(kε(L+ T )). (4.31)
This is justified by experimental findings, showing that high temperatures and light in-
tensity lead to a quicker decay of the rhythm amplitude (Buchanan-Bollig 1984; Johnson
et al. 1998). Both of these works also stress the fact that the free-running period depends
on L, with τ increasing at higher light intensities. Hence the cyclic frequency ω can also
be given as a function of L
ω = − exp(−kωL). (4.32)
All together the equations of the displaced limit-cycle (DLC) oscillators as used in this
work are
dx
dt
= −ω(y − ys) + εx(r20 − (x− xs)2 − (y − ys)2) (4.33)
dy
dt
= ω(x− xs) + ε(y − ys)(r20 − (x− xs)2 − (y − ys)2), (4.34)
with the dependencies of ε, ω, r20, xs, and ys on L and T being given by Eqs. (4.28) - (4.32).
4.2.3 Deterministic Dynamics
Figure 4.4 shows the effects of changed parameters L and T . The top row shows a scenario
with high-amplitude oscillation, L = T = 0. The middle row exhibits dynamics with
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slightly increased environmental quantities, i.e. L = T = 0.5 giving rise to oscillations
with a diminished amplitude around a displaced center of the limit cycle. The bottom row
shows the situation mimicking steady-state dynamics. With L = T = 2.5, the amplitude
is almost diminished. As the system evolves around the point (x∞, y∞), i.e. the trajectory
remains close to one single point, it accounts for the phase-holding being characteristic
for the conditional expression of circadian rhythms.
Figure 4.4: Phase portrait and time series of free-running DLC oscillations for various values of L and
T . A,B: L = T = 0. C,D: L = T = 0.5. E,F: L = T = 2.5, notice that the amplitude remains greater
than 0 for times greater than 50. For all images: x∞ = 1., y∞ = 1., k = 4., kε = 1., kω = 0.1, ε0 = 0.05.
4.2.4 Stochastic Dynamics
To check the dynamics under the influence of noise, additive noise is introduced to the
system by turning the y-equation into a nonlinear, stochastic differential equation. The
DLC system used in the following thus reads
dx
dt
= −ω(y − ys) + εx(r20 − (x− xs)2 − (y − ys)2) (4.35)
dy
dt
= ω(x− xs) + ε(y − ys)(r20 − (x− xs)2 − (y − ys)2) + η, (4.36)
with η being defined as for Eq. (4.17). In contrast to the FHN system, this is not an
excitable system. Hence, for high values of L and T , the amplitude is quenched and noise
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hides the periodic movement (Fig. 4.5), but a circadian frequency is still visible in the
spectrum (spectrum not shown). There is no spike-like behavior as observed in FHN.
Figure 4.5: Stochastic dynamics of the DLC oscillator for various values of L and T , and noise intensity
Q = 0.2. A: L = T = 0, B: L = T = 0.5, C: L = T = 2.5. All other parameters as in Fig. 4.4.
4.3 Populations of Uncoupled Oscillators
There are three features of the whole-leaf CO2 -uptake of Kalanchoe¨ daigremontiana,
which cannot be explained by a single oscillator of the FitzHugh-Nagumo type: i) rhythm
damping in the range of permissive temperatures in continuous light, ii) a circadian fre-
quency in the arrhythmic regime and iii) the reinvoking of the rhythm by fast, but not
by slow transitions from inhibitory to permissive conditions. According to Beck et al.
(2001) all these phenomena can be explained by considering the whole-leaf rhythm as the
output of a population of uncoupled excitable oscillators under the influence of noise. In
this section this hypothesis is checked by simulations of the dynamics of populations of
oscillators, and the subsequent analysis with the quantitative tools presented in Chapter
4. This way, populations of uncoupled FHN oscillators are compared with populations
of uncoupled DLC oscillators, taking into account effects of noise and heterogeneity. The
results for each simulation will be presented in a single figure containing several plots, the
arrangement of which remains the same throughout this chapter. Table 4.2 gives a ref-
erence for the quantities featured in those figures, discussing the example of the variable
xnk of a population of n = 1, ..., Nn oscillators at times tk, k = 1, ..., Nk.
4.3.1 Rhythmic Conditions
Under permissive conditions, the main question addresses the origin of rhythm damping
(Fig. 4.6), which does not occur in a single deterministic excitable oscillator.
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Subfigure Contents Symbol, Formula
A Space-time plot of the observable xnk
B Space-time plot of the phase of the observable ϕnk = ϕ(xnk), Eq. (3.7)
C Temporal mean value of oscillator n x¯n =
∑
k
xnk
Nk
D Temporal mean amplitude of oscillator n A¯(xn) =
∑
k
A(xnk)
Nk
E Dominant frequency of oscillator n νdomn = ν(max(PLS(ω, xnk)),
Eqs. (3.3, 3.4)
F Temporal mean phase difference of oscillator n and
population mean xˆk (Eq. (3.11))
∆ϕ(xnk : xˆk), Eqs. (3.19,
3.19)
G Cross-correlation of oscillator n and population
mean xˆk
C(xnk : xˆk), Eq. (3.18)
H Synchronization index of oscillator n and popula-
tion mean xˆk
S(xnk : xˆk), Eq. (3.23)
K Time series of population mean xˆk =
∑
n
xnk
Nn
, Eq. (3.11)
L Lomb-Scargle spectrum of xˆk PLS(ν, xˆk), Eqs. (3.19, 3.19)
M Amplitude of the population mean (black solid line) A(xˆk), Eq. (3.12)
Population average of the amplitudes (black dotted
line)
Aˆk, Eq. (3.12)
Population phase scatter (grey solid line) Dk, Eq. (3.16)
N Histogram (probability) of dominant frequencies in
the population
p(νdomn )
Table 4.2: Compilation of the quantities discussed in the analysis of populations of oscillators performed
in this chapter. The simulated data and the results of their analysis are presented together in a single
figure for each simulation. The contents and the labels of the subfigures are given in this table.
Figure 4.6: Whole-leaf CO2 -uptake of Kalanchoe¨ daigremontiana under rhythmic conditions, L=120
µE m−2s−1 , T=21oC.
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FHN Oscillators
The explanation of rhythm damping in populations of excitable oscillators is an increase
of population phase scatter by noise-induced random phase-shifts in each oscillator. Fig.
4.7 deals with a scenario of Nn=64 FHN oscillators under the same conditions as in Fig.
4.3A. They are in the oscillatory regime and subject to noise of strength Q=0.05. Fig.
4.7A shows a contour plot of the v-variable of the 64 oscillators over time. It is clearly seen
that the amplitude stays constant for all oscillators for all times. This is also quantified
by the average value of (v¯n) which is a constant function of the oscillator number n in Fig.
4.7C, and the temporal average of the amplitudes A¯(vn), also being a constant function
of n (Fig. 4.7D). The same applies for the dominant frequencies of the oscillators (Fig.
4.7E). The influence of noise is manifest by the increase of population phase disorder
with time (Fig. 4.7B). The disorder is illustrated by strong variation of the mean phase-
differences ∆ϕ(vn : vˆ), the correlation function C(vn : vˆ) and the synchronization index
S(vn : vˆ) (Fig. 4.7F-H) with the meanfield rhythm vˆk. The dynamics of the latter one
is shown in Fig. 4.7K, showing a clearly damped oscillation with the frequency of ca.
0.4 cycles/unit of time, revealed in the spectrum of vˆ (L). The statistical quantities (see
Chapter 3.4.1) for this rhythm are shown in Fig. 4.7M. The solid line is the amplitude
of vˆk, which clearly decreases with time. This is due to an increase of the population
phase scatter Dk (grey line), while the average amplitude Aˆk stays constant (dotted line).
Clearly, the increase of the population phase scatter leads to a loss of correlation of Aˆk
and A(vˆ). Figure 4.7N entails the distribution of dominant frequencies in the population.
A slight broadening of the distribution is due to the stochastic influence on the oscillator.
DLC Oscillator
As the rhythm properties of the DLC oscillator are easier to control, more hypotheses
about the damping of population rhythms can be addressed. In the DLC oscillator,
damping can be induced by appropriate choice of L and T which influences the location
and the diameter of the attracting cycle, as well as the convergence velocity of phase
trajectories towards it. Figure 4.8 shows the case of 64 identical DLC oscillators which
individually show damping. All subfigures A through H show constant and identical val-
ues for all n. This identity throughout the population is also manifest in a zero phase
dispersion, and the identical time-course of A(yˆk) and Aˆ(yk) (Fig. 4.8M). A less strictly
defined fingerprint that the global dynamics are the same as the local, microscopic dy-
namics, is a significant correlation of both A(yˆk) and Aˆ(yk).
Also in populations of purely deterministic DLC systems amplitude damping via phase
scattering can occur. This is the case when the oscillators are non-identical in their in-
trinsic frequencies ωn. A scenario for a heterogeneous population of 64 DLC oscillators
with the L being uniformly distributed in the interval [0,1] is given in Fig. 4.9. The plots
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Figure 4.7: Population of Nn = 64 FHN oscillators with additive noise in the oscillatory regime. a=0.85,
Q=0.05. For explanation of the subfigures see Table 4.2.
are similar to the ones of Fig. 4.7, i.e., the increase of the phase scatter D again leads
to a de-correlation of A(yˆk) and Aˆk (Fig. 4.9M), and a damping of the meanfield rhythm
(Fig. 4.9K). The random distribution of L on the Nn oscillators leads to a scattering of
amplitudes, mean values, and frequencies (Fig. 4.9C-E) and as in the case of the noisy
FHN population to scatter of the phase relations with the meanfield rhythm (Fig. 4.9F-
H).
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Figure 4.8: Population of Nn=64 identical DLC oscillators showing deterministic damping of each
individual oscillator. L = 1.0, T = 0., x∞ = 1., y∞ = 1., k = 4., kε = 1., kω = 0.1, ε0 = 0.05. For
explanation of the subfigures see Table 4.2.
4.3.2 Arrhythmic Conditions
When leaf temperature and light intensity are raised above a certain threshold, the am-
plitude of the overt rhythm is reduced, such that clearly visible rhythmicity is not given
anymore (Fig. 4.10). Speaking of arrhythmicity is merely concerning the amplitude of
the overt rhythm. For instance, spectral analysis of an arrhythmic time-series of CO2 -
exchange reveals circadian components (Grams et al. 1996). Under arrhythmic conditions
the topological difference between the two models is most visible. While the deterministic
FHN does not possess an intrinsic frequency when |a| > 1, noise-induced spiking can
yield almost the same dynamics as if the oscillators were in the limit-cycle regime. DLC
oscillators offer the possibility of having low-amplitude oscillations with circadian periods
in a purely deterministic manner.
FHN Oscillator
Figure 4.11 shows the simulation of 64 FHN oscillators in the excitable state under the
influence of noise (a=1.05, D=0.05). The space-time plot of v (Fig. 4.11A) depicts the
dynamics already seen in Fig. 4.3B, where the system stays for random times in the fixed-
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Figure 4.9: Population of Nn=64 DLC oscillators with heterogeneous L. L is uniformly distributed in
the interval [0,1]. For explanation of the subfigures see Table 4.2, all other parameters see Fig. 4.8.
point before being driven over the threshold by the noise, eliciting one large-amplitude
oscillation before returning to its steady-state, from which it is eventually kicked out again
right away. The space-time plot of phase (Fig. 4.11B) underlines this fact. The crucial
result is that the power spectrum of the meanfield rhythm (Fig. 4.11L) reveals dominant
frequency components ν (Fig. 4.11K), which are different from zero and, depending on
the noise-intensity, approach the order of the intrinsic ωmax of the system in the oscillatory
state (Fig. 4.7L).
Figure 4.10: Whole-leaf CO2 -uptake ofKalanchoe¨ daigremontiana under arrhythmic conditions, L=120
µE m−2s−1 , T=28oC.
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Figure 4.11: Population of Nn=64 FHN oscillators with additive noise in the excitable regime. a =
1.05, Q=0.05. For explanation of the subfigures see Table 4.2, all other parameters see Fig. 4.7.
This is related to the phenomenon of stochastic coherence (Pikovsky & Kurths 1997):
if the noise level is such that the system immediately after returning to its fixed-point
is being moved over the threshold again it may perform one excursion after the other,
thus making the most prominent frequency be equal to the inverse of the excursion time,
which, due to the topology of the phase-space is close to the limit-cycle frequency.
A further important observation is that both the correlation, as well as the synchronization
of the individual oscillators with the meanfield rhythms are low (Fig. 4.11G,H, i.e. the
global dynamics do not immediately reflect neither the amplitude- nor the phase dynamics
of the individual oscillators.
If the noise level is too weak, or the fixed-point too far from the threshold, the noise merely
causes the system to wiggle around its fixed point (Fig. 4.12A). Hence, the dominant
frequency close to the natural ω in the spectrum of the meanfield disappears, and the
stationary, zero-frequency becomes the only prominent one (Fig. 4.12E/L/N). The noise-
driven phase-dynamics lead to an increase of Dk, which, however, is not a significant
process affecting the meanfield rhythm, as the amplitudes of both the meanfield rhythm,
as well as the individual rhythm are practically zero (Fig. 4.12D/M). Like in the excitable
regime, S(yn : yˆ) is zero, however now the cross-correlation C(yn : yˆ) is close to 1.
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Figure 4.12: Population of Nn=64 FHN oscillators with additive noise in the steady-state regime. a =
1.25, Q=0.05. For explanation of the subfigures see Table 4.2, all other parameters see Fig. 4.7.
DLC Oscillator
The typical scenario for arrhythmicity in ensembles of DLC oscillators is a deterministic
quenching of the amplitude, even though each system remains oscillatory. A simulation
of 64 DLC oscillators in the arrhythmic regime (L = 5, T = 0) is featured in Fig. 4.13.
The dynamics exhibited in such a population underlines the importance to differentiate
between the observability of an overt rhythm and the functioning of an underlying clock.
With the same grey scale as applied to all other figures, the amplitude does not reveal any
circadian rhythm (Fig. 4.13A), yet the phase dynamics in the population shows coherent
circadian oscillations (Fig. 4.13B). In this prototype of deterministic arrhythmicity, the
frequency of the mean-field rhythm is clearly the same as under permissive conditions
(Fig. 4.13L/N), as there is no phase scatter, nor heterogeneity (Fig. 4.13C-H,M), and
again, the amplitude of the average and the average amplitude are the same, i.e. both
are close to zero (Fig. 4.13M).
4.3.3 Slow and Fast Release from Inhibitory Conditions
The experimental finding that a slow transition of leaf temperature from 28oC to 21oC
(Fig. 4.14) did not yield a re-initiation of the rhythm, while a fast transition did, was the
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Figure 4.13: Population of Nn=64 DLC oscillators under arrhythmic conditions, i.e. without a clearly
visible rhythm in the amplitude. L = 5, T = 0. For explanation of the subfigures see Table 4.2, all other
parameters see Fig. 4.8.
key experiment which lead to the multi-oscillator hypothesis of CAM circadian rhythms.
Hence the temperature ramp protocol is investigated here for both the FHN and the DLC
system, and is analyzed in the identical fashion as the rhythmic and arrhythmic scenarios
before.
Figure 4.14: Whole-leaf CO2 -uptake of Kalanchoe¨ daigremontiana with fast and slow temperature
variations (dotted line) between 31oC and 24oC, 140 µE m−2s−1
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FHN Oscillator
Figure 4.15 shows the results of a simulation of 64 noisy FHN oscillators. The value
of a is held constant at 1.05 for 15 units of time (UT), before being changed to the
oscillatory regime a = 0.85 with 5 UT. After 30 UT, a is promptly raised to 1.05 for 3
UT and then being dropped to 0.85 again (Fig. 4.15K). The response of the meanfield is
in compliance with the dynamics being observed in the experiments, i.e. a slow drop in a
does not invoke high-amplitude oscillations, as is the case for a quick change of a. Figure
4.15M makes clear that these dynamics are entirely due to the degree of phase scattering,
while the average amplitude of the individual oscillators remains constant throughout
the simulation (dotted line in M). The slow descent of a does not lead to a decrease of
Dk (grey line), but the fast change indeed does, and consequently the amplitude of the
meanfield rises after the fast change.
DLC Oscillator
The same type of protocol has been simulated with an ensemble of 64 DLC oscillators
(Fig. 4.16). Here, T has been lowered from 5 down to 0 between 10 and 50 UT. Then, at
60 UT, T is raised to 5 for 3 UT after which it is dropped immediately to 0 (Fig. 4.16K).
Light intensity L is again uniformly distributed in the interval [0,1], i.e. the population
is heterogeneous. Considering the phase and amplitude statistics again, there is a clear
difference to the FHN ensemble: both descends of T , the fast as well as the slow one,
lead to a vanishing of the phase scatter. This is explained by the fact that at T = 5
all systems are clamped to a small region in the phase-space. Removal from this spot
only occurs when T is approaching zero. Then all oscillators start to perform limit-cycle
oscillations with a large diameter. However as they all start from within a small vicinity,
the phase scatter on the limit cycle is initially small and raises only with time due to the
heterogeneity.
Altogether, the reactions of the DLC oscillator ensemble to changes of temperature are
much more strongly seen in the amplitude than in the phase, which is as well confirmed
by the fact that also under temperature stimulation, the cross-correlation between the
individuals the mean-field is fairly high (Fig. 4.16G). Thus the main distinction of the
DLC model from the FHN model is in the impact of environmental cues, which mainly
affect the phase in FHN, and mainly the amplitude in the DLC model.
4.4 Conclusions and Predictions
Using the two different classes of oscillators featured in this section for the simulation
of multi-oscillator rhythm generation, two alternative scenarios can be pin-pointed which
both yield the meanfield curves known from experiments. The scenarios are
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Figure 4.15: Population of Nn=64 FHN oscillators with noise exposed to slow and fast changes of a.
Q=0.05, a varies between 1.05 and 0.85, see Subfig. K. For explanation of the subfigures see Table 4.2,
all other parameters see Fig. 4.7.
Figure 4.16: Population of Nn=64 DLC oscillators exposed to a temperature ramp and heterogeneous
light intensity. T varies between 0 and 5, see Subfig. K. L is equally distributed in the interval [0,1]. For
explanation of the subfigures see Table 4.2, all other parameters see Fig. 4.8.
4.4 Conclusions and Predictions 57
• homogeneous, noisy excitable oscillators
(FitzHugh-Nagumo, FHN; Figs. 4.7, 4.11, 4.12, 4.15)
• heterogenous, deterministic limit-cycle oscillators
(displaced limit-cycle, DLC; Figs. 4.8, 4.9, 4.13, 4.16)
The predictions for the ensemble dynamics of both are summarized in the following table:
System Rhythm damping Arrhythmicity Rhythm re-initiation
FHN Constant amplitudes,
noise-induced phase
decoherence
Periodicity in individ-
ual dynamics is evoked
by stochastic coherence,
spike amplitude is con-
stant, phases are com-
pletely random. No
correlation or phase-
locking between the in-
dividual and the mean-
field
Noise-induced phase de-
coherence is reset by
strong stimulus. In-
dividual amplitudes are
not affected. Low cor-
relation between indi-
vidual oscillators and
meanfield.
DLC Deterministic, intrinsic
to each individual. En-
hancement of damping
by heterogeneity
Deterministic ampli-
tude and circadian
frequency. High
correlation and phase-
locking of individuals
with meanfield.
Phase decoherence by
heterogeneous frequen-
cies, resetting by strong
stimulus. Individual
amplitudes are affected
and highly correlated
with meanfield.
Table 4.3: Predictions of the two scenarios for the set of different experimental protocols.
In the next chapter, these two scenarios will be compared to experimental data, aiming
at a decision which of the dynamics - excitable or oscillatory - are more appropriate to
mimic the spatio-temporal metabolic dynamics in CAM leaves.

