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We numerically construct asymptotically Anti-de Sitter charged black hole solutions of (4 + 1)-
dimensional SU(2) Einstein–Yang–Mills theory that, for suﬃciently low temperature, develop vector hair.
Via gauge–gravity duality, these solutions describe a strongly-coupled conformal ﬁeld theory at ﬁnite
temperature and density that undergoes a phase transition to a superﬂuid state with spontaneously
broken rotational symmetry (a p-wave superﬂuid state). The bulk theory has a single free parameter, the
ratio of the ﬁve-dimensional gravitational constant to the Yang–Mills coupling, which we denote as α.
Previous analyses have shown that in the so-called probe limit, where α goes to zero and hence the
gauge ﬁelds are ignored in Einstein’s equation, the transition to the superﬂuid state is second order. We
construct fully back-reacted solutions, where α is ﬁnite and the gauge ﬁelds are included in Einstein’s
equation, and ﬁnd that for values of α above a critical value αc = 0.365 ± 0.001 in units of the AdS
radius, the transition becomes ﬁrst order.
© 2010 Elsevier B.V. Open access under CC BY license.1. Introduction
The Anti-de Sitter/Conformal Field Theory correspondence
(AdS/CFT) [1] provides a novel method for studying strongly-
coupled systems at ﬁnite density. As such, it may have useful
applications in condensed matter physics, especially for study-
ing scale-invariant strongly-coupled systems, for example, low-
temperature systems near quantum criticality (see for example
Refs. [2–4] and references therein). Such systems are not purely
theoretical: the (thermo)dynamics of some high-Tc superconduc-
tors may be controlled by a quantum critical point.
AdS/CFT is a holographic duality: it equates a weakly-coupled
theory of gravity in (d+1)-dimensional AdS space with a strongly-
coupled d-dimensional CFT “living” at the AdS boundary. CFT states
with ﬁnite temperature are dual to black hole geometries, where
the Hawking temperature of the black hole is identiﬁed with the
temperature in the CFT [5]. The current of a global U (1) symmetry
in the CFT will be dual to a U (1) gauge ﬁeld in AdS space. AdS/CFT
thus allows us to compute observables in a strongly-coupled CFT,
in states with ﬁnite temperature and density, by studying asymp-
totically AdS charged black holes. By now AdS/CFT can model
many basic phenomena in condensed matter physics, such as the
quantum Hall effect [6], non-relativistic scale-invariance [7,8], and
Fermi surfaces [9–11].
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Open access under CC BY license.AdS/CFT can also describe phase transitions to superﬂuid states,
that is, phase transitions in which a suﬃciently large U (1) charge
density triggers spontaneous breaking of the U (1) symmetry: an
operator charged under the U (1) acquires a nonzero expectation
value [12–14]. We will refer to this as the operator “condensing”.
The simplest bulk action that can describe such a transition is
Einstein–Maxwell theory coupled to a charged scalar. In the bulk,
a charged black hole develops scalar hair. In the CFT, a charged
scalar operator condenses.
A simple bulk action has one great virtue, namely a kind of uni-
versality: the results may be true for many different dual CFT’s,
independent of the details of their dynamics. For the Einstein–
Maxwell-scalar case, a fruitful exercise is to study various func-
tional forms for the scalar potential and to scan through values
of couplings in that potential [15–17]. Generally speaking, scan-
ning through values of these parameters corresponds to scanning
through many different dual CFT’s. As shown in Refs. [15–17], such
changes can have a dramatic effect, for example, the phase transi-
tion can change from second to ﬁrst order.
AdS/CFT can also describe superﬂuid states in which the con-
densing operator is a vector and hence rotational symmetry is
broken, that is, p-wave superﬂuid states [18,19]. Here the CFT
has a global SU(2) symmetry and hence three conserved currents
Jμa , where a = 1,2,3 label the generators of SU(2). For a suﬃ-
ciently large charge density for some U (1) subgroup of SU(2), say
a suﬃciently large 〈 J t3〉, holographic calculations reveal that, of
the known available states, those with lowest free energy have a
nonzero 〈 J x1〉. Not only is the U (1) broken, but spatial rotational
symmetry is also broken to some subgroup.
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a transition is Einstein–Yang–Mills theory with gauge group SU(2).
CFT states with nonzero 〈 J t3〉 are dual to black hole solutions with
nonzero vector ﬁeld A3t (r) in the bulk, where r is the radial co-
ordinate of AdS space. States with nonzero 〈 J x1〉 are dual to black
hole solutions with a nontrivial A1x(r). The superﬂuid phase transi-
tion is thus dual to charged AdS black holes developing vector hair.
A string theory realization for this model is given in Refs. [20–23].
Unlike the Einstein–Maxwell-scalar case, SU(2) Einstein–Yang–
Mills theory has only a single free parameter, α ≡ κ5/gˆ , where
κ5 is the gravitational constant (we will work in 4 + 1 dimen-
sions, hence the subscript) and gˆ is the Yang–Mills coupling. The
Yang–Mills source terms on the right-hand side of Einstein’s equa-
tion are proportional to α2. To date, most analyses of the holo-
graphic p-wave superﬂuid transition have employed the so-called
probe limit, which consists of taking α → 0 so that the gauge
ﬁelds have no effect on the geometry, which becomes simply AdS–
Schwarzschild. The probe limit was suﬃcient to show that a su-
perﬂuid phase transition occurs and is second order.
Our goal is to study the effect of ﬁnite α, that is, to study
the back-reaction of the gauge ﬁelds on the metric. We will
work with (4 + 1)-dimensional SU(2) Einstein–Yang–Mills theory,
with ﬁnite α. We will numerically construct asymptotically AdS
charged black hole solutions with vector hair (for similar studies
see Refs. [24–26]). Our principal result is that for a suﬃciently
large value of α the phase transition becomes ﬁrst order. More
speciﬁcally, we ﬁnd a critical value αc = 0.365 ± 0.001 in units
of the AdS radius, such that the transition is second order when
α < αc and ﬁrst order when α > αc .
We can provide some intuition for what increasing α means,
in CFT terms, as follows. Generically, in AdS/CFT 1/κ25 ∝ c, where
c is the central charge of the CFT [27,28], which, roughly speak-
ing, counts the total number of degrees of freedom in the CFT.
Correlation functions involving the SU(2) current will generically
be proportional to 1/gˆ2 [2–4]. We may (again roughly) think of
1/gˆ2 as counting the number of degrees of freedom in the CFT
that carry SU(2) charge. Intuitively, then, in the CFT increasing α
means increasing the ratio of charged degrees of freedom to total
degrees of freedom.
The Letter is organized as follows. In Section 2 we write the
action of our model and discuss our ansatz for the bulk ﬁelds.
In Section 3 we describe how to extract thermodynamic informa-
tion from our solutions. In Section 4 we present numerical results
demonstrating that increasing α changes the order of the phase
transition. We conclude with some discussion and suggestions for
future research in Section 5.
2. Holographic setup
We consider SU(2) Einstein–Yang–Mills theory in (4 + 1)-
dimensional asymptotically AdS space. The action is
S =
∫
d5x
√−g
[
1
2κ25
(R − Λ) − 1
4gˆ2
Faμν F
aμν
]
+ Sbdy, (1)
where κ5 is the ﬁve-dimensional gravitational constant, Λ = − 12L2
is the cosmological constant, with L being the AdS radius, and gˆ is
the Yang–Mills coupling constant. The SU(2) ﬁeld strength Faμν is
Faμν = ∂μAaν − ∂ν Aaμ + abc AbμAcν, (2)
where μ,ν = {t, r, x, y, z}, with r being the AdS radial coordi-
nate, and abc is the totally antisymmetric tensor with 123 = +1.
The Aaμ are the components of the matrix-valued gauge ﬁeld,
A = Aaμτ a dxμ , where the τ a are the SU(2) generators, which arerelated to the Pauli matrices by τ a = σ a/2i. Sbdy includes bound-
ary terms that do not affect the equations of motion, namely the
Gibbons–Hawking boundary term as well as counterterms required
for the on-shell action to be ﬁnite. We will write Sbdy explicitly in
Section 3.
The Einstein and Yang–Mills equations derived from the above
action are
Rμν + 4
L2
gμν = κ25
(
Tμν − 1
3
Tρ
ρ gμν
)
, (3)
∇μFaμν = −abc AbμF cμν, (4)
where the Yang–Mills stress–energy tensor Tμν is
Tμν = 1
gˆ2
tr
(
FρμF
ρ
ν − 1
4
gμν Fρσ F
ρσ
)
. (5)
Following Ref. [18], to construct charged black hole solutions
with vector hair we choose a gauge ﬁeld ansatz
A = φ(r)τ 3dt + w(r)τ 1dx. (6)
The motivation for this ansatz is as follows. In the ﬁeld theory we
will introduce a chemical potential for the U (1) symmetry gener-
ated by τ 3. We will denote this U (1) as U (1)3. The bulk operator
dual to the U (1)3 density is A3t , hence we include A
3
t (r) ≡ φ(r) in
our ansatz. We want to allow for states with a nonzero 〈 J x1〉, so in
addition we introduce A1x(r) ≡ w(r). With this ansatz for the gauge
ﬁeld, the Yang–Mills stress–energy tensor in Eq. (5) is diagonal. So-
lutions with nonzero w(r) will preserve only an SO(2) subgroup of
the SO(3) rotational symmetry, so our metric ansatz will respect
only SO(2). Furthermore, given that the Yang–Mills stress–energy
tensor is diagonal, a diagonal metric is consistent. We will also
pattern our metric ansatz after the ones used in Ref. [26] since
these tame singular points in the equations of motion. Our metric
ansatz is
ds2 = −N(r)σ (r)2 dt2 + 1
N(r)
dr2 + r2 f (r)−4 dx2
+ r2 f (r)2(dy2 + dz2), (7)
with N(r) = − 2m(r)
r2
+ r2
L2
. For our black hole solutions we will de-
note the position of the horizon as rh . The AdS boundary will be
at r → ∞.
Inserting our ansatz into the Einstein and Yang–Mills equations
yields ﬁve equations of motion for m(r),σ (r), f (r), φ(r),w(r) and
one constraint equation from the rr component of the Einstein
equations. The dynamical equations can be recast as (prime de-
notes ∂
∂r )
m′ = α
2r f 4w2φ2
6Nσ 2
+ α
2r3φ′2
6σ 2
+ N
(
r3 f ′2
f 2
+ α
2
6
r f 4w ′2
)
,
σ ′ = α
2 f 4w2φ2
3rN2σ
+ σ
(
2r f ′2
f 2
+ α
2 f 4w ′2
3r
)
,
f ′′ = −α
2 f 5w2φ2
3r2N2σ 2
+ α
2 f 5w ′2
3r2
− f ′
(
3
r
− f
′
f
+ N
′
N
+ σ
′
σ
)
,
φ′′ = f
4w2φ
r2N
− φ′
(
3
r
+ σ
′
σ
)
,
w ′′ = − wφ
2
N2σ 2
− w ′
(
1
r
+ 4 f
′
f
+ N
′
N
+ σ
′
σ
)
. (8)
The equations of motion are invariant under four scaling trans-
formations (invariant quantities are not shown),
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(II) f → λ f , w → λ−2w,
(III) r → λr, m → λ4m, w → λw, φ → λφ,
(IV) r → λr, m → λ2m, L → λL,
φ → φ
λ
, α → λα,
where in each case λ is some real positive number. Using (I) and
(II) we can set the boundary values of both σ(r) and f (r) to one,
so that the metric will be asymptotically AdS. We are free to use
(III) to set rh to be one, but we will retain rh as a bookkeeping
device. We will use (IV) to set the AdS radius L to one.
A known analytic solution of the equations of motion is an
asymptotically AdS Reissner–Nordström black hole, which has
φ(r) = μ−q/r2, w(r) = 0, σ(r) = f (r) = 1, and N(r) = (r2 − 2m0
r2
+
2α2q2
3r4
), where m0 = r
4
h
2 + α
2q2
3r2h
and q = μr2h . Here μ is the value of
φ(r) at the boundary, which in CFT terms is the U (1)3 chemical
potential.
To ﬁnd solutions with nonzero w(r) we resort to numerics. We
will solve the equations of motion using a shooting method. We
will vary the values of functions at the horizon until we ﬁnd solu-
tions with suitable values at the AdS boundary. We thus need the
asymptotic form of solutions both near the horizon r = rh and near
the boundary r = ∞.
Near the horizon, we deﬁne h ≡ rrh − 1  1 and then expand
every function in powers of h with some constant coeﬃcients.
Two of these we can ﬁx as follows. We determine rh by the con-
dition N(rh) = 0, which gives that m(rh) = r4h/2. Additionally, we
must impose A3t (rh) = φ(rh) = 0 for A to be well-deﬁned as a one-
form (see for example Ref. [29]). The equations of motion then
impose relations among all the coeﬃcients. A straightforward ex-
ercise shows that only four coeﬃcients are independent,
{
φh1,σ
h
0 , f
h
0 ,w
h
0
}
, (9)
where the subscript denotes the order of h (so σ h0 is the value
of σ(r) at the horizon, etc.). All other near-horizon coeﬃcients are
determined in terms of these four.
Near the boundary r = ∞ we deﬁne b ≡ ( rhr )2  1 and then
expand every function in powers of b with some constant coeﬃ-
cients. The equations of motion again impose relations among the
coeﬃcients. The independent coeﬃcients are
{
mb0,μ,φ
b
1,w
b
1, f
b
2
}
, (10)
where here the subscript denotes the power of b . All other near-
boundary coeﬃcients are determined in terms of these.
We used scaling symmetries to set σ b0 = f b0 = 1. Our solutions
will also have wb0 = 0 since we do not want to source the operator
J x1 in the CFT (U (1)3 will be spontaneously broken). In our shooting
method we choose a value of μ and then vary the four inde-
pendent near-horizon coeﬃcients until we ﬁnd a solution which
produces the desired value of μ and has σ b0 = f b0 = 1 and wb0 = 0.
In what follows we will often work with dimensionless coeﬃ-
cients by scaling out factors of rh . We thus deﬁne the dimension-
less functions m˜(r) ≡ m(r)/r4h , φ˜(r) ≡ φ(r)/rh and w˜(r) ≡ w(r)/rh ,
while f (r) and σ(r) are already dimensionless.
3. Thermodynamics
Next we will describe how to extract thermodynamic informa-
tion from our solutions. Our solutions describe thermal equilibriumstates in the dual CFT. We will work in the grand canonical ensem-
ble, with ﬁxed chemical potential μ.
We can obtain the temperature and entropy from horizon data.
The temperature T is given by the Hawking temperature of the
black hole,
T = κ
2π
= σ
h
0
12π
(
12− α2 (φ˜
h
1)
2
(σ h0 )
2
)
rh. (11)
Here κ =√∂μξ∂μξ |rh is the surface gravity of the black hole, with
ξ being the norm of the timelike Killing vector, and in the second
equality we write T in terms of near-horizon coeﬃcients. In what
follows we will often convert from rh to T simply by inverting the
above equation. The entropy S is given by the Bekenstein–Hawking
entropy of the black hole,
S = 2π
κ25
Ah = 2πV
κ25
r3h =
2π4
κ25
V T 3
123(σ h0 )
3
(12(σ h0 )
2 − (φ˜h1)2α2)3
, (12)
where Ah denotes the area of the horizon and V =
∫
d3x.
The central quantity in the grand canonical ensemble is the
grand potential Ω . In AdS/CFT we identify Ω with T times the
on-shell bulk action in Euclidean signature. We thus analytically
continue to Euclidean signature and compactify the time direc-
tion with period 1/T . We denote the Euclidean bulk action as I
and Ion-shell as its on-shell value (and similarly for other on-shell
quantities). Our solutions will always be static, hence Ion-shell will
always include an integration over the time direction, producing
a factor of 1/T . To simplify expressions, we will deﬁne I ≡ I˜/T .
Starting now, we will refer to I˜ as the action. I˜ includes a bulk
term, a Gibbons–Hawking boundary term, and counterterms,
I˜ = I˜bulk + I˜GH + I˜CT. (13)
I˜on-shellbulk and I˜
on-shell
GH exhibit divergences, which are canceled by the
counterterms in I˜CT. To regulate these divergences we introduce
a hypersurface r = rbdy with some large but ﬁnite rbdy. We will
always ultimately remove the regulator by taking rbdy → ∞. Using
the equations of motion, for our ansatz I˜on-shellbulk is
I˜on-shellbulk =
V
κ25
1
2 f 2
rNσ
(
r2 f 2
)′∣∣∣∣
r=rbdy
. (14)
For our ansatz, the Euclidean Gibbons–Hawking term is
I˜on-shellGH = −
1
κ25
∫
d3x
√
γ ∇μnμ
= − V
κ25
Nσ r3
(
N ′
2N
+ σ
′
σ
+ 3
r
)∣∣∣∣
r=rbdy
, (15)
where γ is the induced metric on the r = rbdy hypersurface and
nμ dxμ = 1/√N(r)dr is the outward-pointing normal vector. The
only divergence in I˜on-shellbulk + I˜on-shellGH comes from the inﬁnite vol-
ume of the asymptotically AdS space, hence, for our ansatz, the
only nontrivial counterterm is
I˜on-shellCT =
3
κ25
∫
d3x
√
γ = 3V
κ25
r3
√
Nσ
∣∣∣∣
r=rbdy
. (16)
Finally, Ω is related to the on-shell action, I˜on-shell, as
Ω = lim
rbdy→∞
I˜on-shell. (17)
The chemical potential μ is simply the boundary value of
A3t (r) = φ(r). The charge density 〈 J t3〉 of the dual ﬁeld theory can
be extracted from I˜on-shell by
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J t3
〉= 1
V
lim
rbdy→∞
δ I˜on-shell
δA3t (rbdy)
= −2π
3α2
κ25
T 3
123σ h0
3
(12σ h0
2 − (φ˜h1)
2
α2)3
φ˜b1 . (18)
Similarly, the current density 〈 J x1〉 is
〈
J x1
〉= 1
V
lim
rbdy→∞
δ I˜on-shell
δA1x(rbdy)
= +2π
3α2
κ25
T 3
123σ h0
3
(12σ h0
2 − (φ˜h1)
2
α2)3
w˜b1. (19)
The expectation value of the stress–energy tensor of the CFT is
[28,30]
〈Tij〉 = lim
rbdy→∞
2√
γ
δ I˜on-shell
δγ i j
= lim
rbdy→∞
[
r2
κ25
(−Kij + Kllγi j − 3γi j)
]
r=rbdy
, (20)
where i, j, l = {t, x, y, z} and Kij = 12
√
N(r)∂rγi j is the extrinsic
curvature. We ﬁnd
〈Ttt〉 = 3π
4
κ25
V T 4
124(σ h0 )
4
(12(σ h0 )
2 − (φ˜h1)2α2)4
m˜b0,
〈Txx〉 = π
4
κ25
V T 4
124(σ h0 )
4
(12(σ h0 )
2 − (φ˜h1)2α2)4
(
m˜b0 − 8 f b2
)
,
〈T yy〉 = 〈Tzz〉 = π
4
κ25
V T 4
124(σ h0 )
4
(12(σ h0 )
2 − (φ˜h1)2α2)4
(
m˜b0 + 4 f b2
)
. (21)
Notice that 〈Ttx〉 = 〈Tty〉 = 〈Ttz〉 = 0. Even in phases where the
current 〈 J x1〉 is nonzero, the ﬂuid will have zero net momentum.
Indeed, this result is guaranteed by our ansatz for the gauge ﬁeld
which implies a diagonal Yang–Mills stress–energy tensor and a
diagonal metric (the spacetime is static).
For m˜b0 = 12 + α
2μ˜2
3 , σ
h
0 = 1, φ˜h1 = 2μ˜, f b2 = 0, and φ˜b1 = −μ˜
we recover the correct thermodynamic properties of the Reissner–Nordström black hole, which preserves the SO(3) rotational sym-
metry. For example, we ﬁnd that 〈Txx〉 = 〈T yy〉 = 〈Tzz〉 and Ω =
−〈T yy〉. For solutions with nonzero 〈 J x1〉, the SO(3) is broken to
SO(2). In these cases, we ﬁnd that 〈Txx〉 = 〈T yy〉 = 〈Tzz〉. Just using
the equations above, we also ﬁnd Ω = −〈T yy〉. In the superﬂuid
phase, both the nonzero 〈 J x1〉 and the stress–energy tensor indi-
cate breaking of SO(3).
Tracelessness of the stress–energy tensor (in Lorentzian signa-
ture) implies 〈Ttt〉 = 〈Txx〉 + 〈T yy〉 + 〈Tzz〉, which is indeed true for
Eq. (21), so in the dual CFT we always have a conformal ﬂuid. The
only physical parameter in the CFT is thus the ratio μ/T .
4. Phase transitions
In this section we present our numerical results. We scanned
through values of α from α = 0.032 to α = 0.548. Typical solu-
tions for the metric and gauge ﬁeld functions appear in Fig. 1. The
solutions for other values of α are qualitatively similar. Notice that
all boundary conditions are met: at the horizon φ˜(r) vanishes, and
at the boundary f b0 = σ b0 = 1 and w˜b0 = 0.
For every value of α that we use, we ﬁnd Reissner–Nordström
solutions for all temperatures, and for suﬃciently low tempera-
tures we always ﬁnd additional solutions, with nonzero w(r), that
are thermodynamically preferred to the Reissner–Nordström solu-
tion. In other words, for every value of α that we use, we ﬁnd
a phase transition, at some temperature Tc , in which a charged
black hole grows vector hair, which in the CFT is a p-wave super-
ﬂuid phase transition. Our numerical results show that the phase
transition is second order for α < αc and ﬁrst order for α > αc
where αc ≈ 0.365± 0.001.
For example, for α = 0.316 < αc , we only ﬁnd solutions with
〈 J x1〉 = 0 until a temperature Tc where a second set of solutions,
with nonzero 〈 J x1〉, appears. Fig. 2 shows that 〈 J x1〉 rises contin-
uously from zero as we decrease T below Tc . Fig. 3(a) shows the
grand potential Ω , divided by π4V T 4c /κ
2
5 , versus the rescaled tem-
perature T /Tc for α = 0.316. The blue solid curve in Fig. 3(a)
comes from solutions with 〈 J x1〉 = 0 and the red dashed curve
comes from solutions with 〈 J x1〉 = 0. We see clearly that at T < Tc
the states with 〈 J x1〉 = 0 have the lower κ25Ω/(π4V T 4c ) and hence
are thermodynamically preferred. We thus conclude that a phase
transition occurs at T = Tc . The nonzero 〈 J x1〉 indicates sponta-Fig. 1. (a) The dimensionless gauge ﬁeld components φ˜(r) (red dashed) and w˜(r) (green dot-dashed) and the dimensionless metric function m˜(r), scaled down by a factor
of 10, (black solid) versus the AdS radial coordinate r for α = 0.316 at T ≈ 0.45Tc . (b) The dimensionless metric functions σ(r) (red dashed) and f (r) (green dot-dashed)
versus the AdS radial coordinate r for α = 0.316 at T ≈ 0.45Tc . (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version
of this Letter.)
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to SO(2), and hence is an order parameter for the transition.
Fig. 3(b) shows the entropy S , divided by 2π4V T 3c /κ
2
5 , versus the
rescaled temperature T /Tc for α = 0.316. The blue solid curve
and the red dashed curve have the same meaning as in Fig. 3(a).
Here we see that κ25 S/(2π
4V T 3c ) is continuous but has a kink, i.e.
a discontinuous ﬁrst derivative, clearly indicating a second-order
transition. For other values of α < αc , the ﬁgures are qualitatively
similar.
A good question concerning these second-order transitions is:
what are the critical exponents? In the probe limit, α = 0, an ana-
lytic solution for the gauge ﬁelds exists for T near Tc [21], which
Fig. 2. The order parameter 〈 J x1〉, multiplied by κ25 /(2π3α2T 3c ), versus the rescaled
temperature T /Tc for different α: α = 0.032 < αc (green dotted), α = 0.316 < αc
(blue solid) and α = 0.447 > αc (red dashed). The black dot-dashed curve is the
function a(1 − T /Tc)1/2 with a = 160. The green dotted curve is scaled up by a
factor of 8 while the red dashed curve is scaled down by a factor of 5 such that
a, which depends on α, coincides for the green dotted and blue solid curves. If
we decrease T toward Tc , entering the ﬁgure from the right, we see that the blue
solid and the green dotted curves rise continuously and monotonically from zero
at T = Tc , signaling a second-order phase transition. The close agreement with the
black dot-dashed curve suggests that these grow from zero as (1− T /Tc)1/2. In the
α = 0.447 case, the red dashed curve becomes multi-valued at T = 1.061Tc . In this
case, at T = Tc , the value of κ25 〈 J x1〉/(2π3α2T 3c ) jumps from zero to the upper part
of the red dashed curve, signaling a ﬁrst-order transition. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of
this Letter.)was used in Ref. [19] to show that for T  Tc , 〈 J x1〉 ∝ (1− T /Tc)1/2.
In other words, in the probe limit the critical exponent for 〈 J x1〉
takes the mean-ﬁeld value 1/2. Does increasing α change the crit-
ical exponent? Our numerical evidence suggests that the answer
is no: for all α < αc , we appear to ﬁnd 〈 J x1〉 ∝ (1 − T /Tc)1/2 (see
Fig. 2).
As α increases past αc = 0.365 ± 0.001, we see a qualitative
change in the thermodynamics. Consider for example α = 0.447.
Here again we only ﬁnd solutions with 〈 J x1〉 = 0 down to some
temperature where two new sets of solutions appear, both with
nonzero 〈 J x1〉. In other words, three states are available to the sys-
tem: one with 〈 J x1〉 = 0 and two with nonzero 〈 J x1〉. Fig. 2 shows
that as we cool the system, 〈 J x1〉 becomes multi-valued at T =
1.061Tc . To determine which state is thermodynamically preferred,
we compute the grand potential Ω . Fig. 4(a) shows κ25Ω/(π
4V T 4c )
versus T /Tc . The blue solid curve and the red dashed curve have
the same meanings as in Fig. 3. We immediately see the charac-
teristic “swallowtail” shape of a ﬁrst-order phase transition. If we
decrease T , entering the ﬁgure along the blue solid curve from the
right, we reach the temperature T = 1.061Tc where the new solu-
tions appear (as the red dashed curve). The blue solid curve still
has the lowest κ25Ω/(π
4V T 4c ) until T = Tc (by deﬁnition). If we
continue reducing T below Tc , then the red curve has the lowest
κ25Ω/(π
4V T 4c ). The transition is clearly ﬁrst order: κ
2
5Ω/(π
4V T 4c )
has a kink at T = Tc . We can also see from the entropy that
the transition is ﬁrst order. Fig. 4(b) shows κ25 S/(2π
4V T 3c ) ver-
sus T /Tc . The entropy, like the grand potential, is multi-valued,
and jumps discontinuously from the blue solid curve to the low-
est part of the red dashed curve at T = Tc , indicating a ﬁrst-order
transition.
Notice that a crucial difference between α < αc (second order)
and α > αc (ﬁrst order) is that for α > αc the critical temperature
Tc is not simply the temperature at which 〈 J x1〉 becomes nonzero.
We need more information to determine Tc when α > αc , for ex-
ample we can study Ω .
A good question is: how does increasing α change Tc? Table 1
shows several values of α and the associated Tc in units of ﬁxed μ.
In the probe limit, α = 0, we have the analytic result from Ref. [19]
that Tc/μ = 1/4π ≈ 7.96× 10−2. For ﬁnite α, the general trend is
that Tc decreases as we increase α.Fig. 3. (a) κ25Ω/(π
4V T 4c ) versus the rescaled temperature T /Tc for α = 0.316. The blue solid curve comes from solutions with 〈 J x1〉 = 0 while the red dashed curve comes
from solutions with nonzero 〈 J x1〉. For T > Tc , we have only the blue curve, but when T  Tc the red dashed curve appears and has the lower κ25Ω/(π4V T 4c ), indicating a
phase transition at T = Tc . κ25Ω/(π4V T 4c ) is continuous and differentiable at T = Tc . (b) κ25 S/(2π4V T 3c ) versus T /Tc for α = 0.316. The blue solid and red dashed curves
have the same meaning as in (a). κ25 S/(2π
4V T 3c ) is continuous but not differentiable at T = Tc , indicating a second-order transition. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this Letter.)
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4V T 4c ) versus the rescaled temperature T /Tc for α = 0.447. The blue solid and red dashed curves have the same meanings as in Fig. 3. For T > Tc we
have only the blue solid curve. At T = 1.061Tc , the red dashed curve appears and κ25Ω/(π4V T 4c ) becomes multi-valued. When T  Tc the red dashed curve has the lowest
κ25Ω/(π
4V T 4c ), indicating a phase transition at T = Tc . κ25Ω/(π4V T 4c ) is continuous but not differentiable at T = Tc , signaling a ﬁrst-order transition. (b) κ25 S/(2π4V T 3c )
versus T /Tc for α = 0.447. κ25 S/(2π4V T 3c ) is not continuous at T = Tc , but rather jumps from the blue solid curve to the lowest branch of the red dashed curve, indicating
a ﬁrst-order transition. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this Letter.)Table 1
Values of Tc/μ, scaled up by a factor of 102,
for various values of α. Recall that the critical
value of α is αc = 0.365± 0.001.
α Tc/μ × 102
0 7.96
0.032 7.92
0.316 4.57
0.364 3.62
0.447 2.18
5. Discussion and outlook
We studied asymptotically AdS charged black holes in (4 + 1)-
dimensional SU(2) Einstein–Yang–Mills theory with ﬁnite α =
κ5/gˆ , that is, with back-reaction of the gauge ﬁelds. Our numer-
ical solutions show that, for a given value of α, as the temperature
decreases the black holes grow vector hair. Via AdS/CFT, this pro-
cess appears as a phase transition to a p-wave superﬂuid state
in a strongly-coupled CFT. We have shown that the order of the
phase transition depends on the value of α: for values below
αc = 0.365± 0.001, the transition is second order, while for larger
values the transition is ﬁrst order.
As we mentioned in the introduction, intuitively we may think
of increasing α as increasing the ratio of charged degrees of free-
dom to total degrees of freedom in the CFT. To make that intuition
precise, we can consider a speciﬁc system. One string theory real-
ization of SU(2) gauge ﬁelds in AdS space is type IIB supergravity
in (4 + 1)-dimensional AdS space (times a ﬁve-sphere) plus two
coincident D7-branes that provide the SU(2) gauge ﬁelds [20–23].
The dual ﬁeld theory is N = 4 supersymmetric SU(Nc) Yang–
Mills theory, in the limits of large Nc and large ’t Hooft coupling,
coupled to a number N f = 2 of massless N = 2 supersymmet-
ric hypermultiplets in the Nc representation of SU(Nc), i.e. ﬂavor
ﬁelds. The global SU(N f ) = SU(2) is an isospin symmetry. Trans-
lating from gravity to ﬁeld theory quantities, we have 1/κ25 ∝ N2c
and 1/gˆ2 ∝ N f Nc , hence α ∝
√
N f /Nc , which supports our intu-
ition. We must be cautious, however. In the ﬁeld theory, the probe
limit consists of neglecting quantum effects due to the ﬂavor ﬁelds
because these are suppressed by powers of N f /Nc . If N f /Nc be-
comes ﬁnite, then, for example, in the ﬁeld theory the couplingwould run, the dual statement being that in type IIB supergravity
the dilaton would run, which is an effect absent in our model. We
should not draw too close an analogy between our simple model
and this particular string theory system.
Returning to our simple system, with fully back-reacted solu-
tions we can potentially answer many questions:
What happens as we increase α further? As α increases, Tc ap-
pears to decrease. An obvious question is whether Tc ever becomes
zero. The second-order transition occurs because of an instability
of the gauge ﬁeld in the Reissner–Nordström background [18]. At
T = 0, that instability only exists for values of α below some up-
per bound [25]. If the transition was always second-order, then we
would conclude that the transition is only possible for α below the
bound: if α is greater than the bound, then the instability never
appears, even if we cool the system to T = 0. If the transition be-
comes ﬁrst-order, however, then we must rethink the bound: now
Reissner–Nordström becomes metastable, and a phase transition
occurs, at temperatures above those where the instability appears,
so now Tc may go to zero for some α above the bound (if at all).
Does a new scaling symmetry emerge at zero temperature?
The zero-temperature analysis of Ref. [25] suggests that the met-
ric exhibits a new, emergent, scaling symmetry. Our preliminary
numerical results suggest that indeed, in the approach to zero
temperature, an emergent scaling symmetry appears, of the form
suggested in Ref. [25]. The T → 0 limit is numerically challenging,
however, so a ﬁrm answer must wait.
What about the transport properties of the dual conformal
ﬂuid, for example the electrical conductivity, which at zero tem-
perature should exhibit a “hard gap”, as explained in Ref. [25]?
What is the ﬂuid’s response to nonzero superﬂuid velocities? In
similar systems, suﬃciently large superﬂuid velocities also changed
the transition from second to ﬁrst order [31,32]. What is the speed
of sound, which need not be the same in all directions since ro-
tational symmetry is broken, or the speeds of second and fourth
sounds [19,33,34]?
We plan to investigate these and related questions in the future.
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