INTRODUCTION
The use of response surface methods generally begins with a process or system involving a response y that depends on a set of k controllable input variables (factors) x 1 , x 2 ,…,x k . To assess the effects of these factors on the response, an experiment is conducted in which the levels of the factors are varied and changes in the response are noted. The size of the experimental design (number of distinct level combinations of the factors as well as number of runs) depends on the complexity of the model the user wishes to fit.
Limited resources due to time and/or cost constraints are inherent to most experiments, and hence, the user typically approaches experimentation with a desire to minimize the number of experimental trials while still being able to adequately estimate the underlying model. Embedded in the calculation of each of the alphabetic optimality criteria is the information matrix of the estimated model parameters. The information matrix is based on the error structure and the error structure is a function of how one randomizes the run order of the experimental trials. Frequently, experiments are designed assuming a completely random run order. However, if the levels of one or more factors' are difficult and/or costly to change, the practitioner is not as inclined to run the experiment using a completely randomized run order. Instead, the practitioner may select a run order involving fewer changes of the hard to change factor. The resulting experiment generally involves two separate randomizations: one for the run order of the levels of the hard to change factors and one within each level combination of the hard to change factors, to randomize the run order of all possible combinations of the easy to change variables.
When there are separate randomizations for hard to change factors and easy to change factors, the error structure is that of a split plot design. Letsinger, Myers, and Lentner (1996) , Ganju and Lucas (1999) , and Ju and Lucas (2002) describe split plot designs resulting from factor levels on consecutive runs of an experiment not being reset.
Although the selected experimental design may have nice statistical properties for complete randomization, if the design is run as a split-plot, the design's statistical properties may not be well understood and hence are unlikely to be optimal. Ganju and Lucas (1999) point out that split-plot designs chosen by random run order are not as appealing as those chosen by a good design strategy. Design strategies for split-plot randomization have received considerable attention in the literature of late. Huang, Chen and Voelkel (1998) and Bingham and Sitter (1999) derive minimum aberration two-level fractional factorial designs for screening experiments. Anbari and Lucas (1994) considered the G-optimality criterion for several competing split-plot designs. Vandebroek (2001 and 2004) proposed exchange algorithms for constructing D-optimal split-plot designs. Liang, Anderson-Cook, and Robinson and Myers (2004 Myers ( , 2005 considered graphical techniques for assessing competing split-plot designs over the design region in terms of G-and V-efficiency. Bisgaard (2000) , noting that the benefits of running a split plot design are the savings obtained by reducing the number of whole-plot setups, formulated cost functions indicating the relative costs of performing each of the sub-plot tests to the cost of setting up the individual whole-plot tests.
With the exception of Bisgaard (2000) , optimal strategies for split-plot designs, in large part, have been focused on objective criteria that reflect the statistical properties of the design (the D-criteria involves quality of parameter estimates, while G-and Voptimality involve quality of prediction). The fact that the split-plot error structure is a result of hard-to-change factors often implies that there is greater cost/time involved in changing the levels of the whole plot factors than there is in changing the levels of the subplot factors. As a result, the practitioner may desire to use design selection criteria that not only reflect the statistical properties of the design but also the cost of the experiment.
For instance, suppose we have three factors, one hard to change (w) and two easy to change (x 1 and x 2 ) variables, each at two levels run as a full factorial design. Consider the three competing designs in Table 1 with 2, 4 and 8 whole plots, respectively. The numbers in the columns for each design specify which whole plot will contain that combination of factor combinations. For any design that has more than one observation per whole plot, the level of w remains unchanged within a whole plot, making it possible to collect these observations without changing whole plot levels. Goos and Vandebroek (2004) state that Design 2 is the best possible eight run split plot design for estimating the pure linear model in terms of D-efficiency. The authors go on to state that when there is more variation among whole plots than there is among subplots, Design 1 is always more D-efficient than Design 3, the completely randomized design. 
COST FORMULATIONS
In practice, if a completely randomized experiment is run, it is generally the case that changing the levels of a factor is uniformly difficult across all factors. As a result, the cost or time associated with the experiment is related only to the number of experimental units (EUs). In split-plot experiments, there are generally two types of EUs -whole plots and sub plots. In industrial experimentation, whole plot factors are those factors whose levels are hard/costly to change and subplot factors are those factors whose levels are relatively easy to change. Thus, in considering the cost of running an industrial split-plot experiment, the total cost is a function of both the cost associated with whole plot units as well as the cost associated with subplot units. Similar to Bisgaard (2000) , we write the cost of a split-plot experiment as
where C denotes the total cost of the experiment, a denotes the number of whole plot units, N is the total number of subplot units, and WP C and SP C are the costs associated with individual whole plot and subplot, respectively. Note that cost for measuring the observation is considered a part of cost of subplot.
In practice, it may be difficult for the practitioner to ascertain the exact costs associated with whole plots or subplots, i.e. precise values for WP C and SP C , but it may be more feasible to specify the relative cost of these quantities, i.e.
SP WP
r C C = . Hence, the cost of the experiment is proportional to a rN + , i.e.
C a rN
Writing the cost in this manner allows flexibility for specifying the relative costs of the two cost components without having to specify their exact values. Generally speaking,
WP
C is greater than SP C due to the time/effort involved with changing levels of the whole plot factors. As WP C increases relative to SP C , r approaches zero. On the other hand, if obtaining the measurement of the response for each observation is expensive, then SP C may be relatively large compared to WP C and the r will increase. When WP C = SP C , r = 1.
It is noteworthy that the completely randomized design (CRD) can be thought as a special case of a split-plot design where each observation can be treated as a separate whole plot. Also the number of whole plots and subplots are equal and the total cost of the experiment is given by
The expression in (3) is proportional then to the standard penalty of N commonly used for the D-, G-, and V-optimality criteria in completely randomized experiments. In the next section, we review the general model for split-plot designs and present some alphabetic optimality criteria for split-plot designs. We then present cost adjusted D-, G-, and Vcriteria which utilize the expressions for cost discussed above.
THE SPLIT-PLOT MODEL AND COST ADJUSTED D-, G-, AND V-

OPTIMALITY CRITERIA
When the experiment is run as a split-plot design with a whole plots, the following linear mixed model can be written to explain the variation in the n × 1 response
Regarding notation, X is the N × p design matrix expanded to model form for p The covariance matrix of the responses in a split-plot design is ( )
where n I is an n × n identity matrix and is the size of the j th whole plot. Assuming sorted observations by whole plots allows one to conveniently write the covariance matrix as
where each n j × n j matrix j ∑ is given by 
Note that the variance of an individual observation is the sum of the subplot and whole plot error variances, 2 2 + ε δ σ σ . A popular method for estimating the variance components is restricted maximum likelihood (REML).
The vector of fixed effects parameters, β , is estimated via generalized least squares, yielding ( )
The covariance matrix of the estimated model coefficients is given by
When the design is completely randomized,
Comparing the expressions for the estimated model coefficients for split-plot designs and CRDs is important as it lends insight into the greater complexity associated with optimal design strategies for split-plot designs vs. the CRD. For example, if one wishes to obtain the optimal design in terms of ability to estimate model parameters, the optimal CRD depends only on the settings of the levels of the terms in X. The optimal split plot design in terms of parameter estimation will depend on the structure of X, the variance ratio, d, the number of whole plots, a, and the dimensionality of each of the j ∑ (determined by the number of subplots within each whole plot), and subplot levels arrangements in whole plots. 
Cost Adjusted D-Optimality
Scaling the information matrix in a similar fashion to the scaling in the CRD, we can define the scaled moment matrix for split-plot designs as
Note that ( )( )
, where R denotes the observational correlation matrix. Rewriting M we have
X RX M
Since R is the correlation matrix, M is unitless as desired. Since the cost of a split-plot is not as simple as the design size, N, we must adjust for an expression for cost that allows for potentially different costs associated with whole plots and subplots. A natural divisor is the expression for cost provided in (2), yielding
Since the upper bound for the determinant is generally unknown, we can consider relative performance for two or more designs by looking at the cost adjusted D-criteria,
where a good design maximizes this criterion.
Cost Adjusted G-and V-Optimality Criteria
The predicted value of the mean response at any location 0 x is given by ( )
where 0 x is the point of interest in the design space expanded to model form. The prediction variance is then given by
If interest is in finding a design with precise estimates of the mean, G-and V-efficiency of the design are popular choices. As with D-efficiency, the desire is to work with a scale free quantity that provides a penalty for design cost. In the CRD, the prediction variance is given by ( ) ( ) 
The scaling of the prediction variance for split-plot designs can be done in a similar fashion by scaling by The cost penalized scaled prediction variance (CPPV) for the split plot design is then given by ( )
By minimizing the average or maximum CPPV over the entire design region, one can obtain the best balance between quality and cost in terms of V-or G-efficiency. penalization, we demonstrate that the selected design is influenced by not only the splitplot error structure but also the relative costs between whole plots and subplots. The best design in terms of a joint consideration of cost and quality is often different from the optimal design when only quality is considered. As might be expected, designs with a smaller number of whole plots are preferred as the whole plots become more expensive.
In Section 5, five variations of the central composite design (CCD) are studied for the second order model. The study shows that under different scenarios, the CPPV penalizes designs with larger numbers of whole plots proportional to the relative cost of the whole plots to subplots. We also provide some design strategies for second order split plot designs.
EFFECT OF COST IN DESIGNS WITH FIRST-ORDER MODEL
In this section, we consider an example with 8 design points for a first-order model with fixed effects modeled as are considered, and represent the scenarios that subplot costs nothing, the whole plot costs twice as much as a subplot, and they are equally expensive.
An exhaustive search provides 31 distinct SPDs in terms of cost penalized precision of estimation and prediction. We consider all those designs that alternate between the two levels of the whole plot factor on adjacent whole plots. They are listed in the Table 2 . Designs are equivalent (in terms of isomorphism) if they have at least one of the following four relations, -The whole plots are changes from +/-1 to -/+1.
-The order of any whole plots with same whole plot level can be changed.
-The subplots levels are switched between +1 and -1.
-The subplots within each whole plot are permuted. Table 2 : 31 distinct designs, one combination (w, x 1 , x 2 ) represents a design point and indicates the levels of the three factors at this point, a is the number of whole plots, ID is the identification of the design in the list. The units in the same cell of the table are within the same whole plot.
Among the designs in Table 2 , we emphasize two different designs with the same whole plots settings. There are two distinct designs with 3 whole plots with sizes 2, 4 and 2 respectively -design 2 and 3. Both designs are equally appealing from a cost perspective since both involve three whole plots. However, the designs are not equally appealing in terms of estimation and prediction quality due to the different ways of splitting the four runs with w= − 1 into two whole plots. In design 2, within the first and third whole plots, both x 1 and x 2 have different levels, hence they obtain the same and as much as amount of information from the contrasts within the whole plots. In design 3, the two subplots have the same level for x 1 within the first and third whole plots, hence less information about x 1 is obtained from the contrasts within the two whole plots in design 3 than in design 2. We define the pattern in design 2 as "pattern A", design 3 as "pattern B". We can conclude that pattern A is more efficient for estimation and prediction than pattern B. We can also validate the conclusion from the information matrices. For equal whole plot and subplot variances (d=1), Design 2 has Table   2 ) is the best. This design has symmetric setting for the whole plot levels and subplot levels within all of the whole plots.
First we consider D-efficiency. If the cost of the experiments is not a consideration, the best 5 designs are listed in Table 3 based on the determinant of estimates variances. These designs focus on the estimation property and minimize the volume of the confidence region for the regression coefficients. The highly efficient designs for different d values have only minor differences, which fortunately implies that the relative estimation performance of these top designs is quite robust to the changes in the variance components ratio. 
Interestingly, the best quality design is not the completely randomized design (CRD) (design 31 in Table 2 ), which implies that often split-plot designs are more efficient than completely randomized designs when hard-to-change factors exist. Note that this is true even when the higher expense and inconvenience of running the CRD is not accounted for. Goos and Vandebroek (2004) gave similar conclusions regarding the superiority of the split-plot scheme over the CRDs.
The balanced design with 4 whole plots and each with whole plot size 2 (design 13 in Table 2 ) provides the most precise parameter estimates. Notice this design follows "pattern A" as described above, where the 4 runs with same w level should be split according to pattern A for the two subplot factors, insuring that both x 1 and x 2 can obtain maximal information from the contrasts within each of the 4 whole plots, and thus resulting in the highest efficiency in terms of the parameter estimates.
Taking into account the cost associated with changing the levels of the whole plot variable, the best 5 designs under different cost scenarios using equation (10) are provided in Table 4 . The different cost scenarios select different best designs, but these designs are relatively robust to the changes of variance component ratio. This means that even if the guess of variance component ratio, d, provided by the practitioner before any data is collected is not precise, the best design obtained can still be close to or equal to the best one for the actual d value. For instance, if the guess is d=1 and the actual value is found to be d=3 after the data are collected from the experiment, the selected design based on d=1 is still optimal or at least highly efficient. This is good news for practitioner, who frequently must select a design with little idea of the true value of d in real life experiments. When the practitioner only cares about the cost of whole plots (r=0), the design with 2 whole plots is the best and the designs with small number of whole plots are preferred. However, this design has the unappealing property of non-estimability of whole plot error, which may present problems in the analysis and consequently is not a desirable design in practice. Hence, the best design selected turns out to be design 2 from Table 2 . If the whole plot is slightly more or equally expensive to the subplot (r=1), designs with moderate number of whole plots are preferred. The balanced design with 4 whole plots is best for estimation, and design 2 with 3 whole plots turn out to be second best design. Compared to the best 5 designs without cost penalizations, the desirable designs have smaller number of whole plots.
We now consider V-and G-efficiency for the 31 possible designs. The 5 designs with the smallest average and maximum prediction variance (PV) are listed in Table 5 .
Note that all the designs assume a cuboidal region, thus the average prediction variance is When all the designs are evaluated using cost penalized prediction variance, the best 5 designs are listed in Table 6 and 7 for average and maximum CPPV using equation (12) over the entire cuboidal region. The design with two whole plots is best for the cost penalized V-and G-efficiency for r=0, but this design has the critical limitation noted above for data analysis and should likely be avoided. Thus if only the whole plot cost is important (r=0) and whole plots variance account for small or medium portion of the observation variance, design 2 with whole plots sizes (2,4,2) is the highest V-efficient.
The balanced design with 4 whole plots is the best or the second best if the whole plot cost is moderately more than or comparable to the subplot cost (r=0.5 or 1) and under small variance component ratio (d=0.5 or 1). If the whole plot variance proportion increases (larger d values), the designs with more whole plots are preferred for overall prediction property. Compared to the estimation performance, the good prediction requires more whole plots. To minimize the worst prediction variance, the best five designs in terms of maximum cost adjusted prediction variance (CPPV) are listed in Table 7 . The balanced four whole plot design (Design 13) is shown to be best in most situations and second best for d=10 when subplot and whole plot costs are comparable. The comparison of the designs in this example shows that taking the relative costs of whole plots and subplots into consideration makes an important difference for the evaluation of the split-plot experimental design. Frequently in industrial settings, the cost of the whole plots dominates the experimental cost. In these cases, split-plot designs with a minimum number of whole plots can have the best overall cost penalized quality.
However, other necessary properties, like the ability to estimate variance components, should also be considered. When cost and quality are both important, split-plot designs with a moderate number of whole plots are preferred. These designs perform well for a wide range of d values, which gives robustness to the initial guess of the variance component ratio. This exploration provides insights into how the split-plot structure and different scenarios of cost functions that are realistic in practice for split-plot designs influence choice of design, and thus provides a good foundation for more understanding of cost evaluation for SPDs.
Discussion
For this simple example with only a manageable number of run combinations, it is possible to consider all possible run orders. However, when the experimental design size becomes large, it is hard to search the design space exhaustively. Sampling is a feasible alternative in this situation. A large number of designs can be sampled from the design space by randomly generating sequences of run orders. Joiner and Campbell (1976) outline this approach, but did not provide information about how this helps with design selection. Modified sampling is implemented following the rules: the level of each factor is generated at random and independently, and the only restriction is that the sampling of the eight runs is performed without replacement. Between runs, the decision of whether to change the factor level or not is determined by draw from a Bernoulli distribution with a fixed probability of changing level, Pw for whole plot factors and Px for subplot factors. The different factors could have different probabilities of changing levels. We may set the probability as 0.5 for each factor to accommodate as many designs as possible, or set the probability for each factor according to the extent that the factor is hard to change. The harder to change the factors will then have a smaller probability of changing levels. This rule is based on the assumption that the hard-to-change whole plot factors have levels that are more costly to change, thus the experimenter intends to reset the levels for this type of factor as small times as possible. The design selected is the best from among those sampled.
Although this sampling is frequently more realistic than examining all permutations to find the best design, further study was needed to find the probability of finding the optimal or near-optimal designs by sampling. The chance to get the best or highly efficient designs can be explored by examining the frequency of the distinct designs (in Table 2 ) in the design space. Simulation shows approximately equal chances of getting efficient designs by permutation to by sampling with Pw=0.5 for all variables and the results are displayed in Figure 1 , where the frequency of the designs in Table 2 is plotted versus the design efficiency. In the plots, the x-axis gives the relative efficiency respectively. For instance, if a point (x=0.9, y=0.5) is on the curve, then the chance of obtaining a design that is at least 90% efficient is 50%. If the sampling technique is applied, suppose there are m generated designs in the sample, then 50% of the m designs have at least relative efficiency 0.9, which infers the sampling works well for searching good designs. In Figure 1 , the top plots represent the evaluation not taking the cost of experiment into consideration, the middle plots correspond to the situation that the cost of whole plot dominates the experiment cost (r=0), and the bottom plots for the situations that whole plot is even expensive as subplot (r=1). The two variance ratios, d=1 and 10 are on the ledge and right sides, respectively. In the plots, the performances of sampling for V-efficiency are good in most situations, for instance, we have 20%-80% chance to get designs at least 90% highly Vefficient, except for d=1 and r=0. For D-and G-efficiency, the performance of sampling is less efficient. When sample size increases, we might still obtain highly efficient design, but this is a less desirable choice. The chance of finding the highly efficient designs by sampling is substantially lower when whole plots are extremely expensive (r=0), which indicate that the inadvertent split-plot designs are not desirable under some conditions. However, if the desirable properties of superior split-plot designs are known, we may improve the chance to get highly efficient design by adjusting the probability of level changes for each factor. For instance, from the quality summary of the designs in Table 7 we know that the design with small number of whole plots is desirable when r=0.
Therefore, by reducing the probability of changing whole plot levels appropriately, i.e., Pw=0.1 or 0.2, the chance of obtaining more efficient designs would be enhanced.
However, this technique is based on the knowledge of the desirable characteristics of optimal design. The more knowledge we have about the characteristics of good designs, more efficient the sampling can be made, when the exhaustive search of the best design in the design space is not feasible.
COST ADJUSTED EVALUATION FOR CENTER COMPOSITE DESIGNS FOR SECOND ORDER MODEL
For designs exploring the relationship of response with the factors or finding the optimal operation conditions for the factors, a second-order model should be considered.
Some response surface designs, such as central composite design (CCD), Box-Behnken design (BBD), are popularly used, and are known to be highly efficient under a complete randomization structure. However, if the experiment is implemented with a split-plot structure, the designs can become less efficient for estimation of parameters and prediction of responses. The variance component ratio and structure of the variance matrix play important roles in performance. Moreover, the cost of the experiment is frequently an issue and is a function of the number of whole plots and subplots. The experimenter may want to balance between the quality of estimation and prediction of a design and its economy. Letsinger, Myers, and Lentner (1996) compared popularly used response surface designs, such as CCD, BBD, small composite design and full factorial design, under split-plot scheme and concluded that central composite design is the most desirable design under various values of d for estimation and overall prediction over the design region. In this section, we focus on the study of different variations of central composite designs to show strategies for selecting split-plot designs when taking the cost into consideration.
In this example we consider an experiment with one whole plot variable and two subplot variables for a second order model with the fixed effect in the form (Table 8) . Because previously the properties of CCD in split-plot structure
were not well understood, this has been a common choice of SPD in practice. However, because there is no replications for the whole plot levels, the whole plot pure error is nonestimable for this design. In addition, the design is quite unbalanced, where "balanced"
for SPD means we have the same whole plot size for all whole plots. For the standard CCD, the size of the axial whole plots is one, while the size of whole plot with w=0 is four plus the number of subplot center runs. This might be wasteful if whole plots are limited, and possibly not appealing to the practitioner. Table   9 ), which satisfies the analysis condition that the generalized least square (GLS)
estimates are equal to the ordinary least square (OLS) estimates. When whole plots are very expensive relative to the subplot cost, the total number of runs and whole plot sizes are not critical and only the number of whole plots may matter to the practitioner. Under this situation, they state the modified CCD can be a desirable design. In addition, because of the replications for the whole plot and subplot levels, the pure error can be estimated independently of the model. The quality of estimation and prediction of this design was not studied in their paper. Liang et al. (2004 Liang et al. ( , 2005 used graphical tools to study and compare this design with the standard CCD. In terms of scaled prediction variance (SPV), the modified CCD performs poorly compared to the standard CCD. Other variations of the CCD may also be of interest. Design D3 in Table 10 has the same number of runs as D1 but with one more whole plot. In D3, the six whole plot center runs is assigned into two whole plots in such a specific way to improve estimation and prediction for the whole plot and subplot terms. This is expected to bring benefit when the subplot cost dominates the cost of the experiment and the total number of runs is important.
Because the center runs help the estimation of the quadratics, design D4 in Table   11 augments one subplot center run within the whole plot factorial and center run. The whole plot axial runs are replicated three times. When the whole plots are extremely expensive, this design is expected to obtain better performance by increasing the number of subplots accommodated in the whole plot while keeping the same number of whole plots.
Similarly, D5 in Table 12 is obtained by adding one subplot center run to each whole plot of D2, and some of the redundant replications are removed to control the total size of the design. It has the same size of observations and same number of whole plots as D2, but we will see that this design performs much better than the modified CCD. which is popularly used for CRD, corresponding to the situations that only subplot/measurement cost is important and whole plot cost is negligible. Table 13 compares the five candidates in terms of cost adjusted D, G, and Vefficiency. The best and second best designs are in "Bold" fonts and identified by "*" and "+", respectively. When r=0, the cost measure focuses only on the number of whole plots, D4 is the best or second best for estimation and prediction, and the superiority is true for all variance ratio values. This design has the least number of whole plots with competitive performance and thus is superior to other designs. Therefore, augmenting the replications of subplot levels within the whole plot is helpful if the resource of whole plots is extremely limited. D5 has the best overall prediction performance for moderate or large variance ratio values. This design is much better compared to modified CCD "D2", which implies the strategy of putting the subplot axial points with center runs in the same whole plot helps.
Another extreme situation is that in the split-plot experiment the cost of whole plots are negligible and the cost of subplots/measurements are emphasized. Under this condition, D1 and D3 are the best and second best designs for estimation and prediction, respectively. This is the scenario where total number of runs of the experiment is most important.
In practice, more realistic situations are frequently between the above two extreme scenarios where both the cost of whole plots and cost of subplot have to be considered, such as, r=0.1, 0.5 or 1. For the case r=1 or 0.5, D1 is the best for D-and Gefficiency, and it has the second best average prediction (V-efficiency). D3 is the best for overall prediction and the second best for D-and G-efficiency. The two designs have same least total number of runs, which makes the design more competitive when the total size of design is important. D3 has one more whole plot than D1. We can see that high V-efficiency designs have more whole plots than the high D-and G-efficiency designs. This is consistent with the conclusions of example 1 for the first-order model. The additional center runs to the axial levels in the same whole plot help with the estimation of quadratic terms. Splitting the w=0 whole plot of D1 into two whole plots for D3 does not substantially compromise the estimation of the subplot quadratic terms, however, it does improve the estimation of the whole plot quadratics. On the other hand, although the modified CCD (D2) has good properties from analysis standpoint, the quality of estimation and prediction is poor, because the subplot axial points are assigned separately from subplot center runs and hence the estimation of subplot quadratics is with whole plot error. However, by adjusting the locations of the designs points, augmenting subplot center run to the whole plot with subplot axial points or reducing the redundant replications of design points as D5 does, the performance can be improved. Table 13 can be read from the plots. For the case d=1 and r=0, D5 is the best design with the FDS curve having the smallest values and a flatter slope. As whole plot variability increases relatively to the subplot variance, D5 is still the most desirable design, which shows the choice of the best design is robust to the changes of variance component ratio. D3 with the 6 whole plots and 16 observations performs much better for d=10 and r=0, because the larger size of whole plots helps the performance of SPDs when the proportion of whole plot variance in the system increases. This design is superior to the other designs under the situations that subplots are relatively expensive. Meanwhile, the superiority of the design over others is robust to the changes of d value. these plots. In the plots, "w" indicates the distance of the location from the center in the whole plot space, and "x" represents the location in the subplot space. The vertical axis tells the maximum cost adjusted prediction variance at that location in the combined space. The plots show a common characteristic of the prediction variance distribution for desirable designs, namely that the prediction variance is stable and relatively small in the broad center area and prediction becomes worse for a small portion at the edge of the whole plot space. These plots can be helpful to understand the advantage and weakness of the designs for predicting response. conditions of cost and quality, the best design differs significantly. When the whole plots are extremely expensive, one may set the number of whole plots as the largest number available and achieve the best performance by assigning as much subplots as possible in each whole plot. When the subplot/measurement are comparably expensive to the cost of whole plots, the design with fewer runs is desirable. When the subplot/measurement cost dominates and cost of whole plot is negligible, the scaled prediction variance can be used to evaluate the designs, and smaller sized designs are desirable.
In addition, the example provides helpful information for practitioner to choose a split-plot design for second order model. The standard CCD has good performance when cost is incorporated, which provides theoretical support for extending this type of response surface design from completely randomized design to more complicated experiments in the way of restricted split-plot structure. Moreover, when the whole plot size is limited, for instance, the maximal number of subplot accommodated in the whole plot can't exceed six in practice, running all combinations of subplot factors within each whole plot is not feasible, and thus we might have incomplete subplot levels within whole plots. The intuition would lead to the most balanced setting in the whole plots, such as the modified CCD does. However, this example shows that exact balanced or symmetric setting of the subplot levels is less efficient. For instance, it is better to assign the subplot center runs with axial or factorial levels in the same whole plot rather than separating the axial points and center runs.
CONCLUSIONS AND DISCUSSION
For different problems or under different conditions of the experiment in real life, the split-plot experiment designs may focus on different aspects of the performance or cost. Incorporating the split-plot structure and cost structure into the evaluation of splitplot design is helpful to better understand their effect on the desirability of the design.
The proposed cost penalized D-efficiency, average and maximum cost penalized prediction variance (cost adjusted V and G-efficiency), including a special case of the scaled prediction variance, provide strategies for the practitioners rather than choosing the designs arbitrarily based on the available resources. The different weighting system between the practitioner's interest on the cost and quality of estimation and prediction requires the experimenter to evaluate relative costs, as measured in time, effort or money for the whole plot and subplot units, for changing the levels of two types of experimental variables and for measuring the observations, based on the understanding of the practical conditions for running the experiments. This allows for more realistic design selection.
From the study, we also learn that the standard scaled prediction variance evaluation for completely randomized design only makes sense under some special cases for split-plot design, and thus the generalization of SPV from CRD to SPD should be done carefully.
Although the constraints on time/cost require the practitioner to use as small size of design as possible, other desirable properties, like the ability to estimate the whole plot and subplot error terms, and affordable precision for the whole plot factors should also be taken into account.
In industrial experiments, an important problem for the practitioner is to select a response surface design with a desirable structure when there are restrictions on randomization. This study shows that by adapting central composite designs in a variety of ways, can help improve performance for different cost and variance ratio situations.
Some desirable strategies for assigning subplot levels within whole plots are also provided, which argue against the intuition that balanced design is always preferable.
However, there may be some benefits during analysis.
The estimation of cost ratio can be obtained from understanding of the conditions for a given split-plot experiment from experienced scientists or engineers. The variance component ratio is probably not as easy to estimate, if a pilot study or previous data are not available. However, the study in the two examples implies that the choice of a highly efficient design is frequently quite robust to the change of variance component ratio value. If the guessed or estimated d value is slightly different from the actual value in the experiment, we can still search for the optimal design based on this value and guarantee the obtained design highly efficient. This robustness means that good performance is likely even when the split-plot design is selected based on limited information about the variance component ratio.
