. The new algorithm achieves a speed-up factor of up to in comparison to the best known search algorithm. With a parallelized version of the new algorithm we are able to search for TPP triples in groups up to order . As an application we identify lists "C " and "C " of groups that, if they contain a ⟨ , , ⟩ TPP triple, could realize × matrix multiplication with under , respectively under , scalar multiplications, i.e., the best known upper bound by Makarov ( ), respectively the trivial upper bound. With our new algorithm we show that no group in this list can realize × matrix multiplication better than Makarov's algorithm. We also show a direction towards a modi ed group-theoretic search, not covered by the C list.
Introduction . A very short history of fast matrix multiplication
The naive algorithm for matrix multiplication is an O(n ) algorithm. From Strassen [ ] we know that there is an O(n . ) algorithm for this problem. One of the most famous results is an O(n . ).
Furthermore, Ambainis et al.
[ ] showed that analyzing higher and higher tensor powers as in this series cannot result in an algorithm with running time O(n . ) or better. Let M(n) denote the number of eld operations in characteristic required to multiply two (n × n) matrices. Then we call ω := inf{r ∈ ℝ : M(n) = O(n r )} the exponent of matrix multiplication. Details about the complexity of matrix multiplication and the exponent ω can be found in [ ]. As has been pointed out by Schönhage in [ ], all those exponents of matrix multiplication are only of theoretical interest and hold only for inputs beyond any practical size. Pan's exponent . for moderate input sizes is still unbeaten [ ].
n × n Upper bound for R(n) Algorithm Table . Upper bounds for R( ), R( ), R( ) and R( ).
. A very short history of small matrix multiplication
The naive algorithm uses n multiplications and n −n additions to compute the product of two n×n matrices. The famous result O(n . ) is based on an algorithm that can compute the product of two × matrices with only multiplications. Winograd [ ] proved that the minimum number of multiplications required in this case is . The exact number R(n) of required multiplications to compute the product of two n × n matrices is not known for n > . There are known upper bounds for some cases. Table lists the known upper bounds for R(n) up to n = . Tables for up to n = can be found in [ , Section ] . Hedtke and Murthy proved in [ , Theorem . ] that the group-theoretic framework (discussed in Section . ) is not able to produce better bounds for R( ) and R( ).
. Bilinear complexity
Later we will use the concept of bilinear complexity to connect group-theoretic arguments with the complexity of matrix multiplication. 
We write ϕ ≤ ϕ ὔ if there exists a restriction of ϕ ὔ to ϕ.
. The group-theoretic approach of Cohn and Umans
In , Cohn and Umans [ ] introduced a group-theoretic approach to fast matrix multiplication. The main idea of their framework is to embed the matrix multiplication over a ring R into the group ring R[G] of a group G. A group G admits such an embedding if there are subsets S, T and U of G which satisfy the so-called Triple Product Property.
( ) So we can read o the matrix product from the group ring product by looking at the coe cients of s − u with s ∈ S and u ∈ U.
De nition . (r-character capacity). Let G be a group with the character degrees {d i }. We de ne the r-char-
We write R (n, p, m) for the rank of the bilinear map ⟨n, p, m⟩, and R(n) for R (n, n, n) . [ , Theorem . ] ) by the construction above and therefore R (n, p, m) 
. The aim of this paper
The second and fourth authors of this paper created what we believe are currently the most e cient search algorithms for TPP triples [ ]. They also showed that the presented group-theoretic framework is not able to give us new and better algorithms for the multiplication of × and × matrices over the complex numbers.
To attack the × matrix multiplication problem, we develop a new e cient search algorithm for ⟨m, m, m⟩ (especially ⟨ , , ⟩) TPP triples. For this special case of TPP triples it is faster than any other search algorithm and it can easily be parallelized to run on a supercomputer.
Even with the new algorithm, it is not feasible simply to test all groups of order less than (best known upper bound for R( )) for ⟨ , , ⟩ triples. Therefore we develop theoretical methods to reduce the list of candidates that must be checked. We show that the group-theoretic framework cannot give us a new upper bound for R( ).
We will also produce a list of groups that could in theory realize a non-trivial (with less than scalar multiplications) multiplication algorithm for × matrices. Additionally we show how it could be possible to construct a matrix multiplication algorithm from a given TPP triple.
The search algorithm for ⟨m, m, m⟩ TPP triples
In this section, we describe the basic idea and important implementation details for our new fast search algorithm for ⟨m, m, m⟩ triples. The goal of the algorithm is to nd possible candidates for TPP triples (S, T, U) using the following conditions:
( )
The second condition is a weaker formulation of the known result using Q(U) (in Theorem . ), but it is more useful in our algorithm. For each TPP candidate that comes from the algorithm we test if it satis es the TPP or not (e.g. with a TPP test from [ , Section ]). Let G be a nite group. Let n := |G| − . Let (g := G , g , . . . , g n ) be an arbitrary but xed order of the elements of G. We want to nd an ⟨m, m, m⟩ TPP triple (S, T, U) (or possible TPP triple candidates) of subsets of G. 
Because we only consider basic TPP triples, (b S ) = (b T ) = (b U ) = , so we only need to consider the binary representations for ≤ ℓ ≤ n. We call this the basic binary representation b
We want to sketch the basic idea behind the algorithms with a matrix representation of the possible TPP candidates. This representation is not e cient and will not be used in the algorithms itself. It is only used in this subsection to describe the method. Let C ∈ { , } ×n denote a matrix representation of a possible TPP candidate. Each row of
is the basic binary representation of S, T, respectively U. We can describe the fundamental idea with three steps (S ) The "moving " principle to nd the next possible TPP triple candidate after a TPP test for the previous candidates fails. (S ) The "marking the quotient" routine to realize ( ). (S ) An e cient way to store the matrix C and access its entries.
. The "moving " principle
The "moving " principle is based on two observations and an idea: Observations. (i) The column sums of C are at most .
(ii) We can restrict the search space for TPP triples with the condition
This proves the statement.
(ii) Follows immediately from Lemma . and the fact that we are looking for TPP triples (S, T, U) with |S| = |T| = |U|.
The idea of the "moving " is as follows: After a TPP test fails we get the next candidate by moving the rightmost in b * U one step to the right. If this is not possible, delete the rightmost in b * U and move the new rightmost . Finally, we add the missing to a free spot (remember that the column sums of C are at most ).
If it Example. Let G be group of order . We are looking for ⟨ , , ⟩ TPP triples. The initial con guration of C ∈ { , } × would be
we check, if (S, T, U) satis es the TPP. If so, we are nished. If not, we generate the next candidate by moving a in C:
and we check the TPP again. The procedure of the "moving " continues if the TPP check fails:
In contrast to the example above, the next subsection takes care of Q(S) and Q(T) in ( ).
. The "marking the quotient" routine
To take care of the quotient sets in ( ), we mark the quotient of each row in C in the row itself. This ensures that rows below this row do not use elements of the quotient sets. Example. We use the same example as above. We start with b * S = ( , , , , , , , ), which means that
We mark the quotient set Q(S) in line b * S with a "q":
Note that X ⊆ Q(X) for all X ∈ {S, T, U}. Thus, we only have to mark the elements in Q(X) \ X =:Q(X). Before we can move a in a row b * X we have to delete all marksQ(X). We have to deal with the case, that we found a b * T with the "moving " principle, but
In this situation we have to undo all steps in the process of "marking all elements inQ(T)" and we have to nd a new b * T by moving a .
. E cient storage of the basic binary representation matrix
If we use the matrix C to store all necessary information, we have to store n elements and we need exactly tests to check if we can move a to a position p:
We can omit the unnecessary space of n elements and the unnecessary tests by projecting C ×n to a vector marked ∈ {− , − , , , , } n :
Example. Consider the basic binary representation matrix
The corresponding marked vector is
.
The search algorithm
The listing "SearchTPPTripleOfGivenType(G, m)" shows the pseudo-code for the main function of the search algorithm. The interested reader can get a more detailed version of this pseudo-code, all other pseudo-codes and an implementation in GAP online [ ] or via e-mail from the second author. It would also be possible to use a specialized TPP test, because Q(S) and Q(T) are already known and they satisfy ( ).
In this section, we describe an application of the new algorithm. We will show that if a nite group G admits a ⟨ , , ⟩ triple, then R(G) ≥ . That is, we cannot improve the current best bound for R( ) using this particular TPP approach -of course there may be other group-theoretic methods that do yield better bounds. Even with the new algorithm, it is not feasible simply to test all groups of order less than for ⟨ , , ⟩ triples. Therefore we must use theoretical methods to reduce the list of candidates that must be checked. We will also produce a list of groups that could in theory contain a ⟨ , , ⟩ triple for which R(G) < (as de ned below).
For a nite group G, let T(G) be the number of irreducible complex characters of G and b(G) the largest degree of an irreducible character of G.
We start with two known results. Theorem . ([ , Theorem and Remark ] ). Let G be a group.
We write R(G) := ∑ i R(d i ) for the best known upper bound (follows from Wedderburn's structure theorem) and R(G) for the best known lower bound (the theorem above) for R(G).
De nition . (C and C candidates).
A group G that realizes ⟨ , , ⟩ and satis es R(G) < will be called C candidate. A group G that realizes ⟨ , , ⟩ and satis es R(G) < will be called C candidate.
The following is well known, but we include a short proof for ease of reference.
Lemma . . If G is non-abelian, then T(G) ≤ |G|. Equality implies that |G
Proof Obviously, it is necessary to keep the list of all C and C candidates as short as possible. To achieve this goal, we will develop some common properties of C and C candidates in this section. We will use them to eliminate as many candidates as possible from the list. It will be helpful to establish some notation in the particular case where a group has a TPP triple and a subgroup of index . De nition . . Let G be a group with a TPP triple (S, T, U), and suppose H is a subgroup of index in G. We
Proof. Suppose G realizes ⟨ , , ⟩ via the TPP triple (S, T, U). If |S | < |S |, then for any a ∈ S , replace S by Sa − . This will have the e ect of interchanging S and S . Hence we may assume that |S | ≥ |S |, |T | ≥ |T | and |U | ≥ |U |. Now (S , T , U ) is a TPP triple of H, and since each of S , T and U has at least elements, clearly H realizes ⟨ , , ⟩. Lemma . . Suppose G has a TPP triple (S, T, U). Let H be an abelian subgroup of index in G. Then the following hold.
Proof. The proof relies almost entirely on the de nition of a TPP triple (S, T, U); that if s ∈ Q(S), t ∈ Q(T) and u ∈ Q(U) with stu = , then s = t = u = .
(a) The map (s, t, u) → s − tu from S × T × U to S − T U is clearly surjective. It is also injective: suppose s − tu =ŝ − tû for some s,ŝ ∈ S , t,t ∈ T and u,û ∈ U . Then, remembering that H is abelian, we may rearrange to get (ŝ s − )(tt − )(uû − ) = , forcing (by de nition of TPP triple), s =ŝ , t =t , u =û . Therefore the map is bijective and |S − T U | = |S ||T ||U |.
(b) The map (s , t ) → s − t from S × T to S − T U is injective as s − t =ŝ − t , for some s ,ŝ ∈ S and t ,t ∈ T , implies (ŝ s − )(t t − )( − ) = , which implies s =ŝ and t =t . Thus |S − T U | ≥ |S ||T |.
(c) The map (s , u ) → s − u from S × U to S − U is clearly surjective; it is injective as s − u =ŝ − û implies (ŝ s − )( − )(u û − ) = and hence s =ŝ and u =û . Therefore |S − U | = |S ||U |. 
(e) Suppose for some s ∈ S , t ,t ∈ T , u ∈ U , s ∈ S and u ∈ U we have s
= , which implies (by the TPP for (S, U, T)) that s = s , a contradiction. Therefore
(f) Suppose for some s ,ŝ ∈ S , t ∈ T , t ∈ T , u ∈ U and u ∈ U , we have s We are grateful to Peter M. Neumann for pointing out an argument which considerably shortened our proof for the case |H| = in the above result. 
Theorem . . If G realizes ⟨ , , ⟩ and |G| ≤ , then G has no abelian subgroups of index .

Proof. Suppose G has an abelian subgroup H of index and realizes ⟨ , , ⟩ via the TPP triple (S, T, U).
De ne S , T , U , S , T and U as in
GAP ID
Structure Character R(G) R(G) degree pattern [ , ] C ⋊ C ( , ) [ , ] C .S = SL( , ).C ( , , , ) [ , ] GL( , ) ( , , , ) [ , ] A ⋊ C ( , , ) [ , ] C × A ( , ) [ , ] C × SL( , ) ( , , ) [ , ] SL( , ) ⋊ C ( , , ) [ , ] C × S ( , , ) [ , ] C × A ( , ) [ , ] C ⋊ C ( , ) [ , ] C × (C ⋊ C ) ( , ) [ , ] C × (C ⋊ C ) ( , )
. For the upper bounds, the fact that T(G) ≤ |G| implies |G| − T(G) ≥ |G| and hence, by Theorem . , R(G)
Hence G is not a C candidate. Therefore, if G is a C candidate, then ≤ |G| ≤ .
Theorem . . No group of order is a C candidate.
Proof. A GAP calculation of Pospelov's lower bound on R(G), followed by elimination of any group with an abelian subgroup of index , leaves a possible list of seven groups of order that could be C candidates. If any of these groups G were to realize a ⟨ , , ⟩ triple, then any subgroup of order in G would realize a ⟨ , , ⟩ triple. But a brute-force computer search, similar to that performed by two of the current authors in [ ], shows that each of these groups of order has at least one subgroup of order which does not realize ⟨ , , ⟩. Therefore, no group of order is a C candidate.
Theorem . . Table contains all possible C candidates.
Proof. By Proposition . we need only look at groups of order between and . A simple GAP program can calculate Pospelov's lower bound on R(G). Any group for which this bound is greater than can be eliminated. Next, we can eliminate any group with an abelian subgroup of index by Theorem . , and any group of order by Theorem . . This reduces the list to groups. Finally, we observe that if any group of order is a candidate, then any of its subgroups of order must realize a ⟨ , , ⟩ triple. Another bruteforce search on groups of order eliminates ten groups of order from the list. The nal list contains ten groups of order and two of order .
. C candidates Proposition . . If G is a C candidate, then G is non-abelian and
Proof. We use the same arguments as in the proof of Proposition . : Proof. By Proposition . , we can restrict our attention to groups of order between and . We can use Pospelov's bound for R(G) and (for groups of order at most ) the existence of abelian subgroups of index to eliminate many candidates. After these observations, we look to see if any of the remaining candidates have subgroups of index that do not realize ⟨ , , ⟩. If so, then by Lemma . , the group cannot be a C candidate. After this process, groups remain as candidates. Twelve are the existing C candidates we already know about. So there are 'new' groups here.
We note that one of the C candidates, A , is already known (see [ , Section ] ) to have a ⟨ , , ⟩ triple so we would not need to check it again computationally.
Computations, tests and results
. Runtime
We tested our new search algorithm against a specialized version (that only looks for ⟨m, m, m⟩ triples) of the currently best known search algorithm with the test routine TPPTestMurthy (see [ ]). Note that we only consider groups that do not realize ⟨ , , ⟩ to show the worst-case runtimes of the searches. Table lists the runtimes¹ of the search for ⟨ , , ⟩ TPP triples in non-abelian groups of order up to that satisfy Neumann's inequality ( + − ) ≤ |G|.
The test were made with GAP . . -bit (compiled with GCC . . on OS X . . using the included Make le) on a Intel ® Core™ i -QM CPU @ . GHz machine with GB DDR RAM @ MHz.
Table .
Comparison of the average runtime and number of TPP tests in the search of ⟨ , , ⟩ TPP triples for the old and the new search algorithm.
Our algorithm achieves a speed-up of in the worst-case and in the best-case in comparison to the specialized version of Hedtke and Murthy [ ]. We are able to shrink the number of candidates that we have to test for the TPP by a factor of in the worst-case and in the best-case. We remark that there are cases where the old algorithm tests , candidates and the new algorithm requires no TPP tests at all. We only did tests in the ⟨ , , ⟩ case, because the old algorithm is too slow to do a comparison like Table for the ⟨ , , ⟩ case (or higher). The search need only be run in groups that satisfy Neumann's inequality: a group G can only realize ⟨m, m, m⟩ if it satis es m( m − ) ≤ |G|.
We remark that the speed-up becomes slower when the group becomes larger. However this is not of particular concern in the context of our problem: the old search algorithm works on S, T and U and the new algorithm works on Q(S), Q(T) and U. So in the best-case the old algorithm uses |S| + |T| + |U| = m elements and the new algorithm uses |Q(S)| + |Q(T)| + |U| ≤ m + m + m elements to lter TPP triple candidates. The speed-up will be problematically small when m ≪ |G|, but one would only look for groups that are near Neumann's lower bound to get a good matrix multiplication algorithm.
It is not easy to get results about the asymptotic runtime, because that highly depends on the structure of the groups. But as a worst-case result we get 
The number of b * S s for all groups in the Tables and can be found in Table . We implemented the search algorithm with the optional arguments startRow and numberOfRowOneTests to realize a rudimentary parallelization: With an easy script we construct the set of all possible b * S s and divide it into subsets of size , respectively , . Now we start (# of b * S s)/ , respectively (# of b * S s)/ , independent jobs on a cluster, each with a di erent startRow that has to check numberOfRowOneTests = , respectively numberOfRowOneTests = , of the b * S s. It is clear that even with an optimized search algorithm this is an immense amount of work. It follows right from that fact, that we dealt with tricks like going from the matrix representation C to the vector representation marked to get a su cient speed-up to solve the ⟨ , , ⟩ problem.
. Results
Our search for ⟨ , , ⟩ TPP triples in all groups of the C list showed that no group can realize × matrix multiplication with fewer than scalar multiplications with the group-theoretic framework by Cohn and Umans. This continues the results [ , Theorem . ] of two of the authors who showed the same statement for × and × matrix multiplication.
How to construct a matrix multiplication algorithm from a TPP triple
As the results show, we were not able to nd a group G that realizes ⟨ , , ⟩ with R(G) < . But the groups in the C list could realize ⟨ , , ⟩ with less than scalar multiplications, because R(G) < . This section shows a strategy to search for a non-trivial × matrix multiplication algorithm in the C list.
Suppose there exists a ⟨ , , ⟩ TPP triple (S, T, U) in a group G of the C list. We only know that R(G) < , so we don't know if this leads to a non-trivial matrix multiplication algorithm. It could require scalar multiplications or more. To construct the algorithm induced by the given TPP triple, we have to construct the embeddings A → e A and B → e B of the matrices A = [a s,t ] and
( ) The next step is to apply Wedderburn's structure theorem: The key questions for future research are: (Q ) Are there di erent embeddings ( ), in the sense that they lead to di erent structures (pattern of zeros or other types) in the small matrices? (Q ) Does the number M(e) of multiplications needed to compute the product in ( ) depend on the embedding e? (Q ) If so, we can bound R(G) by min e M(e). How many embeddings e are there and how easy is it to compute min e M(e)? Example. Consider the alternating group A on ve elements. The character degree pattern is ( , , , ) and so
We know that A realizes ⟨ , , ⟩. There is place for elements in the embedding e A ∈ ℂ[A ] of a × matrix A with elements. The same for e B . So we have to embed at most
elements into a space of |A | = elements. Assume that we can ll the lower dimensional parts of the righthand side of ( ) completely. Thus, only − − − − = elements of the small matrices in ℂ × are non-zero. Therefore it could be possible that A induces a non-trivial matrix multiplication algorithm: For the rst "complete" parts we need R( ) + R( ) + R( ) = scalar multiplications. We have scalar multiplications left to compute the product of A B to beat scalar multiplications. Example. The symmetric group G := S on three objects realizes ⟨ , , ⟩ via the TPP triple S = {s = G , s = ( , )}, T = {t = G , t = ( , )}, U = {u = G , u = ( , )}. We identify A ij with A s i ,t j and B jk with In ℂ we compute the product with multiplication. In ℂ × we can use Strassen's algorithm with multiplications. Therefore, we need multiplications to calculate f(c )f(c ).
This method provides a way to construct the multiplication algorithm induced by a given TPP triple. If it works (that means if one can answer questions (Q ), (Q ) and (Q )), we nd new best or at least non-trivial matrix multiplication algorithms for matrices of small dimension. Another approach to multiply matrices with a given TPP triple can be found in Gonzalez-Sanchez et al. [ ]. But as far as we know, this approach doesn't construct the matrix multiplication algorithm itself.
Conclusions
From our point of view there are ve open key questions or ideas one could use for future work.
The rst two are obviously the ⟨ , , ⟩ search in the C list, together with a practicable method to construct a matrix multiplication algorithm out of a given TPP triple. And C -like searches for ⟨ , , ⟩ matrix multiplication algorithms and higher.
Is it easy and e cient to implement a search algorithm that does use products of quotients sets like in Theorem . ?
Is there a constructive algorithm for TPP triples of a given type ⟨n, p, m⟩? As far as we know, the smallest example for a non-trivial matrix multiplication realized by the grouptheoretic framework by Cohn and Umans is ⟨ , , ⟩. The group G = D achieves β(G) ≥ = |⟨ , , ⟩| and has group algebra rank R(G) ≤ . Therefore we have ω ≤ log ≈ . . See [ , Section ] for details. This is better than the naive matrix multiplication algorithm with scalar multiplications. On the other hand this is not a good result at all: using the fact that ⟨ , , ⟩ = ⟨ , , ⟩ ⊗ ⟨ , , ⟩ ⊗ ⟨ , , ⟩, we can construct an even better algorithm that uses at most R( ) ⋅ R( ) ⋅ R(⟨ , , ⟩) = ⋅ = scalar multiplications.
Maybe our new algorithm can help to nd a minimal working example for a non-trivial matrix multiplication algorithm realized with the group-theoretic framework by Cohn and Umans.
