Traditionally, surgical learning has included intensive and structured training of a surgical resident's skills of seeing, interpreting, and intervening manually in a patient's body. Residents now receive most of their training in the operating room, working on actual patients under the close supervision of an attending surgeon. In the last decade, however, changes in hospital economics have squeezed operating room time. Medical students and beginning residents are often relegated to roles as mere observers (Ludmerer, 1999: 49) , even as a growing body of medical research indicates that constant practice is critical to surgical success rates (Gawande, 2002; Mishra, 2003) . In response, researchers in several universities and private companies have begun to develop virtual reality training systems, modeled on flight simulators, that might one day train medical students outside the operating room, potentially freeing attending surgeons' time and giving students a higher level of aptitude before they work on patients. Surgical simulators also could be used to improve experienced surgeons' skills with emerging visualization technologies and minimally invasive surgical techniques (Rheingold, 1991; Katz, 1999) . The ideal virtual reality simulator would provide visual and physical experiences similar to minimally invasive surgery, teaching the fine motor movements needed to clamp, cut, or suture virtual tissues, and giving students and surgeons opportunities to practice their skills in silico before trying them in vivo.
Medical technology researchers are building two types of computerized simulator: physical simulators, in which a mannequin with sensors represents a human patient's body, and virtual reality simulators, in which a graphic creation existing entirely in the computer models the patient's body.
1 Mannequin-based simulators are useful for teaching physical skills, such as palpation, particularly when the student or physician cannot see structures to be palpated, as with pelvic and prostate exams. Virtual reality simulators hold promise for teaching skills, such as cutting, that would rapidly destroy a mannequin.
2 Virtual reality simulators are most commonly developed for minimally invasive procedures. There are three reasons for this: because of the pre-existing relationship of instrument to screen; because minimally invasive procedures are harder to learn than open procedures; and because students and residents can practice many skills for open surgery on ordinary objects. Most virtual reality simulators are prototypes, whose expense and technological difficulties make their future uncertain. The technological challenges are significant and simulator makers often say their creations do not 'feel right'.
Building virtual reality simulators for teaching surgical skill and other medical procedures has become an active research area among computer experts, engineers, and physicians interested in medical informatics. To build virtual reality simulators, researchers have had to break down and reformulate knowledge about patients' bodies and surgeons' actions in ways that are technologically compatible with digital computers. The computer as a surgical teaching tool thus becomes a crucial non-human actor in this research arena (Latour, 1993; Haraway, 1997) . In this paper, I dissect the research that went into creation of a surgical simulator developed by an interdisciplinary medical informatics laboratory at Stananatomists repeatedly told me that a student's physical experience of dissection is a critical component of anatomical learning. 5 My experience confirms this. After months of observing dissections and handling tissues, I picked up a scalpel and -under the careful supervision of a hand surgeon -performed a mock 'surgical' procedure on a cadaver arm, the transposition of an ulnar nerve, a procedure typically done to relieve pain associated with a pinched nerve in the elbow. I began to understand how much easier distinguishing tissues and remembering names and spatial relations becomes when tactile sensation and visual knowledge come together. Differences among tissues become palpable. Skin slightly resists a scalpel, giving a feel for the skin's fibrousness. The same scalpel slides easily through fat. Scissors, used in 'reverse', to spread tissues rather than cut them, puncture and widen incisions in fascia only with some difficulty. Nerves are hard and slippery. One surgeon likened nerves to pasta cooked 'al dente': soft on the outside with a harder core. Blood vessels, which are hollow tubes that in cadavers often look like nerves, give the sensation of two slippery layers gliding against each other when rubbed between gloved fingers. The vivid tactile and kinesthetic experience of dissecting helped me develop abstract anatomical knowledge. Medical students begin to make visual and tactile distinctions among anatomical features while dissecting cadavers, but the distinctions grow finer for those who elect surgery as a career. 6 Surgeons spend years practicing under the supervision of attending surgeons, developing skill they can generalize from one procedure to another and from one body to another. Through this extended apprenticeship, they acquire a 'muscular gestalt' that, combined with knowledge of anatomy, pathology, and problem-solving skills, leads to 'the power to respond with a certain type of solution to situations of a certain general form' (Dreyfus, 1992: 248-49) . Broad surgical skill can be divided into tacit and explicit knowledges. Explicit knowledge can be codified in textbooks, procedural scripts, and verbal instructions. Tacit knowledge cannot be taught solely by verbal means (MacKenzie, 1996) . 7 Tacit knowledge has two forms: physical skill and unspoken social lessons. A surgical simulator addresses only the physical aspects of surgical skill, though some simulators also incorporate explicit lessons about surgical procedure. Harry Collins and others call this type of physical knowledge 'mimeomorphic', meaning skills that can be taught without complex socialization in a group (Collins et al., 1997) . For a simulator to represent the experience of surgery, the user must see the body on the screen and feel its responses to surgical actions. The computer must facilitate a visual and kinesthetic interaction between the surgeon-user's body and the virtual patient's body, representing the user's actions and the model body's reactions as graphic and 'haptic' feedback. 8 Haptics is tactile and kinesthetic feedback. In computer device research, haptically enabled instruments provide physical feedback from a virtual object to the user, creating the sensation of interacting with a material object. Adding haptics to a simulator creates a tight link between sensation and action, a significant research challenge for simulator makers that is neatly captured in singer Cassandra Wilson's question, 'Is there any way to feel a body through fibreoptic lines?' (Wilson, 1999 ).
Stanford's simulator incorporates haptic feedback. The construction of haptically enabled surgical simulators involves three distinct but related research areas: graphic modeling, haptic interface design, and studies of haptic cognition. Each research area requires surgeons, computer experts, engineers, and others to develop new understandings of the model patient's body and the user's body and to incorporate these understandings into computer software and interface devices. Surgical simulator makers must parse the physical components of surgical skill. Looking at technical practice in medicine can illuminate the construction of bodies in medical work in new ways (Casper & Berg, 1995) . Studying haptically enabled simulators as they emerge provides an opportunity to examine surgical practice and the construction of surgical knowledge by following how researchers construct a digitally and mechanically mediated relationship between hands and patient. This paper shows how studying the construction of a medical teaching technology can reveal facets of surgical practice that are not as readily apparent when observing traditional operating room instruction. The process of simulator construction reveals, I argue, the shaping of the patient's body by the surgeon and, reciprocally, of the surgeon's body by the patient. It also reveals how bodies and machines are mutually constructed during simulator design. I call these processes 'mutual articulation'.
Mutual Articulation in Surgery and Simulation
In this section, I describe how the concept of mutual articulation emerges from the concept of articulation and how it provides a means of studying the acquisition of surgical skill. Then I will show how mutual articulation provides a framework for studying surgical simulation. My examination of a surgeon's knowledge at the interface of the surgeon's hands with the objects of surgical action -instruments and bodies -addresses recent studies of medical practice (Mol & Berg, 1998; Mol, 2002) and critiques of observers' tendencies to interpret their observational perspective as equivalent to actors' perspectives (Bourdieu, 1977; Collins, 1994) . Examining the role of hands follows a recent trend in science studies toward an emphasis on the objects of medical knowledge as they are brought into being through practice, 'Instead of the observer's eyes, the practitioner's hands become the focus point of theorizing' (Mol, 2002: 152) . Studying the relationship between hands and object in surgery and surgical simulation moves the focus of the observation away from visual and cognitive models toward a focus on what happens at the interface of hands and instruments. Although anatomy and surgery are undeniably visual, the role of physical interaction in the development of surgical knowledge remains underexplored.
'Mutual articulation' follows from Bruno Latour's concept of 'articulation', which describes how bodies come into being through sensory interactions with the world (see also Varela, 1992; Latour, 2004) . Latour acknowledges the difficulty of describing what a body is. He suggests that the body is most usefully imagined as an interface that becomes increasingly differentiated as it interacts with more elements in the world. Bodies and body parts come into being through the process of learning to articulate differences. Following this approach, attending to the body means focusing on what the body becomes aware of. The sensing body becomes increasingly articulate as the senses learn to register and differentiate objects. Latour cites the example of a kit the perfume industry employs to teach future perfume makers the art of smelling. Using this kit, students learn how to differentiate extremely dissimilar smells and then to make progressively finer distinctions. Skilled perfume experts become known as 'noses'. The metonym reveals how sniffing skill and body part become synonymous, how they come into being together. The play on multiple meanings of the word 'articulate' as 'jointed', in the sense of a body having joints, and 'speaking intelligibly' (Oxford English Dictionary, 2004, 'articulate') , suggests that bodies and knowledge come into being together. Viewed from this perspective, much of medical education is a process of articulating two bodies -the patient's body and the physician's body. Latour says scientific and technological instruments extend the senses and the process of instrumental discovery mirrors sensory learning. Acquiring knowledge, whether through the senses or through the mediation of instruments, becomes a process of articulating differences in the world.
The concept of articulation works well when, as occurs in the case of the perfume kit, the teaching tool is standardized and stable. In surgery, a surgeon must create the surgical site, sculpting flesh, with all its variations, into an approximation of an anatomical model. What happens when, as occurs in surgical practice, knowledge of the object is embodied in the surgeon at the same time that the surgeon brings that object into being? I argue that patient and surgeon shape each other through a process of mutual articulation. The physician sculpts the anatomical body from the indistinct tissues of the patient's body (Hirschauer, 1991) , even as this sculptural practice defines and reinforces the surgeon's skill. Mutual articulation is particularly important when creating models from complex objects, such as human bodies. With each surgery, the surgeon creates a version of the model from a body's broad anatomical variations and fleshy opacity.
Medical anthropologists and historians describe sight as the privileged sense in biomedicine. The visual is critical to the concept of the physician's abstract 'gaze' that collects information from the eyes, ears, and fingers and translates it into an image that could be seen if the living patient could be opened up and viewed with the same clarity as at autopsy (Foucault, 1973) . The difficulty with the language of mental models is that we imagine the physician having an anatomy atlas, complete with labels, residing somewhere in his or her brain (Hirschauer, 1991: 310) . The idea that humans have an internal, visual representation of the world -a mind's eye -is an ancient one (Kuriyama, 2002: 126) . And contemporary brainimaging indicates that internal visualization activates the visual cortex in ways and at intensities very similar to actual viewing (Sacks, 2003) . Anatomists and physicians have described anatomical learning to me as the process of creating internalized 'mental models' of structures in three dimensions and learning to connect this spatial knowledge with anatomical language (Prentice, 2004) . But what are mental models? Oliver Sacks, in a magazine article on mental 'imagery', describes wide variations in states of internal representation among people who went blind as adults. These range from absolute darkness and an accompanying atrophy of visual concepts, such as 'in front of', to powerful mental images augmented either by rich imaginings or through cautious checking against real-world referents. Even among those with unimpaired sight, how the world outside is 'seen' internally varies from precise, three-dimensional visual images to complete darkness. Sacks describes at one extreme his mother, a surgeon and comparative anatomist, who once studied a lizard skeleton for just a moment, then drew a series of lizard skeletons, each rotated 30° from the last, without glancing at it again. He contrasts her extraordinary visualization skill to a vascular surgeon who, evidently genetically, lacked internal, visual models. Knowledge of human structure clearly was deeply embedded somewhere in the surgeon's body, but it was not visual knowledge; that is, he did not see human structure in his 'mind's eye'. Sacks suggests that the mind may have its own language that is not visual or linguistic or auditory or tactile, but is all these things, and then some (Sacks, 2003) . His tales of variations in visual imagining point to the notion that knowledge of skill when conceived of as mental imagery may mislead. Further, it may neglect the rest of the body's role in learning. Looking at the interface -at how surgeons and anatomists use their hands to articulate bodies in practice -may be a more effective way to measure their skill.
A focus on hands encourages re-examination of some classic ethnographic work on medical learning. Medical anthropologist Byron Good describes medical students' first explorations of human bodies in the anatomy laboratory as primarily visual training. The ability to distinguish among the reds and whites of different tissues develops with weeks of experience and practice. Good describes how anatomy students become aware of the internal dimensions of bodies and how they experience perceptual shifts that change the ways they look at bodies. Bodies become something different from the bodies all of us look at every day. A medical student told Good, 'I'll find myself in conversation . . . I'll all of a sudden start to think about, you know, if I took the scalpel and made a cut [on you] right here, what would that look like' (Good, 1994: 73) . As Good notes, many medical students describe their difficulty separating everyday bodies from biological bodies at the beginning of their medical training. But bringing greater attention to hands in this story brings forth another aspect: the student describes this process of looking as initiated by the scalpel. This student's knowledge of the body's insides develops while he dissects. Seeing is inextricably bound up with sculpting. The process of learning anatomy is fully embodied, not merely visual.
To take another example, ethnographer Stefan Hirschauer says physicians acquire two bodies. They learn an 'abstract body', which is the body as it is represented in anatomy texts and plastic models. They also acquire their own bodies as experienced practitioners. He describes anatomical knowledge and surgical experience as being engaged in a 'permanent cross-fading of experience and representation' (Hirschauer, 1991: 310) . Hirschauer describes how surgeons sculpt the body, reproducing the abstract body of anatomical representation in the patient's body. He says knowledge and skill develop together, combining 'the anatomical knowing that of the visible, and the anatomical knowing how of making something visible' (p. 310, italics in original). And he says anatomical images reflect the physical means -usually dissection -of their production. But, although he connects abstract anatomical knowledge as contained in atlases to the skills needed to produce those images, he says, 'the body of the anatomic atlas, with its clearcut divisions, different colors, numbered and labeled structures, is present in the surgeon's mind' (p. 310). Hirschauer creates a separation between the skilled work of hands and the visual knowledge of the atlas, which he says resides in the mind. Anatomical knowledge, according to this view, resides in the mind, separate from dissecting skill. But considering anatomical knowledge as it is practiced in the act of sculpting the anatomical body -studying practice at the interface of a surgeon's hands and a patient's body -eliminates worries about the completeness or accuracy of mental models and about the surgeon's ability to translate mental knowledge into physical action. Hands, eyes, and mind are no longer considered separately. Practicing on patients' bodies teaches young doctors how to make the fine visual and visceral distinctions among tissues that they will need as surgeons. Attending surgeons use real bodies, and the contrasts between them, to teach students to see and to feel differences among tissues. Students learn these distinctions through the process of sculpting bodies. The abstract anatomical body depicted in atlases and models does not exist in the flesh until it is created by an anatomist or surgeon. The anatomical body comes into being through practice. Practitioner and body mutually articulate each other as the student learns to create the abstract anatomical body from the undifferentiated, unarticulated patient's body.
Treating the mutual articulation of bodies in surgical learning is a useful way to focus attention on what occurs at the interface of a surgeon's hands and a patient's body. In simulator design, model bodies and user bodies must be articulated for the computer. The process of construction of a surgical simulator reveals how surgical skill must be articulated for the computer and, ultimately, for its users. The objectification of the relationship of hands, instruments, and anatomies breaks the process of surgery into many components, forcing surgeons and programmers to make explicit elements of the tactile experience of surgery, such as the elasticity of a uterus or the delicacy of an ovary, that often remain tacit. This, too, is a process of mutual articulation: the construction of a surgical simulator makes explicit the two-way movement of mutual articulation. Engineers and programmers must literally build the relationship between hands and machines by decomposing the action of hands into two components: action and sensation. Hands learn while they do. The eyes and other senses also learn while they do, but the connection is much less direct. Simulator researchers explore the body as an interface in precisely the way Latour describes to understand the elements of information required to pass from hands to object and back. This reveals how researchers articulate the physical connection between hands and model for the computer. And studying simulator research can provide a wealth of new questions for observational studies of surgery, particularly about such areas as haptic knowledge and the social aspects of surgery that cannot be taught with a simulator (Collins et al., 1997; Prentice, 2004) .
The Ethnographic Setting: Merging Disciplines
The Stanford University Medical Media and Information Technologies (SUMMIT) laboratory occupies half a floor of a burnt-sienna stucco office building at the north-west corner of the Stanford University School of Medicine. I spent 10 months doing participant observation at SUMMIT, starting in late 2001, just after Silicon Valley's 'dot com' boom had 'dot bombed'. The laboratory shares a floor and a loose affiliation with Stanford's Medical Informatics group. The 12-year-old laboratory has twin roles: information technology research and service to the medical school. Much of SUMMIT's work falls within the emerging field of medical informatics, which seeks to apply computer science and technologies to medicine (Forsythe, 2001: 3) . The laboratory looks at first glance like a small Silicon Valley cubicle farm, containing offices, a computer laboratory, a server room, and a small conference room. A closer look reveals the presence of its other major cultures: medicine and medical education. In an open hallway and waiting area, copies of the Journal of the American Medical Association occupy shelves next to Internet Week, Syllabus, Academic Medicine and, bridging the cultures of medicine and computing, the Journal of the American Medical Informatics Association. In computer rooms and individual offices, atlases of anatomy and histology occupy space on bookshelves next to handbooks on programming and designing with C++, Perl, and Director. These objects reveal the heterogeneous disciplines that SUMMIT researchers draw from when building technologies.
The laboratory employs about 30 people: a director, seven or eight researchers, web designers, project managers, students, and support staff. Researchers in the laboratory include four surgeons, mechanical and electrical engineers, several educational technologies experts, and a haptics researcher. Collaborators, including computer programming and networking experts, work from other laboratories at Stanford and in other universities, connecting with the group via telephone, email, and videoconferencing systems. Researchers come to SUMMIT from medicine, computing, education research, and engineering. The group employs roughly equal numbers of men and women at all levels and has an extraordinary diversity of races, ages, and backgrounds of US and non-US origins, reflecting a cultural pattern among Silicon Valley residents that values 'dense networks of skilled, mobile, and "diverse" professional workers' (English-Lueck, 2002: 20) . The group's cultural and professional diversity seems to ease cross-disciplinary research: the laboratory contains such a broad mix of disciplines that no single domain of knowledge dominates. Rather, the collaborative work of building computer technologies creating programs graphics, and medical content strongly shapes the laboratory's identity.
Researchers at SUMMIT tend to fall into one of two groups that can be loosely described using terms borrowed from information theory: the physicians and educators, 'content' people, develop the pedagogical contents of applications and ensure their accuracy and validity as teaching tools. The 'information' researchers, mostly programmers and engineers, study ways to transmit those contents to users; they do network research, build devices, and write computer programs. Though the cultures of medicine and computing are distinct, a danger exists in describing laboratory members as rigidly bound to one or the other. The physicians and others I have described as occupying the 'content' side of SUMMIT's research work are all highly computer literate. They participate, at various levels, in computing, the high-tech world of Silicon Valley, and 'a computer culture that in one way or another touches us all' (Turkle, 1984: 18) . Three of four surgeons working in the group have studied programming, hardware wiring, or web design, and the fourth has done extensive work with digitized medical images and models. Conversely, many engineers and programmers, the 'information' people, have spent years creating medical devices and applications. However, as the group director pointed out to me, all laboratory members received the bulk of their training within one discipline and very few, if any, can create both contents and the information structures to deliver them to users. Similarly, surgical simulator design requires, at a minimum, software writing skills, mechanical and electrical engineering, knowledge of anatomy, and surgical skill, clearly more than any one person can master. The diverse knowledges of laboratory workers are reflected in the physical space they inhabit and in the technological objects they build.
Body Objects: Emerging Technologies
SUMMIT's projects bring researchers' diverse knowledges together in interactions around objects: hardware, software, and terminology. These 'object worlds' (Bucciarelli, 1994 : 62) become focal points for negotiations about bodies and machines, medical and engineering practices, and how they interact. 9 For example, I watched the arrival of a second-generation haptic interface for the virtual reality pelvic simulator. The device was designed to mimic the look and feel of handles used in laparoscopies, a set of minimally invasive abdominal procedures. A surgeon, who has retired from his gynecological post in the medical school and is now a full-time simulator researcher, examined the device together with several members of the laboratory, including collaborators remotely linked to the group via a video-conferencing system. The gynecologist fiddled with the device for a few minutes, feeling its handles, their weight and movement, then said: This is a significant advance . . . It's lighter-weight and it doesn't feel so resistant in your hand . . . These [handles] are lighter weight. They feel less metallic. They are less metallic because they're plastic and it gives a better sensation. They're still wide. They're still heavier, but they've got to accommodate a lot of stuff. And the rotation works smoothly, just the way it ought to.
A bit later, the gynecologist introduced the device to one of the remote collaborators, calling it the 'Number three interface for the surgery workbench' and describing its 'five degrees of freedom and force feedback'. When comparing the device's weight and spacing with analogous surgical instruments, the gynecologist was discussing the device as a surgeon, comparing it with more traditional tools. When describing the device as an interface, and discussing its degrees of freedom and force feedback capability, he was thinking about the device in engineering terms, as a component in a surgical simulation system. Researchers in this multidisciplinary space tend to 'cycle through' (Turkle, 1995: 12) various professional identities -as physicians or engineers, as medical technologies researchers, as computer users -while they work with people from other disciplines to build these technologies. Scientists reconfigure natural objects into laboratory objects and laboratory objects reconfigure the social worlds of scientists (Knorr Cetina, 1999: 28-32) . This is true of SUMMIT's technologies, including the simulator interface. They are products of negotiations among physicians, engineers, and computer programmers, who must absorb knowledge from scientific cultures outside their own -physicians learn about programming and engineering, programmers and engineers learn about medicine -to create these objects. The fields represented at SUMMIT -surgery, engineering, computer science, and education -are not merging in this new disciplinary space merely because researchers inhabit a shared space, but because they work together to build these hybrid objects (see Galison, 1997: Chapter 9) . This work of negotiation and construction is the work of developing a new field and of building objects that are the field's 'signatures' (Traweek, 1988: 49) . Bringing computers into the teaching of surgery means bringing engineers and computer experts into the study of surgery. At SUMMIT, a new discipline is forming around modeling and other skills needed to build objects.
The heterogeneous groups of researchers at SUMMIT create multiply articulated objects -objects designed to be used by both computers and users. I call these objects 'body objects', representations of human bodies as they have been engineered to inhabit computers. Body objects are teaching tools, diagrams, and models that reflect SUMMIT's character as a computer research laboratory for creating medical teaching tools. 10 On a shelf in the director's office sits a cardboard model of a child's skull, an artifact from an early project. The director and other researchers created the model by programming a computer to calculate the curves of a real skull from the outlines depicted on a series of computerized tomography cross-sections of a skull. Those calculated curves then became outlines of cross-sections of skull, which they cut out of cardboard. Stacking sequential cardboard cutouts created the three-dimensional skull model, an early cardboard proof-of-concept of graphic models now common in medical modeling. In another office is a whiteboard drawing of a finger overlaid with a schematic intended to show the physics of finger motion and what happens mechanically when it fractures. The drawing became a computer animation of a broken finger driven by a mathematical description of its motion. The gynecologist's office contains a small pink and white foam model of a uterus. The uterus served as the model for a computer-assisted design (CAD) model of a uterus, a prototype for a virtual reality surgical simulator. The project, a commercial venture, failed and the gynecologist began building models that originated with real cadavers. Each object is a body part as it has been built or defined in relation to a particular technology: the skull is described as computed cross-sections, the finger as force vectors that allow the computer to model the movements of a broken finger, and the uterus as a foam model that would have to be resolved into its most elementary shapes and reconstructed in the computer as a CAD model (see Downey, 1998) . Regardless of their purpose or success, such objects reveal how the combined engineering, computational, and medical knowledges of the group come together in these computational body objects.
Body objects are hybrids: the skull, finger drawing, and foam uterus are medical and computational or engineering objects. They are models and representations of bodies, all originating in medicine, that have become intertwined, visually and semiotically, with knowledges culled from engineering and computer science and, physically, with sensors, wires and processors. Body objects also are narrow: because the computer requires specific mathematical descriptions to calculate a line or determine a trajectory, body objects cannot be loosely described in ways humans understand intuitively. Body objects are representations of bodies articulated graphically and haptically, so humans can understand them, and mathematically, so computers can understand them. Applying new disciplinary knowledges to surgery articulates bodies in new ways. Both the surgeon's body and the model-patient's body must be articulated for the computer in ways that previously were unnecessary for surgical teaching.
To build a virtual reality simulator, researchers must create body objects that are incorporated in the computer. This requires a crucial epistemic move: the body must become mathematical, described using equations the computer can interpret. Actions and sensations that surgeons usually experience physically must be calculated, just as the finger's motion and the skull's curvature must be calculated in the examples cited above. In the world of surgical simulation, a virtual body must interact with both computer and user as a mathematical and a visual-physical entity. The laboratory director describes the mathematics of modeling bodies:
The only way the computer can understand things is, in this case, through geometry. It needs geometry. It needs to know how to compute a sequence of forces with equations, which previously, in a sense, [surgeons] did in their heads. You knew how to predict what was going to happen. You didn't solve an equation to do that, it was just part of the experience. So it's the computer that forces you to put that mathematical construct on.
As the director indicates, surgeons predict the consequences of their actions based on their experience as it becomes incorporated in their bodies and others' experience distilled in papers, procedural scripts, and apprentice-style teaching. In contrast, computers must 'understand' bodies and their actions mathematically. The computer requires that each step in a body's motion be modeled as a discrete mathematical state acted upon by the movements -forces -of tools wielded by the surgeon. The feel of surgery, which surgeons' bodies typically experience phenomenologicallyas practice -must be parsed, calculated, incorporated into the computer's programming, and ultimately, fed back to the human user, who then will experience the sensations of performing a surgical procedure phenomenologically.
Materializing the Virtual Patient
Traditional methods of practicing surgical technique outside the operating room include suturing bananas and other natural objects, practicing on rubber and plastic mannequins, and performing procedures on cadavers. All are used in practice, but they have limitations. Bananas bear some tactile resemblance to skin, but the analogy to surgery ends there. Mannequins are expensive and wear out quickly. Cadavers require the presence of an anatomy laboratory and staff, who must maintain a willed-body donation program, an expense many medical-school administrators want to reduce.
11 A procedure can only be performed on a cadaver or a rubber model a few times before it falls apart. Researchers also see several potential positive reasons for adopting virtual reality models rather than physical models. Unlike a cadaver, a simulation is reversible -the computer can be reset -so students can practice as often as needed to acquire a skill. The computer also can track student progress and, ideally, suggest corrective measures, which researchers hope will help the student master a procedure correctly and reduce operating-room errors.
12 Simulator-makers also are discussing their technologies with specialty certification boards, which might eventually adopt simulated examinations as a means of ensuring student competence. Enrolling specialty boards in simulator researchers' networks (Latour, 1987) might also ensure simulators' adoption by medical schools, their use by students and, ultimately, their success. Simulator research at Stanford, and most virtual reality simulator research elsewhere, focuses on minimally invasive procedures. To perform a minimally invasive procedure, a surgeon inserts a camera and instruments through small incisions in the body and performs the procedure while looking at a monitor that shows surgical action taking place inside the body's interior, a move one surgeon at SUMMIT describes as 'operating on images, not on patients'. Because minimally invasive surgery already occurs 'on-screen', the move to simulate these procedures is easier than with open surgery. Although efforts are under way to simulate open surgery, surgeons often use their hands directly inside the body when doing open surgery, a practice, known as 'blunt dissection', that would be more difficult to simulate than surgery with instruments. And minimally invasive surgery involves more kinesthetic than tactile sense, making the provision of haptic feedback easier. Simulating surgery also takes advantage of a feature of all surgeries: the operating field is separated from the rest of the patient's body, which usually is covered with sterile drapes (Hirschauer, 1991: 299) . A simulated patient represented as a fragmented body part on a computer monitor may resemble the surgeon's visual experience of the operating field more than might be apparent.
The system requires a user, graphic models of patient body and surgical tools, an interactive device designed to look and act like the surgeon's end of an instrument, a computer to manage the haptic device, and a separate computer to run the simulation. Making the system work requires definition of how these components work together. Materializing tools and bodies in cyberspace requires what are, in effect, three feedback loops that make up the interaction between user and model. The first -or virtual -feedback loop defines the interaction between instrument tips and model body as the model responds to the instruments and, in turn, provides haptic feedback to the user. This is the domain of computer modeling. Researchers -programmers and surgeons -wrestle with the question: how can we create a graphic and physical model that accurately represents the body interacting with the instrument? The second -or mechanical -loop describes the interaction between the user's hand and the instruments as the instruments respond to user and model. This is the domain of mechanical engineering research, which aims to answer the question: how can we ensure that our device works properly -feeding correct haptic information to the virtual world and back to the user's hands? The third -or cognitive -loop connects the user's mind, his or her intent, to the user's hands, while hands and device interact. The cognitive loop represents the domain of haptics research and this question predominates: how does a body learn and what mental models do our tactile and kinesthetic actions help us create? Each of these loops represents a research area among simulation experts. Each requires descriptions of the virtual patient's and the material user's bodies as they interact with the simulation. Although I describe these loops as independent entities and, at SUMMIT, they represent somewhat independent research projects, researchers want to build a simulator from this complex assemblage of hardware, software, and expert knowledge that can represent a visual and physical experience similar enough to performing surgery to help the student learn. Although each component of the simulator defines the relationship between model and user slightly differently, the components attempt to give the user a seamless experience of surgery.
Modeling: Constructing the Model Patient's Body
SUMMIT's laparoscopic simulator contains a model of the female pelvis made from 95 digitized photographs of pelvic cross-sections. The sections came from an anonymous 32-year-old woman who willed her body to Stanford before she died. Anatomists at Stanford froze the pelvis in an upright position, then ground layers off at roughly 2-mm intervals. After removing each layer, they took a photograph of the newly exposed crosssection. The retired gynecologist used the collection of cross-section photographs as the foundation for Stanford's virtual reality simulator. He named the collection the Stanford Visible Female, linking it to the National Library of Medicine's better-known Visible Human Male and Visible Human Female, which were created using similar techniques.
13 He scanned the 95 cross-section images into a computer. He then spent more than a year tracing the structures he wanted to model into files using an early version of PhotoShop, a commercial image-manipulation application: one file for each structure on each cross-sectional image. He describes this process, called segmentation, simply as 'drawing circles' around each structure he wanted to model and saving the contents of each 'circle' as a 'mask' with its own computer file:
I would make a mask and I would put it in the muscle file. And I'd make a mask and I'd put it in the bone file. And then I'd go to the next slice, put the bone in the bone file. Next slice. And so I ended up with all of these files that had individual masks and then we took the software . . . and made models from those masks.
The gynecologist initially segmented only the reproductive system, leaving the six pelvic bones and many muscles as undifferentiated aggregates labeled 'bone' and 'muscle' respectively. Subsequent iterations differentiated pelvic bones and muscles and added less critical features, such as fat. The gynecologist segmented the reproductive organs and a collaborating orthopedist segmented the bones and muscles. They produced 2,200 masks from 95 cross-section slices encompassing the female reproductive system and the surrounding musculo-skeletal system. The division of labor occurred because each physician had a slightly different area of anatomical knowledge. Segmentation includes several of the 'transformative practices' Michael Lynch identifies in relation to model-making, including 'upgrading' the images by making strong borders between tissue types and 'defining' the images by sharpening contrasts (Lynch, 1990: 160-61 The analogy between anatomical knowledge and a map is quite common, but ignores several complexities inherent in anatomical segmentation. First, cross-sectional images of the body have no labels to guide the surgeons as they segment. Second, though some radiological images, notably CT, are cross-sections, surgeons rarely see actual bodies in crosssection, so interpreting cross-sectional images requires a mental extrapolation in three dimensions from one angle of approach to another, the mental equivalent, perhaps, of trying to read a map of the Bay Area from a diagram of its geological strata.
14 The level of anatomical knowledge required to segment one female pelvis also speaks to the extreme specialization of surgical-anatomical knowledges and to the difficulty of producing a comprehensive model body. 15 The anatomical body, even in a partial area, such as the pelvis, required digital articulation by specialists from two surgical disciplines (Hirschauer, 1991) . This is an example of Annemarie Mol's (2002) 'body multiple': the female pelvis is a single, albeit complex, anatomical region that is, in practice, a gynecological pelvis, an orthopedic pelvis, and more. The orthopedist's term 'granularity' can be thought of as the multiplicity of practices that bring different areas of anatomical region into being.
Up to this point, medical experts -the two surgeons -did the work of delineating body parts. The next modeling steps multiplied the body in another realm of practice: the world of computer modeling, a subspecialty of medical informatics. A computer-modeling student took the segmented masks and computationally stacked them, creating models of organs, muscles, bones and other features (as stacked slices of bread create a loaf). To connect cross-sections into a surface model, the student transformed stacked outlines into a 'mesh', a digital, mathematically generated net that mapped the model's surface. Modeling using this technique takes advantage of a digital photograph's resolution into pixels. Once gynecologist and orthopedist outlined the structures to be modeled on the two-dimensional cross-sections, the modeling student wrote computer algorithms to connect the outlined pixels across adjacent cross-sections, creating a geometry the computer could understand. These connected pixels formed a mesh conforming to each structure's surface. Because this model is made of both graphic pixels and the mathematical mesh, the model body is simultaneously a graphic and a mathematical representation of a body -a representation that can be viewed and manipulated by a human user in ways the computer can calculate. These graphic models are 'silicon second natures', digital artifacts that mirror natural objects, but also offer to replace them as resources for medical learning and research (Helmreich, 1998: 11-12) .
The gynecologist, who spent 18 months doing the first segmentation of the Stanford female pelvis, described the first time he saw the reconstructed uterus made from the masks he drew:
And so when I saw that uterus the first time, the thing that blew me away was not what I expected to see, but what I hadn't expected to see and that is where the utero-sacral ligaments attach to the cervix and support the uterus in the pelvis. There are a couple of little bumps, little sharp points there where those take off that I could see [on the model]. And, of course, that relates a lot to my surgery, which is on those ligaments where endometriosis occurs. So many laparoscopies I did finding endometriosis on those ligaments and in the region of the pelvis that I was so drawn to the image. There they are. And I could see them.
The gynecologist described the process of drawing outlines of structures on cross-section photos as a process of abstracting the human body's complexity and specificity. But when the model came together, the resemblance of model uterus in the computer to an actual uterus gives the gynecologist a sense of wonder, pleasure, and reassurance that tedious months of drawing circles produced a model that looks like a uterus. Hirschauer (1991) describes anatomical exposition in surgery as sculptural practice. This is a process of carving a body resembling an anatomical model out of indistinct flesh. The cross-section photographs the gynecologist began with are themselves representations of messy flesh, representations that neither computers nor inexperienced medical students can use to distinguish anatomical features. By drawing outlines of anatomical structure that could then be computationally stacked, the gynecologist and the programmer performed a sculptural process analogous to surgical exposition. The surgeon's experience confirms the computational procedure's success: the utero-sacral ligaments depicted on the model look like ligaments he has operated upon. Modeling transforms the photographic crosssections into a neat, three-dimensional model of a uterus that has already had fat dissected away; in other words, a graphic model that resembles a surgical site that a surgeon has already sculpted. The surgeon physicallyusing a computerized drawing pen instead of a scalpel -articulated a model that represented his experience. The model body then affirms for the gynecologist that this computational procedure worked and has produced a tool he considers adequate for teaching surgical anatomy to simulation users. The gynecologist named the newly modeled reproductive system Lucy 2.0, describing it as the 'digital daughter' of the famous hominid bones found by Stanford researchers in Africa in 1974. 16 This model human body is a laboratory object: it is the image of the original object (in this case a human body), detached from its natural environment, and no longer beholden to the original's temporality (Knorr Cetina, 1999: 27) . Unlike a living or dead human body, the model body can travel through a computer network, can be pulled apart and put back together, or modified to reflect pathologies, all without causing it harm. The model body becomes an 'immutable mobile', a digital reconstruction of the original with the advantage of 'mobility, stability, and combinability' (Latour, 1986: 7) . But the model in this state is useful primarily for teaching anatomical structures. 17 It is visual, but it cannot yet interact with the user as a material body would. It is not yet a patient and it is not yet prepared for surgery because surgery, at its most basic, physical level, involves interactions of bodies and instruments. Before the model pelvis could become what one Stanford researcher calls a 'patient-on-demand', it had to become responsive to surgical action. In Latourian terms, it had to become articulate, or able to be 'moved, put into motion by other entities, humans or nonhumans' (Latour, 2004) . To make the pelvis deformable, a programmer added algorithms to the model that describe how tissues stretch, separate, or come together -that is, how tissue deforms -when pulled, cut, or sutured. The programmer began with the mesh structure of the surface model and defined the lines connecting points on the mesh as springs. Pulling on any point of the virtual mesh causes the surrounding virtual springs to stretch, 'deforming' the model according to well-defined physics equations that describe the resistance of springs. Spring-based deformations are useful for small, relatively slow movements of tissue, as are common in surgery. Stiffer springs lead to tougher-feeling tissues.
To set values for spring stiffness, the gynecologist and the programmer developed heuristics describing the feel of pelvic tissues. These mathematical descriptions are constructions based on the gynecologist's physical memories -what he calls 'haptic memories' -of the feel of performing surgery on various tissues. The gynecologist expressed his haptic memories in terms both of his sense of differences among tissues and his sense of the feel of a particular tissue. 18 To develop the haptic program, gynecologist and programmer created algorithms that attempt to represent the surgeon's physical experience in a form the computer can use. To do this, the programmer had to learn something about surgery. He learned the physical differences between structures in a woman's reproductive system. He also learned some terminology of anatomy and surgery. Most importantly, he found a way to physically describe the gynecologist's embodied actions. He said he created a description of 'how the world works' at a deeper level than typical surgical instructions to cut, clamp, or suture. In effect, the engineer developed a physical model of the movements behind each of those verbs.
Traditionally, tissue stiffness is known only through surgeons' bodies and might be communicated to a student as a general warning about the potential to harm delicate tissue, such as a warning that damaging or cutting a nerve during surgery can be a 'million dollar [malpractice] injury'. The surgeon's understanding of tissue feel comes from years of practice. Constructing a quantitative model of a patient body's physical response to surgery only becomes necessary when the knowledge moves from body to computer. The redefinition of a patient's body from the body experienced by the physician to the body defined for the computer is an important new articulation of bodies. Moments where these reconstructions become evident can be both revealing and amusing. During a demonstration, the programmer runs into a technical glitch and tries to describe to the gynecologist how the uterus feels:
Hey, do you want me to reset your uterus there? . . . Do you want me to bump up the stiffness so it behaves like muscle? Now it's behaving like a thin skin. I think that's something I learned from you [the gynecologist]: that the uterus is basically like a tough muscle. Now it's behaving like a thin skin.
The idea of 'resetting' a uterus comes from computer science and shows how the conceptual vocabulary from that discipline contributes to defining the body in the world of virtual anatomical modeling and surgical simulation. Verbally, the programmer describes what he has learned from the surgeon about tissue feel. Mathematically, he attempts to approximate the surgeon's bodily experience, translating knowledge of a body's feel, which usually remains tacit, into equations describing the stiffness of springs. The virtual model body is put into motion as a function of the movement of springs. This is the type of 'mathematical construct' the group director refers to when she says knowledge that once was primarily experiential must become mathematical when translated into a computational idiom. The feel of the model body's movements becomes articulated in relation to the gynecologist's experience as it gets translated into algorithms. In turn, the differences in tissue feel incorporated into the model will help articulate the students' bodies; that is, these differences will help students learn the feel of model bodies, feel that, if the simulation succeeds, will allow the transfer of the surgeon's skills from simulated to material bodies. Tissue feel can be described, but only using relative terms, such as 'delicate ' and 'tough' (Pinch et al., 1996) . Students can use these descriptions to guide them while relative differences in tissue feel become embodied knowledge. But the computer requires experiential knowledge of difference to be articulated as mathematical values. The surgeon constructs differential values from his experience and the programmer translates these into mathematical descriptions of tissue feel. The model's deformability does not, cannot, exist apart from the thing it interacts with -in this case, the 
Interacting: Characterizing the User's Body
By making the virtual model deformable, programmers had built the possibility of movement into the model body, but it could not yet be put into motion by a user. The next step in making the surgical simulator was to create an instrument to act upon the body. Because the user activates the instrument, which then acts upon the model body, the instrument becomes, in effect, a bridge from a body in the real world to a model body in the virtual world. 19 A bridge can take the form of several types of device, but ones I have seen share this feature: they all exist both on and off the screen. This existence in both worlds resembles many gaming devices, but medical researchers pay more attention to giving users a realistic feel for surgical interaction. The coupling of haptic action and reaction is tighter and more rigorously defined and is itself a unique research area. SUMMIT's gynecology simulator uses the two-handed, or 'bi-manual', device described earlier, which was designed to mimic the feel and motion of instruments used in laparoscopic surgeries. SUMMIT developed the device jointly with Immersion Corp., a San Jose medical device manufacturer. The device is a heavy, metal box with two protruding handles. Each handle has a scissor-like mechanism at the end that allows the user to manipulate virtual instrument tips. When a user turns the instrument on, graphic representations of surgical instrument tips -the patient endsappear on the computer screen in the same space as the body model. A multi-processor graphics computer runs the simulation. The computer uses a method known as 'collision detection', which tells the instrument tips and model body to react when they enter each other's co-ordinate space; that is, when they touch. Outside the computer, the surgeon's ends of the instruments resemble surgical instruments whose virtual tips move as the user moves the handles, giving the illusion that real handles and virtual tips are continuous. Closing the metal, scissor-like handle in the real world clamps the virtual instrument tips in the virtual world. When the user pulls the handle, virtual tip and tissue move with it, allowing what the gynecologist calls 'tool-tissue interactions'. The instrument acts in two directions. The bi-manual device allows the user to perform actions on the handles that translate into action at the tips; the tips, in turn, act on the model body. The device also transmits back to the user's hands -in real time -the effects of those actions on instrument and model, providing haptic feedback. 20 When I clamped the instrument onto a virtual ovary, for example, I felt a distinct snap as the instrument locked onto it and resistance when I pulled the virtual tissues. In reality, all I pulled was the physical interface handle; on the screen, the instrument tip retracted, pulling the ovary with it.
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Within the context of the mechanical feedback loop, the user's body emerged in relation to the haptic device as engineers designed the device and began to study how it operates in practice. A mechanical engineer said engineers and surgeons had lengthy conversations during the design process to resolve details such as the distance between the handles and the range of movement the device should have: 'There was considerable debate from engineers like me who wanted to simplify things by removing some degrees of freedom, but surgeons argued you needed it.' Each new capability makes the device more difficult to manage mechanically and computationally, but surgeons demanded fidelity to surgical experience. Realism requires that the device faithfully mimic not only the feedback of interacting with patients' bodies, a software design challenge, but also the spatial and tactile feel of instruments themselves, a hardware design challenge. Designing a device that correctly interprets the signals it receives from the human user and correctly feeds the haptic response back to the user gives rise to a fascinating problem: characterizing the human user's effect on the system. During an 8-hour meeting of laboratory researchers with an external reviewer, who is an expert in educational technologies, participants tackled the question of how to consider the user's body as it interacts with the device:
Mechanical engineer: We will have to do a study that accounts for variability among subjects.
Laboratory director: When [our collaborator in Texas] uses Immersion stuff, she's always complaining that she's not getting the kind of frequency response they claim it should have.
Mechanical engineer:
The dynamic response slows if a human hand is holding the device.
Laboratory director: It's like having a sloppy, wet mass holding the thing.
Human bodies, viewed here as research objects, create several difficult problems for investigators. Bodies are variable: that is, not all bodies affect the device the same way. And users' bodies slow the device down, compromising its ability to faithfully transmit the sensations of interacting with the model. The research question becomes how to manage the effects of this 'sloppy, wet mass' (or many, varied sloppy, wet masses) on the device's response. In surgery, the surgeon's body and tools, when they are performing well, are the unproblematic agents of surgical action. This is the essence of embodied tacit knowledge: with years of practice, surgeons learn to use tools as extensions of their bodies. Technique becomes fully embodied and, therefore, largely unconscious, when all proceeds smoothly (Polanyi, 1966) . But the effect of the surgeon's -or user's -body on the bimanual device and the virtual simulation must be characterized mechanically and compensated for by the simulator, so the interaction of cyberbody and material body feels like an interaction between two material bodies. The user's and the model body's ability to mutually articulate each other depends on programmers', surgeons', and instrument-makers' abilities to create a good enough representation of the feel of performing surgery on a live body. This requires articulating the user's body for the instrument and for the programs that control the instrument. Researchers must account for the sloppiness and variabilities of user's bodies, so that the user can properly articulate the model body and receive useful physical feedback. This is another example of mutual articulation: the user's body must be articulated for the instrument, so it can articulate the feel of doing surgery for the user.
Embodied Cognition: Integrating and Translating Skill
The cognitive feedback loop -the work that happens between hand and mind -takes up the question of what we learn through our bodies and how what is transmitted to the body gets interpreted and learned. A physicist turned cognitive scientist does haptics research at Stanford. She has conducted a series of experiments intended to elucidate poorly understood haptic concepts, such as the delineation of edges, which we use to understand our world through tactile and kinesthetic sense. She also is investigating how many times a particular pattern in space must be repeated before the body learns the pattern. She wants to better understand the role of physical learning in surgery and to help develop more effective devices, including surgical simulators. She sums up the research project as the attempt to characterize 'somato-conceptual' intelligence:
Haptic sensations are personal. I cannot tell you exactly what I feel. It's personal. It's felt by the touching person only. It's determined by the touching forces. Each person exerts different forces. There's a different coefficient of forces for muscle, so we experience different things.
In this researcher's study of haptic cognition, material bodies become bodies that exert forces on objects and receive forces from those objects. But bodies vary. And varying bodies exert different forces on objects, so experience also varies. According to this concept of haptic learning, physical experience is reduced to a set of forces exerted upon and received by muscle, so experience and learning are determined by the interaction of muscular forces with an object. The contribution of other types of experience -of cognitive memory, knowledge culled from procedural scripts, and explicit instruction -gets bracketed. Studying the path from physical force to learning presents enormous problems for researchers, so the problem gets redefined in terms of the force transmitted to the hands and the user's interpretation of that force. During the same external review cited above, researchers tackled the problem of how to understand what's happening inside the user's body:
This conversation reveals a process of defining the surgeon-user's body in a way that researchers can manage. They do this by defining the user's body in relation to the device. They begin with broad question: how can they ensure that simulator users all have the same physical experience? They recognize that, if they try to answer the question in terms of subjective experience, it becomes a philosophical issue, not a question amenable to medical, cognitive, or engineering research. This is the haptic equivalent of Sacks' struggles with internal, visual states: we can image brains, but not minds or experiences. What a user senses through his or her bodywhether studied as forces on muscles or descriptions of experience -is inaccessible to scientific research. If haptic knowledge consists of forces exerted on users' bodies and the interpretation of those forces, then studying the connection between force and interpretation becomes very difficult. The researchers then reformulate the user's subjective experience as a question of consistency of interpretation or, in more scientific terms, reproducible results. They realize they cannot know what bodies experience directly, nor whether two people experience the same sensations when touching the same object. They cannot know whether many users' internal experiences of touching an object, such as a lump, are identical, but they know that many surgeons would give the same interpretation of that object.
As the reviewer suggests, shifting the definition of haptic experience away from metaphysical questions about internal experience -away from the body's physical and subjective insides -and towards the body's interface with an object, might allow researchers to elicit consistent interpretations of that experience. Defined as a body that palpates and interprets a lump, researchers can study what the body knows. As scientists, however, they can go one step further. They can augment the signal from the object to encourage more consistency among interpretations. By defining haptic cognition as a relation of signal to noise, they can ensure that the device sends a strong enough message to the user's body that most users give the same response. By observing where on the model the user is working, they begin to understand what signals are strong enough to provide a consistent interpretation. The pathway between the user's body and his or her understanding -the mind-body connection -becomes, in effect, black-boxed. It cannot be characterized the way a device might be, or mathematized, the way a model patient's body might be. Rather, the user's body in haptics research gets defined in terms of the signal the rest of the system sends to the user's body and the fidelity with which the user interprets that signal. The question is no longer what the body is, but how the body interprets action; the ontological body becomes the interpreting body. The challenge shifts from trying to interpret what happens inside the user's mind and body toward understanding how to create a model body that surgeons can be sensitive to in identical -or mostly identical -ways. Augmenting the model's signal helps make the interpretations of experience more articulate. The model articulates what the user's body knows, which helps the user articulate what the model is.
Discussion: Vision, Touch, Embodiment, Knowing
The simulator is an assemblage of hardware and software, shaped by knowledges from multiple disciplines. Simulator research falls into three areas -modeling and deformation, interactive device-making, and studies of haptic cognition. Research into each of these areas requires definitions of the model patient's body, the user's body, and how they interact in simulated surgeries. Within each research area, the physical connection between user and model must be delineated. Simulator makers must make mathematical models of surgical actions that usually remain tacit, such as the movements a surgeon makes when clamping, cutting, or suturing, and the response of tissues to those movements. I have laid out how each of the three research areas articulates the user's body in relation to the simulated model body and vice versa. What remains to be done in this section is to consider the implications of mutual articulation for studying the teaching of manual skill.
The deformable model's utility as a teaching tool is limited without values representing haptic feel. The representation of the gynecologist's physical experience that gets incorporated into the model shapes how the model will react to the user and how the model will shape the user's experience. 21 The model body's resistance to surgical instruments is defined in relation to the gynecologist's embodied memories and the resulting algorithms describing the model's resistance will, in turn, shape the user's body. The haptic interface must compensate for the fleshiness of the user's body well enough that the mutual shaping of model and user will provide a meaningful learning experience for beginning surgeons. To do this, researchers will study many bodies, so they can incorporate a model of their variations into the device. And haptics research attempts to define what parts of physical interaction are meaningful for learning by studying what happens at the interface of body and model. Among other methods, this can be done by altering signals the model sends to the user to elicit particular interpretations. The model's ability to articulate the user's body will be measured in terms of users' interpretations. At each stage of this research, the user's body is articulated in relation to the simulation system and vice versa.
Haptics -researching and designing an interface that feeds sensory information to the user's hands -makes the mutual articulation of the user's and the model's bodies apparent because the connection between the hands and the model must be carefully constructed. Technologically and physiologically, the link between the object's effects on the user and the resulting action is much tighter with touch than vision. A haptics researcher best describes how touch differs from other senses:
Touch and force sensations convey information about the environment by that enabling action. Successful bodily acting requires 'touch and feel' information from the environment simply because, unlike any other sense, haptics (touch and kinesthetics) is not only a sensory channel to receive information, but also a channel for expressiveness through actions. The hands are both sensors and actuators, using sensory information to control their acts. (Reiner, n.d.) The dual nature of hands -they are sensors and actuators -connects actor to object much more directly than vision, smell, or hearing. Hands simultaneously perceive an object and act directly on it. The effects of touch can be measured as effects on the object. Simulator researchers at Stanford realize this: they know that a poorly designed model of tissue feel or a poorly designed interface may fail to provide the kind of 'muscular gestalt' that Dreyfus (1992) describes. Conversely, they can boost the signal sent to the hands to make interpretation easier. With a simulated model body, researchers can study directly what forces users exert when dissecting tissues. Researchers also know that they can observe exactly what part of the model reacts to the body's actions, making the study of the connection between model and cognition more direct. Because hands themselves contain the means of both sensation and action, they embody mutual articulation in a way that forces researchers to place tight constraints on the connection between sensing and acting. The reviewer in the dialogue cited above makes the critical point about touch and cognition, 'You know right where they are and you know what they're interpreting.' The hand, as a perceptual instrument that senses while it acts, can make studying the interpretations that result from these perceptions and actions easier to study than other senses. Simulator researchers, if they can make haptically enabled simulators work properly, can guide and enhance the student's tactile learning. Guiding surgical experience is vital to the development of a surgeon's multi-sensory medical gaze; that is, the incorporation of bodily knowledges that creates the surgeon's body. With hands, how sensation, action, and interpretation intertwine can be constructed at the interface with an object, as the ability of the user to articulate the model body through anatomical sculpting and the ability of the model to articulate the user's body in terms of surgical skill. The concept of mutual articulation for understanding surgical simulation addresses a problem that arises when discussing simulation. Latour's (2004) concept of articulation specifically attempts to avoid a world of subjects and objects in which the subject houses an internal representation of the object whose accuracy must be verified. The notion of abstract anatomical knowledge and the surgeon's ability to sculpt the body to resemble an anatomical model tends to reproduce this concept of a representation of human anatomy housed somewhere inside the surgeon (typically imagined as inside his or her mind). Considering the creation of anatomical knowledge as the development of physical skill that comes with years of practice allows one to consider not the accuracy of an internal visual model, such as may or may not exist, but simply the surgeon's ability to create such anatomy in the patient's body. Thus, surgical knowledge can be thought of at the interface of a surgeon's hands and a patient's body, as it exists in practice. Whether taught by a simulator or by another surgeon, the surgeon's knowledge becomes his or her ability to sculpt the anatomical model from highly variable patient bodies. Simulation reveals that the patient's body plays a role in that shaping.
With a simulated 'patient-on-demand', students may have many more opportunities to practice surgical procedures when they want, as often as they want, and on as many types of pathologies as can be programmed into the simulator. Haptics will change the nature of the interactions from viewing and perhaps acting upon the body with a mouse to feeling the cyberbody react. The incarnation of bodies in cyberspace that can provide haptic feedback will make these interactions bodily in ways unlike earlier computer technologies, undoubtedly with implications for other fields in which haptic interactions are important. Haptics research, as a field that studies how hands learn, can reveal how bodies mutually shape each other. Additionally, information gathered from research into modeling, deformation, mechanical haptic interfaces, and haptic cognition will contribute not only to simulator research, but also to the development of future medical and surgical technologies, such as radiological modeling, surgical planning, remote surgery, and surgical robotics.
At each point in the creation of the surgical simulation described here, researchers pooled various disciplinary knowledges of anatomy, surgery, computation, education, cognition and engineering to develop an object (a model, a software program, a device) that has a particular relationship to the user's body. At each point, then, researchers are working to create interpretations of what human bodies are in relation to these objects; that is, to articulate the body in new ways. As I argue, these technological knowledges of human bodies are multiple, but not unconstrained. The simulator must be relevant for the medical student. It must work as a teaching tool. The simulator must not only articulate patients' and users' bodies as they relate in surgery, it must also help incorporate knowledge of those relations -surgical skill -into the student's body.
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1. A third type of medical, procedural simulator, called 'augmented reality', seeks to put virtual structures and actual hands and tools in the same space, usually through the use of special screens and/or glasses. Augmented reality systems are not part of this discussion. The premise of surgical simulation most closely resembles that of flight simulations, in which students practice physical and cognitive skills, sometimes following simulated scenarios. Other simulations, of economic processes for example, are primarily mathematical constructs that sometimes represent numbers graphically, but are intended to instruct minds, not bodies. 2. The social challenges of incorporating simulators into traditional medical school curricula may be a challenge as great as or greater than the technological challenges of building simulators; these social challenges include such questions as how to restructure curricula and students' time to accommodate simulation exercises. 3. I do not wish to suggest that vision is disembodied. Rather, vision is sensory and, therefore, prior to action, even when it is as profoundly part of that action as the kind of hand-eye coordination a surgeon employs. 4. For a discussion of bodily learning in surgery, see Prentice (2004) . 5. The importance of dissection in medical education is hotly debated. Medical school administrations in the USA and Canada have been cutting back teaching time and resources for gross anatomy for several decades. The justifications for this move are many: maintaining a willed body donation program is expensive; gross anatomy is timeconsuming; only surgeons really need the in-depth anatomical knowledge provided by gross anatomy; medical students need actual clinical experience earlier. Anatomists are fighting this threat to their discipline with many arguments, including the importance 862 Social Studies of Science 35/6 of the training in physical skills and three-dimensional visualization that gross anatomy provides. 6. Human gross anatomy is sufficiently complex that an anatomist practicing for five decades described learning new structural features with each dissection. A surgeon practicing for two decades described reviewing the anatomy of regions where she rarely operates. Surgeons and residents in teaching hospitals also constantly review and reinforce their anatomical knowledge when a surgeon quizzes a resident, during surgical planning, and while operating. 7. For more on tacit knowledge, see Polanyi (1966) , Collins (1985) , and Pinch et al. (1996) . 8. Stanford's simulator requires at least three pieces of hardware: a graphics computer to run the simulation, an interface device, and another computer connecting the interface device with the graphics computer. I use 'computer' and 'simulator' interchangeably throughout this essay. 9. Peter Galison (1997) borrows the term 'trading zones' from anthropology to describe spaces where physics experimenters and theorists interact. SUMMIT definitely is a medical and engineering trading zone, but the trading that occurs seems to most significantly revolve around objects (from simulators to grant proposals). 10. Body objects might be considered a type of boundary object in that they have different meanings and research purposes for different social groups. But I treat body objects as more narrowly defined than boundary objects (Star & Griesemer, 1989) . These objects are narrowly and specifically bodies and body parts that have been engineered to inhabit computers. My purpose in making the distinction is to highlight the reengineering of representations of bodies that occurs in the world of medical informatics. 11. Anatomy programs also face competition from cadaver brokers, who provide bodies for various types of continuing medical education seminars. This lesser known and sometimes questionably legal use of cadavers has led to charges of illegal body sales against some medical schools and their employees (Cheney, 2004; Zarembo & Garrison, 2004) . 12. Simulator researchers have picked up a 1999 report on errors in medicine by the National Institute of Medicine (Kohn et al., 2000) as a strong justification for the repetitive procedural training a simulator can provide. (See also Gawande, 2002 .) 13. Visible Human Project information and images can be viewed at < www.nlm.nih.gov/ research/visible/visible_human.html > . (See also: Cartwright, 1997; Waldby, 2000; Csordas, 2001 .) Birke (1999) briefly discusses both the Visible Human Project and the Stanford Visible Female. 14. One anatomist at Stanford teaches students to check their knowledge of anatomy by attempting to label structures on cross-sections. He says the ability to 'rotate' a twodimensional image by 90° and then label its structures indicates that the student has begun to understand anatomical terminology and the body's three-dimensional structure. 15. An anatomist at the University of Washington, who works on computer applications for teaching anatomy, told me that research funding also stands in the way of creating comprehensive anatomical applications. Funding agencies will pay for new applications, usually limited to one area of the body, but claim that applying new computer technologies to an entire body is production work, not research, and ought to be done by the private sector. However, this anatomist claims, and others confirm, most companies have found the labor of creating a comprehensive computer body model not worth the cost. 16. < http://summit.stanford.edu/ourwork/PROJECTS/LUCY/lucywebsite/fun.html > (accessed 1 March 2003). Donna Haraway argues that we must pay attention to the material and the semiotic natures of objects (1991: 200) . By naming this model 'Lucy 2.0', the researchers who created the model brought it into narratives of evolution and reproduction, narratives in which the female often is associated with matter, while the male is associated with form (see Butler, 1993 (Cartwright, 1997 (Cartwright, , 1998 Birke, 1999; Waldby, 2000) . 17. < http://summit.stanford.edu/ourwork/PROJECTS/LUCY/lucywebsite/infofr.html > (accessed 1 March 2003). 18. The model is an ideal body: it does not take into account variations among patient bodies or in sense of feel experienced by different surgeons, though these are additions that simulator makers say they will incorporate into future iterations. 19. I do not use the obvious word 'interface' here, though it is technically correct, because it has visual implications that I want to avoid. 20. Some experiments have been done with haptic interaction between two users in remote locations, but technically this creates a problem separating signals that are feeding forward from users' bodies from signals that are simultaneously feeding back to users' bodies. Human nervous systems have no trouble with this kind of 'signal processing', but it still is a challenge for machines. 21. The gynecologist plans to incorporate values for haptic feel based on the experiences of many surgeons in a future iteration of the simulator.
