On bijections for pattern-avoiding permutations  by Bloom, Jonathan & Saracino, Dan
Journal of Combinatorial Theory, Series A 116 (2009) 1271–1284Contents lists available at ScienceDirect
Journal of Combinatorial Theory,
Series A
www.elsevier.com/locate/jcta
On bijections for pattern-avoiding permutations
Jonathan Blooma, Dan Saracino b
a 65 Trevor Court, Rochester, NY 14610, United States
b Colgate University, Department of Mathematics, 13 Oak Drive, Hamilton, NY, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 6 February 2008
Available online 17 April 2009
Keywords:
Bijection
Pattern-avoiding permutation
Fixed point
Excedance
By considering bijections from the set of Dyck paths of length 2n
onto each of Sn(321) and Sn(132), Elizalde and Pak in [S. Elizalde,
I. Pak, Bijections for reﬁned restricted permutations, J. Combin.
Theory Ser. A 105 (2004) 207–219] gave a bijection Θ : Sn(321) →
Sn(132) that preserves the number of ﬁxed points and the number
of excedances in each σ ∈ Sn(321). We show that a direct
bijection Γ : Sn(321) → Sn(132) introduced by Robertson in [A.
Robertson, Restricted permutations from Catalan to Fine and back,
Sém. Lothar. Combin. 50 (2004) B50g] also preserves the number
of ﬁxed points and the number of excedances in each σ . We
also show that a bijection φ∗ : Sn(213) → Sn(321) studied in [J.
Backelin, J. West, G. Xin, Wilf-equivalence for singleton classes,
Adv. in Appl. Math. 38 (2007) 133–148] and [M. Bousquet-Melou,
E. Steingrimsson, Decreasing subsequences in permutations and
Wilf equivalence for involutions, J. Algebraic Combin. 22 (2005)
383–409] preserves these same statistics, and we show that an
analogous bijection from Sn(132) onto Sn(213) does the same.
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
We write the permutation σ ∈ Sn in one-line notation as σ1σ2 . . . σn . If m  n and α ∈ Sm then
we say that σ is α-avoiding if there do not exist indices 1 i1 < · · · < im  n such that σi j < σik iff
α j < αk for 1 j,km. We denote by Sn(α) the set of all σ ∈ Sn that are α-avoiding. For example,
31452 ∈ S5(321), but 31452 /∈ S5(132).
It was shown by Knuth in [4] that |Sn(α)| is independent of α ∈ S3. Three decades later a reﬁne-
ment of this result was given by Robertson, Saracino, and Zeilberger [7], by taking into account the
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shown in [7] that |Skn(321)| = |Skn(132)| = |Skn(213)| and |Skn(231)| = |Skn(312)| for all 0 k n.
The proofs in [7] were nonbijective, and Elizalde and Pak soon improved the result |Skn(321)| =|Skn(132)| by giving in [3] a bijection Θ : Sn(321) → Sn(132) that preserves not only the number of
ﬁxed points but also the number of excedances (i’s such that σi > i). The bijection Θ is obtained
by combining two previously known bijections: a bijection of Knuth [4] between Sn(321) and the
set Dn of Dyck paths of length 2n, and (in modiﬁed form) a bijection of Krattenthaler [5] between
Sn(132) and Dn. (Knuth’s bijection involves the Robinson–Schensted–Knuth correspondence between
permutations and Young tableaux.)
On the other hand, Robertson, in [6], introduced a direct bijection Γ : Sn(321) → Sn(132) that
proceeds by starting with σ ∈ Sn(321) and systematically converting occurrences of 132-patterns into
321-patterns. (Elizalde and Pak compute the example Θ(23514687) = 67435281. It turns out that
Γ (23514687) = 86452371, so Θ and Γ are distinct bijections.) Robertson conjectured at the 2005
Integers conference that Γ preserves the number of ﬁxed points. The main purpose of this paper is
to prove that Γ preserves the number of ﬁxed points and the number of excedances. As an ingredient
of the proof, we also show that Γ (σ−1) = (Γ (σ ))−1 for all σ ∈ Sn(321). We also give variations of
the algorithm for computing Γ (σ ).
The ﬁrst version of this paper dealt exclusively with Γ , and we thank one of the referees for
making us aware that [2] contains a proof (via a result analogous to our Lemma 2) that a bijection
φ∗ : Sn(213) → Sn(321) similar to Γ satisﬁes φ∗(σ−1) = (φ∗(σ ))−1. At the end of Section 1 we will
discuss the connections between the results of that section and the results of [2], and in Section 2
we will prove that φ∗ preserves the number of ﬁxed points and the number of excedances in each
σ ∈ Sn(213).
The outline of our paper is as follows. In Section 1 we prove our results about inverses and about
variations in the algorithm for computing Γ , all modulo Lemma 2, whose proof is deferred to Sec-
tion 3. In Section 2 we prove that Γ preserves the numbers of ﬁxed points and excedances, the main
idea being an inductive argument that we sketch in an example before beginning the proof. We then
use a variant of this argument to prove that the bijection φ∗ preserves the numbers of ﬁxed points
and excedances, and we use a different argument to show that an analogous bijection from Sn(132)
onto Sn(213) does the same.
1. Γ (σ ) and Γ (σ−1)
Although the deﬁnition of Γ (σ ) in [6] is stated for σ ∈ Sn(321), the deﬁnition applies to all σ ∈ Sn ,
as follows.
We use “≺” to denote the lexicographic ordering of triples of positive integers. If σiσ jσk and
σxσyσz are 132-patterns in σ we say that σiσ jσk is p-smaller than σxσyσz if (i, j,k) ≺ (x, y, z) (“p” for
“position”).
For any permutation σ , we deﬁne a permutation gσ as follows. If σ ∈ Sn(132) then gσ = σ . If
σ /∈ Sn(132) we take the p-smallest 132-pattern σiσ jσk in σ and let gσ be the permutation obtained
from σ by replacing σi, σ j, σk by, respectively, σ j, σk, σi . Thus g converts the p-smallest 132-pattern
in σ , if there is any, to a 321-pattern.
Fact. (See [6].) If gσ /∈ Sn(132) and σiσ jσk and (gσ)x(gσ)y(gσ)z are the p-smallest 132-patterns in
σ and gσ , then (i, j,k) ≺ (x, y, z).
It follows that for every σ ∈ Sn there is a smallest nonnegative integer r such that grσ ∈ Sn(132).
We call this smallest r the Γ -rank of σ , and let Γ (σ ) = grσ . Note that Γ (σ ) = gr+mσ for all non-
negative integers m, and we have Γ (σ ) = Γ (gσ).
Example. Let σ = 14237586 ∈ S8(321). Then σ−1 = 13426857. The calculations of Γ (σ ) and Γ (σ−1)
are:
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14237586 13426857
42137586 32416857
72135486 62415837
75134286 82415736
78134265 84315726
78324165 87315624
78624153 87514623
78643152 87542613
78643521 87546312
Note that here σ and σ−1 have the same Γ -rank. We will prove that this is the case for all
σ ∈ Sn(321) (and for some other σ ’s).
In this example we see that indeed Γ (σ−1) is (Γ (σ ))−1. But more is true: we can arrive at
Γ (σ−1) by carrying out any number of steps we like in the calculation of Γ (σ ), then taking an
inverse, and then continuing with the calculation of Γ. For instance, if we take the fourth line in the
calculation of Γ (σ ), namely 75134286, its inverse is 36452817, and applying g ﬁve more times to this
inverse yields 87546312.
We will explain this ﬂexibility in the calculation of Γ (σ−1) near the end of this section.
Our main goal in this section is to prove by induction on the Γ -rank of σ that Γ (σ−1) = (Γ (σ ))−1
for all σ ∈ Sn(321). We want to take advantage of the fact that, unless gσ = σ , gσ has Γ -rank one
less than that of σ ; but we are blocked by the fact that gσ may not be in Sn(321). Accordingly, we
need to work with a set of permutations larger than Sn(321) that is closed under the application of g ,
and it will turn out that we also need this larger set to be closed under inverses.
We use the set Sn(1432) of all permutations that avoid the pattern 1432. It is easy to see that this
set includes Sn(321) and is closed under inverses.
Lemma 1. If σ ∈ Sn(1432) then gσ ∈ Sn(1432).
Proof. If σ ∈ Sn(132) then gσ = σ so the result is clear.
Now suppose σ contains 132-patterns, and let σiσ jσk be the p-smallest one. Suppose that
(gσ)w(gσ)x(gσ)y(gσ)z is a 1432-pattern in gσ .
If w < i then (gσ)w = σw and σwσ jσk contradicts our choice of σiσ jσk in σ unless σk < σw . But
then at most one of σi, σ j, σk can be greater than σw , so at least two of x, y, z are not in {i, j,k}.
This, with σw , gives us a 132-pattern in σ that is p-smaller than σiσ jσk , a contradiction.
If w = i then all of (gσ)x, (gσ)y, (gσ)z are greater than (gσ)i = σ j , so none of x, y, z is in {i, j,k}.
Thus since σi < σ j , σiσxσyσz is a 1432-pattern in σ , a contradiction.
So w > i. Note that if w = k or if w = j and k /∈ {x, y, z}, then σiσxσyσz is a 1432-pattern in σ .
If w = j and k ∈ {x, y, z} then (gσ)w = σk and σi ∈ {(gσ)x, (gσ)y, (gσ)z} so σi > σk , a contradiction.
So w /∈ { j,k}. Since σ ∈ Sn(1432) at least one of x, y or z must be in { j,k}.
Since σw < min{(gσ)x, (gσ)y, (gσ)z} and (gσ)t  σt for t = i, σw < min{σx, σy, σz}. Since σ ∈
Sn(1432) we must have σa < σb either for a = x, b = y or for a = y, b = z. Note that we cannot have
a = j and b = k (since σ j > σk), while if a ∈ { j,k} and b /∈ { j,k} then (gσ)a < σa and (gσ)b = σb, so
(gσ)a < (gσ)b, contradicting the fact that (gσ)w(gσ)x(gσ)y(gσ)z is a 1432-pattern. So a /∈ { j,k} and
thus b ∈ { j,k} since σa < σb but (gσ)a > (gσ)b. If b = j then (gσ)a > (gσ)b says σa > σk , so σiσaσk
contradicts our choice of σiσ jσk. If b = k then (gσ)a > (gσ)b says σa > σi , so σi < σa < σk. If j <
a < k then σiσ jσa contradicts our choice of σiσ jσk. So a < j. Then if a = x, b = y = k, (gσ)z < (gσ)y
says σz < σi so σwσ jσkσz is a 1432-pattern in σ . If a = y,b = z then σiσxσa contradicts our choice
of σiσ jσk. (Note that since (gσ)x > (gσ)y and y = a /∈ { j,k}, σx > σy = σa.) 
In proving that Γ (σ−1) = (Γ (σ ))−1 for all σ ∈ Sn(1432) we will use a variant of the function g . If
σiσ jσk and σxσyσz are 132-patterns in σ we say that σiσ jσk is v-smaller than σxσyσz if (σi, σ j, σk) ≺
(σx, σy, σz) in the lexicographic ordering (“v” for “value”).
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pattern in σ , if any.
The following lemma is the foundation for all of our results about Γ. It will be proved in Section 3.
Lemma 2. Let σ ∈ Sn(1432). Then:
(a) Either gσ = hσ or ghσ = hgσ .
(b) If gσ = hσ then Γ -rank(σ ) 2.
Lemma 2(a) may fail if σ /∈ Sn(1432). For example, let σ = 4152763. We compute gσ = 7152643,
hσ = 4521763, ghσ = 7521643, and hgσ = 7452631. Thus gσ = hσ and ghσ = hgσ .
Both alternatives in Lemma 2(a) are needed, even for σ ∈ Sn(321). For σ = 13254 we have gσ =
hσ = 32154, but ghσ = 52143 = 32541 = hgσ . For σ = 2143 we have gσ = 4132 = 2431 = hσ , but
ghσ = 4321 = hgσ .
Lemma 3. Let σ ∈ Sn(1432). Then Γ (σ ) = Γ (hσ), and if Γ -rank(σ ) > 0 we have Γ -rank(hσ) =
Γ -rank(σ ) − 1.
Proof. We use induction on Γ -rank(σ ). If Γ -rank(σ ) = 0 then σ ∈ Sn(132) so hσ = σ and the result
is obvious.
Now assume the result for members of Sn(1432) whose Γ -rank is less than that of σ . By Lemma 2
we have either gσ = hσ or ghσ = hgσ . If gσ = hσ then Γ (σ ) = Γ (gσ) = Γ (hσ), and Γ -rank(hσ) =
Γ -rank(gσ) = Γ -rank(σ ) − 1. If gσ = hσ but ghσ = hgσ then, using Lemma 1 to enable us to
apply the induction hypothesis to gσ , we have Γ (σ ) = Γ (gσ) = Γ (hgσ) = Γ (ghσ) = Γ (hσ). For
the statement on Γ -ranks, note that since gσ = hσ we have Γ -rank(σ )  2 by Lemma 2(b). Thus
by the induction hypothesis applied to gσ , Γ -rank(hgσ) = Γ -rank(gσ) − 1, i.e., Γ -rank(ghσ) =
Γ -rank(gσ) − 1, so Γ -rank(hσ) = Γ -rank(gσ) = Γ -rank(σ ) − 1. 
To proceed further we need the following description of hσ .
Lemma 4. If σ ∈ Sn(1432) then hσ = (gσ−1)−1.
Proof. If σ ∈ Sn(132) then hσ = σ and gσ−1 = σ−1, so hσ = σ = (gσ−1)−1.
Suppose σ /∈ Sn(132). We must show that if σiσ jσk is the v-smallest 132-pattern in σ then ikj is
the p-smallest 132-pattern in σ−1. Suppose it is not, and xzy is p-smaller in σ−1. We know σiσ jσk
is v-smaller than σxσyσz in σ .
If σi < σx then i occurs to the left of x in σ−1, a contradiction.
Suppose σi = σx , and σ j < σy . Then j occurs to the left of y in σ−1, so since xzy is p-smaller than
ikj in σ−1, z occurs to the left of k in σ−1. Thus σz < σk . Since σz > σx = σi we have σi < σz < σk.
So if z > j then the 132-pattern σiσ jσz contradicts our choice of σiσ jσk in σ . We conclude that
i = x< y < z < j < k and that (recall σy > σ j) σiσyσ jσk is a 1432-pattern in σ , a contradiction.
Finally, suppose σi = σx , σ j = σy , and σk < σz. Then k occurs to the left of z in σ−1, contradicting
the assumption that xzy is p-smaller than ikj in σ−1. 
We can now prove that Γ (σ−1) = (Γ (σ ))−1 for all σ ∈ Sn(1432). Note that this result may fail
if σ /∈ Sn(1432). For example, if σ = 31542 then σ−1 = 25143 and Γ (σ−1) = 54123, while Γ (σ ) =
54312 and (Γ (σ ))−1 = 45321. In this example we have Γ -rank(σ ) = 2 and Γ -rank(σ−1) = 1, so the
assertion about Γ -ranks in the following theorem may also fail if σ /∈ Sn(1432).
Theorem 1. If σ ∈ Sn(1432) then Γ (σ−1) = (Γ (σ ))−1 and Γ -rank(σ ) = Γ -rank(σ−1).
Proof. We proceed by induction on Γ -rank(σ ). If Γ -rank(σ ) = 0 then σ and σ−1 are in Sn(132) so
Γ (σ−1) = σ−1 = (Γ (σ ))−1 and Γ -rank(σ−1) = 0.
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(Γ (gσ))−1 = Γ ((gσ)−1) by the induction hypothesis, and this is Γ (hσ−1) by Lemma 4. By Lemma 3,
Γ (hσ−1) = Γ (σ−1).
For the assertion about Γ -ranks, we have by the induction hypothesis Γ -rank((gσ)−1) =
Γ -rank(gσ), i.e., by Lemma 4, Γ -rank(hσ−1) = Γ -rank(gσ). By Lemma 3 this says Γ -rank(σ−1) −
1 = Γ -rank(σ ) − 1, so Γ -rank(σ−1) = Γ -rank(σ ). 
If σ ∈ Sn(1432) then by Lemmas 1 and 4 we obtain hσ−1 = (gσ)−1, h2σ−1 = (g2σ)−1, . . . ,
hmσ−1 = (gmσ)−1 for all m. Letting m = Γ -rank(σ ) = Γ -rank(σ−1), we obtain hmσ−1 = (Γ (σ ))−1 =
Γ (σ−1). Since σ−1 accounts for all elements of Sn(1432) this says that for all σ ∈ Sn(1432),Γ (σ )
can be calculated via m successive applications of h, where m = Γ -rank(σ ). But more is true: we can
actually apply any combination of m g ’s and h’s to σ , in any order, and obtain Γ (σ ).
Theorem 2. Suppose σ ∈ Sn(1432) and Γ -rank(σ ) = m. Then if f i ∈ {g,h} for i = 1,2, . . . ,m, we have
Γ (σ ) = f1 f2 . . . fmσ . If k <m then Γ (σ ) = f1 f2 . . . fkσ .
Proof. We argue by induction on m. If m = 0 the result is clear.
Assume the result for σ ∈ Sn(1432) of rank less than m. By Lemma 3, Γ (σ ) = Γ (gσ) = Γ (hσ),
with both gσ and hσ of Γ -rank m − 1. (Note that hσ ∈ Sn(1432) by Lemmas 1 and 4.) Thus for any
f1, . . . , fm−1 ∈ {g,h} we have Γ (σ ) = f1 . . . fm−1gσ = f1 . . . fm−1hσ , which proves the ﬁrst claim.
If Γ (σ ) = f1 . . . fkσ with k <m we obtain a contradiction by replacing all the h’s among f1, . . . , fk
by g ’s, from left to right. If f j is the ﬁrst h from the left, Γ (σ ) = Γ ( f j . . . fkσ) since Γ (σ ) ∈ Sn(132),
and Γ -rank( f j . . . fkσ)  j − 1. Since f j+1 . . . fkσ ∈ Sn(1432) by Lemmas 1 and 4, Γ ( f j . . . fkσ) =
Γ ( f j+1 . . . fkσ) with Γ -rank( f j+1 . . . fkσ) j by Lemma 3. Thus Γ (σ ) = g j f j+1 . . . fkσ , and the sec-
ond claim of the theorem follows. 
The ﬂexibility we observed in the calculation of Γ (σ−1) at the beginning of this section can be
explained as a special case of Theorem 2. We observed in our example that if Γ -rank(σ ) =m and we
write m = i + j with i, j nonnegative integers, then Γ (σ−1) = g j(giσ)−1. Since (giσ)−1 = hiσ−1 for
σ ∈ Sn(1432), this just says that Γ (σ−1) = g jhiσ−1.
Actually, it is easy to see that if Γ -rank(σ ) =m and we perform m or more successive applications
of g to σ , taking inverses any odd number of times during the process, the result will be Γ (σ−1). If
we take inverses an even number of times the result will be Γ (σ ).
The result of Theorem 2 can easily fail if σ /∈ Sn(1432). If σ = 1432 then Γ -rank(σ ) = 1. We have
gσ = 4312 but hσ = 4231.
In [1], Backelin, West and Xin introduce a map φ∗ similar to Robertson’s Γ. They order occur-
rences of the pattern k . . .21 lexicographically according to values (not positions) and let φ act by
replacing the smallest k . . .21-pattern by the corresponding k− 1 . . .21k-pattern. They deﬁne φ∗ to be
the map that performs φ repeatedly until no k . . .21-patterns remain, and they show that φ∗ induces
a bijection from Sn(k − 1 . . .21k) onto Sn(k . . .21). In [2], Bousquet-Melou and Steingrimsson show
that φ∗(σ−1) = (φ∗(σ ))−1 for all σ ∈ Sn . Their argument involves introducing a map ψ that acts by
ordering k . . .21-patterns anti-lexicographically according to positions (not values), and then replacing
the smallest such pattern by the corresponding k − 1 . . .21k-pattern. (So ψ is similar to our g , except
for the reversal of the lexicographic ordering, and φ is similar to our h.) Bousquet-Melou and Stein-
grimsson prove (their Theorem 32) a result for φ and ψ that is the same as our Lemma 2(a) for g
and h, except for the fact that Lemma 2(a) only applies to a restricted set of σ ’s.
The most obvious difference between their results about inverses and ours is of course that (for
their k = 3), they replace 321-patterns by 213-patterns, and we replace 132-patterns by 321-patterns.
In addition, their result φ∗(σ−1) = (φ∗(σ ))−1 holds for all permutations σ , whereas our correspond-
ing result for Γ does not. Another difference between their situation and ours is that if we try to
vary the deﬁnition of φ∗ by ordering 321-patterns by positions instead of by values, we do not get a
bijection. For example, the resulting map sends both 1746532 and its inverse 1763542 to 1325476.
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If σ ∈ Sn, an antiexcedance in σ is an i such that σi < i. We denote by a(σ ), f (σ ), and e(σ ) the
numbers of antiexcedances, ﬁxed points, and excedances in σ . If i is an antiexcedance (respectively,
a ﬁxed point or an excedance) then we will also call σi a low value (respectively, a ﬁxed value or a high
value).
Our ﬁrst goal in this section is to prove
Theorem 3. If σ ∈ Sn(321) then a(σ ) = a(Γ (σ )), f (σ ) = f (Γ (σ )) and e(σ ) = e(Γ (σ )).
The example from Section 1 will be useful as an illustration in giving the proof of Theorem 3. The
values of the triple (a, f , e) at each of the nine steps in the calculation of Γ (14237586) are:
(4,1,3)
(4,1,3)
(4,2,2)
(5,0,3)
(6,0,2)
(5,1,2)
(5,0,3)
(4,1,3)
(4,1,3)
Note ﬁrst that for the ﬁfth step of the computation, 78134265 ∈ S8(1432), the values a = 6, f = 0,
e = 2 are all different from the values a = 4, f = 1, e = 3 for Γ (78134265). So the results of Theo-
rem 3 may fail for σ ∈ Sn(1432).
Notice, though, that the value a = 4 stays ﬁxed through the third step of the computation, where
we have the permutation τ = g2σ = 72135486. This is the ﬁrst step in the computation in which
there is no 132-pattern starting with the ﬁrst entry. If we let 	 be the ﬁrst entry in τ (	 = 7 in the
example) and let τˆ be the permutation obtained from τ by deleting 	 and lowering all values greater
than 	 by 1 (so τˆ = 2135476 in the example), then a(σ ) = 4 = 3+ 1 = a(τˆ ) + f (τˆ ). Our strategy is to
proceed by induction on n, applying the induction hypothesis to τˆ to show that a(σ ) = a(Γ (σ )), and
then using the results of Section 1 to show that e(σ ) = e(Γ (σ )) and thus f (σ ) = f (Γ (σ )).
Theorem 3 is obvious for n = 3. We assume the result for n − 1 and consider σ ∈ Sn(321).
Notation. We let m0 be the least nonnegative integer such that τ = gm0σ has no 132-pattern τiτ jτk
with i = 1. We let 	 = τ1 be the ﬁrst entry in τ .
Lemma 5. For mm0 , gmσ contains no 321-patterns to the right of the ﬁrst entry. In particular, τ contains
no 321-patterns to the right of 	.
Proof. For m0 = 0 this is clear since σ ∈ Sn(321). For m0 > 0 we proceed by induction on m m0.
For m = 0 the result is clear. Assume the result for α = gm−1σ with m  m0. Let α1α jαk be the
p-smallest 132-pattern in α. By our assumption on α, any 321-pattern in gα to the right of the ﬁrst
entry must involve one or both of αk and α1.
Suppose it involves them both. If it is αtαkα1 then αt is to the left of α j in α, so t < j and α1αtαk
is a 132-pattern in α that contradicts our choice of α1α jαk . If it is αkαtα1 then αt is to the left of αk
in α, so t < k and α1α jαt contradicts our choice of α1α jαk. If it is αkα1αt then α jαkαt contradicts
our assumption on α.
Suppose our 321-pattern in gα involves just one of αk,α1. If it is αkαsαt (respectively α1αsαt )
then α jαsαt (respectively αkαsαt ) contradicts our assumption on α. If it is αsαkαt then αs occurs to
the left of α j in α, so s < j and α1αsαk contradicts our choice of α1α jαk. If it is αsα1αt then α jαkαt
contradicts our assumption on α. If it is αsαtαk then we again have s < j, so α1αsαt contradicts
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unless j < s. But then α1α jαt contradicts our choice of α1α jαk unless αt > α j . And in this case
αsαtαk contradicts our assumption on α. 
Lemma 6. Entries in σ that are larger than 	 are in increasing order from left to right throughout the calcula-
tion of Γ (σ ).
Proof. They are in increasing order in τ because τ has no 132-pattern τiτ jτk with i = 1. They
are therefore in increasing order in σ , gσ , . . . , gm0−1σ because they were not moved in obtaining
gσ , . . . , τ .
If they are in increasing order in β = gtσ and βiβ jβk is the p-smallest 132-pattern in β , then since
β j > βk we must have βk < 	 and thus βi < 	. If β j > 	 and there is some βs > 	 with i < s < j, so that
β j moves to the left of βs in gβ , then βiβsβk contradicts our choice of βiβ jβk (since βs > 	 > βk). 
Lemma 7. If, at some stage in the calculation of Γ (σ ), some entry greater than 	 is not a high value, then
Theorem 3 holds for σ .
Proof. If 	 < βi < i for some β = gtσ then by Lemma 6 the n−βi entries β j > βi must all have j > i.
But the number of j’s greater than i is n − i, and n − i < n − βi . So no entry greater than 	 can be a
low value at any stage.
If βi > 	 is a ﬁxed value then the n − βi values larger than βi must occur in increasing order in
the n − βi positions to the right of βi , and in particular βn = n. Thus σn = n because n can never
move to the right in the calculation of Γ (σ ). But then Γ (σ ) is obtained by calculating Γ (σ1 . . . σn−1)
with n ﬁxed, so Theorem 3 holds for σ because it holds for σ1 . . . σn−1 ∈ Sn−1(321) by the induction
hypothesis. 
Lemma 8. a(σ ) = a(τ ).
Proof. If m0 = 0 then τ = σ so the result is clear. If m0 > 0 we show that a(gm−1σ) = a(gmσ) for all
1mm0, which yields the result.
Let α = gm−1σ and let α1α jαk be the p-smallest 132-pattern in α. It will suﬃce to show that αk
is the only one of α1,α j,αk that is a low value in α, and α1 is the only one that is a low value in
gα.
First consider α. Since α1  1, α1 is not a low value. Next, for t > k, α jαkαt cannot be a 321-
pattern by Lemma 5, so αt >αk. Since there are n − k such t ’s and n − αk − 1 values greater than αk
but different from α j , we have n − k  n − αk − 1. Thus αk < k and αk is a low value in α. Finally,
if α j < j then n − α j > n − j so the number of values greater than α j is greater than the number
of positions to the right of α j in α. So there is some i < j such that αi > α j . Note that i > 1 since
α1 <α j , so the 321-pattern αiα jαk then contradicts Lemma 5.
Now consider gα. Clearly α j is not a low value since it is now in the ﬁrst position. And α1 is a
low value because α1 < αk and αk was a low value in α. We assert that αk is either a high value or
a ﬁxed value in gα, i.e., αk  j. To see this, note that, in α, all αt with t < j must satisfy αt <αk , by
our choice of α1α jαk. Thus j−1 is at most the number of values smaller than αk , i.e., j−1 αk −1.
So j  αk . 
We can now complete the proof of Theorem 3. Let τˆ be the permutation obtained from τ by
deleting the ﬁrst entry 	 and then decreasing all the remaining entries that are greater than 	 by 1.
Note that τˆ ∈ Sn−1(321) by Lemma 5.
We assert that
a(σ ) = a(τˆ ) + f (τˆ ) = a(Γ (σ )).
The ﬁrst equality will follow from Lemma 8 if we can show that a(τ ) = a(τˆ ) + f (τˆ ). By Lemma 7
we can assume that all values τi > 	 are high values in τ (else we are done), and thus all values
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value decreased by 1). Thus all low and ﬁxed values in τˆ are values less than 	 and are therefore low
values in τ , where their positions are increased by 1. We have shown that a(τˆ ) + f (τˆ )  a(τ ). But
every low value in τ becomes a low or ﬁxed value in τˆ , so a(τ ) a(τˆ ) + f (τˆ ).
For the second equality, note that by the Fact cited near the beginning of Section 1, no gtσ in the
calculation of Γ (σ ) with t m0 contains a 132-pattern starting in the leftmost position, so Γ (σ ) is
obtained by taking Γ (τˆ ), increasing all values greater than or equal to 	 by 1, and aﬃxing 	 at the left
end. (In our example, τˆ is 2135476, Γ (τˆ ) is 7643521, and increasing the entry “7” by 1 and aﬃxing a
“7” in front yields Γ (σ ) = 78643521.) Since by Lemma 7 we can assume that all values greater than
	 are high values in Γ (σ ), all values greater than or equal to 	 are high values in Γ (τˆ ). Thus all low
and ﬁxed values in Γ (τˆ ) are values less than 	 and are therefore low values in Γ (σ ), where their
positions are increased by 1. So we have
a
(
Γ (τˆ )
) + f (Γ (τˆ )) a(Γ (σ ))
and the reverse inequality holds since every low value in Γ (σ ) becomes a low or ﬁxed value in Γ (τˆ ).
Since
a
(
Γ (τˆ )
) + f (Γ (τˆ )) = a(τˆ ) + f (τˆ )
by the induction hypothesis of Theorem 3, we have shown that a(σ ) = a(Γ (σ )) for all σ ∈ Sn(321).
To show that e(σ ) = e(Γ (σ )), note that
e(σ ) = a(σ−1) = a(Γ (σ−1)) = a((Γ (σ ))−1) = e(Γ (σ )),
using Theorem 1. It then follows that f (σ ) = f (Γ (σ )). 
By Theorem 1, we have for all σ ∈ Sn(1432)
σ = σ−1 iff Γ (σ ) = Γ (σ−1) iff Γ (σ ) = (Γ (σ ))−1,
i.e., σ is an involution iff Γ (σ ) is an involution. So from Theorem 3 we immediately obtain the
following result.
Theorem 4. Γ maps the set of involutions in Sn(321) onto the set of involutions in Sn(132), preserving the
number of ﬁxed points and excedances in each involution.
Elizalde and Pak in [3] prove the corresponding result for their bijection Θ.
We now establish the analogue of Theorem 3 for the map φ∗ studied in [1] and [2].
Theorem 5. If σ ∈ Sn(213) then a(σ ) = a(φ∗(σ )), f (σ ) = f (φ∗(σ )), and e(σ ) = e(φ∗(σ )).
To prove Theorem 5 we again argue by induction on n, assuming the result for n − 1 and con-
sidering the calculation of φ∗(σ ) for σ ∈ Sn(213). We use a variant of the argument for Theorem 3,
focusing on the last step in the calculation before n gets moved, instead of on the ﬁrst step in which
the entry in the ﬁrst position does not get moved.
Notation. Let j0 be the greatest nonnegative integer such that n does not get moved during the
calculation of φ j0σ . Let ρ = φ j0σ .
Our strategy will be to use the induction hypothesis to show that a(σ ) = a(ρ), and then to argue
that a(ρ) = a(φ∗(σ )).
Lemma 9. For j  j0 , the entries in φ jσ that are to the left of the entry n are in increasing order from left to
right.
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j = 0 the result is clear. Assume the result for α = φ j−1σ with j  j0. If any entry to the left of n in
α is moved in computing φ(α), then the v-smallest 321-pattern in α must be αrαsαt with αr to the
left of n and αs and αt to the right of n, because entries to the left of n are in increasing order. If
the entries to the left of n in α are α1 . . . αr−1αrαr+1 . . . αz then the entries to the left of n in φα are
α1 . . . αr−1αsαr+1 . . . αz . We have αs < αr < αr+1, and αs > αr−1 because if αs < αr−1 then αr−1αsαt
contradicts our choice of αrαsαt . So the entries in φα to the left of n are in increasing order. 
Lemma 10. If, for some j  j0 , φ jσ has a ﬁxed value to the left of the entry n, then Theorem 5 holds for σ .
Proof. Say the entry t is a ﬁxed value in φ jσ , to the left of the entry n. Then by Lemma 9, the entries
to the left of t in φ jσ are 1,2, . . . , t − 1, in that order. This implies that σ1 = 1, because φ can never
move the entry 1 into the ﬁrst position. If σˆ ∈ Sn−1(213) is obtained from σ by deleting the entry
1 and decreasing all other entries by 1, then a(σ ) = a(σˆ ), f (σ ) = f (σˆ ) + 1, and e(σ ) = e(σˆ ). By the
induction hypothesis, then, a(σ ) = a(φ∗(σˆ )), f (σ ) = f (φ∗(σˆ ))+ 1, and e(σ ) = e(φ∗(σˆ )). Since φ∗(σ )
is obtained from φ∗(σˆ ) by increasing all entries by 1 and then placing a 1 at the left side, this yields
a(σ ) = a(φ∗(σ )), f (σ ) = f (φ∗(σ )), and e(σ ) = e(φ∗(σ )). 
Lemma 11. a(σ ) = a(ρ).
Proof. Let σ ∈ Sn(213) be obtained from σ by deleting the entry n. Every low value in σ is a low or
ﬁxed value in σ , and every low value in σ is a low value in σ . By Lemma 10 we can assume that
σ has no ﬁxed values to the left of the entry n, and therefore every ﬁxed value in σ is a low value
in σ . We conclude that
a(σ ) = a(σ ) + f (σ ).
Since ρ is obtained by computing φ∗(σ ) and then restoring n to its original position, we conclude by
the same argument that
a(ρ) = a(φ∗(σ )) + f (φ∗(σ )).
Since by the induction hypothesis we have a(σ ) = a(φ∗(σ )) and f (σ ) = f (φ∗(σ )), this shows that
a(σ ) = a(ρ). 
Lemma 12. a(ρ) = a(φ∗(σ )).
Proof. It is straightforward to verify that we obtain φ∗(σ ) from ρ by eliminating 321-patterns of the
form nbc. Suppose nbc is the v-smallest such pattern in β = φ jσ , with j  j0. It will suﬃce to show
that neither n nor b can be a low value in either β or φβ , and that c is a low value in both β and φβ.
Clearly n cannot be a low value.
Since nbc is the v-smallest 321-pattern in β , all entries to the left of b in β , other than n, must be
smaller than b. But c < b and c is to the right of b in β , so at most b − 2 entries, other than n, are to
the left of b in β . Thus at most b − 1 entries are to the left of b in β , and b is not a low value in β.
It follows that b is not a low value in φβ either.
Since nbc is the v-smallest 321-pattern in β , all entries smaller than c are to the left of b in β , so
they are all to the left of c in φβ. But b is also to the left of c in φβ , so there are at least c entries to
the left of c in φβ. Thus c is a low value in φβ , and it follows that c is also a low value in β. 
We can now complete the proof of Theorem 5. From Lemmas 11 and 12 we conclude that a(σ ) =
a(φ∗(σ )) for all σ ∈ Sn(213). Applying this result to σ−1 and using the result φ∗(σ−1) = (φ∗(σ ))−1
from [2], we conclude that e(σ ) = e(φ∗(σ )) for all σ ∈ Sn(213), and therefore f (σ ) = f (φ∗(σ )). 
Since the bijections φ∗ : Sn(213) → Sn(321) and Γ : Sn(321) → Sn(132) can be calculated by re-
moving 321- and 132-patterns ordered lexicographically by values, it is natural to consider the map
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φ∗ and Γ , this map is actually deﬁned on all of Sn. (We can use a proof like Robertson’s for Γ.) We
will show that Δ induces a bijection from Sn(132) onto Sn(213) that preserves the numbers of ﬁxed
points and excedances. In this case our strategy will be to show that Δ coincides, for inputs from
Sn(132), with a simple map that is easily seen to have the stated properties.
For any permutation σ = σ1σ2 . . . σn let rσ denote the reverse permutation σn . . . σ2σ1, and let
Δ∗(σ ) = r((rσ)−1).
Lemma 13. For all σ ∈ Sn, Δ∗(σ−1) = (Δ∗(σ ))−1 , a(σ ) = a(Δ∗(σ )), f (σ ) = f (Δ∗(σ )), and e(σ ) =
e(Δ∗(σ )). Furthermore, Δ∗ induces a bijection from Sn(132) onto Sn(213).
Proof. We observe that σk = m iff (rσ)n+1−k = m iff ((rσ)−1)m = n + 1 − k iff (Δ∗(σ ))n+1−m =
n + 1− k.
Applying this to σ−1, we see that (Δ∗(σ−1))n+1−m = n + 1 − k iff (σ−1)k = m iff σm = k iff
(Δ∗(σ ))n+1−k = n + 1−m iff ((Δ∗(σ ))−1)n+1−m = n + 1− k. So Δ∗(σ−1) = (Δ∗(σ ))−1.
We also see from our observation that k is a ﬁxed point (respectively, an excedance or an antiex-
cedance) of σ if and only if n+1−σk is a ﬁxed point (respectively, an excedance or an antiexcedance)
of Δ∗(σ ). This proves our claims about a, e, and f .
Finally, it is clear that Δ∗ is a bijection from Sn onto itself, and σ ∈ Sn(132) iff rσ ∈ Sn(231) iff
(rσ)−1 ∈ Sn(312) iff Δ∗(σ ) ∈ Sn(213). 
Theorem 6. The map Δ induces a bijection from Sn(132) onto Sn(213). This bijection commutes with the
operation of taking the inverse of a permutation, and preserves the numbers of ﬁxed points, excedances, and
antiexcedances in every σ ∈ Sn(132).
Theorem 6 is an immediate consequence of Lemma 13 and the following result.
Theorem 7. For every σ ∈ Sn(132), we have Δ(σ) = Δ∗(σ ).
We will prove Theorem 7 by showing that Δ(σ) and Δ∗(σ ) have the same inversion table, for
every σ ∈ Sn(132). To this end, let, for any π ∈ Sn and 1 j  n,
ιπ ( j) =
∣∣{i: i < j and i occurs to the right of j in π}∣∣.
Let ι(π) be the multiset {ιπ ( j): 1 j  n}.
Lemma 14. If π,τ ∈ Sn(213) and ι(π) = ι(τ ), then π = τ .
Proof. We ﬁrst observe that if ν ∈ Sn(213) and k > j then ιν(k) ιν( j). If k occurs to the left of j in
ν this is clear. If k occurs to the right of j then, since ν ∈ Sn(213), all i < j that occur to the right of
j must occur to the right of k, and therefore ιν(k) ιν( j).
It follows from our observation that if π,τ ∈ Sn(213) and ι(π) = ι(τ ) then ιπ ( j) = ιτ ( j) for all
1 j  n, and therefore π = τ since every permutation is determined by its inversion table. 
Lemma 15. If σ ∈ Sn and dσ is obtained from σ by replacing the v-smallest 213-pattern bac in σ by acb,
then ι(dσ) = ι(σ ).
Proof. We will show that ιdσ ( j) = ισ ( j) for all j /∈ {b, c}, and that ιdσ (b) = ισ (c) and ιdσ (c) = ισ (b).
For j to the left of b or to the right of c in σ , it is clear that ιdσ ( j) = ισ ( j).
Now consider j that occurs to the right of b and to the left of a in σ . If j < a then bjc contradicts
our choice of bac in σ . So j > a, and we conclude that ιdσ (a) = ισ (a). We also conclude that j > b,
for if a < j < b then jac contradicts our choice of bac in σ . Since in replacing bac by acb we move a
to the left of j and b to its right, we see that ιdσ ( j) = ισ ( j).
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contradicts our choice of bac in σ , so j > b iff j > c, and therefore ιdσ ( j) = ισ ( j).
Lastly we show that ιdσ (c) = ισ (b) and ιdσ (b) = ισ (c). Let J be the set of j’s that occur between
a and c in σ and satisfy j < c (or, equivalently, j < b, by the preceding paragraph). In replacing bac
by acb we move c to the left of the elements of J ∪ {b}, so
ιdσ (c) = ισ (c) + | J | + 1.
Every i < c that occurs to the right of c in σ must satisfy i < b, lest bai contradict our choice of bac
in σ . Since we showed above that no j that occurs between b and a in σ can satisfy j < b, we see
that
ισ (b) = ισ (c) + | J | + 1 = ιdσ (c).
We also have
ισ (c) = ισ (b) − | J | − 1,
and this is ιdσ (b), since in replacing bac by acb we move b to the right of the elements of J ∪{a}. 
We can now complete the proof of Theorem 7. For any σ ∈ Sn(132), we have Δ∗(σ ) ∈ Sn(213) by
Lemma 13. For any j such that 1 j  n we have
ισ ( j) =
∣∣{i: i < j and i is to the left of j in rσ
}∣∣
= ∣∣{k: k < n + 1− (σ−1) j and k is to the left of n + 1−
(
σ−1
)
j in (rσ)
−1}∣∣
= ιΔ∗(σ )
(
n + 1− (σ−1) j
)
,
and therefore ι(σ ) = ι(Δ∗(σ )). We also have Δ(σ) ∈ Sn(213) and, by Lemma 15, ι(σ ) = ι(Δ(σ )).
Therefore, by Lemma 14, Δ(σ) = Δ∗(σ ). 
Remark. A look back through the proof of Lemma 15 reveals that the result still holds if we de-
ﬁne dσ by ordering 213-patterns anti-lexicographically by their values, instead of lexicographically. It
follows that if we start with σ ∈ Sn(132) and successively remove all 213-patterns, we will always
get Δ∗(σ ), provided that at each step we eliminate either the lexicographically value-smallest or the
anti-lexicographically value-smallest 213-pattern.
3. The proof of Lemma 2
Lemma 2 is obvious if σ ∈ Sn(132), so throughout this section we assume that σ ∈ Sn(1432) −
Sn(132) and that σiσ jσk and σxσyσz are the p-smallest and v-smallest 132-patterns in σ .
Claim 1. If i = x then j = y and k = z. If i = x then one of the following cases holds:
Case I. {i, j,k} ∩ {x, y, z} = { j,k} ∩ {y, z} and |{ j,k} ∩ {y, z}| 1.
Case II. j = y and k = z.
Proof. First suppose i = x. If j = y then j < y and σ j > σy by our choice of σiσ jσk and σxσyσz.
Then σiσ jσyσz is a 1432-pattern in σ , a contradiction. So j = y. If k = z then k < z and σk > σz , so
σiσ jσkσz is a 1432-pattern in σ .
Now suppose i = x, so i < x and σi > σx. Then since i < x < y < z, i /∈ {x, y, x}, and since σx is
smaller than each of σi, σ j, σk , x /∈ {i, j,k}. The claim follows. 
If i = x, j = y and k = z then Lemma 2 is obvious, since gσ = hσ . We will prove Lemma 2 by
showing that ghσ = hgσ and Γ -rank(σ ) 2 in Cases I and II of Claim 1. The next two observations
will be a big help.
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(gσ)x(gσ)y(gσ)z , then ghσ = hgσ .
Proof. Let 1  s  n. We assert that (ghσ)s = (hgσ)s. To see this let (hσ)s = σt and (gσ)t = σu .
Then σt is in the sth position in hσ . Since applying g to σ replaces σt by σu , assumption (A) tells us
that applying g to hσ replaces σt by σu , so (ghσ)s = σu . On the other hand, assumption (B) yields
(hgσ)s = (gσ)t = σu . 
Claim 3. Property (B) in Claim 2 is equivalent to the assertion that property (A) holds for σ−1 , i.e., that the
p-smallest 132-pattern in hσ−1 is xzy, the p-smallest 132-pattern in σ−1.
Proof. Note that xzy is the p-smallest 132-pattern in σ−1 by Lemma 4. Lemma 4 also tells us that
hσ−1 is the inverse of gσ , and that (gσ)x(gσ)y(gσ)z is the v-smallest 132-pattern in gσ if and only
if xzy is the p-smallest 132-pattern in the inverse hσ−1. 
For every σ in Case I, σ−1 also falls under Case I. So to prove that ghσ = hgσ in Case I it suﬃces
by Claims 2 and 3 to show that for all σ in Case I, σiσ jσk is the p-smallest 132-pattern in hσ .
Claim 4. For σ in Case I, the pattern σiσ jσk occurs in hσ .
Proof. In Case I we have i < x < y < z. If j = z then σiσyσzσk is a 1432-pattern in σ , so j = z. If
j = y then clearly σiσ jσk occurs in hσ . If k = y then we must have j < x, for if x < j < y then
σxσ jσyσz is a 1432-pattern in σ . Since j < x, σiσ jσk occurs in hσ . Finally, if k = z we claim that
again j < x. For if x < j < y then σxσ jσz contradicts our choice of σxσyσz unless σ j > σy , but in
that case σiσ jσyσz is a 1432-pattern in σ . And if y < j < z then σiσyσk contradicts our choice of
σiσ jσk. 
Claim 5. For σ in Case I, σiσ jσk is the p-smallest 132-pattern in hσ .
Proof. We have i < x < y < z. Suppose σsσmσt is a 132-pattern in hσ that is p-smaller than σiσ jσk.
We shall derive a contradiction by considering four cases:
Case 1. s < i;
Case 2. s = i and σm occurs to the left of σ j in hσ ;
Case 3. s = i, m = j, σt occurs to the left of σk in hσ , and y = j;
Case 4. s = i, m = j, σt occurs to the left of σk in hσ , and y = j.
Case 1. In this case, σsσyσz contradicts our choice of σiσ jσk in σ unless σs > σz. So σsσmσt can
involve neither σx nor σz , but it must involve σy since it did not occur in σ . If σsσmσt is σsσmσy
with m < x then it occurred in σ , so σsσmσt must be σsσyσt , with σs < σt < σy and t > x. We must
have t < y since σsσyσt did not occur in σ . Since σz < σs < σt , σxσtσz is then a 132-pattern in σ
that contradicts our choice of σxσyσz.
Case 2. Suppose that σiσmσt is a 132-pattern in hσ with σm to the left of σ j . If j < x then σm
is to the left of σ j in σ and σiσmσt occurs in σ , contradicting our choice of σiσ jσk. So x < j, and
therefore σxσ jσk is a 132-pattern in σ , so σ j  σy by our choice of σxσyσz . If j < y then σxσ jσyσz
is a 1432-pattern in σ , so y  j. If y = j then σm is to the left of σy in hσ and σiσmσt occurs in σ .
We therefore have y < j. If σz > σi then σiσyσz contradicts our choice of σiσ jσk , so σz < σi . Thus
σz does not occur in σiσmσt , and σy must. As above we see that σiσmσt must be σiσyσt with t > x.
Since σiσyσt does not occur in σ because y < j, we must have t < y. Thus σxσtσz contradicts our
choice of σxσyσz, since σz < σi < σt < σy .
Case 3. Suppose that σiσ jσt is a 132-pattern in hσ with σt to the left of σk, and y = j, so that
j /∈ {x, y, z} as in Claim 4. Since σiσ jσt does not occur in σ with σt to the left of σk, t ∈ {y, z}.
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contradicts our choice of σiσ jσk. So we must have i < j < x < k < y < z. If σk > σy then σiσ jσkσy
is a 1432-pattern in σ , while if σk < σy then σxσkσz contradicts our choice of σxσyσz. (Note that
σk > σz because σi > σz: otherwise σiσ jσyσz is a 1432-pattern in σ .)
If t = z then σ j > σz > σi and i < j < y < z. We have y < k because σz is to the left of σk in hσ ,
and k < z by our choice of σiσ jσk. So i < j < y < k < z. If σz < σk then σiσ jσkσz is a 1432-pattern in
σ , so σz > σk. By our choice of σxσyσz , σxσyσk cannot be a 132-pattern in σ , so σk > σy and thus
σz > σy , a contradiction.
Case 4. In this case j = y and therefore k = z since we are in Case I of Claim 1. We must have
σk > σz , for otherwise σxσyσk would contradict our choice of σxσyσz . Thus if k < z then σxσ jσkσz is
a 1432-pattern in σ . So z < k. If σiσ jσt is a 132-pattern in hσ with σt to the left of σk , then σt is to
the left of σk in σ (since z < k). Thus the pattern σiσ jσt cannot occur in σ , so t < j. But then σxσtσz
contradicts our choice of σxσyσz . (Note that σt > σi > σz , for if σi < σz then σiσ jσz contradicts our
choice of σiσ jσk .) 
We have shown that ghσ = hgσ for σ in Case I. Since property (A) of Claim 2 holds for σ−1,
property (B) holds for σ and thus gσ /∈ Sn(132). So Γ -rank(σ ) 2.
In Case II we have i < x< y = j < z = k. The crucial factor in this case will be whether or not the
following condition holds:
(	) There exists σd such that x < d < j and σi < σd < σk , and σd is the smallest and leftmost such
entry in σ .
Claim 6. For σ in Case II, the p-smallest 132-pattern in hσ is σiσ jσk unless (	) holds, in which case the
p-smallest 132-pattern in hσ is σiσ jσd, with d as in (	).
Proof. In hσ we have the elements σiσ jσkσx in the indicated order.
Exactly as in Claim 5 we see that there can be no 132-pattern σsσmσt in hσ with s < i. If σiσmσt
is a 132-pattern in hσ with σm to the left of σ j then σiσmσt occurs in σ with σm to the left of σ j ,
contradicting our choice of σiσ jσk. If σiσ jσt is a 132-pattern in hσ with σt to the left of σk = σz
then x < t < j and σi < σt < σ j . If σt > σk then σxσtσk is a 132-pattern in σ that contradicts our
choice of σxσyσz . So σt < σk.
We have shown that σiσ jσk is the p-smallest 132-pattern in hσ unless there exists t such that
x < t < j and σi < σt < σk. If such t ’s exist, the corresponding σt ’s must be in increasing order from
left to right by our choice of σiσ jσk . If we let d be the smallest such t then σiσ jσd is the p-smallest
132-pattern in hσ and σd is the smallest among the σt ’s. 
If σ falls under Case II then so does σ−1, with xkj and ikj being the p-smallest and v-smallest
132-patterns. Since x = σ−1σx and similarly for i, j, and k, the condition (	), stated for σ−1, is that
there exists σ−1c such that σi < c < σk and σ−1σx < σ
−1
c < σ
−1
σ j
,, and σ−1c is the leftmost and smallest
such entry in σ−1. This is equivalent to the statement of (	) for σ , with c = σd.
If (	) fails for σ (and therefore for σ−1) then by Claim 6 we have as in Case I that ghσ = hgσ and
Γ -rank(σ ) 2. If (	) holds for σ and for σ−1 then by Claim 6, ghσ is obtained from σ by replacing
σi, σx, σd, σ j, σk by σ j, σd, σi, σk, σx respectively, with d as in (	). Likewise, ghσ−1 is obtained from
σ−1 by replacing x, i,d,k, j by k,d, x, j, i respectively, so (ghσ−1)−1 is obtained from σ by replacing
σk, σd, σx, σ j, σi by σx, σi, σd, σk, σ j . Thus (ghσ−1)−1 = ghσ , i.e., hgσ = ghσ .
Since hgσ = gσ , Γ -rank(σ ) 2.
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