We describe an algorithm that builds a plane spanner with a maximum degree of 8 and a spanning ratio of ≈4.414 with respect to the complete graph. This is the best currently known spanning ratio for a plane spanner with a maximum degree of less than 14.
Introduction
Let P be a set of n points in the plane. Let G be a weighted geometric graph on vertex set P, where edges are straight line segments whose weight is equal to the Euclidean distance between their endpoints. Let δ G ( p, q) be the sum of the weights of the edges on the shortest path from p to q in G. If, for graphs G and H on the point set P, where G is a subgraph of H , for every pair of points p and q in P, δ G ( p, q) ≤ t · δ H ( p, q) for some real number t > 1, then G is a t-spanner of H , and t is called the spanning ratio. H is called the underlying graph of G. In this paper the underlying graph is the Delaunay triangulation or the complete graph.
The L 1 -Delaunay triangulation was the first graph that was shown to be a spanner (with a spanning ratio of √ 10) of the complete graph by Chew [8] . Dobkin et al. [9] This work was partially supported by the Natural Sciences and Engineering Research Council of Cananda (NSERC) and by the Ontario Graduate Scholarship (OGS). (1/(1 − 2 tan(π/8)))C DT ≈ 11.65
Bose et al. [4] 6 (1/(1 − tan(π/7)(1 + 1/ cos(π/14))))C DT ≈ 81.66
Bonichon et al. [ (1 + (2π/(6 cos(π/6))))C DT ≈ 4.42 C DT is the spanning ratio of the Delaunay Triangulation, currently <1.998 [14] proved that the L 2 -Delaunay triangulation is a 1+ √ 5 2 π -spanner. This was improved by Keil and Gutwin [12] to 2π 3 cos( π 6 ) , and finally taken to its currently best known spanning ratio of 1.998 by Xia [14] .
The Delaunay triangulation may have an unbounded degree. High degree nodes can be detrimental to real world applications of graphs. Thus there has been research into bounded degree plane spanners. We present a brief overview of some of the results in Table 1 .
Bounded degree plane spanners are often obtained by taking a subset of edges of an existing plane spanner and ensuring that it has bounded degree, while maintaining spanning properties. We note in Table 1 that all of the results are subgraphs of some variant of the Delaunay triangulation. All of the algorithms for building the graphs mentioned above run in O(n log n) time, including ours.
As we look down the column of results, we see a steady march towards lower degrees. However, we believe that optimizing both degree and spanning ratio is of more than theoretical interest. Certainly in any practical setting both spanning ratio and degree bound are important. And we are not the first to think so. Bonichon et al. [2] improved the degree 6 spanning ratio from approximately 81.66 [4] down to 6. Kanj et al. [10] made a similar improvement, bringing down the spanning ratio of degree 4 graphs from approximately 156.82 [3] down to an impressive 20.
Of course, reducing the max degree of a graph reduces the number of edges, which would seem to indicate that finding a short path on an arbitrary point set is more difficult. And this seems to be the case. Of note, the graphs in both Bonichon et al. [2] and Kanj et al. [10] 's papers are based off of the half-θ 6 graph, yet when the degree is reduced from 6 to 4, the spanning ratio increases from 6 to 20. Of course, neither is purely a subgraph of half-θ 6 , as both add other edges. Yet it is not difficult to see that sparser graphs make it more challenging to construct good spanners.
In the spirit of improved spanning ratios for low degree graphs, we present our contribution, an algorithm to construct a plane spanner of maximum degree 8 with a spanning ratio of ≈4.41. This is the lowest spanning ratio of any graph of degree less than 14 .
The rest of the paper is organized as follows. In Sect. 2 we describe how to select a subset of the edges of the Delaunay triangulation DT (P) to form the graph D8(P). In Sect. 3 we prove that D8(P) has a maximum degree of 8. In Sect. 4 we bound the spanning ratio of D8(P) with respect to DT (P). Since DT (P) is a spanner of the complete Euclidean graph, this makes D8(P) a spanner of the complete Euclidean graph as well.
Building D8(P)
Given as input a set P of n points in the plane, we present an algorithm for building a bounded degree plane graph with maximum degree 8 and spanning ratio bounded by a constant, which we denote as D8(P). The graph D8(P) is constructed by taking a subset of the edges of the Delaunay triangulation of P, denoted DT (P).
We assume general position of P; i.e., no three points are on a line, no four points are on a circle, and no two points form a line with slope 0, √ 3 or − √ 3. Note that these assumptions serve to simplify the proof by eliminating degenerate cases. The results would be valid without these assumptions, but additional tedious, and in many cases well-established, analysis would be required. One exception would be counting double charged cones in the proof of Theorem 1. The proof would change slightly, but the bound would remain.
The space around each vertex p is partitioned by cones consisting of 6 equally spaced rays from p. Thus each cone has an angle of π/3. See Fig. 1a . We number the cones starting with the topmost cone as C p 0 , then number in the clockwise direction. Cone arithmetic is modulo 6. By our general position assumption we note that no point of P lies on the boundary of a cone. We denote the Euclidean distance between two vertices p and q by | pq|. We also introduce a distance function known as the bisector distance, which is the distance from p to the orthogonal projection of q onto the bisector of C p i , where q ∈ C p i . See Fig. 1a . We denote this length [ pq].
Definition 1 Let {q 0 , q 1 , . . . , q d−1 } be the sequence of all neighbours of p in DT (P) in consecutive clockwise order. The neighbourhood N p , with apex p, is the graph with the vertex set { p, q 0 , q 1 , . . . , q d−1 } and the edge set
is the subgraph of N p induced by all the vertices of N p in C p i , including p. This is called the cone neighbourhood of p. See Fig. 1b . If we refer to the induced subgraph of p and a consecutive subsequence of neighbours {q k , . . . , q l }, 0 ≤ k ≤ l ≤ d − 1, we refer to this as a restricted neighbourhood, which we denote as N q k ,q l p . The algorithm Construct D8(P) takes as input a point set P and returns the bounded degree graph D8(P), with vertex set P and edge set E. The algorithm calls two subroutines. Add I ncident () selects a set of edges E A . For each edge ( p, r ) of E A , we call AddCanonical( p, r ) and AddCanonical(r, p) which add edges to a set E C AN . Both E A and E C AN are a subset of the edges in DT (P). The final graph D8(P) consists of the vertex set P and the union of edge sets E A and E C AN .
We present the algorithms below. Algorithm AddCanonical( p, r ) requires the following definition: . A vertex that is not the first or last vertex in C AN
Step 1: Initialize the set E A = ∅.
Step 2: For each ( p, q) ∈ L, in non-decreasing order, do: (a) Let i be the number of the cone of p containing q. If E A has no edges with endpoint p in N p i , and if E A has no edges with endpoint q in N q i+3 , then add ( p, q) to E A .
Step 3: return E A .
Algorithm: AddCanonical( p, r )
INPUT: ( p, r ), an edge of E A . Without loss of generality assume r ∈ C p 0 . OUTPUT: A set of edges that are a subset of the edges of DT (P). All edges generated by calls to AddCanonical() form the set E C AN .
Step 1: For every canonical edge (s, t) in C AN
that is not the first or last edge in the ordered subsequence of canonical edges C AN
Step 2: If the anchor r is the first or last vertex in C AN ( p,r ) 0 , and there is more than one edge in C AN ( p,r ) 0 , then add the edge of C AN
Step 3: Consider the first and last canonical edge in C AN ( p,r ) 0 . Since the conditions for the first and last canonical edge are symmetric, we only describe how to process the last canonical edge (y, z). There are three possibilities. 4 and N z 4 does not have an edge with endpoint z in E A , then add (y, z) to E C AN . See Fig. 2e (c) If (y, z) ∈ N z 4 and there is an edge with endpoint z in E A ∩ N z 4 \(y, z), then there is exactly one canonical edge of z with endpoint y in N z 4 . We label this edge (w, y) and add it to E C AN . See Fig. 2f .
In the following lemma we note that a canonical subgraph forms a path.
Lemma 1 Let ( p, r ) be an edge in E A in the cone C
Proof We prove by contradiction. Note that C AN ( p,r ) i is a collection of paths. Assume that there are at least two paths in this collection. Without loss of generality, let i = 0. Let (a, b) and (y, z) be the first and last edge respectively in C AN
. Thus of all the vertices in N p 0 \{ p} between a and z there exists at least one consecutive subset
Thus when ( p, t k ) was examined, C p i contained no edges of E A with endpoint p. Since ( p, t k ) was not added to E A , there must have been an edge of E A with endpoint t k in C t k 3 . However, we know [ pt k−1 ] ≥ [pt k ] and [ pt k+1 ] ≥ [pt k ] (whether or not t k−1 and t k+1 are in T ). Thus neither (t k , t k−1 ) nor (t k , t k+1 ) can be in C t k 3 . Since ( pt k t k−1 ) and ( pt k t k+1 ) are triangles in DT (P), the only edge with endpoint t k in C t k 3 is ( p, t k ). This means that ( p, t k ) would have been added to E A instead of ( p, r ), which is a contradiction. 
D8(P) has Maximum Degree 8
To prove D8(P) has a maximum degree of 8 we use a simple charging scheme. We charge each edge ( p, q) of D8(P) once to p and once to q. Thus the total charge on a vertex is equal to the degree of that vertex. To help track the number of charges on a vertex, each charge is associated with a specific cone, which may or may not be the cone containing that edge. We show that, for an arbitrary vertex p ∈ P, any cone of p will be charged at most twice. In addition, at most two cones of p can be charged twice, while the remaining cones of p are charged at most once, which yields our maximum degree of 8.
Recall that the edges added to D8(P) are divided into two sets, E A and E C AN . We first present the charging scheme for E A . Recall the edges in E A are all edges that connect the apex and the anchor vertices (see Definition 2) . Consider an edge ( p, r ) of E A , where without loss of generality r is in C p 0 and p is in C r 3 . An edge ( p, r ) of E A is charged once to C p 0 and once to C r 3 . The number of charges on a vertex p from edges of E A is as follows.
Lemma 2 Each cone of a vertex p ∈ D8(P) is charged at most once by an edge of E A (thus yielding a maximum degree for the graph G = (P, E A ) of 6).
Proof The algorithm Add I ncident (L), specifies in Step 2a that, for a vertex p and cone C p i , 0 ≤ i ≤ 5, at most one edge in C p i with endpoint p is added to E A .
Next we will show the charging scheme of the edges of E C AN , chosen in AddCanonical() as a subset of a canonical subgraph. This process is considerably more complex than charging the edges of E A , and requires an analysis of the geometry of Delaunay triangulations and the cones surrounding each vertex. This analysis identifies cones in our graph that are empty and/or not charged by any other edge.
We consider an arbitrary canonical subgraph C AN ( p,r ) i , and without loss of generality let i = 0. We note that there are three types of vertices in C AN ( p,r ) 0 : anchor, inner and end vertices. Thus any edge added to E C AN from C AN ( p,r ) 0 will be charged to an inner, end or anchor vertex (refer to Fig 2a) .
In the next section we establish preliminaries. In Sects. 3.2 and 3.3 we examine the geometric properties of cones in Delaunay triangulations, and in Sect. 3.4 we locate the empty, free cones of an arbitrary region C AN ( p,r ) 0 that we may charge edges of E C AN to. By free cones, we mean cones that have not been charged by any other edge. In Sect. 3.5 we show which of these free, empty cones are charged by which edges of E C AN . In Sect. 3.6 we tie up some loose ends and in Sect. 3.7 prove that D8(P) has a maximum degree of 8. We provide the following definitions regarding the placement of cones in regions. Both of the following definitions also extend to regions of a cone neighbourhood. 
Preliminaries

Definition 7
We describe a cone as being free to an arbitrary canonical subgraph C AN
In fact, we will show that all cones that we charge edges of E C AN to are free.
Definition 8 A cone with vertex s as endpoint is empty if no edge of E A or E C AN
incident to s is in the cone.
The Geometry of Empty Cones
We first establish some geometric properties that will help prove the existence and location of empty cones.
Let a, b and c be three points in the plane connected by line segments (a, b) and (b, c). Since we assume general position, these two line segments form two angles; one less than π and the other greater than π . In this text, when referring to an angle (abc), we refer to the angle that is < π unless otherwise stated. We consider the edge ( p, r ) of E A , where without loss of generality, r is in C p 0 . Proof Since ( p, x) is an edge in DT (P), we can draw a disk through p and x that is empty of points of P. In particular, neither r nor q is in this disk. Hence the sum of the angles ( pr x) and ( pqx) which lie on the opposite sides of the same chord is smaller than π , and the sum of the other two angles (r xq) and (r pq) in the quadrilateral ( pr xq) is greater then π . That implies x is inside O p,r,q .
Lemma 3 Consider the restricted neighbourhood N
Lemma 4 Consider the restricted neighbourhood N
where x = r and x = q. Then angle (qxr) ≥ π − (qpr). Since the cone angle is π/3, we have that (qxr) > 2π/3.
Proof
We know by Lemma 3 that x lies inside the circle through p, r and q, which we label O p,r,q . The angle (qxr) is minimized when x is on O p,r,q . When x is on O p,r,q , r xq = π − (qpr), since the two angles lie on the same chord (r, q). Therefore (r xq) ≥ π − (qpr). Since both q and r are in the same cone C p i , and the cone angle is π/3, the (qxr) > 2π/3. See Fig. 4a .
Which leads to the corollary: 
Corollary 1 Let s be an inner vertex of C AN
( p,r ) i that is not the anchor. Then there is at least one empty cone of s in C AN
Proof Since s is not the anchor, any internal cone of C AN ( p,r ) i on vertex s is empty, and by Lemma 4, there is at least one internal cone of C AN ( p,r ) i on vertex s. Therefore there is at least one empty internal cone on s in C AN
Empty Cones and Shared Triangles
There is one case, however, where two canonical subgraphs may share an inner vertex, and have the same empty cones in their regions. In this case we must prove the vertex in question has two empty cones, and thus each canonical subgraph can charge its canonical edges to a free empty cone. 
We call this type of triangle a shared triangle, as it is in the region of two canonical subgraphs. Proof Assume, for the sake of contradiction, that triangle ( pp s) is in a cone neighbourhood of p, and a cone neighbourhood of p , and a cone neighbourhood of s. Without loss of generality, let p and s be in C p 0 . This means that p and s must be in C p 3 . By Lemma 5 angle ( psp ) > 2π/3. Therefore p and p cannot be in the same cone neighbourhood of s.
Lemma 6 Let ( pp s) be a triangle in DT (P). Then ( pp s) can belong to cone neighbourhoods of at most two of p, p and s.
Corollary 2 A triangle can be shared by at most 2 cone neighbourhoods.
Proof Follows from Lemma 6.
Which leads to the following definition:
If ( pp s) occurs in exactly two cone neighbourhoods of p, p and s, then we refer to it as a shared triangle. If ( pp s) is in cone neighbourhoods of p and p , then ( p, p ) is referred to as the base of the shared triangle. Proof The proof is done by contradiction.
Consider the shared triangle ( pp s) with base ( p, p ). Without loss of generality, assume p is in C p 0 , and p is in C p 3 . Since ( p, p ) is an edge in exactly two triangles, let ( pp q) be the other triangle with edge ( p, p ), and assume that q is in both C p 0 and C p 3 . By Lemma 5 both angles ( p sp) and ( pqp ) are greater than 2π/3. Thus their sum is greater than 4π/3. But by the empty circle property of Delaunay triangulations, ( p sp) + ( pqp ) must be less than π , which is a contradiction.
Free and Empty Cones
Recall that an arbitrary canonical subgraph C AN
consists of inner, anchor and end vertices and the canonical edges that connect them. Since we need to charge each edge of C AN ( p,r ) 0
added to E C AN to each of its endpoints, we show where there are empty, free cones available for charging on each of these vertices.
We first show the inner vertex. that is not the anchor has at least one free empty cone in the region of C AN
Proof If s is not part of a shared triangle, we know by Corollary 1 that s has an empty cone internal to C AN ( p,r ) 0 . Since it is not part of a shared triangle, it can only be charged by edges from C AN
Otherwise, consider the shared triangle ( pp s), and without loss of generality, let
By Corollary 3 there are two empty cones of s internal to ( pp s), and by Corollary 2, this triangle is shared by at most two canonical subgraphs. We consider the empty cone adjacent to ( p , s) as the empty cone of s free to be charged by edges of C AN
, and the empty cone adjacent to ( p, s) as the empty cone of s free to be charged by edges of C AN
Thus any inner vertex s of an arbitrary canonical subgraph C AN ( p,r ) 0 that is not the anchor, has an empty cone that is in the region of C AN ( p,r ) 0 , and free to be charged by edges of C AN
We find up to two empty cones on an anchor using the following argument: which we call s, then whichever cone C r 2 or C r 4 that is to the same side of ( p, r ) as s is an free, empty internal cone in the region of C AN
, it must also be in C r 3 , and thus it is in neither C r 2 or C r 4 . Without loss of generality, we shall prove the above lemma for C r 2 . Recall that for every vertex x in C AN
, which means that s is above the horizontal line through r in C p 0 . Since C r 2 lies below the horizontal line through r, C r 2 cannot contain the edge (r, s). Since ( pr s) is a triangle in DT (P), C r 2 is empty and inside C AN z is an empty internal cone in the region of C AN
Since both E A and E C AN are subsets of the edges of DT (P), C z 4 will not contain any edges of E A and E C AN with endpoint s, and thus is empty.
We prove C z 4 can only be charged by edges of C AN ( p,r ) 0 by contradiction. Since C z 4 is inside a triangle of DT (P), it cannot be a boundary cone, thus it must be inside of shared triangle ( pyz). Corollary 3 states that ( pyz) must have two empty cones internal to ( pyz). However, since ( p, z) is in C z 3 , and (y, z) is in C z 5 , only C z 4 is an empty internal cone of ( pyz), which is a contradiction. See Fig. 6 .
We handle the charging of Step 3b after we formally present the charging scheme.
Charging Cones
We walk step by step through the AddCanonical() algorithm and, for each edge added to E C AN , we give an associated lemma that describes the free empty cone being charged. The one exception is when we charge vertex z, in Charge iv, which describes Step 3b of AddCanonical(). This edge is not charged to an empty cone of z. We handle the charging of that edge in the section following the charging scheme.
AddCanonical( p, r ) Charging Scheme:
Step 1: Adding all edges that are not the first or last in C AN ( p,r ) 0 .
Step 2: Add first or last edge when endpoint is the anchor. Edges added in these two steps are charged to inner vertices, or the anchor. (iv) If w = u, then w is not the first or last vertex in C AN (z,u) 4 , and has an empty cone C w j inside C AN (z,u) 4 (Lemma 8). Charge (w, y) to C w j . Figure 7e .
Step 3ciii makes use of the following lemma:
Proof To prove this we shall establish that [yz] ≥ [wz]. This, together with Lemma 9 implies that C w 2 is empty and inside C AN (z,u) 4 . We prove by contradiction, thus assume that [wz] > [yz]. See Fig. 8 . This means that Add I ncident (L) examined (y, z) before (w, z), and thus C z 4 ∩ E A was empty of edges with endpoint z when (y, z) was examined by Add I ncident (L). Since (y, z) was not added to E A , y must have had an edge of E A in C y 1 with endpoint y that was shorter than (y, z).
Since ( pyz) is a triangle in DT (P), and p ∈ C y 3 , there cannot be an edge with endpoint y in C y 1 clockwise from (y, z). In the counter-clockwise direction from (y, z), we have the (ywz) ∈ DT (P .
Additional Charging Arguments
In the charging argument of the previous section, each charge made is associated with a lemma which describes the free, empty cone we are charging to, with the exception of one edge. This is the edge added in AddCanonical(), Step 3b and charged to the end vertex which we label z. We charge this edge to the same cone of z that the edge is in. Now we wish to prove that no other edge is charged to that cone, i.e., that it is a free cone. The edge added in AddCanonical( p, ·)
Step 3b is charged to C z 4 , which is in this case is a boundary cone. We show that this cone cannot be an internal cone of another canonical subgraph.
Lemma 12 The boundary cone C z 4 of C AN
( p,r ) 0 charged in AddCanonical( p, r ) Step 3b cannot be the internal cone of a different canonical subgraph .
Proof If C z 4 is inside a canonical subgraph, then y must be the apex of said canonical subgraph. That implies that both shared neighbours of z and y must be in C y 1 . But shared neighbour p is in C y 3 , thus C z 4 cannot be inside a canonical subgraph .
This implies that C z 4 may only be shared with a different canonical subgraph as a boundary cone. Thus the only other edge of E C AN that can be charged to C z 4 must be added in some call to AddCanonical(·, ·) Step 3b. We prove here this is impossible. 
Assume that (y, z) was added to E C AN in a call to AddCanonical( p, r )
Step 3b, and thus by Step 3b, Charge iv is charged to the cone C z 4 . Then (y, z) is the only edge in D8(P) charged to C z 4 .
Proof Edge (y, z) is added to E C AN in a call to AddCanonical( p, r )
Step 3b, only if there is no edge of E A in C z 4 . Thus C z 4 is not charged by an edge of E A . Cone C z 4 is a boundary cone of C AN ( p,r ) 0
. By Lemma 12, C z 4 cannot be an internal cone of another canonical subgraph. Thus C z 4 can only be a boundary cone of any canonical subgraph. Since AddCanonical(·, ·) Step 3b is the only call that adds an edge to E C AN that is charged to a boundary cone, only another call to AddCanonical(·, ·) Step 3b can charge an additional edge to C z 4 . Assume we have edges (y, z) and (y , z) in C AN Fig. 9a . We consider the shorter of (y, z) and (y , z), ties broken arbitrarily. Without loss of generality we will assume [yz] < [y z]. We therefore know that y / ∈ C y 1 . So there must be a vertex t in C y 1 that is a neighbour of y and closer to y than z counter-clockwise from (y, z). Since z ∈ C y 1 and y is not, the counter-clockwise cone boundary of C y 1 must intersect (y , z) at a point which we will call x. Therefore t must be in triangle (x yz). See Fig. 9b .
Within (x yz) we take the closest vertex to z and call it u. (u, z) must be an edge in DT (P), and C u 1 is bounded on one side by (y, z), and bounded on the other side by (y , z), and thus z is the closest point to u in C u 1 . Which means that (u, z) would have been added to E A in Add I ncident (), which means that C z 4 has an edge (u, z) ∈ E A . Since there is an edge of E A in C z 4 , neither (y, z) nor (y , z) would have been added to E C AN in calls to AddCanonical(·, ·) Step 3b, and neither would be charged to C z 4 .
The other thing to consider is the case of a shared triangle. Consider the shared triangle ( pp s) with base ( p, p ). We know by Corollary 3 that s has two empty cones in the region of p and p , and Lemmas 8 and 9 tell us that each of those cones is assigned to a specific region. We know from the charging argument that a cone on an inner vertex can be charged twice. We would like to show that, of the two empty cones of s in the regions of p and p , only one can be charged by two edges, and the other will be charged at most once. . We prove a limit on the number of canonical edges of p and p that were added to E C AN and charged to cones of s inside C AN Proof Assume that ( p , s) was added to E C AN by a call to AddCanonical( p, r ). That implies that ( p , s) is not the first or last edge of C AN ( p,r ) i . Thus we know by , which implies that it is not added by AddCanonical( p , r ) .
Otherwise assume that ( p, p ) is a canonical edge of q, and ( p, s) was added to E C AN on a call to AddCanonical(q, ·) in Step 3c. This implies that ( p, p ) is in C q 5 . See Fig. 10a . There are two possible ways to add ( p , s) so that it is charged to the cone of s inside C AN ( p ,r ) 3
. We show that neither occurs:
1. AddCanonical(q, ·) adds ( p , s) to E C AN in Step 3c. This implies that ( p, p )
is in C q 4 . See Fig. 10b. However, ( p, s) was added in Step 3c, which means that ( p, p ) is in C q 5 , which is a contradiction. Thus both edges cannot be added by calls to AddCanonical(q, ·), Step 3c. . Thus ( p , s) is not added to E C AN by a call to AddCanonical( p, r ). 
Corollary 4 If the empty cone of s assigned to C AN
The Degree of D8( P)
Lemma 15 A cone charged by a canonical edge belonging to a canonical subgraph will not be charged by a canonical edge of any other canonical subgraph.
Proof This is implied by Lemmas 8, 9, 10, 11 , and the charging scheme. The lemmas show the empty, free cones and the charging scheme describes what edges are charged to them.
Additionally Lemma 13 shows that, when an edge is charged to a boundary cone, that it is the only edge in D8(P) charged to that cone.
Lemma 16 Cones of an end vertex or anchor of a canonical subgraph are charged at most once by edges of E C AN .
Proof Lemma 15 proves that all cones charged in the charging scheme are free. Since cones of end vertices or anchors are charged at most once in the charging scheme, this implies the lemma.
Lemma 17 Cones on an inner vertex of a canonical subgraph are charged at most twice by edges of E C AN .
Proof Lemma 15 proves that all cones charged in the charging scheme are free. Since cones of inner vertices are charged at most twice in the charging scheme, this implies the lemma.
Lemma 18 The edges of E A and E C AN are never charged to the same cone.
Proof The edges of E A are charged directly to the cone they occupy on each endpoint. We know from the charging scheme above that the edges of E C AN are charged to either empty cones, or (AddCanonical(), Step 3b, Charge iv on vertex z) to a cone that does not contain an edge of E A (Lemma 13). Thus the edges of E C AN and E A are never charged to the same cone.
Lemma 19 Consider a cone C s i of a vertex s in D8(P) that is charged twice by edges of E C AN . Then the two neighbouring cones C s i−1 and C s i+1 are charged at most once by edges of D8(P).
Proof Since C s i has been charged twice, s must be an inner vertex. Thus C s i−1 and C s i+1 can be either inner cones or boundary cones. Without loss of generality we will consider only C s i+1 . First we consider if C s i+1 is an inner cone. If C s i+1 is in the region of any other canonical subgraph, and an inner cone, then the region that is shared must be part of a shared triangle. By Corollary 4, C s i+1 is charged at most once by edges of E C AN .
Otherwise C s i+1 is a boundary cone. Boundary cones are either charged by a single edge of E A , and at most charged once by Lemma 2, or charged by an edge of E C AN in Charge iv, by edges added in AddCanonical( p, ·) Step 3b to C z 4 . Then Lemma 13 states that only one edge can be charged to C s i+1 .
Theorem 1
The maximum degree of D8(P) is at most 8.
Proof Each edge ( p, r ) of E A is charged once to the cone of p containing r and once to the cone of r containing p. By Lemma 2, no cone is charged more than once by edges of E A . No edge of E C AN is charged to a cone that is charged by an edge of E A by Lemma 18. By Lemma 19, if a cone of a vertex s of D8(P) is charged twice, then its neighbouring cones are charged at most once. This implies that there are at most 3 double charged cones on any vertex s in D8(P).
Assume that we have a vertex s with 3 cones that have been charged twice. A cone of s that is charged twice is an internal cone of some cone neighbourhood N p i by our charging argument. Thus s is endpoint to two canonical edges (q, s) and (s, t) in N p i . Note that (qst) > 2π/3, and this angle contains the cone of s that is charged twice. Thus to have 3 cones charged twice, the total angle around s would need to be greater than 2π , which is impossible. Thus there are at most two double charged cones on s, which gives us a maximum degree of 8.
In Fig. 11 we present an example of a set of 10 points, for which the maximum degree of D8(P) is equal to 8. 
D8(P) is a Spanner
We will prove that D8(P) is a spanner of DT (P) with a spanning ratio of (1+ 2π
)·C DT -spanner of the complete geometric graph, where C DT is the spanning ratio of the Delaunay triangulation. As of this writing, the best bound of the spanning ratio of the Delaunay triangulation is 1.998 [14] , which makes D8(P) approximately a 4.42-spanner of the complete graph.
Suppose that ( p, q) is in DT (P) but not in D8(P). We will show the existence of a short path between p and q in D8(P). If the short path from p to q consists of the ideal situation of an edge ( p, r ) of E A in the same cone of p as q, plus every canonical edge of p from r to q, then we have what we call the ideal path. We give a spanning ratio of the ideal path with respect to the canonical triangle T pq . If q ∈ C p i , then T pq is an equilateral triangle with vertex p, two edges on the boundary of C p i , with q on the third edge. See Fig. 12 . Notice that in our construction, when adding canonical edges to E C AN on an edge ( p, r ) of E A , there are times where the first or last edges of C AN ( p,r ) i are not added to E C AN . In these cases we prove the existence of alternate paths from p to q that still have the same spanning ratio. Finally we prove that the spanning ratio given in terms of the canonical triangle T pq has an upper bound of (1 + θ/ sin θ)| pq|, where θ = π/3 is the cone angle.
Ideal Paths
We first define an ideal path. . See Fig. 13 .
We will prove that the length of the ideal path from p to q is not greater than | pa| + θ sin θ |aq|, where a is the corner of the canonical triangle T pq to the side of ( p, q) that has r , and θ = π/3 is the cone angle.
We then use ideal paths to prove there exists a path with bounded spanning ratio between any two vertices p and q in D8(P), where ( p, q) is an edge in DT (P). We prove a bound on the length of the path from p to q of | pa| + θ sin θ |aq|. We note that the distance | pa| + θ sin θ |aq| is with respect to the canonical triangle T pq rather than the Euclidean distance | pq|. To finish the proof we show that | pa| + θ sin θ |aq| ≤ (1 + θ sin θ )| pq| irrespective of q's position. To do this we adapt a proof of Kanj and Perkovic [11] , who provided a very similar construction in the construction of their degree 14 spanning graph. Their proof, is in turn, and adaptation of a Bose and Keil [6] proof of the spanning ratio of the Delaunay triangulation.
To begin with we show a couple of well-known geometric lemmas. We follow this by showing some of the properties of neighbourhoods of a vertex in a Delaunay triangulation. These properties are then used to bound the length of a canonical subgraph.
The first observation refers to the relative lengths of convex paths, when one resides inside the other.
Lemma 20 ([1], page 42) If a convex body C is contained within another convex body C , then the perimeter of C is longer than C.
The next lemma is a well known result traditionally called "The Inscribed Angle Theorem".
Lemma 21 Consider 3 points p, q, s on the boundary of a circle O with center o, such that ( pqs) = α. Let A be the arc of O from p to s that does not go through q, and let A be the arc of O from p to s through q. Then the angle ( pos) facing A is equal to 2α. Further, the angles ( pqs) facing A is the same for any point p that is on A.
That allows us to establish this result:
Lemma 22
Let O be a circle through points p and q and r in counter-clockwise order, and let α denote the angle (qpr). Then the length of the arc from q to r on the boundary of O p,q,r is α sin α |qr|.
Proof From the center point of O, the angle between q and r is 2α by Lemma 21. Thus the arc length between q and r is 2α R, where R is the radius of O. Also, |qr| = 2 sin α R, which means R = |qr| 2 sin α . Thus the arc length between q and r is equal to:
which completes the proof. See Fig. 14b . such that O r,a,q is empty of vertices of P left of rq. See Fig. 15d .
We now turn to a lemma from the paper of Bose and Keil [6] that tells us the length of a path between two points in the Delaunay triangulation of a set of vertices. We provide a slightly modified and truncated version that suits our needs. The lemma of Bose and Keil does not provide an explicit construction. However, following the lead of Kanj and Perkovic [11] , we show that applying the lemma to a restricted neighbourhood implies a path consisting of canonical edges. Specifically, for a restricted neighbourhood N Let α = (r pq) < π/3. If no point of P lies in the triangle ( prq) then there is a path from r to q in DT (P), using canonical edges of p, whose length satisfies:
Proof Let o be the center of O p,r,q , and let β = (roq) = 2α. Lemma 23 and the assumption that no vertices of P lie in the triangle ( prq) imply that there are no vertices of P in O p,r,q to the right of directed line segment rq.
We proceed by induction on the number of vertices in N (r,q) p
. If there are only 3 vertices in N (r,q) p , then (r, q) is an edge in DT (P), and the path from r to q has length |rq| < |rq| α sin α and we are done. Now assume that N (r,q) p has more than 3 vertices, and assume the claim holds for all restricted neighbourhoods with fewer vertices.
Lemma 23 tells us that there is a vertex a in N . Without loss of generality, assume that i = 0. The length of the ideal path from p to any vertex q in C AN
where a is the corner of T pq such that r ∈ ( pqa), and θ = π/3 is the angle of the cones.
Proof (Refer to Fig. 17 ) By Lemma 26 the path from r to q is no greater than max{|rr q |, |q r q|} + |r| θ sin θ . Since | pr | + max{|rr q |, |q r q|} ≤ | pa| and |aq| ≥ |r| we have δ( p, q) ≤ |pr | + max{|rr q |, |q r q|} + |r| θ sin θ ≤ |pa| + |aq| θ sin θ .
If we have an ideal path in D8(P) between two vertices, we can bound the length of the path. However, because of our construction, an ideal path does not always exist.
Fortunately, for any edge ( p, q) of DT (P), there is a path in D8(P) consisting of either an ideal path from p to q, or a concatenation of multiple ideal paths from p to q. We prove that for either of these scenarios, the length of the path from p to q, denoted δ( p, q), is not longer than max{| pa| + θ sin θ |aq|, | pb| + θ sin θ |bq|}, where points a and b are the top left and right corners of canonical triangle T pq respectively. This path has a length given in terms of T pq . We use this result to bound the length of this path in terms of the Euclidean distance | pq|.
We consider an edge ( p, q) ∈ DT (P). If ( p, q) ∈ D8(P) then the length of the path from p to q in D8(P) is | pq| (y, z) , then we have added the canonical edge of z in C z 4 with endpoint y to E C AN in AddCanonical( p, r ), Step 3c. Therefore by Lemma 28 there is an ideal path from z to y, and also an ideal path from p to y.
Then (y, z) was not added to E C AN . In Case 1, Case 2a, and Case 2b there is an ideal path from p to q. Thus Lemma 27 tells us there is a path from p to q not longer than | pa| + θ sin θ |aq|. In Case 2c, we have two ideal paths that meet at y, one starting at p and one starting at z. As in the case of a single ideal path, the sum of the lengths of these two paths is not more than | pa| + θ sin θ |aq|. The following lemma proves this claim: , we note that the ideal path from p to y is to the side of ( p, y) that contains r and does not contain z. Similarly, the ideal path from z to y is to the side of (y, z) that contains u and does not contain p. See Fig. 20 . By Lemma 28, the length of the path from p to z in D8(P) is:
= |pa| + θ sin θ |az|.
(3) In Case 3 there is no edge from y to z. We prove the length of the path from p to z in Case 3 by induction, as part of the main lemma of this section:
Lemma 32 Consider the edge ( p, r ) in E A in the graph D8(P). Without loss of generality, let r be in C p 0 . Let a and b be the top left corner and top right corner respectively of T pq . For any edge ( p, q) ∈ DT (P), there exists a path from p to q in D8(P) that is not longer than max | pa| + θ sin θ |aq|, | pb| + θ sin θ |bq| .
Proof Let δ( p, q) be the shortest path from p to q in D8(P). We do a proof by induction on the size of the canonical triangle T pq . The base case is when T pq is the smallest canonical triangle. One instance of this occurs when there is an ideal path from p to q, as in Case 1, Case 2a, and Case 2b. Thus by Lemma 27:
The other instance is Case 2c, where two ideal paths meet at a vertex. By Lemma 31 we have: δ( p, q) ≤ |pa| + θ sin θ |aq|.
Since |aq| ≤ max{|aq|, |bq|}, the proof holds in all base cases. In Case 3, q is the first or last vertex in C AN ( p,r ) 0 . Since the cases are symmetric, consider when q is the last vertex, and assume it has a neighbour s in C AN ( p,r ) 0 , such that the canonical edge (s, q) in N p 0 is in C s 0 . Thus (s, q) was not added to E C AN on a call to AddCanonical( p, r ).
We break down T pq into canonical triangles T ps and T sq . Call the upper left corner of T pq a, and the upper right corner b. Also the upper left corner of T ps is a 1 , the upper right corner of T sq is a 2 , the upper right corner of T ps is b 1 , and the upper right corner of T sq is b 2 . Since (s, q) is in C s 0 , both T ps and T sq must be smaller than T pq . We note the following facts: Fact 1: | pa| = |pa 1 | + |sa 2 | and likewise | pb| = |pb 1 | + |sb 2 | Fact 2: |ab| = |a 1 b 1 | + |a 2 b 2 | Fact 3: |aa 2 | = |a 1 s| and |b 2 b| = |sb 1 | Fact 4: q is on the line (a 2 , b 2 )
Without loss of generality, assume the path from p to s is to the side of the line through p and s with a 1 (note that we are not assuming that |a 1 s| > |b 1 s|).
We extend the line ( p, s) until it intersects (a 2 , b 2 ) at a point we label s . Since q is the last vertex in C AN ( p,r ) 0 , q must be to the side of s closer to b 2 .
Since | pa| = |pb| and |sa 2 | = |sb 2 |, it is sufficient to prove:
| pa 1 | + θ sin θ |a 1 s| + |sa 2 | + θ sin θ max{|a 2 q|, |qb 2 |} ≤ |pa| + θ sin θ max{|aq|, |bq|}.
By Fact 1 this is equivalent to: θ sin θ |a 1 s| + θ sin θ max{|a 2 q|, |qb 2 |} ≤ θ sin θ max{|aq|, |bq|} |a 1 s| + max{|a 2 q|, |qb 2 |} ≤ max{|aq|, |qb|}.
We consider two scenarios: as required. (b) |qb| < |aq|: Together with |a 1 s| ≤ |sb 1 | implies that |a 2 q| > |qb 2 |. See Fig. 21d . Then |a 1 s| + |a 2 q| = |aq|, as required. 2. |a 1 s| > |sb 1 |: Since q is radially to the right of ( p, s), |aq| > |qb|. It is also true that |a 2 q| > |qb 2 |. Thus, using Fact 3: |a 1 s| + |a 2 q| = |aa 2 | + |a 2 q| = |aq| as required. See Fig. 21c .
For an edge ( p, q) in DT (P), we have a bound on the length of the path in D8(P). However, this bound is terms of the size of the canonical triangle T pq . We want a bound on the path length with respect to the Euclidean distance | pq|. Thus we find the intersection of O pqa and E( p, q, d) by solving the following system of equations:
This gives us a single solution at (0, −1.5).
Note that, when (aqp) = π/2, | pa| = 2 and |aq| = 2 cos θ = 1. Thus | pa| + |aq| = 3. We have 2| pq| = 2 * (2 sin θ) ≈ 3.46. Thus when (aqp) = π/2, | pa| + |aq| < 2| pq| = |pa | + |a q|, which means that a is inside E ( p, q, d) , which means all of O pqa is inside E ( p, q, d) , with the exception of (0, −1.5). Thus for all points a on O pqa , | pa| + |aq| ≤ |pa | + |a q| = 2| pq|.
Which implies that:
as required.
Using Lemmas 32 and 33, the main theorem now follows:
Theorem 2 For any edge ( p, q) ∈ DT (P), there is a path in D8(P) from p to q with length at most 1 + θ sin θ | pq|, where θ = π/3 is the cone width. Thus D8(P) is a (1 + θ sin θ )D T -spanner of the complete graph, where D T is the spanning ratio of the Delaunay triangulation (currently 1.998 [14] ).
