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Abstract
We present enumerations of a class of toroidal graphs which give rise to semi-
equivelar maps. There are eleven different types of semi-equivelar maps on the torus.
These are of the types {36}, {44}, {63}, {33, 42}, {32, 4, 3, 4}, {3, 6, 3, 6}, {34, 6}, {4, 82},
{3, 122}, {4, 6, 12}, {3, 4, 6, 4}. We know the classification of the maps of types {36},
{44}, {63} on the torus. In this article, we attempt to classify maps of types {33, 42},
{32, 4, 3, 4}, {3, 6, 3, 6}, {34, 6}, {4, 82}, {3, 122}, {4, 6, 12}, {3, 4, 6, 4} on the torus.
AMS classification : 52B70, 05C30, 05C38
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1 Introduction
A map M is an embedding of a graph G on a surface S such that the closure of components
of S \G, called the faces of M , are closed 2-cells, that is, each homeomorphic to 2-disk. A
map M is said to be a polyhedral map (see Brehm and Schulte [3]) if the intersection of
any two distinct faces is either empty, a common vertex, or a common edge. A a-cycle Ca
is a finite connected 2-regular graph with a vertices, and the face sequence of a vertex v in
a map is a finite sequence (ap, bq, · · · ,mr) of powers of positive integers a, b, · · · ,m ≥ 3 and
p, q, · · · , r ≥ 1 in cyclic order such that through the vertex v, p number of Ca (Ca denote
the a-cycle), q number of Cb, · · · , r number of Cm are incident. A map K is said to be semi-
equivelar if face sequence of each vertex is same, see [8]. Two maps of fixed type, on the torus,
are called isomorphic if there exists a homeomorphism of the torus which sends vertices to
vertices, edges to edges, faces to faces and preserves incidents. That is, if we consider two
polyhedral complexes K1 and K2 then an isomorphism to be a map f : K1 → K2 such that
f |V (K1) : V (K1) → V (K2) is a bijection and f(σ) is a cell in K2 if and only if σ is a cell
in K1. There are eleven types {3
6}, {44}, {63}, {33, 42}, {32, 4, 3, 4}, {3, 6, 3, 6}, {34, 6},
{4, 82}, {3, 122}, {4, 6, 12}, {3, 4, 6, 4} of semi-equivelar maps on the torus. In this article,
we are interested to classify some of them up to isomorphism. It completes the classification
of semi-equivelar maps on the torus. In this context, Altshuler [1] has shown construction
and enumeration of maps of types {36} and {63} on the torus. Kurth [5] has given an
enumeration of semi-equivelar maps of types {36}, {44}, {63} on the torus. Negami [6] has
studied uniqueness and faithfulness of embedding of a class of toroidal graphs. Brehm and
Ku¨hnel [2] have presented a classification of semi-equivelar maps of types {36}, {44}, {63}
on the torus. Tiwari and Upadhyay [7] have classified semi-equivelar maps of types {33, 42},
{32, 4, 3, 4}, {3, 6, 3, 6}, {34, 6}, {4, 82}, {3, 122}, {4, 6, 12}, {3, 4, 6, 4} on torus with up to
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twenty vertices. In this article, we devise a way of enumerating all semi-equivelar maps of
types {33, 42}, {32, 4, 3, 4}, {3, 6, 3, 6}, {34, 6}, {4, 82}, {3, 122}, {4, 6, 12}, {3, 4, 6, 4} on the
torus and explicitly determine the maps with a small number of vertices. Therefore, we
have the following theorem.
Theorem 1.1. The semi-equivelar maps with n vertices of types {33, 42}, {32, 4, 3, 4},
{3, 6, 3, 6}, {3, 122}, {34, 6}, {4, 6, 12}, {3, 4, 6, 4}, {4, 82} can be classified up to isomor-
phism on the torus. In Table 1, 2, 3, 4, 5, 6, 7, 8, we have given non-isomorphic objects
for few vertices.
More precisely, let X = {33, 42}, {32, 4, 3, 4}, {3, 6, 3, 6}, {3, 122}, {34, 6}, {4, 6, 12},
{3, 4, 6, 4} or {4, 82} be a semi-equivelar type on the torus. We present an algorithmic
approach of calculating different maps for the type X on different number of vertices in the
subsequent sections.
2 Definitions
We now define some operations on graphs. Let G1 = (V1, E1) and G2 = (V2, E2) be two
subgraphs of the same graph G := (V,E). Then union G1 ∪ G2 is a graph G3 = (V3, E3)
where V3 = V1 ∪ V2 and E3 = E1 ∪ E2. Similarly, the intersection G1 ∩ G2 is a graph
G4 = (V4, E4) where V4 = V1 ∩ V2 and E4 = E1 ∩ E2. For more on graph theory see [4].
We denote a cycle u1-u2- · · · -uk-u1 by C(u1, u2, · · · , uk) and a path w1-w2- · · · -wx by
P (w1, w2, · · · , wx). Let Q1 = P (u1, · · · , uk) be a path. We call a path Q2 = P (v1, · · · , vr)
to be a path extended from Q1 if V (Q1) ⊂ V (Q2), E(Q1) ⊂ E(Q2), i.e., Q1 is a subpath of
Q2. We say that the Q2 is an extended path of the path Q1.
We say that a cycle is contractible if it bounds a 2-disk. If the cycle does not bound any
2-disk on the torus then we say that the cycle is non-contractible.
3 Examples
Example 2.1 : Let M be a semi-equivelar map of type {33, 42} with n vertices on the
torus. The map M has a T (r, s, k) representation (defined later in Section 4) for some
r, s, k ∈ N ∪ {0}. Let the number of vertices n = 14. We get by Lemma 4.8, n = rs =
14 where 2 | s. Hence, s = 2, r = 7 and k = 2, 3, 4 by Lemma 4.8. So, T (r, s, k) =
T (7, 2, 2), T (7, 2, 3) and T (7, 2, 4), see Figure 1, 2, 3 respectively. In T (7, 2, 2), C1,1 =
C(u1, u2, · · · , u7) is a cycle of type A1 (see definition of type A1 in Section 4), C1,2 =
C(u1, u8, u3, u10, u5, u12, u7, u14, u2, u9, u4, u11, u6, u13) and C1,3 = C(u1, u8, u4, u11, u7, u14,
u3, u10, u6, u13, u2, u9, u5, u12) are two cycles of type A2 (see definition of type A2 in Section
4) and C1,4 = C(u3, u10, u5, u4) is a cycle of type A4 (see definition of type A4 in Section 4).
In T (7, 2, 4), C2,1 = C(v1, v2, · · · , v7) is of type A1, C2,2 = C(v1, v8, v5, v12, v2, v9, v6, v13, v3,
v10, v7, v14, v4, v11) and C2,3 = C(v1, v8, v6, v13, v4, v11, v2, v9, v7, v14, v5, v12, v3, v10) are of
type A2, and C2,4 = C(v5, v12, v3, v4) is of type A4. In T (7, 2, 3), C3,1 = C(w1, w2, · · · , w7)
is of type A1, C3,2 = C(w1, w8, w4, w11, w7, w14, w3, w10, w6, w13, w2, w9, w5, w12) and C3,3 =
C(w1, w8, w5, w12, w2, w9, w6, w13, w3, w10, w7, w14, w4, w11) are of type A2 and C3,4 = C(w4,
w5, w6, w7, w11) is of type A4.
In Section 4, by Lemma 4.7, the cycles of type A1 have same length and the cycles of type
A2 have at most two different lengths in M . So, O3 6∼= O1 since length(C3,4) 6= length(C1,4)
and O3 6∼= O2 since length(C3,4) 6= length(C2,4). Thus, O3 6∼= Oi for i = 1, 2. Now,
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length(C1,1) = length(C2,1), {length(C1,2), length(C1,3)} = {length(C2,2), length(C2,3)} and
length(C1,4) =length(C2,4). We cut T (7, 2, 4) along the path P (v5, v12, v3) and identify along
the path P (v1, v8, v5). This gives a presentation of T (7, 2, 4) in Figure 4. The Figure 4 has
T (7, 2, 2) representation. So, O1 ∼= O2, (see the proof of Lemma 4.9 for isomorphism map
between O1 and O2). Thus, O1 ∼= O2 and O3 6∼= O1, O2. Therefore, there are two semi-
equivelar maps of type {33, 42} with 14 vertices on the torus up to isomorphism.
u1 u2 u3 u4 u5 u6 u7 u1
u8 u9 u10 u11 u12 u13 u14 u8
u3 u4 u5 u6 u7 u1 u2 u3
Figure 1 : T(7, 2, 2) : O1
v1 v2 v3 v4 v5 v6 v7 v1
v8 v9 v10 v11 v12 v13 v14 v8
v5 v6 v7 v1 v2 v3 v4 v5
Figure 2 : T(7, 2, 4) : O2
w1 w2 w3 w4 w5 w6 w7 w1
w8 w9 w10 w11 w12 w13 w14 w8
w4 w5 w6 w7 w1 w2 w3 w4
Figure 3 : T(7, 2, 3) : O3
v5 v4 v3 v2 v1 v7 v6 v5
v12 v11 v10 v9 v8 v14 v13 v12
v3 v2 v1 v7 v6 v5 v4 v3
Figure 4 : T(7, 2, 2) : O2
w2 w6 w10 w14 w4 w8 w12 w16 w2
w1
w5
w9
w13
w3
w7
w11
w15
w1
w4 w8 w12 w16 w2 w6 w10 w14 w4
Figure 8 : T(8, 2, 4) : O4
u1 u2 u3 u4 u5 u6 u7 u8 u1
u9
u10
u11
u12
u13
u14
u15
u16
u9
u5 u6 u7 u8 u1 u2 u3 u4 u5
Figure 9 : T(8, 2, 4) : O5
v1 v2 v3 v4 v1
v5
v6
v7
v8
v5
v9 v10 v11 v12 v9
v13
v14
v15
v16
v13
v1 v2 v3 v4 u1
Figure 6 : T(4, 4, 0) : O6
w1 w2 w3 w4 w1
w5
w6
w7
w8
w5
w9 w10 w11 w12 w9
w13
w14
w15
w16
w13
w3 w4 w1 w2 w3
Figure 7 : T(4, 4, 2) : O7
v1 v2 v3 v4 v5 v6 v7 v8 v1
v1,2,16,9 v3,4,10,11 v5,6,12,13 v7,8,14,15 v1,2,16,9
v9 v10 v11 v12 v13 v14 v15 v16 v9
v9,10,6,7 v11,12,8,1 v13,14,2,3 v15,16,4,5 v9,10,6,7
v7 v8 v1 v2 v3 v4 v5 v6 v7
Figure 10 : T(8, 2, 6)
v1 v2 v3 v4 v5 v6 v1
w1
w2
w3
w4
w5
w6
w1
x1 x2 x3 x4 x5 x6 x1
z1
z2
z3
z4
z5
z6
z1
v3 v4 v5 v6 v1 v2 v3
Figure 5 : T(6, 4, 2)
v1 v2 v3 v4 v5 v6 v7 v1
w1 w2 w3 w4 w5 w6 w7w1
x1x2 x3 x4 x5 x6 x7 x1
z1 z2 z3 z4 z5 z6 z7 z1
v4 v5 v6 v7 v1 v2 v3 v4
Figure 11 : T (7, 4, 3)
w1 w2 w3 w4 w5 w6 w1
v1 v2 v3 v4 v5 v6
v1
z1
z2
z3
z4
z5
z6 z1
x1 x2 x3 x4 x5 x6
x1
w3 w4 w5 w6 w1 w2 w3
Figure 12 : R
Example 2.2 : Let M be a semi-equivelar map of type {32, 4, 3, 4} with 16 vertices on
the torus. Similarly as above, by Lemma 5.5, there are three representations of M , namely,
T (8, 2, 4), T (4, 4, 0), and T (4, 4, 2), see Figure 9, 6, 7 respectively. In T (8, 2, 4), C1,1 =
C(u1, u2, · · · , u8) and C1,2 = C(u1, u9, u5, u13) are two cycles of type B1 (see definition of
type B1 in Section 5). In T (4, 4, 0), C2,1 = C(v1, v2, v3, v4) and C2,2 = C(v1, v5, v9, v13) are
two cycles of type B1. In T (4, 4, 2), C3,1 = C(w1, w2, w3, w4) and C3,2 = C(w1, w5, w9, w13,
w3, w7, w11, w15) are two cycles of type B1. In Section 5, the cycles of type B1 have at
most two different lengths. So, O5 6∼= O6 since {length(C1,1), length(C1,2)} 6= {length(C2,1),
length(C2,2)}. Now, {length(C1,1), length(C1,2)} = {length(C3,1), length( C3,2)}. We iden-
tify boundaries of O7 and cut along the cycle C3,2 = C(w1, w5, w9, w13, w3, w7, w11, w15)
and next along C3,1. Thus, we get a T (8, 2, 4) representation in Figure 8. So, O5 ∼= O7
(see the proof of Lemma 5.6 for isomorphism map). Therefore, we have two maps of type
{32, 4, 3, 4} with 16 vertices on the torus up to isomorphism.
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4 Maps of type {33, 42}
Let M be a map of type {33, 42} on the torus. Through each vertex in M there are three
distinct types of paths as follows.
Definition 4.1. Let P1 := P (· · · , ui−1, ui, ui+1, · · · ) be a path in edge graph of M . We
say P1 of type A1 if all the triangles incident with an inner (degree two in P1) vertex ui
lie on one side and all quadrangles incident with ui lie on the other side of the subpath
P ′ = P (ui−1, ui, ui+1) (as in Figure 13) at ui. Since the link of vertex ui is a cycle and the
path P ′ is a cord of cycle lk(ui), so, the path P
′ divides the region into two parts. If ut is
a boundary vertex (degree one in P1) of P1 then there is an extended path of P1 where ut is
an inner vertex.
Observe that the link of a vertex in M contains some vertices which are adjacent to the
vertex. So, to identify the non adjacent vertices in the link we use bold letters. That is,
if a description of link, say lk(w) contains any bold letter a then it indicates non adjacent
vertex to w. For example, in lk(ui) vertices a and c are non adjacent to ui. In this article,
we consider permutation of vertices in lk(ui) of a vertex ui counter clockwise locally at ui.
ui−1 ui ui+1
a
b
c
e f
A1
A2
A3
Figure 13 : lk(ui)
· · ·
· · ·
· · ·
v1 v2 v3 v4 vr−2 vr−1 vr v1
w1 w2 w3 w4 wr−2 wr−1 wr w1
x1 x2 x3 x4 xr−2 xr−1 xr x1
Figure 14 : Cylinder
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
v1 v2 v3 v4 vk vk+1 vk+2 vk+3 vr−2 vr−1 vr v1
w1 w2 w3 w4 wk wk+1 wk+2 wk+3 wr−2 wr−1 wr w1
x1 x2 x3 x4 xk xk+1 xk+2 xk+3 xr−2 xr−1 xr x1
z1 z2 z3 z4 zk zk+1 zk+2 zk+3 zr−2 zr−1 zr z1
vk+1 vk+2 vk+3 vk+4 vn v1 v2 v3 vk−2 vk−1 vk vk+1
Figure 15 : T (r, 4, k)
ui−1
ui
ur
ur−1
ur−2
ur−3
ur−4
ur−5
ur−6
ui+1
ui+2
ui+3
ui+4
ui+5
ui+6
ui+7
wi−1
wi
wi+1
wi+2
wi+3
wr−8
wr−9
wr−10
Figure 16
Definition 4.2. Let P2 := P (· · · , vi−1, vi, vi+1, · · · ) be a path in edge graph of M for which
vi, vi+1 are two consecutive inner vertices of P2 or an extended path of P2. We say P2 of
type A2 if lk(vi) = C(a, vi−1, b, c, vi+1, d, e) implies lk(vi+1) = C(a0, vi+2, b0, d, vi, c, p) and
lk(vi) = C(x, vi+1, z, l, vi−1, k,m) implies lk(vi+1) = C(l, vi,m, x, vi+2, g, z). At least one of
the former two conditions must occur for each vertex.
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Definition 4.3. Let P3 := P (· · · , wi−1, wi, wi+1, · · · ) be a path in edge graph of M for
which wi, wi+1 are two inner vertices of P3 or an extended path of P3. We say P3 of type
A3 if lk(wi) = C(a, wi−1, b, c, d, wi+1, e) implies lk(wi+1) = C(a1, wi+2, b1, p, e, wi, d) and
lk(wi) = C(a2, wi+1, b2, p, e, wi−1, d) implies lk(wi+1) = C(p, wi,d, a2, z1, wi+2, b2).
Let Q be a maximal path (path of maximal length) of type At for a fixed t ∈ {1, 2, 3}.
We show that there is an edge e in M such that Q ∪ e is a cycle of type At. So,
Lemma 4.1. If P (u1, · · · , ur) is a maximal path of type A1, A2 or A3 in M then there is
an edge uru1 in M such that C(u1, u2, · · · , ur) is a cycle.
Proof. Let Q = P (u1, · · · , ur) be of type A1 and lk(ur) = C(x, y, z, w, v, u, ur−1).
If w = u1 then Q = C(u1, u2, · · · , ur) is a cycle. If w 6= u1. Then, either w = ui for
some 2 ≤ i ≤ r or w 6= ui for all 2 ≤ i ≤ r. Suppose w = ui for some 2 ≤ i ≤ r. Observe
that L = P (ui−1, ui, ui+1) ⊂ Q and L
′ = P (ur, w, x) are two paths of type A1 through ui.
By Definition 4.1, through each vertex in M we have only one path of this particular type
A1. So, L = L
′. This implies that ur = ui−1 or ur = ui+1. This is a contraction since, by
assumption, Q is a path and ui 6= uj for all i 6= j, 1 ≤ i, j ≤ r. Therefore, w 6= ui for all
2 ≤ i ≤ r. So, if w 6= ui for all 1 ≤ i ≤ r then by the Definition 4.1, ur is an inner vertex in
the extended path of Q. Thus, we get a path namely Q1 which is extended from Q. Hence,
length(Q) < length(Q1). This is a contradiction as Q is maximal. Therefore, w = u1 and
Q ∪ uru1 = C(u1, u2, · · · , ur) is a cycle.
Let W = P (u1, u2, · · · , ur) be of type A2. We follow similar argument as in Theorem 1
[1]. Let lk(ur−1) = (v, ur, z, p, q, ur−2, x) and lk(ur) = (p, ur−1,x, v, e, ur+1, z).
If ur+1 = u1 then C(u1, u2, · · · , ur) is a cycle. If ur+1 6= u1. Then, either ur+1 = ui for
some 2 ≤ i ≤ r or ur+1 6= ui for all 2 ≤ i ≤ r. Suppose ur+1 = ui for some 2 ≤ i ≤ r. Then,
ur+1 = ui defines a cycle R = C(ui, ui+1, · · · , ur). Now by assumption, W is a path. That
is, ui 6= uj for all 1 ≤ i, j ≤ r and i 6= j. By Definition 4.2, through each vertex in M we
have exactly two paths of type A2. Hence, we have either lk(ui) = C(a, ui−1, b, c, ui+1, d, e)
or lk(ui) = C(a, ui−1, b, c, z, ui+1, e). If lk(ui) = C(a, ui−1, b, c, z, ui+1, e) then ui+1 = ur.
But, ui 6= uj for all 1 ≤ i, j ≤ r and i 6= j. Hence, lk(ui) = C(a, ui−1, b, c, ui+1, d, e).
Thus, from the cycles lk(ur) and lk(ui), z = ui+1, p = ui+2, d = ur and uiui+1ur is
a triangle (see Figure 16). Consider cycle R and faces incident to it. So, these faces
ur−3wiwr−8, ur−3wr−8ur−4, [ur−4, wr−8, wr−9, ur−5], ur−5wr−9wr−10, ur−5wr−10ur−6, · · · ,
wi+3ui+7ui+6, wi+3ui+6wi+2, [wi+2, ui+6, ui+5, wi+1], wi+1ui+5ui+4, wi+1ui+4wi define a new
cycle R′ = C(wi, wi+1, · · · , wr−9, wr−8) (see Figure 16). Observe that, R
′ is a cycle of same
type as R since the faces [ur−2, ur−3, wi, wi−1] and [ui+3, ui+4, wi, wi−1] have a common edge
wi−1wi, and length(R
′) < length(R). Similarly, we consider cycle R′ and repeat the process
as above. Thus, we get a sequence of cycles of same type as R. But, in this sequence, the
length of cycles is gradually decreasing. So, after finite number of steps cycle of type as R
may not exist since the map is finite. Therefore, ur+1 6= ui for all 2 ≤ i ≤ r. By Definition
4.2, lk(ur) = (z, ur−1,x, v, ur+1, w) implies lk(ur+1) = C(y, ur,x, a, w, b, c) for some vertices
b, w. Hence, we define a new path L := P (u1, · · · , ur)∪P (ur , ur+1) which is of type A2. So,
we have a path Q with length(Q) > length(P ). This gives a contradiction as P is maximal.
Therefore, ur+1 = u1, that is, C(u1, u2, · · · , ur) is cycle of type A2.
We use similar argument as above for maximal path of type A3. Similarly, we get an
edge which defines a cycle of type A3. This completes the proof.
So, every maximal path of type A1, A2 or A3 is a cycle. In this article, we use the
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terminology cycle in place of maximal path since it is a cycle. Let C1 and C2 be two cycles
of type At for a fixed t ∈ {1, 2, 3}. Then,
Lemma 4.2. (a) If C1, C2 are two cycles of same type A1 such that C1 ∩ C2 6= ∅ then
C1 = C2. (b) If C
′
1, C
′
2 are two cycles of same type At for a fixed t ∈ {2, 3} such that
E(C ′1) ∩ E(C
′
2) 6= ∅ then C
′
1 = C
′
2.
Proof. Let C1 := C(u1,1, u1,2, · · · , u1,r) and C2 := C(u2,1, u2,2, · · · , u2,s) be two cycles of
type A1. If C1 ∩ C2 6= ∅ then V (C1 ∩ C2) 6= ∅. Let w ∈ V (C1 ∩ C2). The cycles C1 and C2
are both well defined at the common vertex w. Let lk(w) = C(w1, w2,w3, w4, w5, w6, w7).
By Definition 4.1, w4, w7 ∈ V (C1 ∩ C2). So, P (w4, w,w7) is part of Ct for t ∈ {1, 2}. Let
w = u1,t1 = u2,t2 . Then w4 = u1,t1−1 = u2,t2−1 and w7 = u1,t1+1 = u2,t2+1 for some
t1 ∈ {1, · · · , r} and t2 ∈ {1, · · · , s}. We can argue for w4 and w7 as we did for w to get
two vertices, u1,t1−2 = u2,t2−2 and u1,t1+2 = u2,t2+2. This process stops after finite number
of steps as r and s both are finite. Let r < s. Then u1,1 = u2,I+1, u1,2 = u2,I+2, · · · ,
u1,r = u2,I+r and u1,1 = u2,I+r+1 for some I ∈ {1, · · · , s}. Hence u1,1 = u2,I+1 = u2,I+r+1.
This implies that I +1 = I + r+1 and the cycle C2 contains a cycle of length r. This gives
r = s. Hence C1 = C2.
Let C ′1, C
′
2 be two cycles of same type A2 and E(C
′
1) ∩ E(C
′
2) 6= ∅. Let uv ∈ E(C
′
1) ∩
E(C ′2). We proceed with the vertex u of edge uv and in a similar way as we did for the
cycles of type A1. (This argument we have also used in Lemma 5.2.) Thus, we get C
′
1 = C
′
2.
Similarly we argue for the case of cycles of type A3 to show that C
′
1 = C
′
2. This completes
the proof.
Now, we show that the cycle of type At for each t ∈ {1, 2, 3} is non-contractible.
Lemma 4.3. If a cycle C is of type At for some t ∈ {1, 2, 3} in M then C is non-
contractible.
Proof. Let C be a cycle of type At for a fixed t ∈ {1, 2, 3} in M . We claim that the cycle
C is non-contractible. Let the cycle C be of type A1. Suppose, C is contractible. Let DC
be a 2-disk bounded by the cycle C. Let f0, f1 and f2 denote the number of vertices, edges
and faces of DC respectively. Let there be n internal vertices and m boundary vertices. So,
f0 = n+m, f1 = (5n+ 3m)/2 and f2 = n+ (n+m)/2 if quadrangles are incident with C,
and f0 = n +m, f1 = (5n + 4m)/2 and f2 = 3n/2 +m if triangles are incident with C in
DC . In both the cases, f0 − f1 + f2 = 0. This is not possible since the Euler characteristic
of the 2-disk DC is 1. Therefore, C is non-contractible.
We argue with the similar argument for the cycles of types A2 and A3. Suppose a
cycle W of type A2 is contractible. Let DW be a 2-disk which is bounded by the cycle W .
Similarly as above, calculate f0, f1, f2 and we get f0 − f1 + f2 = 0, a contradiction.
We can argue similar way for cycle of type A3. This completes the proof.
Let C be a cycle of type At for a fixed t ∈ {1, 2, 3} in M . Let S be a set of faces
which are incident at u for all u ∈ V (C). The geometric carrier |S| is a cylinder since C
is non-contractible. Let SC := |S|. Observe that a cylinder (or an annulus) in M is a
sub-complex of M with two boundary cycles. If the boundary cycles of a cylinder are same,
it is a torus and we say that the cylinder has identical boundary components. Clearly, the
SC is a cylinder and has two boundary cycles. Let ∂SC = {C1, C2}. Then, length(C) =
length(C1) = length(C2) by Lemma 4.4.
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Lemma 4.4. If C is a cycle of type Ai for a fixed i ∈ {1, 2, 3} such that SC is a cylinder
and ∂SC = {C1, C2} then length(C) = length(C1) = length(C2).
Proof. Let C be a cycle of type A1. Let F1, F2, · · · , Fr be a sequence of faces in order
which are incident with C and lie on one side of C. These faces F1, F2, · · · , Fr are also
incident with Ct and lie on one side of Ct for a fixed t ∈ {1, 2}. Without loss of generality
we assume that Ct = C1. Let F̂1, F̂2, · · · , F̂r denote the sequence of faces incident with C
that lie on the other side of C. Let F̂i be a d̂i-gon. Then, we get T1 := {d̂1, d̂2, · · · , d̂r}
the sequence of face-types corresponding to the sequence F̂1, F̂2, · · · , F̂r. Again, let W1,
W2, · · · ,Wr denote the sequence of faces incident with C1 that lie on the other side of C1.
Similarly, let T2 := {d1, d2, · · · , dr} for di-gon Wi, i = 1, 2, · · · , r. Since F1, F2, · · · , Fr is
a sequence of faces that lie on one side of both C and C1, so, there exists a j such that
d̂1 = dj , d̂2 = dj+1, · · · , d̂k−j+1 = dk, d̂k−j+2 = d1, · · · , d̂k = dj−1. So, the cycle C1 is of
type A1. Similarly we argue as above for C2 and we get that the cycle C2 is of type A1. For
example in Figure 15, cycle C = C(x1, · · · , xr), ∂SC = {C1(w1, · · · , wr), C2(z1, · · · , zr)},
and C, C1 and C2 are cycles of same type A1.
Similarly we repeat above argument for the other two types Aj for j ∈ {2, 3} and we
get the similar results. So, the boundary cycles of SC for a cycle C of type Ai, i ∈ {1, 2, 3}
are also of type Ai.
Suppose length(C) 6= length(C1) 6= length(C2). Let C := C(u1, u2, · · · , ur), C1 := C(v1,
v2, · · · , vs) and C2 := C(w1, w2, · · ·wl) denote three cycles of type A1. The link lk(u1)
contains the vertices v1 and w1. Let P (v1, u1, w1) be a path of type either A2 or A3 through
u1. Without loss of generality, we assume r < s and r 6= l since r 6= s 6= l. Now, the
path P (v1, u1, w1) is a shortest path between v1 and w1 via u1. So it follows that the path
P (vi, ui, wi) is also a shortest path of type either A2 or A3 between vi and wi via ui. Since,
by assumption r < s, so, the link lk(ur) contains the vertices vr, vr+j for j(> 0) and wr.
This gives that the link of ur is different from the link of ur−1. This is a contradiction
as M is a semi-equivelar map. Therefore, r = s = l, that is, length(C) = length(C1) =
length(C2).
Similarly we argue for the cycles of type Aj for j ∈ {2, 3}. This completes the proof.
Let C1 and C2 be two cycles of same type in a semi-equivelar map M on the torus.
We denote SC1,C2 a cylinder if the boundary components are C1 and C2. We say that
the cycle C1 is homologous to C2 if SC1,C2 exists. In particular, if C1 = C2 then consider
SC1,C2 = C1(= C2), and hence, C1 is homologous to C2.
So by above lemma, the cycle C and the boundary cycles of SC are homologous. Let
C1, C2, · · · , Cm be a list of cycles which are homologous to C in M . Then, the cycles have
same length. That is,
Lemma 4.5. If C1, C2, · · · , Cm are homologous cycles of type At for a fixed t ∈ {1, 2, 3}
then length(Ci) = length(Cj) for 1 ≤ i, j ≤ m.
Proof. Let Ci be a cycle of type A1. Then, we have a cylinder SCi . Let Ct1 , Ct2 , · · · , Ctm
denote a sequence of cycles {C1, C2, · · · , Cm} such that ∂SCtj = {Ctj−1 , Ctj+1} for 2 ≤
j ≤ (m − 1). So, by Lemma 4.4, length(Ct1) = length(Ctj ) for j ∈ {1, 2, · · · ,m}. Thus,
length(Ci) = length(Cj) for 1 ≤ i, j ≤ m. Similarly we argue for the cycles of type Aj for
j ∈ {2, 3}. This completes the proof.
A (r, s, k)-representation in M : Let v ∈ V (M). By Lemma 4.1, there are three
cycles of types A1, A2, A2 through v. Let L1, L2, L3 be three cycles through the vertex v
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where the cycle Li is of type Ai, i = 1, 2, 3. Let L1 := C(a1, a2, · · · , ar). We cut map M
along the cycle L1. We get a cylinder which is bounded by identical cycle L1. We denote
it by N1. We call that a cycle is a horizontal cycle if the cycle is L1 or homologous to
L1. Similarly, we say that a cycle is a vertical cycle if the cycle is Li or homologous to
Li for i ∈ {2, 3}. Observe that the horizontal and vertical cycles are non-contractible by
Lemma 4.3. Again, we say that a path is a vertical path if the path is part of a vertical
cycle. We consider N1 and make another cut in N1 starting through the vertex v along
a path Q ⊂ L3 until reaching L1 again for the first time where the starting adjacent
face to the horizontal cycle L1. (For example in Figure 15, v = v1.) Assume that along
P := P (w1(= a1), w2, · · · , wm) ⊂ L3 we took the second cut in N1. Thus, we get a planar
representation which is denoted by N2.
Claim 1. The representation N2 is connected.
Observe that the N1 is connected as L1 is a non-contractible cycle. Suppose N2 is
disconnected. This implies that there exists a 2-disk namely DP1∪Q1 which is bounded by a
cycle P1 ∪Q1 = P (uj , · · · , ui)∪P (at · · · , as) where P1 ⊂ L3, Q1 ⊂ L1, ui = at and uj = as.
We consider faces which are incident with P1 and Q1 inDP1∪Q1 . (In this article,  represents
quadrangular face and △ represents triangular face.) Observe that if the quadrangular
faces are incident with Q1 and i,△i,1,△i,2,i+1,△i+1,1,△i+1,2, · · · ,△j−1,1,△j−1,2,j are
incident with P1 in DP1∪Q1 then as in Lemma 4.3, we calculate number of vertices f0, edges
f1 and faces f2 of DP1∪Q1 . So, we get f0 − f1 + f2 = 0. Similarly, if the triangular faces
are incident with Q1 then also we calculate f0, f1 and f2 of DP1∪Q1 . Similarly, we get
f0 − f1 + f2 = 0. Which is a contradiction in both the case as DP1∪Q1 is 2-disk. So, N2 is
connected.
Observe that N2 is planer and bounded by L1 and Q. Let s denote the number of
cycles which are homologous to L1 along P in N2. (For example in Figure 15, we took
second cut along the path P (v1, w1, x1, z1, vk+1) which is part of L3 and s = 4.) Now,
in N2, length(L1) = r and number of horizontal cycles along P is s. So, we denote N2 by
(r, s)-representation.
Observe that N2 is bounded by cycle L1, path Q, cycle L
′
1 and path Q
′ where L1 = L
′
1
and Q = Q′. We say that the cycle L1 is a lower (base) horizontal cycle and L
′
1 is an upper
horizontal cycle in (r, s)-representation. Without loss, we may assume that the incident
faces of L1 are quadrangles. (For example in Figure 15, C(v1, · · · , vr) is a lower horizontal
cycle and C(vk+1, · · · , vk) is an upper horizontal cycle.) So, we get identification of vertical
sides of N2 in the natural manner but the identification of the horizontal sides needs some
shifting so that a vertex in the lower(base) side is identified with a vertex in the upper
side. Let L′1 = C(ak+1(= wm), · · · , ak). Then, ak+1 is the starting vertex in L
′
1. In (r, s)-
representation, let k =: length(P (a1, · · · , ak+1)) if P (a1, · · · , ak+1) is part of L1. Thus, we
get a new (r, s, k)-representation of the (r, s)-representation. We call boundaries of (r, s, k)-
representation are the cycles and paths along which we took the cuts to construct (r, s, k)-
representation of M . (For example in Figure 15, the vertex vk+1 is the starting vertex of
the upper horizontal cycle C(vk+1, vk+2, · · · , vk) and k = length(P (v1, v2, · · · , vk+1)).) 
By the above construction, we see that every map of type {33, 42} has a (r, s, k)-
representation. We use T (r, s, k) to represent (r, s, k)-representation. Therefore, we have
the following lemma.
Lemma 4.6. The map of type {33, 42} on the torus has a T (r, s, k) representation.
Let T (r, s, k) be a representation of M . It has two identical upper and lower horizon-
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tal cycles of type A1, namely, Clh := C(u1, u2, · · · , ur) and Cuh := C(uk+1, uk+2, · · · , uk)
in T (r, s, k) respectively. (For example in Figure 11, Clh = C(v1, v2, · · · , v7) and Cuh =
C(v4, v5, · · · , v3).) We define a new cycle in T (r, s, k) using Clh and Cuh. The vertex
uk+1 ∈ V (Clh) is the starting vertex of Cuh in T (r, s, k). In T (r, s, k), we define two
paths Q2 = P (uk+1, · · · , uk1) of type A2 and Q3 = P (uk+1, · · · , uk2) of type A3 through
uk+1 in T (r, s, k) where uk1 , uk2 ∈ V (Cuh). Clearly, the paths Q2 and Q3 are not ho-
mologous to horizontal cycles, that is, these are not part of cycles of type A1. We define
two edge disjoint paths Q′2 = P (uk1 , · · · , uk+1) and Q
′
3 = P (uk2 , · · · , uk+1) in Cuh where
Q′2 ∪Q
′
3 := P (uk1 , · · · , uk+1, · · · , uk2) ⊂ Cuh is a path in T (r, s, k). Let C4,1 := Q
′
2 ∪Q2 :=
C(uk+1, · · · , uk1 , · · · , uk+1) and C4,2 := Q
′
3 ∪ Q3 := C(uk+1, · · · , uk2 , · · · , uk+1). So, we
define a new cycle C4 using lengths of C4,1 and C4,2 as follows:
C4 :=
{
C4,1, if length(C4,1) ≤ length(C4,2),
C4,2, if length(C4,1) > length(C4,2).
(1)
It follows from the definition of C4 that length(C4) := min{length(Q
′
2) + length(Q2),
length(Q′3) + length(Q3 )} = min{k+ s, (r−
s
2 − k)(mod r)+ s}. We say that the cycle C4
is of type A4 in T (r, s, k). (In this section, we use (r+
s
2 −k) in place of (r+
s
2 −k)(mod r).)
(For example in Figure 11, C4,1 = Q
′
2 ∪ Q2 = P (v4, v3, v2) ∪ P (v2, z5, x5, w4, v4) and
C4,2 = Q
′
3 ∪ Q3 = P (v4, v5, v6, v7) ∪ P (v7, z4, x4, w4, v4).) So, we have the cycles of four
types A1, A2, A3 and A4 in T (r, s, k).
We show that the cycles of type A1 have same length and the cycles of type A2 have at
most two different lengths in M . So,
Lemma 4.7. In M , the cycles of type A1 have unique length and the cycles of type A2 have
at most two different lengths.
Proof. Let C1 be a cycle of type A1 in M . By the preceding argument of this section, the
geometric carrier SC1 of the faces which are incident with C1 is a cylinder and ∂SC1 :=
{C2, C0} where the cycle C2 is homologous to C1 and length(C1) = length(C2). Similarly
as above, the SC2 is a cylinder and which is bounded by two homologous cycles C1 and
another, say C3 of type A1. Again, we consider the cycle C3 and continue with above
process. In this process, let Ci denote a cycle at i
th step such that ∂SCi = {Ci−1, Ci+1} and
length(Ci−1) = length(Ci) = length(Ci+1). Since M consists of finite number of vertices, it
follows that this process stops after, say t+ 1 number of steps when the cycle C0 appears
in this process. Thus, we get C1, C2, · · · , Ct cycles of type A1 which are homologous to C1
and cover all the vertices of M as the vertices of SCi are the vertices of Ci−1 ∪ Ci ∪ Ci+1
for 1 ≤ i ≤ t. It is clear from the definition that there is only one cycle of type A1 through
each vertex in M . Therefore, the cycles C1, C2, · · · , Ct are the only cycles of type A1 in M .
Since these cycles are homologous to each other, it follows that length(C1) = length(Ci) for
i ∈ {1, · · · , t} by Lemma 4.5. This implies that the cycles of type A1 have unique length in
M .
Let L1, L2, L3 be three cycles through a vertex of types A1, A2, A3 respectively in M .
We repeat above process and consider L2 in place of C1. Similarly, here we get a sequence of
cycles, namely, R1(= L2), R2, · · · , Rk of type A2 which are homologous to each other. Since
Ri and Rj are homologous to each other for 1 ≤ i, j ≤ k, it follows that l1 = length(L2)
= length (Ri) for 1 ≤ i ≤ k by Lemma 4.5. Similarly, again we consider the cycle L3 and
repeat above argument. Let l2 = length(L3). Since the cycles L2 and L3 are mirror image
of each other, it follows that they define same type of cycles. So, the map M contains the
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cycles of type A2 of lengths l1 and l2. Therefore, the cycles of type A2 have at most two
different lengths in M . This completes the proof.
We define admissible relations among r, s, k of T (r, s, k) such that T (r, s, k) represents
a map after identifying their boundaries.
Lemma 4.8. The maps of type {33, 42} of the form T (r, s, k) exist if and only if the following
holds : (i) s ≥ 2 even, (ii) rs ≥ 10, (iii) 2 ≤ k ≤ r − 3 if s = 2 & 0 ≤ k ≤ r − 1 if s ≥ 4.
Proof. Let T (r, s, k) be a representation of M . In T (r, s, k), the s denote the number of
horizontal cycles of type A1. By the preceding argument of this section and Lemma 4.7, the
cycles of type A1 are homologous to each other, cover all the vertex of M and have length
r. So, the number of vertex n of M = length of the cycle of type A1× the number of cycles
of type A1 = rs.
Let C be a cycle of type A1. By the definition of A1, the triangles incident with C lie
on one side and 4-gons lie on the other side of C. If s = 1 then T (r, 1, k) contains one
horizontal cycle namely C. Since the incident faces of C are either triangles or 4-gons, it
implies that the faces of M are either only 3-gons or 4-gons. This is a contradiction as M
consists of both types of faces. So, s ≥ 2 for all r. If s is not an even integer and C is the
base horizontal cycle in T (r, s, k) then the incident faces of a vertex in C are all 3-gons or
4-gons after identification of the boundaries of T (r, s, k). This is a contradiction as both 3-
and 4-gons are incident at each vertex of M . So, s is even.
If s = 2 and r < 5 then the representation T (4, 2, k) has two horizontal cycles. If
C(u1, u2, u3, u4) and C(u5, u6, u7, u8) are two horizontal cycles in T (4, 2, k) then the link
lk(u6) is not a cycle. So, r 6= 4. Similarly one can see that r 6= 1, 2, 3. Thus, r ≥ 5. If s ≥ 4
and r < 3 then one can see as above that some vertex has link which is not a cycle. So, by
combining above all cases, r ≥ 3 and rs ≥ 10.
If s = 2 and k ∈ {1, · · · , r − 1} \ {2, · · · , r − 3} then we proceed with as above and we
get some vertex whose link is not a cycle. Thus, s = 2 implies k ∈ {2, · · · , r− 3}. Similarly
we repeat the above argument for s ≥ 4 and we get that k ∈ {1, · · · , r − 1} if s ≥ 4. This
completes the proof.
Let M1 and M2 be two maps of type {3
3, 42} with same number of vertices on the torus
and Ti := T (ri, si, ki), i ∈ {1, 2} denote Mi. If ai,1 = length of the cycle of type A1, ai,2
= length of the cycle of type A2, ai,3 = length of the cycle of type A3 and ai,4 = length
of the cycle of type A4 in Ti then we say that T (ri, si, ki) has cycle-type (ai,1, ai,2, ai,3, ai,4)
if ai,2 ≤ ai,3 or (ai,1, ai,3, ai,2, ai,4) if ai,3 < ai,2. Now, we show the following isomorphism
lemma.
Lemma 4.9. The map M1 ∼=M2 if and only if they have same cycle-type.
Proof. We first assume that the maps M1 and M2 have same cycle-type. This gives that
a1,1 = a2,1, {a1,2, a1,3} = {a2,2, a2,3} and a1,4 = a2,4. The maps Mi for i ∈ {1, 2} have a
Ti = T (ri, si, ki) representation.
Claim. T1 ∼= T2.
The T1 has s1 number of horizontal cycles of type A1, namely, C(1, 0) := C(u0,0, u0,1,
· · · , u0,r1−1), C(1, 1) := C(u1,0, u1,1, · · · , u1,r1−1), · · · , C(1, s1 − 1) := C(us1−1,0, us1−1,1,
· · · , us1−1,r1−1) in order. Similarly, the T2 has s2 number of horizontal cycles of type A1,
namely, C(2, 0) := C(v0,0, v0,1, · · · , v0,r2−1), C(2, 1) := C(v1,0, v1,1, · · · , v1,r2−1, v1,0), · · · ,
C(2, s2−1) := C(vs2−1,0, vs2−1,1, · · · , vs2−1,r2−1) in order. Now we have the following cases.
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Case 1 : If (r1, s1, k1) = (r2, s2, k2) then r1 = r2, s1 = s2, k1 = k2. We define a
map f1 : V (T (r1, s1, k1)) → V (T (r2, s2, k2)) such that f1(ut,i) = vt,i for 0 ≤ t ≤ s − 1
and 0 ≤ i ≤ r − 1. Observe that lk(ut,i) = C(ut−1,i−1, ut−1,i,ut−1,i+1, ut,i+1, ut+1,i+1,
ut+1,i, ut,i−1) is the link of the vertex ut,i in T (ri, si, ki). By f1, f1(lk(ut,i)) = C(f1(ut−1,i−1),
f1(ut−1,i), f1(ut−1,i+1), f1(ut,i+1), f1(ut+1,i+1), f1(ut+1,i), f1(ut,i−1)) = C(vt−1,i−1, vt−1,i,
vt−1,i+1, vt,i+1, vt+1,i+1, vt+1,i, vt,i−1). So, f1(lk(ut,i)) = lk(vt,i). This implies that the map
f1 sends vertices to vertices, edges to edges, faces to faces and also, preserves incidents.
Therefore, the map f1 defines an isomorphism map between T (r1, s1, k1) and T (r2, s2, k2).
Thus, T1 ∼= T2 by f1.
Case 2 : If r1 6= r2 then length(C1,1) 6= length(C2,1). This implies that a1,1 6= a2,1, a
contradiction since a1,1 = a2,1. So, r1 = r2.
Case 3 : If s1 6= s2 then n1 = r1s1 6= r1s2 = n2 as r1 = r2 by Case 2. This is a
contradiction since n1 = n2. So, s1 = s2.
Case 4 : Suppose k1 6= k2. By assumption, a1,4 = a2,4, length(C1,4) = length(C2,4).
This implies that min{k1 + s1, r1 +
s1
2 − k1} = min{k2 + s2, r2 +
s2
2 − k2}. It follows that
k1+s1 6= k2+s2 since k1 6= k2 and s1 = s2. This gives that k1+s1 = r2+
s2
2 −k2 = r1+
s1
2 −k2
as r1 = r2 and s1 = s2. That is, k2 = r1− k1+
s1
2 − s1 = r1− k1 −
s1
2 . In this case, identify
T2 along vertical identical boundary P (v0,0, v1,0, · · · , vs2−1,0, v0,k1) of T2 and then cut along
the path Q = P (v0,0, v1,0, v2,1, · · · , vs2−1, s22 −1
, v0, s2
2
+k2
) of type A2 through vertex v0,0. We
get a new (r, s, k)-representation of M2 and we denote it by R. This process defines the
map f2 : V (T (r2, s2, k2))→ V (R) such that f2(vt,i) = vt,(r2−i+[ t2 ])(mod r2)
for 0 ≤ t ≤ s2 − 1
and 0 ≤ i ≤ r2 − 1. In R, the base horizontal cycle is C
′(2, 0) := C(v0,0, v0,r2−1, · · · , v0,1),
upper horizontal cycle is C(v0,k2+ s22
, v0,k2+ s22 −1
, · · · , v0,k2+ s22 +1
) and the length of the path
P (v0,0,v0,r2−1, · · · , v0,k2+ s22
) in C ′(2, 0) is r2−
s2
2 −k2. In this process, we are not changing the
both length of the horizontal cycles and number of horizontal cycles which are homologous
to the cycle C ′(2, 0). So, we get R = T (r2, s2, r2 − k2 −
s2
2 ). Now r2 − k2 −
s2
2 = r2 −
(r1 − k1 −
s1
2 ) −
s2
2 = k1 since r1 = r2, s1 = s2 and k2 = r1 − k1 −
s1
2 . Thus, by f1,
T (r2, s2, r2 − k2 −
s2
2 )
∼= T (r1, s1, k1). So, T1 ∼= T2. So, by Cases 1, 2, 3, 4, claim follows.
Therefore, by f1, M1 ∼=M2.
Conversely, let M1 ∼= M2. Then, there is an isomorphism map f : V (M1) → V (M2).
Let C1,j be cycle of type Aj for j = 1, 2, 3, 4 in M1. By f , consider C2,j := f(C1,j) for
j = 1, 2, 3, 4. So, length(C1,j) = length(f(C1,j)) = length(C2,j) for j = 1, 2, 3, 4 since f is
an isomorphism map. Hence, M1 and M2 have same cycle-type.
Thus, we state the following corollary.
Corollary 4.1. T (r1, s1, k1) 6∼= T (r2, s2, k2) ∀ r1 6= r2, T (r1, s1, k1) 6∼= T (r2, s2, k2) ∀ s1 6=
s2, T (r1, s1, k1) 6∼= T (r1, s1, k2) if s1 = 2 and k2 ∈ {2, 3, · · · , r1 − 3} \ {k1, r1 − k1 − 1},
T (r1, s1, k1) 6∼= T (r1, s1, k2) if s1 ≥ 4 and k2 ∈ {0, 1, · · · , r1 − 1} \ {k1, r1 − k1 −
s1
2 },
T (r1, s1, k1) ∼= T (r1, s1, r1 − k1 − 1) if s1 = 2 and r1 ≥ 5, and T (r1, s1, k1) ∼= T (r1, s1, r1 −
s1
2 − k1) if s1 ≥ 4 and r1 ≥ 3.
Proof. If r1 6= r2 then it follows that a1,1 6= a2,1. This implies that T (r1, s1, k1) 6∼=
T (r2, s2, k2) by Lemma 4.9. So, T (r1, s1, k1) 6∼= T (r2, s2, k2) ∀ r1 6= r2. Again, s1 6= s2
implies r1 6= r2 since r1s1 = r2s2. This implies that T (r1, s1, k1) 6∼= T (r2, s2, k2) ∀ s1 6= s2.
If k1 6= k2, r1 = r2 and s1 = s2 then by the argument in the proof of Lemma 4.9,
T (r1, s1, k1) ∼= T (r1, s1, k2) if and only if k2 = r1 − k1 −
s1
2 . So, T (r1, s1, k1)
∼= T (r1, s1, k2)
if s1 = 2 and k2 6= r1 − k1 − 1. Thus, T (r1, s1, k1) 6∼= T (r1, s1, k2) if s1 = 2 and k2 ∈
11
Table 1: Maps of type {33, 42}
n Equivalence classes Length of cycles i(n)
10 T(5, 2, 2) (5, {10, 10}, 4) 1(10)
12 T(6, 2, 2), T(6, 2, 3) (6, {6, 4}, 4) 3(12)
T(3, 4, 0), T(3, 4, 1) (3, {4, 12}, 4)
T(3, 4, 2) (3, {12, 12}, 6)
14 T(7, 2, 2), T(7, 2, 4) (7, {14, 14}, 4) 2(14)
T(7, 2, 3) (7, {14, 14}, 5)
16 T(8, 2, 2), T(8, 2, 5) (8, {8, 16}, 4) 5(16)
T(8, 2, 3), T(8, 2, 4) (8, {16, 4}, 5)
T(4, 4, 0), T(4, 4, 2) (4, {4, 8}, 4)
T(4, 4, 1) (4, {16, 16}, 5)
T(4, 4, 3) (4, {16, 16}, 7)
18 T(9, 2, 2), T(9, 2, 6) (9, {18, 6}, 4) 5(18)
T(9, 2, 3), T(9, 2, 5) (9, {6, 18}, 5)
T(9, 2, 4) (9, {18, 18}, 6)
T(3, 6, 0) (3, {6, 6}, 6)
T(3, 6, 1), T(3, 6, 2) (3, {18, 18}, 7)
20 T(10, 2, 2), T(10, 2, 7) (10, {10, 20}, 4) 6(20)
T(10, 2, 3), T(10, 2, 6) (10, {20, 10}, 5)
T(10, 2, 4), T(10, 2, 5) (10,{10, 4}, 6)
T(5, 4, 0), T(5, 4, 3) (5, {4, 20}, 4)
T(5, 4, 1), T(5, 4, 2) (5, {20, 20}, 5)
T(5, 4, 4) (5, {20, 20}, 8)
22 T(11, 2, 2), T(11, 2, 8) (11, {22, 22}, 4) 4(22)
T(11, 2, 3), T(11, 2, 7) (11, {22, 22}, 5)
T(11, 2, 4), T(11, 2, 6) (11, {22, 22}, 6)
T(11, 2, 5) (11, {22, 22}, 7)
{2, 3, · · · , r1 − 3} \ {k1, r1 − k1 − 1}, and T (r1, 2, k1) ∼= T (r1, 2, r1 − k1 − 1) if r1 ≥ 5 (by
Lemma 4.8). Again, T (r1, s1, k1) ∼= T (r1, s1, k2) if s1 ≥ 4 and k2 6= r1 −
s1
2 − k1. So,
T (r1, s1, k1) 6∼= T (r1, s1, k2) if s1 ≥ 4 and k2 ∈ {0, 1, · · · , r1 − 1} \ {k1, r1 − k1 −
s1
2 }, and
T (r1, s1, k1) ∼= T (r1, s1, r1 −
s1
2 − k1) if s1 ≥ 4 and r1 ≥ 3 (by Lemma 4.8). This completes
the proof.
We calculate all possible T (r, s, k) representations on n vertices by Lemma 4.8. Then,
we calculate lengths of the cycles of type Ai for i ∈ {1, 2, 3, 4}. Next, we classify all T (r, s, k)
representation by Lemma 4.9 up to isomorphism. So, by the Lemmas 4.8, 4.9, maps of type
{33, 42} can be classified up to isomorphism. We repeat this same argument in the Sections
5, 6, 7, 8, 9, 10, 11. We have done the above calculations for the vertices n ≤ 22. We have
listed the obtained objects in the form of their (r, s, k)-representation in Table 1. In Table
1, we have used n to denote the number of vertices of a map. We put T (r1, s1, k1) and
T (r2, s2, k2) in a single equivalence class if T (r1, s1, k1) and T (r2, s2, k2) are isomorphic.
We have used (a1, {a2, a3}, a4) to denote a permutation of lengths of cycles where aj =
length(C1,j) for j ∈ {1, 2, 3, 4} and {a2, a3} denotes a set of lengths of the cycles C1,2 and
C1,3 of type A2. We have also used i(n) where i denote the number of non-isomorphic
objects of type {33, 42} on n vertices up to isomorphism. The above notations are also used
in Tables 2, 3, 4, 5, 6, 7, 8.
5 Maps of type {32, 4, 3, 4}
Let M be a map of type {32, 4, 3, 4} on the torus. Through each vertex in M there is a
path as follows.
Definition 5.1. Let P (· · · , ui−1, ui, ui+1, · · · ) be a path in edge graph of M . We say the
path P of type B1 if lk(ui) = C(a, ui+1, b, c,d, ui−1, e) implies lk(ui−1) = C(f, g, e, ui, c,
d, ui−2) and lk(ui+1) = C(e, a, k, ui+2, l, b, ui), and lk(ui) = C(e, h, k, ui+1, l, b, ui−1)
implies lk(ui−1) = C(h, ui, b, c,d, ui−2, e) and lk(ui+1) = C(s, ui+2, t, l,b,ui, k).
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In Figure 17, lk(ui) = C(a, b, c, ui+1, f, e, ui−1) and path P (ui−1, ui, ui+1) is part of a
path of type B1. Let P be a maximal path of type B1. Then, by the next Lemma 5.1, it
defines a cycle.
B1
B1
ui−1
ui
ui+1
a
b
c
e f
Figure 17 : lk(ui)
· · ·
· · ·
· · ·
v1 v2 v3 v4 vr−2 vr−1 vr v1
w1
w2
w3 w4
wr−2
wr−1
wr
w1
x1 x2 x3 x4 xr−2 xr−1 xr x1
Figure 18 : Cylinder
ui ui+1 ui+2 ui+3 ui+4 ui+5 ui+6
ur
ur−1
ur−2
ur−3
wi wi+1 wi+2 wi+3 wi+4 wi+5
wr−2
wr−3
wr−4
Figure 20
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
v1 v2 v3 v4 v2k v2k+1 v2k+2 v2k+3 vr−1 vr v1
w1
w2
w3 w4
w2k
w2k+1
w2k+2
w2k+3wr−1
wr
w1
x1 x2 x3 x4 x2k x2k+1 x2k+2 x2k+3 xr−1 xr x1
z1
z2
z3 z4
z2k
z2k+1
z2k+2
z2k+3 zr−1
zr
z1
v2k+1 v2k+2v2k+3 v2k+4 vr v1 v2 v3 v2k−1 v2k v2k+1
Figure 19 : T (r, 4, 2k)
Lemma 5.1. If P is a maximal path of type B1 in M then there exists an edge e such that
P ∪ e is a cycle.
Proof. Let P (u1, u2, · · · , ur) be a maximal path of type B1 and lk(ur) = C(ur−1,a, b, c, d, f,
e). If d = u1 then C(u1, u2, · · · , ur) is a cycle. Suppose d 6= u1 and d = ui for some
2 ≤ i ≤ r. Then, it defines a cycle L = C(ui, ui+1, · · · , ur). By the similar argument as in
Lemma 4.1 and by Definition 5.1, either f = ui+1, d = ui, c = ui−1 or c = ui+1, d = ui,
f = ui−1. In both the cases, by considering faces incident with the cycle, we get a new cycle
C(wi, wi+1, · · · , wr−2) (see Figure 20) of same type as L with lesser length. By induction,
it is impossible similarly as in Lemma 4.1. Therefore, d 6= ui for 2 ≤ i ≤ r. So, we get a
path Q which is extended from P with length(P ) < length(Q). This is a contradiction as
P is maximal. Therefore, d = u1 and the path P defines the cycle C(u1, u2, · · · , ur). So,
every maximal path of type B1 is a cycle.
In Figure 19, the path P (v1, v2, · · · , vr) is of type B1 and the cycle C(u1, u2, · · · , ur) is
of type B1. Let C1 and C2 be two cycles of type B1. We claim that
Lemma 5.2. If C1 and C2 are two cycles of type B1 and E(C1)∩E(C2) 6= ∅ then C1 = C2.
Proof. Let C1 := C(u1,1, u1,2, · · · , u1,r) and C2 := C(u2,1, u2,2, · · · , u2,s) and E(C1) ∩
E(C2) 6= ∅. Then, there is an edge e ∈ E(C1 ∩ C2). Let e = yx. The cycles C1, C2
are both well defined at the vertices y and x. Let lk(x) = C(a, b, c, w, d, e, y). By
Definition 5.1, w ∈ V (C1 ∩ C2). So, the path P (y, x,w) is part of both C1 and C2. This
implies that y = u1,t1−1 = u2,t2−1, x = u1,t1 = u2,t2 and w = u1,t1+1 = u2,t2+1 for some
t1 ∈ {1, · · · , r} and t2 ∈ {1, · · · , s}. Again, we argue similarly for the edge xw as we
did for the edge e. We continue with above process. This process stops after, say r num-
ber of steps. Let t2 > t1 and t2 − t1 = m for some m. Then, by this process, we get
u1,1 = u2,m+1, u1,2 = u2,m+2, · · · , u1,r = u2,m+r and u1,1 = u2,m+r+1. This implies that
m + 1 = m + r + 1 and r = s as u1,m+r+1 = u2,m+1 and C2 is a cycle. Hence, C1 = C2.
Again, let lk(x) = C(a, b, c, w,d, y, e). Then, by Definition 5.1, b ∈ V (C1 ∩ C2). Similarly
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again we repeat above argument and we get C1 = C2. Therefore, by combining above two
cases, E(C1) ∩E(C2) 6= ∅ implies C1 = C2. This completes the proof.
Let C be a cycle of type B1. Similarly we argue as in Lemma 4.3 for the cycles of type
B1 and so, the cycle C is non-contractible. Let S := {F ∈ F (M) | V (C)∩ V (F ) 6= ∅}. The
cylinder SC = |S| has two boundary cycles which are either disjoint or identical by Lemma
5.3.
Lemma 5.3. Let C be a cycle of type B1, ∂SC = {C1, C2}. If C1 ∩ C2 6= ∅ then C1 = C2.
Proof. The cycle C is of type B1 and ∂SC = {C1, C2}. We argue similarly as in Lemma
4.1 for the cycle C and the cylinder SC . So, the cycles C, C1 and C2 are of same type B1.
Let C1 ∩ C2 6= ∅ and u ∈ V (C1 ∩ C2). Suppose C1 ∩ C2 does not contain any edge which
is incident at u. By Definition 5.1, the number of incident edges that lie on one side of the
cycle Ci is two and on the other side is one at each vertex of Ci. Let di denote the number
of incident edges which are incident at u and does not belong to E(Ci). Hence, d1+d2 = 3.
The vertex u ∈ V (C1) and u ∈ V (C2). Since C1 ∩ C2 does not contain any edge at u, so,
the cycles C1 and C2 both contain two different edges which are incident at the vertex u.
This implies that degree(u) ≥ (d1 + d2 + 4) = 7. This is a contradiction as the degree of
the vertex u is five. Therefore, C1 ∩C2 contains an edge at the vertex u. This implies that
C1 = C2 by Lemma 5.2. Again, if C1 ∩ C2 contains an edge then by Lemma 5.2, C1 = C2.
Therefore, boundary cycles of a cylinder are either identical or disjoint.
We show that the cycles of type B1 have at most two different lengths in the next Lemma
5.4.
Lemma 5.4. In M , the cycles of type B1 have at most two different lengths.
Proof. We proceed with as in the case of Lemma 5.3. There are two cycles of type B1
through each vertex of M (by the definition of cycle of type B1). Let u ∈ V (M). Let
C1 and C
′
1 denote two cycles through a vertex u. Consider cylinder SC1 which is defined
by cycle C1. Let ∂SC1 = {C2, C0}. The cycles C1, C2, and C0 are homologous to each
other and length(C1) = length(C2) = length(C0) by the similar argument of Lemma 4.5.
Again, we proceed with above argument for the cycle C2 in place of C1 and continue. In
this process, let Ci denote a cycle at i
th step where ∂SCi = {Ci+1, Ci−1} and length(Ci−1)
= length(Ci) = length(Ci+1). Let after k + 1 number of steps the process stops when the
cycle C1 appears. Thus, the cycles Ci, Cj are homologous for every 1 ≤ i, j ≤ k where
∪ki=1V (Ci) = V (M) and l1 =length(C1) = length(Ci) for all 1 ≤ i ≤ k. Again, we proceed
with above process for C ′1 in place of C1. Similarly, we get a sequence of homologous cycles,
namely, C ′1, C
′
2, · · · , C
′
k1
such that ∪k1i=1V (C
′
i) = V (M) and l2 =length(C
′
i) for all 1 ≤ i ≤ k1.
So, M contains cycles of type B1 at most two different lengths l1 and l2. This completes
the proof of lemma.
Similarly as in Section 4, observe that every map of type {32, 4, 3, 4} on the torus has
a T (r, s, k) representation for some r, s, k. We define admissible relations among r, s, k
of T (r, s, k) such that T (r, s, k) represent a map after identifying their boundaries in next
lemma. We omit the proof of next lemma as its argument similarly as in Lemma 4.8.
Lemma 5.5. The maps of type {32, 4, 3, 4} of the form T (r, s, k) exist if and only if the
following holds : (i) s ≥ 2 even, (ii) 2 | r, (iii) rs ≥ 16, (iv) k ∈ {2t+ 4 : 0 ≤ t ≤ r−82 } if
s = 2 & k ∈ {2t : 0 ≤ t < r2} if s ≥ 4.
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Let Ti = T (ri, si, ki), i = {1, 2} denote Mi of type {3
2, 4, 3, 4} on the torus with ni
vertices and n1 = n2. Let Ci,1 and Ci,2 be two non-homologous cycles of type B1 in Mi for
i = 1, 2 and ai,j = length(Ci,j). Then,
Lemma 5.6. The map M1 ∼=M2 if and only if (a1,1, a1,2) = (a2,t1 , a2,t2) for t1 6= t2 ∈ {1, 2}.
Proof. We first assume that (a1,1, a1,2) = (a2,t1 , a2,t2) where t1, t2 ∈ {1, 2} and t1 6= t2. This
implies that {a1,1, a1,2} = {a2,1, a2,2}.
Claim. T1 ∼= T2.
From the definition of (ri, si, ki)-representation, the Ti has si number of horizontal cy-
cles of type B1, namely, C(1, 0) := C(u0,0, u0,1, · · · , u0,r1−1), C(1, 1) := C(u1,0, u1,1, · · · ,
u1,r1−1), · · · , C(1, s1− 1) := C(us1−1,0, us1−1,1, · · · , us1−1,r1−1) in T1 and C(2, 0) := C(v0,0,
v0,1, · · · , v0,r2−1), C(2, 1) := C(v1,0, v1,1, · · · , v1,r2−1, v1,0), · · · , C(2, s2 − 1) := C(vs2−1,0,
vs2−1,1, · · · , vs2−1,r2−1) in T2.
Case 1 : If (r1, s1, k1) = (r2, s2, k2) i.e. r1 = r2, s1 = s2, k1 = k2 then similarly as
in the proof of the Lemma 4.9, we define an isomorphism map f1 : V (T (r1, s1, k1)) →
V (T (r2, s2, k2)) such that f(ut,i) = vt,i for 0 ≤ t ≤ s1 − 1 and 0 ≤ i ≤ r1 − 1. So, T1 ∼= T2
by f1.
Case 2 : Suppose r1 = r2, s1 = s2, k1 6= k2. Since r1 = r2, it implies that the vertical
cycles in T1 and T2 have same length.
We define a cycle in T1 as in equation (1) of Section 4. Let Clh denote the base horizontal
cycle and Cuh denote the upper horizontal cycle in T2. Let Q be a path through uk1+1
of type B1 and not homologous to Clh. Again, let Q
′ and Q′′ denote two edge disjoint
paths in Cuh such that Cuh = Q
′ ∪ Q′′. Hence as in equation (1), we define a new cycle
C3(1) using the above paths in T1. Similarly, there is a cycle C3(2) as C3(1) in T2. Since
{a1,1, a1,2} = {a2,1, a2,2} and r1 = r2, it follows that length(C3(1)) = length(C3(2)).
Since length(C3(1)) = length(C3(2)), it implies that min{s1 + k1, r1 + s1 − k1} =
min{s2+k2, r2+s2−k2}. It follows that r1+s1−k1 = s2+k2 since k1 6= k2. So, k2 = r1−k1
as s1 = s2. We proceed similarly as in the Lemma 4.9. In this process, identify T (r2, s2, k2)
along vertical boundary and cut along a path Q := P (v0,i, v1,i, · · · , vs2−1,i, v0,i+k2) for
some odd 0 ≤ i ≤ r1 − 1. Thus, we get a new representation, say R of M2 with a
map f2 : V (T (r2, s2, k2)) → V (R) such that f2(vt,i′) = vt,(i+r2−i′)(mod r2) for 0 ≤ t ≤
s2 − 1 and 0 ≤ i
′ ≤ r2 − 1. Clearly, f2 maps cycle C(2, t) := C(vt,0, vt,1, · · · , vt,r2−1)
to cycle C ′(2, t) := C(vt,i, vt,i−1, · · · , vt,r2−1, vt,0, vt,1, · · · , vt,i+1). Since the path Q1 :=
P (v0,i, v0,i−1, · · · , v0,i+k2) ⊂ C
′(2, 0) := C(v0,i, v0,i−1, · · · , v0,i+1) and length(Q1) = i+ r2 −
k2 − i = r2 − k2, it follows that R has s2 number of horizontal cycles of length r2 and the
cycle of type B2 has length r2 − k2 as length(Q1) = r2 − k2. In R, the faces incident with
the base horizontal cycle C ′ = C(v0,i, v0,i−1, · · · , v0,r2−1, v0,0, v0,1, · · · , v0,i+1) at v0,i−1 have
two possibilities as follows. If one triangle and one 4-gon incident at v0,i−1 in C
′ then R
has a (r, s, k)-representation. If two triangles and one 4-gon incident at v0,i−1 then R does
not follow the definition of (r, s, k)-representation. (For an example, the Figure 12 is an ex-
ample of R which does not follow the definition of (r, s, k)-representation since the number
of incident triangles at w2 is two.) In this case, if C
′(2, 0), C ′(2, 1), · · · , C ′(2, s2 − 1) de-
note a sequence of horizontal cycles in R then we identify R along C(v0,i, v0,i−1, · · · , v0,i+1)
and cut along C(v1,i, v1,i−1, · · · , v1,i+1). Thus, we get a new representation of M2, say R
′
where C ′(2, 1) := C(v1,i, v1,i−1, · · · , v1,i+1) denote the base horizontal cycle. In this process,
C ′(2, 1)→ C ′(2, 0), C ′(2, 0) → C ′(2, 1), C ′(2, s2−1)→ C
′(2, 2), · · · , C ′(2, 2)→ C ′(2, s2−1).
This process defines a map f3 : R → R
′ such that f3(C
′(2, t)) = C ′(2, 1 − t(mod s2)) for
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Table 2: Maps of type {32, 4, 3, 4}
n Equivalence classes Length of cycles i(n)
16 T(8, 2, 4), T(4, 4, 2) (8, 4) 2(16)
T(4, 4, 0) (4, 4)
20 T(10, 2, 4), T(10, 2, 6) (10, 10) 1(20)
24 T(12, 2, 4), T(12, 2, 8), (12, 6) 3(24)
T(6, 4, 2), T(6, 4, 4)
T(12, 2, 6), T(4, 6, 2) (4, 12)
T(6, 4 ,0), T(4, 6, 0) (4, 6)
28 T(14, 2, 4), T(14, 2, 10) (14, 14) 1(28)
T(14, 2, 6), T(14, 2, 8)
32 T(16, 2, 4), T(16, 2, 12), (16, 8) 5(32)
T(8, 4, 2), T(8, 4, 6)
T(16, 2, 6), T(16, 2, 10) (16, 16)
T(16, 2, 8), T(4, 8, 2) (4, 16)
T(8, 4, 4) (8, 8)
T(8, 4, 0), T(4, 8, 0) (4, 8)
0 ≤ t ≤ s2−1. In R
′, C ′(2, 1), C ′(2, 0), C ′(2, s2−1), · · · , C
′(2, 2) denote the sequence of hor-
izontal cycles in R′. (For an example of R′, the Figure 5 is a T (6, 4, 2) representation which
is defined from R in Figure 12. In Figure 12, we cut R along the cycle C(v1, v2, · · · , v6) and
identify along C(w1, w2, · · · , w6). Hence, we get a representation T (6, 4, 2) in Figure 5.) In
the above process, we are redefining R to a desire representation R′. In this process, the
length of the horizontal cycles of type B1 are remain unchanged as we are only changing
the order of the horizontal cycles. So, R′ has a well defined T (r2, s2, r2−k2) representation.
Thus, T (r2, s2, r2 − k2) = T (r1, s1, k1) since r1 = r2, s1 = s2, k2 = r1 − k1. So, M2 has a
T (r1, s1, k1) representation. Therefore, by f1, T1 ∼= T2.
Case 3 : If r1 6= r2, it implies that a1,1 6= a2,1. So by assumption {a1,1, a1,2} =
{a2,1, a2,2}, we get that a1,1 = a2,2. In this case, we identify boundaries of T (r2, s2, k2) and
cut along the hole cycle C(2, 2) in place of C(2, 1). Then, take another cut along C(2, 1)
until we reaching C(2, 2) again for the first time. Hence, we get r1 = length(C(1, 1)) =
length(C(2, 2)) = r2. Thus, r1s1 = r2s2 implies that s1 = s2. Since r1 = r2 and s1 = s2,
it implies that we are in Case 2. So similarly as in Case 2, we define maps f1, f2 and f3.
Thus, by f1, f2 and f3, T1 ∼= T2.
Case 4 : If s1 6= s2 then it implies that n1 = r1s1 6= r2s2 = n2 if r1 = r2. Which is a
contradiction as n1 = n2. If r1 6= r2 then we are in Case 3. So, by combining above two
Cases 2 and 3, we get an isomorphism map f1 if s1 6= s2. Again, let k1 6= k2. Here, we
have the following cases. If r1 6= r2 then we are in Case 3. Similarly, if s1 6= s2 then we
are in Case 4. If r1 = r2, s1 = s2 and k1 6= k2 then we are in Case 2. Thus, (a1,1, a1,2) =
(a2,t1 , a2,t2) where t1, t2 ∈ {1, 2} defines T1
∼= T2. So, by Cases 1, 2, 3, 4, the claim follows.
So, by f1, M1 ∼=M2.
Conversely, let M1 ∼=M2. Similarly as in Lemma 4.9, let f : V (M1)→ V (M2) such that
C2,j := f(C1,j) for j ∈ {1, 2}. So, {a1,1, a1,2} = {a2,1, a2,2}. Thus, it implies that (a1,1, a1,2)
= (a2,t1 , a2,t2) where t1 6= t2 ∈ {1, 2}.
As in Section 4, by Lemmas 5.5, 5.6, the maps of type {32, 4, 3, 4} can be classified up
to isomorphism. We have done calculation for the vertices ≤ 32 and listed the obtained
objects in the form of their T (r, s, k) representation in Table 2.
6 Maps of type {3, 6, 3, 6}
Let M be a semi-equivelar map of type {3, 6, 3, 6} on the torus. We define path in M as
follows. Through each vertex in M there are two paths of type X1 as shown in Figure 20.
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Definition 6.1. Let Q1 := P (· · · , ui−1, ui, ui+1, · · · ) be a path in edge graph of M . Let
A(v) denote a set of incident edges through v in M . We say the path Q1 of type X1 if
A(ui) \ E(Q1) is a set of two edges where one edge lie on one side and remaining one lie
on the other side of P (ui−1, ui, ui+1).
X1X1
a ui−1 b c
duie
f g ui+1 h
Figure 20 : lk(ui)
For example in Figure 20, P (ui−1, ui, ui+1) and P (b, ui, g) are two paths through ui and
both are part of paths of type X1. Let P (u1, · · · , ur) be a maximal path of type X1 in M .
Now, consider vertex ur, lk(ur) and argue similarly as in Lemma 4.1. So, we get an edge
u1ur such that P ∪{u1ur} is a cycle of type X1. So, there are two cycles of type X1 through
a vertex. Let L1(v), L2(v) be two cycles of type X1 through a vertex v. We proceed with
similar argument as in Section 4 and we get a connected T (r, s, k) representation of M . In
this process, we cut M along the cycles L1(v) and L2(v) where we take second cut along
the cycle L2 and the starting adjacent face to the base horizontal cycle L1 is a 3-gon. Thus,
every map M has a T (r, s, k) representation. The Figure 10 is an example of T (8, 2, 6)
representation of a map with 24 vertices on the torus.
Now, we show that map of type {3, 6, 3, 6} contains three cycles of type X1 up to
homologous.
Lemma 6.1. The map M contains at most three cycles of type X1 of different lengths.
Proof. Let △(u, v, w) be a 3-gon in M . The △(u, v, w) has three edges e1 = uv, e2 = vw
and e3 = uw. By the definition of cycle of type X1, M contains at least three cycles, say
C1, C2 and C3 where Ci contains edge ei for i ∈ {1, 2, 3} and Ci does not contain ej for
j 6= i. Since Ci does not contain ej for j 6= i, so, cycles are not identical. Again since, cycles
are not identical and V (Ci) ∩ C(Cj) is a vertex of △ for i 6= j, so, cycles are not homol-
ogous. (In Figure 10, v1v2v1,2,16,9 denote a face and the cycles which are of type X1 and
contains the edges v1v2, v1v1,2,16,9 and v1,2,16,9v2 are namely, L1 = C(v1, v2, · · · , v8), L2 =
C(v1, v1,2,16,9, v9, v9,10,6,7, · · · , v11,12,8,1) and L3 = C(v2, v1,2,16,9, v16, v15,16,4,5, · · · , v13,14,2,3)
respectively. The cycles L1, L2 and L3 in Figure 10 are not homologous to each other.)
Let △1 be an 3-gon in T (r, s, k) and △ 6= △1. Observe that there is a cycle of type
X1 through an edge △1 and homologous Ci for some i. That is, there is a cylinder
which is bounded by two cycles of type X1 and containing edges of △,△1. This is
true for any 3-gon in T (r, s, k). We proceed as in the case of Lemma 4.5 and thus,
the homologous cycles of type X1 have same length. So, there are three different cy-
cles C1, C2, C3 of type X1 up to homologous in M . So, the map M contains at most
three cycles of type X1 of different lengths. (In Figure 10, consider face v11v12v11,12,8,1
and cycles of type X1 which are containing the edges v11v12, v11v11,12,8,1 and v12v11,12,8,1
are namely, L′1 = C(v9, v10, · · · , v16), L
′
2 = C(v11, v11,12,8,1, v1, v1,2,16,9, · · · , v3,4,10,11) and
L′3 = C(v12, v11,12,8,1, v8, v7,8,14,15, · · · , v5,6,12,13) respectively. The cycles which are contain-
ing the edges v1v2 and v11v12 are L1 and L
′
1 respectively, and the cycles L1 and L
′
1 are
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homologous. The cycles which are containing v1v1,2,16,9 and v11v11,12,8,1 are L2 and L
′
2 re-
spectively and C2 = C
′
2. Also, the cycles which are containing v2v1,2,16,9 and v12v11,12,8,1
are L3 and L
′
3 respectively and L3 = L
′
3.)
We define admissible relations among r, s, k of T (r, s, k) in the next lemma. In this
lemma we omit some cases as thier similar cases are discussed in the previous sections.
Lemma 6.2. The maps of type {3, 6, 3, 6} of the form T (r, s, k) exist if and only if the
following holds : (i) s ≥ 1, (ii) 2 | r, (iii) number of vertices of T (r, s, k) = 32rs ≥ 21,
(iv) r ≥ 14 if s = 1, (v) r ≥ 8 if s = 2, (vi) r ≥ 6 if s ≥ 3, (vii) k ∈ {2t + 6: 0 ≤ t ≤
r−10
2 } \ {2(
r−10
4 ) + 6} if s = 1, k ∈ {2t + 6: 0 ≤ t ≤
r−8
2 } if s = 2 & k ∈ {2t : 0 ≤ t <
r
2} if
s ≥ 3.
Proof. Let C0(u0,0, u0,1, · · · , u0,r−1), C1(u1,0, u1,1, · · · , u1,r−1),· · · , Cs−1(us−1,0, us−1,1, · · · ,
us−1,r−1) be horizontal cycles of typeX1 in T (r, s, k). By the definition of T (r, s, k), T (r, s, k)
contains s number of horizontal cycles of type X1. Observe that, the number of adjacent
vertices which are lie on one side of a horizontal cycle and not belong to any horizontal
cycles is r2 . So, the total number of vertices in T (r, s, k) is (r +
r
2 )s. This implies that
n = (r + r2)s =
3
2rs.
By Euler’s formula, the number of 6-gons in T (r, s, k) is 2n/6 and it is an integer. This
implies that 6 | 2n. So, 3 | 32sr as n =
3
2rs. Thus, 2 | r if s = 1. Again, if s ≥ 2 and 2 ∤ r, it
gives that the link lk(u1) is not type {3, 6, 3, 6}. Which is a contradiction. So, 2 | r ∀ s ≥ 1.
Let s = 1. If r < 14 then r ∈ {2, 4, 6, 8, 10, 12}. If r = 2, 4, 6, 8, 10, 12 then there is a
vertex in T (r, s, k) whose link is not a cycle. So, r ≥ 14 if s = 1. Similarly as above, we get
that r ≥ 8 if s = 2 and r ≥ 6 if s ≥ 3. So, 32rs ≥ 21.
If s = 1 and k ∈ {t : 0 ≤ t ≤ r−1}\({2t+6: 0 ≤ t ≤ r−102 }\{2(
r−10
4 )+6}) then similarly
as above we get some vertex whose link is not a cycle. Similarly, we repeat same argument
as above for other two cases. So, k ∈ {2t+6: 0 ≤ t ≤ r−82 } if s = 2 and k ∈ {2t : 0 ≤ t ≤
r
2}
if s ≥ 3.
Let Mi, i = 1, 2 be maps of type {3, 6, 3, 6} on ni number of vertices and n1 = n2. Let
Ci,j, j = 1, 2, 3 denote cycles which are of type X1 and non-homologous in Ti = T (ri, si, ki).
Let ai,j = length(Ci,j) for i = 1, 2 and j = 1, 2, 3. Then,
Lemma 6.3. The map M1 ∼= M2 if and only if (a1,1, a1,2, a1,3) = (a2,t1 , a2,t2 , a2,t3) for
t1 6= t2 6= t3 ∈ {1, 2, 3}.
Proof. We first assume that (a1,1, a1,2, a1,3) = (a2,t1 , a2,t2 , a2,t3) where ti ∈ {1, 2, 3} and
ti 6= tj. This implies that {a1,1, a1,2, a1,3} = {a2,1, a2,2, a2,3}.
Claim : T1 ∼= T2.
Case 1 : If (r1, s1, k1) = (r2, s2, k2) then T (r1, s1, k1) = T (r2, s2, k2) = T (r, s, k).
Let C(1, 0) := C(u0,0, u0,1, · · · , u0,r−1), C(1, 1) := C(u1,0, u1,1, · · · u1,r−1), · · · , C(1, s) :=
C(us,0, us,1, · · · , us,r−1} denote sequence of horizontal cycles of type X1 in T1. Again,
let G1(t, t + 1) := {wt,0, wt,1, · · · , wt, r−2
2
) which is a set of vertices where wt,i is adjacent
with both ut,2i and ut+1,2i in T1 and not belong to both C(1, t) and C(1, t + 1) for 0 ≤
t ≤ s. (For example in Figure 10, G1(0, 1) = {v1,2,16,9, v3,4,10,11, v5,6,12,13, v7,8,14,15} where
x0,0 = v1,2,16,9, x0,1 = v3,4,10,11, x0,2 = v5,6,12,13, x0,3 = v7,8,14,15.) Similarly, let C(2, 0) :=
C(v0,0, v0,1, · · · , v0,r−1), C(2, 1) := C(v1,0, v1,1, · · · v1,r−1), · · · , C(2, s) := C(vs,0, vs,1, · · ·
vs,r−1) denote sequence of horizontal cycles of type X1 in T2 and define G2(t, t + 1) :=
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Table 3: Maps of type {3, 6, 3, 6}
n Equivalence classes Length of cycles i(n)
21 T(14, 1, 6), T(14, 1, 10) (14, 14, 14) 1(21)
24 T(16, 1, 6), T(16, 1, 12) (16, 16, 8) 2(24)
T(8, 2, 6)
T(16, 1, 8), T(16 , 1, 10) (16, 16, 4)
27 T(18, 1, 6), T(18, 1, 8) (18, 18, 6) 2(27)
T(18, 1, 12), T(18, 1, 14)
T(6, 3, 2), T(6, 3, 4)
T(6, 3, 0) (6, 6, 6)
30 T(20, 1, 6), T(20, 1, 8) (20, 20, 10) 2(30)
T(20, 1, 14), T(20, 1, 16)
T(10, 2, 2), T(10, 2, 6)
T(10, 2, 8)
T(20, 1, 10), T(20, 1, 12) (20, 4, 10)
T(10, 2, 0), T(10, 2, 4)
{xt,0, xt,1, · · · , xt, r−2
2
} which is a set of vertices where the vertex xt,i is adjacent with
both vt,2i and vt+1,2i in T2 for 0 ≤ t ≤ s. Now we define an isomorphism map f :
V (T (r1, s1, k1)) → V (T (r2, s2, k2)) such that f(ut,i) = vt,i ∀ 0 ≤ i ≤ r − 1, 0 ≤ t ≤ s − 1
and f(wt,i) = xt,i for the vertices of G1(t, t+1) and G2(t, t+1) for all 0 ≤ t ≤ s− 1. By f ,
the link lk(ut,i) maps to the link of lk(vt,i) and lk(wt,i) maps to lk(xt,i). So, by f , T1 ∼= T2.
Case 2 : Let (r1, s1, k1) 6= (r2, s2, k2). If r1 6= r2, we identify boundaries of T (r2, s2, k2)
and cut M2 along cycle of length r1 and followed by, make another cut along a cycle of type
X1 to get a (r, s, k)-representation. Thus we get a new T (r
′
2, s
′
2, k
′
2) representation of M2.
It implies that r1 = r
′
2 and s1 = s
′
2 as n1 =
3
2r1s1 =
3
2r
′
2s
′
2 = n2. By this process, we get a
new representation T (r1, s1, k
′
3) of M2. If k1 = k
′
3 then M1
∼=M2 by f in Case 1. If k1 6= k
′
3
similarly as in Lemma 5.6, we make a cut along a path which is homologous to boundary path
and identify along the boundary path. Thus, we get an another representation T (r1, s1, k
′′
3 )
of M2 and k1 = k
′′
3 . So, the M2 has a T (r1, s1, k1) representation since k1 = k
′′
3 . Therefore,
there exists f and T1 ∼= T2 by f . This completes the Claim.
So, by f , M1 ∼=M2.
Conversely, let M1 ∼= M2. We proceed as in the converse part of Lemma 5.6 and
we get {a1,1, a1,2, a1,3} = {a2,1, a2,2, a2,3}. That is, (a1,1, a1,2, a1,3) = (a2,t1 , a2,t2 , a2,t3) for
t1 6= t2 6= t3 ∈ {1, 2, 3}.
As in Section 4, by Lemmas 6.2, 6.3, the maps of type {3, 6, 3, 6} can be classified up to
isomorphism on different number of vertices. We have done the calculation for the vertices
≤ 30. We have listed the obtained objects in the form of their T (r, s, k) representation in
Table 3.
7 Maps of type {3, 122}
LetM be a semi-equivelar map of type {3, 122} on the torus. We define a fixed type of path
G1 in the edge graph ofM as shown in Figure 21. Let Q(i) := P (ui, ui+1, ui+2, ui+3, ui+4) be
a path in M where lk(ui) = C(ui−1,a, b, c,d, e, f, g, g
′,ui+2, ui+1, u, t, v,w,x,y, z,a
′,ui−3,
ui−2), lk(ui+1) = C(ui,ui−1,a, b, c,d, e, f, g, g
′, ui+2,ui+3,ui+4,o
′, o,p, q, r, s, t, u),
lk(ui+2) = C(ui+1,ui,ui−1,a, b, c,d, e, f, g, g
′, ui+3,ui+4,o
′, o,p, q, r, s, t,u), lk(ui+3) =
C(ui+2, g
′, g, h, i, j, k, l,m,n,ui+6,ui+5, ui+4,o
′,o,p, q, r, s, t,uui+1), and
lk(ui+4) = C(ui+3, g
′, g,h, i, j, k, l,m,n,ui+6, ui+5, o
′,o,p, q, r, s, t,u,ui+1,ui+2).
Definition 7.1. Let R1 := P (· · · , vi−1, vi, vi+1, · · · ) be a path in edge graph of M . We
say R1 of type G1 if L1 := P (vt, vt+1, vt+2, vt+3, vt+4) is a subpath of R1 or is a part in
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an extended path of R1 then either L1 7→ Q(i) by vj 7→ uj , L1 7→ Q(i + 1) by vj 7→ uj+1,
L1 7→ Q(i+2) by vj 7→ uj+2 or L1 7→ Q(i+3) by vj 7→ uj+3 for j ∈ {t, t+1, t+2, t+3, t+4}.
Definition 7.2. Let R2 := P (· · · , xi−1, xi, xi+1, · · · ) be a path in edge graph of M . We
say R2 of type G
′
1 if L2 := P (xt, xt+1, xt+2, xt+3, xt+4) is a subpath of R2 or is a part
in the extended path of R2 then either L2 7→ Q(i) by xj 7→ u2t+4−j , L2 7→ Q(i + 1) by
xj 7→ u2t+4−j , L2 7→ Q(i + 2) by xj 7→ u2t+4−j or L1 7→ Q(i + 3) by vj 7→ u2t+4−j for
j ∈ {t, t+ 1, t+ 2, t+ 3, t+ 4}.
G1 c d
e f
g h
i j
k l
ma b
Figure 21 : Cycle of type G1
We argue with the similar argument of Lemma 4.1 for the path of types G1, G
′
1 and so,
every maximal path of types G1, G
′
1 is a cycle and non-contractible (by the similar argument
of Lemma 4.3). Observe that the cycles of type G1 and G
′
1 are mirror image of each other.
So, these types define same type of cycle. (Similar argument of this is given details in
Section 8 for the type {34, 6}.) Clearly, there are two cycles of type G1 through each vertex
of M . Let uvw be a 3-gon in M . Let L1(u, uw), L2(w, wv) and L3(v, vu) denote three
cycles through u, w, and v respectively where L1(u, uw) contains the edge uw, L2(w,wv)
contains the edge wv and L3(v, vu) contains the edge vu. We repeat the similar argument
of Section 4 and define a T (r, s, k) representation of the map M for some r, s, k. In the
process, we take first cut along L1(u, uw), and then, second cut along L2(w, wv) where
the starting adjacent face to horizontal base cycle L1(u, uw) is a 12-gon. Let length(L1(u,
uw))) = r, s denote the number of homologous cycles of L1(u, uw) of type G1, and k denote
the distance of the starting vertex of upper horizontal cycle from the starting vertex w in
L1(u, uw). By this process, we get a T (r, s, k) representation of M . Now, we proceed with
process of Section 6 for the map of type {3, 122}. We show that a map of type {3, 122}
contains at most three non-homologous cycles of type G1 of different lengths.
Lemma 7.1. The map M contains at most three cycles of type G1 of different lengths.
Proof. We proceed as in the case of Lemma 6.1 for the map of type {3, 122}. So, consider
map of type {3, 122} in place of {3, 6, 3, 6}, cycle of type G1 in place of X1 and 3-gon in
the proof of Lemma 6.1. Thus, we get three non-homologous cycles of type G1 of different
lengths.
We define admissible relations among r, s, k of T (r, s, k) in M .
Lemma 7.2. The maps of type {3, 122} of the form T (r, s, k) exist if and only if the follow-
ing holds : (i) s ≥ 1, (ii) 4 | r, (iii) number of vertices of T (r, s, k) = 32rs ≥ 36, (iv) r ≥ 24 if
s = 1, (v) r ≥ 16 if s = 2, (vi) r ≥ 12 if s ≥ 3, (vii) k ∈ {4t+9: 0 ≤ t ≤ r−204 }\{4(
r
8−3)+9}
if s = 1, k ∈ {4t+ 5: 0 ≤ t ≤ r−164 } if s = 2 & k ∈ {4t+ 1: 0 ≤ t ≤
r−4
4 } if s ≥ 3.
Proof. We proceed as in the case of proof of the Lemma 6.2. We consider map of type
{3, 122} in place of {3, 6, 3, 6} and different values of r, s, k. Thus, we get all the cases.
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Table 4: Maps of type {3, 122}
n Equivalence classes Length of cycles i(n)
36 T(24, 1, 13) (24, 12, 8) 1(36)
42 T(28, 1, 9), T(28, 1, 13) (28, 28, 28) 1(42)
T(28, 1, 17)
48 T(32, 1, 9), T(32, 1, 21) (32, 32, 16) 2(48)
T(16, 2, 5)
T(32, 1, 17) (32, 32, 8)
Let Ti = T (ri, si, ki) be representations of Mi, i = 1, 2 on same number of vertices.
Similarly as in Section 6, let bi,j = length(Li,j), j = 1, 2, 3. Similarly as in Section 6, we
have
Lemma 7.3. The map M1 ∼= M2 if and only if (b1,1, b1,2, b1,3) = (b2,t1 , b2,t2 , b2,t3) for t1 6=
t2 6= t3 ∈ {1, 2, 3}.
As in Section 4, by Lemmas 7.2, 7.3, maps of type {3, 122} can be classified up to
isomorphism on different number of vertices. We have done the calculation for the vertices
≤ 48. We have listed the obtained objects in the form of their T (r, s, k) representation in
Table 4.
8 Maps of type {34, 6}
Let M be a semi-equivelar map of type {34, 6} on the torus. Let Q(i) := P (wi, wi+1, wi+2,
wi+3) be a path in M , where lk(wi) = C(wi−1, x2, wi+1,wi+2,x3,x4, x5, x6), lk(wi+1) =
C(wi, x2, x7, x8, wi+2,x3,x4,x5), lk(wi+2) = C(wi+1, x8, x9, wi+3, x3,x4,x5,wi, ), lk(wi+3)
= C(wi+2, x9, wi+4,wi+5,x10,x11, x12, x3). We define two fixed types of paths Y1 and Y
′
1 in
the edge graph of M .
Definition 8.1. Let R1 := P (· · · , vi−1, vi, vi+1, · · · ) be a path in edge graph of M . We say
R1 of type Y1 if L1 := P (ut, ut+1, ut+2, ut+3) is a sub-path of R1 or in the extended path
of R1 then L1 7→ Q(i) by uj 7→ wj , L1 7→ Q(i + 1) by uj 7→ wj+1 or L1 7→ Q(i + 2) by
uj 7→ wj+2 for j ∈ {t, t+ 1, t+ 2, t+ 3}.
Definition 8.2. Let R2 := P (· · · , xi−1, xi, xi+1, · · · ) be a path in edge graph of M . We say
R2 of type Y
′
1 if L2 := P (xt, xt+1, xt+2, xt+3) is a sub-path of R2 or in the extended path of
R2 then L2 7→ Q(i) by xj 7→ w2t+3−j , L2 7→ Q(i+ 1) by xj 7→ w2t+3−j or L2 7→ Q(i+ 2) by
xj 7→ w2t+3−j for j ∈ {t, t+ 1, t+ 2, t+ 3}.
Let P be a maximal path of type Y1 or Y
′
1 . By the similar argument of Lemma 4.1,
path P defines a cycle of type Y1 or Y
′
1 , that is, there is an edge e in M such that P ∪ {e}
is a cycle of type Y1 or Y
′
1 . We show that the cycles of types Y1 and Y
′
1 define same type
of cycle. Let C1 := C(u1, u2, · · · , ur) of type Y1 and C2(v1, v2, · · · , vr) of type Y
′
1 be two
cycles of same length r. Let P1 := P (ui−1, ui, ui+1) be a sub path of C1 where adjacent
6-gon lies on one side and all 3-gons lie on the other side of P1 at the vertex ui. Similarly,
let P2 := P (vj−1, vj , vj+1) be a sub path of C2 where adjacent 6-gon lies on one side and
all 3-gons lie on the other side of P2 at the vertex vj. Define a map f : V (C1)→ V (C2) by
f(ui) = vj, f(ui+1) = vj−1, f(ui+2) = vj−2, · · · , f(ui−1) = vj+1. Let P (ut, · · · , uk) be a sub
path of C1. Then, P (ut, · · · , uk) and P (f(ut), · · · , f(uk)) divide the link of the vertices ui
and f(ui) for t ≤ i ≤ k into the same ratio. This is true for every sub path of C1. Therefore,
cycles C1 and C2 are of type Y1, and hence, Y1 = Y
′
1 .
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Let M be a map and C be a cycle of type Y1 in M . By the similar argument of Lemma
4.3, the cycle C is non-contractible. As in Section 4, we get that the cycles of type Y1
which are homologous to C have same length by the similar argument of Lemma 4.5. There
are three cycles of type Y1 through each vertex of M . Let v ∈ V (M) and L1(v), L2(v),
L3(v) be three cycles of type Y1 through the vertex v. We repeat similar construction of
(r, s, k)-representation of a map as in Section 4 for M . In this process, we take first cut
along L1(v) and second cut along L2(v) where the starting adjacent face to horizontal base
cycle L1 is a 3-gon. This gives a T (r, s, k) representation of the map M . Thus, T (r, s, k)
representation exists for every M .
Now, we show that mapM of type {34, 6} contains at most three non-homologous cycles
of type Y1 of different lengths in Lemma 8.1.
Lemma 8.1. The map M contains at most three non-homologous cycles of type Y1 of
different lengths.
Proof. Let v ∈ V (M) and T (r, s, k) denote a (r, s, k)-representation of M . We have three
cycles, namely, C1, C2 and C3 through v in M of type Y1. Cycles C1, C2 and C3 are
not identical as Ci divides link lk(v) into different ratio. Also, cycles are not disjoint as
v ∈ V (Ci) ∩ V (Cj) for i 6= j and i, j ∈ {1, 2, 3}. So, C1, C2 and C3 are not homologous
to each other. Let w ∈ V (M) and v 6= w. Consider cycles of type Y1 at w in T (r, s, k)
and denoted by C ′1, C
′
2, C
′
3. Now, by the definition of cycle of type Y1 and considering
cylinder, Ci and C
′
j are homologous for some i, j ∈ {1, 2, 3} as we have seen the same idea
in Lemma 6.1. This is hold for any vertex of M . Therefore, M contains at most three
non-homologous cycles of type Y1. We proceed as in the case of proof of Lemma 4.5 to
show that the homologous cycles of type Y1 have same length. Thus, the map M contains
at most three non-homologous cycles of type Y1 of different lengths.
We define admissible relations among r, s, k of T (r, s, k) such that representation
T (r, s, k) gives a map of type {34, 6} after identifying their boundaries.
Lemma 8.2. The maps of type {34, 6} of the form T (r, s, k) exist if and only if the following
holds : (i) s ≥ 2 even, (ii) 3 | r, (iii) number of vertices of T (r, s, k) = rs ≥ 18, (iv) r ≥ 9 if
s = 2, (v) r ≥ 6 if s ≥ 4, (vi) k ∈ {3t+5 : 0 ≤ t ≤ r−93 } if s = 2 & k ∈ {2+3t : 0 ≤ t ≤
r−3
3 }
if s ≥ 4.
Proof. Let T (r, s, k) be a representation of M . It has s number of disjoint horizontal cycles
of type Y1 of length r by the definition of (r, s, k)-representation. These cycles cover all the
vertices of M . So, n = rs. By Euler’s formula, n− 5n/2+ 4n/3 +n/6 = 0. So, the number
of 6-gons in M is n/6 and which is an integer. This implies that 6 | n. That is, 6 | rs as
n = rs. So, 3 | r for s = 2. Let s ≥ 3. If s is an odd integer then T (r, s, k) contains odd
number of horizontal cycles of type Y1. Consider a vertex v of base horizontal cycle which
is belongs to only triangles which is a contradiction. So, 2 | s. Similarly, for 3 | r, we get a
vertex whose link does not follow the type {34, 6}. So, n = rs where 6 | n, 2 | s and 3 | r.
For r ≥ 9, we proceed with similar argument as it is done in the proof of Lemma 4.8.
We also proceed as in the case of the proof of Lemma 4.8 to show r ≥ 6 and 3 | r and
remaining all other cases. This completes the proof.
Let M1 and M2 be two maps of type {3
4, 6} on same number of vertices. Similarly as in
Sections 4, 5, let ai,j = length(Ci,j) where Ci,k for i = 1, 2, 3 denote three non-homologous
cycles of type Y1 in T (ri, si, ki) of Mi. Then,
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Table 5: Maps of type {34, 6}
n Equivalence classes Length of cycles i(n)
18 T(9, 2, 5) (9, 9, 9) 1(18)
24 T(12, 2, 5), T(12, 2, 8) (12, 6, 12) 2(24)
T(6, 4, 2)
T(6, 4, 5) (6, 6, 6)
30 T(15, 2, 5), T(15, 2, 8) (15, 15, 15) 1(30)
T(15, 2, 11)
36 T(18, 2, 5), T(18, 2, 14) (18, 9, 18) 2(36)
T(9, 4, 2)
T(18, 2, 8), T(18, 2, 11) (18, 6, 9)
T(9, 4, 5), T(9, 4, 8)
T(6, 6, 2), T(6, 6, 5)
42 T(21, 2, 5), T(21, 2, 8) (21, 21, 21) 1(42)
T(21, 2, 11), T(21, 2, 14)
T(21, 2, 17)
Lemma 8.3. The map M1 ∼= M2 if and only if (a1,1, a1,2, a1,3) = (a2,t1 , a2,t2 , a2,t3) for
t1 6= t2 6= t3 ∈ {1, 2, 3}.
Proof. Let T (ri, si, ki) be a representation of Mi. If r = r1, s = s1, k = k1, then, consider
horizontal cycles in T (ri, si, ki) of type Y1. Proceed with similar argument as in the Lemma
4.9. So, we get a map which defines isomorphism between T (r1, s1, k1) and T (r2, s2, k2).
So, M1 ∼=M2. Again, if (r, s, k) 6= (r1, s1, k1) then proceed with similar argument as in the
proof of the Lemma 5.6. Converse part of the lemma follows from similar argument of the
converse part of Lemma 4.9. This completes the proof.
As in Section 4, by Lemmas 8.2, 8.3, the maps of type {34, 6} can be classified up to
isomorphism on different number of vertices. We have done calculation for the vertices
≤ 42. We have listed the obtained objects in the form of their T (r, s, k) representation in
Table 5.
9 Maps of type {4, 6, 12}
Let M be a semi-equivelar map of type {4, 6, 12} on the torus. We define a fixed type
of path H1 in the edge graph of M . Let Q(i) := P (ui, ui+1, ui+2, ui+3, ui+4, ui+5, ui+6) be
a path in M where lk(ui) = C(ui−1, b, c,ui+2, ui+1p, q, r, s, t,u, v,ui−5, ui−4,ui−3,ui−2),
lk(ui+1) = C(ui,ui−1b, c, ui+2, ui+3,ui+4,ui+5,ui+6, k, l,m,n,o, p, q),
lk(ui+2) = C(ui+1,ui,ui−1b, c,d, ui+3, ui+4,ui+5,ui+6, k, l,m,n,o,p), lk(ui+3) = C(ui+2,
c, d, e, f, g, ui+4ui+5ui+6, k, l,m, n,o,p,ui+1), lk(ui+4) = C(ui+3,d, e, f, g,h, ui+5ui+6, k, l,
m,n,o,p,ui+1,ui+2), lk(ui+5) = C(ui+4, g, h, i,ui+8,ui+7, ui+6, k, l,m,n,o,p,ui+1,ui+2,
ui+3), and lk(ui+6) = C(ui+5,h, i, ui+8, ui+7, j, k, l,m,n,o,p,ui+1,ui+2,ui+3,ui+4).
Definition 9.1. Let P1 := P (. . . , vi−1, vi, vi+1, . . . ) be a path in edge graph of M . We say
P1 of type H1 if L1 := P (vt, vt+1, vt+2, vt+3, vt+4, vt+5, vt+6) is a subpath of P1 or lies in
the extended path of P1 then either L1 7→ Q(i) by vj 7→ uj, L1 7→ Q(i + 1) by vj 7→ uj+1,
L1 7→ Q(i+ 2) by vj 7→ uj+2, L1 7→ Q(i+ 3) by vj 7→ uj+3, L1 7→ Q(i+ 4) by vj 7→ uj+4 or
L1 7→ Q(i+ 5) by vj 7→ uj+5 for j ∈ {t, t+ 1, t+ 2, t+ 3, t+ 4, t+ 5, t+ 6}.
Definition 9.2. Let P2 := P (. . . , xi−1, xi, xi+1, . . . ) be a path in edge graph of M . We say
P2 of type H
′
1 if L2 := P (xt, xt+1, xt+2, xt+3, xt+4, xt+5, xt+6) is a subpath of P2 or lies in the
extended path of P2 then either L2 7→ Q(i) by xj 7→ u2t+6−j , L2 7→ Q(i+1) by xj 7→ u2t+6−j ,
L2 7→ Q(i + 2) by xj 7→ u2t+6−j , L1 7→ Q(i + 3) by vj 7→ u2t+6−j , L1 7→ Q(i + 4) by
vj 7→ u2t+6−j or L1 7→ Q(i+5) by vj 7→ u2t+6−j for j ∈ {t, t+1, t+2, t+3, t+4, t+5, t+6}.
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Let P be a maximal path of type H1 or H
′
1 in M . By the similar argument of Lemma
4.1, the map M contains an edge e which defines a cycle P ∪ {e} of type H1 or H
′
1. The
cycle C := P ∪ {e} is a non-contractible cycle (by the similar argument of Lemma 4.3).
Observe that the cycles of types H1 and H
′
1 are mirror image of each other. So, it follows
that they define same type of cycles as in Section 8. So, we consider only type H1. Let
C1, C2, · · · , Cm be a sequence of homologous cycles of type H1 in M . We argue with the
similar argument of Lemma 4.5 and we get that length(Ci) = length(Cj) 1 ≤ i, j ≤ m. By
Definition 9.1, there are three cycles of type H1 through each vertex of M . Let v ∈ V (M)
and L1(v), L2(v), L3(v) denote three cycles through v. Define a T (r, s, k) representation of
M by the similar construction which is given in Section 4. In this process, we cut M along
L1 and then, take second cut along the cycle L3 where the starting adjacent face to base
horizontal cycle L1 is a 6-gon. So, every map M has a T (r, s, k) representation. In Lemma
9.1, we show that map of type {4, 6, 12} contains at most three non-homologous cycles of
type H1 of different lengths.
Lemma 9.1. The map M contains at most three non-homologous cycles of type H1 of
different lengths.
Proof. We proceed as in the case of proof of the Lemma 8.1. In this process, consider map
{4, 6, 12} in place of {34, 6} and cycle of type H1 in place of Y1. Let u ∈ V (M) and T (r, s, k)
denote a (r, s, k)-representation of M . Let L1, L2 and L3 denote three cycles of type H1
through u in M . They are not identical as Li divides link lk(u) into different ratio. Also,
cycles are not disjoint as u ∈ V (Li)∩V (Lj) for i 6= j. Therefore, cycles are not homologous
to each other. Again, let v ∈ V (M), u 6= v and consider cycles of type H1 at v in T (r, s, k).
Let L′1, L
′
2, L
′
3 denote three cycles through v of type H1. Then, by the definition of cycle
of type H1 and considering cylinder, Li and L
′
j are homologous for some i, j ∈ {1, 2, 3}.
This is hold for any vertex v of M . Thus, M contains at most three non-homologous cycles
of type H1. We proceed as in the case of proof of Lemma 4.5 to show that the homologous
cycles of type H1 have same length. This completes the proof.
We define admissible relations among r, s, k of T (r, s, k) such that representation
T (r, s, k) gives a map of type {4, 6, 12} after identifying their boundaries.
Lemma 9.2. The maps of type {4, 6, 12} of the form T (r, s, k) exist if and only if the
following holds : (i) s ≥ 2 even, (ii) 6 | r, (iii) number of vertices of T (r, s, k) = rs ≥ 36,
(iv) r ≥ 18 if s = 2, (v) r ≥ 12 if s ≥ 4, (vi) k ∈ {6t + 9: 0 ≤ t ≤ r−186 } if s = 2 &
k ∈ {6t+ 3: 0 ≤ t ≤ r−66 } if s ≥ 4.
Proof. We proceed as in the case of proof of the Lemma 8.2. We proof this lemma by
considering link of some vertices in T (r, s, k). We consider map of type {4, 6, 12} in place
of type {34, 6} and different values of r, s and k in the proof of Lemma 8.2. Thus, we get
all possible rages of r, s and k of T (r, s, k). This completes the proof.
Let M1 and M2 be two maps of type {4, 6, 12} on same number of vertices. Let
T (ri, si, ki) denote a (ri, si, ki)-representation ofMi. Similarly as in Sections 4, 5, by Lemma
9.1, let bi,j = length(Li,j) where Li,j, j = 1, 2, 3 denote non-homologous cycles of type H1
in T (ri, si, ki). Then
Lemma 9.3. The map M1 ∼= M2 if and only if (b1,1, b1,2, b1,3) = (b2,t1 , b2,t2 , b2,t3) for t1 6=
t2 6= t3 ∈ {1, 2, 3}.
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Table 6: Maps of type {4, 6, 12}
n Equivalence classes Length of cycles i(n)
36 T(18, 2, 9) (18, 18, 18) 1(36)
48 T(24, 2, 9), T(12, 4, 9) (24, 12, 24) 2(48)
T(24, 2, 15)
T(12, 4, 3) (12, 12, 12)
60 T(30, 2, 9), T(30, 2, 15) (30, 30, 30) 1(60)
T(30, 2, 21)
Proof. We proceed as in the case of the proof of Lemma 8.3. Let r = r1, s = s1, k = k1.
Consider horizontal cycles in T (ri, si, ki) of type H1. We proceed with similar argument as
in Lemma 4.9. So, we get M1 ∼= M2. Again, if (r, s, k) 6= (r1, s1, k1) then we proceed as in
the case of proof of Lemmas 5.6 and 6.3. Converse part follows from similar argument of
the converse part of Lemma 4.9. This completes the proof.
As in Section 4, by Lemmas 9.2 and 9.3, the maps of type {4, 6, 12} can be classified
on different number of vertices. We have done calculation for the vertices ≤ 60. We have
listed the obtained objects in the form of their T (r, s, k) representation in Table 6.
10 Maps of type {3, 4, 6, 4}
Let M be a semi-equivelar map of type {3, 4, 6, 4} on the torus. We define path W1 in
the edge graph of M on the torus. Let Q(i) := P (ui, ui+1, ui+2, ui+3) be a path in M ,
where lk(ui) = C(ui−1,a, b, ui+1, i, j, k, l,ui−2), lk(ui+1) = C(ui, b, c, ui+2, ui+3, g,h, i, j),
lk(ui+2) = C(ui+1, b, c, d, e, ui+3, g,h, i) and lk(ui+3) = C(ui+2,d, e, ui+4, f, g,h, i,ui+1)
Definition 10.1. Let P1 := P (. . . , vi−1, vi, vi+1, . . . ) be a path in edge graph of M . We say
P1 of type W1 if L1 := P (vt, vt+1, vt+2, vt+3) is a subpath of P1 or in a path containing P1.
In this case, either L1 7→ Q(i) by vj 7→ uj, L1 7→ Q(i + 1) by vj 7→ uj+1 or L1 7→ Q(i + 2)
by vj 7→ uj+2 for j ∈ {t, t+ 1, t+ 2, t+ 3}.
Definition 10.2. Let P2 := P (. . . , xi−1, xi, xi+1, . . . ) be a path in edge graph of M . We
say P2 of type W
′
1 if L2 := P (xt, xt+1, xt+2, xt+3) is a subpath of P2 or in a path containing
P2. In this case, either L2 7→ Q(i) by xj 7→ u2t+3−j , L2 7→ Q(i + 1) by xj 7→ u2t+3−j or
L2 7→ Q(i+ 2) by xj 7→ u2t+3−j for j ∈ {t, t+ 1, t+ 2, t+ 3}.
We consider only cycle of type W1 as W1 and W
′
1 define same type of cycle (by the
similar argument as in Section 8). Repeat the similar argument which is given in Section
9 and define a T (r, s, k) representation. In this process, we consider path of type W1 in
place of H1. Now, by Definition 10.1, there are three cycles through each vertex of M . Let
v ∈ V (M) and L1, L2 and L3 be three cycles through v. We cut along L1 and then, take
second cut along L3 where the starting adjacent face to base horizontal cycle L1 is a 4-gon.
So, every map has this T (r, s, k) representation. In Lemma 10.1, we show that map of type
{3, 4, 6, 4} contains at most three non-homologous cycles of type W1 of different lengths.
Lemma 10.1. The map M contains at most three non-homologous cycles of type W1 of
different lengths.
Proof. As above, proceed with similar argument of Lemma 8.1. Consider map of type
{3, 4, 6, 4} in place of {34, 6} and cycle of type W1 in place of Y1. Let w1 6= w2 be two
vertices of M . Let J1, J2, J3 denote three cycles through w1 and J
′
1, J
′
2J
′
3 denote three
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Table 7: Maps of type {3, 4, 6, 4}
n Equivalence classes Length of cycles i(n)
18 T(9, 2, 4) (9, 9, 9) 1(18)
24 T(12, 2, 4), T(12, 2, 7), T(6, 4, 4) (12, 6, 12) 2(24)
T(6, 4, 1) (6, 6, 6)
30 T(15, 2, 4), T(15, 2, 7), T(15, 2, 10) (15, 15, 15) 1(30)
36 T(18, 2, 4), T(18, 2, 13), T(9, 4, 7) (18, 9, 18) 2(36)
T(18, 2, 7), T(18, 2, 10), T(9 , 4, 1) (18, 9, 6)
T(9, 4, 4), T(6, 6, 4), T(6, 6, 1)
42 T(21, 2, 4), T(21, 2, 7), T(21, 2, 10) (21, 21, 21) 1(42)
T(21, 2, 13), T(21, 2, 16)
48 T(24, 2, 4), T(24, 2, 7), T(24, 2, 16) (24, 24, 12) 3(48)
T(24, 2, 19), T(12, 4, 4), T(12, 4, 10)
T(24, 2, 10), T(24, 2, 13), T(6, 8, 4) (24, 24, 6)
T(12, 4, 1), T(12, 4, 7), T(6, 8, 1) (12, 12, 6)
54 T(27, 2, 4), T(27, 2, 13), T(27, 2, 22) (27, 27, 27) 3(54)
T(27, 2, 7), T(27, 2, 10), T(27, 2, 16) (27, 27, 9)
T(27, 2, 19), T(9, 6, 4), T(9, 6, 7)
T(9, 6, 1) (9, 9, 9)
cycles through w2. Then, by the definition of cycle of type W1, we get a cylinder which is
bounded by Ji and J
′
j . That is, Ji and J
′
j are homologous for some i, j ∈ {1, 2, 3}. This
is hold for arbitrary vertex of M . We proceed as in the case of proof of Lemma 4.5 to
show that the homologous cycles of type W1 have same length. Thus, the map M contains
at most three non-homologous cycles of type W1 of different lengths. This completes the
proof.
We define admissible relations among r, s, k of T (r, s, k) such that representation
T (r, s, k) gives a map of type {3, 4, 6, 4} after identifying their boundaries.
Lemma 10.2. The maps of type {3, 4, 6, 4} of the form T (r, s, k) exist if and only if the
following holds : (i) s ≥ 2 even, (ii) 3 | r, (iii) number of vertices of T (r, s, k) = rs ≥ 18,
(iv) r ≥ 9 if s = 2, (v) r ≥ 6 if s ≥ 4, (vi) k ∈ {3t + 4: 0 ≤ t ≤ r−93 } if s = 2 &
k ∈ {3t+ 1: 0 ≤ t ≤ r−33 } if s ≥ 4.
Proof. We follow similar argument of the proof of the Lemma 8.2. We proof this lemma by
considering link of some vertices in T (r, s, k) and by showing that link of those vertices are
not cycle if we consider the values of r, s and k outside the given range in Lemma 10.2. So,
consider map of type {3, 4, 6, 4} in place of type {34, 6} and different ranges of r, s and k
in the proof of Lemma 8.2. Thus, we get all the cases of this lemma. This completes the
proof.
Let Mi for i = 1, 2 be maps of type {3, 4, 6, 4} on same number of vertices and Ti =
T (ri, si, ki) be (ri, si, ki)-representations of Mi. By Lemma 10.1, there are at most three
non-homologous cycles of different lengths in Ti. So, let ci,j = length(Ni,j) where Ni,j,
j = 1, 2, 3 denote non-homologous cycles of type W1 in Ti. Then,
Lemma 10.3. The map M1 ∼= M2 if and only if (c1,1, c1,2, c1,3) = (c2,t1 , c2,t2 , c2,t3) for
t1 6= t2 6= t3 ∈ {1, 2, 3}.
Proof. We proceed as in the case of proof of Lemma 8.3. Let r = r1, s = s1, k = k1. We
consider horizontal cycles of T (ri, si, ki) of type W1. Proceed with similar argument as in
the Lemma 4.9. Thus, we get M1 ∼=M2. Again, if (r, s, k) 6= (r1, s1, k1) then we proceed as
in the case of the proof of Lemma 5.6 and Lemma 6.3. Converse part follows from similar
argument of the converse part of Lemma 4.9. This completes the proof.
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As in Section 4, by Lemmas 10.2 and 10.3, the maps of type {3, 4, 6, 4} can be classified
on different number of vertices. We have done calculation for the vertices ≤ 54. We have
listed the obtained objects in the form of their T (r, s, k) representation in Table 7.
11 Maps of type {4, 82}
Let M be a semi-equivelar map of type {4, 82} on the torus. We define a fixed type of
path Z1 in M . Let Q(i) := P (ui, ui+1, ui+2, ui+3, ui+4) be a path in M , where lk(ui) =
C(ui−1, f, g,h, i,ui+2, ui+1, s, a, b, c,d,ui−3,ui−2), lk(ui+1) = C(ui,ui−1, f, g,h, i, ui+2,
ui+3,ui+4,p, q, r, s,a), lk(ui+2) = C(ui+1,ui,ui−1, f, g,h, i, j, ui+3,ui+4,p, q, r, s),
lk(ui+3) = C(ui+2, i, j, k, l,m,ui+6,ui+5, ui+4,p, q, r, s,ui+1), lk(ui+4) = C(ui+3, j, k, l,m,
ui+6, ui+5,o, p, q, r, s,ui+1,ui+2).
Definition 11.1. Let R1 := P (. . . , vi−1, vi, vi+1, . . . ) be a path in edge graph of M . We say
R1 of type Z1 if L1 := P (vt, vt+1, vt+2, vt+3, vt+4) is a subpath of R1 or in the extended path
of R1 then either L1 7→ Q(i) by vj 7→ uj, L1 7→ Q(i + 1) by vj 7→ uj+1, L1 7→ Q(i + 2) by
vj 7→ uj+2 or L1 7→ Q(i+ 3) by vj 7→ uj+3 for j ∈ {t, t+ 1, t+ 2, t+ 3, t+ 4}.
Definition 11.2. Let R2 := P (. . . , xi−1, xi, xi+1, . . . ) be a path in edge graph of M . We say
R2 of type Z
′
1 if L2 := P (xt, xt+1, xt+2, xt+3, xt+4) is a subpath of R2 or in the extended path
of R2 then either L2 7→ Q(i) by xj 7→ u2t+4−j , L2 7→ Q(i+1) by xj 7→ u2t+4−j , L2 7→ Q(i+2)
by xj 7→ u2t+4−j or L1 7→ Q(i+ 3) by vj 7→ u2t+4−j for j ∈ {t, t+ 1, t+ 2, t+ 3, t+ 4}.
As in Section 8, we consider path of type Z1 as Z1 and Z
′
1 define same type of path (by
the similar argument as in Section 8). Let P be a maximal path of type Z1. We argue similar
argument of Lemma 4.1 for P . So, we get an edge e in M such that P ∪ e is a cycle of type
Z1. Therefore, every maximal path of type Z1 is a cycle. Let C = P ∪ e. The cycle C is of
type Z1 and non-contractible (by the similar argument of Lemma 4.3). Let C1, C2, · · · , Ct
be a sequence of homologous cycles of type Z1. Then, we proceed with the similar argument
of Lemma 4.5. Thus, length(Ci) = length(Cj) for 1 ≤ i, j ≤ t. By Definition 11.1, there are
two cycles of type Z1 through each vertex of M . Let v ∈ V (M) and L1(v), L2(v) be two
cycles through v. We repeat the similar construction of (r, s, k)-representation of Section 4
for M . So, we get a T (r, s, k) representation of M . In this processes, we take first cut along
L1 and then, second cut along L2 where the starting adjacent face to the base horizontal
cycle L1 is a 4-gon. By this construction, every map of type {4, 8
2} on the torus has a
T (r, s, k) representation.
We have two cycles of type Z1 through each vertex of M . Therefore, by Lemma 11.1,
map M contains at most two non-homologous cycles of type Z1 of different lengths.
Lemma 11.1. The map M contains at most two non-homologous cycles of type Z1 of
different lengths.
Proof. Let v be a vertex in M . By the definition of cycle of type Z1, we have two cycles
namely, C1 and C2 through v. We proceed as in the case of proof of Lemma 8.1. So, we
get that the map M contains at most two non-homologous cycles of type Z1 of different
lengths.
We claim in the Lemma 11.2 that map of type {4, 82} does not contain cycle of type Z1
which has length four. We use this result to classify the maps of type {4, 82} on the torus.
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Table 8: Maps of type {4, 82}
n Equivalence classes Length of cycles i(n)
20 T(20, 1, 6), T( 20, 1, 14) (20, 20) 1(20)
24 T(24, 1, 6), T(24, 1, 18) (24, 8) 2(24)
T(8, 3, 2), T(8, 3, 6)
T(24, 1, 14), T(24 , 1, 10) (24, 24)
Lemma 11.2. The representation T (r, s, k) does not contain cycle of type Z1 of length four.
Proof. Suppose, T (r, s, k) has a cycle, say C of length four which is of type Z1. Let CF8
denote a boundary cycle of a 8-gon F8. By the definition of cycle of type Z1, if C ∩CF8 6= ∅
then C ∩ CF8 is a path of length three. So, let C ∩ CF8 = P (u1, u2, u3, u4). If C is a cycle
of length four then, u1 = u4 which is a contradiction as u1, u4 are in CF8 and CF8 is a
cycle without chord. Again, by the definition of cycle of type Z1, C must intersect a 8-gon.
Thus, length(C) > 4. So, a map M of type {4, 82} does not contain a cycle C of type Z1 of
length four. This completes the proof.
We define admissible relations among r, s, k of T (r, s, k).
Lemma 11.3. The maps of type {4, 82} of the form T (r, s, k) exist if and only if the
following holds : (i) 4 | r and s ≥ 1, (ii) number of vertices of T (r, s, k) = rs ≥ 20, (iii)
r ≥ 20 if s = 1, (iv) r ≥ 16 if s = 2, (v) r ≥ 8 if s ≥ 3, (vi) k ∈ {4t + 6: 0 ≤ t ≤ r−124 } if
s = 1, k ∈ {4t+ 7: 0 ≤ t ≤ r−164 } if s = 2 & k ∈ {4t− 1(mod r) : 0 ≤ t ≤
r−4
4 } if s ≥ 3.
Proof. We proceed as in the case of proof of Lemma 8.2 and use Lemma 11.2 to prove this
lemma. Considering link of some vertices in T (r, s, k), map of type {4, 82} in place of type
{34, 6}, and different values of r, s and k in the proof of Lemma 8.2. So, we get all possible
rages of r, s and k of T (r, s, k). This completes the proof.
Let Mi for i = 1, 2 be maps of type {4, 8
2} on same number of vertices and Ti =
T (ri, si, ki) represent of Mi. By Lemma 11.1, there are at most two non-homologous cycles
of different lengths in Ti. So, let ai,j = length(Ci,j) where Ci,j, j = 1, 2 denote non-
homologous cycles of type Z1 in Ti. Then,
Lemma 11.4. The map M1 ∼= M2 if and only if (a1,1, a1,2) = (a2,t1 , a2,t2) for t1 6= t2 ∈
{1, 2}.
Proof. We proceed as in the case of proof of Lemma 8.3. Let r = r1, s = s1, k = k1.
Consider horizontal cycles in T (ri, si, ki) of type Z1. Proceed with similar argument as in
Lemma 4.9. So, we get M1 ∼=M2. Again, if (r, s, k) 6= (r1, s1, k1) then we proceed as in the
case of the proof of Lemmas 5.6 and 6.3. Converse part follows from the similar argument
of the converse part of Lemma 4.9.
As in Section 4, by Lemmas 11.3, 11.4, the maps of type {4, 82} can be classified up
to isomorphism on different number of vertices. We have done calculation for the vertices
≤ 24. We have listed the obtained objects in the form of their T (r, s, k) representation in
Table 8.
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12 Semi-equivelar maps
Proof of Theorem 1.1. The proof of the Theorem 1.1 follows from the Sections 4, 5, 6, 7,
8, 9, 10, 11. Let M be a map on n vertices of type {33, 42} on the torus. We consider
all admissible T (r, s, k) representations of M by Lemma 4.8. We calculate length of the
cycles of types A1, A2, A3 and A4. We classify them by Lemma 4.9. In Table 1, we have
classified upto 22 vertices. Similarly, we consider maps of types {32, 4, 3, 4}, {3, 6, 3, 6},
{3, 122}, {34, 6}, {4, 6, 12}, {3, 4, 6, 4}, {4, 82} on the torus. That is, we consider cycles
of type B1 in maps of type {3
2, 4, 3, 4} and classify by Lemma 5.6. Table 2 contains the
classified maps upto 32 vertices. Consider cycles of type X1 in maps of type {3, 6, 3, 6} and
classify by Lemma 6.3. Table 3 contains the maps upto 30 vertices. Consider cycles of type
G1 in maps of type {3, 12
2} and classify by Lemma 7.3. Table 4 contains the maps upto
48 vertices. Consider cycles of type Y1 in maps of type {3
4, 6} and classify by Lemma 8.3.
Table 5 contains the maps upto 42 vertices. Consider cycles of type H1 in maps of type
{4, 6, 12} and classify by Lemma 9.3. Table 6 contains the maps upto 60 vertices. Consider
cycles of type W1 in maps of type {3, 4, 6, 4} and classify by Lemma 10.3. Table 7 contains
the classified maps upto 54 vertices. Consider cycles of type Z1 in maps of type {4, 8
2} and
classify by Lemma 11.4. Table 8 contains the maps upto 24 vertices. This completes the
proof.
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