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Abstract
Recently, in [P. Jizba and J. Korbel, Physica A 444, 2016, 808827], four generalized Shannon-Khinchin
[GSK] axioms have been proposed and a generalized entropy which uniquely satisfies the GSK
axioms has been derived. In this comment, we show that the unique class of the entropies derived
in the aforementioned paper is not correct, as it violates the fourth GSK axiom, and we derive the
correct one. Nevertheless, the class of entropies proposed in the commented paper still can serve as a
basis for generalized statistical mechanics. We propose a new axiomatic system which characterizes
the class of entropies.
Keywords: Shannon-Khinchin axioms, Information measures, Generalized entropy.
1. Preliminary notions
The set of positive real numbers will be denoted with R+ and the set of nonnegative real numbers will
be denoted with R+0 . The set of all n-dimensional distributions will be denoted with
∆n ≡
(p1, . . . , pn)
∣∣∣∣ pk ∈ R+0 ,
n∑
k=1
pk = 1
 ; n > 1. (1)
For P = (p1, . . . , pn) ∈ ∆n and Q = (q1, . . . , qm) ∈ ∆m, a direct product, P ⋆Q ∈ ∆nm is defined as
P ⋆Q = (p1q1, p1q2, . . . , pnqm). (2)
Let in the following q ∈ R+. For a distribution P ∈ ∆n, we define a q-escort distribution P
(q) ∈ ∆n with
P(q) = (p
(q)
1
, . . . , p
(q)
n ); p
(q)
k
=
p
q
k∑n
i=1 p
q
i
, k = 1, . . . , n. (3)
A ⊕q-addition [9] is defined with
u ⊕q v = u + v + (1 − q)uv; u, v ∈ R. (4)
Let us define an increasing, continuous, and invertible function h : R → R and the inverse mapping
h−1 : R→ R as
h(x) =

x, for q = 1
2(1−q)x − 1
1 − q
, for q , 1
⇔ h−1(x) =

x, for q = 1
1
1 − q
log2((1 − q)x + 1), for q , 1
. (5)
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Then, the following equality holds:
h(x + y) = h(x) ⊕q h(y), h
−1(x ⊕q y) = h
−1(x) + h−1(y); x, y ∈ R. (6)
2. On the generalized Shannon-Khinchin axioms from [7] and a corresponding unique class of entropies
A generalized entropy is characterized as a unique function Dn : ∆n → R
+
0 , which for all n ∈ N, n > 1
satisfies the following generalization of the Shannon-Khinchin axioms [8]:
[A1]Dn is continuous in ∆n;
[A2]Dn takes its largest value for the uniform distribution, Un = (1/n, . . . , 1/n) ∈ ∆n, i.e. Dn(P) ≤ Dn(Un),
for any P ∈ ∆n;
[A3]Dn is expandable: Dn+1(p1, p2, . . . , pn, 0) = Dn(p1, p2, . . . , pn) for all (p1, . . . , pn) ∈ ∆n;
[A4] Let P = (p1, . . . , pn) ∈ ∆n, PQ = (r11, r12, . . . , rnm) ∈ ∆nm, n,m ∈ N, n > 1 such that pi =
∑m
j=1 ri j, and
Q|i = (q1|i, . . . , qm|i) ∈ ∆m, where q j|i = ri j/pi and q ∈ R+ is some fixed parameter. Then,
Dnm(PQ) = Dn(P) ⊕q Dm(Q|P), where Dm(Q|P) = f
−1
h

n∑
i=1
p
(q)
i
fh(Dm(Q|i))
 , (7)
where fh is an invertible continuous function.
The axiomatic system [A1]-[A4] was first presented in [6] and latter on in [7], where a class of entropies
is proposed as the unique one which satisfies the axioms, as it is summarized in Theorem 2.1. However, the
proposed unique solution of the axiomatic system is not correct, as it violates the axiom [A4]. We comment
on this in Remark 2.2. After that, in Theorem 2.3, we derive the correct unique solution of [A1]-[A4].
Theorem 2.1. (Incorrect, from Appendix in [7]) The class of entropies which uniquely satisfies [A1]-[A4] is given
by
D˜n(P) = D˜n(P) = h
−
n∑
k=1
p
(q)
k
log2 pk
 =

−
n∑
k=1
pk log2 pk, for q = 1
1
1 − q

n∏
k=1
p
(q−1)p
(q)
q
k
− 1
 for q , 1.
(8)
Remark 2.2. (Incorrectness of Theorem 2.1) In the proof of the theorem from [7] it is (incorrectly) assumed
thatDn(P) has the form
D˜n(P) = f
−1
h

n∑
k=1
p
(q)
k
fh
(
h(τ log2 pk)
) , τ < 0, (9)
and, as a consequence, fh is found as a linear function of h
−1, which leads to the class of entropies (8), which
violates [A4]. To see this, let us rewrite [A4] as
h
−
n∑
i=1
m∑
j=1
r
(q)
i j
log2 ri j
 = h
−
n∑
i=1
p
(q)
i
log2 pi
 ⊕q h
−
n∑
i=1
p
(q)
i
m∑
j=1
q
(q)
j|i
log2 q j|i
 . (10)
After applying the mapping h−1 to the equation (10), and according to (6), we obtain
−
n∑
i=1
m∑
j=1
r
(q)
i j
log2 ri j = −
n∑
i=1
p
(q)
i
log2 pi −
n∑
i=1
p
(q)
i
m∑
j=1
q
(q)
j|i
log2 q j|i. (11)
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The equation (11) does not hold, in general, for every q. To check this, let q = 2 and
P = (p1, p2) =
(
1
2
,
1
2
)
and R =

r11 r12
r21 r22
 =

1
4
1
4
1
2 0
 , so that
Q|1 =
(
q1|1, q2|1
)
=
(
1
2 ,
1
2
)
Q|2 =
(
q1|2, q2|2
)
= (1, 0)
, (12)
where we have used q j|i = ri j/pi. Note that if V = (1/2, 1/2) or V = (1, 0), then V is equal to its escort
distribution, V = V(q), so that P(q) = P, Q
(q)
|1
= Q|1 and Q
(q)
|2
= Q|2 and
(p
(q)
1
, p
(q)
2
) =
(
1
2
,
1
2
)
,

r
(q)
11
r
(q)
12
r
(q)
21
r
(q)
22
 =

1
2+2q
1
2+2q
2q
2+2q 0
 =

1
6
1
6
2
3 0
 ,
(
q
(q)
1|1
, q
(q)
2|1
)
=
(
1
2 ,
1
2
)
(
q
(q)
1|2
, q
(q)
2|2
)
= (1, 0)
(13)
Therefore, we have:
−
n∑
i=1
m∑
j=1
r
(q)
i j
log2 ri j = −
1
6
log2
1
4
−
1
6
log2
1
4
−
2
3
log2
1
2
=
4
3
(14)
and
−
n∑
i=1
p
(q)
i
log2 pi −
n∑
i=1
p
(q)
i
m∑
j=1
q
(q)
j|i
log2 q j|i = 1 +
1
2
· 1 +
1
2
· 0 =
3
2
, (15)
and the equality (11) does not hold, which means that entropy form from [7] violates the axiom [A4].
In the following theorem, we fix the mistake by determining the correct unique class of functions which
satisfies [A1]-[A4], and the class of functions which fh belongs to.
Theorem 2.3. (Correction to Theorem 2.1) The class of entropies which uniquely satisfies [A1]-[A4] is given by the
following class:
Dn(P) =

τ
n∑
k=1
pk log2 pk, for q = 1
1
1 − q

( n∑
k=1
p
q
k
)−τ
− 1
 , for q , 1
, τ < 0. (16)
and fh has the form :
fh(x) =

τx, for q = 1
((1 − q)x + 1)−
1
τ , for q , 1
, τ < 0, (17)
or any linear function of (17).
Proof. Let us defineNn = h
−1 ◦ Dn and f = fh ◦ h, where ◦ denotes the composition of functions. Then,
[A1]-[A4] can equivalently be written as:
[B1]Nn is continuous in ∆n;
[B2]Nn takes its largest value for the uniform distribution, Un = (1/n, . . . , 1/n) ∈ ∆n, i.e. Nn(P) ≤ Nn(Un),
for any P ∈ ∆n;
[B3]Nn is expandable: Nn+1(p1, p2, . . . , pn, 0) = Nn(p1, p2, . . . , pn) for all (p1, . . . , pn) ∈ ∆n;
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[B4] Let P = (p1, . . . , pn) ∈ ∆n, PQ = (r11, r12, . . . , rnm) ∈ ∆nm, n,m ∈ N, n > 1 such that pi =
∑m
j=1 ri j, and
Q|i = (q1|i, . . . , qm|i) ∈ ∆m, where q j|i = ri j/pi and q ∈ R
+
0 is some fixed parameter. Then,
Nnm(PQ) = Nn(P) +Nm(Q|P), where Nm(Q|P) = f
−1

n∑
i=1
p
(q)
i
f (Nm(Q|i))
 , (18)
where f is an invertible continuous function.
As shown in [5], a functionNn : ∆n → R
+
0 satisfies [B1]-[B4] for all n > 1, iff it belongs to the following class:
Nn(P) =

τ
n∑
k=1
pk log2 pk, for q = 1
τ
q − 1
log2

n∑
k=1
p
q
k
 , for q , 1
, τ < 0. (19)
Consequently, a function Dn = h ◦ Nn satisfies [A1]-[A4] iff it belongs to the classDn = h (Nn(P)), which is
given by (16).
The form of the function fh can be found as follows. By substituting of the expression (19) to the axiom
[B4], we can obtain
Nm(Q|P) = Nnm(PQ) −Nn(P) =
τ
q − 1
log2
i∑
i=1
p
(q)
i
m∑
j=1
q
q
j|i
= f−1

n∑
i=1
p
(q)
i
f (Nm(Q|i))
 , (20)
where f is the function from the class parameterized by q, τ ∈ R:
f (x) =

τx, for q = 1
2
(q−1)x
τ , for q , 1
⇔ f−1(x) =

x
τ
, for q = 1
τ log2 x
q − 1
, for q , 1.
(21)
Moreover,Dm = h ◦ Nm so that
Dm(Q|P) = f
−1
h

n∑
i=1
p
(q)
i
f−1h (Dm(Q|i))
 = h(Nm(Q|P)) =
(
f ◦ h−1
)−1 
n∑
i=1
p
(q)
i
f ◦ h−1(Dm(Q|i))
 . (22)
Therefore, fh and f ◦ h
−1 generate the same quasi-linear mean, and according to a well known result from
mean theory [3], fh is a linear function of f ◦ h
−1, which proves the theorem. 
Remark 2.4. The generalized entropyDn can also be represented as
Dn(P) = 1
−1
h

n∑
k=1
p
(q)
k
1h
(
h(τ log2 pk)
) , τ < 0, (23)
where 1h has a form:
1h(x) =

τx, for q = 1
((1 − q)x + 1)
1
τ , for q , 1,
(24)
or any linear function of (24). Therefore, the assumption (9) made in [7], is valid only in the case when 1h is
linear function of fh, which can is satisfied for q = 1, i.e. in the case of Shannon entropy.
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Remark 2.5. If an additional normalization axiom is added to [A1]-[A4]:
[A5]Dn(
1
2 ,
1
2 ) = h(1),
then τ = −1 and the entropy (16) reduces to Tsallis entropy [10] and the function fh is a linear function of
x. This agrees with the result presented by Abe in [1], who has shown that if fh is linear, then [A1]-[A4]
uniquely characterize Tsallis entropy. In other words, if the axiomatic system from [7], is extended with the
axiom [A5], then it is equivalent to Abe’s axiomatic system.
Remark 2.6. The axiomatic system [A1]-[A4] and the corresponding unique class of entropies can further
be generalized if the conditional entropy in the axiom [A4] is taken with respect to the escort distribution
(p(α)
1
, . . . , p(α)n ), where α > 0 is an additional parameter (not necessarily equal to q). The interested reader is
referred to our previous paper [5] for this generalization.
3. On the axiomatic characterization of generalized entropy proposed in [7]
The entropy D˜n(P) proposed in (8) does not follow generalized Shannon-Khinchin axiom [A4] since the
conditional entropy D˜n(Q|P) cannot be represented as a quasi-linear mean (7), so that [A4] is preserved. On
the other hand, the unconditional entropy D˜n(P) can still serve as a basis for a generalization of statistical
mechanics, as it was elaborated in [7]. In the following text, we propose an axiomatic system which
characterizes the entropy D˜n(P), and give a further justification for its use.
First, recall that the entropy (8) can be represented as D˜n(P) = h(S˜n(P)), where
S˜n(P) = −
n∑
k=1
p
(q)
k
log2 pk (25)
is Acze´l-Daro´czy entropy [2]. It is easy to show that for any P,Q ∈ ∆n
S˜n(P ⋆Q) = S˜n(P) + S˜n(Q). (26)
By applying the map h to both sides of the equality (26) and using h(a + b) = h(a) ⊕q h(b), we obtain
D˜n(P ⋆Q) = D˜n(P) ⊕q D˜n(Q), (27)
which means that the axiom [A4] is satisfied in the case of independent probability distributions.
The relation (27) can be used as a basis for a characterization of the entropy D˜n. Let us characterize a
generalized entropy as a unique function Gn : ∆n → R
+
0 , which for all n ∈ N, n > 1 satisfies the following
axioms:
[C1] The information content I : (0, 1] → R+ is a continuous monotonically increasing function, which is
⊕q-additive:
I(ab) = I(a) ⊕q I(b), for all a, b ∈ (0, 1]. (28)
[C2] Gn is a quasi-linear mean of the information content
G(P) = f−1

n∑
k=1
p
(q)
k
· f (I(pk)
 , (29)
for all P ∈ ∆n, where f is invertible and continuous.
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[C3] Gn is composable:
Gn(P ⋆Q) = Gn(P) ⊕q Gn(Q), (30)
for all P,Q ∈ ∆n.
[C4] Normalization: Gn
(
1
2 ,
1
2
)
= h(1).
Based on a result from [4] we can easily find a class of entropies which uniquely satisfies [C1]-[C4].
According to the following theorem, the class of entropies is even wider than D˜n, it depends on two
parameters, q and λ, and contains D˜n as a special case for λ = 0.
Theorem 3.1. The class of functions which uniquely satisfies [C1]-[C4] is given by
Gn(P) =

h
−
n∑
k=1
p
(q)
k
log2 pk
 , λ = 0
h
 1λ log2

n∑
k=1
p
(q)
k
p−λk

 , λ , 0
. (31)
Proof. The theorem can be proven as a special case of the theorem from [4], where the quasi-linear mean
(29) is not taken with respect to the escort distribution P(α), but with respect to an arbitrary distribution U.
According to Theorem 2.1. from [4], the axiomatic system [C1]-[C3] is uniquely described by the following
class:
Gn(P) =

h

n∑
k=1
p
(q)
k
log2 p
τ
k
 , λ = 0
h
 1λ log2

n∑
k=1
p
(q)
k
pτλk

 , λ , 0
where τ < 0. (32)
If we impose the additional axiom [C4], then τ = −1, and the result follows.
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