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УДК 517.977 
ГРУППОВЫЕ ИГРОВЫЕ ЗАДАЧИ ДЛЯ СИСТЕМ 
С ПЕРЕМЕННЫМ ЗАПАЗДЫВАНИЕМ  
Е.А. Любарщук  
Черновицкий национальный университет им. Ю. Федьковича  
Рассмотрена игровая задача сближения траектории 
квазилинейного конфликтно-управляемого процесса с цилиндрическим 
терминальным множеством при наличии переменного запаздывания, что 
позволяет говорить о гарантированной поимке убегающего. Для 
дифференциально-разностных игр сближения с запаздыванием 
обобщается первый прямой метод Л.С. Понтрягина. Это дает возможность 
сравнить время окончания игры по первому прямому методу 
Л.С. Понтрягина с методом разрешающих функций. Рассмотрена задача 
группового преследования и получены достаточные условия сближения в 
классе квазистратегий, гарантирующие поимку убегающего группой 
преследователей. 
Ключевые слова: динамическая игра, конфликтно-
управляемый процесс, групповое преследование, многозначное 
отображение, условие Понтрягина, интеграл Аумана, гарантированное 
время. 
 
Розглянуто ігрову задачу зближення траєкторії 
квазілінійного конфліктно-керованого процесу з циліндричною 
термінальною множиною за наявності змінного запізнення, що гарантує 
піймання втікача. Для диференціально-різницевих ігор зближення з 
запізненням узагальнюється перший прямий метод Л.С. Понтрягіна. Це 
дозволяє порівняти час закінчення гри за першим прямим методом 
Л.С. Понтрягіна з методом розв’язуючих функцій. Розглянуто задачу 
групового переслідування та одержано достатні умови зближення в класі 
квазістратегій, які дозволяють гарантувати піймання втікача групою 
переслідувачів. 
Ключові слова: динамічна гра, конфліктно-керований 
процес, групове переслідування, багатозначне відображення, умова 
Понтрягіна, інтеграл Аумана, гарантований час. 
 
ВВЕДЕНИЕ 
 
Многочисленные содержательные результаты в теории 
дифференциальных игр вызывают интерес исследователей к этой области. 
Первые исследования, касающиеся основного уравнения теории 
дифференциальных игр, принадлежат Р. Айзексу [1]. В отдельные 
направления исследований можно отнести попятные процедуры Понтрягина 
[2] и правило экстремального прицеливания Н.Н.Красовского [3, 4]. 
Подход, связанный с правилом экстремального прицеливания 
Н.Н.Красовского, был использован для решения дифференциально-
разностной задачи преследования в работах Ю.С. Осипова, А.Б. Куржанского 
[9]. Основу решения составляет построение специальных множеств позиций, 
упирающихся в заданное целевое множество. 
Наряду с этим правилом, более простым для решения конкретных задач 
является первый прямой метод Л.С. Понтрягина [2]. Данный подход был 
использован для решения линейных дифференциальных игр преследования с 
запаздыванием в работе М.С. Никольского [10]. 
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Мощным методом при решении задач преследования, которые 
описываются функционально-дифференциальными уравнениями, является 
аппарат разрешающих функций [5–8]. Этот подход для дифференциально-
разностных игр сближения с постоянным запаздыванием был использован в 
работе Барановской Л.В. [11]. 
В данной работе для дифференциальных игр сближения с переменным 
запаздыванием обобщен первый прямой метод Л.С. Понтрягина. Также в 
работе исследуется задача сближения, которая описывается системой 
дифференциально-разностных уравнений с переменным запаздыванием для 
случая одного убегающего и группы преследователей. Для решения 
поставленной задачи используется метод разрешающих функций. 
Цель работы — построение и исследование схем метода разрешающих 
функций для задач сближения при выполнении условия Понтрягина и 
однотипной динамике, которая описывается системой дифференциально-
разностных уравнений с переменным запаздыванием. Данная задача ставится 
для случая группы преследователей и одного убегающего, а ее решение 
отвечает на вопрос возможности гарантированной поимки его. 
 
СХЕМА МЕТОДА РАЗРЕШАЮЩИХ ФУНКЦИЙ. ПЕРВЫЙ ПРЯМОЙ МЕТОД 
ПОНТРЯГИНА 
 
Рассмотрим задачу преследования, которая описывается системой 
линейных функционально-дифференциальных уравнений с переменным 
запаздыванием: 
;),,(φ))(τ()(=)( stvuttBztAztz ³+-+&  
.=)(;<ξ0,=)ξ( 0zszsz  
(1) 
Здесь nRz Î , A  и B  — nn ´  постоянные матрицы, непрерывная 
функция +®+¥ Rst ),[:)(τ . Блок управления задается функцией 
nRVUvu ®´:),(φ , которая считается непрерывной по совокупности 
переменных на прямом произведении непустых компактов 
)(),( nn RKVRKU ÎÎ . 
Цилиндрическое терминальное множество имеет вид [5]: 
,= 0
* MMM +  (2) 
где 0M  — линейное подпространство из 
nR , а M  — непустой компакт из 
ортогонального дополнения L  к 0M  в пространстве 
nR . 
Для задачи преследования (2)(1),  рассматривается локальная задача 
сближения с фиксированным временем. 
Управления игроков URtu ®+:)(  и VRtv ®+:)(  — измеримые 
функции времени. Цели игроков противоположны. Если первый игрок ( u ) 
старается вывести траекторию процесса (1)  на терминальное множество за 
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кратчайшее время, то второй игрок ( v ) пытается избежать встречи или 
максимально оттянуть момент попадания траектории на множество *M . 
Примем сторону первого игрока и сориентируемся на выбор 
противником измеримой функции из V  в качестве управления. Считаем, что 
игра происходит на интервале времени ][0, T . Тогда управление первого 
игрока выбираем на основе информации о начальном положении 0z  и )(×tv  в 
виде измеримой функции:  
,)(],[0,)),(,(=)( 0 UtuTtvzutu t ÎÎ×  (3) 
где ]}[0,:)({=)( tssvvt Î×  — предыстория управления второго игрока до 
момента t . Такое управление реализует квазистратегию. 
Пусть π  — ортопроектор, действующий из nR  в L . Положив 
}:),({=),(φ UuvuvU Î , рассмотрим многозначные отображения:  
),,(φ),(π=),,( vUstCvstW  
0),,,(=),( ³
Î
tvstWstW
Vv
I , 
определенные на множествах V´D  и D  соответственно, где 
0}:),{(= ³³D stst , ),( stC  — матричная функция Коши из представления 
решения [12]. 
Условие 1. (Условие Понтрягина) Отображение Æ¹),( stW  на 
множестве D .  
Так как матричная функция ),( stC  измерима по t  и суммируема по s  
для каждого +Î Rt  в силу предположений о параметрах процесса (1) , то 
можно сделать вывод, что при любом фиксированном 0>t  многозначное 
отображение ),,( vstW  является измеримым по s  на интервале ][0, t  и 
замкнутым по Vvv Î, . Тогда согласно [13] отображение ),( stW  — 
измеримое по ][0,ts Î  замкнутозначное отображение. 
Из условия Понтрягина и теоремы измеримого выбора [13] вытекает, что 
при любом 0³t  существует хотя бы один измеримый по s  селектор 
DÎÎ ),(),,(),(γ),,(γ ststWstst . 
Обозначим через G  совокупность таких селекторов многозначного 
отображения ),( stW . Зафиксируем некоторый элемент GÎ×× ),(γ  и положим:  
.),(γ),(π=)),(γ,,(ξ
0
00 dsstzstCzt
t
ò+××  (4) 
Рассмотрим многозначное отображение:  
}))],(γ,,(ξ[α)],(γ),,([:0α{=),,( 0 Æ¹××-Ç-³ ztMstvstWvstA  (5) 
и его разрешающую функцию  
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.,),()},,,(α:α{sup=),,(α Vvstvstvst ÎDÎÎ A  (6) 
Несложно показать, что т.к. ),(γ),,(0 stvstW -Î  для всех 
tsVv ££Î 0, , то при Mzt Î×× )),(γ,,(ξ 0  функция +¥=),,(α vst  при всех 
Vvts ÎÎ ],[0, . Если же Mzt Ï×× )),(γ,,(ξ 0 , то функция (6)  принимает 
конечные значения. 
Введем множество:  
1}.))(,,(αinf:0{=)),(γ,(
0
0 ³³×× ò
Î
dssvsttzT
t
Vv
 (7) 
Если Mzt Î×× )),(γ,,(ξ 0 , то +¥=),,(α vst  для Vvts ÎÎ ],[0,  и в этом 
случае значение интеграла в соотношении (7)  естественно положить равным 
¥+ , тогда соответствующее неравенство выполнено автоматически. В 
случае, когда неравенство в фигурных скобках в (7)  не выполняется при 
всех 0>t , полагаем, что Æ×× =),(γ,( 0zT . 
Теорема 1. Пусть для конфликтно управляемого процесса (2)(1),  
выполнено условие Понтрягина, coMM =  и для начального состояния 0z  и 
некоторого селектора GÎ×× ),(γ , Æ¹××Î )),(γ,( 0zTT . Тогда траектория 
процесса (1)  может быть приведена из начального состояния 0z  на 
терминальное множество *M  в момент T  с помощью управления (3) .  
Схема доказательства. 
Мы рассматриваем два случая: Mzt Ï×× )),(γ,,(ξ 0  и Mzt Î××× )),(γ),(,(ξ 0 . 
Для случая Mzt Ï×× )),(γ,,(ξ 0  разбиваем процесс преследования на два 
временных участка: "активный" ][0, *t  и "пассивный" ],[ * Tt , где *t  — 
момент переключения с одного закона выбора контруправления на другой, 
зависящий от предыстории управления убегающего. Для случая 
MzT Î×× )),(γ,,(ξ 0 , учитывая закон управления преследователя из формулы 
Коши, получаем необходимые результаты. 
Теорема 2. (теорема Понтрягина) Пусть выполняется условие 
Понтрягина для конфликтно-управляемого процесса (2)(1),  и для 
некоторого начального состояния 0z : +¥<)( 0zP , где  
}.),(),(π:0{=)(
0
00 dsstWMstCztminzP
t
ò-Î³  (8) 
Тогда траектория процесса (1)  может быть приведена с начального 
положения 0z  на терминальное множество в момент )( 0zP .  
Доказательство. 
Обозначим )(= 00 zPP . Тогда:  
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.),(),(π
0
0 dsstWMstCz
t
ò-Î  
Это означает, что существует такая точка MmÎ  и по определению 
интеграла Аумана такой измеримый селектор GÎ×× ),(γ , что:  
.),(γ=),(π
0
0 dsstmstCz
t
ò-  
Рассмотрим многозначное отображение:  
.],[0,0},=),(γ),(φ),(π:{=),( 000 VvPssPvusPCUuvsU ÎÎ-Î  (9) 
Пусть VPvsv ®][0,:),( 0 , — произвольная измеримая функция. Тогда 
из соотношения (9)  вытекает, что отображение ))(,(=)( svsUsU  — 
компактнозначное измеримое многозначное отображение на интервале 
][0, 0P . Согласно теореме измеримого выбора в нем существует измеримый 
селектор )(su , который и выберем в качестве управления первого игрока на 
интервале ][0, 0P . 
Из формулы (9) , с учетом (8) , получим:  
.=))(),((φ),(π),(π=)(π 0
0
0
000 MmdssvsusPCsPCzPz
P
Î+ ò  (10) 
Теорема доказана. Приведенную теорему и способ построения 
управления называют первым прямым методом Л.С. Понтрягина. 
Легко показать, что для конфликтно-управляемого процесса (2)(1),  с 
начальным состоянием 0z  при выполнении условия Понтрягина существует 
такой селектор GÎ×× ),(γ  для которого:  
).()),(γ,( 00 zPzT £××  
 
ГРУППОВОЕ ПРЕСЛЕДОВАНИЕ 
 
Рассмотрим задачу группового преследования с k  преследователями и 
одним убегающим. Задача описывается системой линейных функционально-
дифференциальных уравнений с переменным запаздыванием: 
;),,(φ))(τ()(=)( stvuttzBtzAtz iiiiiii ³+-+&
.1,..,=,=)(;<ξ0,=)ξ( 0 kizszsz iii  
(11) 
Здесь ini Rz Î , iA  и iB  — ii nn ´  постоянные матрицы, непрерывные 
функции +®+¥ Rsti ),[:)(τ . Блоки управления задаются функциями 
in
iii RVUvu ®´:),(φ , которые считаются непрерывными по совокупности 
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переменных на прямом произведении непустых компактов 
)(),( nni RKVRKU ÎÎ . 
Цилиндрические терминальные множества имеют вид [5]:  
.1,..,=,,= *0* kiRMMMM iniiii Ì+  (12) 
где 0iM  — линейное подпространство из i
nR , а iM  — непустой компакт из 
ортогонального дополнения iL  к 
0
iM  в пространстве i
nR . В пространстве 
nR  выделим терминальное множество *M , состоящее из множеств 
.1,..,=,* kiM i  
Для задачи преследования (12)(11),  рассматривается локальная задача 
сближения с фиксированным временем. 
Управления игроков kiURtu ii 1,..,=,:)( ®+  и VRtv ®+:)(  — 
измеримые функции времени. Цели игроков противоположны. 
Преследователи ( kiui 1,..,=, ) стараются вывести траекторию процесса (11)  
на терминальное множество за кратчайшее время, а убегающий ( v ) пытается 
избежать встречи или максимально оттянуть момент попадания траектории 
на множество *M . 
Примем сторону преследователей и сориентируемся на выбор 
противником измеримой функции из V  в качестве управления. Считаем, что 
игра происходит на интервале времени ][0, T . Тогда управление 
преследователей выбираем на основе информации о начальном положении 
0
iz  и )(×tv  в виде измеримой функции:  
,)(],[0,)),(,(=)( 0 UtuTtvzutu itii ÎÎ×  (13) 
где ]}[0,:)({=)( tssvvt Î×  — предыстория управления второго игрока до 
момента t . Такое управление реализует квазистратегию. 
Пусть iπ  — ортопроектор, действующий из i
nR  в iL . Положив 
}:),({=),(φ iiiii UuvuvU Î , рассмотрим многозначные отображения:  
),,(φ),(π=),,( vUstCvstW iiiii  
0),,,(=),( ³
Î
tvstWstW i
Vv
i I , 
определенные на множествах V´D  и D  соответственно, где 
0}:),{(= ³³D stst , ),( stCi  — матричная функция Коши из представления 
решения [12]. 
Условие 2. (Условие Понтрягина) Отображение Æ¹),( stWi  на 
множестве D  для всех ki 1,..,= .  
Так как матричная функция ),( stCi  измерима по t  и суммируема по s  
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для каждого +Î Rt  в силу предположений о параметрах процесса (11) , то 
можно сделать вывод, что при любом фиксированном 0>t  многозначное 
отображение ),,( vstWi  является измеримым по s  на интервале ][0, t  и 
замкнутым по Vvv Î, . Тогда согласно [13] отображение ),( stW  — 
измеримое по ][0,ts Î  замкнутозначное отображение. 
Из условия Понтрягина и теоремы измеримого выбора [13] вытекает, что 
при любом 0³t  существует хотя бы один измеримый по s  селектор 
kiststWstst iii 1,..,=,),(),,(),(γ),,(γ DÎÎ . 
Обозначим через iG  совокупность таких селекторов многозначного 
отображения kistWi 1,..,=),,( . Зафиксируем некоторый элемент ii GÎ×× ),(γ  
и положим:  
.),(γ),(π=)),(γ,,(ξ
0
00 dsstzstCzt i
t
iiiiii ò+××  (14) 
Рассмотрим многозначные отображения:  
.1,..,=
},))],(γ,,(ξ[α)],(γ),,([:0α{=),,( 0
ki
ztMstvstWvst iiiiiii Æ¹××-Ç-³A  (15) 
и их разрешающие функции:  
.1,..,=,,),()},,,(α:α{sup=),,(α kiVvstvstvst ii ÎDÎÎ A  (16) 
Несложно показать, что т.к. ),(γ),,(0 stvstW ii -Î  для всех 
kitsVv 1,..,=,0, ££Î , то при iiii Mzt Î×× )),(γ,,(ξ
0  функция +¥=),,(α vsti  
при всех kiVvts 1,..,=,],[0, ÎÎ . Если же iiii Mzt Ï×× )),(γ,,(ξ
0 , то функция 
(16)  принимает конечные значения. 
Введем множество:  
.),(γ)),,(γ),..,,(γ(=),(γ
1},))(,,(αmaxinf:0{=)),(γ,(
1
01,..,=
0
iik
t
kiVv
k
column
dssvsttzT
GÎ××××××××
³³×× ò
Î  (17) 
Если для некоторого номера ki 1,..,=  iiii Mzt Î×× )),(γ,,(ξ
0 , то 
+¥=),,(α vsti  для Vvts ÎÎ ],[0, , и в этом случае значение интеграла в 
соотношении (17)  естественно положить равным ¥+ , тогда 
соответствующее неравенство выполнено автоматически. В случае, когда 
неравенство в фигурных скобках в (17)  не выполняется при всех 0>t , 
полагаем, что Æ×× =)),(γ,( 0zTk . 
Теорема 3. Пусть для конфликтно управляемого процесса (12)(11),  
выполнено условие Понтрягина, coMM =  и для начального состояния 
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),..,(= 001
0
kzzz  и некоторого селектора GÎ×× ),(γ , Æ¹××Î )),(γ,(
0zTT k . 
Тогда траектория процесса (11)  может быть приведена из начального 
состояния 0z  на соответствующее терминальное множество *iM  в 
момент T  с помощью управления (13) .  
Доказательство. Пусть VTsv ®][0,:)(  — произвольная измеримая 
функция. Рассмотрим случай iiii Mzt Ï×× )),(γ,,(ξ
0  для всех ki 1,..,= . 
Для этого введем контрольную функцию:  
0.,))(,,(αmax1=)(
01,..,=
³- ò tdssvsTth
t
ki
 
Она непрерывна, не возрастает и 1=(0)h . Из определения времени T  
следует, что существует такой момент Ttvtt £× ** <0)),((= , что 0=)( *th . 
Разобъем процесс преследования на два временных участка: "активный" 
][0, *t  и "пассивный" ],[ * Tt , где *t  — момент переключения с одного закона 
выбора контруправления на другой, зависящий от предыстории управления 
убегающего. На первом из них работает собственно метод разрешающих 
функций. Когда в момент *t  интеграл от разрешающей функции станет 
равным единице, то процесс преследования переключим на первый прямой 
метод Л.С. Понтрягина. 
Определим следующий закон выбора управления преследователя. 
Введем многозначные отображения:  
Î-Î ),(γ),(φ),(π:{=),(1 sTvusTCUuvsU iiiiiiii
))]}.,(γ,,(ξ)[,,(α 0 ××- iiiii zTMvsT  
(18) 
В силу теоремы об обратном образе отображения ),(1 vsU i  
BL´ -измеримы, а значит, согласно теореме измеримого выбора [13] в 
каждом из этих многозначных отображений существует  хотя бы  один 
BL´ -измеримый селектор ),(1 vsu i . 
Управления преследователей на интервале )[0, *t  положим равным:  
.1,..,=)),(,(=)( 11 kisvsusu ii  
На пассивном участке ],[ * Tt  "накапливать" разрешающую функцию 
больше не имеет смысла, поэтому здесь разрешающая функция полагается 
равной нулю:  
kiTtsvsTi 1,..,=],,[0,=),,(α *Î , 
а управление преследователей выбираем теперь в соответствии с прямым 
методом Л.С. Понтрягина. 
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Рассмотрим отображения:  
kiVvTts
sTvusTCUuvsU iiiiiiii
1,..,=,],,[
0},=),(γ),(φ),(π:{=),(
*
2
ÎÎ
-Î
 
которые являются BL´ -измеримым и их селекторы ),(2 vsu i  — BL ´ -
измеримы. 
Управление преследователей на интервале ),[ * Tt  положим равным:  
.1,..,=)),(,(=)( 22 kisvsusu ii  (19) 
Пусть iiii MzT Î×× )),(γ,,(ξ
0  для некоторого номера i . Тогда управление 
i -го преследователя на интервале )[0, T  выберем в виде (19) , а управления 
остальных преследователей выберем произвольными. 
Таким образом, определены законы управления преследователей для 
любых возможных ситуаций. 
Покажем, что при этом хотя бы для одного ki 1,..,=  траектория процесса 
(11)  в момент T  попадет на соответствующее множество *iM  при любых 
управлениях убегающего. 
Из формулы Коши [12] для системы (11)  следует представление: 
.))(),((φ),(π),(π=)(π
0
0 dssvsusTCsTCzTz iiii
T
iiiii ò+  (20) 
Проанализируем сначала случай ii MzT Ï×× )),(γ,,(ξ 0  для всех ki 1,..,= . 
Для этого прибавим и вычтем из правой части равенства (20)  вектор 
dssTi
T
),(γ
0
ò . Тогда с использованием закона выбора управления 
преследователем (13) , получим:  
dssTsvsusTCdssTsTCzTz iiiii
t
i
t
iiiii )],(γ))(),((φ),(π[]),(γ),(π[=)(π
*
0
*
0
0 -++ òò
,))(,,(α)))(,,(α))(1,(γ,,(ξ)(π
*
0
*
0
0 dsMsvsTdssvsTzTTz ii
t
i
t
iiiii òò +-××Î  
в котором учтено равенство ],[0,=))(,,(α * TtssvsTi Î . Но т.к. 
)( ini RcoKM Î  и учитывая, что 1=))(,,(α
*
0
dssvsTi
t
ò  для индекса i , на 
котором достигается максимум интеграла в определении функции )( *th , 
имеем iii
t
MdsMsvsT =))(,,(α
*
0
ò . А значит iii MTz Î)(π . 
ã Е.А. Любарщук, 2016 
ISSN 2519-2205 (Online), ISSN 0454-9910 (Print). Киб. и выч. техн. 2016. Вып. 185. 
 
57 
Пусть для некоторого i  iiii MzT Î×× )),(γ,,(ξ
0 . Тогда учитывая законы 
управления преследователей из представления (20)  следует включение 
*)( ii MTz Î . 
Теорема доказана. 
Таким образом, для задачи группового преследования получены 
достаточные условия гарантированной поимки убегающего группой 
преследователей. 
 
ВЫВОДЫ 
 
Обобщен первый прямой метод Л.С. Понтрягина для дифференциально-
разностных игр в классе квазистратегий. Конфликтно-управляемый процесс 
описывается системой дифференциально-разностных уравнений с 
переменным запаздыванием. Получены достаточные условия разрешимости 
задачи сближения за некоторое гарантированное время. Построена и 
исследована схема метода разрешающих функций для задачи группового 
преследования. 
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UDC 517.977 
GROUP PURSUIT IN DIFFERENTIAL-
DIFFERENCE GAMES WITH VARIABLE DELAY  
I.A. Liubarshchuk  
Yuriy Fedkovych Chernivtsi National University, Chernivtsi, Ukraine  
Introduction. A variety of interesting examples stimulated the development 
of the Mathematical Control Theory, in particular, the Dynamic Games Theory. 
First fundamental results in Differential Games Theory were obtained by R. Isaacs. 
Some others directions of research are Pontryagin’s procedures and Krasovskii’s 
extremal aiming principle. The further development of Pontryagin’s ideas by his 
disciples and followers resulted in the Method of Resolving Functions, one of the 
most powerful methods of dynamic game theory. 
The essence of the Method of Resolving Functions is in the construction of 
some numeric resolving function on the known parameters of the process. The 
resolving function outlines the course of the process. At the moment at which its 
integral turns into unit the trajectory of the process hits the terminal set. 
This method was used by Baranovskaya for local convergence problems with 
fixed time, which are described by a system of differential-difference equations of 
delay-type. 
The purpose of the article is to investigate group problem, which is 
described by a system of differential-difference equations with variable delay. The 
necessary and sufficient conditions for solvability of such problems are established.  
Results. We considered a pursuit problem in 2-person differential game, one 
player is a pursuer and another one is an evader. The problem was given by the 
system of the differential-difference equations of delay-type and for such a 
conflict-controlled process we presented conditions on its parameters and initial 
state, which were sufficient for capturing the evader. For differential-difference 
games with time lag we generalized Pontryagin’s First Direct Method. That gave 
us a possibility to compare results obtained by the Method of Resolving Functions 
for such conflict-controlled processes to Pontryagin’s First Direct Method. The 
necessary and sufficient conditions for group problem  solvability were established. 
Conclusions. A general scheme of the Method of Resolving Functions for the 
local convergence problem with fixed time is presented . The conflict-controlled 
process is described by a system of differential-difference equations of delay-type 
with variable delay. 
For differential-difference games with variable delay we generalized 
Pontryagin’s First Direct Method. 
We also considered the group pursuit problem in differential game. For such 
conflict-controlled process we obtained and investigated general scheme of the 
Method of Resolving Functions. 
Keywords: Dynamic game, conflict-controlled process, group pursuit, set-
valued map, Pontryagin’s condition, Aumann’s integral, guaranteed time. 
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