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Abstract  
The narrow hydrophobic interior of a carbon nanotube (CNT) poses a barrier to the 
transport of water and ions, and yet, unexpectedly, numerous experimental and simulation studies 
have confirmed fast water transport rates comparable to those seen in biological aquaporin 
channels. These outstanding features of high water permeability and high solute rejection of even 
dissolved ions that would typically require a lot of energy for separation in commercial processes 
makes carbon nanotubes an exciting candidate for desalination membranes. Extending ion 
exclusion beyond simple mechanical sieving by the inclusion of electrostatics via added 
functionality to the nanotube bears promise to not only reduce the energy requirement of the ion 
rejection process but to also lend the nanotube an added attribute of perm-selectivity. 
Confinement of water and ions in the nanotube leads to unique structure, dynamics, and 
electrostatic effects, which manifest as a result of discreteness of molecules, ion-ion interactions, 
and ion-specific interactions at nanoscale confinements that are not accounted for in continuum-
based transport equations. Using Molecular dynamics (MD), an attempt has been made to provide 
a detailed molecular-level understanding of the structure, dynamics, and energetic aspects of the 
permeation mechanism as functions of CNT pore sizes, external solution concentrations, the 
number and nature of charges on the CNT wall, and external electric fields. Ion transport and 
electrolyte rejection rates are calculated from long-timescale MD simulations for the cases studied 
herein, and these are compared to the predictions of continuum theory. Additionally, ion 
conduction rates are indirectly calculated as functions of the energy barriers that are obtained by 
using umbrella sampling and free energy perturbation methods. The feasibility of using the 
thermodynamically-derived Donnan theory to make realistic predictions of co-ion concentrations 
in charged CNT-based nanoporous membranes with diameters less than 3 nm is discussed. 
vii 
 
Furthermore, the deviations from macroscopic ion transport predictions and their possible causes 
are highlighted. 
It is hoped that this work, when taken in conjunction with experimental studies, will not 
only help to extend the general continuum-based transport equations to cover nanoscale transport 
phenomena but will also help to improve the MD force-fields to enable predictions with greater 
accuracy.  
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 Introduction 
Nanofluidic devices have typical sizes in the range of 1-100 nm1 and find a wide variety of 
potential applications2 in drug delivery3, detection systems4,5, diagnostic devices, and clean, 
energy-saving technologies such as novel membranes for desalination6. Some examples of high 
impact implementation of these types of devices that are commercialized today are lab-on-a-chip 
analytical instruments7,8 and nanofluidic transistors9-12. Confinement in such devices of 
dimensions approaching the characteristic length scales of the fluid molecular constituents leads 
to transport phenomena that are distinct from those seen in the macroscopic regime. Fluid flow 
under nanoscale confinement is commonly encountered in biology, but the mechanism that 
facilitates the rapid movement of water across cell membranes was unexplained until as recently 
as 1992 when Agre and coworkers discovered the aquaporin, an integral membrane protein13. 
Despite being lined with hydrophobic residues, this protein forms a water channel having high 
water permeability, allowing water transport in a single file to the cell while blocking other charged 
solutes. Along with water permeation, ion transport, which is seen across lipid bilayers through 
plasma membranes also known as ion channels14-16, is important for cell homeostasis.  Examples 
of this in nature are not limited to the biological world: a class of fullerenes that shares many of 
the structural and functional features of biological channels is carbon nanotubes (CNTs). A recent 
review paper discusses a vast array of commercially available carbon nanotube applications17. 
1.1 Relevance and applicability 
A carbon nanotube (CNT) can be viewed as a single sheet of graphene that has been rolled 
into a seamless cylinder. It has many unique properties, such as a high aspect ratio, high thermal 
and electrical conductivity, extremely high tensile strength on account of sp2 bonding, and can be 
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chemically functionalized making it conducive to use in many new technologies18. The graphitic 
walls of the CNT are hydrophobic, almost frictionless, and the CNT diameter can be tuned to be 
comparable to that of a single molecule19. In spite of reduced dimensionality and hydrophobicity, 
computer simulations and experiments report water to readily enter the nanotube and, in the case 
of pressure driven flow, the flux observed is many orders of magnitude higher than that obtained 
from continuum calculations20-24. This property of high water flux with high selectivity is 
extremely conducive to desalination applications. High water flow rate, along with selective ion 
transport, is an important feature of ion channels in living organisms; however, experimental 
analysis to study ion channels is a real challenge as ion channels can degrade under experimental 
conditions, have dimensions of the order of few nanometers and possess non-uniform surfaces, 
and uneven charge distributions that make them a complex system to study. On the other hand, 
carbon nanotubes can be easily embedded into lipid membranes and hence can be used as 
simplified biomimetic devices to study water and ion transport at a nanoscopic level25,26. 
1.2 Water flow enhancement 
The unconventional flow rates exhibited by CNTs have exciting implications in the field 
of ultrafiltration and nanofiltration. A popular approach24 to explain the enhancement of flow is to 
replace the no-slip boundary condition with a slip-modified condition in the standard Navier-
Stokes (NS) treatment of classical fluid mechanics applied to steady-state, pressure-driven, laminar 
flow through a cylinder. When subject to a pressure gradient, the radial velocity profile 𝑢𝑢𝐻𝐻𝐻𝐻(𝑟𝑟)  
that develops is given by 
 
𝑢𝑢𝐻𝐻𝐻𝐻 = ∆𝑝𝑝𝑧𝑧𝑅𝑅24𝜇𝜇  (1 −   𝑟𝑟2𝑅𝑅  ) (1.1) 
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where 𝑅𝑅 is the radius of the cylinder, 𝜇𝜇 is the fluid viscosity, and ∆𝑝𝑝𝑧𝑧 is the applied pressure 
gradient. The volumetric flow rate can be obtained via integration of Eq. (1) as 
 𝑄𝑄𝐻𝐻𝐻𝐻 = 2𝜋𝜋 � 𝑟𝑟 𝑢𝑢𝐻𝐻𝐻𝐻 𝑑𝑑𝑟𝑟𝑅𝑅
0
=  −𝜋𝜋 𝑅𝑅4∆𝑝𝑝𝑧𝑧8𝜇𝜇  (1.2) 
which is the classical Hagen-Poiseuille (HP) Law. Under conditions of fluid slip at the wall, the 
no-slip boundary condition used in the derivation of Eq. (1) (𝑢𝑢𝐻𝐻𝐻𝐻(𝑅𝑅) = 0) can be replaced with a 
slip-modified condition, 𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑅𝑅) =  −𝐿𝐿𝑠𝑠 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 |𝜕𝜕=𝑅𝑅 , where  𝐿𝐿𝑠𝑠 is the slip length. The slip-modified 
velocity (𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) and flow rate (𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) are then derived as 
 
𝑢𝑢𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  −𝑅𝑅2∆𝑝𝑝𝑧𝑧4𝜇𝜇 (1 −  𝑟𝑟2𝑅𝑅2 + 2𝐿𝐿𝑠𝑠𝑅𝑅  ) (1.2) 
 
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑄𝑄𝐻𝐻𝐻𝐻(1 + 4𝐿𝐿𝑠𝑠𝑅𝑅  ) (1.4) 
respectively. The order of magnitude of enhancement in flow is debated between available 
experimental and simulation studies22-24, typically ranging from 1 to 2 orders of magnitude (as 
𝐿𝐿𝑠𝑠>> 𝑅𝑅 and 4𝐿𝐿𝑠𝑠𝑅𝑅  ~ 10 - 100 ). Regardless, with significant progress in the low-cost production of 
aligned CNTs27-29 whose diameters can be carefully controlled, CNTs provide great promise for 
the development of novel nanofluidic devices and membranes that can simultaneously increase 
throughput and reduce energy consumption.  
1.3 Modification of structure and dynamics of water under confinement 
The confinement of water in carbon nanotubes has been shown to produce some 
remarkable structural and dynamical features as compared to bulk water30,31, which include a lower 
number of hydrogen bonds32-34, increased lifetimes of hydrogen bonds35, the layered structure of 
water under confinement36, its reduced density and viscosity37, and an increased proton mobility 
in 1-D water chains38. Water has unique properties and an understanding of the interactions 
between water and carbon nanotubes is key to the development of many new applications.  
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1.4 Ion transport 
Highly efficient membranes should allow for large water flow rates with a precise degree 
of control over ion selectivity. Flow of water and ions in nanotubes can be achieved by application 
of an electric field, pressure difference, concentration gradient, uneven charge distribution, and/or 
osmotic pressure. The desired rate and selectivity of ion transport can be controlled by various 
means, such as varying the pore size, the ion concentration, the charge distribution, the density of 
charges, and via chemical functionalization. Simple ion-exclusion can be achieved via steric 
hindrance or the sieving mechanism when the diameter of the pore is smaller than that of the 
hydrated ion but still large enough to allow water molecules to translocate39. However, if one 
wishes to construct membranes of practical interest where appreciable flow rates are desired, the 
diameter of the CNT must exceed the size of the ion. In such cases, ion transport is usually tuned 
by a combination of sieving and an application of charges on the CNT surface. The various 
contributions to ion exclusion arise from sieving, electrostatic interaction of ions with charges and 
other ions that may be present in the system, the modification of the hydration shell of the ions, 
and the anisotropic dielectric of the membrane phase (which is quite different from the bulk phase). 
In the absence of well-known theories at the nanoscale and very limited experimental studies, it is 
quite a challenge to quantify the exact contributions and significance of each of these exclusion 
mechanisms to the total ion exclusion as a function of pore size, ion type, concentration of fixed-
charges, and external solution concentration. Without the ability to predict characteristics and the 
extent of ion exclusion within carbon nanotubes, progress towards the rational design of 
nanofluidic devices employing them is impeded. 
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1.5 Predictive theories 
At the continuum level, the theoretical framework to describe water and ion transport is 
provided by the coupled Navier-Stokes (NS) and Poisson-Nernst-Planck (PNP) equation. Major 
components of the solution to the ion transport equations in continuum theory is the distribution 
of ions and electric potential, which can be obtained from the Poisson-Boltzmann (PB) relation. 
However, these theories are based on a number of approximations that are justified at the 
continuum level to make the solutions tractable. Water, which is practically treated as an 
incompressible Newtonian fluid under ordinary conditions, has its flow commonly described by 
the Navier-Stokes (NS) equation of hydrodynamics. The NS equation for incompressible 
Newtonian fluids assumes the fluid to be a continuous isotropic medium having constant viscosity 
where the stress vector is directly proportional to the strain vector. At the nanoscale, however, 
especially at confinements below 1 nm, the fact that water is made up of discrete molecules cannot 
be ignored and the discrepancies in the observables for water, such as viscosity, fluid velocity, etc., 
between results obtained from both experiments and simulations and those acquired by theoretical 
calculations from classical fluid dynamics begin to appear.  
The rate and extent of ion transport across membranes is influenced not only by the ion 
concentrations on the two sides of the membrane but also by the voltage (i.e., the electric potential) 
that exists across the membrane even in the absence of an applied electric current40,41. This electric 
potential always originates as a result of a net charge42. This excess charge could result from 
unequal ion concentrations between the solutes at the interfaces due to membrane selectivity to a 
particular ionic species on account of membrane fixed-charges or a diffusion potential caused by 
the dissimilar mobilities of ions inside the membrane. The tool for describing this potential and 
ion concentration distributions from a charged surface is the Poisson-Boltzmann equation. The PB 
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equation assumes the ions to be point charges and the dielectric to be spatially-uniform, 
structureless medium. It neglects the correlation between charges and disregards ion specific 
effects. In reality, ions are not point-like particles and steric effects must be included that depend 
on the effective ionic radius. Also, the assumption of a constant bulk dielectric is expected to break 
down close to surfaces, especially near hydrophobic surfaces where water ordering induces an 
electric dipole pointing towards the interface. Ion specificity is intimately connected to the 
Hoffmeister effect, namely, that the interaction between charged and neutral objects in aqueous 
media depends crucially on the ion type and not only on the electrolyte concentration. While 
simulation studies suggest that using the bulk dielectric is not a critical assumption and that 
neglecting the correlations between charges does not give any major error, one still cannot 
overlook the finite-size effects of the ion or its specificity at the nanoscale43.  
A simple comparison of the characteristic electrostatic length scales shown in Table 1-1 
should make the problem of using continuum theory obvious. The table shows a comparison of 
the electrostatic length scales for 0.001 M, 0.1 M, and 1 M NaCl solutions in a (10,10) CNT with 
a diameter of 1.356 nm, length of 5 nm, and for a constant surface charge density of 
∑~0.009 𝑒𝑒/𝑛𝑛𝑛𝑛2. The electrostatic length scales are comparable to the diameter of the nanotube 
and thus the assumptions of continuum theory will very likely breakdown at this scale.  
Apart from the Poisson-Boltzmann equation44, the ionic distributions inside the membrane 
phase can be predicted from statistical mechanics theories, such as the mean spherical 
approximation with the second virial coefficient and the hypernetted chain correlations45,46. Even 
with the added level of information and complexity, these theories do not perform any better than 
the more approximate PB equation. Therefore, a universal and tractable theory that provides a 
complete description of the ion concentration for any charge distribution, membrane geometry,  
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Table 1-1: Comparison of electrostatic length scales. 
Type of electrostatic 
length 
Equation Value (nm) 
Bjerrum Length 
(length below which 
electrostatic interactions 
dominate thermal effects) 
𝑙𝑙𝐵𝐵= 𝑧𝑧2𝑒𝑒24𝜋𝜋𝑘𝑘𝐵𝐵𝑇𝑇 0.67 
Debye length 
(characterizes the length of 
the Electric Double Layer 
(EDL)) 
𝜆𝜆 =  � 𝜀𝜀𝑘𝑘𝐵𝐵𝑇𝑇8𝜋𝜋𝑛𝑛𝑒𝑒2𝑧𝑧2 =  � 𝜀𝜀𝑘𝑘𝐵𝐵𝑇𝑇2𝑁𝑁𝐴𝐴𝑒𝑒2𝐼𝐼𝑐𝑐 =  (8𝜋𝜋𝑙𝑙𝐵𝐵𝜌𝜌𝑠𝑠)−(12) 
9.7, 
0.97, 
0.3 
 
 
Gouy – Chapman length 
(distance from the wall 
where the electrostatic 
interaction of a single ion 
with the wall becomes of 
the order of thermal energy) 
𝑙𝑙𝑐𝑐 = 1(2𝜋𝜋∑ 𝑙𝑙𝐵𝐵) 
 
2.4, 
2.4, 
2.4 
 
(∑~0.009 𝑒𝑒/𝑛𝑛𝑛𝑛2) 
Dukhin length 
(scale below which surface 
conduction dominates over 
bulk) 
𝑙𝑙𝐷𝐷𝜕𝜕 = |∑|𝜌𝜌𝑠𝑠  
155.9, 
1.56, 
0.15598 
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and size, external solution concentration or type of electrolyte, and that takes into account the 
molecular nature of the solution inside a membrane, is still lacking. Even so, there exists an even 
more simplified expression than the Poisson-Boltzmann equation which ignores the effect of 
geometry and pore size, assumes homogeneous distribution of surface charges, and an ideal 
behavior of free ions in solution throughout the space - the Donnan theory47,48. This theory provides 
the equilibrium distribution of ions in the pore when a charged or selective membrane comes into 
contact with solutions of unequal concentrations. An exact solution for the transition from Poisson-
Boltzmann theory to the Donnan model and their intrinsic linkage was shown by Dähnert et al49. 
The Donnan model has been found by some studies50 to present a good starting point to predict 
co-ion exclusion trends in commercial membranes. Recently, Fornasiero et al.51 have suggested 
that CNTs with negatively-charged functionalities show an ion exclusion phenomenon that is 
dominated by electrostatic interaction over steric effects, and that the ion rejection follows trends 
similar to that predicted by Donnan theory. 
An added level of information in the statistical mechanics theory might yield better results 
but at the cost of increasing complexity of the solution; furthermore,  molecular-level simulations 
are too computationally expensive to conduct for each and every case42,52. Nevertheless, a few 
prudent simulations cannot only point out the cause of deviations between simple macroscopic 
equations, such as the Donnan model, and observed potentials, but can also help to identify the 
coupling between various simulation conditions, such as nanotube diameter, ion size, ion charge 
density, external solution concentration, and fixed-charge concentration. Hence simulations could 
guide the development of governing equations that go beyond the known phenomenological 
coefficients to include information missing at the macroscopic scale such as finite-size effects, 
hydration effects, ion correlations, and the variation in the dielectric constant. 
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An approach that allows us to resolve water and ion transport at the microscopic level is 
molecular dynamics (MD) simulation. MD is a powerful tool, which explicitly calculates the 
motion of all particles in the system described by classical mechanics (i.e., Newton's equations of 
motion) and enables us to probe the structure, dynamics, and energetics of the species of interest.  
For the CNT based nanofluidic platforms that we are interested in, given a correct potential model, 
one can obtain an exact solution for the ion transport through sufficiently long molecular dynamics 
simulations. For processes near equilibrium, the local structure of water and ions under 
confinement (i.e., the distribution functions and coordination numbers of ions), and time 
correlation functions that provide dynamic properties, such as the diffusion coefficient and 
viscosity, can be easily determined from an MD simulation. Thermodynamic functions, such as 
Gibbs energy or the Helmholtz energy that cannot be directly measured in an MD simulation and 
cannot be expressed as a simple average of some function of coordinates and momenta53,54, can be 
straightforwardly calculated by employing separate techniques, such as umbrella sampling55 or 
free energy perturbation methods56.  
1.6 Objectives of this study 
The objectives of this work are to present qualitative and quantitative information 
regarding the structure, dynamics, and energetics of the water and ions under confinement using 
molecular dynamics simulations and to use those results to shed light on ion permeation 
mechanisms in confined channels by taking into account the detailed structure of the 
CNT/electrolyte system and ion-specific interactions. We would also like to establish whether 
Donnan theory (which is obtained from a thermodynamic derivation) provides a sufficient 
description of co-ion exclusion from charged CNTs in contact with 1-1 electrolytes. With recent 
increases in available computational speed and power, we attempt to directly compare the ionic 
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fluxes calculated according to macroscopic theory equations to the results of long MD simulations 
for cases of passive transport under varying confinements in uncharged CNTs, through charged 
nanotubes having varying magnitudes of fixed-charges and external solution concentrations, and 
electric field-driven ionic fluxes. Our goal is to identify and explain the reasons for any observed 
deviations between macroscopic equations and the results of the MD simulations that may be used 
in development of transport equations governing nanoscale transport in the future. 
To attain these goals, we adopt the following approach: 
1. We first validate our description of the simulation model with CNT in bulk water against well-
known experimental and simulation results via a thorough comparison of the water structure (radial 
distribution functions of water, hydrogen bonding structure, and axial density), dynamics 
(diffusion coefficients, hydrogen bond lifetimes), and energetics (hydrogen bond energies) under 
confinement. We then select a water model that can best reproduce the properties of real water that 
are required to simulate appropriately the physical problem under consideration. 
2. We then use the validated model to explore water and ion permeation mechanisms through an 
uncharged CNT via a thorough study of the structure, dynamics, and energetics of the translocating 
solute (ion).  We compare the structural features (molecular distributions, coordination numbers) 
and dynamical features (diffusion coefficients) for different pore sizes and electrolyte 
concentrations. The distinct boundary between the CNT and the bulk reservoir provides a barrier 
to ion translocation, and we can provide quantitative estimates of the barrier to the transport via 
single ion potential of mean force (PMF) studies. To ensure the validity and the quality of our PMF 
results, we also perform rigorous free energy perturbation studies (via the Bennett acceptance ratio 
method) to obtain ion solvation energy in bulk and under confinement in the CNT. This not only 
provides a quantitative estimate of the energy barrier for the ion to partition into the CNT, but also 
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allows for understanding the energy barrier in context of the structural changes taking place during 
the ion translocation process. Since ion permeation rates are intertwined with the free energy 
barriers for ion translocation, we also obtain transport coefficients for ions, such as ion 
permeability and maximum conductance. 
3. We extend the simulations mentioned above to obtain pseudosteady-state fluxes through 
uncharged nanotubes and these fluxes can be compared to theoretical calculations from the Nernst-
Planck equation.  
4. Further, we study the modulation of ion concentrations in the nanotube through the application 
of charges. We explore the phenomena associated with ion exclusion through CNTs of different 
diameters as a function of the nature (discrete vs. partial), the distribution and strength of the 
charges, the external solution concentration, and the type of electrolyte. We then compare our 
results for co-ion concentration retained in the CNT with those of Donnan theory. 
5. We study the passive transport of ions through charged nanotubes by obtaining pseudosteady-
state fluxes through a nanotube having a fixed diameter by varying the fixed-charge concentration 
and the external solution concentration.  
6. Finally, we apply electric fields to drive an ion flux through charged carbon nanotubes and 
present the results in context of Donnan exclusion and Nernst-Planck equations.  
Our results can provide a microscopic framework and guide towards interpreting the 
experimental observables and help to serve a two-fold purpose: 1) the deviations observed between 
simulations and experimental studies can help improve force-fields that are commonly used in 
molecular simulations of such systems; 2) dissimilarities in the results of the MD simulations and 
the calculations from continuum-level transport equations can allow for a detailed molecular 
interpretation of the missing physical information in the continuum-level equations. 
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1.7 Organization of chapters 
Even though there may be overlap in the methodology employed, we make an effort to 
organize the chapters containing results in such a way that they can be understood as separate 
works. The dissertation has two main parts: Part 1, which contains chapters 1-3, introduces the 
concepts, methods, and reviews the literature on this topic; Part 2, consisting of Chapters 4-9, 
presents a detailed analysis of the relevant transport processes through CNTs, especially those of 
ions through the nanotubes.  
In Chapter 2, we provide details on the classical transport equations and theories related to 
species transport, molecular dynamics methods, and details pertaining to the calculation of 
structural features, the dynamic coefficients, ion solvation energies, and the free energy profiles of 
the permeation process.  
Chapter 3 is a comprehensive review of the literature related to recent experimental, 
theoretical, and simulation-based research to describe structure, dynamics, and energetics of water 
and ion permeation mechanisms in CNTs. We give a brief account of the progress so far in 
theoretical and experimental studies, the disagreements between various studies, and a sampling 
of prototypes of the CNT-based applications developed to date.   
Chapter 4 describes our analysis of the structure, dynamics, and energetics of water under 
varying degrees of confinement in carbon nanotubes. These studies helped validate our model and 
the methods that were later used for conducting comprehensive molecular dynamics studies of ion 
transport. 
Chapter 5 discusses the ion uptake and the associated structure and dynamics of an 
electrolyte in charged sub-3 nm carbon nanotubes. In these studies, we observe preliminary 
evidence of Donnan-like ion adsorption isotherms.  
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In Chapter 6, we compare the flux from Fick’s diffusion equation with the results of 
rigorous MD simulations for uncharged nanotubes with diameters of 2-3 nm. We also assess the 
validity of the continuum dynamics approach in describing transport in these nanopores. 
Chapter 7 describes a comparison of the MD results of co-ion exclusion with the 
predictions of Donnan theory. The applicability of Donnan theory to describe co-ion exclusion is 
described in context of the results obtained from MD simulations and suggestions are made for 
improvement to the Donnan model. 
In Chapter 8, we study the rejection of electrolytes on account of electrostatic interactions 
due to the addition of fixed-charges to the nanotube and the passive flux of electrolyte through 
these charged nanotubes. We demonstrate the controllability of ion flux by the modulation of the 
fixed-charges on the nanotube for different strengths of the high concentration reservoir 
Lastly, in Chapter 9 we report the electric field-driven electrolyte flux trends obtained 
through a 3 nm diameter carbon nanotube with different magnitudes of fixed-charges that connects 
two reservoirs, one containing a strong electrolyte at high concentration and the other containing 
pure solvent (i.e., water). 
We summarize the main findings and conclusions in Chapter 10.  
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 Theory and Methods  
We use the molecular dynamics simulation package GROMACS to resolve ion conduction 
through CNTs. For efficient implementation, it is important to first have a good understanding of 
the theory governing macroscopic ion transport, molecular dynamics concepts, and the various 
analysis techniques that must be used with the simulation output data to obtain meaningful results 
of the properties of interest. We thus present in the following section certain aspects of the theory, 
methods, and analysis techniques that we used in our studies of ion transport. 
2.1 Macroscopic theory 
The transport of ions across an uncharged or charged membrane can be described by the 
continuum Nernst–Planck (NP) and Poisson-Boltzmann (PB) equations. 
 Poisson–Boltzmann theory 
The Poisson-Boltzmann approach is one of the most widely used continuum-based 
methods to obtain the equilibrium distribution of mobile ions near a charged surface. Some 
examples of its applications are in obtaining the space-charge distribution at semiconductor 
junctions and semiconductor/electrolyte surfaces, as well as the distribution of ions around 
hydrophobic colloidal particles in electrolyte solutions. The surface may be a metal, an insulating 
solid, a synthetic polyelectrolyte, or a biological macromolecule with fixed-charges that result 
from dissociation reactions or by adsorption of charged species.  
The Poisson relation for the potential and the space-charge distribution is given by  
 ∇2𝜙𝜙 =  −𝜌𝜌𝑒𝑒
𝜖𝜖
 (2.1) 
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Here, 𝜙𝜙 is the electrostatic potential (V), 𝜌𝜌𝑒𝑒 is the volume space-charge density (C/m3), and 𝜖𝜖 is 
the absolute permittivity (F/m). The volume space-charge density is given by  
𝜌𝜌𝑒𝑒 = 𝑧𝑧𝑠𝑠𝐹𝐹𝑐𝑐𝑠𝑠 
where zi is the ion valence, F is the Faraday constant (C/mol), and ci is the ion concentration 
(mol/m3). If we assume that the ionic concentrations can be described by Boltzmann’s statistics, 
we have 
 
𝑐𝑐𝑠𝑠 = 𝑐𝑐𝑠𝑠,𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �−𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝑅𝑅𝑇𝑇 �  (2.2) 
where 𝑅𝑅 is the gas constant (J/mol/K) and T is the absolute temperature (K). The Poisson-
Boltzmann relation for potentials that vary in only one direction is given by 
 𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2
=  −1
𝜖𝜖
�𝑧𝑧𝑠𝑠
𝑠𝑠
𝐹𝐹𝑐𝑐𝑠𝑠,𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �−𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙(𝑥𝑥)𝑅𝑅𝑇𝑇 � (2.3) 
When a surface is positively charged, a positive potential develops at the surface and negative ions 
(counter-ions) accumulate while positively-charged ions (co-ions) deplete at the surface. The 
analytical solutions of the general non-linear Poisson-Boltzmann relation are known for a limited 
number of cases of planar geometries and cylindrically symmetric systems; i.e., for systems with 
simple boundary conditions. In most cases, general solutions are computationally intensive. For 
the case of a univalent symmetrical electrolyte, the PB equation simplifies to  
 𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2
= 2𝑧𝑧𝐹𝐹𝑐𝑐𝑠𝑠,𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
𝜖𝜖
sinh �𝑧𝑧𝐹𝐹𝜙𝜙(𝑥𝑥)
𝑅𝑅𝑇𝑇
� 
(2.4) 
If the electrical potential is very small such that  𝑧𝑧𝑧𝑧𝑧𝑧(𝑥𝑥)
𝑏𝑏𝐵𝐵𝑇𝑇
≪ 1, we obtain the “Debye–Hückel 
approximation”, which is the linearized version of the Poisson-Boltzmann equation that can be 
applied to symmetrical electrolytes. It is expressed as 
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 𝑑𝑑2𝜙𝜙(𝑥𝑥)
𝑑𝑑𝑥𝑥2
= 𝜅𝜅2𝜙𝜙(𝑥𝑥) (2.5) 
where   
 1
𝜅𝜅
= 𝜆𝜆 = � 𝜖𝜖𝑅𝑅𝑇𝑇2𝑐𝑐𝑠𝑠,𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝐹𝐹2𝑧𝑧2 =  � 𝜀𝜀𝑘𝑘𝐵𝐵𝑇𝑇2𝑁𝑁𝐴𝐴𝑒𝑒2𝐼𝐼𝑐𝑐  (2.6) 
 
𝐼𝐼𝑐𝑐 = 12�𝑐𝑐𝑠𝑠 𝑧𝑧𝑠𝑠2 (2.7) 1/κ  is also the characteristic Debye length, 𝜆𝜆 (m), that provides the thickness of the double layer, 
which is the distance over which the potential decays to 1/e of its value at 𝑥𝑥 = 0, 𝑘𝑘𝐵𝐵 is the 
Boltzmann constant, 𝑁𝑁𝐴𝐴 is Avogadro’s number, 𝑒𝑒 is the elementary charge, and 𝐼𝐼𝑐𝑐 is the ionic 
strength (mol/m3). The Debye length (i.e., the charge screening length) decreases as the salt 
concentration increases.  
The Poisson–Boltzmann relation suffers from limitations when used to describe ion 
concentrations in narrow membranes. The Poisson-Boltzmann theory (which is a mean-field 
description of the distribution of the potential and concentration) makes several assumptions and 
simplifications:  
a. Uniform surface-charge density or constant surface potential, neglecting discreteness or 
non-homogeneity of the charges. This is equivalent to a mean-field approximation where 
the potential of mean force acting on each ion is the same as the mean potential in the 
Poisson equation. 
b. Ions are treated as point charges. 
c. The uniform dielectric is equal to the bulk dielectric for the charged space under 
consideration. 
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d. Ionic concentrations can be adequately described by Boltzmann statistics; i.e., the ion-ion 
correlations are neglected. 
 Donnan theory 
Donnan equilibrium is applicable to perm-selective membranes that pose a restriction to 
the passage of one or several ionic species.  This restriction or perm-selectivity might be a 
consequence of the presence of charges or steric effects where one of the ionic species may be of 
colloidal size. The fixed-charges may arise due to ionization of functional groups or because of 
the adsorption of ions of external origin when the membrane is immersed in an electrolyte solution.  
Donnan theory gives the ion concentration inside such a semi-permeable membrane that is in 
thermodynamic equilibrium with its external solution. We would like to investigate if the co-ion 
concentration or the excess salt concentration in charged CNTs that is obtained using an 
approximate theory like Donnan theory (which is a result of a thermodynamic derivation that does 
not consider the graininess of the system) is the same as that obtained from MD simulation.   
Consider a charged membrane that is in equilibrium with an electrolyte solution, such that 
the fixed-charges are distributed uniformly. An electric potential difference is established between 
the membrane and the solution. For such a situation, Donnan equilibrium gives an expression for 
co-ion exclusion. Below, we present the formal derivation of the Donnan theory expression 
predicting the co-ion concentration within a charged membrane.  
Ignoring the partial molar volume of ions, the electrochemical potential (J/mol) for ionic 
species ‘i’ in external bulk solution is given by 
 ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧𝑠𝑠𝑁𝑁𝐴𝐴𝑒𝑒𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (2.8) 
 ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (2.9) 
for cations 
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 ?̅?𝜇+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇+0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧+𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (2.10) 
and for anions 
 ?̅?𝜇−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇−0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧−𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (2.11) 
where 𝜇𝜇𝑠𝑠0 is the chemical potential in the standard state (J/m3), 𝑧𝑧𝑠𝑠 is the ion valence, 𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 is the 
bulk concentration of ion ‘i’ (mol/m3), 𝑅𝑅 is the gas constant (J/mol/K), T is the absolute 
temperature (K), 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 is the electrostatic potential of the bulk phase, F is the Faraday constant 
(C/mol), 𝑁𝑁𝐴𝐴 is the Avogadro constant, and e is the elementary charge. For simplicity, we assume 
ideal solutions.  
In a similar fashion, the electrochemical potential for an ion in the membrane at any 
location x from the membrane wall is given by 
 ?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙(𝑥𝑥) (2.12) 
such that for cations 
 ?̅?𝜇+𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇+0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧+𝐹𝐹𝜙𝜙(𝑥𝑥) (2.13) 
and for anions 
 ?̅?𝜇−𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇−0 + 𝑅𝑅𝑇𝑇 𝑙𝑙𝑛𝑛𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧−𝐹𝐹𝜙𝜙(𝑥𝑥) (2.14) 
𝑐𝑐𝑠𝑠
𝑚𝑚𝑒𝑒𝑚𝑚 is the concentration of ion ‘i’ in the membrane and 𝜙𝜙(𝑥𝑥) is the electrostatic potential in the 
membrane phase at location x from the membrane wall. If we subtract the electrochemical potential 
of the ion in the bulk phase from that in the membrane, we obtain the familiar Boltzmann relation: 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp (?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 − ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 −  (𝑧𝑧𝑠𝑠𝐹𝐹(𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏))𝑅𝑅𝑇𝑇  (2.15) 
 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �(−∆𝜇𝜇𝚤𝚤� 𝑒𝑒𝑥𝑥 −  𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))𝑅𝑅𝑇𝑇 � (2.16) 
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∆?̅?𝜇𝑒𝑒𝑥𝑥 is the difference in the excess chemical potential of ion ‘i’ between the bulk phase and the 
membrane phase and (𝜙𝜙(𝑥𝑥) −𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) = 𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥) is the Donnan potential. At equilibrium, the 
electrochemical potential of each ion should be the same in both the membrane and the external 
solution, 
 ?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 =  ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (2.17) 
Thus,  ∆𝜇𝜇𝚤𝚤� 𝑒𝑒𝑥𝑥 = 0 (2.18) 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �(− 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))𝑅𝑅𝑇𝑇 � (2.19) 
 
 
𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))  =  (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧𝑠𝑠𝐹𝐹  𝑙𝑙𝑛𝑛(𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (2.20) 
such that for cations 
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧+𝐹𝐹  𝑙𝑙𝑛𝑛(𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (2.21) 
and for anions 
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧−𝐹𝐹  𝑙𝑙𝑛𝑛(𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (2.22) 
Considering a univalent salt such as NaCl, the expression for cations is given as 
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝐹𝐹  𝑙𝑙𝑛𝑛(𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (2.23) 
and for anions  
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  −𝑅𝑅𝑇𝑇𝐹𝐹  𝑙𝑙𝑛𝑛 �𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� (2.24) 
Equating the right-hand sides  
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  𝑅𝑅𝑇𝑇
𝐹𝐹
𝑙𝑙𝑛𝑛 �
𝑐𝑐+
𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� =  −  𝑅𝑅𝑇𝑇𝐹𝐹  𝑙𝑙𝑛𝑛 �𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� (2.25) 
 
�
𝑐𝑐+
𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� = �𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏� (2.26) 
 𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏. 𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 = 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 . 𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (2.27) 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑐𝑐𝑠𝑠2/ 𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (2.28) 
Here 𝑐𝑐𝑠𝑠 is the concentration of the external solution. 
From the electroneutrality assumption in a charged membrane we have 
 �𝑧𝑧𝑠𝑠
𝑠𝑠
𝑐𝑐𝑠𝑠
𝑚𝑚𝑒𝑒𝑚𝑚 +  𝛼𝛼𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (2.29) 
where 𝛼𝛼 is the valence of the fixed-charge. For a monovalent salt this becomes 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 −  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 +  𝛼𝛼𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (2.30) 
For a positively-charged membrane with fixed-charge valence, 𝛼𝛼 = 1, equation (2.30) can be 
rewritten as  
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 −  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (2.31) 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 =  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (2.32) 
Substituting for 𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 in equation (2.32) with the expression from equation (2.28), the co-ion 
concentration 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 can be solved for 
 
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 − 𝑐𝑐𝑠𝑠2𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (2.33) 
 (𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚)2 +  𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓. 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 − 𝑐𝑐𝑠𝑠2 = 0 (2.34) 
 
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 12 ��(𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓2 + 4𝑐𝑐𝑠𝑠2) − 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓� (2.35) 
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We can arrive at a similar expression for the co-ion concentration using negative fixed-charges, 
and thus we can generalize the expression for a monovalent salt as   
 
𝑐𝑐𝑐𝑐𝐷𝐷−𝑠𝑠𝐷𝐷𝐷𝐷(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 12 ��(𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓2 + 4𝑐𝑐𝑠𝑠2) − 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓� (2.36) 
Further, assuming uniform distribution of ions and potential (taking the mean field approach) the 
ion concentration can be given by an average concentration and the potential can be replaced by 
an average potential at any location. This is a good assumption in cases where the Debye length is 
comparable to the pore size. 
For a more rigorous treatment, the external solution concentration can be replaced by the 
thermodynamic activities(𝑎𝑎∓ =  𝛾𝛾∓𝑐𝑐∓). Here, 𝛾𝛾∓ is the activity coefficient and these values are 
well-known for common electrolytes. Given just the external salt concentration and the immobile 
charge concentration, this simple expression gives the equilibrium co-ion concentration in the 
charged membranes without requiring a description of the properties of the membrane. The 
Donnan-exclusion that arises because of the Donnan potential refers to the exclusion of co-ions 
that have the same electrical charge as that of the fixed-charge and the preferential adsorption of 
the counter-ions that have the opposite electrical charge. This theory does not take into account 
the size of the ions or their ion specific nature.  
 Nernst-Planck Equation  
The Nernst-Planck equation gives the ion flux that arises from diffusion (concentration 
gradient), migration (electric field driven), and convection (pressure drive) as 
 
𝐽𝐽𝑠𝑠 =  −𝐷𝐷𝑠𝑠 �𝑑𝑑𝐶𝐶𝚤𝚤�𝑑𝑑𝑥𝑥 + 𝐶𝐶𝚤𝚤� 𝑑𝑑 𝑙𝑙𝑛𝑛𝛾𝛾𝚤𝚤�𝑑𝑑𝑥𝑥  + 𝑧𝑧𝑠𝑠𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶𝚤𝚤� 𝑑𝑑∅�𝑑𝑑𝑥𝑥� + 𝑢𝑢𝑠𝑠𝐶𝐶𝑠𝑠  (2.37) 
Here, 𝐽𝐽𝑠𝑠, 𝐷𝐷𝑠𝑠, 𝐶𝐶𝚤𝚤� , 𝛾𝛾𝚤𝚤�, are the ion flux, diffusion coefficient, molar concentration, and activity 
coefficient  of species i, respectively.  ∅� is the electric field, which may be internal (diffusion 
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potential as in the case of charged species having differing mobilities, or Donnan potential because 
of fixed membrane charges) or external (arising from an applied electric field), or a combination 
of both. When the potential is taken from the PB equation, the Nernst-Planck equation becomes 
the Poisson-Nernst-Planck equation.  
2.2 Molecular dynamics 
The microscopic features of transport are not accessible by macroscopic theory and are not 
sufficiently accessible by experiments. Here, the simulation of reasonably equilibrated and 
validated atomistic models provide great opportunities to gain a deeper insight into these 
microscopic features, which in turn can help with more knowledge-based development of 
membranes57. Gunsteren and Berendsen58 elegantly elucidated the benefits of molecular modeling 
as a tool to understand and interpret experimental results, to obtain semi-quantitative estimates of 
experimental results, and to interpolate or extrapolate experimental data into regions that are 
difficult to access in the laboratory. 
In order to understand what is happening at a molecular scale, one needs a mathematical 
model that gives a functional value; i.e., the potential energy for any given configuration of atoms. 
This potential energy function, also known as the force-field, contains the sum of all the bonded 
and non-bonded interactions between atoms. The molecular modeling begins with the construction 
of a structure file having information of the coordinates of all atoms in the system. The atoms in 
this file are arranged as realistically as statistically possible by avoiding overlaps between atoms. 
The atoms are considered spheres of some specific atomic radius that are obtained from 
parameterized force-fields and bear their atomic masses. The mechanical springs or torsion rods 
with spring constants related to, for example, experimentally known bond strengths, then describe 
the bonded interactions between atoms resulting in bonds, bond angles, and dihedral angles. The 
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Lennard–Jones (Pauli’s repulsion + van der Waals’ attraction) interactions and the Coulombic 
interaction give the short-range and the long-range contributions to the non-bonded potential. The 
sum of all these interactions provides the potential energy of the system. The typical structure of 
force field is 
 
𝑉𝑉(𝑟𝑟1� , 𝑟𝑟2� , . . . 𝑟𝑟𝐷𝐷� ) =  � 𝐾𝐾𝑏𝑏(𝑙𝑙 − 𝑙𝑙0)2
𝐶𝐶𝐷𝐷𝐶𝐶𝐶𝐶𝑠𝑠𝑒𝑒𝐷𝐷𝐶𝐶 𝑏𝑏𝐷𝐷𝐷𝐷𝑓𝑓𝑠𝑠 + � 𝐾𝐾𝜃𝜃(𝜃𝜃 −  𝜃𝜃0)2𝐵𝐵𝐷𝐷𝐷𝐷𝑓𝑓 𝐶𝐶𝐷𝐷𝑎𝑎𝑠𝑠𝑒𝑒𝑠𝑠
+ � 𝐾𝐾𝜗𝜗(1 + cos (𝑛𝑛𝑛𝑛 − 𝛿𝛿))
𝐷𝐷𝑠𝑠ℎ𝑒𝑒𝑓𝑓𝜕𝜕𝐶𝐶𝑠𝑠 𝐶𝐶𝐷𝐷𝑎𝑎𝑠𝑠𝑒𝑒𝑠𝑠 + � [ ( 𝑎𝑎𝑠𝑠𝑖𝑖𝑟𝑟𝑠𝑠𝑖𝑖12𝑁𝑁𝐷𝐷𝐷𝐷−𝑏𝑏𝐷𝐷𝐷𝐷𝑓𝑓𝑒𝑒𝑓𝑓 𝑠𝑠𝐷𝐷𝐶𝐶𝑒𝑒𝜕𝜕𝐶𝐶𝑐𝑐𝐶𝐶𝑠𝑠𝐷𝐷𝐷𝐷(𝑉𝑉𝐷𝐷𝑉𝑉+𝐶𝐶𝐷𝐷𝜕𝜕𝑠𝑠𝐷𝐷𝑚𝑚𝑏𝑏) )  − �
𝑏𝑏𝑠𝑠𝑖𝑖
𝑟𝑟𝑠𝑠𝑖𝑖6
� + 𝑞𝑞𝑠𝑠𝑞𝑞𝑖𝑖
𝜀𝜀𝑟𝑟𝑠𝑠𝑖𝑖
 ] (2.38) 
The parameters used in the description of the force field may be obtained by fitting a set of data 
calculated by quantum mechanics and/or determined experimentally. Ewald sum rules are 
generally used to calculate long-range electrostatics. The system can then be relaxed/optimized by 
a suitable energy minimization technique that changes the geometry of the system in order to 
relieve any unrealistic local tensions. This enables one to use a geometrically optimized system 
having the lowest potential energy. 
One can perform MD simulations, which involves solving Newton’s equations of motion 
for every atom investigated, by calculating the forces acting on each atom of the model via a 
gradient operation, 
 
𝐹𝐹𝚤𝚤� =  −𝜕𝜕𝑉𝑉(𝑟𝑟1� , 𝑟𝑟2� , . . . 𝑟𝑟𝐷𝐷� )𝜕𝜕𝑟𝑟𝑠𝑠 = 𝑛𝑛𝑠𝑠 𝑑𝑑2𝑟𝑟𝚤𝚤�𝑑𝑑𝑡𝑡2  (2.39) 
The starting velocities of all atoms are assigned via a Maxwell distribution given by the kinetic 
energy. The several thousand coupled differential equations of second-order can then be solved 
numerically in small time steps ,∆𝑡𝑡, via finite difference methods. The Verlet algorithm derived 
via Taylor expansion of the position 𝑟𝑟𝚤𝚤� is commonly used in MD simulations because of its 
simplicity and stability:  
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𝑟𝑟𝚤𝚤�(𝑡𝑡 + ∆𝑡𝑡) ≅ 2𝑟𝑟𝑠𝑠(𝑡𝑡) − 𝑟𝑟𝑠𝑠(𝑡𝑡 − ∆𝑡𝑡) +  𝐹𝐹𝑠𝑠(𝑡𝑡)𝑛𝑛𝑠𝑠 ∆𝑡𝑡2 (2.40) 
Considering the very fast oscillations of covalent bonds, ∆𝑡𝑡 must be very short (of the order of 1 
fs) to avoid numerical breakdown connected with problems of energy conservation. Furthermore, 
the limited model size demands the application of periodic boundary conditions to avoid extreme 
surface effects.  
From the perspective of statistical mechanics, MD is simply a method of conformational 
sampling that yields average structural and thermodynamic properties of microscopic states 
(configurations)59. These microscopic states are distributed in accordance with a certain statistical 
ensemble, for example, the NVT ensemble, which is obtained by coupling to a thermal bath, or the 
NPT ensemble, which is obtained by coupling to both a thermal bath and a barostat. MD is not 
without its challenges, the main ones being the derivation of accurate force-fields for the molecular 
systems of interest and sampling the configuration space for all possible molecular conformations 
that will be populated by a molecular system in thermal equilibrium. The latter deals with 
predicting structural quantities of the system based on the confidence that the system has achieved 
thermal equilibrium and is in the lowest possible energy state.  
 Limitations of molecular dynamics 
Quantum effects: Many dynamical events involve quantum-effects such as changes in chemical 
bonding, the presence of non-covalent intermediates and tunneling of protons or electrons. 
Classical MD cannot be used to model such phenomena. However, we need not concern ourselves 
with quantum effects since they are not relevant to our domain of flow of fluids through carbon 
nanotubes. 
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Reliability of interatomic potential: The results of the simulation will be realistic only if the 
potential energy function mimics the forces experienced by the real atoms. The current force-fields 
available, such as GROMOS, AMBER, and OPLS, have proven to be sufficiently accurate in terms 
of kinetic and thermodynamic properties derived by means of MD simulations for proteins and 
nucleic acids; however, there remains much room for improvement. 
Time limitations and size limitation: Relevant timescales for observing the desired phenomena 
may extend over several nanoseconds to microseconds. However, the presence of significant fast 
motions limits the time-step in the numerical integration to about 1 fs, thus making the nanosecond 
timescale the current domain of standard MD simulations. For instance, MD simulations are 
currently limited to timescales of the order of 100 ns or a few 𝜇𝜇s even on massively parallel 
machines, while transport in biological ion channels takes place in the millisecond domain. While 
MD can evaluate certain thermodynamic and transport parameters, it cannot sufficiently resolve 
measurable current flow60. However, due to the development of specialized hardware and better 
parallelization algorithms, the speed of MD simulations and hence the accessible timescale is 
steadily increasing61. 
Size limitation: If the size of the MD cell is comparable to the correlation lengths of the spatial 
correlation functions of interest, the MD simulations are much less reliable62. This problem can be 
partially alleviated by a method known as finite-scaling, which consists of computing a physical 
property using several boxes with different sizes and then using a fitting procedure to find the most 
reliable estimate for the true physical quantity. 
Breaking and formation of bonds: Classical MD does not capture breaking and formation of 
covalent bonds, but it may be possible to handle such reactive chemistry within a generalized MD 
framework with the recently developed force-field REAX-FF. 
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 Avoiding errors 
While the systematic errors that can be generated by the use of empirical potentials are 
difficult to quantify63, we try to avoid common sources of user errors that can lead to artifacts like 
the unphysical flow of water in the absence of an external force to help improve the usefulness and 
reliability of our MD simulations64,65. Some of the common sources of error are listed below: 
Use of simple cut-off implemented in GROMACS: A non-zero force may be produced at the 
cut-off by simple truncation of forces at the cut-off distance. While we use the Verlet scheme with 
a simple cut-off that has been implemented in GROMACS over the group scheme, we alleviate 
this problem of non-zero forces to some extent by increasing the cutoff distance within the range 
recommended by the parametrized force-field for the non-bonded interactions. 
Neighbor list update frequency: It was shown recently that a protein membrane system may be 
particularly sensitive to the neighbor-list (NL) update frequency and that some interactions could 
be missing when the default GROMACs NL update frequency of 10 is used66. This came to our 
attention after we had conducted a majority of our simulations; we will thus conduct some tests in 
the near future to assess the sensitivity of the results to the neighbor list update frequency.  
Treatment of charge groups: Care is taken to treat all the partially-charged carbon atoms as 
separate groups.  
Use of reaction field: The more efficient Particle Mesh Ewald Summation technique67,68 which 
takes into account that the dielectric of the medium (contains water and ions) is not homogeneous 
is used to treat electrostatics. 
Use of Berendsen thermostat: The Berendsen weak-coupling thermostat can create an 
inhomogeneous temperature distribution that can generate net flow. We use the Berendsen 
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thermostat only for the initial relaxation of the system temperature; thereafter the velocity-rescale 
thermostat of GROMACS is used and the center-of-mass motion is removed at every time step.  
Lorentz-Berthelot mixing rules as opposed to other rules: We use the geometric mean 
recommended by the OPLS force-field for cross-interaction terms. 
Use of single-precision as opposed to double-precision: Use of single-precision is thought to 
give round-off errors (due to the difference in the number of significant digits presented in the 
decimal places; 7 digits for single precision as compared to 15 digits in double precision). We have 
tested results for both single and double-precision GROMACS builds with little difference in 
results between the two. We thus employed the less computationally expensive single-precision 
GROMACS build.  
2.3 Analysis Techniques 
 Structural calculations 
Radial distribution functions  
Radial distribution functions provide a good understanding of the length scales to which 
structural correlations exist and also help to reveal differences in the local structure of water and 
ions induced by varying confinements, external charges, and concentrations of electrolyte. The 
radial distribution function is the ratio of the average number density at a distance r from any given 
atom to the number density at a distance r from an atom in an ideal gas at the same overall density. 
For confined cases where we are interested in the structuring of water and ions with respect to the 
CNT, we calculate the RDF around the center of mass of the CNT that runs parallel to the z-axis 
of the CNT. The RDFs obtained from MD can be compared directly with neutron scattering, X-
ray scattering, or light scattering experiments of similar systems.  
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Coordination numbers 
We study the equilibrium ion solvation structure in bulk and inside the CNT, which allows 
us to study the effect of confinement. Additionally, a comparison between coordination numbers 
of ions in bulk obtained from MD simulations and from experiments allows us to judge how well 
the force-field represents real ion solvation69. The first solvation shell coordination number is 
determined by integrating the radial distribution function to the first minima of the radial 
distribution profile of the water and ion. This is also the radius of the first coordination shell. This 
method is similar to counting the number of water molecules in the first hydration shell. The RDF 
is calculated from an average of several equilibrated simulation frames.  
Water hydrogen bonding numbers 
To compute the number of hydrogen bonds we have employed the following empirical 
geometric criterion70,71: 
a. The donor-acceptor (O - - - O) distance, 𝑟𝑟𝐷𝐷𝐷𝐷 ≤ 0.35 nm. This is roughly the value of the location 
of the first water solvation shell as visualized from the radial distribution function where the 
number of water molecules is slightly greater than 4. 
b. The donor – acceptor angle (O - - - OH), 𝜃𝜃 ≤ 30° 
 
 
Figure 2-1: Geometrical criterion for hydrogen bonds 
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This empirical formulation comes from a minimally geometrically consistent criterion that was 
identified from statistical analysis of many protein structures. The geometrical definition of a 
hydrogen bond relies to some extent on cutoffs that are chosen with some degree of arbitrariness 
or, in general, are less restrictive. Other descriptions of hydrogen bonds include the energetic 
definition or the more recently introduced topological definitions. However, the evidence of these 
definitions successfully yielding accurate values for the number and distribution of hydrogen 
bonds is yet limited. For practical purposes, we apply the geometrical criterion for hydrogen bond 
definition. Moreover, the geometrical definition of the hydrogen bond, while providing a good 
representation of the directionality of the hydrogen bond, corresponds well with more sophisticated 
hydrogen bond definitions and allows us to easily compare our work with that of others72.  
 Dynamics calculations 
Diffusion coefficients 
The diffusion coefficient can be calculated from the Einstein equation using the mean-
squared displacements (MSD) of the species of interest. In normal or Fickian diffusion, the slope 
of the MSD curve is proportional to the diffusion coefficient. Each time step is used as a time 
origin to improve statistics, and different time intervals that are considered to be uncorrelated with 
the entire simulation are used to obtain statistically relevant values of the diffusion coefficient, 
 
𝐷𝐷 =  lim
𝐶𝐶→∞
12𝑡𝑡𝑑𝑑 〈|𝑟𝑟𝑠𝑠(𝑡𝑡) − 𝑟𝑟𝑠𝑠(0)|2〉 (2.41) 
Here, 𝑟𝑟𝑠𝑠(𝑡𝑡) is the position of the ith particle, d is the number of dimensions, and t is the time 
duration. We also obtained the diffusion coefficient from the integral of the velocity 
autocorrelation function using the Green-Kubo relation: 
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𝐷𝐷 = 1
𝑁𝑁𝑑𝑑
� � 𝑣𝑣𝑠𝑠(𝑡𝑡). 𝑣𝑣𝑠𝑠(0)𝑁𝑁
𝑠𝑠=1
� 𝑑𝑑𝑡𝑡
∞
0
 
(2.42) 
Here, N is the number of particles, and vi is the velocity of the ith particle.  
Hydrogen bond lifetimes 
There are two definitions that are commonly used to describe hydrogen bond lifetimes; 
mainly, uninterrupted hydrogen bond lifetimes and interrupted hydrogen bond lifetimes, which are 
outcomes of the history dependent and history independent forms of the correlation functions. The 
calculation of uninterrupted hydrogen bond lifetimes entails calculating the distribution of 
lifetimes by making a histogram of the number of hydrogen bonds that existed continuously from 
time ‘0’ to time ‘t’. The calculation of uninterrupted (continuous) hydrogen bond lifetimes requires 
sampling at very short intervals and hence storing coordinates every few fs, requiring impractically 
large data storage without a guarantee of a good approximation70.  
We use the history independent definition of hydrogen bond lifetimes that allows for the 
formation and breaking of the hydrogen bonds; i.e, the interrupted hydrogen bond lifetimes. The 
hydrogen bond lifetimes are calculated according to the reactive flux method of Luzar and 
Chandler73. This involves calculating the hydrogen bond autocorrelation function 
 
𝑐𝑐(𝑡𝑡) =  ⟨ℎ(0)ℎ(𝑡𝑡)⟩
⟨ℎ⟩
 
(2.43) 
where ℎ(𝑡𝑡) = 1 if the tagged water pair is hydrogen bonded and is zero otherwise. Thus, 𝑐𝑐(𝑡𝑡) is 
the probability that a pair of water molecules is hydrogen bonded at time’t’ given that they were 
bonded at 𝑡𝑡 = 0. The reactive flux correlation function is given by 
 
𝑘𝑘(𝑡𝑡) =  −𝑑𝑑𝑐𝑐
𝑑𝑑𝑡𝑡
=  − ⟨𝑗𝑗(0)[1 − ℎ(𝑡𝑡)]⟩
⟨ℎ⟩
 
(2.44) 
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where 𝑗𝑗(0) =  −𝑓𝑓ℎ
𝑓𝑓𝐶𝐶
|𝐶𝐶=0.  On further partitioning of the function 𝑘𝑘(𝑡𝑡) to take into account whether 
or not a pair has moved apart after its bond is broken, the kinetics follows 
 
𝑘𝑘𝑠𝑠𝐷𝐷(𝑡𝑡) =  −⟨𝑗𝑗(0)[1 − ℎ(𝑡𝑡)]𝐻𝐻(𝑡𝑡)⟩⟨ℎ⟩ = −𝑑𝑑𝑐𝑐𝑑𝑑𝑡𝑡 = 𝑘𝑘𝑐𝑐(𝑡𝑡) − 𝑘𝑘′𝑛𝑛(𝑡𝑡) (2.45) 
where 𝐻𝐻(𝑡𝑡) = 1 if the donor-acceptor distance is less than 0.35 nm and it is zero otherwise. 
Furthermore,  𝑛𝑛(𝑡𝑡) =  ∫ 𝑑𝑑𝑡𝑡′𝑘𝑘𝑠𝑠𝐷𝐷𝐶𝐶0 (𝑡𝑡′)  is the probability at time t that a pair of initially bonded water 
molecules are now unbonded but remain separated by less than 𝑟𝑟 = 0.35 nm. This type of kinetics 
results from a coupling of hydrogen bond population and diffusion. Here 𝑘𝑘 and 𝑘𝑘′ give the rate for 
breaking and forming of hydrogen bonds, which are obtained by fitting 𝑘𝑘𝑠𝑠𝐷𝐷(𝑡𝑡),  𝑐𝑐(𝑡𝑡), and 𝑛𝑛(𝑡𝑡) in 
the above equation.  The average hydrogen bond lifetime is given by the inverse of the forward 
rate 1/𝑘𝑘.  
 Energetics 
Hydrogen bond energies 
Sheu et al.74 calculated the hydrogen bond energies of peptides via a kinetic approach 
utilizing the forward rate constant of hydrogen bond lifetimes; this technique has been 
subsequently adapted to predict the activation energies in many recent works70. The specific rate 
constant in the Arrhenius form is 
 
𝑘𝑘 = 𝐴𝐴 𝑒𝑒𝑥𝑥𝑝𝑝 �− 𝐸𝐸
𝑅𝑅𝑇𝑇
� (2.46) 
 
𝜏𝜏𝐻𝐻𝐵𝐵 = ℎ𝑘𝑘𝐵𝐵𝑇𝑇 𝑒𝑒𝑥𝑥𝑝𝑝 ( ∆𝐺𝐺𝑘𝑘𝐵𝐵𝑇𝑇) (2.47) 
Here, ∆𝐺𝐺 is the Gibbs free energy of activation, A is the prefactor, h is the Planck’s constant, T is 
the temperature, and kB is the Boltzmann constant.  
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Free energy of solvation of ions using the Bennett Acceptance Ratio method 
The free energy barrier essentially governs the dynamics of water and ion transport through 
a CNT, and a discussion of water and ion transport would be incomplete without providing some 
insight into the energetics of ion permeation. The chemical potential (or the free energy) dictates 
how ions and water partition into a CNT membrane, and obtaining a reliable estimate of the free 
energy can help uncover the fundamental physical mechanisms of ion transport and quantify the 
barriers to ion transport through CNTs. Several approaches using a combination of MD 
simulations and numerical calculations centered on statistical mechanics have been proposed to 
calculate relative free energies; i.e., the energies between the two end-states of interest. These 
include the well-established and popular equilibrium techniques such as thermodynamic 
integration (TI)75, free energy perturbation (FEP) methods76, and the more recently proposed 
methods which are based on non-equilibrium work77.  
In order to calculate the solvation energy of the ions from MD simulations, we rely on the 
Bennett acceptance ratio (BAR) method, which is an improvement over the unidirectional FEP 
method. Several studies indicate that the BAR technique gives smaller errors as compared to the 
traditional FEP and TI approaches and has generally proved very useful in ligand binding studies 
for drug delivery78. It provides a practical and efficient strategy to calculate plausible values for 
the free energy difference while minimizing bias related errors associated with FEP. A rigorous 
derivation of the BAR method can be found in the 1976 paper by Bennett79. This technique has 
been implemented in GROMACS 80 and can be used via a staging scheme employing multiple 
lambda values, which will be discussed later. We focus here on general aspects of the BAR method 
and its practical implementation in simulations. 
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The BAR method to calculate the free energy of hydration (∆𝐺𝐺ℎ𝑦𝑦𝑓𝑓) involves decoupling 
the solute molecule (in the present case, the ion) from its environment, and since free energy is a 
state function, we can calculate the free energy difference between the end states (the ion coupled 
with the solution and with all the interactions between the ion and the solvent switched off) without 
worrying about constructing an actual physical process. As such, it is called an alchemical 
transformation where the interactions between the solute and the solvent can be switched off using 
a coupling parameter 𝜆𝜆. We define a parameter-dependent Hamiltonian,   
 
𝐻𝐻(Г, 𝜆𝜆) =  � 𝑝𝑝𝑠𝑠22𝑛𝑛𝑠𝑠𝑁𝑁
𝑠𝑠
+ 𝑈𝑈(𝑥𝑥𝑠𝑠, … , 𝑥𝑥𝑁𝑁;  𝜆𝜆) (2.48) 
One can connect the Hamiltonians of the initial and end states  
 𝐻𝐻(𝜆𝜆𝑠𝑠) = (1 − 𝜆𝜆𝑠𝑠)𝐻𝐻0 +  𝜆𝜆𝑠𝑠𝐻𝐻1 =  𝐻𝐻0 + 𝜆𝜆𝑠𝑠∆𝐻𝐻 (2.49) 
There needs to be significant overlap between the two end-states sampled since the free energy 
difference calculated relates to the point where the free energy difference probability distributions 
of the two states intersect.  Thus 𝜆𝜆 values can be successively changed from 0 to 1 in several steps, 
ensuring proper sampling of all states important to the free energy calculation. The Hamiltonian 
of the state is given by the sum of the potential and kinetic energies; however, the kinetic energy 
terms are separable and the free energy calculations boils down to the calculation of the potential 
energy terms.  
The potential energy (U) between two states is expressed as a linear function of the 
coupling parameter 𝜆𝜆, where 0 ≤  𝜆𝜆 ≤ 1: 
 𝑈𝑈(𝜆𝜆𝑠𝑠) = (1 − 𝜆𝜆𝑠𝑠)𝑈𝑈0 +  𝜆𝜆𝑠𝑠𝑈𝑈1 (2.50) 
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From the FEP theory, which forms the basis and the limiting case of the BAR method, the free 
energy is given by 
 exp(−𝛽𝛽∆𝐺𝐺) = ⟨(𝑒𝑒𝑥𝑥𝑝𝑝(−𝛽𝛽∆𝑈𝑈)⟩0𝑒𝑒𝑒𝑒 (2.51) 
 
∆𝐺𝐺 =  − 1
𝛽𝛽
ln 1
𝑁𝑁
� exp [−𝑁𝑁
𝑠𝑠=1
 𝛽𝛽∆𝑈𝑈(Г𝑠𝑠)] (2.52) 
 
∆𝐺𝐺 =  − 1
𝛽𝛽
� ln𝐷𝐷
𝑠𝑠=1
⟨exp (−𝛽𝛽∆𝜆𝜆𝑠𝑠∆𝑈𝑈)⟩ (2.53) 
Here, 𝛽𝛽 is the reciprocal temperature. The free energy difference is calculated during the 
transformation of the molecule while having its interaction with the solvent turned off; i.e., its 
potential energy transitions between that of the initial and final states by modulation of the 𝜆𝜆 
parameter between 0 and 1. This is done in two steps: first by having its Coulombic interactions 
with its surrounding linearly scaled to zero, and then by switching off the van der Waals interaction 
using a soft-core scheme. Since the chemical composition of the end-states of interest differ on 
account of the solute being completely decoupled from the solvent, their Hamiltonians will differ 
significantly, and to ensure sufficient overlap between configurational spaces, a number of 
intermediate 𝜆𝜆 values may be chosen to achieve the transformation between the end-states. Thus 
the overall change is split into a series of smaller perturbations and is achieved by performing a 
number of simulations at different 𝜆𝜆 values where a number of staging windows are chosen such 
that energy difference distributions at subsequent 𝜆𝜆 values overlap.  
In the BAR method, instead of perturbing directly from state A to B, two intermediate 
perturbations to an intermediate state R are performed. The intermediate state is to be determined 
self-consistently in a post-processing step. The advantage of using GROMACS is that this 
intermediate step calculation is done on the fly during the simulation and the free energy difference 
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output is accompanied by the uncertainty in the calculation. We follow the best practices and 
methods given in several excellent papers in order to avoid errors associated with under sampling 
in free energy calculations75-86. 
Potential of mean force calculation from umbrella sampling 
Umbrella sampling gives an estimate of the PMF or the free energy along a reaction 
coordinate, which in our case is the ion translocating from the bulk state to the interior of the CNT. 
Provided good sampling and convergence, these should agree well with the values obtained from 
the difference in solvation energies of the ion in the CNT and in bulk. Prior to Torrie and Valleau55 
introducing umbrella sampling, the conventional technique to calculate the free energy difference 
was numerical integration, following the determination of some derivative of the free energy at a 
series of state points connecting the state or system of interest to one with a known free energy. 
The umbrella sampling technique is briefly described here: 
 
𝑄𝑄 = � exp �− 𝑈𝑈𝑖𝑖
𝑘𝑘𝐵𝐵𝑇𝑇
�
𝑖𝑖
 
(2.54) 
Q is the canonical partition function, Uj is the potential energy states of the ensemble 
 𝐴𝐴𝑠𝑠 =  −𝑘𝑘𝐵𝐵𝑇𝑇ln 𝑄𝑄𝑠𝑠 (2.55) 
 
𝐴𝐴 − 𝐴𝐴0 =  −𝑘𝑘𝐵𝐵𝑇𝑇ln 𝑄𝑄 + 𝑘𝑘𝐵𝐵𝑇𝑇ln 𝑄𝑄0 = −𝑘𝑘𝐵𝐵𝑇𝑇ln � 𝑄𝑄𝑄𝑄0� = −𝑘𝑘𝐵𝐵𝑇𝑇ln(𝑃𝑃) (2.56) P is the probability density, A0 is the reference state free energy, which is zero: 
 𝐴𝐴
𝑘𝑘𝐵𝐵𝑇𝑇
−
𝐴𝐴0
𝑘𝑘𝑏𝑏𝑇𝑇
= −𝑙𝑙𝑛𝑛 �exp �− 𝑈𝑈
𝑘𝑘𝐵𝐵𝑇𝑇
+ 𝑈𝑈0
𝑘𝑘𝐵𝐵𝑇𝑇
 �� = −𝑙𝑙𝑛𝑛⟨exp(−∆𝑈𝑈∗)⟩0 (2.57) 
⟨ ⟩0 denotes the ensemble average over a canonical ensemble of reference systems and 𝑈𝑈∗ is the 
reduced energy 𝑈𝑈
𝑏𝑏𝐵𝐵𝑇𝑇
. The same set of equations can be transformed into a continuous ensemble.  
 36 
 
The form of the energy landscape determines the ergodicity of the system. Many systems 
are non-ergodic; i.e., some regions of the configurational space are not sampled because of the 
timescale of the simulation due to the high potential energy states or high-energy barriers that 
separate the regions of interest.  Thus, adequate sampling of all regions of the configurational space 
is required for estimating an accurate value of the free energy. The free energy of a state is 
proportional to the probability distribution of states of interest. On running a MD or a MC 
simulation long enough, if the probability distribution of all regions along the reaction coordinate 
can be obtained, one can easily estimate the free energy. However, the probability distribution 
converges slowly, owing to the barriers along the x direction. Thus, umbrella sampling by itself 
may not be useful. A bias in the form of a harmonic potential may be introduced to enhance 
sampling in the unfavorable regions of the configurational space. The weighted histogram method 
(WHAM) introduced by Kumar et al.87 is generally applied as an extension of Umbrella sampling 
of a biased simulation. The WHAM method corrects the biased probability distribution to finally 
yield an unbiased probability distribution of the correct physical system.   
Next we discuss an implementation of the umbrella sampling scheme for our systems. 
Since the ions travel mainly along the z-axis of the CNT, a suitable reaction coordinate would be 
one that connects the z coordinate of some point of the reservoir at the entrance of the CNT with 
the z coordinate of some point of the reservoir at the exit of the CNT, along which the PMF must 
be determined. To avoid poor sampling along the reaction coordinate, the Hamiltonian is biased 
by addition of an umbrella potential term of a harmonic form that restrains the potential in the 
configuration of the system to 𝑧𝑧′ value:  
 
𝑈𝑈(𝑧𝑧′) = 12 𝑘𝑘′(𝑧𝑧 − 𝑧𝑧′)2 (2.58) 
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The potential of mean force that can be obtained through umbrella sampling using MD simulations 
gives a quantitative estimate of the energetic cost of ion transport through CNTs. The PMF profile 
that consists of peaks, minima, and flat regions gives us an idea of the energy landscape that the 
ion must traverse while translocating through the CNT. 
The PMF is obtained by the integration of the mean force acting on the ion that is at position 
𝑧𝑧′,  
 
𝑃𝑃𝑃𝑃𝐹𝐹(𝑧𝑧) = −� 𝑓𝑓𝑧𝑧𝑧𝑧
𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟
(𝑥𝑥,𝑦𝑦, 𝑧𝑧′ = 0)𝑑𝑑𝑧𝑧′ (2.59) 
𝑧𝑧𝜕𝜕𝑒𝑒𝑓𝑓 is the reference point in bulk where the PMF is taken as zero. For a very dilute system, the 
potential of mean force may be taken as the intermolecular force between two molecules as they 
are not affected by the rest of the molecules in the system. In other words, for very low densities, 
the potential that provides the mean force acting on a molecule is the intermolecular potential. 
However, it is easy to see that in a dense system this is not the case. Calculation of free energies 
provides us with a quantitative value that can be compared directly with experimental data and can 
help in the improvement of force-fields. 
Quantities derived from energy profiles 
Marrink and Berendsen provided a theoretical derivation of permeation-related properties, 
such as permeability coefficients, the partition coefficients, the maximum conductance that could 
be computed directly from the potential of mean force calculation, and local diffusion coefficients 
of permeating species88.  
a. Permeability coefficients 
The permeability coefficient of species ‘i’ expressed in terms of the potential of mean force (∆𝐺𝐺(𝑧𝑧)) and the local diffusion coefficient 𝐷𝐷𝑠𝑠(𝑧𝑧)  of species ‘i’ is given by89 
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𝑃𝑃𝑠𝑠 =  �� exp(∆𝐺𝐺(𝑧𝑧)/𝑅𝑅𝑇𝑇)𝐷𝐷𝑠𝑠(𝑧𝑧)𝑧𝑧2𝑧𝑧1 𝑑𝑑𝑧𝑧�−1 =  𝐾𝐾𝑠𝑠 × 𝐷𝐷𝑒𝑒𝑓𝑓𝑓𝑓𝐿𝐿  (2.60) 
where the permeability coefficient is in m/s. Knowing the PMF and the local diffusion coefficient, 
one can easily estimate the permeability coefficient. Unlike biological membranes, the CNT 
membranes that we study are quite homogeneous and thus the diffusion coefficient inside the 
membrane to the first approximation can considered as independent of the z-position. This is also 
further demonstrated by the flatness of the free energy profile inside the CNT as opposed to that 
inside lipid bilayers where the free energy profile has a triangular form with a well-defined peak90. 
The CNTs (d =1.356 nm – 3 nm) that we study are also almost twice the thickness of the lipid 
membranes, which makes the boundary effects less important.  
b. Partition coefficients 
The equilibrium partition coefficient is given by90 
 
𝐾𝐾𝑠𝑠 =  1𝐿𝐿� exp �−∆𝐺𝐺(𝑧𝑧)𝑘𝑘𝐵𝐵𝑇𝑇 �𝑧𝑧2𝑧𝑧1 𝑑𝑑𝑧𝑧 (2.61) 
c. Maximum conductance 
Assuming single-ion occupancy, which is likely only for very narrow membranes and low 
reservoir concentrations, the maximum single channel ion conductance can be estimated from an 
expression given by Roux et al.89 
 
𝑔𝑔𝑚𝑚𝐶𝐶𝑥𝑥 = 𝑞𝑞2𝑘𝑘𝐵𝐵𝑇𝑇𝐿𝐿2 〈𝐷𝐷(𝑧𝑧)−1 exp �∆𝐺𝐺(𝑧𝑧)𝑘𝑘𝐵𝐵𝑇𝑇 �〉−1 〈exp�−∆𝐺𝐺(𝑧𝑧)𝑘𝑘𝐵𝐵𝑇𝑇 �〉−1 (2.62) 
d. Specific conductance 
The expression given by Vorobyov et al.90 for specific conductance given is  
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𝐺𝐺𝑠𝑠 = 𝑡𝑡𝐺𝐺𝑚𝑚 = 𝑁𝑁𝐴𝐴𝐶𝐶𝑞𝑞2𝑃𝑃𝑠𝑠𝑘𝑘𝐵𝐵𝑇𝑇  (2.63) 
where 𝑁𝑁𝐴𝐴 is Avogadro’s number, q is the ionic charge in coulombs, C is the concentration in 
mol/m3, kB is Boltzmann constant in J/K, T is the temperature in K and 𝐺𝐺𝑠𝑠 is the specific 
conductance in S/m2. 
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 Literature review 
Sumio Iijima in 1991 reported91 the preparation of a new type of finite carbon structure 
consisting of needle-like tubes, produced using an arc-discharge evaporation method, which we 
today know as carbon nanotubes (CNTs). These new hollow graphitic tubules of nanometer 
dimensions stimulated almost immediate interest in their unique structural92, optical, electronic93, 
mechanical, and thermal properties94.  Chemical vapor deposition95 and laser ablation techniques96 
have since become popular methods of producing carbon nanotubes. The unique physical 
properties and potential applications of carbon nanotubes in commercial nanofluidic applications, 
as well as their functionality as tools to test quantum mechanics and model biological systems, 
encourage a large amount of new research even today. 
3.1 Structure and properties of carbon nanotubes 
A carbon nanotube is a seamless cylindrical sheet of graphene whose diameter is so small 
and its aspect ratio (diameter vs. length) is so great that it can be considered from the electronic 
point of view as a one-dimensional structure97. A nanotube may consist of one (single-walled) or 
more concentric seamless cylindrical shells of graphene sheets (multi-walled). Each carbon atom 
is bonded to three neighboring carbon atoms through sp2 hybridization. A single-walled CNT 
(SWCNT) has an inner diameter of  
 𝑑𝑑𝑠𝑠𝐷𝐷 = �𝑎𝑎𝜋𝜋��𝑛𝑛2 +  𝑛𝑛2 + 𝑛𝑛𝑛𝑛 − 2𝑟𝑟𝑐𝑐 (1) 
where a is the lattice parameter of graphene with value of 0.25 nm, n,m are chiral indices, and rc 
is the Van der Waals radius of the carbon atoms (0.17 nm). 
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CNTs can be metallic or semiconducting. depending on their chirality98. They exhibit 
ballistic transport of electrons99, are good conductors of heat100, and have stiffness values higher 
than steel101. 
3.2 Studies on confinement and transport of water through carbon nanotubes 
One would not expect water to enter a narrow hydrophobic carbon nanotube102; however, 
MD simulations that showed spontaneous and continuous filling of non-polar (6,6) CNTs with a 
one-dimensional ordered chain of water molecules were first reported by Hummer, Rasaiah, and 
Noworyta in 200119. It was observed that water moved through the nanotube in a highly correlated 
single-file manner maintaining a chain of hydrogen bonds. Water within the (6,6) nanotube moved 
in bursts— Hummer et al. reported an average of about 17 water molecules pass through the tube 
each nanosecond, with occasional peaks of about 30 molecules ns−1. 
Theoretical predictions of a one-dimensional continuous-time random walk (CTRW) of 
the entire train of water molecules in the pore were also shown to quantitatively reproduce the 
important features of the transport of water molecules through a carbon nanotube as found in the 
MD simulations20. These features included the bursts of unidirectional pulses, the typical time 
durations and intervals between the pulses, the distribution of the number of particles translocated 
during a pulse, the lifetimes in the channel for molecules that either traverse the channel or return 
back into the initial reservoir, and the passage and return probabilities for molecules that enter the 
channel20. Jing-Yuan et al103 investigated the length dependence of flow measurements through 
CNTs and found that the flow of water decreases as the length of the tube is increased according 
to a fast power-law decay (L-2,-3) in contrast to the slower power-law decay (~ 1/L) found by 
Berezhkovskii and Hummer20 using the CTRW model. A similar fast power-law decay was also 
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reported by Guo et al.104, who suggested an exponential decay for longer CNTs that was 
independent of the pressure or the applied electric-field.  
The key to these unique features of water transport through a (6,6) CNT was thought to 
reside in the energetics of hydrogen bonding. If water molecules enter the nanotube, they each lose 
on average two out of their four hydrogen bonds. This would be expected to be too high an 
energetic cost to allow the water to enter. However, fluctuations in the number of hydrogen bonds 
per water molecule in the bulk aqueous phase result in a significant fraction of water molecules 
that are incompletely hydrogen-bonded, and thus have a low binding energy. This class of water 
molecules is not present within the nanotube, which provides enough difference in the chemical 
potential to drive water into the tube where the water is shielded from fluctuations.  
Gordillo and Marti reported a distortion of the hydrogen bond network due to confinement; 
specifically, a decrease in the average number of hydrogen bonds as compared to their bulk 
counterpart. In the most extreme case of (6,6) tube, the number of H-bonds was found to be half 
of that in bulk water. They also noted a layered structure of water inside the CNTs based on the 
density profiles32. An examination of the structural properties of water in the interface external to 
the CNT using MD simulations also revealed a characteristic layering of the water radial density 
profile and a significant decrease in the number of hydrogen bonds of water surrounding the 
CNT105. Werder et al. calibrated potentials of water to recover the macroscopic contact angle of 
86◦ (non-wetting behavior) of a water droplet on graphite, and, using these potentials, they found 
a layered structure of water near the walls and a lower number of average hydrogen bonds of water 
inside the CNT106.  
Koga et al. investigated dimensionally-confined phase transitions of water in CNTs and 
found that under severe confinement and subjected to high axial pressures, water can exhibit a 
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first-order freezing transition to hexagonal and heptagonal ice nanotubes, and a continuous phase 
transformation into solid-like square or pentagonal ice nanotubes that depend on the diameter of 
the nanotube30. Even though MD-related force-fields are criticized for accuracy, more recently, 
Kumar et al.31 demonstrated experimentally that similar to the observations of MD, the phase 
transitions of confined water in CNTs are extremely diameter-dependent and freezing transitions 
as high as 138 °C for 1.05 nm metallic SWNTs were observed, close to the range of enthalpy 
stabilized, ice-like water as predicted by MD simulations107. Based on their observation of axial 
diffusion coefficients and radial molecular distributions of water confined in tubes of different 
diameters, Mashl et al. reported that at a certain critical diameter of 0.86 nm, water forms ice-like 
hexagonal structures with distinctive hydrogen bonding that makes it practically immobilized 
inside the nanotube108.  
The single-file hydrogen-bonded water wires in highly-confined nanopores form ideal 
proton conduction wires displaying fast proton transport as compared to proton transport in bulk 
water; this has potential applications in fuel cells38. Zhu and Schulten109 noted that in pristine 
nanotubes, water dipoles adopt a single orientation along the tube axis with a low flipping rate 
between the two possible alignments. Surface-charge modifications can induce a bipolar ordering 
of water in nanotubes similar to that previously observed in biological water channels.  
Osmotic water transport through carbon nanotube membranes was studied by Kalra et al.21 
where an osmotic force drives water from a pure water compartment through a hexagonally-packed 
carbon nanotube membrane to a salt solution compartment. Majumdar et al. showed through 
experiments that pressure-driven liquid flow through a membrane composed of an array of aligned 
carbon nanotubes is four to five orders of magnitude faster than predictions from conventional 
fluid-flow theory22. Holt et al. reported water flow measurements though micro-fabricated 
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membranes with aligned CNTs as pores that exceeded the hydrodynamic predictions by more than 
three orders of magnitude23. These flows were comparable to flow rates extrapolated from 
molecular dynamics simulations. Aluru et al. related the enhanced flow of water in CNTs to a 
velocity jump in the depletion region where the water concentration is less than 5% of the bulk 
value and a weak hydrogen bonding within the depletion region due to the free OH bonds110. 
Thomas and McGaughey111 simulated pressure-driven flow through CNTs and obtained a flow 
enhancement that was the same order of magnitude as the experimental results of Holt et al.23 but 
many orders of magnitude lower than reported by Majumdar. He suggested that by using a slip-
modified boundary condition, the flow through the CNT could be completely described by Hagen-
Poiseuille’s equation and that the large enhancements previously reported in experiments of 
Majumdar et al. were a miscalculation of the available flow or are the presence of an uncontrolled 
external driving force24.  
Striolo simulated water confined in infinitely long CNTs and argued that long lasting 
hydrogen bonds were responsible for the ballistic transport of water when observed for durations 
of up to 500 ps, and that the trajectories are essentially Fickian when time scales in excess of 500 
ps are taken into consideration112. Gong et al. reported molecular dynamics simulations in which 
charge-induced ordering of water leads to spontaneous and continuous unidirectional flow through 
a carbon nanotube that connects two reservoirs64. However, Karttunen et al.65 pointed out that the 
flow was an artifact caused by the three charges being treated as a single charge group in 
GROMACS, and that when the three charges are treated separately, no flow is observed. Thus 
even though simulations are an invaluable tool, one must exercise caution while using accepted 
protocols since a small number of errors have since been discovered in them.  
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3.3 Ion transport through carbon nanotubes 
It was recognized early on that carbon nanotubes can be used as selectivity filters113. Sun 
and Crooks made the first attempt at experimentally studying mass transport phenomena through 
single-pore multi-walled nanotubes of 150 nm diameter by probing the transport rates of 
polystyrene particles (100 nm - 60 nm)114. If CNTs are to be used as selectivity filters, this 
membrane separation application will require alignment of the tubes115-118 into a defect-free, 
mechanically strong membrane, where each tube spans the complete thickness of the membrane 
and the tube mouths are open at the faces of the membrane. Ion flux can be enhanced by 
augmenting diffusive transport across the membrane with electrophoresis, electro-osmosis, or via 
the application of pressure. Miller et al. showed that electro-osmotic flow can be driven across 
template-prepared carbon nanotube membranes (outside diameter ∼ 300 nm) and the rate and 
direction of flow can be controlled by changing the magnitude and the sign of the transmembrane 
current119. However, in order to have ion channel mimetic carbon nanotubes or to have them 
behave like molecular sieves, the diameter of the nanotube should be only a few nanometers, which 
is still very challenging to fabricate.  
Uncharged pores and graphene slits have been proposed as a means of selective ion 
transport based on differential dehydration energies120. Hinds et al. fabricated an array of aligned 
CNTs (diameter ~ 6 nm -10 nm) that were incorporated into a polymer film, and thus obtained a 
well-ordered nanoporous membrane structure to study transport. They were able to demonstrate 
molecular gating by functionalizing the tips of the CNTs121. Theoretical modeling of ionic 
distribution and transport in silica nanotubes, 30 nm in diameter, suggested that when the diameter 
is smaller than the Debye length, a unipolar solution of counterions is created within the nanotube 
and the co-ions are electrostatically repelled122.  
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Qiao et al. studied electrolytic transport through modified carbon nanotubes of diameter ~ 
1.08 nm via MD simulations and found that application of partial charges on the rim atoms and an 
external electric field significantly increased ion occupancy123. They found that the adsorption 
behavior of the Na+ and Cl- counterions on a charged CNT was very different even though the 
magnitude of charge on the tube was the same and possibly depended on the size of the counterion, 
the local electrostatic interactions between the ion-water, ion-charged surface atoms, and on the 
external electric field. Such a difference gives rise to an atypical dependence of electro-osmotic 
transport on the surface charge that cannot be predicted by the conventional continuum theories123. 
They also observed that the application of partial charges on a (16,16) CNT and the application of 
an external electric field significantly increased ion occupancy as compared to the occupancy in 
an uncharged tube.  
Molecular dynamic studies showing spontaneous encapsulation and electrophoretic 
transport of RNA124 and selective partitioning of DNA in CNTs125, which were also demonstrated 
by experiments126, have also been reported. With an emphasis on the potential applications in 
micro/nano total analysis systems, Hyun et al.127 demonstrated ion separation using a Y-junction 
carbon nanotube.  
Aqueous electrolytes have an advantage of lower impedance and high power resulting from 
the low viscosity of the brine; however, they have received less attention as supercapacitors 
compared to ionic liquids or molten salts. The primary disadvantage of an aqueous electrolyte 
supercapacitor is the limitation of the electric potential to ∼1 V. Wander and Shuford128 elucidated 
the potential of electrolytes as supercapacitors by trying to understand ion transport dynamics 
using molecular dynamic simulations.  
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The electrical double layer (EDL) is a specific charge distribution at the solid-liquid 
interface where the fixed surface charges on the CNT are compensated by mobile counter-ions in 
the solution. The thickness of the electrostatic screening zone depends on the ionic concentration 
and can vary from less than 1 nm at high ionic strengths to a few tens of nanometers at low ionic 
strengths. In the case of nanometer-sized apertures, the EDL can represent a significant fraction of 
the total volume. Plecis et al.129 called the counter-ion enrichment and exclusion of co-ions due to 
electrostatic interactions with surface charges as the exclusion-enrichment effect (EEE). They 
investigated the consequence of passive transport of charged species through a Pyrex nano-slit. By 
measuring the flux of the charged fluorescent dye through the slit, they found it possible to 
investigate the quantitative changes in the nano-slit permeability when the EDL thickness 
increases. At high ionic strengths, the instantaneous flux is proportional to the geometrical cross 
section. As the EDL thickness increases, the effective cross section through which anions can 
diffuse is reduced, resulting in a lower effective flux. For cationic species, the enrichment effect 
at low ionic strength increases the number of cations in the nano-slit that can be transported by 
diffusion. This was the first experimental or simulation work to give quantitative results for EEE 
and its consequences on perm-selectivity. While this experiment was conducted in a Pyrex nano-
slit, the concept is applicable to nanoporous materials and could be applied to charged carbon 
nanotubes.  
Fornaseiro et al.51 investigated ion transport through sub-2-nm aligned carbon nanotube 
platform, which had negatively charged groups at the opening. Using pressure-driven filtration 
experiments and capillary electrophoresis analysis of the feed and permeate, they were able to 
quantify ion exclusion in these membranes as a function of solution strength, pH, and ion valence. 
Their trends strongly supported a Donnan-type rejection mechanism, dominated by electrostatic 
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interactions between fixed membrane charges and mobile ions, whereas steric and hydrodynamic 
effects appeared to be less important. They did point out, however, that although their results 
provide insight into the nature of ion transport, it was unclear if continuum models could be 
rigorously applied to sub-2-nm pores.  
Liu et al.130 fabricated a device consisting of a single-walled carbon nanotube that spanned 
a barrier between two fluid reservoirs through which electrophoretic transport of a small single-
strand DNA was studied.  They found the transport to be marked by large transient increases in 
ion current, which they attributed to electro-osmotic flow arising from the trapped charge on a 
metallic CNT. Pang et al. reported unusually high ionic conductance through nanotubes and similar 
results were described by Choi et al.131, who reported a similar five-fold enhancement in stochastic 
ion transport rates for single-walled carbon nanotube (𝑑𝑑 = 1.6 nm). They observed a scaling of 
the ion transport rate with the cation type and reported on pore blocking trends. They assign these 
scaling trends to the changes in the hydration shell.  
More recent work includes those by Secchi et al.132 and Amiri et al.133. Secchi et al.132  
performed experimental studies on measurement of ion transport and current fluctuations inside 
CNTs (r = 3.5 nm - 35 nm). They found that the conductance exhibits a power-law behavior (with 
an exponent close to 1/3) at low salinity, as opposed to the constant surface conductance found in 
similar-sized boron nitride tubes. They rationalized this power-law scaling of conductance in terms 
of a salinity-dependent surface charge, which they accounted for based on hydroxide adsorption 
at the hydrophobic carbon surface. Amiri et al.133 conducted experimental studies on ion 
conductance through individual single-walled carbon nanotubes that had negatively-charged 
carboxylate groups at the entrance as a function of solution concentration and type of cation. They 
found a preferential cation conductance with a diameter dependence and quantified ion 
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conductance based on the Gouy-Chapman theory.  There are several other studies and reviews134-
139 on ion transport and partitioning through CNTs that also discuss the concepts and the possible 
applications of CNT based devices as molecular sieves and energy storage devices.  
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 The general features of the structure and dynamics of 
water in single-walled carbon nanotubes 
4.1 Introduction 
Evidence of biological water channels that permit fast and selective transport of water 
while blocking the transport of other solutes was given by Agre in 199213 for which he was later 
awarded the Nobel prize. Since then there has been tremendous interest among biophysicists 
concerning the dissimilarities in the structure and the transport of water under confinement in 
biological channels and that under macroscopic conditions140. In 2002, Hummer et al.19 reported 
the results of Molecular Dynamics (MD) simulations conducted on a (6,6) CNT (d = 0.8 nm) 
wherein water could infiltrate a hydrophobic single-walled carbon nanotube (SWCNT) that was 
as narrow as an aquaporin channel. These studies hinted that the anomalous transport features of 
the water in biological channels were not unique to the domain of naturally occurring biological 
membranes but could be reproduced in artificial nanoscale membranes. Preceding the studies of 
Hummer, Koga et al.30 and Gordillo et al.32 using molecular dynamics had looked into the structure 
of water that was artificially introduced into nanotubes and reported on phase transitions 
(solidification) and excluded volume effects under confinement. Buoyed by this new discovery of 
the spontaneous filling of a nanotube with water molecules19, a large number of molecular 
dynamics105,141-144 and Monte Carlo (MC) simulations145,146 using different water models were 
performed in great detail by various groups to look into the structure and dynamics of water. These 
results consistently showed striking long-range density fluctuations of unexpected magnitude, the 
lowering of the average number of hydrogen bonds as compared to bulk water, alignment of the 
OH bonds of water molecules along the nanotube axis, rotation of water molecules around the OH-
bonds, and reduced diffusion coefficients.  
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Amongst the first experimental studies to report on the nature of water in carbon nanotubes 
was an X-ray diffraction study conducted by Maniwa et al.147 in which they reported on water 
adsorption inside SWCNT bundles (d ~ 1.35 nm – 1.38 nm) where the liquid-like water transforms 
into a new solid form; i.e., into ice-nanotubes at 235 K. Another early direct experimental 
observation of water filling in nanotubes with confinements corresponding to up to 10 molecular 
layers was reported by Naguib et al.148 They demonstrated a method to fill 2 nm – 5 nm diameter 
multi-walled CNTs with an aqueous fluid and perform in situ high-resolution TEM measurements. 
Finally, the structure and dynamics characteristics described by MD were first confirmed by 
Kolesnikov et al.149 in 2004 using neutron diffractions (ND) and inelastic neutron scattering (INS) 
experiments of 1.5 nm diameter and 10 nm length SWCNT.  
In this chapter, we describe the MD simulation results for the structure and dynamics of 
water under confinements in CNT diameters of 0.8 nm to 3 nm. Molecular dynamics simulations 
of a CNT in a TIP4P water bath were carried out using GROMACS 4.6.1 molecular dynamics 
package. In order to compare our results of water under confinement with existing studies, the 
structure and dynamics characteristics in terms of the radial and axial distributions functions of 
water, the average number of hydrogen bonds, and water self-diffusion coefficients were 
determined. This study not only helped us understand the changes taking place in water under 
confinement but also helped to validate our method and model that were later used for conducting 
comprehensive molecular dynamics studies of water and ion transport through single-walled 
carbon nanotubes for a variety of different cases of confinements, solution concentrations, surface 
charges, and electric fields, which are described in the latter chapters of this dissertation.   
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4.2 Computational Methodology 
We performed MD simulations of water confined inside ten 5 nm long single-walled 
armchair CNTs with diameters ranging from 0.8 nm -3 nm. Additional simulations were performed 
by using just the water-filled CNT (without the external bath) from Figure 4-1 and by applying 
periodic boundary conditions to mimic an infinitely long CNT. The CNT atoms are modeled as 
uncharged Lennard-Jones atoms using the parameters for sp2 carbon of benzene (OPLS_147) of 
the OPLS – AA150 force-fields. The carbon atoms are held fixed during the course of the simulation 
using a harmonic restraining potential with a force constant of 10,000 KJ/mol/nm2 to restrict their 
translational and rotational motion in the water bath. The TIP4P water model (see Figure 4-2) was 
chosen because of its more accurate representation of the phase diagram of water, the reproduction 
of the O-O peaks in the radial distribution function, and, most importantly, because the OPLS-AA 
force-field was developed entirely with TIP4P water. Water molecules are represented by the rigid 
four-site TIP4P empirical model having partial positive charges at the two hydrogen atoms, a 
Lennard-Jones interaction centered at the uncharged oxygen atom and an additional charge site, 
M, which is located on the bisector of the HOH angle. The LINCS algorithm is used to keep the 
water molecules rigid, thereby allowing for longer integration time steps. The Lennard-Jones 
parameters of cross-interaction are calculated based on the geometric mean for both 𝜎𝜎 and 𝜖𝜖. The 
different MD parameters that were used for water and carbon are given in Tables 4-1, 4-2, and 4-
3. Periodic boundary conditions are applied in all three directions. Particle Mesh Ewald summation 
was used for electrostatics in 3D periodic systems and the non-bonded interactions were truncated 
at a distance of 1 nm. 
The CNT is solvated in a pre-equilibrated (300K, 1 bar) water bath and the water molecules 
inside the tube are removed to permit water to naturally enter the tube during the course of the   
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Figure 4-1: Snapshot of the initial configuration for a (10,10) CNT in bulk TIP4P water with view 
parallel to pore axis. 
 
 
Figure 4-2: TIP4P water model. 
 
Table 4-1: TIP4P parameters. 
𝒅𝒅𝑶𝑶𝑶𝑶(𝒏𝒏𝒏𝒏) 𝒅𝒅𝑶𝑶𝑶𝑶(𝒏𝒏𝒏𝒏) 𝑶𝑶−𝑶𝑶−𝑶𝑶(°) 𝝈𝝈𝑶𝑶𝑶𝑶 (𝒏𝒏𝒏𝒏) 𝝐𝝐𝑶𝑶𝑶𝑶( 𝑲𝑲𝑲𝑲𝒏𝒏𝒎𝒎𝒎𝒎) 𝒒𝒒𝑶𝑶 (𝒆𝒆) 𝒒𝒒𝑶𝑶 (𝒆𝒆) 
0.09572 0.01546 104.52 0.3154 0.6485 0.52 −2qH  
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Table 4-2: CNT parameters. 
𝒒𝒒𝑶𝑶 (𝒆𝒆) 𝝈𝝈𝑪𝑪𝑪𝑪 (𝒏𝒏𝒏𝒏) 𝝐𝝐𝑪𝑪𝑪𝑪( 𝑲𝑲𝑲𝑲𝒏𝒏𝒎𝒎𝒎𝒎) 𝒏𝒏(𝒂𝒂𝒂𝒂) 
0 0.355 0.29288 12.011 
 
Table 4-3: Carbon-Water interaction parameters. 
𝝈𝝈𝑪𝑪𝑶𝑶 (𝒏𝒏𝒏𝒏) 𝝐𝝐𝑪𝑪𝑶𝑶( 𝑲𝑲𝑲𝑲𝒏𝒏𝒎𝒎𝒎𝒎) 
0.3346 0.4358 
 
simulation. This allows us to obtain the natural density of water inside the carbon nanotube. Energy 
minimization by the steepest descent method is carried out to remove any unphysical overlaps 
between atoms. The initial velocities of the atoms are assigned according to a Maxwell distribution 
at a temperature of 300 K with a random seed generator, and the system is then equilibrated in an 
NVT ensemble at 300 K by coupling to a Berendsen thermostat with a coupling constant of 5 ps 
for 1 ns. This is followed by an NpT equilibration via coupling to a v–rescale thermostat151 at 300 
K and a Berendsen barostat or a Parrinello-Rahman barostat at 1 bar for 5 ns. Once the target 
temperature and pressure are attained, all simulation runs for accumulation of statistics are carried 
out in the NVT ensemble with the v-rescale thermostat, a leap frog (Verlet) integrator, and a time 
step of 1 fs. We use Visual Molecular Dynamics (VMD 1.9.1) to visualize the trajectory.  
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4.3 Results  
We discuss the effect of confinement on the molecular distribution of water inside the CNT 
and on its transport characteristics. 
 Axial density distribution of water inside CNTs 
The fluid structure within the nanotube can be characterized by the density profile of water. 
The axial density of water in the tube follows a significant wave-like pattern with minimum values 
at the openings for the smaller diameter tubes, namely (6,6) and (8,8), as shown in Figure 4-3a. 
The wave-like pattern suggests a unique arrangement of water molecules inside the CNT pointing 
to more ordered ice-like structures. There are significant valleys at the entrances and exits of the 
smallest diameter tubes, namely (6,6) and (8,8), indicating that considerable energy is required for 
water to enter the smaller diameter tubes. The fluctuations in the density of water along the CNT 
length are more or less uniform. The walls of the CNT are hydrophobic and not all the volume of 
the CNT is available to water; hence the average density of water in the CNT as shown in Figure 
4-3b is lower than the bulk value and is seen to increase as the diameter of the tube increases. It 
can also be seen that the average density of water (Figure 4-3b) inside the CNT increases sharply 
from the (6,6) to the (8,8) CNT and more slowly thereafter for increasing tube diameters.  
 Radial density distribution 
The oxygen atom was used to characterize the radial density distribution of water in the 
CNT since the oxygen atom is quite close to the actual center of mass of the molecule152. The 
distribution profiles of water molecules in the CNT was found by using the cylindrical radial 
distribution function by calculating the ratio of the local density of water 𝜌𝜌(𝑟𝑟) to the average 
density of the system, 𝜌𝜌. The local densities are calculated by dividing the space inside the CNT 
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(a) 
 
 
(b) 
Figure 4-3: (a) Water density distribution along the nanotube axis; (b) average density of water in 
the tube. 
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into a number of cylindrical shells and taking the statistical average of the density for each shell.  
The distribution of water inside is not uniform in the radial direction but more ordered, 
forming ice-like structures according to ice rules103. As reported by Hummer et al.19, we also find 
that water molecules form a single-file hydrogen-bonded structure in the (6,6) CNT. This is 
represented by a single peak at the center of the tube, as shown in Figure 4-4. For the (8,8) CNT, 
water molecules appear to form a square net-like layer with water molecules present only near the 
wall and none at the center. For the (10,10) tube, there is a cylindrical shell surrounding a single-
file of water. As the diameter of the CNT is increased, the number of ordered water molecular 
layers increases, which is evident from the increasing number of peaks in the radial density 
distribution. There are noticeable 3rd and 4th peaks for (14,14), (15,15), (16,16), and (18,18), 
(20,20), and (22,22) tubes. respectively (Figures 4-5 and 4-6). The width of the peaks also increases 
with the CNT diameter, indicating that water molecules are more ordered in smaller diameter 
tubes. The distance between the peaks (4, 3.4, and 2.8 for (8,8), (10,10), and (12,12), respectively, 
in Figure 4-4) is also greater than the 𝑟𝑟𝐷𝐷𝐷𝐷 distance of the first maximum of the bulk TIP4P water 
of 2.76 nm, as shown in Figure 4-7150, and gradually approaches the value of the first maximum 
as the diameter increases. As the diameter increases further (see Figure 4-5), it can be seen that 
significant layering is still observed near the walls of the CNT; however, as we move towards the 
center of the tube, one can see the magnitude of the peaks diminishing with increasing diameter, 
thus signaling an approach to bulk behavior at the center. If we probe the structure of water in even 
larger diameter tubes, as shown Figure 4-6, we see that ordered structure of water in the CNTs 
becomes less obvious and more disordered at the center, with layering observed only close to the 
walls. 
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Figure 4-4: Radial density distribution of water in CNTs (6,6), (8,8), (10,10), (12,12). 
 
 
Figure 4-5: Radial density distribution of water in CNTs (14,14), (15,15), (16,16). 
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Figure 4-6: Radial density distribution of water in CNTs (18,18), (20,20), (22,22). 
 
 
Figure 4-7: Values for the O...O RDF (rigid water models). 
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 Diffusivity and hydrogen bonds 
We measured the self-diffusivity of water in the CNTs and compared it with bulk values. 
The diffusivity of water in CNTs is anisotropic as compared to that in bulk water. This is due to 
the fact that the motion of water is severely limited in the radial direction as compared to the axial 
direction. Figure 4-8 gives an account of the average diffusivity of different water models under 
varying degrees of confinement153 in CNTs. It is also known that different models of water under 
confinement yield different values of diffusivity, but this is to be expected on account of the 
difference in bulk water diffusivity coming from a comparison of different water models154 as 
shown in Table 4-4.  
 
 
 
Water models simulated legend 
Group 
Water 
Model 
Nanotube 
0 TIP3P Rigid 
1 TIP3P Flexible 
2 SPC/E Rigid 
3 
TIP3P 
flexible 
Rigid 
4 
SPC 
flexible 
Rigid 
5 
SPC 
flexible 
Flexible 
 
Figure 4-8: Average self-diffusivity coefficient D vs nanotube diameter calculated with various 
models. 
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Table 4-4: Computed properties of liquid water models at 298 K at and 1 bar for different water models. 
Model 
ρ 
(g/cm3) 
105κT 
(MPa−1) 
105 
αp (K−1) 
Cp 
(cal/mol/K) 
ΔvH 
(kcal/mol) 
ε 
Bulk 
diffusivity 
109D 
(m2/s) 
TIP4P 1.001 59 44 20 10.65 52 3.9 
TIP5P 0.999 40.5 63 29 10.46 82 2.6 
TIP4P/Ew 0.9954 48.1 33 19.2(21.4) 10.58(11.76) 63.4 2.44 
TIP4P/2005 0.9979 46.5 28 18.9(21.1) 10.89(11.99) 60 2.08 
Expt 0.9971 45.8 25.6 18 10.52 78.4 2.27 
 
In the case of the finite CNTs, we use the Einstein equation (Eq. 4.1) to calculate the axial 
diffusion coefficients of water under confinement: 
 
𝐷𝐷 =  lim
𝐶𝐶→∞
12𝑡𝑡𝑑𝑑 〈|𝑟𝑟(𝑡𝑡) − 𝑟𝑟(0)|2〉 (4.1) 
Here, 𝑟𝑟(𝑡𝑡) is the position of the center of the mass of the molecules, d is the number of dimensions, 
and t is time. For the case of infinite CNTs, we calculate the diffusion coefficients using the 
Einstein equation and the Green-Kubo relation (Eq. 4.2), which utilizes the time integral of the 
velocity autocorrelation function:  
 
𝐷𝐷 = 1
𝑁𝑁𝑑𝑑
� � 𝑣𝑣𝑠𝑠(𝑡𝑡). 𝑣𝑣𝑠𝑠(0)𝑁𝑁
𝑠𝑠=1
� 𝑑𝑑𝑡𝑡
∞
0
 (4.2) 
Here, N is the number of water molecules and 𝑣𝑣𝑠𝑠 is the velocity of the ith water molecule. By 
analyzing the mean-squared displacements, we can understand the mechanism of diffusion in these 
narrow carbon nanotubes and try to recognize some of the factors that affect the observed 
diffusivity. 
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Case 1: Finite CNTs 
Figure 4-9 shows the axial diffusion coefficient of water as a function of CNT diameter 
obtained assuming that Fickian diffusion is valid in the narrow CNTs. Quite low values for the 
diffusion coefficient are obtained in the narrowest tubes, with the calculated diffusion coefficient 
being especially low in the (8,8) CNT. As the tube diameter increases, the diffusion coefficient 
can be seen to slowly approach the bulk diffusivity of TIP4P water (3.9 x 10-5 cm2/sec).  
Fickian diffusion occurs only when molecules pass each other randomly in the direction of 
flow; however, this may not be possible when molecules are confined in long narrow tubes such 
as in the (6,6) or the (8,8) CNT. When water molecules are confined in a narrow, one-dimensional 
channel, they are prevented from passing each other and the diffusion that develops could be of a 
single-file nature or of a ballistic nature where the confined water molecules move in a highly 
 
 
Figure 4-9: Diffusion coefficients of water in CNTs assuming Fickian diffusion. 
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coordinated fashion. The nature of the mean-squared displacements expected for these different 
diffusion mechanisms is shown in Figure 4-10. Deviations from Fickian diffusion may be seen due 
to pore–fluid interactions, pore size, or pore connectivity112.  
Diffusion in a one-dimensional interacting particle system with excluded mutual passage 
is known as single-file diffusion. In the (6,6) CNT (𝑑𝑑 = 0.81 nm) (Figure 4-11), we can observe 
from the trajectories of individual water molecules that they cross each other inside the CNT and 
strongly resemble the motion of molecules diffusing in a single file. The key feature of single-file 
diffusion is that the typical mean-squared displacement of molecules scales as 𝑡𝑡1/2 rather than t as 
in normal diffusion. We calculate the exponent of time ‘α’ (Table 4-5) from a log – log plot of 
MSD vs time in order to verify if we have single-file diffusion in the (6,6) CNT. This calculation 
yields sub-diffusive ‘α’ values of ~ 0.8 for the narrowest CNTs (6,6) and (8,8) and normal ‘α’ 
values close to 1 for the wider tubes. We must, however, point out that water molecules inside the 
finite CNT that we utilize have short lifetimes, which may affect our results. To overcome the 
problem of limited lifetimes of water molecules in finite CNTs, we make use of CNTs that are 
connected to each other from end-to-end in a periodic simulation box. The results from those 
studies are presented next. 
 
 
Figure 4-10: Types of diffusion. 
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Figure 4-11: z-dimensional trajectories of water molecules in a (6,6) CNT for 100 ps. 
 
Table 4-5: Model: log MSD = α log t + intercept. 
CNT α 
(6, 6) 0.8193 (0.8168, 0.8219) 
(8, 8) 0.8715 (0.8668, 0.8762) 
(10, 10) 0.9017 (0.8997, 0.9038) 
(12, 12) 0.9161 (0.9132, 0.919) 
(14, 14) 0.9287 (0.927, 0.9304) 
(15, 15) 0.9298 (0.9268, 0.9328) 
(16, 16) 0.9494 (0.9491,0.9497) 
(18,18) 0.9428 (0.9402, 0.9454) 
(20, 20) 0.9594 (0.958, 0.9608) 
(22, 22) 0.9533 (0.9502, 0.9565) 
The values within the parenthesis represent the 95% confidence intervals. 
 65 
 
Case 2: CNTs connected end-to-end (Infinite CNTs)  
Figures 4-12 and 4-13 depict the logarithmic plot of the axial MSD of water molecules 
inside the CNT versus time and the axial diffusion coefficient in the CNTs (R = 10 – 22) obtained 
via the Einstein relation. The representative visual guide lines for Fickian (solid), single-file 
(dashed), and ballistic diffusion mechanisms (dotted-dashed) are also shown in black in Figure 4-
12. We do not observe ballistic diffusion for the long timescales (30 ns) shown here. We observe 
a clear Fickian diffusion mechanism for water molecules inside CNTs with chiralities (R) ranging 
from 10-22; i.e. in the diameter range of 1.356 nm - 2.983 nm. The diffusion mechanism appears 
apparently Fickian for most of the duration of the simulation even in the smaller diameter (6,6) 
and (8,8) tubes (see Figure 4-12). The data shown here were collected every 1 ps for 30 ns. Perhaps 
femtosecond data collection might clarify the short time behavior of water confined in (6,6) and 
(8,8) CNTs. 
 
 
Figure 4-12: Log plot of MSD vs. time in infinite CNTs. 
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Figure 4-13: Axial diffusion coefficient of water from the Einstein relation (CNTs connected via 
periodic boundary conditions). 
 
 
(a) 
 
(b) 
Figure 4-14: (a) Overall velocity autocorrelation of water molecules in the CNT; (b) axial velocity 
autocorrelation of water molecules in CNT 
The curves have been shifted on the y-axis for better visual inspection of the autocorrelation function. 
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We extend the simulation for 500 ps using a 0.5 fs time step and output the data at every 
time step to obtain an estimate of the axial diffusion coefficient using the velocity autocorrelation. 
It can be seen clearly that in a relatively short period the axial velocity autocorrelation (Figure 4-
14b) converges to around zero from its initial value for the larger diameter tubes (R ≥ 10). 
However, the same is not true for the smallest diameter tubes (6,6) and (8,8), where the fluctuations 
around zero are quite large, especially for water confined in the (6,6) tube. The overall velocity 
autocorrelation (Figure 4-14a) shows a smaller amount of fluctuations around the zero value for 
all tubes; however, the fluctuations in the (6,6) CNT are perceptibly higher than those seen in the 
wider tubes.  
We show the overall diffusion coefficient of water in the CNTs calculated from the Green–
Kubo relation in Figure 4-15. The overall diffusion coefficient values for all the diameter cases, as  
 
 
Figure 17 
Figure 4-15: Overall diffusion coefficient from the Green-Kubo relation. 
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expected, are lower than the axial diffusion coefficient and we observe an increase in diffusion as 
the diameter increases and the confinement decreases.  
At this point we would like to end our investigation into identifying the diffusive behavior 
of water under extreme confinements such as that seen in (6,6) and (8,8) CNTs. This is beyond the 
scope of our studies, but there do exist some studies conducted mainly by Striolo112, Alexiaidis et 
al.153, and Mukherjee et al.155,156 that have studied water diffusion under these high confinements 
in detail and under different loading conditions that can help shed some light on the diffusion 
mechanism. While some debate still exists about the mode of diffusion of water in these tubes, we 
recount the main results of those studies.  
Striolo112 investigated diffusion of water in infinitely long CNTs of diameter 1.08 nm and 
found that water diffuses via a ballistic mode for up to 500 ps, which then changes to Fickian 
diffusion. Alexiadis et al.153 did not find a distinct, long period of ballistic diffusion, which they 
ascribed to using a higher density than Striolo, where clusters have no space to perform coordinated 
ballistic motion. They showed that the diffusion mechanism is mainly Fickian with ‘α’ in 𝐷𝐷 ∝
�
|𝑧𝑧(𝐶𝐶)−𝑧𝑧(0)|2
𝐶𝐶α
� varying between 0.8 and 1157. Mukherjee et al.158 found the behavior similar to that 
observed by Striolo, where they observed an initial phase of ballistic diffusion followed by a 
Fickian one in a long simulation run. For the very narrow diameter tubes investigated, they argued 
that hydrogen bonds lead to a strong correlated motion similar to the ballistic mode (|𝑧𝑧(𝑡𝑡) − 𝑧𝑧(0)|2 ∝  𝑡𝑡2), but at the same time the quasi one-dimensional structure gives rise to 
single-file diffusion �|𝑧𝑧(𝑡𝑡) − 𝑧𝑧(0)|2 ∝  𝑡𝑡1/2� , resulting in an apparent Fickian diffusivity. Thus, 
bulk and confined water share the same macroscopic diffusion mode in finite length tubes. 
The spatial pattern and fluctuations of hydrogen bonds of water characterize its structure 
and dynamics, and many of its distinctive properties are ascribed to hydrogen bonding159,73.  The 
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distribution of hydrogen bond lifetimes provides a complementary view of hydrogen bond 
dynamics and hence the dynamics of water73. Thus, logically, we next proceed to discuss the 
diffusion coefficient as a function of modification of hydrogen bonding under confinement.  
Usually, H-bonds are determined according to some geometric criteria: 
1) The distance between the oxygen of both molecules has to be smaller than a certain 
threshold value 𝑅𝑅𝑂𝑂𝑂𝑂. 
2) The distance between the oxygen of the acceptor molecule and the hydrogen of the donor 
has to be lower than a certain threshold value 𝑅𝑅𝑂𝑂𝐻𝐻 
3) The bond angle between the O-O direction and the molecular O-H direction of the donor, 
where H is the hydrogen which forms the bond, has to be lower than a certain threshold 
value 𝜃𝜃. 
We use the second and third criteria to determine the H–bonds with 𝑅𝑅𝑂𝑂𝐻𝐻 =  0.35 𝑛𝑛𝑛𝑛 and 𝜃𝜃 =  30°. 
The average number of hydrogen bonds of water in the nanotube is shown in Figure 4-16. In the 
(8,8) tube, we observe a sharp increase in the number of hydrogen bonds and also a more open 
ordered structure for water in the (8,8) CNT (see the radial density and the axial density profiles). 
One of the important differences between liquid water and ice is the number of hydrogen bonds. 
The average number of hydrogen bonds of solid ice is higher (4) than that for liquid water (3.5) 
and it also is energetically more favorable. Another notable feature of solid ice is that it has a more 
open structure as compared to liquid water. Both these features are comparable to that found for 
water confined in an (8,8) CNT; hence, we have a reduced ice-like mobility for water under 
confinement in (8,8) CNTs (see Figure 4-9). The effect of geometrical confinement slowly 
diminishes as the tube diameter increases, and we observe that the diffusion coefficient approaches 
bulk values for larger diameter tubes. 
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Figure 4-16: Average number of hydrogen bonds per water molecule as a function of CNT diameter. 
 
We have obtained the donor (intramolecular oxygen) --- hydrogen (intramolecular 
hydrogen) --- acceptor (intermolecular oxygen) angle distribution, the donor (oxygen)-acceptor 
(oxygen) distance distribution, average numbers, lifetimes and energies of hydrogen bonds for 
different tube diameters and different conditions of surface charge and ions (Figures 4-17 to 4-19).  
These additional simulations were conducted on CNTs that are connected end-to-end and help us 
study the hydrogen bond structure and dynamics as a function of pore size, nature of the surface 
charge (discrete vs. partial), and surface charge signs and magnitudes. The interrupted or the 
intermittent hydrogen bond lifetimes calculated by the reactive flux method of Luzar et al.73 are 
shown in Figure 4-19a. Sampling was done every 10 fs. Wider tubes have shorter hydrogen bond 
correlation times, while narrower tubes have longer relaxation times. These results are consistent 
with those obtained by other studies160, which showed that even though the number and the 
lifetimes of hydrogen bonds that are continuously bonded are low under confinement, the  
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Figure 4-17: Average number of hydrogen bonds. 
 
 
(a) 
 
(b) 
 Figure 4-18: (a) Hydrogen bond donor-acceptor distance distribution; (b) hydrogen bond angle 
distribution. 
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(a) 
 
(b) 
Figure 4-19: (a) Hydrogen bond lifetimes; (b) hydrogen bond energies. 
 
intermittent hydrogen bond correlation function 𝐶𝐶𝐻𝐻𝐵𝐵(𝑡𝑡) of water decays more slowly under 
confinement than in bulk. Thus while hydrogen bonds inside the tube have a shorter lifetime as 
compared to bulk water, they remain in each other’s vicinity and cause the bonds to reform easily 
which contributes to long correlation times. The mobility of water is associated with the relaxation 
times of hydrogen bonds, and long correlation times in narrow carbon tubes suggests correlated or 
concerted motion of water molecules.  
We next look into the spatial diffusion of water in CNTs; i.e., the diffusion of water near 
the walls and that at the center of the tube. There have been disputes about the spatial variation of 
the diffusion coefficient of water in CNTs. While Liu et al.161 claim that diffusion of the outer shell 
water SPC molecules is much slower than that of the inner shell (TINKER package), Farimani et 
al.162 obtained the opposite result with a slight enhancement in the axial diffusivity at the walls 
using SPC/E water and GROMACS. Our results with TIP4P water and GROMACS, as shown in 
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Figure 4-20, agree more with the results of Farimani et al.162 A possible explanation given by them 
was the probable depletion of hydrogen bonds, the weak carbon–water interactions, and water 
orientation near the surface of the CNT. 
 Water permeation in finite CNTs 
Figure 4-21 details the number of permeation events taking place within the CNT. In the 
case of the (6,6) CNT, one can see unidirectional bursts of water in a particular direction with the 
flux reversing direction after some time. In the (8,8) CNT, water is clearly immobilized with no 
occurrence of positive or negative flux. One can observe equilibrium in the net flux of water for 
all wider tubes with the number of water passages from left to right equaling the number of 
passages from right to left.  
 Water transport through a (6,6) CNT (d = 0.81 nm) 
Berezkhovskii and Hummer20 used a continuous-time random-walk (CTRW) model to 
describe concerted transport through channels densely filled with molecules in a single-file 
arrangement. The CTRW was found to quantitatively reproduce the important features of transport 
of water molecules through the (6,6) carbon nanotube, namely, the bursts of unidirectional pulses. 
Similar to the works of Zhu and Schulten, who also used the CTRW model of Berezhkovskii and 
Hummer 163, we calculate the parameter "𝑘𝑘"; i.e., the hopping rate (a hop is the translocation of the 
water molecule by a distance equal to the separation of adjacent water molecules). We then use 
the hopping rate to get a prediction of the number of permeation events and compare it to the total 
number of permeation events that we observe in the simulation. (A permeation event is defined as 
a water molecule entering from one end of the CNT and exiting the other.) The results are shown 
in Table 4-6.  
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(a) 
 
(b) 
 
 
(c) 
Figure 4-20: (a) axial diffusion coefficient of water in the cylindrical region at the center of the (22,22) 
CNT; (b) axial diffusion coefficient of water in the annular region near the walls of the (22,22) CNT; 
(c) spatial diffusion coefficient of TIP4P water confined in CNTs of different diameters. 
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Figure 4-21: Number of permeation events in CNTs of different diameters with time.  
Number of permeation events from left to right (red), Number of permeation events from right to 
left (green), Net flux (grey) i.e. the number of permeation events from left to right – number of 
permeation events from right to left, Total number of permeation events (blue) i.e number of 
permeation events from left to right + number of permeation events from right to left.  
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Table 4-6: Permeation events in a (6,6) CNT using CTRW model of Berezkhovskii and Hummer. 
𝑫𝑫𝒛𝒛 
 
(nm2/ps) 
Force 
Field 
Water 
Model 
Tube 
length 
 
(nm) 
Bidirectional 
hopping rate 
(CTRW 
model) 
 
k (ps-1) 
Unidirectional 
hopping rate 
 
k0 (ps-1) 
hopping time 
 
τ = 1/k 
Total 
number of 
permeation 
events 
predicted 
(CTRW 
model) 
 
p (no/ns) 
Total 
Permeation 
events 
observed 
from 
trajectory 
 
p(no/ns) 
0.00165 
(This work) 
OPLS-AA TIP4P 5 0.048 0.024 20.83 2.44 0.625 
0.00091163 CHARMM SPC 1.34 0.027 0.0135 37 4.5 5.9 
Garde et al.21 AMBER TIP3P 4.5 0.050 0.025 20 7 5.8 
Berezhkovskii20 AMBER 
CTRW 
model 
1.34 - - 13 7 7.1 
 
The number of permeation events from the CTRW model is  
 
𝑝𝑝 = 2𝑘𝑘0
𝑁𝑁 + 1 = 𝑘𝑘𝑁𝑁 + 1 (4.3) 
 𝑘𝑘 = 2𝐷𝐷/𝑎𝑎2 (4.4) 
Here, k0 = k/2 is the unidirectional hopping rate, N is the number of water molecules in the CNT 
(19), a is distance between water molecules (0.26 nm), k = 2D/a2 (Bidirectional hopping rate), D 
is the one-dimensional diffusion coefficient and is calculated from the mean-squared 
displacements of water molecules in the CNTs. (For simplicity, we use D that was calculated 
assuming Fickian diffusion.) 
The difference in the values of the hopping times between different studies may be due to 
differences in the force fields and different water models used163. The number of permeation events 
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that we observe during the 8 ns of data collection through a single 5 nm CNT is in the same range 
as the CTRW model. However, deviations have been observed from the predictions of the CTRW 
model by Li Jing-Yuan et al.103 and Guo et al.104, who found water permeability to decay with 
nanotube length. As a note for future investigations intending to study water transport through 
(6,6) CNTs, we would like to suggest recording of the permeation events through several bundles 
of aligned (6,6) CNTs for long durations to help alleviate the problem of good averaging. 
4.4 Conclusions 
We have studied the effect of confinement on the structure and dynamics of TIP4P water 
confined in narrow carbon nanotubes using molecular dynamics simulations. Water assumes an 
ordered configuration inside sub-3nm diameter nanotubes with structures varying from single 
chain-like in the narrowest (6,6) nanotubes, square ice-like net in the (8,8) tubes, and layered 
arrangement near the walls and bulk-like behavior at the center of the tube in the case of larger 
diameter tubes.  
The results for the axial diffusion coefficient of water in finite CNTs indicated a Fickian 
diffusion mechanism for water confined in CNT with chiralities 𝑅𝑅 ≥ 10 − 22. In the narrowest 
tubes, i.e., (6,6) and (8,8), the diffusion appears apparently Fickian at long durations even though 
the trajectories strongly resemble single-file diffusion. Visualization of the trajectories of water 
molecules inside the smallest diameter (6,6) tubes shows that the water molecules transport 
collectively as a single object, which could be a subject of future detailed investigations. The axial 
diffusion coefficient shows a non-monotonic increase as the diameter increases with water being 
almost immobile in the (8,8) tubes. A possible reason for the extremely slow diffusion of water in 
the (8,8) tubes could be the ice-like hydrogen-bonded structure of water. We found water 
permeability in the (6,6) CNTs to be within the range yet slightly lower than that predicted by the 
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CTRW. Results for hydrogen-bond structure, dynamics, and energetics were also provided for 
different degrees of confinements. Under confinement, we find a reduced number of hydrogen 
bonds as compared to bulk. These bonds, however, have longer lifetimes and the lifetimes decay 
with increasing tube diameters. 
We have tried to present a comprehensive molecular scale picture of the structure and 
dynamics of water confined in nanotubes of diameters between 0.8 nm - 3 nm. We consider the 
results of this study as validation of our simulation model and as a foundation for the studies 
described in the subsequent chapters.   
 79 
 
 Ion uptake and the associated structure and 
dynamics of an electrolyte in charged sub-3 nm carbon nanotubes 
5.1 Introduction 
The significant enhancement in water flow at much lower applied pressures, as well as an 
opportunity for ion selectivity and high ionic conductivity through carbon nanotubes (CNTs), 
make them attractive candidates for numerous applications such as fuel cells, electrodialysis, 
capacitive deionization, and water purification technologies. With a view to providing a foundation 
for future investigations of selective ion transport under confinement through nanotubes with 
fixed-charge groups, we have conducted these relatively short molecular dynamics (MD) 
simulations lasting between 15-30 ns of charged nanotubes in contact with electrolyte solutions, 
which nevertheless provide a significant glimpse into the characteristics of ion uptake in charged 
CNTs.  
In this study, we report the results of the preliminary MD-based investigations into the ion 
sorption phenomena taking place in single-walled armchair nanotubes that have uniformly 
distributed immobile charges. These fixed-charges mimic ionizable functional groups, such as 
those found in polymer ion exchange membranes. Our system consists of a single CNT between 
two baths of electrolytes, with one of the compartments containing pure solvent. We test the extent 
of co-ion and counter-ion sorption for different electrolyte solutions (NaCl, LiCl, and CsCl) with 
a common anion in three different diameter nanotubes (1.36 nm, 1.9 nm, and 3 nm) by varying the 
concentration of the fixed-charges, the sign of the fixed-charges, and the solution strength of the 
high concentration reservoir.  
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5.2 Methods  
The simulation system and the cases simulated are shown in Figure 5-1 and Table 5-1, 
respectively. For each electrolyte type, the combination of nanotube diameter, fixed-charge 
concentration, fixed-charge sign, and external solution concentration resulted in 36 different 
simulation cases and a corresponding number of simulation runs of a typical duration of 15-30 ns. 
The charges on the nanotube were distributed as partial charges and the molar concentrations of 
the fixed-charges were calculated on the basis of the aqueous solution volume. The system was 
overall electroneutral; i.e., for the net charge applied on the CNT, the corresponding number of 
ions of the same sign as that on the CNT were deleted before the start of the simulation. In the case 
 
 
Reservoir 1                       Reservoir 2 
 
Figure 5-1: Schematic illustration of the simulated system: carbon atoms (black), TIP4P/2005 water 
molecules (red), sodium ions (blue), chloride ions (green). The nanotube has partial charges 
distributed on each carbon atom. 
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Table 5-1: The nanotube diameters, the molar fixed-charge concentrations, and the solution strength 
of the high concentration reservoir that made up the various simulation cases.   
Cases 
CNT diameter (nm)/ 
CNT chirality (R,R) 
1.35  
(10,10) 
1.9 
(14,14) 
3 
(22,22) 
 
Fixed-charge (M), X 
(+/-) 
0.35  1  2 
External solution 
concentration, Cs (M) 
0.05 0.1 0.4 1 
 
of the NaCl electrolyte, we tested the ion concentration in the nanotube for all magnitudes and 
signs of the fixed-charge shown in Table 5-1, whereas in the case of LiCl and CsCl, we only report 
the results for the case of a uniformly-distributed negative fixed-charge of 2 M.  
The atoms of the CNT and graphene sheets were modeled as uncharged Lennard-Jones 
particles using parameters for the sp2 carbon of benzene in the OPLS-AA force field. The carbon 
atoms of the CNT and graphene were held fixed during the course of the simulations using a 
harmonic restraining potential with a force constant of 10,000 kJ/mol/nm2 to restrict their 
translational and rotational motion. The TIP4P/2005 water model was chosen because of its more 
accurate representation of the phase diagram, the reproduction of the O-O peaks in the radial 
distribution functions, and, most importantly, because the OPLS-AA force-field was developed 
entirely with the TIP4P class of water models. The LINCS algorithm was used to keep the water 
molecules rigid, thereby allowing for longer integration time steps. The Lennard-Jones parameters 
of cross interactions were calculated on the basis of the geometric means for both 𝜎𝜎 and 𝜖𝜖. Periodic 
boundary conditions were applied in all three directions. Particle Mesh Ewald Summation was 
used for electrostatics in the 3D periodic systems and the non-bonded interactions were truncated 
at a distance of 1.2 nm. Energy minimization by the steepest descent method was carried out to 
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remove any unphysical overlaps between atoms. Once the target temperature was attained, all 
simulation runs required for accumulation of statistics were carried out using the GROMACS MD 
package in the NVT ensemble with the v-rescale thermostat, a leap frog (Verlet) integrator, and a 
time step of 1 fs. In the following study, 𝑋𝑋 denotes the fixed-charge concentration (M) and 𝐶𝐶𝐶𝐶 is 
the solution strength of the upstream reservoir (M).  
5.3 Results 
 Ion uptake 
While the transport processes taking place are decidedly non-equilibrium, it is reasonable 
to assume a local equilibrium in the counter-ion and co-ion concentrations in the nanotube over 
the duration of long simulations. We show the measured average counter-ion, co-ion, and effective 
fixed-charge concentrations obtained from simulations with different strengths of sodium-chloride 
solution in the upstream high concentration reservoir in Figures 5-2a and b. We observe similar 
behavior in both cation and anion exchange type nanotubes; i.e., for any fixed-charge 
concentration and CNT size, the co-ion rejection worsens with increasing external solution 
concentration. For instance, in the case of the (22,22) CNT with 0.35 M negative fixed-charge 
concentration (Figure 5-2a), the co-ion is completely rejected when the external solution 
concentration is 0.05 M or 0.1 M and starts to show a finite concentration that increases as the 
external reservoir concentration is increased to 0.4 M and 1 M. This is evidence of a Donnan-type 
rejection mechanism, where, for a given fixed-charge concentration, the ion rejection improves 
with decreasing concentration of the external solution. At the charged CNT surface in contact with 
the external electrolyte solution, an equilibrium (Donnan equilibrium) is established, which leads 
to a discontinuity in both ion concentration and potential. For a clearer understanding of Donnan-
type ion sorption trends, and in order to draw attention to the similarity of our results to the Donnan 
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(a) 
Figure 5-2: Counter-ion concentration, co-ion concentration, and effective fixed-charge 
concentration (ordinates) in negatively-charged (cation-type exchanger: (a)) and positively-charged 
(anion-type exchanger: (b)) nanotubes as functions of the external solution concentration (abscissas).   
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(b) 
In both Figs. (a) and (b), the average counter-ion, co-ion, and effective fixed-charge results for the 
last 5 ns of the simulations are shown in the top, middle and bottom panels, respectively. In each of 
the figures, results are shown for the magnitude of fixed-charge being increased from left to right. 
Thus, each of the Figs. (a) and (b) is divided into primarily three parts (by dividing the abscissa) 
based on the magnitude of the fixed-charge on the nanotube. The left, middle and right sections 
correspond to cases of fixed-charges of about 0.35 M, 1 M, and 2 M, respectively. The results for ion 
concentrations in the (10,10), (14,14), and (22,22) CNTs are shown in blue, green, and red, 
respectively. The error bars show the maximum and minimum concentrations observed during data 
collection. The predictions from Donnan theory for the co-ion concentration in the charged nanotube 
at the various conditions of external solution and fixed-charge concentration are shown by the black 
trace. These predicted values are calculated for equal concentrations of sodium-chloride solution in 
both reservoirs.   
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ion exclusion mechanism, we show an example of a typical Donnan exclusion governed ion uptake 
isotherm in Figure 5-3164 where chloride co-ions are rejected from a negatively-charged CNT in 
favor of sodium counter-ions. Another obvious characteristic is the increasing co-ion concentration 
with increasing external solution concentration with the preservation of local electroneutrality at 
all times.  
There is no solute in Reservoir 2 (the low concentration reservoir) at the start of the 
simulation; thus a Donnan potential is absent at the interface of the CNT and Reservoir 2. Because 
of the neglect of the gradient that may be present in the co-ion concentration profile, the black 
trace in Figure 5-2a and b shows overestimated values of co-ion concentrations. While the 
measured co-ion concentrations are lower than those of the Donnan predictions, it is hard to 
 
 
Figure 3 
Figure 5-3: A typical Donnan exclusion-based ion uptake isotherm as a function of external solution 
concentration for a fixed-charge X = 2.2 M. 
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estimate the extent to which the Donnan theory prediction value that is shown in Figure 5-2 is 
overestimated without a guess for the extent of ion exclusion due to steric hindrance.  
Increasing the amount of fixed-charge should result in poor co-ion concentration in the 
CNTs, which is most visible in the case of the (22,22) negatively-charged CNTs (Figure 5-2a, 
middle section, red trace). From the error bars, it appears that the sodium counter-ions are absorbed 
to a slightly greater extent than the chloride counter-ions. This seems reasonable because of the 
smaller hydration shell and greater charge density of sodium ions as compared to the chloride ions.  
We find a deviation from local electroneutrality in the CNT over the timescales of the 
simulation. In some studies, deviations from local electroneutrality have been suspected to be a 
consequence of Manning counter-ion condensation in the cases of densely charged surfaces. For 
monovalent electrolytes, counter-ion condensation occurs when the distance between fixed-
charges is less than the Bjerrum length165. Even though we have closely spaced charges that might 
satisfy the condition for Manning condensation, a visual inspection in VMD does not show any 
counter-ion condensation on the low surface-charge density nanotube that has smeared partial 
charges.  Nevertheless, we provide the governing equation i.e., equation (5.1) for the modified 
Donnan model165 that takes into account counter-ion condensation and show the co-ion 
concentration values predicted from this counter-ion condensation theory alongside those 
predicted by the ideal Donnan model in Table 5-2. 
 (𝑋𝑋 + 𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷)(𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷) (� 𝑋𝑋𝜉𝜉𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷� + 1)(� 𝑋𝑋𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷� + 1) exp�−  
𝑋𝑋
𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷
𝑋𝑋
𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷
+ 2𝜉𝜉 � = (𝛾𝛾±2)  𝐶𝐶∞2  (5.1) 
In this modified Donnan expression ( equation 5.1), 𝑋𝑋 is the fixed-charge concentration (M), 
𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷  is the co-ion concentration (M), 𝐶𝐶∞ is the external solution concentration (M), and 𝑎𝑎∞ is 
the external solution activity. Furthermore, 𝜉𝜉 is the Manning parameter (linear charge density) =   
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Table 5-2: Comparison of ideal Donnan theory predictions with modified Donnan theory that takes 
into account counter-ion condensation. The predicted values are calculated two ways: first by taking 
into account the external solution concentrations, and second, using external solution activities. 
Fixed-charge, 𝑿𝑿 = 2 M 
External solution 
concentration (activity 
coeff) 
Donnan co-ion 
prediction (with 
external solution 
concentration) 
Donnan co-ion 
prediction with 
external solution 
activities 
Modified Donnan with ξ 
= 5, with external 
solution concentration, 
ion concentration in 
membrane 
Modified Donnan 
with ξ = 5, with 
external solution 
activity, ion 
concentration in 
membrane 
0.05 (0.82) 0.0012 0.0008 0.0153 0.0153 
0.1 (0.778) 0.0049 0.0030 0.0496 0.0496 
0.4 (0.681) 0.0770 0.0364 0.328 0.2025 
1 (0.657) 0.4142 0.1965 0.9122 0.5739 
     
Fixed-charge, 𝑿𝑿 ~ 1 M 
External solution 
concentration (activity 
coeff) 
Donnan co-ion 
prediction (with 
external solution 
concentration) 
Donnan co-ion 
prediction with 
external solution 
activities 
Modified Donnan with ξ 
= 5, with external 
solution concentration, 
ion concentration in 
membrane 
Modified Donnan 
with ξ = 5, 
external solution 
activity, ion 
concentration in 
membrane 
0.05 (0.82) 0.0028 0.0019 0.0248 0.0248 
0.1 (0.778) 0.0113 0.0069 0.0678 0.0678 
0.4 (0.681) 0.1559 0.0782 0.3573 0.2321 
1 (0.657) 0.6555 0.3529 0.9534 0.6119 
     
Fixed-charge, 𝑿𝑿 ~ 0.35 M 
External solution 
concentration (activity 
coeff) 
Donnan co-ion 
prediction (with 
external solution 
concentration) 
Donnan co-ion 
prediction with 
external solution 
activities  
Modified Donnan with ξ 
= 5, with external 
solution concentration, 
ion concentration in 
membrane 
Modified Donnan 
with ξ = 5, with 
external solution 
activity, ion 
concentration in 
membrane 
0.05 (0.82) 0.0101 0.0068 0.0377 0.0377 
0.1 (0.778) 0.0365 0.0232 0.0858 0.0858 
0.4 (0.681) 0.2986 0.1785 0.3835 0.2564 
1 (0.657) 0.8884 0.5491 0.9829 0.6402 
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𝜆𝜆𝐵𝐵
𝑏𝑏
= 𝑒𝑒2
4𝜋𝜋𝜋𝜋𝑏𝑏𝑇𝑇𝑏𝑏
, where 𝑏𝑏 is the distance between charges, 𝜆𝜆𝐵𝐵 is the Bjerrum length (0.7 nm), and γ is 
the activity coefficient.  
The co-ion concentration within the membrane (in terms of external solution concentration) 
from ideal Donnan theory is  
𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷 =  12 ��(𝑋𝑋2 + 2𝐶𝐶∞2 ) − 𝑋𝑋�                                                          (5.2) 
or in terms of external solution activity,  
𝐶𝐶𝑐𝑐𝐷𝐷𝑠𝑠𝐷𝐷𝐷𝐷 =  12 ��(𝑋𝑋2 + 2𝑎𝑎∞2 ) − 𝑋𝑋�                                                          (5.3) 
The most important result of the modified Donnan theory with counter-ion condensation 
from Table 5-2 is the greater co-ion concentration predicted in the charged membrane as compared 
to ideal Donnan theory. It would be interesting to test this phenomenon by adding discrete charges 
that are closely spaced to each other, which could be a subject of future investigations. 
We would like to comment here on the limitations posed by these short simulations, which 
might prove useful for any future MD simulations of similar systems. The sequence of 
equilibration times required for good averages of counter-ion and co-ion concentrations in charged 
nanotubes are as follows:  
a) 𝑋𝑋 = 0.35 M > 1 M > 2 M 
b) 𝐶𝐶𝐶𝐶 = 0.05 M > 0.1 M > 0.4 M > 1 M 
c) 𝑑𝑑 = 1.356 nm > 1.9 nm > 3 nm 
Thus, in the case where 𝑋𝑋 =  0.35 M, 𝐶𝐶𝐶𝐶 = 0.05 M, and 𝑑𝑑 = 1.356 nm, very long equilibration 
times are required to obtain good averages of counter-ion and co-ion concentrations within the 
nanotube. The averages for co-ion and counter-ion concentrations for the narrowest diameter CNT 
with low fixed-charge concentration at low external solution concentration thus suffers from the 
limited duration of the simulation. The fastest equilibration is achieved in the (22,22) CNT in 
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contact with a 1 M sodium-chloride solution.  In an upcoming chapter, we will study this case in 
more detail where we can extrapolate those results to some extent to the smaller diameter tubes.  
Donnan theory neglects the size or the specific nature of the ions and only considers the 
valence of the ions. In Figure 5-4, we compare the sorption trends of different ions with the same 
valence and try to identify if the neglect of ion specific effects (such as their hydration energy) in 
Donnan theory is justified. The sequence for the ionic radii is as follows: Li (0.60 Å) < Na (1.02 
Å) < Cs (1.73Å), whereas for the hydrated radius it is Li (1.95 Å) < Na (2.43 Å) < Cs (3.07Å). The 
hydrated radius of lithium is 3 times its ionic radius, whereas that of the cesium ion is less than 
twice its hydrated radius. It is thus evident that lithium has a high hydration energy (strongly 
hydrated) while cesium has the lowest hydration energy of the three. Hydration has an important 
effect on the charge density of the ion, and by consequence the extent to which fixed-charges can 
influence their sorption.  
For a counter-ion to enter the narrow confines of a nanotube, the ion must shed some of its 
hydration shell water. To do so, it must experience a sufficient driving force via its electrochemical 
potential (RTln Cs) and the electrostatic (Coulombic) potential to compensate for this change in 
its hydration energy. For the cases studied and shown in Figure 5-4, the fixed negative charge is 
held constant at 2 M; thus the only variable for the ion is the external solution concentration. For 
strongly hydrated lithium ions at low external solution concentrations, the driving force is not 
enough to push the ion into the tube. Thus for the time scales of our simulation, at low external 
solution concentrations, we observe low lithium counter-ion concentrations in the narrowest 
(10,10) CNT. As the external solution strength and the diameter of the tube are increased, a greater 
number of lithium ions can enter the nanotube with less of an energy penalty from partial shedding 
of their hydration shell.   
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Figure 5-4: The counter-ion and co-ion concentrations in nanotubes as functions of the external 
solution concentration at a fixed negative charge of 2 M for different monovalent electrolyte solutions 
(LiCl, NaCl, and CsCl) in Reservoir 1. 
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The sodium and cesium ions are weakly hydrated as compared to lithium ions and are 
absorbed by the negatively-charged CNTs to almost the same extent at all external solution 
concentrations. This almost constant concentration of Na and Cs counter-ions at all external 
solution concentrations implies a saturation in the number of counter-ions that can be 
accommodated inside the nanotube. The trends show strong interactions between lithium cations-
chloride anions under confinement as compared to between sodium–chloride or between cesium–
chloride; i.e., this strong interaction in the case of lithium-chloride results in partially un-
dissociated electrolyte inside the nanotube.  
 Structure and dynamics of water and ions 
Tuning the interactions between the carbon and the electrolyte via fixed-charges can result 
in different interfacial structures that can be exploited for specific applications. Using these MD 
simulations in which we have employed a classical force field, we present a brief analysis of the 
interfacial interactions between the aqueous salt solution and the charged carbon nanotube and 
their corresponding influence on the structure and dynamics characteristics of the confined 
aqueous solution.  
Radial density profiles 
The final structure that water and ions assume inside a charged carbon nanotube is a 
consequence of various competing interactions between the different species—see Figure 5-5a. 
We can clearly see that water retains its layered structure under confinement in the presence of 
ions in a charged CNT. From Figure 5-5b, one can see that sodium and lithium ions can approach 
the wall more closely based on their smaller diameters and their charges; however, the strength of 
the water oxygen-carbon interaction is much stronger than the ion–carbon interaction. Moreover,  
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(a) 
Figure 5-5: Radial density profiles of different cations and water in a CNT (a) for the case of a 
negative fixed-charge of 2 M and Reservoir 1 concentration of 0.4 M; (b) shows the interaction 
potential between carbon-water or carbon-ion as a function distance 
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(b) 
The fixed-charge concentration of 2 M resulted in the following surface charge densities in the (10,10), 
(1414), (22,22) nanotubes, respectively: 0.022 C/m2, 0.062 C/m2, 0.1 C/m2. The abcissa is divided into 
3 sections showing the density profiles for the cations in the (10,10), (14,14), and (22,22) cases, 
respectively. The ordinate is also divided into 3 sections: the top, middle, and bottom panels depict 
the density profiles for lithium (blue), sodium (red) and cesium (green) ions. The water density 
profiles are shown in black. For this specific case of fixed-charge concentration and external solution 
concentration, the chloride co-ion is mostly rejected when sodium or cesium are counter-ions; 
however, chloride ions are present in appreciable amounts with lithium counter-ions, and are shown 
the top panel in yellow. 
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the interaction of ions with water is more favorable than the interaction of the ion with the 
nanotube. Therefore, even in the case of negatively-charged CNTs with weak partial charges, we 
do not have contact adsorbed ions, and there always exists a layer of water between the ions and 
the nanotube surface. The small size of the hydrated lithium ion allows it to approach the carbon 
atoms more closely, whereas the peak for the cesium ion is seen to be shifted away to the center 
in the (10,10) CNT, which has the lowest surface-charge density. As the surface-charge density 
increases, the ions are observed to move closer to the wall on account of their increased interaction 
with the charged CNT. For the tube with the highest surface-charge density, we expect a decrease 
in the cation solvation near the wall.  
Figure 5-6 shows the changes in the ionic structure for a counter-ion compared to its 
structure in an uncharged nanotube. Studies of ion structure in between uncharged graphene slits 
have shown that ions occupy the positions between the water layers to facilitate hydration without 
significantly disrupting the layering in the system166. In larger diameter charged CNTs, there is a 
visible increase in the height of the counter-ion peak closest to the wall and also in the degree of 
approach of the counter-ion to the charged nanotube surface. We find that addition of positive 
charges tends to influence the position of the peak for the chloride ions closest to the wall, whereas 
the addition of negative charges has barely any effect on the position of the corresponding peak 
for sodium ions. The addition of charges leads to a squeezing of water out of the layer closest to 
the wall to accommodate a greater number of counter-ions; this effect is visible in the narrowing 
of the water layer closest to the wall.  
The results shown so far were for the cases in which the CNT had partial charges. In Figure 
5-7, one can observe the changes in the radial density profiles for ions in a (14,14) CNT with 
discrete charges. Sodium (with a high charge density) behaves like a contact-adsorbed ion by  
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Figure 5-6: Ion density profiles in uncharged (top), negatively-charged (middle), and positively-
charged nanotubes (bottom) in (10,10), (14,14), and (22,22) CNTs. 
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Figure 5-7: Counter-ion density profiles in a (14,14) CNT with discrete charges (middle and bottom 
panels). For comparison, ion density profiles in an uncharged CNT are shown in the top panel. 
 
approaching the CNT at a distance closer than the first layer of water. The larger size of the chloride 
ion results in its lower charge density and it occupies a position within the water layer closest to 
the wall. 
Coordination numbers in the first hydration shell for sodium and chloride ions 
The ion-water radial distribution functions (RDFs) inside charged and uncharged 
nanotubes are integrated to the first minima to obtain the ion-water first hydration shell 
coordination numbers, which are shown in Figures 5-8a and b. Although we have not shown the 
ion-water radial profiles here, we would like to point out that the peak positions in the ion–water 
RDF in bulk and under confinement in uncharged nanotubes are the same. The reported first shell 
hydration number values for sodium are between 4-6 and for chloride are between 5-8167. In  
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(a) 
 
(b) 
Figure 5-8: Sodium (a) and chloride (b) coordination number in uncharged and charged CNTs at 
various values of fixed-charge concentration: 0.35 M (blue), 1 M (green), and 2 M (red). 
 
uncharged CNTs, the depletion of water from the first hydration shell is significant only under the 
highest confinement; i.e., in the case of the (10,10) CNT. In the uncharged (10,10) CNT, the loose 
chloride hydration shell is perturbed to a greater extent than the sodium hydration shell. Sodium 
and chloride ions follow expected trends in uncharged CNTs where the first hydration shell 
coordination numbers decrease with increasing confinements. Our results of coordination numbers 
for ions in uncharged nanotubes are also consistent with observations from previous studies which 
showed that smaller ions with tighter hydration shells were not perturbed to the extent of 
decreasing hydration for the confinements considered here167. It seems that the presence of charges 
tends to squeeze the water nearer to the CNT walls, making fewer water molecules available to 
the ions near the charged surfaces and thus causing an overall decrease in their hydration numbers.  
The coordination number of ions could decrease with increasing solution concentration 
owing to excess precipitated ions that are incompletely hydrated, and in the case of charged CNTs, 
the counter-ion hydration number could decrease from contact adsorption. While we observe an 
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overall decrease in the hydration numbers of ions in charged CNTs, we do not observe a substantial 
change in the hydration numbers of ions with increasing fixed-charge concentration. This happens 
because even though we increase the CNT fixed-charge concentration (which is uniformly 
distributed as partial charges on each atom of the nanotube), the surface-charge density does not 
increase by a significant amount to cause a counter-ion contact adsorption (see Table 5-3).   
An unexpected result is observed for chloride ions near positively-charged walls in the 
(10,10) CNT: it appears that the addition of charges enhances the coordination of chloride in the 
positively-charged (10,10) CNT. A possible explanation for this is that, because of the size of the 
ion and its hydration shell, chloride ions face a steep energetic penalty in order to enter the 
uncharged (10,10) CNT, which has a radius of 0.678 nm. When positive charges are applied to the 
(10,10) CNT, this energetic penalty disappears and the hydration of chloride ions inside the CNT 
improves. 
 
Table 5-3: Nanotube surface charge densities for the various fixed-charge concentrations. 
CNT 
𝑿𝑿 = 0.35 M 𝑿𝑿 = 1 M 𝑿𝑿 = 2 M 
C/m2 C/m2 C/m2 
(10,10) 0.0075 (±1e) 0.022 (±3e) 0.038 (±5e) 
(14,14) 0.01 (±2e) 0.026 (±5e) 0.06181(±12e) 
(22,22) 0.017 (±5e) 0.015(±15e) 0.102 (±30e) 
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Hydrogen bonds 
The results for the average number of hydrogen bonds per water molecule in the CNT for 
the various cases of fixed-charge, external solution concentration, and tube diameter are shown in 
Figures 5-9a-c. The modification in the number of hydrogen bonds represents a change in the 
structure of water as compared to the bulk structure. Bulk TIP4P/2005 has 3.66 hydrogen bonds 
per water molecule. It has been shown previously that confinement causes a reduction in the 
number of hydrogen bonds (NHB = 3.2 ~ (14,14) and NHB = 3.3 ~ (22,22)). The addition of sodium  
and chloride ions further alters the structure of water. We find that in most cases the number of 
hydrogen bonds inside the positively-charged CNT (which has a higher number of chloride ions) 
is higher than the corresponding number in negatively-charged tubes (which have a higher number 
of sodium counter-ions). These changes in the hydrogen bonding are probably caused by the 
structure making or breaking properties of the respective ions. From the results shown in Figures 
5-9a-c, it appears that chloride ions tend to enhance the water structure by increasing the number 
of hydrogen bonds, whereas sodium ions tend to disrupt the water structure in nanotubes by 
decreasing the number of hydrogen bonds.  
Similar trends can be seen in Figures 5-10a and b, where for a given fixed-charge 
concentration and external solution concentration, we observe a lower number of hydrogen bonds 
in negatively-charged tubes (sodium counter-ions) as compared to positively-charged tubes 
(chloride counter-ions).  
 Dynamics 
Diffusion coefficient of water in charged nanotubes 
We have previously seen that the water self-diffusion coefficient depends on the degree of 
confinement; thus its value is lower in the CNT than in bulk water (2.3×10-5 cm2/s for TIP4P/2005 
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(a) 
 
(b) 
 
(c) 
Figure 5-9: The average number of hydrogen bonds for magnitudes of fixed-charge X = 0.35 M, 1 M, and 2 M, respectively. The + and – 
markers represent the average number of hydrogen bonds in positively- and negatively-charged CNTs, respectively 
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(a) 
 
(b) 
Figure 5-10: The number of hydrogen bonds in positively-charged and negatively-charged tubes, respectively. 
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bulk water). The presence of ions disrupts the structure of water in the nanotube and in turn affects 
the dynamics of the water molecules—see Figure 5-10 and Figure 5-11. Some water in the 
nanotube is present as bound water, which is the water in mostly the first hydration shell of the 
ions. Increasing the fixed-charge concentration increases the number of counter-ions present in the 
nanotube and subsequently causes an increase in the quantity of bound water. This can result in a 
decrease in the diffusion coefficient of water. The presence of ions also has an effect on the 
hydrogen-bond lifetimes and numbers. Ions with a high charge density, such as sodium, are often 
called structure-breakers; i.e., they disrupt the hydrogen bonding structure by decreasing the 
number of hydrogen bonds and also by decreasing the lifetimes of the hydrogen bonds. On the 
other hand, chloride ions tend to keep the hydrogen bonding structure intact and increase the 
lifetimes of the hydrogen bonds. This has an immediate effect on the diffusion coefficient of water, 
where the presence of chloride ions (with their H-bond preserving nature) tends to slow down the 
mobility of water molecules, as seen in Figure 5-11b. The opposing effects of the decreased 
mobility of water, owing to a fraction of it being present as bound water in the hydration shell of 
sodium, and the structure breaking characteristics of sodium (which has a tendency to increase the 
movement of water) cause the change in the diffusion coefficient associated with the increasing 
presence of sodium ions in negatively-charged tubes to be minimal (see Figure 5-11a).  
5.4 Conclusions  
Counter-ion and co-ion sorption trends were simulated for the various combinations of 
diameters, fixed-charge concentrations, and external solution concentrations. We found that the 
co-ion exclusion trends strongly resemble the Donnan ion uptake isotherms. The inclusion of 
fixed-charges on the nanotube can help increase selectivity beyond simple steric effects. We have 
also shown the effect that the addition of fixed-charges has on the structure and dynamics of the  
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(a) 
 
(b) 
Figure 5-11: The diffusion coefficient of water in negatively-charged (a) and positively-charged CNTs (b), respectively. 
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electrolyte in the nanotube. The trends obtained for coordination numbers, hydrogen bonding, and 
diffusion coefficients of water under various conditions of fixed-charge and external solution 
concentrations serve as a foundation for a further detailed investigation of ion transport through 
nanotubes that is described in Chapters 6-9. 
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 Pseudosteady-state diffusion of aqueous sodium 
chloride through uncharged carbon nanotubes 
6.1 Introduction 
The description of ion transport through nanoconfined media is an open problem and the 
development of new theories and accurate molecular models to explain the associated transport 
phenomena qualitatively and quantitatively is crucial to progress in the field of nanofluidics.  Some 
of the applications proposed that involve ion transport through nanoporous media are ion 
exchangers168,169, desalination membranes169, filters51, sensors170,171, lab-on-chip devices172, 
transistors173, and, more recently, innovative means of energy harvesting using reverse electro-
dialysis174. Narrow biological ion channels exhibit large water permeation rates with high 
selectivity and are responsible for cell regulation. Ion permeation and transport processes in these 
biological water-filled pores (ion channels) and functionalized semi-synthetic pores (gramicidin, 
alamethicin) are quite complex owing to their inhomogeneous pore structure with varying cross 
sections and functional groups (for selectivity), as well as the stochastic nature of the opening and 
closing of the pores.  
Various theories have attempted to explain ion transport in biological pores via transient 
interfacial ion-pairing, formation of transient pores and the associated gating mechanism16 (pore-
mediated transport), ion-induced defect permeation90, or as a combination of these methods175. On 
the other hand, artificial pores, such as functionalized carbon nanotubes (CNTs), have extremely 
simple morphologies and bear functional resemblance to biological pores in exhibiting fast water 
transport with ion selectivity. CNTs, with their well-defined pore size and structure, have thus 
emerged as both a simplified and mechanically stable model for biological pores and as one of the 
most promising materials for commercial nanofluidic applications.  
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One of the obstacles in effectively using carbon nanotubes in nanofluidic systems is the 
difficulty encountered in accurately predicting the ionic flux through them. This challenge has two 
aspects: first, the absence of any unified nanoscale theories to predict ion flux; second, the lack of 
a proper understanding whether the use of continuum equations to predict ion flux through simple 
structures, such as nanotubes with pore sizes of a few nanometers, is even justified.  The latter has 
to do with the difficulty that nanoscale systems pose to experiments in testing the limitations of 
various empirical laws.  To understand the current state-of-the-art in the field of nanofluidics 
concerned with the utilization of carbon nanotubes, one may refer to several excellent literature 
reviews provided by Daiguji176, Bocquet177, Schoch et al.1, and Guo et al.178   
Although exact force fields describing the correct potential functions that include electronic 
polarizability for water molecules and ions are not available, a number of simulation studies have 
previously demonstrated the spontaneous filling of water in the narrow hydrophobic nanotubes19, 
fast water transport rates179, and the ordered structure of water in nanotubes, all of which have 
been subsequently validated by experiments22,23,31,33,180. While a number of molecular dynamics 
(MD) simulation studies employing osmotically or pressure-driven carbon nanotube-based 
systems have shown water transport rates through nanotubes to be comparable to biological 
membranes6,21,111, similar studies on ion conduction have been limited. The problem is especially 
magnified when it comes to studying concentration gradient-driven diffusive ion flux, which is 
due to two main contributing factors. First, the stochastic nature and extremely long timescales of 
simulations required for observing ion conduction in CNTs with pore sizes less than 1 nm makes 
MD ineffective without the use of large external forces, such as pressure or electric fields. Second, 
the decreasing concentration in the feed reservoir and diminishing concentration gradient that 
makes attaining a steady-state diffusive flux quite difficult. 
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In dilute environments and under extreme confinement (𝑑𝑑 < 1 nm; 𝑑𝑑 is the CNT diameter), 
instead of employing fully atomistic MD simulations for long durations, one dimensional potential 
of mean force (PMF) calculations have achieved semi-quantitative success in predicting the 
permeation rate in biological channels181. For larger pore sizes that can accommodate more than 
one ion in a moderate to highly concentrated environment, the case is more complicated since one 
must consider multi-ion PMFs.  To accelerate ion conduction and to mitigate the problem of long 
simulation times required to achieve sufficient ion permeation, some studies utilize either a 
pressure-driven182 or an electric field-induced ionic current183.  In many cases, the electric field 
used is much higher than the dielectric breakdown voltage of water. To overcome the second 
limitation of depleting concentration in the feed reservoir, some well-known techniques are 
available, such as dual control volume grand canonical molecular dynamics (DCV-GCMD)184,185 
and a new elegant simulation protocol described by Kutzner et al.186 that restores the gradients; 
however, the widespread adoption of these techniques has not yet occurred.   
This study focuses on the passive diffusion of ions through uncharged nanotubes with pore 
sizes in the range of 2-3 nm that are at the limit of the continuum approximation where bulk-like 
features are almost restored. When it comes to maintaining concentration gradients to observe 
steady-state diffusion, we use a simplistic approach by employing volumetrically large reservoirs 
of unequal concentrations and a high concentration gradient that enables us to observe a 
pseudosteady-state at the given concentration gradient on a timescale that is accessible to MD 
simulations.  
Membrane theories based on refinements of the Nernst-Planck equation, such as the 
homogenous or position-dependent versions of the solubility-diffusion model90,187 or ideas based 
on the theory of rate processes188, are often used to explain the permeation mechanism and the 
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consequent ionic flux through mesoporous (2 nm > 𝑑𝑑 > 50 nm) and nanoporous (𝑑𝑑 < 2 nm)189 
materials. From the analysis of 100s of nanoseconds of MD trajectories of the simulated ions, we 
were able to compare the unidirectional flow of ions with continuum dynamics equations and 
assess this simplest of scenarios using a generalized Fick’s law, which might prove to be an 
adequate constitutive equation to obtain the ionic flux in this special case. In a previous study, it 
was shown that CNTs with diameters greater than 1 nm can easily accommodate an ion with very 
little energetic penalty, thus implying that ions can easily partition themselves into nanotubes39. 
Through our study, we analyze the extent of ion partitioning as a function of CNT diameter. This 
is the first step toward building the most general description of the multi-component mass transfer 
through nano-confined spaces, and the results reported here are among one of the first molecular 
dynamics simulation studies to investigate ion fluxes through different nanometer-sized pores 
using only a concentration gradient and in the absence of large external forces. Through this study, 
we will provide a complete account for the confinement-induced structural, dynamical, and 
energetic differences from bulk conditions that lead to a deviation of ion flux from continuum 
predictions. 
In the first part of this article, the theory of species transport through membranes will be 
discussed, followed by a description of the details of the computational methods used in our study 
of ion fluxes and the determination of free energies of ions in bulk and under confinement. This is 
followed by the comparison of the steady-state flux through CNTs with that obtained from a 
continuum assumption of Fick’s law and a discussion of the apparent deviation between continuum 
theory and simulation results. The aim of this paper is ultimately to develop a simple and 
straightforward description of ion transport for uncharged homogeneous pores that can relate 
 109 
 
experimentally accessible quantities, such as fluxes, with the diameter of the pores and the external 
solution concentration.  
6.2 Theory 
Ion migration in continuum theory is described by the Nernst-Planck equation as an electro-
diffusion process that takes into account the contributions from diffusion (concentration gradient), 
migration (electric field), and convection (hydrodynamic velocity).  Without convection, the 1D 
species transport through membranes is given by 
 
𝐽𝐽𝑠𝑠 =  −𝐷𝐷𝑠𝑠 �𝑑𝑑𝐶𝐶𝚤𝚤�𝑑𝑑𝑥𝑥 + 𝐶𝐶𝚤𝚤� 𝑑𝑑 𝑙𝑙𝑛𝑛𝛾𝛾𝚤𝚤�𝑑𝑑𝑥𝑥 + 𝑧𝑧𝑠𝑠𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶𝚤𝚤� 𝑑𝑑∅�𝑑𝑑𝑥𝑥� (6.1)  
where 𝐽𝐽𝑠𝑠, 𝐷𝐷𝑠𝑠 , 𝐶𝐶𝚤𝚤�  , 𝛾𝛾𝚤𝚤�, are the ion flux, diffusion coefficient, molar concentration, and activity 
coefficient  of species i, respectively.  ∅� is the electric field, which may be internal (diffusion 
potential as in the case of charged species having differing mobilities or Donnan potential because 
of fixed membrane charges) or external (arising from an applied electric field), or a combination 
of both. However, it is essentially irrelevant whether the field is generated by an external source 
or by diffusion in the system since the individual ion has no means of knowing the origin of the 
electric field190.  
The current density for an ideal solution is given by 
 
𝑖𝑖 = 𝐹𝐹�𝑧𝑧𝑠𝑠𝐽𝐽𝑠𝑠𝐷𝐷
𝑠𝑠=1
= −𝐹𝐹�𝑧𝑧𝑠𝑠𝐷𝐷𝑠𝑠 𝑑𝑑𝐶𝐶𝚤𝚤�𝑑𝑑𝑥𝑥 −𝐷𝐷
𝑠𝑠=1
𝑧𝑧𝑠𝑠
2𝐹𝐹2
𝑅𝑅𝑇𝑇
�𝐷𝐷𝑠𝑠
𝐷𝐷
𝑠𝑠=1
𝐶𝐶𝚤𝚤�
𝑑𝑑∅�
𝑑𝑑𝑥𝑥
= 0 (6.2) 
The first term on the right side is the diffusion-controlled current that arises from the diffusion 
potential, which is also called the liquid junction potential, and the second term is the ohmic current 
due to the electric field. Rearranging the terms,  
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∇∅ = − 𝑖𝑖
𝑘𝑘𝑒𝑒
−
𝐹𝐹
𝑘𝑘𝑒𝑒
�𝑧𝑧𝑠𝑠𝐷𝐷𝑠𝑠∇𝐶𝐶𝑠𝑠
𝐷𝐷
𝑠𝑠=1
 
(6.3) 
where 
 
𝑘𝑘𝑒𝑒 = 𝐹𝐹2𝑅𝑅𝑇𝑇�𝑧𝑧𝑠𝑠2𝐷𝐷𝑠𝑠𝐷𝐷
𝑠𝑠=1
𝐶𝐶𝑠𝑠 
(6.4) 
In bulk solution, the electrostatic potential is zero; for a neutral pore of length 𝐿𝐿 with no 
fixed-charges and no external electric field, the first term on the right side (the ohmic potential) 
vanishes. The second term on the right side is the diffusion potential, and it arises from a 
combination of ion concentration gradients and unequal ion diffusivities. It can be expressed as  
 
∇∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓 = − 𝐹𝐹𝑘𝑘𝑒𝑒�𝑧𝑧𝑠𝑠𝐷𝐷𝑠𝑠∇𝐶𝐶𝑠𝑠𝐷𝐷
𝑠𝑠=1
   (6.5) 
For a univalent salt, assuming electroneutrality (𝐶𝐶+̅ =  𝐶𝐶−̅ = 𝐶𝐶𝑠𝑠), this is written as  
 𝑑𝑑∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓
𝑑𝑑𝑧𝑧
=  �𝐷𝐷− − 𝐷𝐷+
𝐷𝐷− + 𝐷𝐷+�𝑅𝑅𝑇𝑇𝐹𝐹 𝑑𝑑 𝑙𝑙𝑛𝑛𝐶𝐶𝑠𝑠𝑑𝑑𝑧𝑧  (6.6) 
  
 
∆∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓 = �𝐷𝐷− − 𝐷𝐷+𝐷𝐷− + 𝐷𝐷+�𝑅𝑅𝑇𝑇𝐹𝐹 𝑙𝑙𝑛𝑛 𝐶𝐶0𝐶𝐶𝐿𝐿 (6.7) 
where 𝐶𝐶0 and 𝐶𝐶𝐿𝐿 are the concentrations at the entrance and exit of the pore. It is clear fom the 
above expression that the diffusion potential vanishes for a small concentration gradient or when 
the anion and cation diffusivities are closely matched. The diffusivities of sodium and chloride 
ions in dilute sodium-chloride solution using the TIP4P/2005 water model and OPLS-AA 
parameters for sodium and chloride are calculated as 0.9 × 10−5 cm2/s and 1.33 × 10−5 cm2/s, 
respectively. Assuming a large concentration gradient, 𝐶𝐶0 = 1 M and 𝐶𝐶𝐿𝐿 = 0.05 M, the diffusion 
potential amounts to 15 mV.  
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It is evident that local electroneutrality is not a necessary condition, especially under 
nanoconfinement, whenever the ions have widely differing diffusion coefficients. An expression 
derived by Deen191 allows us to estimate the deviation from electroneutrality under 
nanoconfinement for channel length 𝐿𝐿: 
 |𝐶𝐶+ − 𝐶𝐶−|~ 𝜀𝜀𝑅𝑅𝑇𝑇𝐹𝐹2𝐿𝐿2 �𝐶𝐶0𝐶𝐶𝐿𝐿�2 (6.8) 
For the concentrations stated above at the tube entrance and exit, and assuming a separation (𝐿𝐿) of 
5 nm, the concentration difference can be as high as 3 M. However, ion pairing is observed in the 
CNT, which is made possible by the low dielectric medium and greater interaction between cations 
and anions, this effectively mitigates the concentration difference under nanoscale confinement.  
The diffusion coefficients of sodium and chloride ions are interdependent so as to satisfy 
the condition of local electroneutrality; these are replaced by an effective or apparent diffusivity 
for a 1:1 electrolyte:  
 
𝐷𝐷𝑠𝑠 = (𝑧𝑧+ − 𝑧𝑧−)𝐷𝐷+𝐷𝐷−𝑧𝑧+𝐷𝐷+ − 𝑧𝑧−𝐷𝐷−  (6.9) 
For NaCl in bulk TIP4P/2005 water, the apparent diffusion coefficient is 1.07 × 10−5 cm2/s. In 
the absence of any external fields and under a negligible diffusion potential, the ionic flux is mostly 
governed by the conservation equations of a neutral solute; i.e., Fick’s diffusion equation. In the 
present treatment, we neglect the diffusion potential and assess the validity of the concentration 
gradient-dependent Fick’s equation as a first approximation to describe the ion flux through an 
uncharged CNT. 
  
 112 
 
6.3 Computational methods 
Model system 
The system consists of an uncharged armchair single-walled carbon nanotube embedded 
between two graphene sheets that are in contact with two reservoirs, one containing sodium 
chloride solution and the other containing water (see Figure 6-1). The reservoirs are bounded by 
graphene walls. We considered four pore sizes with diameters of 1.9 nm (14,14), 2.4 nm (18,18), 
2.7 nm (20,20), and 3 nm (22,22), which form single pores of 5 nm length and constant cross 
section. To obtain the water-filled CNT that is used as a starting structure in the simulation system, 
the CNT is solvated in a pre-equilibrated (300 K, 1 bar) water bath and the water molecules inside 
the tube are removed to permit water to naturally enter the tube during the course of the simulation. 
This allows us to obtain the natural density of water inside the carbon nanotube, which in all cases 
 
 
Figure 6-1: Schematic illustration of the side view of the uncharged CNT/reservoir system in 
studies of concentration gradient-driven electrolyte flux: sodium ions (red), chloride ions (blue), 
TIP4P/2005 water molecules (cyan), and the CNT (black). 
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is slightly lower than the bulk density. The two reservoirs also contain pre-equilibrated water at 
300 K and 1 bar. Reservoir 1 is solvated with ions by removing water molecules and adding the 
requisite number of ions to build the concentration to 1 M (~208-280 pairs of ions in 11000-15000 
TIP4P/2005 water molecules), whereas Reservoir 2 contains only water molecules. The 
concentration of Reservoir 1 is 7 times the physiological concentration and the corresponding 
Debye length at 1 M concentration is 0.3 nm. We use a high solute concentration in Reservoir 1 to 
obtain a faster response that justifies the use of the steady-state approximation at the MD timescale. 
No solute (Na+ or Cl-) is present in the nanotube at the beginning of the simulation.  The dimensions 
of the simulation box are 7.3 × 7.3 × 18 nm for the (14,14), (18,18) and (20,20) cases and 8.3 ×8.3 × 18 nm for (22, 22) case. 
Simulation details 
The atoms of the CNT and graphene sheets were modeled as uncharged Lennard-Jones 
particles using parameters for the sp2 carbon of benzene in the OPLS-AA force field. The carbon 
atoms of the CNT and graphene were held fixed during the course of the simulations using a 
harmonic restraining potential with a force constant of 10,000 kJ/mol/nm2 to restrict their 
translational and rotational motion. The TIP4P/2005154 water model was chosen because of its 
more accurate representation of the phase diagram, the reproduction of the O-O peaks in the radial 
distribution functions, and, most importantly, because the OPLS-AA force-field was developed 
entirely with the TIP4P class of water models. The LINCS algorithm was used to keep the water 
molecules rigid, thereby allowing for longer integration time steps. The Lennard-Jones parameters 
of cross interactions were calculated on the basis of the geometric means for both 𝜎𝜎 and 𝜖𝜖. The LJ 
interaction parameters are summarized in Table 6-1. Periodic boundary conditions were applied in 
all three directions. Particle Mesh Ewald Summation was used for electrostatics in the 3D periodic 
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systems and the non-bonded interactions were truncated at a distance of 1.2 nm. Energy 
minimization by the steepest descent method was carried out to remove any unphysical overlaps 
between atoms. The initial velocities of the atoms were assigned according to a Maxwell 
distribution at a temperature of 300 K with a random seed generator, and the system was then 
equilibrated in an NVT ensemble at 300 K by coupling to a v-rescale thermostat with a coupling 
constant of 5 ps for 1 ns. Once the target temperature was attained, all simulation runs required for 
accumulation of statistics were carried out using the GROMACS MD package in the NVT 
ensemble with the v-rescale thermostat, a leap frog (Verlet) integrator, and a time step of 1 fs. The 
lengths of the four simulation runs to attain a steady state ranged from 100 ns for the largest tube 
diameter to 400 ns for the smallest tube diameter. We used Visual Molecular Dynamics (VMD 
1.9.1) to visualize the simulation trajectories. 
 
Table 6-1: Lennard-Jones parameters used in the simulations. 
Atom type (i) 𝝈𝝈𝒊𝒊𝒊𝒊 (nm) 𝝐𝝐𝒊𝒊𝒊𝒊 (kJ/mol) Charge (q) 
Ion 
Na+ 0.3304 0.016 +1 
Cl- 0.4417 0.4928 -1 
Nanotube and walls 
C 0.355 0.29288 0 
Water model (TIP4P/2005) 
O 0.3159 0.7749 0 
H 0 0 0.5564 
M 0 0 -1.1128 
𝑑𝑑𝑂𝑂𝐻𝐻  =  0.09572 nm, 𝑑𝑑𝑂𝑂𝑂𝑂  =  0.01546, HOH = 104.52  
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The preset concentration gradient gives rise to ionic fluxes, and the simulations were 
continued until the concentration in Reservoir 1 dropped to about 0.9 M, by which point a 
reasonable steady-state flux toward Reservoir 2 was established for a relatively small decrease of 
the concentration gradient. Forward osmosis of water is absent; i.e., there can be no net movement 
of water from Reservoir 2 to Reservoir 1 as the rigid graphene sheets do not allow the volume of 
compartment 1 to expand. In the absence of an external applied electric field or convection, the 
gradients that might exist arise from a combination of concentration difference and diffusion 
potential, with the concentration gradient being the predominant driving force.  We assume that 
the pores in the periodic images do not interact with each other. This is a good assumption since 
the density of the pores in the plane is sufficiently low so that any interaction between pore images 
can be neglected. The system is overall electrically neutral and at a stationary state. The pore offers 
the ions a hydrophobic (albeit water-filled) pathway to the low concentration reservoir, and 
because of the relatively large aspect ratio (𝐿𝐿/𝑑𝑑 > 1), only conduction in the 𝑧𝑧-direction is 
important.  
Free energy calculations 
The energy barriers in transporting an ion from bulk through the membrane were evaluated 
by using two different methods by simulations carried out in GROMACS; i.e., the 1D Potential of 
Mean Force (PMF) using umbrella sampling simulations and the Bennett Acceptance Ratio 
(BAR), which is a refinement of the free energy perturbation technique. References detailing the 
concepts, methodology, and implementation of the BAR and PMF methods can be found in several 
excellent articles86,192,193. In the umbrella sampling simulation, we begin with a CNT in bulk 
solution where the ion is held initially at 0.5 nm from the tube entrance. A counter ion is added to 
the simulation box outside the CNT to maintain overall electroneutrality.  This system is 
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equilibrated by holding the ion fixed at the tube entrance for 1 ns. The reaction coordinate (ξ) is 
chosen along the 𝑧𝑧-axis (axial direction) of the CNT. To generate the trajectory for umbrella 
sampling, the position restraints are removed and a single Steered Molecular Dynamics simulation 
is performed where the ion is pulled a distance of 6 nm, translocating it through the entire length 
of the CNT. A spring constant of 1,000 kJ mol−1nm−2 and a pull rate of 0.01 nm ps−1 (0.1 Å ps−1) 
were applied. A total of 100-150 windows were used per umbrella sampling simulation with a 
symmetric distribution of sampling windows; thus the adjacent windows have a spacing of 0.04-
0.06 nm. Each window was equilibrated for 300 ps, followed by 500-1000 ps of data collection. 
The unbiased PMF was computed with the Weighted Histogram Analysis Method (WHAM), using 
Grossfield’s code194. 
In the BAR method, to obtain the free energy of an ion in a particular state (i.e., in bulk or 
under confinement in the CNT), we first need to create a reversible thermodynamic pathway to 
allow the alchemical transition of the ion from fully interacting (with all interactions between ion 
and environment switched on) to a completely decoupled state (all interactions between ion and 
environment switched off). The decoupling of interactions of the ion is accomplished in two steps: 
first the Coulombic interactions are switched off, followed by the switching off of the van der 
Waals interactions.  The Hamiltonian of a given state can be expressed as a linear combination of 
its neighboring states, which are functions of the coupling parameter, λ. The coupling parameter 
defines the degree to which the ion is interacting with its surrounding: 
 𝐻𝐻(𝜆𝜆) = (1 − 𝜆𝜆)𝐻𝐻0 +  𝜆𝜆𝐻𝐻1 (6.10) 
When 𝜆𝜆 = 1,  all interactions are turned on, whereas 𝜆𝜆 = 0 indicates that all interactions are 
switched off. We used 20 successive coupling parameters in steps of ∆𝜆𝜆 = 0.05  for turning off 
both the Coulombic and the van der Waals interactions. The soft-core potential was used to 
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circumvent the singularity problem of linear scaling195. The free energy difference between states 
can be obtained from its expression in terms of energy difference of simulated systems as 
 
∆𝐺𝐺 =  − 1
𝛽𝛽
� ln𝐷𝐷
𝑠𝑠=1
⟨exp (−𝛽𝛽∆𝜆𝜆𝑠𝑠∆𝐻𝐻)⟩ (6.11) 
where 𝛽𝛽 = 𝑘𝑘𝐵𝐵𝑇𝑇 and 𝑛𝑛 is the number of coupling steps. Since the kinetic energy terms of the 
Hamiltonian are separable, the free energy calculation reduces to  
 
∆𝐺𝐺 =  − 1
𝛽𝛽
� ln𝐷𝐷
𝑠𝑠=1
⟨exp (−𝛽𝛽∆𝜆𝜆𝑠𝑠∆𝑈𝑈)⟩ (6.12) 
 ∆𝐺𝐺𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏−𝑐𝑐𝐷𝐷𝐷𝐷𝑓𝑓 = ∆𝐺𝐺𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 − ∆𝐺𝐺𝑐𝑐𝐷𝐷𝐷𝐷𝑓𝑓 (6.13) 
The relative free energy difference of ion transfer from bulk to the interior of the nanotube 
(∆𝐺𝐺𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏−𝑐𝑐𝐷𝐷𝐷𝐷𝑓𝑓) can be obtained from the difference of the free energies of ions in the bulk state and 
under varying degrees of confinement. For properly converged PMF and BAR simulations, the 
magnitudes of the energy barrier to transport an ion from the bulk state through the CNT obtained 
via both methods are equivalent.   
Simulations at alchemical intermediate states were implemented in parallel with the 
stochastic dynamics integrator. For each 𝜆𝜆, the equilibration lasted 50 ps and the production runs 
persisted for 300 ps. After the simulations were completed, we extracted the free energy difference 
from the output data using the GROMACS BAR tool to obtain the solvation free energy (𝛥𝛥𝐺𝐺𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) 
and the free energy of the ion under confinement (𝛥𝛥𝐺𝐺𝑐𝑐𝐷𝐷𝐷𝐷𝑓𝑓).  
6.4 Results and discussion 
Figure 6-2 presents snapshots from the MD simulations taken under steady-state conditions 
at random time steps. At steady-state, the CNTs are filled with water containing a small number  
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Figure 6-2: Carbon nanotubes (black) of various diameters filled with water molecules (cyan), sodium 
ions (red), and chloride ions (blue). Clockwise from top left are snapshots of the axial view of (14,14), 
(18,18), (20,20), and (22,22) CNTs during typical simulations. 
 
of sodium and chloride ions, as determined by the external reservoir concentrations and the 
diameter of the CNT. There is a depletion shell between the fluid and the solid nanotube walls that 
results from the hydrophobic nature of the carbon-water energetic interaction, as commonly 
observed in many similar MD simulation studies110,142. As the diameter of the CNT increases, the 
depletion zone becomes a smaller portion of the overall CNT volume, and the water within the 
tube takes on more bulk-like characteristics. Figure 6-2 also illustrates that the CNT pore sizes 
used in the simulations are accessible to more than a single file of water and ions.  The diameters 
of the pores (including the excluded volume) are 1.9 nm, 2.4 nm, 2.7 nm, and 3.0 nm for the 
(14,14), (18,18), (20,20), and (22,22) CNTs, respectively. 
The area of the pore that is used in the determining the flux and densities of the species is 
calculated on the basis of their respective effective diameters of 1.56 nm, 2.06 nm, 2.36 nm, and 
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2.64 nm, which excludes the empty inner shell boundary of the hydrophobic carbon atoms. The 
smallest nanotube diameter employed here is 3 to 4 times the effective pore size of typical ion 
channels and is about the size of an OmpF porin at its widest cross section.  Table 6-2 shows a 
comparison of the effective diameter of nanotubes used in this study with typical pore sizes of 
biological channels. 
 
Table 6-2: Comparison of the effective diameter of nanotubes used in this study with the diameters 
of typical biological channels. 
Channel type Effective Diameter (nm) 
CNTs used in the simulation 
14,14 1.56 
18,18 2.06 
20,20 2.36 
22,22 2.64 
Ion channels 
MthK (K-channels)84 0.53-0.59 
Kv1.2/2.1(K-channels)84 0.45-0.52 
NavAb selectivity filter (sodium channel)196 0.46 
Nicotine acetylcholine receptor channel85 2 (water filled central pore region) 
L-type calcium channels197 0.6 
Semi-synthetic ion channels 
Gramicidin76,79 0.2-0.3 
Porin 
OmpF198 
2 (β barrel) 
0.7 (constriction) 
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 Electrolyte flux 
Figure 6-3 shows the increase in the number of ions in Reservoir 2 with time, which is the 
cumulative amount of ions that has diffused from Reservoir 1 to Reservoir 2. After an initial 
induction period, which decreases as the CNT diameter increases (i.e., as the local conditions 
become more bulk-like), the number of ions passing through the channel increases in a roughly 
linear fashion with time, especially for the largest CNT. Figure 6-4 displays the instantaneous ionic 
fluxes vs. time, where again the induction period is particularly evident for small diameter tubes.  
 
 
Figure 6-3: Amount of ion diffused as a function of time. 
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Figure 6-4: Ionic flux through uncharged tubes vs. time. 
 
The reservoir volumes are rather large, so that during the course of the simulation, the 
concentration in the two reservoirs does not change appreciably in the time that it takes for a 
statistically-sufficient number of ions to traverse the membrane. This establishes a pseudosteady-
state at the resulting concentration gradient, as can be seen from the instantaneous fluxes even in 
the transient diffusion systems examined herein. A steady-state flux does not result instantaneously 
from the imposition of the concentration gradients, and the relaxation time (or the lag time) 
indicates how fast a pseudosteady-state can result from an instantaneously applied concentration 
gradient. Similar to its macroscopic counterpart, the relaxation time (𝑡𝑡𝐶𝐶), indicated in Figure 6-4, 
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is the time in which the flux approaches to within 3% of its steady-state value190; i.e., the standard 
deviation in flux is less than 3% of the average flux recorded at the end of the simulation. 
Calculated values for these relaxation times are 150 ns, 140 ns, 110 ns, and 50 ns for the four CNTs 
ranging from the smallest diameter to the largest, indicating a decreasing trend in 𝑡𝑡𝐶𝐶 as more bulk-
like conditions are approached. The relaxation time obtained for each of the CNT simulation 
systems is greater than the timescale (𝑡𝑡𝐶𝐶,𝑐𝑐𝐷𝐷𝐷𝐷𝐶𝐶 = 0.42 𝐿𝐿2𝐷𝐷 ~ 10.5 ns) predicted for species with 
diffusion coefficient (𝐷𝐷) permeating through mesoscopic and macroscopic continuum systems of 
length, 𝐿𝐿. The induction period needed for the observable flux to be recorded and the relaxation 
time for pseudosteady-state to be achieved are greatest in the smallest diameter case. Contrary to 
the relaxation time in a macroscopic system being independent of the diameter, we observe a 
definite diameter dependence. If we assume the validity of the time-scaling equation cited above, 
the diffusion coefficient of the ions must possess an additional term for the diameter dependence 
that accounts for the larger lag times since all the CNTs considered herein have equal lengths (5 
nm).  
Once the diffusion barrier is passed (i.e., after the accumulated simulation time is greater 
than the relaxation time), the system can be described using Fick’s law: an almost linear increase 
(dotted lines) in the concentration of ions in Reservoir 2 is observed (Figure 6-3). This allows for 
calculation of the steady-state flux from the slope of the linear part of Figure 6-3:  
 
𝐽𝐽𝑠𝑠 = 𝐶𝐶𝑙𝑙𝑠𝑠𝑝𝑝𝑒𝑒𝑁𝑁𝐴𝐴 × 𝐴𝐴𝑠𝑠 (6.14) 
where 𝐽𝐽𝑠𝑠, 𝑁𝑁𝐴𝐴, and 𝐴𝐴𝑠𝑠 are the ionic flux of species S, Avogadro’s number, and the cross sectional 
area of the nanotube available for transport. The steady-state fluxes summarized in Table 6-3 are 
statistically equivalent for both ions, effectively increasing in magnitude as the CNT diameter  
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Table 6-3: Steady-state ion transport characteristics through the CNTs of various diameters. The 
numbers in parentheses indicate values calculated from continuum flux theory; these are provided 
for comparison with those obtained via MD simulation. 
Case 
Transport rate 
# of ions/s 
(107) 
Na+, Cl- 
 
Ionic current 
(pA) 
Na+, Cl- 
 
Ionic flux 
(mol/m2/s) 
Na+, Cl- 
 
 
Deviation in 
flux 
(%) 
1.89 nm (14,14) 3.28, 3.33 (23.0) 5.25, 5.33 (36.8) 28.67, 29.16 87 
2.44 nm (18,18) 6.48, 6.54 (38.90) 10.37, 10.46 (62.64) 33.3, 33.6 84 
2.71 nm (20,20) 13.5, 13.47 (52.64) 21.6, 21.6 (84.22) 51.3, 51.2 76 
2.98 nm (22,22) 25.17, 24.84 (65.89) 40.2, 39.74 (105.44) 76.4, 75.4 62 
Fick’s equation - - 200 0 
 
increases. These range from about 28 mol m-2 s-1 for the smallest diameter tube (14,14) to roughly 
75 mol m-2 s-1 for the (22,22) nanotube. Nevertheless, even for the largest CNT, the ionic flux is 
lower than the theoretical value based on Fickian diffusion at the macroscale (200 mol m-2 s-1). 
The ion transport rates observed (~107 ion/s) are quite high, and are comparable to the transport 
rates observed through biological channels. However, similarly-sized biological ion channels are 
able to pump 107 ion/s at lower concentration gradients of 10 mM. For the pore sizes considered 
in this study, the diameter-dependent flux is clearly nonlinear and rapidly approaches the bulk 
value for larger diameter CNTs (Figure 6-5).  
An estimate of the percentage depreciation of flux compared to the continuum diffusion 
equation as a function of the diameter is also presented in Table 6-3, which is calculated as  
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Figure 6-5: Average steady state sodium and chloride ion fluxes as functions of CNT diameter 
compared to the theoretical flux based on continuum Fick’s law. 
 
 
𝐷𝐷𝑒𝑒𝑣𝑣𝑖𝑖𝑎𝑎𝑡𝑡𝑖𝑖𝑠𝑠𝑛𝑛 = 𝐽𝐽𝑠𝑠,𝑧𝑧𝑠𝑠𝑐𝑐𝑏𝑏 − 𝐽𝐽𝑠𝑠,𝑂𝑂𝐷𝐷
𝐽𝐽𝑠𝑠,𝑧𝑧𝑠𝑠𝑐𝑐𝑏𝑏 × 100 (6.15) 
These deviations range from 87% for the (14,14) CNT to 62% for the (22,22) CNT. The steady-
state fluxes that we obtain for sodium and chloride ions overlap, and we do not observe selectivity 
of cation or anion at the temperature and pressure state point of the MD simulations. 
If we assume negligible diffusion potential and that Fick’s equation is a valid representation 
of transport, we can estimate the effective diffusion coefficients of the ions in the membrane from 
the ratio of the flux and the concentration gradient:  
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𝐷𝐷𝑠𝑠 =  − 𝐽𝐽𝑠𝑠𝐿𝐿𝐶𝐶𝐿𝐿 − 𝐶𝐶0 (6.16) 
The diffusion coefficients of ions in the CNTs obtained in the above manner are 0.13 nm2/ns, 0.165 
nm2/ns, 0.24 nm2/ns, 0.385 nm2/ns for the (14,14), (18,18), (20,20), and (22,22) CNTs, 
respectively, assuming Fickian diffusive behavior is followed at the steady-state concentration 
gradient and that the partition coefficient is unity. These values are very low relative to the bulk 
diffusion coefficient (1.07 nm2/s), reflecting the constraining effects or the partitioning effects of 
the confining nanotubes that must be taken into account.  
In order to clarify the origin of this apparently anomalous deviation from bulk-like 
behavior, we need to determine if the inclusion of the diffusion potential is important. Furthermore, 
the flux obtained from Fick’s equation depends on the boundary conditions that define the 
concentration at the entrance and exit of the tube, as well as the particular value of the diffusion 
coefficient of the ions in the nanotube. In the following subsection, we carry out equilibrium 
molecular dynamics of a CNT between two symmetrical 1 M sodium-chloride reservoirs to probe 
the actual diffusion coefficients of the ions within the CNT; i.e., we calculate the diffusion 
coefficients of the sodium and chloride ions by applying Einstein’s equation to the mean-squared 
displacement data (provided that they prove to vary in a linear fashion).  We can then calculate the 
diffusion coefficients of the ions in the membrane to see if the Fickian limit is achieved and also 
verify if our initial assumption concerning the boundary conditions is indeed correct.   
 Effect of diffusion coefficients 
To confirm that ions in the nanotube follow a Fickian diffusion mechanism, we study the 
scaling behavior of the z-dimensional mean-squared displacement (MSD) of the ions with time in 
the absence of any systematic forces; i.e., in an equilibrium setting with symmetric reservoir 
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concentrations of 1 M NaCl on both sides of the CNT. These MSD data vs. time are displayed in 
Figures 6-6a-d. MSD calculation is initiated for each ion every time it enters the nanotube and 
concludes when it exits from either end. If a particular ion reenters the nanotube after it has exited, 
it is treated as a new particle. Consequently, the statistics obtained for short-lived particles (ones 
that enter and exit quickly) is greater than those for long-lived particles because these situations 
occur more frequently. The MSDs were developed over multiple simulation time blocks, spaced 
periodically throughout the entire course of the simulation. Because of the limited lifetime over 
which the ions reside within the nanotube, we display the MSD over a 500 ps period for which 
reasonable statistics can be obtained. As evident from all of the figures, the MSDs of all confined 
ions increase linearly with time, indicating normal-mode or Fickian-type diffusion. For the largest 
tube diameter, which has an average occupancy of 10-12 ions of each species at any instant in 
time, the behavior is distinctly linear and extremely precise. These results are in agreement with 
the expectation that if the pore system is statistically uniform, the simple Fickian model will be 
directly applicable199. 
The nature of the MSD indicates a homogeneous diffusion coefficient inside the nanotube, 
which can be calculated using the Einstein relation,  
 < |𝑧𝑧(𝑡𝑡) − 𝑧𝑧(0)|2 > =  2𝐷𝐷𝑡𝑡 6.17 
The axial diffusion coefficients of the ions in the (14,14), (18,18), (20,20), and (22,22) CNTs are 
shown in Figure 6-7 and the numerical values are collected in Table 6-4. These values are lower 
than the corresponding bulk values at 1 M concentration. A recent simulation study200 reported 
that ions confined in neutral nanochannels of effective width of 0.36 - 1.26 nm tend to diffuse faster 
(along the graphene surfaces) than those in bulk solution, which was attributed to the relatively smaller 
concentration in confined spaces and the solvophobic nature of graphene surfaces. On the contrary, we 
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observe a suppressed diffusion coefficient of ions in the CNT as compared to 1 M bulk solution of 
sodium chloride.  We also observe a diminished difference between the diffusion coefficients of the 
sodium and chloride ions in the nanotube as compared to when the ions are in bulk solution. 
Based on the values of the diffusion coefficient of ions under confinement, we obtain 
values for the diffusion potential of 0 mV, 4.8 mV, 5.1 mV, and 2 mV for (14,14), (18,18), (20,20), 
and (22,22) CNTs, respectively. These diffusion potential values are very small to have a 
significant effect on the overall flux, making the assumption of Fickian diffusion-dominated flux 
reliable. Using Eq. (6.9) to obtain the effective diffusion coefficient of the ions for the different 
cases given in Table 6-4, we recalculate the theoretical flux from Fick’s equation by taking into 
account the actual diffusion coefficient of the ions in the membrane as opposed to the bulk 
diffusioncoefficients. Figure 6-8 depicts the improved agreement between the recalculated 
theoretical flux and the flux obtained from the MD simulations. 
 Effect of boundary conditions 
The imposed concentration gradient can be interpreted from the axial density profile, which 
enables estimation of the ionic flux. It is possible to extract the concentration profiles (Figures 6-
9a, b) of sodium ions, chloride ions, and water molecules in the simulation box along the z-
direction. The densities are obtained initially by dividing the simulation box into square slices of 
bin spacing of 0.1 nm. The volume considered for computing the densities in the nanotube region 
between the graphene sheets is taken as the actual volume accessible to water and ions in this 
region; i.e., the cylindrically binned nanotube volume instead of the volume of the square slice. 
The density of water inside the CNT is slightly lower than the bulk density and approaches bulk 
density as the pore size is increased. Layering in the densities of water and ions is seen near the   
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(a) 
 
(b) 
Figure 6-6: Mean-squared displacements of ions in the nanotubes vs time corresponding to data from (14,14), (18,18), 
(20,20), and (22,22). 
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(c) 
 
(d) 
 
In each figure, data for sodium ions are displayed in the top panel and for chlorine ions in the bottom panel. Data are 
presented in 5 blocks per plot, each block starting from a different time origin over the course of a simulation. 
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Figure 6-7: A comparison of the diffusion coefficients of ions in the nanotube with the 
corresponding bulk diffusion coefficients in 1 M solution; sodium (red), chloride (blue), water 
(green). The dashed lines (red, green, and blue) denote the bulk diffusion coefficients of the ions 
and water.   
 
Table 6-4: Diffusion coefficients of ions in the nanotube calculated from the Einstein equation and 
the corresponding diffusion potentials for the concentration gradients in the simulations. 
Diameter 
(nm) 
Diffusion coefficient 
(nm2/ns) 
Effective diffusion 
coefficient (nm2/ns) 
Diffusion Potential 
(mV) 
Sodium Chloride 
1.8984 0.65 0.65 0.65 0 
2.44 0.75 0.85 0.79 4.8 
2.712 0.7 0.8 0.75 5.1 
2.89 0.8 0.85 0.82 2 
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Figure 6-8: Ionic flux vs. diameter of the sodium (red) and chloride (blue) ions directly from the MD 
simulations compared to the continuum flux prediction corrected for the actual diffusion coefficients 
of the ions in the nanotube (green curve) and the uncorrected ionic flux prediction from continuum 
Fick’s law with bulk values for diffusion coefficients (black). 
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(a) 
 
(b) 
Figure 6-9: The axial concentration profiles of sodium (9a) and chloride ions in the nanotubes (9b). The thick traces indicate the actual 
concentration of ions as functions of the z-position in the simulation box. The thin traces show the axial density profile of water normalized 
by the density of the bulk water, which is 1000 kg/m3 or 56 mol/lit for TIP4P/2005
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graphene surfaces and nanotube openings, which continue for about 1 nm (3.3 Debye lengths) 
from the graphene surface. The pore entrance-bulk interfacial region is a non-equilibrium region 
and will have an effect on the boundary conditions employed in the flux equation. 
Concentration polarization, in which ions are accumulated at the upstream face of the 
membrane, is a common phenomenon in electric-field and pressure-driven flows. We do not 
observe any concentration polarization for this case of passive diffusion; however, there is a film-
like diffusion boundary layer at the entrance of the CNT where the layered structure and the 
hydrophobic interactions cause the ion concentration at the tube entrance to decrease gradually 
from its bulk reservoir concentration (Figure 6-10). The thickness of this depletion region is less 
than 0.5 nm. Thus, there could exist an effective concentration gradient at the tube entrance that is 
lower than the value assumed initially in the theoretical calculation (i.e., the concentration of the 
bulk reservoir). This is one of the factors that could affect the rate of transport as it decreases the 
concentration gradient for ion transport. The concentration at the tube entrance is lower than the 
bulk concentration for all pore sizes. A close up of the ion concentration at the tube entrance (Fig. 
6-10) shows that ion concentration in the wider pores is higher than that in the narrower pores.  To 
match the bulk concentration (1 M), the number of ion pairs that would have to be accommodated 
within the (22,22) CNT is 15; however, we observe an average ion occupancy of 5-7. This non-
ideality, where the concentration of the solute in the pore is lower than in the external solution, 
might be a consequence of ion solvation in the pore. We can make use of a molar distribution 
coefficient190, 𝜆𝜆𝑠𝑠 = 𝐶𝐶𝑠𝑠𝐷𝐷𝜕𝜕𝑒𝑒/𝐶𝐶𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (also sometimes written as the partition coefficient201), which 
takes into account this discontinuity in the concentration inside and outside the nanotube and 
rework the flux equation as: 
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Figure 6-10: A close-up of the axial concentration profile near the tube entrance. 
 
 
𝐽𝐽𝑠𝑠 = −𝐷𝐷𝑠𝑠𝜆𝜆𝑠𝑠 �𝑑𝑑𝐶𝐶𝑑𝑑𝑧𝑧� = −𝐷𝐷𝑠𝑠𝜆𝜆𝑠𝑠 (𝐶𝐶𝐿𝐿 − 𝐶𝐶0)𝐿𝐿  (6.18) 
 
The partition coefficients that we obtain for the simulated cases vary between 0.35 and 0.5. 
We obtain  𝜆𝜆𝑠𝑠  from equilibrium simulations of the nanotube embedded between two reservoirs 
containing equal concentrations of sodium chloride solutions at 1 M. The values of  𝜆𝜆𝑠𝑠 thus 
obtained are 0.24, 0.41, 0.53, and 0.70 for (14,14), (18,18), (20,20), and (22,22) CNTs, 
respectively. The  𝜆𝜆𝑠𝑠 values that we obtained in all cases are comparable to some other studies of 
uncharged nanotubes202 and graphene channels201 employing sodium-chloride solution. The molar 
distribution coefficients obtained from the two cases (i.e., from reservoirs of equal concentration 
and from the cases studied herein by holding one of the reservoir fixed at 0 M) differ on account 
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concentrations), we plot the corrected theoretical flux and the actual flux obtained from MD in 
Figure 6-11. 
We see a dramatic improvement in the agreement between the theoretical and the 
simulation values. Inserting the correct boundary conditions in Fick’s equation gives us a better 
agreement between the simulation and the theoretical values. For the largest diameter tubes, 
namely, (20, 20) and (22, 22), the flux falls between the upper and the lower limits of the 
corrected theoretical value. The slight difference for the smaller diameter tubes may be related 
to the energy barriers that most likely affect the rate of transport. This modified equation is 
similar to a general mass transfer equation that takes into account permeability of the solute: 
 
 
Figure 6-11: A comparison of the theoretical flux corrected to take into account ion partitioning 
and the actual effective diffusion coeffcients of the ions in the nanotube (yellow shaded region) with 
the actual sodium (red) and chloride (blue) ion fluxes obtained from MD simulations. 
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 𝐽𝐽𝑠𝑠 = 𝑃𝑃∆𝐶𝐶 (6.17) 
where the permeability,  𝑃𝑃 =  𝐷𝐷𝑠𝑠𝜆𝜆𝑠𝑠
𝐿𝐿
, has units of m/s. 
It would also be worth investigating the phenomenon of ion saturation in nanopores, in 
which the flux plateaus as the concentration gradient is increased. We thus simulated additional 
cases with the largest diameter (22,22) CNT (d = 3 nm) under external solution concentrations of 
0.4 M and 0.1 M. The axial concentration profiles for these cases are shown in Figure 6-12 and 
the normalized axial density profiles for these cases are shown in the inset. We see an external 
solution concentration independent drop in concentration at the entrance of the nanotube that is 
about 50% the bulk concentration for the various gradients simulated, indicating that the molar  
 
 
Figure 6-12: The axial concentration profiles of sodium ions for different concentration gradients 
in simulation systems employing a (22,22) CNT. 
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distribution coefficient for a particular diameter nanotube is independent of external solution 
concentration. When we plot the ion fluxes vs. external concentration (Figure 6-13), we observe a 
linear increase in the flux with the concentration gradient and we do not witness any plateau that 
would indicate ion saturation at higher concentrations. We thus do not believe that ion saturation 
in the (22,22) nanotube at 1 M external solution concentration is a cause for the low flux as 
compared to continuum theory predictions. 
 
 
Figure 6-13: Ionic flux through a CNT with d = 3 nm as a function of the concentration gradient. 
Reservoir 1 has a finite concentration of sodium chloride solution while the concentration in  
Reservoir 2 is fixed at 0 M. 
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 Effect of energy barriers to transport 
The energetic barrier at the interface between the bulk and confinement zones is often 
associated with the dehydration of ions or the modification of the solvation shell, which is known 
to affect the rate of transport processes. We can calculate this free energy difference between the 
bulk reservoir and the interior of the CNT from MD simulations using the Bennett acceptance ratio 
(BAR) method, which is a free energy perturbation technique, as well as using the one-dimensional 
potential of mean force (PMF) profiles from umbrella sampling simulations. The calculations are 
conducted in an extremely dilute environment; i.e., only a single pair of ions is considered in the 
simulation box. The PMF profiles enable us to determine how the free energy profile varies as the 
ion enters from one end of the nanotube and exits from the other. Note, however, that these pores 
can hold more than one ion at a time; hence by neglecting the multi-ion interaction in these 
nanotubes, we provide only a simplistic approximation of the barrier to ion transport. 
We determined the free energy of the anion and cation in bulk and under confinement using 
the BAR method (Figure 6-14). Experiments and simulation results give a wide range of ion 
solvation values in the bulk203,204; indeed, the bulk ion solvation values that we obtain with the 
OPLS-AA force-field and TIP4P/2005 water fall within this range. The relative free energy 
difference of the ions in bulk and under confinement from the BAR method is shown in Figure 6-
15. There is a clear decreasing trend with increasing CNT diameter. Figure 6-15 clearly show how 
the energy barrier is a function of the tube diameter, and a further examination of the coordination 
shell of the ions reveals that, for a given pore size, the height of the barrier depends on the degree 
of modification of the coordination shell.  The quality of these PMF profiles in Figure 6-16 is 
affected by the relatively short simulation time (500 ps - 1 ns) in each window; however, the energy  
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Figure 6-14: Free energy of the ions in bulk and under confinement computed using the BAR method. 
 
  
Figure 6-15: The free energy difference (BAR method) of ions between bulk and confinement as functions 
of CNT diameter. 
 140 
 
  
Figure 6-16: PMF profiles of cation (sodium) and anion (chloride) translocation from the bulk 
reservoir through the CNT.  
 
barrier heights using umbrella sampling shown in Figure 6-16 and between the bulk reservoir and 
the center of the nanotube calculated using the BAR method (Figures 6-15) simulations are 
equivalent. The free energy difference is lower for the sodium cation as compared to the chloride 
anion in all cases as the nanotube prefers ions with a smaller solvated equivalent volume; this 
selectivity can be expected to increase with solution dilution. The difference in the excess free 
energy between bulk and confinement for cations and anions decreases as a function of tube 
diameter and becomes very small for the 3 nm diameter nanotube. There is a steep rise in the PMF 
profile at the entrance of the tube indicating an energetic penalty for an ion to partition from the 
bulk reservoir to the CNT. We also observe that the PMF profile of the translocating ion inside the 
CNT remains rather flat with small fluctuations. Thus the diffusion coefficient must vary very little 
with the position of the ion in the tube and must be equivalent to the average diffusion coefficient 
that we have calculated from the mean-squared displacement data. We have also shown the 
diameter dependence of the flux from the MD simulations and energy barrier from the BAR  
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Figure 6-17: Comparison of ionic fluxes and energy barrier height vs. CNT diameter. 
 
method, as displayed in Figure 6-17.  
The single-ion PMF and the free energy perturbation calculation in a dilute environment 
provide a simplistic description of the energy barrier to transport that neglects the possibility of 
other ions being present in the tube, as well as their corresponding interactions.  Increasing the 
external solution concentration should reduce these energy barriers (which are mostly steric in 
nature) to single-ion transport by providing a higher driving force for the ions to occupy the CNT 
volume. For a 1 M sodium-chloride solution, the electrochemical driving force provided by the 
concentration gradient is roughly estimated  as -13 kJ/mol (∆𝐺𝐺 =  −𝑅𝑅𝑇𝑇 ln𝐶𝐶𝑠𝑠  = -13 kJ/mol). This 
should provide a sufficient driving force for sodium and chloride ions to permeate through the 
CNT with tube diameters greater than 1.89 nm (see Figure 6-15). 
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A more accurate representation of the energy barrier requires the inclusion of all 
interactions between ions that may be present in the system. The problem of single-ion PMFs is 
evident in the observation for the concentration gradient-driven ion fluxes for 2-3 nm diameter 
CNTs where we observe the ions travel in pairs maintaining local electroneutrality whenever 
possible. Indeed, even though the barriers for individual sodium and chloride ions are different, 
we do not witness any selectivity in the cases that we examined. Selectivity in uncharged pores is 
dominated by steric interactions and requires a higher degree of confinement and dilution to 
differentiate between ions based on their size and the binding energies of their hydration shells. 
The Table 6-5 presents rough estimates of the transport-related quantities derived from the 
energy profiles of translocating ions (single ion PMF profiles). The quantities are calculated using 
equations (2.60), (2.61), (2.62) and (2.63). In calculating these values, the diffusion coefficient 
inside the CNT and the height of the energy barrier along the z-axis is considered to be constant.  
 Radial distribution functions and coordination shells 
A major contributing factor to the energy barriers for ion transport is the modification of 
the hydration shells of the various ions. To examine these, we show the structure of the ions in 
bulk and under confinement through the ion-water radial distribution function in Figures 6-18 to 
6-20. The radius of the first hydration shell can be obtained from the position of the first peak; 
Figure 6-20 shows very little change in the position of the radius of the first hydration shell in bulk 
and under confinement for both ions.  From the narrower distribution of the first peak for the 
sodium-water radial distribution function (RDF) in both bulk and under confinement, it is apparent 
that the sodium-water bond is stronger than the chloride-water bond in their respective first 
hydration shells. In bulk, sodium has two and chloride has three visible peaks, which indicate the  
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Table 6-5: Quantities derived from the energy profiles 
Sodium ion 
CNT 
(R,R) 
Diameter 
(nm) 
Length 
(nm) 
Diffusion 
coefficient 
X 10-9 
(m2/sec) 
Permeability 
coefficients 
(m/s) 
Partition 
coefficients 
Maximum 
conductance 
(pS) 
Specific 
conductance 
X 108 S/m2 
10,10 1.35 5 0.65 0.017 0.09 161 0.437 
14,14 1.9 5 0.65 0.067 0.45 161 2.51 
18,18 2.2 5 0.75 0.067 0.45 185 2.51 
20,20 2.6 5 0.70 0.14 1 173 5.21 
22,22 3.0 5 0.85 0.17 1 210 6.33 
Chloride ion 
CNT 
(R,R) 
Diameter 
(nm) 
Length 
(nm) 
Diffusion 
coefficient 
X 10-9 
(m2/sec) 
Permeability 
coefficients 
(m/s) 
Partition 
coefficients 
Maximum 
conductance 
(pS) 
Specific 
conductance 
X 108 S/m2 
10,10 1.35 5 0.65 0.000043 0.00033 161 0.00159 
14,14 1.9 5 0.65 0.00236 0.018 161 0.088 
18,18 2.2 5 0.85 0.028 0.165 210 1.04 
20,20 2.6 5 0.80 0.048 0.3 198 1.79 
22,22 3.0 5 0.85 0.062 0.367 210 2.32 
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Figure 6-18: Sodium-water (red) and chloride-water (blue) radial distributions in bulk. 
 
 
Figure 6-19: Sodium-water (red) and chloride-water (blue) radial distributions within the 
nanotubes (for comparison of peak heights). 
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Figure 6-20: Ion–water distribution coefficients in bulk and under confinement (for comparison of 
peak positions). 
 
number of hydration shells. Under confinement, the number of hydration shells for sodium remains 
more or less constant. The height of the sodium-water peak in the first hydration shell decreases 
from the smallest diameter tube to the largest diameter tube, which suggests a greater interaction 
and tighter distribution of water around sodium in the smallest diameter tube as compared to larger 
CNTs (see Figure 6-19). In chloride, the second and third peaks are barely discernible in the 
(14,14) CNT and gradually appear as diameter is increased. The third peak for chloride under 
confinement is shifted to the left and has much lower height as compared to bulk case.  This RDF 
data imply that the structure of chloride under confinement is more severely affected relative to 
that of sodium. 
Figure 6-21 shows the RDF of the water and ions around the CNT as a function of the 
distance from the CNT axis. There is clearly a higher degree of ordering of water and ions in the 
smallest diameter tubes as compared to that in the larger diameter tubes, where the layering is more  
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Figure 6-21: Radial distribution functions of the ions and water with respect to the z-axis of the CNT. 
The dotted lines designate the CNT wall position and the origin of the abscissa corresponds to the 
center of the nanotube. 
 
prominent near the CNT walls and resembles a more bulk-like distribution at the center. This 
layering of sodium and chloride ions implies that not all locations inside the CNT are equally 
available to the ions and that some positions are more favored as compared to others. This might 
be an important factor that leads to a lower average occupancy inside the CNT and contributes to 
a lower partition coefficient. 
The solvation shell coordination numbers are determined by integrating the radial 
distribution function to the corresponding minima of the radial distribution profiles of the water 
and ions. This is similar to counting the number of water molecules in each of the hydration shells. 
The results for the coordination numbers in each of the shells obtained are shown in Figure 6-22. 
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The first hydration shells for both anions and cations remains more or less intact for the CNT 
diameters studied. It is the second shell for sodium ions and the second and third shells for chloride 
ions that show a much greater degree of modification from their bulk values. This modification of 
the hydration shell under confinement has consequences for the hydration energy of the ions under 
confinement, which affects the transport rate. 
The atomistic model employed herein neglects polarizability; non-polarizable models are 
known to over-structure the solvent204. This can lead to a lower molar distribution coefficient 
(lower partition coefficient), and hence a lower flux obtained in MD simulations. It would be very 
interesting to compare experimental flux results for similar diameter CNTs with the MD results to 
understand to what extent these force-fields can give accurate quantitative predictions of diffusive 
transport phenomena.   
  
  
Figure 6-22: Coordination numbers of sodium and chloride ions in bulk and under confinement. 
Sodium ions (red), chloride ions (blue), and bulk hydration values of ions (black) of the respective 
hydration shells are represented by the dotted and dashed lines.   
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 Ion residence times 
Figure 6-23 shows the residence times for 1.9 nm, 2.4 nm, 2.7 nm, and 3 nm pores. The 
residence time was computed by counting the time an ion spends inside the nanotube within a time 
interval of 25 ns. When an ion left the interior of the nanotube and then returned, it was counted 
as a separate particle. The frequency of ions entering the pores for less than 200 ps is very high. 
There is no observance of residence time of one type of ion being longer than the other, thus 
showing no selectivity in transport. When it comes to short-lived particles, the frequency of sodium 
ions entering the narrow nanotubes is greater than that of the chloride ions; this expected since the 
 
 
Figure 6-23: Ion residence times in the CNTs. The insets show plots for particles with long residence 
times in the corresponding nanotubes. 
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degree of modification of the first and subsequent hydration shells of sodium ions is less than that 
of chloride ions. This trend slowly changes as a greater number of chloride ions are seen to enter 
the larger diameter tubes (as compared to sodium ions) since the anion with the looser hydration 
shell can enter the tube more frequently. Thus, under a greater degree of confinement, one may 
expect to observe some selectivity for sodium over chloride.  
 Ion pairing 
The lower than bulk liquid density and low dielectric causes ions to interact quite strongly 
with each other under confinement forming long-lived ion pairs as compared to bulk solutions, 
which diminishes the diffusion potential.  These ion pairs are sometimes also called salt-bridges. 
Some instances of ions pairing are shown in the Figure 6-24, where one can see that, even under 
confinement, electroneutrality is maintained. From the trajectories for larger diameter tubes, we 
can see that the ion pairs are not constant, but that the ions exchange counter-ion partners several 
times under confinement. In the future, it would be interesting to study probability distribution of 
contact and solvent separated ion-pairs, the dynamic behavior of the exchanges between solvent 
separated and contact ion pairs, and the stability of these ion pairs under varying degrees of 
confinement.   
 Hydrogen bonding 
Since solution dynamics are known to be affected by hydrogen bonding, we examined the 
extent of modification of the hydrogen bonds in aqueous solutions under confinement. Ions 
generally are disruptive to the water structure, which can be seen in the lowering of the average 
number of hydrogen bonds in bulk 1 M NaCl solution as compared to bulk TIP4P/2005 water.  
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Figure 6-24: Instances of ion pairing/ ion clustering in uncharged CNTs. 
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Confinement of water in nanotubes is known to decrease the number of hydrogen bonds of 
the water molecules; confinement of water with ions further destroys the hydrogen-bond structure. 
However, the change in the number of hydrogen bonds with and without ions under confinement 
becomes less dramatic for the largest diameter tubes as compared to narrower tubes. This makes 
sense because in the smallest diameter CNT a significant amount of water is present in the form 
of hydration-shell water which augments the structure breaking effect induced by the ions. 
Whereas in the larger diameter tubes, the water in the hydration shell makes up a smaller fraction 
of the total water in the tube, thereby allowing the water structure to stay more or less intact with 
or without ions. These trends for hydrogen bonding are seen in Figure 6-25.  
 
 
Figure 6-25: Hydrogen bond modification as a function of CNT diameter. 
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6.5 Conclusions 
Understanding the nature of species transport through anisotropic media is of significant 
importance to the development of novel nanoscale fluidic devices, such as molecular filters, 
sensors, drug delivery systems, and other similar applications. Using 100s of nanoseconds of fully 
atomistic molecular dynamics simulations, we studied the steady-state fluxes of Na+ and Cl- ions 
through uncharged carbon nanotubes with diameters in the range of 2-3 nm in contact with two 
reservoirs, one of which contains high concentration sodium-chloride solution while the other 
contains pure solvent (i.e. water). By neglecting any electrical forces, we have compared the flux 
from Fick’s diffusion equation with the results of rigorous MD simulations and have assessed the 
validity of continuum dynamics approach in describing transport in these nanopores.  
Under confinement, we observed a much lower actual ionic flux when compared to the 
theoretical calculations, and these fluxes show progressively decreasing behavior as confinement 
increases whereas the free energy barrier relative to bulk water displays an increasing trend with 
greater degree of confinement. We reconcile the apparent discrepancy between the theoretical flux 
and that obtained from the simulations in terms of modified diffusion coefficients of the ions within 
the CNT, the concentration of the electrolyte at the tube entrance, and the energetic barriers present 
at the tube entrance, which collectively control and affect the overall rate of the transport process. 
We have thus found that continuum equations are valid for describing sodium and chloride ionic 
flux under a high concentration gradient through wide tubes of 3 nm diameter and above if one 
takes into account the modification of the diffusion coefficient in the membranes and the applicable 
partitioning coefficients. The saturation of ions in the nanotube, ion residence time, modification 
of the ionic hydration shell, coupling between ions, and the effect of ion pairing were also 
discussed in this chapter. 
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 A molecular dynamics study of electrolyte exclusion 
in charged carbon nanotubes via steric and electrostatic 
interactions: A comparison with Donnan theory 
7.1 Introduction 
Experimental and simulation studies24 have shown that carbon nanotubes (CNTs) can 
permit high water fluxes through their hydrophobic cores at rates similar to those of  ions 
channels23 while maintaining ion selectivity via the incorporation of functional groups121. High 
water flux and salt rejection are essential features of nanofiltration and reverse osmosis 
membranes, which make the possible use of carbon nanotubes extremely attractive in this field. 
Ion exclusion in nanotubes is a function of steric hindrance, electrostatic exclusion, and dielectric 
exclusion; however, suitable empirical equations that connect these factors as functions of 
experimentally observable physical factors are lacking and hence quantitative predictions of ion 
exclusion are a challenge. In some cases, continuum theory may provides a sufficient constitutive 
equation to describe the relevant transport phenomena; for instance, some studies suggest that the 
Navier-Stokes equation gives a sufficient description of transport of water for confinements above 
1 nm in dimension, provided that one uses the slip-modified boundary conditions177. In a similar 
manner, Daiguji176 suggested that ion transport for confinements above 5 nm may also be described 
by continuum dynamics. Carbon nanotubes provide a simple model system wherein some of the 
simplifications of continuum theory, such as uniform charge distribution and uniform cross 
section, can be easily satisfied and hence can be used for testing the limits of validity of 
macroscopic equations when applied to nanometer-sized pores using long timescale molecular 
dynamics (MD) simulations. Long MD simulations of geometrically simple nanotubes helps us 
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obtain a tangible understanding of the ion exclusion mechanism in CNTs, which allows us to 
analyze the source of the differences in results obtained between continuum approaches and 
atomistic simulation results. This source of deviation between continuum and molecular dynamics 
approaches is the missing link to the development of robust empirical approaches and models 
required to predict transport phenomena at the nanoscale in many nano-confined systems. 
A major component of the solution to ion transport equations in continuum theory is the 
distribution of ions and electric potential. In previous studies, Fornasiero et. al.51 suggested a 
Donnan-type exclusion mechanism (a thermodynamic theory) to qualitatively describe ion 
exclusion in sub-2 nm functionalized nanotubes. The Donnan potential is a static potential that can 
arise from fixed-charges on the membrane, and the force with which the Donnan potential acts on 
an ion is proportional to the ionic charge. The absolute value of this force increases with dilution 
of the solution and with increasing molality of the fixed-charges. For a better understanding of ion 
equilibria in charged membranes, one can refer to some excellent texts that provide a most 
thorough discussion of the theory, models, and their underlying assumptions189-191,205. In this study, 
we provide a quantitative comparison of the co-ion concentration predicted by ideal Donnan theory 
to the results of MD simulation for different pore sizes and fixed-charge concentrations at a high 
external solution concentration.  
Donnan theory provides the co-ion concentration in the charged pore in terms of very few 
factors:  the fixed-charge concentration, the valences of the ions involved, and the external solution 
concentration. It neglects pore geometry, ion specificity, and ion partitioning owing to steric 
effects. The equations of a theory can reflect the effects of only those properties with which the 
model has been equipped190. In this spirit, we proceed to assess the usefulness and realism of the 
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ion exclusion description using Donnan theory at the nanoscale where the discreteness of the 
molecules and their correlations are unmistakable.  
7.2 Theory 
Donnan equilibrium occurs in perm-selective membranes that pose a restriction to the 
passage of one or several ionic species. This restriction or perm-selectivity might be a consequence 
of steric effects, where one of the ionic species may be of colloidal size, or due to the presence of 
charges. The fixed-charges may arise due to ionization of functional groups or as a result of 
adsorption of ions of external origin when the membrane is immersed in an electrolyte solution. 
Donnan theory describes the ion concentration inside such a semipermeable membrane that is in 
thermodynamic equilibrium with its external solution. We want to investigate whether the co-ion 
concentration or the excess salt concentration in charged CNTs that is obtained using an 
approximate theory like Donnan theory (which is a result of a thermodynamic derivation that does 
not take into account the graininess of the system) is the same as that obtained from MD simulation.   
Consider a charged membrane that is in equilibrium with an electrolyte solution such that 
the fixed-charges are distributed uniformly on the pores of the membrane. An electric potential 
difference is established between the membrane and the solution. For such a situation, Donnan 
equilibrium gives an expression for co-ion exclusion. Below, we present the formal derivation of 
the Donnan theory expression for predicting the co-ion concentration within the charged 
membrane.  
Ignoring the partial molar volumes of the ions, the electrochemical potential (J/mol) for 
ionic species 𝑖𝑖 in external bulk solution is given by 
 ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧𝑠𝑠𝑁𝑁𝐴𝐴𝑒𝑒𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (7.1) 
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 ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (7.2) 
For cations, 
 ?̅?𝜇+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇+0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧+𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (7.3) 
whereas for anions, 
 ?̅?𝜇−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 =  𝜇𝜇−0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 + 𝑧𝑧−𝐹𝐹𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (7.4) 
𝜇𝜇𝑠𝑠
0 is the chemical potential in the standard state, 𝑧𝑧𝑠𝑠 is the ion valence, 𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 is the bulk 
concentration of ion 𝑖𝑖 (mol/m3), 𝑅𝑅 is the gas constant (J/mol/K), 𝑇𝑇 is the absolute temperature (K), 
𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 is the electrostatic potential of the bulk phase, 𝐹𝐹 is the Faraday constant (C/mol), 𝑁𝑁𝐴𝐴 is the 
Avogadro constant, and 𝑒𝑒 is the elementary charge. For simplicity we assume ideal solution.  
In a similar fashion, the electrochemical potential for an ion in the membrane at any 
location 𝑥𝑥 from the membrane wall is given by 
 ?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇𝑠𝑠0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙(𝑥𝑥) (7.5) 
For cations, 
 ?̅?𝜇+𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇+0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧+𝐹𝐹𝜙𝜙(𝑥𝑥) (7.6) 
and for anions 
 ?̅?𝜇−𝑚𝑚𝑒𝑒𝑚𝑚 =  𝜇𝜇−0 + 𝑅𝑅𝑇𝑇𝑙𝑙𝑛𝑛𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑧𝑧−𝐹𝐹𝜙𝜙(𝑥𝑥) (7.7) 
𝑐𝑐𝑠𝑠
𝑚𝑚𝑒𝑒𝑚𝑚 is the concentration of ion 𝑖𝑖 in the membrane, 𝜙𝜙(𝑥𝑥) is the electrostatic potential in the 
membrane phase at location 𝑥𝑥 from the membrane wall. If we subtract the electrochemical 
potential of the ion in the bulk phase from that in the membrane, we obtain the familiar Boltzmann 
relation: 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp (?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 − ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 −  (𝑧𝑧𝑠𝑠𝐹𝐹(𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏))𝑅𝑅𝑇𝑇  (7.8) 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �(−∆𝜇𝜇𝚤𝚤� 𝑒𝑒𝑥𝑥 −  𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))𝑅𝑅𝑇𝑇 � (7.9) 
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∆?̅?𝜇𝑒𝑒𝑥𝑥 is the difference in the excess chemical potential of ion 𝑖𝑖 between the bulk phase and the 
membrane phase, (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) = 𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥) is the Donnan potential. At equilibrium, the 
electrochemical potential of each ion should be the same in both the membrane and the external 
solution, 
 ?̅?𝜇𝑠𝑠𝑚𝑚𝑒𝑒𝑚𝑚 =  ?̅?𝜇𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 (7.10) 
Thus,  ∆𝜇𝜇𝚤𝚤� 𝑒𝑒𝑥𝑥 = 0 (7.11) 
 
𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 =  𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏exp �(− 𝑧𝑧𝑠𝑠𝐹𝐹𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))𝑅𝑅𝑇𝑇 � (7.12) 
 
𝜙𝜙𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥))  =  (𝜙𝜙(𝑥𝑥) −𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧𝑠𝑠𝐹𝐹 𝑙𝑙𝑛𝑛(𝑐𝑐𝑠𝑠𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐𝑠𝑠(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (7.13) 
For cations, 
 (𝜙𝜙(𝑥𝑥) −𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧+𝐹𝐹 𝑙𝑙𝑛𝑛(𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (7.14) 
and for anions, 
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝑧𝑧−𝐹𝐹 𝑙𝑙𝑛𝑛(𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (7.15) 
Considering a monovalent salt such as NaCl, the expression for cations is given as, 
for cations, 
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  𝑅𝑅𝑇𝑇𝐹𝐹 𝑙𝑙𝑛𝑛(𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚) (7.16) 
and for anions,  
 (𝜙𝜙(𝑥𝑥) − 𝜙𝜙𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏) =  −𝑅𝑅𝑇𝑇𝐹𝐹 𝑙𝑙𝑛𝑛 �𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� (7.17) 
Equating the right-hand sides,  
  𝑅𝑅𝑇𝑇
𝐹𝐹
𝑙𝑙𝑛𝑛 �
𝑐𝑐+
𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� =  −  𝑅𝑅𝑇𝑇𝐹𝐹 𝑙𝑙𝑛𝑛 �𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� (7.18) 
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�
𝑐𝑐+
𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚� = �𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏� (7.19) 
 𝑐𝑐+𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 × 𝑐𝑐−𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏 = 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 ×  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (7.20) 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 𝑐𝑐𝑠𝑠2/ 𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (7.21) 
Here 𝑐𝑐𝑠𝑠 is the concentration of the external solution. 
From the electroneutrality assumption in a charged membrane, we have, 
 �𝑧𝑧𝑠𝑠
𝑠𝑠
𝑐𝑐𝑠𝑠
𝑚𝑚𝑒𝑒𝑚𝑚 +  𝛼𝛼𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (7.22) 
where 𝛼𝛼 is the valence of the fixed-charge. For a univalent salt this becomes 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 −  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 +  𝛼𝛼𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (7.23) 
For a positively-charged membrane with fixed-charge valency, 𝛼𝛼 =‘1’,  
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 −  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 +  𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (7.24) 
 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 + 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 =  𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 (7.25) 
Substituting for 𝑐𝑐−(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 from Eq. (21), the co-ion concentration is provided and solving for co-ion 
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚, 
 
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 − 𝑐𝑐𝑠𝑠2𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 +  𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 = 0 (7.26) 
 (𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚)2 +  𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓 . 𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 − 𝑐𝑐𝑠𝑠2 = 0 (7.27) 
Solving the quadratic equation, we obtain 
 
𝑐𝑐+(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 12 ��(𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓2 + 4𝑐𝑐𝑠𝑠2) − 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓� (7.28) 
We can arrive at a similar expression for the co-ion concentration using negative fixed-charges, 
and thus we can generalize the expression for a monovalent salt as   
 
𝑐𝑐𝑐𝑐𝐷𝐷−𝑠𝑠𝐷𝐷𝐷𝐷(𝑥𝑥)𝑚𝑚𝑒𝑒𝑚𝑚 = 12 ��(𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓2 + 4𝑐𝑐𝑠𝑠2) − 𝑐𝑐𝑓𝑓𝑠𝑠𝑥𝑥𝑒𝑒𝑓𝑓� (7.29) 
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Further, assuming a uniform distribution of ions and potential, taking the mean field approach, the 
ion concentration can be given by an average concentration and the potential replaced by an 
average potential at any location. This is a good assumption in cases where the Debye length is 
comparable to the pore size. 
For a more rigorous treatment, the external solution concentration can be replaced by the 
thermodynamic activities (𝑎𝑎∓ =  𝛾𝛾∓𝑐𝑐∓). Here, 𝛾𝛾∓ is the activity coefficient and these values are 
well-known for common electrolytes. Given just the external salt concentration and the immobile 
charge concentration, this simple expression provides the equilibrium co-ion concentration within 
the charged membrane without requiring a description of the properties of the membrane. The 
Donnan exclusion that arises because of the Donnan potential refers to the exclusion of co-ions 
that have the same electrical charge as that of the fixed-charge and the preferential adsorption of 
the counter-ions that have the opposite electrical charge. This theory does not take into account 
the size of the ions or their specific nature.  
7.3 Computational methods 
System details 
The system consisted of a CNT embedded between two reservoirs containing solutions of 
equimolar concentrations (1 M) of a strong electrolyte sodium-chloride solution. The reservoirs 
were bounded by graphene sheets. The CNT diameters were 1.356 nm (10,10), 1.9 nm (14,14) and 
3 nm (22,22). The 5 nm long CNTs were taken from separate NPT simulations (1 bar, 300 K) 
wherein water spontaneously entered the nanotubes enabling the water in the tube to attain its 
natural density. The reservoirs contain pre-equilibrated water at 1 bar and 300 K. The salt 
concentration of 1 M in the reservoirs was attained by replacing the requisite number of water 
molecules with the appropriate number of ions. Each reservoir thus contained about 11,000 water 
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molecules, 208 sodium ions, and 208 chloride ions. Every CNT atom bore a partial negative charge 
(which sometimes is referred to as a “smeared charge”), and the fixed-charge concentrations were 
calculated on the basis of the volume available to the solution; i.e., excluding the free volume of 
the shell neighboring the inner wall of the CNT due to the hydrophobicity of the carbon atoms. 
The negatively-charged carbon nanotube in this case behaves like a cation exchanger. To maintain 
overall electroneutrality, a number of chloride ions equal to the fixed-charge on the CNT were 
deleted. We also ran additional simulations of an uncharged CNT connecting 1 M sodium-chloride 
solutions as controls. The number of charges on the CNT in terms of the fixed-charge 
concentrations (mol/lit) and surface-charge densities (C/m2) are summarized in Table 7-1. The 
system dimensions were 7.30 nm X 7.30 nm X 18 nm. An illustration of the simulation system is 
provided in Figure 7-1. Figure 7-2 shows the average axial density profiles of ions and water for 
uncharged CNTs that were obtained from the last 30 ns of the simulation duration. In the case of  
 
Table 7-1: Charge density on the CNT in the various simulation runs. 
CNT 
Fixed-charge 
0 M 0.35 M 1 M 2 M 
C/m2 C/m2 C/m2 C/m2 
(10,10) 𝒅𝒅 = 𝟏𝟏.𝟑𝟑𝟑𝟑 nm 0 0.007 ( -1e) 0.015 (-3e) 0.030 (-5e) 
(14,14) 𝒅𝒅 = 𝟏𝟏.𝟗𝟗𝟗𝟗 nm 0 0.010 (-2e) 0.020 (-5e) 0.060 (-12e) 
(22,22) 𝒅𝒅 = 𝟐𝟐.𝟗𝟗𝟗𝟗 nm 0 0.010 (-5e) 0.050 (-15e) 0.100 (-30e) 
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               Reservoir 1 (1 M NaCl)                                             Reservoir 2 (1 M NaCl) 
 
 
Figure 7-1: Illustration of the simulation system for the (22,22) CNT. Sodium ions are colored red, 
chloride ions are blue, water molecules are green, and carbon atoms are black. 
 
   
Figure 7-2: Equilibrium axial density profiles of water molecules (black), sodium ions (red) and 
chloride ions (blue) in the case of uncharged nanotubes after an initial equilibration time. 
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uncharged CNTs, no selectivity for cations or anions was observed and exclusion occurs due to 
both steric and ion solvation effects. 
The carbon nanotube with the graphene sheets form a rigid structure and the internal 
volume of the CNT is fixed. Contrary to ion exchange resins and similar to zeolites, no swelling 
can occur in the nanotube. Water assumes a layered appearance under confinement and the amount 
of solvent that the nanotube can hold depends on the available internal volume; hence the number 
of water molecules and the density of water within the CNT increases with increasing diameter 
and gradually approaches the bulk density in the largest diameter tube, as can be seen in Figure 7-
2. 
7.4 Simulations method 
The different pore sizes and different fixed-charge concentrations resulted in nine 
simulations runs of 60 ns. Additional simulation runs for the same duration were also performed 
for the case of the CNT with no charges. We used the TIP4P/2005 model to represent water. The 
parameters used in the simulation are from the OPLS –AA force-field; they are summarized in 
Table 7-2.  The carbon atoms of the CNT and graphene sheets were held fixed during the course 
of the simulation using a harmonic restraining potential with a force constant of 10,000 kJ/mol/nm2 
to restrict their translational and rotational motion. The LINCS algorithm was used to keep the 
water molecules rigid, thereby allowing for longer integration time steps. The Lennard-Jones 
parameters of cross interactions were calculated on the basis of the geometric mean for both 𝜎𝜎 and 
𝜖𝜖. Periodic boundary conditions were applied in all three directions. Particle Mesh Ewald 
Summation was used for electrostatics in 3D periodic systems and the non-bonded interactions 
were truncated at a distance of 1.2 nm. Energy minimization by the steepest descent method was  
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Table 7-2: Parameters used in the simulations. 
Atom type (i) 𝝈𝝈𝒊𝒊𝒊𝒊 (nm) 𝝐𝝐𝒊𝒊𝒊𝒊 (kJ/mol) Charge (q) 
Ion 
Na+ 0.3304 0.016 +1 
Cl- 0.4417 0.4928 -1 
Nanotube and walls 
C 0.355 0.2929 
(Fixed-charge 
dependent, refer to 
Table 7-1) 
Water model (TIP4P/2005) 
O 0.3159 0.7749 0 
H 0 0 0.5564 
M 0 0 -1.1128 
𝑑𝑑𝑂𝑂𝐻𝐻  =  0.09572 nm, 𝑑𝑑𝑂𝑂𝑂𝑂  =  0.01546, HOH = 104.52 
 
carried out to remove any unphysical overlaps between atoms. The initial velocities of the atoms 
were assigned according to a Maxwell distribution at a temperature of 300 K with a random seed 
generator, and the system was then equilibrated in an NVT ensemble at 300 K by coupling to a v-
rescale thermostat with a coupling constant of 5 ps for 1 ns. Once the target temperature was 
attained, all simulation runs were performed for 60 ns each for accumulation of statistics, with the 
required analytics performed on only the final 30 ns of the total data collected. The simulations 
were carried out using GROMACS MD package in the NVT ensemble with the v-rescale 
thermostat, a leap frog (Verlet) integrator, and a time step of 1 fs.  
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7.5 Results and discussion 
Before we delve into a comparison of the equilibrium co-ion concentration in charged 
nanotubes obtained via MD and Donnan theory, it would be informative to understand the position-
dependent concentration of ions and the potential distribution inside the nanotube that dictate the 
extent to which ion uptake is affected by electrostatics at a given set of conditions of confinement, 
nanotube fixed-charge, and external solution concentrations. To accomplish this, we provide a 
comparison of the structure of ions near a charged surface revealed by the well-known macroscopic 
model (i.e., the Gouy-Chapman theory) and that obtained from molecular dynamics simulations 
of ions under varying degrees of confinement and fixed-charge in the nanotubes. 
 Ion concentration distribution in charged CNTs: Continuum theory and MD 
Figures 7-3 show the concentration profiles and potential distributions according to the 
predictions of the Gouy–Chapman theory, which was calculated by assuming an effective point 
charge equal to the charge on the tube. Figures 7-4 show the ion distributions for various cases of 
fixed-charge concentrations and pore diameters calculated from the equilibrium MD simulation.  
In the Gouy-Chapman model, the electrostatic potential as a function of distance from the point 
charge source is given as 
 ∅(𝑟𝑟) = 𝑞𝑞4𝜋𝜋𝜀𝜀0𝜀𝜀𝑟𝑟 . 𝑒𝑒−𝜕𝜕/𝜆𝜆𝐷𝐷 (7.30) 
and the ion concentrations are calculated as  
 𝐶𝐶𝜕𝜕± = 𝐶𝐶𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏± . 𝑒𝑒−𝑧𝑧±∅(𝜕𝜕)𝑧𝑧/𝑅𝑅𝑇𝑇 (7.31) 
∅ is the mean electrostatic potential detected at position 𝑟𝑟 (m) from the charge (V), 𝑞𝑞 is the charge 
(C), 𝜆𝜆𝐷𝐷 is the Debye length (m), 𝜀𝜀0 is the permittivity of vacuum (F/m), 𝜀𝜀 is the relative 
permittivity, 𝐶𝐶𝑏𝑏𝜕𝜕𝑠𝑠𝑏𝑏
±  is the bulk concentration of the cation or anion (mol/m3), 𝐶𝐶𝜕𝜕± is the local  
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(a) 
 
(b) 
 
(c) 
Figure 7-3: Local concentration of ions and the mean electrostatic potential from a charged surface from Gouy-Chapman theory. 
The local concentrations of counter-ions and co-ions adjacent to a point source of charge according to the Boltzmann distribution (top 
panels) and the mean electrostatic potential as a function of distance 𝒓𝒓 from a point charge source (bottom panels) according to the Gouy-
Chapman theory in the absence of finite size effects.  The point charge source coincides with the origin of the x-axis as designated by the 
dotted black line. The external solution concentration in all cases is 1M (Debye length, λD=0.3nm). In Figure 7a, the point charge 𝒒𝒒 = -1e-, -
3e-, -5e- and corresponds to the fixed-charge cases of 0.35 M, 1 M, and 2 M similar to the cases simulated for the (10,10) CNT. In Figure 7b, 
the point charge 𝒒𝒒 = -2e-, -5e-, -12e- and corresponds to the fixed-charge cases of 0.35 M, 1 M, and 2 M similar to the cases simulated for the 
(14,14) CNT. In Figure 7c, the point charge 𝒒𝒒 = -5e-, -15e-, -30e- and corresponds to the fixed-charge cases of 0.35 M, 1 M, and 2 M similar 
to the cases simulated for the (22,22) CN
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(a) 
 
(b) 
 
(c) 
Figure 7-4: The non-smoothed radial distribution profiles of water and ions with respect to the z-axis of the nanotubes: (10,10), (14,14), and 
(22,22). The origin of the x-axis corresponds to the center of nanotube and the CNT walls are denoted by the dotted black lines. The RDF 
profiles are normalized by their maximum values. The sodium ion distribution is marked in red, the chloride ion distribution in blue, and 
the water RDF is black. 
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concentration of cation or anion at distance 𝑟𝑟 from the from the charge (mol/m3), 𝑧𝑧± is the valence 
of the cation or anion, 𝐹𝐹 is the Faraday constant (C/mol), R is the gas constant (J/mol.K), and 𝑇𝑇 is 
the absolute temperature (K). A comparison of Figures 7-3 and Figures 7-4 immediately shows 
that the packing of ions in charged CNTs deviates markedly from the predictions of Gouy-
Chapman theory. In Figures7-3, we observe a smooth variation of the concentration from infinitely 
high concentration of cations at the negatively-charged wall to a concentration approaching bulk 
values for both cations and anions at the center of the largest diameter tube. For the various degrees 
of confinement (𝑑𝑑 =1.355 nm, 1.9 nm, and 3 nm), fixed-charge concentration (0.35 M, 1 M, and 2 
M), and the external solution concentration (𝐶𝐶𝐶𝐶 =1 M) under consideration, the trend for counter-
ion enrichment and co-ion depletion from the charge, which is also known as the electric double 
layer, is seen to exist at a distance of several times the Debye length. For the narrowest tube 
(10,10), the diffuse double layer persists into the center of the tube for all fixed-charge 
concentrations, which implies overlapping space-charge regions in this case. While the thickness 
of the electric double layer is several times the Debye length (0.30 nm) from the charged surface, 
the surface potential (as seen in the bottom panels) at a distance equal to the Debye length becomes 
a fraction of its value at the wall; more precisely, it becomes (1/e) times the potential at the charged 
wall. 
A glimpse into the variation of the concentration of the ions in the nanotube and into the 
actual double-layer structure can be sought out through the radial distribution function (RDF) 
profiles of ions shown in Figures 7-4. While Gouy-chapman theory neglects the ion-ion 
correlations and has a smooth distribution showing counter-ion enrichment and co-ion depletion 
in the diffuse double layer, the effect of confinement leading to pronounced interactions with the 
carbon surface and ion-ion correlations is quite apparent from the RDF profiles of the ions in 
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nanotubes, which exhibit large oscillations in the density profiles. These correlations are quite 
strong under confinement for both charged and uncharged nanotubes, which is evident in the 
density fluctuations that continue to the center of the CNT. The magnitude of correlation-induced 
density fluctuations at the center of the tube increases with increasing degree of confinement, 
which can be seen in the decreasing density fluctuation at the center of the largest diameter tube 
(22,22) as compared to the smallest diameter tube (10,10).  
RDF profiles in uncharged CNTs  
Confinement and the specific interactions of the water and ions with the nanotube results 
in molecular restructuring close to the surface in a way that is very dissimilar to the bulk structure 
(see Figure 7-4a). The distance of closest approach of a molecule to the CNT surface depends on 
the degree of favorability of the interaction with the carbon surface atoms and the size of the 
approaching species. This difference in the interactions of water and ions with the carbon causes 
the distribution of water and ions close to the CNT wall to assume a layered arrangement with the 
water being closest to the CNT followed by the sodium and chloride ions. The bulk characteristics 
of water are regained at a distance of about 1 nm from the carbon surface; however, the fluctuations 
in densities persist for the charged ions owing to the long-range nature of the charged interactions.  
The number of peaks for sodium and chloride increase as the tube diameter increases, which 
corresponds to the fact that an increasing the number of ions can be accommodated in the larger 
diameters tubes. Ions prefer to be completely solvated; hence for sodium, if we compare the 
relative heights of the RDF peaks, the peak at the wall has a lower height compared to that of the 
second peak away from the wall (where sodium ion can be better solvated).  
  
 169 
 
RDF profiles in charged CNTs  
Increasing negative fixed-charge concentration results in a corresponding increase in the 
peak height for the sodium layer closest to the wall relative to the case when no charges are present 
on the tube (see Figure 7-4b-d). This effect is especially visible in the tubes that can accommodate 
more than one layer of sodium (in the (14,14) and (22,22) cases). The distance of closest approach 
to the charged CNT wall depends on the degree of favorability of the interaction with the carbon 
atoms of the CNT, size of the ion, and the charge density of the ion. Thus we can expect that a 
smaller sized, multivalent ion, or an ion with weak hydration shell would approach the charged 
CNT surface more closely. The result of the interaction of the ions with the smeared charges on 
the CNT wall is that the compact layer of the Gouy-chapman theory is missing and all we have is 
a diffuse double layer. Having discrete charges instead of smeared charges on the CNT wall may 
potentially modify the structure of the double layer by including a more compact layer of counter-
ions near the charged CNT surface. We also observe that the cation enrichment in the first layer 
closest to the CNT wall is accompanied by a consistent depletion of water near the charged CNT. 
This can be witnessed in the marked reduction in the height of the peak representing the water 
concentration closest to the wall in the smallest diameter tube as the water is squeezed out from 
the layer closest to the wall to accommodate sodium counter-ions to balance the negative charge 
on the CNT. There is no obvious reduction in the height of the water peak closest to the charged 
wall in the two largest diameter CNTs; however, there is a narrowing of the water peak closest to 
the wall.  The relative increase in the peak height of the second water layer in the larger diameter 
tubes also points to a loss of water in the layer closest to the wall as compared to the scenario of 
uncharged nanotubes. Very little useful information is obtained from the RDF profiles of the 
chloride anions in the charged tubes since their profiles resemble those of the uncharged CNTs.  
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Figures 7-5a-d provide the surface-charge densities of the nanotube and of the charge 
densities of ions in the monolayers adjacent to the wall for the case of the (22,22) CNT. This is 
equivalent to showing the integral capacitance at different inner core radii for the (22,22) CNT.  
Figures 4a-d have fixed-charges of 0 M, 0.35 M, 1 M, and 2 M, respectively, representing 
increasing surface potentials. In the case of the uncharged tube, the charge densities represent the 
ordering of ions according to their interactions under confinement, and the sums of the charge 
densities of both cations and anions are equal.   
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7-5: Charge density of the nanotube (per unit surface area) and the ions (per unit area of the 
cylindrical shell) in the 3 layers adjacent to the CNT surface in the (22,22) CNT at fixed-charge 
concentrations of 0 M (a), 0.35 M (b), 1 M (c), and 2 M (d). The magnitude of the fixed-charge density 
on the CNT (black), sodium counter-ion (red), and chloride co-ion (blue). 
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It is also evident that the ions retain their layered structure to the center of the tube, even 
in the largest diameter CNT. In the case of charged tubes, it is important to note that the field 
exerted by the surface potential decays to a small value at about 0.3 nm from the wall, which is 
the Debye length for the external solution concentration of 1 M. Thus most of the fixed-charge-
ion interactions are screened at this distance, which makes the ions at the center of the tube follow 
a bulk-layered pattern. For the case with lowest fixed negative charge (0.35 M), the charge density 
at the wall, taken as the ratio of the charge to the surface area of the CNT, is clearly 
overcompensated by the adjacent layer of sodium counter-ions.  This effect is sometimes called 
“overscreening”; we will follow a treatment demonstrated in planar electrodes by Fedorov et al.206 
to explain the phenomenon. The monolayer of counter-ions (0.6 nm away from the wall) thus 
possesses a net positive charge, which is in turn overcompensated by the next layer of chloride 
ions.  The sum of the charge density of the first two layers of cations balances that of the anions in 
the first two layers and the charge on the wall, and at this point the field exerted by the surface 
potential for this case of low fixed-charge density has also decayed to a small value. This makes 
the ions at the center of the tube follow a bulk-layered pattern. In the case of charged tubes with 
low fixed-charge densities, the net cationic charge density exceeds the anionic charge density, in 
contrast to the uncharged cases, displaying a selectivity or an enrichment of counter-ions and 
depletion of co-ions, which is what is expected.   
In the case of higher fixed-charges, 1 M and 2 M, no overscreening is observed. The ions 
in the first layer clearly cannot compensate for the fixed-charge on the tube, owing to the maximum 
admissible number of ions in the first layer, depending on their size and unfavorable partial 
desolvation for smeared charges. The effect of the surface potential causes the anions in the next 
layer to be excluded to some extent, although not completely. The next layer contains a much 
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higher number of cations than anions as compared to cases of low fixed-charge. In the layer farthest 
from the wall, the magnitude of the charge density closely resembles that of the bulk system. 
 Comparison of MD results with Donnan theory predictions 
Figures 7-6a-c display the trends of counter-ion sorption and co-ion exclusion as a function 
of the magnitude of the fixed-charge on the nanotubes.  Tables 7-3 and 7-4 summarize the results 
obtained from MD simulations and from Donnan theory for the average co-ion and counter-ion 
concentrations; i.e., the chloride and sodium ion concentrations in the negatively charged carbon 
nanotube. 
Uncharged CNTs  
a. Steric effects  
Before discussing the sorption trends from Donnan theory and MD simulation, we 
investigate ion partitioning in the uncharged nanotubes. Steric effects are evident, with the (10,10) 
CNT completely excluding both the ions during the 60 ns simulation. The ratio of the concentration 
of a particular ion in the nanotube to the bulk solution concentration (i.e., the molar distribution 
coefficient) increases with increasing diameter. The distribution coefficients for both sodium and 
chloride ions are identical in the uncharged CNTs; the calculated values for the molar distribution 
coefficients averaged over the course of the simulation are 0, 0.25, and 0.80 for the (10,10), 
(14,14), and (22,22) cases, respectively.  
Charged CNTs 
b. Electrostatic effects 
In the case of charged CNTs, the effects of counter-ion enrichment and co-ion exclusion 
are dictated by the extent to which the surface potential can influence the ions within the CNT. 
Regardless of the magnitude of the fixed-charge on the nanotube, for high external solutions and   
 173 
 
   
Figure 7-6: Comparison of MD results and Donnan theory predictions. 
The shaded regions in red and blue show the average number of counter-ions (sodium) and co-ions (chloride) in the nanotubes within the 
standard deviation for the final 30 ns of data collection for the three CNT diameter cases (1.356 nm, 1.9 nm, and 3nm), each simulated with 
three negative fixed-charges (0.35 M, 1 M, and 2 M). The plots also show the case where fixed-charges are absent.  The dotted red and blue 
lines are the predictions for counter-ions and co-ions, respectively, from Donnan theory. 
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Table 7-3: MD simulation results and Donnan theory predictions for co-ion concentrations in 
negatively-charged carbon nanotubes that are in contact with 1 M sodium-chloride solution.   
The 3rd column shows the average co-ion concentration in the nanotube during the simulation (bold). 
The measurements of the minimum and maximum co-ion concentrations (italicized) observed during 
the simulations are given in parentheses below the average co-ion concentration. The standard 
deviation in the measured co-ion concentration is given in parentheses next to the average results for 
the co-ion concentration. The actual percentage rejection of co-ions from MD and the predicted 
rejection from Donnan theory are shown in columns 5 and 6, respectively.  
Magnitude of 
Fixed-charge on 
nanotube 
(mol/lit) 
CNT 
Co-ion 
concentration 
(MD) 
(mol/lit) 
Co-ion 
concentration 
(Donnan 
Theory) 
(mol/lit) 
Co-ion Rejection 
from CNT (%) 
(MD) 
Co-ion Rejection 
from CNT (%) 
(Donnan 
Theory) 
0 
(10,10) 
(κa =2.26) 
0 (0.011) 
(0,0.379) 1 100 0 
0.35 0 (0.009) (0,0.379) 0.82 100 18 
1 0 (0.027) (0,0.379) 0.56 100 44 
2 0 (0.03) (0,0.379) 0.40 100 60 
0 
(14,14) 
(κa =3.16) 
 
0.21 (0.11) 
(0,0.66)  1 79 0 
0.35 0.21 (0.25) (0,0.82) 0.77 79 23 
1 0.19 (0.11) (0, 0.50) 0.66 81 34 
2 0.34 (0.17) (0, 0.66) 0.40 66 60 
0 
 
(22,22) 
(κa = 5) 
 
0.69 (0.11) 
(0.35, 1) 1 31 0 
0.35 0.40 (0.09) (0.11,0.70) 0.86 60 14 
1 0.36 (0.14) (0.06,0.70) 0.64 64 36 
2 0.58 (0.10) (0.30,0.87) 0.44 42 56 
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Table 7-4: MD simulation results and Donnan theory predictions for counter-ion concentrations and 
the ratio of counter-ions to co-ions in negatively-charged carbon nanotubes. 
The 3rd column shows the average counter-ion concentration in the nanotube during the simulation 
(bold). The measurements of the minimum and maximum counter-ion concentrations (italicized) 
observed during the simulations are given in parentheses below the average counter-ion 
concentration. The standard deviation in the measured counter-ion concentration is given in 
parentheses next to average results for the counter-ion concentration. The actual selectivity of 
counter-ions over co-ions (ratio of counter-ions to co-ions in the nanotubes) from MD and the 
predicted selectivity from Donnan theory are shown in columns 5 and 6, respectively. 
Fixed-charge 
(mol/lit) CNT 
Counter-ion 
concentration 
(MD) 
Counter-ion 
concentration 
(Donnan 
Theory) 
Selectivity 
(Donnan 
theory) 
Selectivity  
 MD 
0 
(10,10) 
r = 0.68 nm 
0 (0.011) 
(0, 0.0379) 1 1 - 
0.35 
0.2 (0.19) 
(0, 0.76) 1.23 1.5 - 
1 0.8 (0.14) (0.379, 1.13) 1.80 3.19 - 
2 1.25 (0.19) (0.76, 1.89) 2.46 6.04 - 
0 
(14,14) 
r =0.95 nm 
0.22 (0.10) 
(0, 0.49) 1 1 1.04 
0.35 0.43 (0.26) (0.17, 1.32) 1.293 1.67 2 
1 0.73 (0.13) (0.33, 1.15) 1.53 2.33 3.73 
2 
1.74 (0.19) 
(1.3, 2.3) 2.49 6.21 5.018 
0 
(22,22) 
r = 1.49 nm 
0.74 (0.12) 
(0.37, 1.17) 1 1 1.07 
0.35 0.61 (0.11) (0.23, 1) 1.61 1.34 1.5 
1 1 (0.15) (0.70, 1.34) 1.55 2.41 2.76 
2 1.84 (0.11) (1.5, 2.15) 2.26 5.11 3.17 
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small Debye lengths, the effect of the surface potential is mostly limited to the first two layers 
closest to the wall. Thus the depletion or enrichment of ions in those two layers accounts for 
difference in the measured concentration of ions from the uncharged case. 
i. Co-ion concentration: Co-ion exclusion from the nanotube increases with increasing 
confinement. In the narrowest tube, co-ions are completely excluded while also excluding some 
counter-ions from the nanotube due to steric effects. While Donnan theory predicts a decreasing 
co-ion concentration with increasing fixed-charge for a given external solution concentration, the 
trend in Figures 7-6b and c from the MD simulations shows a mild increase in the co-ion 
concentration at fixed-charges greater than 1 M. We have seen in the previous section that we do 
not have a uniform electrostatic potential over the pore volume owing to the high external solution 
concentration that results in mostly non-overlapping double layers, especially in the two largest 
diameter CNTs. Thus, even in charged nanotubes, the co-ions and counter-ions that occupy the 
location at the center of the largest diameter CNTs are governed less by the Donnan isotherm and 
are essentially absorbed as if the tube were uncharged.  
ii. Counter-ion concentration: Figures 7-6a-c show that the sodium counter-ion 
concentration progressively increases with increasing negative fixed-charge on the tube, as 
expected, and approaches the total charge on the CNT except for a small decrease in the (22,22) 
CNT for a fixed-charge of 0.3 M. This deviation is very minor and can be reasoned by taking into 
account the limited timescale of the simulation. The predicted counter-ion concentration in the 
nanotube is calculated as the sum of the applied charge on the tube and the predicted co-ion 
concentration from Donnan theory. As co-ions in the nanotube are excluded to a greater degree, 
owing to the added effect of steric exclusion than that predicted by purely electrostatic repulsion 
of Donnan theory, a fewer number of counter-ions are required to balance the charge of the co-
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ions in the nanotube. However, in the case of the maximum applied fixed-charge of 2 M on the 
tube, the co-ion concentration in the nanotube is close to the value predicted by Donnan theory; 
hence the counter-ions at the center of the nanotube are excluded mechanically via sieving.   
iii. Electroneutrality: Donnan theory assumes local electroneutrality; i.e., at any instant, 
the number of fixed-charges on the tube is equivalent to the difference in the number of counter-
ions and the number of co-ions. Local electroneutrality is not observed in the case of charged 
nanotubes; i.e., the difference in the number of counter-ions and co-ions does not equate to the 
fixed-charge on the tube.  
iv. Rejection: Since the external solution concentration is 1 M, the co-ion distribution 
coefficient between membrane and the external solution is equal to the co-ion concentration in the 
nanotube. The effectiveness of ion exclusion from Donnan theory prediction and MD simulations 
(i.e., the percentage rejection, sometimes also called the exclusion coefficient) is obtained as 
 
𝑅𝑅𝑒𝑒𝑗𝑗𝑒𝑒𝑐𝑐𝑡𝑡𝑖𝑖𝑠𝑠𝑛𝑛 = 𝐶𝐶𝑠𝑠 − 𝐶𝐶𝑠𝑠�
𝐶𝐶𝑠𝑠
× 100 (7.32) 
where 𝐶𝐶𝑠𝑠 and 𝐶𝐶𝑠𝑠�  are the concentrations of the free ions in the external solution and in the CNT, 
respectively. The free ions are essentially the co-ions that are absorbed without any electrostatic 
attraction to the fixed-charges. Donnan theory predicts an increase in the ion exclusion coefficient 
with increasing fixed-charge concentration. The ion exclusion coefficients (Tables 7-3 and 7-4) 
that we obtain for the two narrowest CNTs, (10,10) and (14,14), exceed the predictions of Donnan 
theory owing to a greater contribution from steric exclusion. In the wider (22,22) tubes, the trend 
of the ion exclusion coefficient shows a deviation from the trend predicted by Donnan theory for 
increasing fixed-charges; i.e., the ion rejection worsens at high fixed-charge number (2 M). In wide 
tubes, as the fixed-charge is increased, more counter-ions are absorbed to counterbalance the 
cumulative charge on the CNT. The electrostatic potential of the charged CNT is screened at a 
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distance equal to the Debye length from the wall (0.3 nm); hence more chloride ions are absorbed 
owing to their attraction to the sodium ions, thus causing the co-ion rejection to actually worsen in 
the largest tube diameter at the highest fixed-charge. 
v. Selectivity 
In Figure 7-7, we show a comparison of the selectivity obtained from Donnan theory and 
from MD simulations. We define selectivity as the ratio of the counter-ion concentration to the co-
ion concentration. In an uncharged nanotube (fixed-charge of 0 M), both ions are equally 
permeable and the selectivity is unity. Donnan theory predicts an increasing trend in selectivity 
with increasing fixed-charge. By comparison, the selectivity trend obtained from MD grows quite 
slowly with increasing fixed-charges and the co-ion exclusion is worse in the (22,22) tube as 
compared to the (14,14) tube. This is because increasing selectivity with fixed-charge demands 
that the electrostatic potential of the wall influences the entire pore volume to cause counter-ion 
 
 
Figure 7-7: Selectivity as the ratio of the counter-ion to the co-ion concentrations in the (14,14) and 
(22,22) carbon nanotubes as functions of the fixed-charge on the tube. 
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enrichment and co-ion depletion. However, the counter-ions and co-ions are affected strongly by 
the wall potential only at distance equal to the Debye length from the wall. In the case of the 
nanotubes in contact with 1 M sodium-chloride solution, this distance is the annular region where 
the first two layers of sodium reside closest to the wall. The negative potential on the wall 
(irrespective of its magnitude) at high external solution concentrations influences the center of the 
nanotube to a much lesser extent, causing the central region to behave more like an uncharged 
pore. This central region makes up a significant volume of the (22,22) nanotube where the co-ions 
simply diffuse into the tube with minimal electrostatic repulsion from the wall potential. Thus 
instead of displaying a decreasing trend with fixed-charge, the number of co-ions absorbed into 
the CNT remains more or less the same irrespective of the charge on the (22,22) CNT. The counter-
ions increase with fixed-charge, but the increase will be limited to the maximum permissible 
volume of the annular region close to the wall. This explains why the selectivity does not increase 
as per the Donnan trend. Better selectivity can be obtained when the radius of the nanotube is 
comparable to the Debye length; i.e., in the case of overlapping double layers. In this case, if the 
fixed-charge on the tube is high enough to validate the assumption of a uniform potential, the 
trends predicted by Donnan theory should be valid with even greater selectivity than that predicted 
by Donnan theory owing to additional effect of steric exclusion in nanometer-sized pores.  
The trends of counter-ion and co-ion absorption in the different layers in the (22,22) CNT 
are shown in Figures 7-8a and b, respectively. It can be seen that the number of counter-ions in the 
first two layers closest to the wall increase with increasing fixed-charge, whereas their number 
stays more or less the same in the 3rd layer at the center of the nanotube for all fixed-charge values. 
In the layer closest to the wall, the maximum number co-ions can be found in the case of the 
uncharged tube. As the fixed-charge increases to 0.35 M and 1 M, the number of co-ions in the 
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(a) 
 
(b) 
Figure 7-8: The number of counter-ions and co-ions in the layers adjacent to the wall. Layer 1 is the zone closest to the wall and layer 3 is 
the zone farthest from the wall making up the central section of the nanotube. 
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first layer can be seen to decrease as compared to the case of the uncharged CNT. However, the 
co-ions in the first layer show a slight increase at a fixed-charge of 2 M as compared to the lower 
fixed-charge cases, owing to charge screening and attraction to the sodium counter-ions in the 
nanotube.  Irrespective of the magnitude of the fixed-charge on the CNT, the co-ion numbers in 
layer 2 and layer 3 remain more or less constant and close to their values in the uncharged CNT 
owing to the decaying surface potential in layers 2 and 3. 
7.6 Conclusions 
We have performed molecular dynamics simulations of carbon nanotubes in contact with 
reservoirs of sodium-chloride solution of equal concentrations to obtain the equilibrium 
concentration of counter-ions and co-ions within the uncharged and charged nanotubes of 
diameters in the range of 1.356 – 3 nm.  The external solution concentration was fixed at 1 M 
(Debye length ~ 0.3 nm) and the charged nanotubes had uniformly distributed negative partial 
charges. The negative surface charges resulted in three fixed-charge concentrations based on 
aqueous solution volume of about 0.35 M, 1 M, and 2 M, which corresponds to weakly, 
moderately, and highly charged nanotubes. This simulation system allowed us to test the results 
of co-ion exclusion with Donnan theory. While some quantitative deviations from Donnan theory 
predictions are to be expected owing to the discrete nature of the solution and the finite sizes of 
the ions, we nevertheless can provide both a quantitative and qualitative comparison of the results 
of the MD simulations and Donnan theory.  
In our simulations, owing to the use of high external solution concentrations, there exist 
non-overlapping double layers, which lead to a non-uniform potential over the pore volume and a 
decreasing ratio of thickness of the double layer to the pore radius with increasing pore radii. Two 
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of the primary assumptions of Donnan theory arising from the Boltzmann description of ion 
concentration distribution breakdown to some extent in our simulations. These assumptions are: 
1) ions are point-like particles; 2) the existence of overlapping double layers leading to a uniform 
pore potential. The violation of the first assumption in our case clearly leads to higher co-ion 
exclusion, owing to steric effects, but does not affect the co-ion exclusion trend. The breakdown 
of the second assumption, owing to the use of high external solutions and wider pores, leads to 
deviation from the co-ion exclusion trend where the central region of the nanotube behaves 
increasingly like an uncharged pore with increasing tube diameter.  
The counter-ions and co-ions are electrostatically attracted and repelled to a greater degree 
in the region close to the charged CNT and to a much lesser extent at the center of the tube. We 
believe that the MD trends will show better agreement with Donnan theory at low external solution 
concentrations and in all probability will show an enhancement in the co-ion exclusion beyond 
that predicted by Donnan theory. This enhancement in co-ion exclusion at low solution 
concentrations will stem mostly from the non-vanishing electrostatic potential at the center of the 
tube and from additional sieving due to the steric and unfavorable partial desolvation effects. 
The equilibrium counter-ion and co-ion predictions are a consequence of the Boltzmann 
distribution, which does not capture the actual concentration profile of ions in the nanotube. 
Donnan theory makes no provisions for the inclusion of effects of ion-ion correlations that are 
evident in the layered arrangement of ions, even when they are very close to charged surfaces. 
This layered arrangement of ions does not decay quickly and continues to the center of even the 
wider tubes. This omission can make the actual co-ion exclusion trends deviate from Donnan 
theory. 
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Thus, while Donnan theory may be a good starting point to understand electrostatic ion 
exclusion and provides a simplified description of ion exclusion as compared to the more intricate 
Poisson-Boltzmann theory, it is important to recognize that without corrections for the finite size 
of the ions, ion–ion correlations, and the pore potential, this mean field theory is inadequate to 
describe accurately co-ion exclusion trends under confinement.  
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 Electrolyte diffusion through uniformly-charged 
carbon nanotubes 
8.1 Introduction 
We have previously seen that the rejection of electrolyte through uncharged carbon 
nanotubes is caused by sieving effects due to the modification of the solvation structure of the ions 
within the nanotube as well as a lower mobility of ions inside the nanotube. In this chapter, we 
analyze the rejection of electrolytes on account of electrostatic interactions due to the addition of 
fixed-charges to the nanotube. To do so, we simulate the passive transport of a sodium-chloride 
electrolyte through a uniformly-charged carbon nanotube (CNT) fixed between two reservoirs of 
unequal concentrations and study the one dimensional flux using molecular dynamics (MD) 
simulations spanning 100s of nanoseconds. Both the molarity of the high concentration reservoir 
and the magnitude of the fixed-charge applied to the CNT are varied, which allows us to modulate 
the strength of the electrostatic potential (also known as the Donnan Potential) and thus investigate 
its effect on electrolyte diffusion. We find that the rate of electrolyte diffusion from the high 
concentration reservoir to the low concentration reservoir is controlled by co-ion diffusion, which 
depends on the strength of the Donnan potential; this phenomenon is consistent with the 
description of ion transport through ion-exchange membranes190. 
8.2 Simulation method 
The 3 nm diameter (22,22) and 5 nm long CNT used in this study consists of immobile 
negative partial charges that are uniformly distributed on its surface. The fixed-charge 
concentrations (calculated on the basis of aqueous solution volume) used are 0.35 M, 1 M, and 2 
M, corresponding to net negative charges of -5e, -15e, and -30e, respectively. Reservoir 2 contains 
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pure solvent (TIP4P/2005 water). Reservoir 1 contains electrolyte solution of various 
concentrations, 0.1 M, 0.4 M, and 1 M. The rigid graphene walls prevent osmotic effects. The 
combination of fixed-charges and concentrations in Reservoir 1 resulted in nine simulated systems. 
The simulation box dimensions for all cases were 8.34 X 8.34 X 18.0 nm3. The TIP4P/2005 water-
filled reservoirs and the CNT containing water were equilibrated separately via NPT simulations 
(300 K, 1 bar) and were then combined to form the overall simulation system. The Reservoir 1 
concentration is attained by simultaneously adding the requisite number of sodium and chloride 
ions and deleting an equal number of water molecules. The number of water molecules in each 
reservoir is about 11,000 and the number of sodium ions are 280, 112, and 28 for solutions 
corresponding to 1 M, 0.4 M, and 0.1 M in Reservoir 1. In order to maintain overall 
electroneutrality, the number of chloride ions in Reservoir 1 is less than the number of sodium ions 
by a value equal to the charge on the nanotube. The schematic of the system is similar to that 
shown in the chapter detailing the study of diffusion through uncharged nanotubes, which has been 
illustrated there (see Chapter 6, Section 6.3 Computational methods). For details of the MD 
simulation parameters used, the reader is referred to the chapter on diffusion of electrolytes through 
uncharged nanotubes. The simulations were conducted in the NVT ensemble (300 K) using 
GROMACS and the trajectories were visualized using VMD. Each simulation was run for at least 
100 ns. 
8.3 Theory 
The driving forces for ion transport are the gradient of the chemical potential of the species, 
the gradient of the electrical potential, and the convection of the pore liquid. In the absence of 
convection owing to the rigid walls in our system, ion transport depends only on the diffusion flux 
and electric transference. The diffusive flux is  
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 𝐽𝐽𝑠𝑠,𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝜕𝜕𝑠𝑠𝑠𝑠𝐷𝐷𝐷𝐷 =  −𝐷𝐷𝑠𝑠(∇𝐶𝐶𝑠𝑠) (8.1) 
and the electric transference is 
 
𝐽𝐽𝑠𝑠,𝑒𝑒𝑠𝑠𝑒𝑒 =  −𝐷𝐷𝑠𝑠𝑧𝑧𝑠𝑠𝐶𝐶𝑠𝑠 𝐹𝐹𝑅𝑅𝑇𝑇 (∇∅) (8.2) 
The total species flux is the sum of the two contributions 
 𝐽𝐽𝑠𝑠 = 𝐽𝐽𝑠𝑠,𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑𝑑𝑑 + 𝐽𝐽𝑠𝑠,𝑒𝑒𝑠𝑠𝑒𝑒 (8.3) 
At steady state, several conditions must be met: 
 
𝐽𝐽+ =  −𝐷𝐷�+ �𝑑𝑑𝐶𝐶+̅𝑑𝑑𝑥𝑥 + 𝑧𝑧+𝐶𝐶+̅ 𝐹𝐹𝑅𝑅𝑇𝑇 𝑑𝑑𝑑𝑑𝑑𝑑𝑥𝑥� (8.4) 
 
𝐽𝐽− =  −𝐷𝐷�− �𝑑𝑑𝐶𝐶−̅𝑑𝑑𝑥𝑥 + 𝑧𝑧−𝐶𝐶−̅ 𝐹𝐹𝑅𝑅𝑇𝑇 𝑑𝑑𝑑𝑑𝑑𝑑𝑥𝑥� (8.5) 
 𝑧𝑧+𝐶𝐶+̅ + 𝑧𝑧−𝐶𝐶−̅ + 𝛼𝛼𝑋𝑋 = 0 Electroneutrality (8.6) 
 𝑧𝑧+𝐽𝐽+ + 𝑧𝑧−𝐽𝐽− = 0 No electric current (8.7) 
 𝐽𝐽+, 𝐽𝐽− = 𝑐𝑐𝑠𝑠𝑛𝑛𝐶𝐶𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡 Quasi-steady-state (8.8) 
The subscripts + and – refer to the cation and anion and the overbars refer to the concentration 
within the nanotube. The large solution volume in the two compartments enables us to attain a 
quasi-steady-state for the 100 ns simulation during which the concentration of the two reservoirs 
does not change appreciably. At steady state, the flux does not change; however, some assumptions 
need to be made if Eq. (3) is to be used. It is assumed that interfacial resistance to diffusion is 
minimum, no mobile complexing agent acts as a carrier, and no anomalous diffusion (such as 
single-file motion) occurs. For our system, all of these assumptions are valid. 
8.4 Results 
In the following discussion of the results of our simulations, we use a nomenclature where 
‘𝑋𝑋’ is the molar concentration of the fixed-charge on the CNT and 𝐶𝐶𝐶𝐶 is the concentration of 
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solution in Reservoir 1. To understand ion transport through charged carbon nanotubes 
systematically, we will first look only at the result (Figure 8-1) for the case of the nanotube with 
the maximum fixed negative charge (2 M) that is contact with Reservoir 1 having the highest 
external solution concentration (1 M) and compare it to the ion permeation results for an uncharged 
nanotube.  
We have seen previously that the sodium and chloride ions are equally permeable 
through a 3 nm uncharged CNT, that electrolyte rejection is a consequence of reduced mobility 
in the nanotube and steric hindrance to the solvated ions, and lastly, that the electroneutrality 
condition leads to equal cation and anion fluxes through the CNT at all times during the  
 
 
Figure 8-1: The number of cations (red) and anions (blue) that permeate through a nanotube bearing 
a uniformly-distributed (negative) fixed-charge (X) of 2 M strength. One end of the CNT is in contact 
with a reservoir containing an external solution concentration (Cs) of 1 M and the other end is in 
contact with pure water. The result for ion permeation through uncharged nanotubes for a similar 
setup is shown by the black trace for comparison.  
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simulation duration. Hence, for clarity we only show the sodium ion (black trace) permeation 
through the uncharged nanotube. In the uncharged case, the sodium ion flux is linear with time, 
and the permeation process is diffusion dominated. If we compare this with the case of the charged 
nanotube, we observe that the cation permeation increases rapidly in the first few nanoseconds, 
followed by the slowing down of the permeation process to a rate less than that seen in the 
uncharged nanotube. During this initial time period, the anions are completely excluded from the 
negatively-charged nanotube. After this initial spike in the cation permeation rate, both ion 
permeation rates become nearly equal, indicating the establishment of pseudosteady-state flux 
towards Reservoir 2. When 𝑋𝑋 = 2 M, the CNT has a total charge of -30e uniformly distributed on 
it; however, the number of sodium counter-ions in the nanotube is insufficient to compensate this 
negative charge on the CNT during the initial period. A number of sodium ions travel down the 
concentration gradient (from Reservoir 1 to Reservoir 2) in proportion to the uncompensated 
charge in the CNT. This initial cation leakage to Reservoir 2 leads to a charge imbalance (excess 
positive charge) in Reservoir 2, which helps to depolarize the membrane of the uncompensated 
negative charge. Not all of the uncompensated negative charge on the CNT is balanced by the 
leakage of cations to Reservoir 2: some of the charge is balanced by an unequal distribution of 
cations and anions in Reservoir 1. Once Reservoir 2 attains the appropriate number of sodium ions 
required to depolarize the membrane, the initial spike in the sodium ion permeation stops and the 
diffusion of equal numbers of sodium and chloride down the concentration gradient begins. Since 
the nanotube is negatively charged, a number of chloride ions are repelled, leading to a much lower 
occupancy of chloride ions as compared to sodium counter-ions. A low occupancy of chloride ions 
implies lower anion flux, and since at steady state both cation and anions fluxes should be equal 
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(consequence of electroneutrality), the sodium ion flux in turn also decreases to the same rate as 
that of the chloride ions. 
The fluxes depicted here in Figure 8-2 for the case of the charged CNT are calculated after 
the initial depolarization period by subtracting the number of sodium ions that leak into Reservoir 
2 initially. After the depolarization period, the sodium and chloride fluxes are equal, and attain a 
value that is nearly half the value of the electrolyte flux for the case of uncharged nanotubes. This 
decrease in electrolyte flux as compared to the uncharged CNT can be further investigated in terms 
of diffusion coefficients, ion occupancies, and ion concentration gradients. 
 
 
Figure 8-2: Sodium ion (red) and chloride ion fluxes (blue) for the case of charged and uncharged 
CNTs. The darker traces are for the case of the charged CNT (X=2 M, Cs=1 M) and the lighter traces 
are for the case of the uncharged CNT. The continuum flux assuming no ion partitioning from steric 
effects is shown by the dotted line. 
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In the case of the charged CNT in contact with 1 M sodium-chloride solution, the Debye 
length is 0.3 nm. Due to this screening limit, the ions away from the wall and at the center of the 
tube (𝑟𝑟 = 5𝜆𝜆𝐷𝐷) are mostly electroneutral and do not experience the electrostatic influence of the 
wall potential. The Donnan potential is not uniform over the pore volume; the effect of the Donnan 
potential for an anion at the center of the tube is minimal and its influence can be accounted for in 
the Nernst-Planck equation by a Donnan potential-dependent partition coefficient. The average 
chloride ion occupancy in the uncharged CNT is between 3-6 (standard deviation ≈ 1.4) and in the 
negatively-charged CNT is between 1-3 (standard deviation ≈ 1.3) (see Figure 8-3a). This decrease 
in anion occupancy in charged tubes mainly occurs because of anion repulsion near the charged 
CNT wall. The concentration profiles of the anions (Figure 8-3b) also show a similar result of 
lower anion density in the charged CNT as compared to the uncharged case. This poor partitioning 
of anions into the negatively-charged CNT leads to a lower concentration of the co-ion at the tube 
entrance and results in a lower driving force for the anion diffusion into Reservoir 2. Further, a 
plot of the mean-squared displacements of the anions and cations inside the charged CNT (see 
Figure 8-4) reveals lower diffusion coefficients for both cations and anions compared to their 
corresponding values in the uncharged CNT. The lowering of the counter-ion diffusion coefficient 
is due to lower mobility because of the attraction from the fixed-charges, whereas the lowering of 
the co-ion diffusion coefficient has to do with restricted mobility from the increased confinement 
in a smaller volume at the tube center because of repulsion near the wall.   
The diffusion coefficient of the cation is slightly higher than that of the anion; this leads to 
diffusion potentials that can be calculated from  
 
∅(0) − ∅(𝐿𝐿) = �𝐷𝐷− − 𝐷𝐷+
𝐷𝐷− + 𝐷𝐷+� �𝑅𝑅𝑇𝑇𝐹𝐹 � ln (𝐶𝐶0𝐶𝐶𝐿𝐿) (9) 
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(a) 
 
(b) 
Figure 8-3: Ion occupancy ((a); last 80 ns of data collection) and the axial concentration profiles ((b); 
last 30 ns of data collection) in the uncharged (blue) and charged CNTs (green). 
 
 
Figure 8-4: The mean-squared displacements of sodium (red) and chloride (blue) ions in the charged 
(22,22) CNT (X=2 M) for the last 50 ns of data collection. 
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The range of this diffusion potential is from -11.20mV at the beginning of the passage of chloride 
ions to Reservoir 2 to -4.5mV when the concentration in Reservoir 2 builds up to 0.1 M. This 
diffusion potential tends to speed up the chloride ion flux and slow down the sodium ion flux, until 
at steady state both fluxes assume the same value.  
We can make a simple estimation of the unidirectional anion flux from the Nernst-Planck 
equation. We use two simplifying assumptions: the ion concentration gradient is linear and the 
electric field induced by the diffusion potential is uniform. In this case, the first assumption is 
perfectly reasonable, as can be visualized from the concentration profile of ions in the nanotube. 
The correctness of the second assumption can be surmised by the degree of correspondence of the 
flux estimate from the Nernst-Planck equation and from the simulation results. We make use of a 
diffusion potential assuming the concentration in Reservoir 2 is 0.05 M (≈ 14 ion pairs in Reservoir 
2), which is close to the concentration of Reservoir 2 at the end of the simulation duration. The 
value for the diffusion potential at this concnetration of Reservoir 2 is -5.9 mV.  
The Nernst-Planck equation for chloride ion transport takes the form inside the CNT of 
𝐽𝐽𝐶𝐶𝑠𝑠 =  −𝐷𝐷𝐶𝐶𝑠𝑠,𝐶𝐶𝑁𝑁𝑇𝑇 (𝜆𝜆𝑚𝑚(𝐶𝐶(𝐿𝐿) − 𝐶𝐶(0))𝐿𝐿 − 𝐷𝐷𝐶𝐶𝑠𝑠,𝐶𝐶𝑁𝑁𝑇𝑇. 𝑧𝑧𝐶𝐶𝑠𝑠 .𝐹𝐹.𝐶𝐶𝐶𝐶𝑠𝑠,𝐶𝐶𝑁𝑁𝑇𝑇𝑟𝑟𝑑𝑑𝑒𝑒𝑟𝑟𝑒𝑒𝑑𝑑𝑒𝑒𝑟𝑟𝑅𝑅𝑇𝑇 �∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓(𝐿𝐿) − ∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓(0)𝐿𝐿 � (8.10) 
Here 0 and 𝐿𝐿 are the entrance and exit of the CNT and ∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓 is the diffusion potential. The 
contribution from the concentration gradient is 36 mol/m2/s and from the diffusion potential is 8.3 
mol/m2/s, which together provide the total steady-state chloride co-ion flux as 44.1 mol/m2/s. This 
estimate of ion flux from the Nernst-Plank equation without the explicit consideration of a Donnan 
potential but includes our estimate of the diffusion potential seems to agree well with the flux 
obtained from the MD simulations. The concentration gradient that is obtained graphically from 
Figure 3b takes into account the influence of the Donnan Potential on co-ion repulsion. For this 
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case of low Debye length, we thus find a predominantly diffusive flux for co-ions through the 
negatively-charged (22,22) CNT. In the case of sodium ions, we cannot simply neglect the Donnan 
potential by addition of a partition coefficient since the sodium ions are present in large numbers 
close to the charged wall (where the wall potential is not screened). Here,  
𝐽𝐽𝑁𝑁𝐶𝐶 =  −𝐷𝐷𝑁𝑁𝐶𝐶,𝐶𝐶𝑁𝑁𝑇𝑇 (𝜆𝜆𝑚𝑚(𝐶𝐶(𝐿𝐿) − 𝐶𝐶(0))𝐿𝐿 − 𝐷𝐷𝑁𝑁𝐶𝐶,𝐶𝐶𝑁𝑁𝑇𝑇 . 𝑧𝑧𝑁𝑁𝐶𝐶.𝐹𝐹.𝐶𝐶𝑁𝑁𝐶𝐶,𝐶𝐶𝑁𝑁𝑇𝑇𝑟𝑟𝑑𝑑𝑒𝑒𝑟𝑟𝑒𝑒𝑑𝑑𝑒𝑒𝑟𝑟𝑅𝑅𝑇𝑇 �∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓(𝐿𝐿) − ∅𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓(0)𝐿𝐿 �
−
𝐷𝐷𝑁𝑁𝐶𝐶,𝐶𝐶𝑁𝑁𝑇𝑇 . 𝑧𝑧𝑁𝑁𝐶𝐶 .𝐹𝐹.𝐶𝐶𝑁𝑁𝐶𝐶,𝐶𝐶𝑁𝑁𝑇𝑇𝑟𝑟𝑑𝑑𝑒𝑒𝑟𝑟𝑒𝑒𝑑𝑑𝑒𝑒𝑟𝑟
𝑅𝑅𝑇𝑇
�
∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(𝐿𝐿) − ∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(0)
𝐿𝐿
� 
(8.11) 
where, ∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(𝐿𝐿) = 𝑅𝑅𝑇𝑇𝑧𝑧𝑧𝑧 ln(𝐶𝐶𝑁𝑁𝑒𝑒,𝐶𝐶𝑁𝑁𝐶𝐶(𝐿𝐿)𝐶𝐶𝑁𝑁𝑒𝑒,𝑅𝑅𝑟𝑟𝑠𝑠2 ) and ∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(0) = 𝑅𝑅𝑇𝑇𝑧𝑧𝑧𝑧 ln(𝐶𝐶𝑁𝑁𝑒𝑒,𝐶𝐶𝑁𝑁𝐶𝐶(0)𝐶𝐶𝑁𝑁𝑒𝑒,𝑅𝑅𝑟𝑟𝑠𝑠1 ). Since we know the 
sodium ion flux from MD simulation, we can obtain a rough estimate of the membrane potential [∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(𝐿𝐿) − ∅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐶𝐶𝐷𝐷(0)] from the above equation. 
Figures 8-5a and b show 5 ns long trajectories of the sodium and chloride ions that were 
inside the CNT at 𝑡𝑡 = 85 ns. The first observations are that there are far more sodium ions inside 
the nanotube as compared to chloride ions and that the sodium ions approach the wall much more 
closely than the chloride ions. This close degree of approach to the charged wall can be seen in the 
radial spread of the sodium ions inside the nanotube as compared to that observed for chloride 
ions. The co-ions (i.e., the chloride ions) once out of the CNT tend to diffuse far from the nanotube 
entrance quickly, whereas a majority of sodium ions (counter-ions) crowd around the mouth of the 
nanotube for an appreciable amount of time even after exiting the nanotube.  A careful cross 
examination of the 𝑟𝑟 and 𝑧𝑧 locations of ions at the instants of their exit from the nanotube shows 
that the ions exit the nanotube mostly from the center of the tube and much less frequently from a 
radial location near the walls. This is also supported by a visual inspection of the trajectories that 
were produced during the simulation in VMD. With these observations in mind, we can  
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(a) 
 
(b) 
Figure 8-5: The trajectories of diffusing sodium (a) and chloride (b) ions through the CNT in the 
radial and axial directions. In the topmost panels of figures (a) and (b), the patterned black box 
represents the radial and axial boundaries of the nanotube. The black dotted lines in the middle and 
bottom panels designate the axial and radial boundaries of the nanotube respectively. 
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examine the full suite of simulation results for all magnitudes of fixed-charge (𝑋𝑋 = 0.35 M, 1 M, 
2 M) and Reservoir 1 concentrations (𝐶𝐶𝐶𝐶 = 0.1 M, 0.4 M, 1 M). Figure 8-6 shows the number of 
cation and anions that have translocated to Reservoir 2 as functions of time. In the simulations that 
we have conducted, the 3 nm diameter nanotube is permeable to both cations and anions but is 
more selective for cations owing to the negative partial charges on the pore. The co-ion permeation 
rate can be seen to be a clear function of the magnitude of the fixed-charge on the nanotube for all 
external solution concentrations. The permeation rate trend for chloride ions as a function of the 
magnitude of the fixed-charge for most cases is 0 M > 0.35 M > 1 M > 2 M. Both 
 
 
(a) 
 
(b) 
Figure 8-6: The number of sodium ions (a) and chloride ions (b) that have diffused to Reservoir 2 
during the simulation. The top and bottom panels show the ion diffusion for Reservoir 1 
concentrations of 0.4 M  and 1 M, respectively. 
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anion and cation flux decrease as the fixed-charge on the CNT is increased. Higher numbers of co-
ions are excluded as the charge on the CNT is increased, and since electroneutrality must be 
maintained, the cations are also rejected, which decreases the flux of both the cations and anions 
to the same extent. 
Figure 8-7 shows the cation leakage that occurs in the initial few nanoseconds of the 
simulation in order to depolarize the negatively-charged nanotube. The nanotube in all cases has 
fewer net positive charges inside the CNT than the negative charge on it. In Figure 8-8, we can see 
that for a particular magnitude of fixed-charge, the number of uncompensated charges increases 
slightly as the solution concentration decreases. At any particular solution concentration, the 
number of uncompensated charges increases as the magnitude of the fixed-charge is increased; 
however, a majority of this excess charge that is not accommodated inside the CNT leaks into the 
low concentration reservoir in the first few nanoseconds of the simulation and remains constant 
thereafter. The number of cations that leak is a function of the fixed-charge on the CNT; i.e., the 
tube with the highest fixed-charge number has the maximum number of ions that leak into 
Reservoir 2 (Figure 8-7a and b), whereas the tube with the lowest fixed-charge number has the 
least amount of ion leakage and the least amount of uncompensated charges. Not all of the 
uncompensated charges are balanced by the leakage of ions into Reservoir 2; some of it is balanced 
by leakage into Reservoir 1. Thus, while the whole system as such is electroneutral, there is charge 
imbalance in each of the compartments and within the nanotube that remains steady during the 
entire duration of the simulation—see Figure 8-8. In this figure, the sum of the excess positive 
charges in the two reservoirs is equal to the uncompensated negative charge on the CNT.  
 
 197 
 
 
(a) 
 
(b) 
Figure 8-7: Ion leakage at the beginning of the simulation that stays constant for the rest of the simulation duration (a), and the average 
uncompensated negative charge on the nanotube vs. applied fixed-charge for all concentrations of Reservoir 1 (b). 
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(a) 
 
(b) 
Figure 8-8: Temporal trends of the uncompensated negative charge on the CNT (black). The excess 
positive charge in Reservoir 1 (red) and excess positive charge in Reservoir 2 (blue) for the X =2 M, 
Cs = 0.4 M (a) and X =2 M, Cs =1 M (b). 
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Figure 8-9a shows the average steady-state fluxes of sodium and chloride ions from the left 
to the right side of the CNT, which are obtained after the initial depolarization period. If boundary 
layer diffusion or film diffusion is negligible, the co-ion flux is proportional to the diffusion 
coefficient of the ion in the CNT, its concentration in the nanotube, and is inversely proportional 
to the length of the nanotube. The concentration of the co-ion in the nanotube is expected to be 
smaller than that in Reservoir 1. When the fixed-charge number is high and the solution is dilute, 
the co-ion concentration should become very small owing to Donnan exclusion. We find that the 
electrolyte flux is consistent with this description, as can be seen in Figure 8-9a, where we observe 
a decreasing co-ion flux with increasing fixed-charge number for all concentrations of Reservoir 
1. At steady state, the net current should be zero; i.e., the co-ion flux should equal the counter-ion 
flux to satisfy the electroneutrality condition. Thus, for a particular value of the concentration in 
Reservoir 1, we see a simultaneous decrease in the counter-ion flux with increasing fixed-charge 
number on the nanotube. More simply, the rate of electrolyte diffusion is controlled by the 
diffusion of the co-ion.  
As stated above, the co-ion concentration in the nanotube decreases with increasing fixed-
charge number; however, some non-idealities owing to additional steric effects and ion-ion 
interactions in the nanotube must be brought to attention. For 𝑋𝑋 = 0 M and Cs = 1 M, the counter-
ion and co-ion concentrations are equal to each and lower than the external solution concentration 
owing to the sieving action arising from unfavorable partial desolvation within the CNT. The 
concentration of sodium and chloride ions at the entrance of the nanotube for this uncharged CNT 
case is about 0.35 M. In the case where 𝑋𝑋 = 0.35 M and 𝐶𝐶𝐶𝐶 = 1 M, the counter-ion partitioning into 
the nanotube becomes more favorable owing to the electrostatic attraction, which causes some of 
the co-ions to be attracted by the counter-ions in the nanotube, thereby increasing their  
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 8-9: Electrolyte flux at all external solution concentrations vs. the fixed-charge on the 
nanotube (a). The ion flux through an uncharged CNT is indicated by the yellow circles. 
Instantaneous ion flux vs. time for the increasing magnitudes of fixed-charge: X = 0.35 M (b), 1 M 
(c), and 2 M (d).  
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concentration in the lightly charged CNT as compared to the uncharged case. The concentration 
of the chloride ions at the entrance in this case is about 0.4 M. This increase in the co-ion 
concentration in the lightly-charged nanotube has an effect of increasing the co-ion and counter-
ion flux as compared to the corresponding flux through an uncharged tube at same external solution 
concentration of Reservoir 1. 
Axial concentration profiles and Concentration polarization 
Figures 8-10a-c show that regardless of the fixed-charge on the nanotube, concentration 
polarization is discernible only in the cases of low external solution concentration; i.e., when the 
Reservoir 1 concentration is about 0.1 M (top panels of Figures 8-10a and b). It is also seen to 
some extent in the case of high fixed-charge, 𝑋𝑋 = 2 M, and when the reservoir concentration is 0.4 
M.  The co-ion concentration profile in the nanotube shows a gradient indicating that the co-ions 
will follow diffusive behavior within the CNT. In the case of low fixed-charge number, the 
counter-ions also display a gradient, indicating that some counter-ions behave as free ions.  As the 
number of fixed-charges increases, a majority of the sodium ions behave like bound ions, and 
hence the gradient in the counter-ion concentration becomes less visible. 
8.5 Conclusions  
We have studied the steady-state fluxes through charged nanotubes having a pore size of 3 
nm as functions of increasing external solution concentration of the upstream reservoir and 
increasing magnitude of the negative fixed-charge number on the CNT. In the case of charged 
CNTs, the electrolyte rejection and electrolyte flux depend on the fixed-charges on the nanotube 
that dictate the co-ion concentration within the nanotube. For a particular value of the upstream 
high concentration reservoir, a low fixed-charge results in high co-ion concentration in the 
nanotube and high electrolyte flux, whereas a high fixed-charge results in a low co-ion   
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(a) 
 
(b) 
 
(c) 
Figure 8-10: The axial concentration profiles for the various fixed-charge and external solution concentrations: X = 0.35 M (a), 1 M (b), and 
2 M (c). The vertical dashed black lines serve as guides for the location of the graphene sheets. 
 203 
 
concentration and low electrolyte flux. In order to attain high electrolyte rejection, the charge on 
the CNT must far exceed the strength of the high concentration reservoir.  
At high external solution concentration, the electrostatic potential at the center decays to a 
very small value and we have found that we can correctly predict the electrolyte flux using the 
Nernst-Planck equation by inclusion of a partition coefficient for the co-ion that can be obtained 
from the MD concentration profile, the use of diffusion coefficients in the nanotube, and the 
diffusion potential. The partition coefficient implicitly takes into account the effect of the decayed 
electrostatic potential at the center of the nanotube. 
We found a non-ideality for the case of low fixed-charge number where the ion flux is 
higher than the flux in the uncharged CNT. In the uncharged CNT, steric interactions cause low 
cation and anion partition coefficients, whereas in the case of the CNT with low fixed-charge 
number a higher amount of sodium counter-ions enter into the nanotube compared to the 
uncharged CNT owing to the electrostatic attraction to the negatively-charged CNT wall. Because 
of high ion-ion interactions inside the CNT, a greater number of chloride co-ions are attracted by 
the sodium counter-ions in the nanotube causing the co-ion occupancy to increase beyond its 
average value in the uncharged CNT.  The higher number of co-ions in the lightly-charged 
nanotube results in a higher electrolyte flux and a worsening of the electrolyte rejection as 
compared to the uncharged CNT. In summary, this study has served as a demonstration of the 
controllability of ion flux by the modulation of the fixed-charges on the nanotube for different 
strengths of the high concentration reservoir.  
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 Electric field-driven ion transport through charged 
and uncharged single-walled carbon nanotubes  
9.1 Introduction 
We report the ion permeation trends obtained through a 3 nm diameter carbon nanotube 
(CNT) that connects two reservoirs, one containing a strong electrolyte at high concentration and 
the other containing water. We used field strengths that are an order of magnitude lower (one 
hundredth of a volt per nanometer) than those used in most studies of ion conduction that used 
larger electric fields (one tenth of a volt per nm)207-210, which is greater than the dielectric 
breakdown voltage of water. The direction of the applied electric field is the same as the 
concentration gradient of the electrolyte and one may expect this to assist in cation transport by 
increasing the ion flux as compared to that of purely diffusive transfer; however, the trend for 
cation translocation events at long simulation times exhibits a slowdown after an initial spike. This 
slowdown in the number of ion permeation events is observed for all simulation systems regardless 
of the number of applied charges or the strength of the electric field. This retardation of the cation 
current with time is related to the development of an equilibrium potential arising out of a charge 
imbalance in the downstream reservoir that counterbalances the applied electric field, changing 
the initial field-driven ion migration into a primarily diffusive process. In the following sections, 
we describe the simulation method and theory and follow it up with a detailed analysis of the ion 
transfer phenomena under the scenario described herein. 
9.2 Computational methods 
The simulation setup is similar to the one used in the study for the diffusive transfer of ions 
where a carbon nanotube connects two bulk reservoirs containing sodium-chloride solutions of 
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unequal concentrations—see Figure 9-1. The CNT used in this study was 3 nm in diameter and 5 
nm in length. The concentration of the electrolyte in compartment 1 was 1 M and compartment 2 
contained pure TIP4P/2005 water. The reservoirs were bounded by rigid graphene walls. Ions 
could pass from one reservoir to the other only via the CNT. Three cases of negative fixed-charges 
on the tube were simulated (≈ 0.3 M, 1 M, and 2 M), which correspond to charge values of 5e-, 
15e-, 30e-. The fixed-charges were calculated on the basis of the aqueous solution volume inside 
the nanotube and were uniformly distributed as partial charges on specific CNT atoms. An 
additional case where no charges were present on the tube was also considered as a control. An 
electric field was applied in the same direction as the concentration gradient. The electric field 
 
 
Figure 1 
Figure 9-1: Schematic representation of the simulated system. The simulated particles are colored 
according to species: water molecules (cyan), sodium ions (red), chloride ions (blue), and carbon 
atoms (black).  
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strengths applied for each of the fixed-charge cases were 20 mV/nm, 40 mV/nm, 60 mV/nm, 80 
mV/nm, and 100mV/nm. The total number of simulation cases thus generated was 20. Each system 
was equilibrated in the NVT ensemble for 1 ns followed by a 25 ns data collection phase. The MD 
simulation parameters are the same as those used for the previous case of diffusive transfer of ions 
and for the sake of brevity will not be repeated here. 
9.3 Theory 
Since the external solution concentration in the upstream reservoir is 1 M, the electric 
double layers (𝜆𝜆 = 0.3 nm) that develop at the CNT entrance are expected to be thin compared to 
the tube diameter used in this study (3 nm).  Ion transport is generally governed by the Nernst-
Planck equation, which describes ion transport as a coupled process consisting of diffusion 
(concentration gradient), migration (electric field), and convection (pressure). In the absence of 
convection, the transport equation for the ions is   
 
𝐽𝐽+ =  −𝐷𝐷+ 𝑑𝑑𝐶𝐶+𝑑𝑑𝑥𝑥 − 𝐷𝐷+𝑧𝑧+𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶+ 𝑑𝑑∅𝑑𝑑𝑥𝑥 (9.1a) 
 
𝐽𝐽− =  −𝐷𝐷− 𝑑𝑑𝐶𝐶−𝑑𝑑𝑥𝑥 + 𝐷𝐷−𝑧𝑧−𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶− 𝑑𝑑∅𝑑𝑑𝑥𝑥 (9.1b) 
If the electric field dominates the ion transport process, and assuming 𝑓𝑓∅
𝑓𝑓𝑥𝑥
= ∆∅
𝑠𝑠
=  𝑐𝑐𝑠𝑠𝑛𝑛𝐶𝐶𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡,  
 
𝐽𝐽+ =  −𝐷𝐷+𝑧𝑧+𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶+ ∆∅𝑙𝑙  (9.2a) 
 
𝐽𝐽− =  𝐷𝐷−𝑧𝑧−𝐹𝐹𝑅𝑅𝑇𝑇 𝐶𝐶− ∆∅𝑙𝑙  (9.2b) 
 
𝐷𝐷+ = 𝐽𝐽+𝑅𝑅𝑇𝑇𝑧𝑧𝐹𝐹𝐶𝐶 𝑙𝑙∆∅ ; (9.3a) 
 
𝐷𝐷− = 𝐽𝐽−𝑅𝑅𝑇𝑇𝑧𝑧𝐹𝐹𝐶𝐶− 𝑙𝑙∆∅ (9.3b) 
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An applied electric field will induce a migration of sodium ions in the direction of the field 
and will propel the chloride ions in the opposite direction. Thus, initially, the net flux from the 
upstream to the downstream reservoir is promoted for sodium ions and retarded for chloride ions. 
By calculating the diffusion coefficient from the flux for sodium and chloride ions, it is apparent 
that the sodium diffusion coefficient is greater than that of chloride.  This situation promotes large 
diffusion potentials that arise from charge separation, which act opposite to the applied electric 
field and reduce any further charge imbalance. This reduces the effective external electric field 
strength, which in turn retards the sodium ion transfer and tends to accelerate chloride ion transfer. 
9.4 Results and discussion 
The timescales associated with the MD simulations do not allow us to attain a steady-state 
transport process; however, they do permit a qualitative analysis of the transient transfer of ions 
from an upstream reservoir to a downstream reservoir through a CNT bridge under the combined 
effects of diffusion and migration. We contrast the process of diffusive transfer of ions under no 
external electric field (for which we observe a linear increase in the number of ions in the 
downstream reservoir) with the electro-migration process simulated here (where the increase in 
the number of ions in the downstream reservoir follows a non-linear trend for the timescales of 
observation).  
In the presence of an electric field, the ion transport spikes initially and is followed by a 
slow permeation rate after the initial induction period. The induction times for the various fixed-
charge cases are independent of the value of the applied electric field; these times are roughly 
shown by the dashed vertical lines in the Figure 9-2. The induction time is inversely proportional 
to the fixed-charge on the nanotube, with shorter induction times for tubes with greater fixed- 
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Figure 9-2: The number of sodium ions permeated from Reservoir 1 into Reservoir 2 for the various 
cases of negative fixed-charge on the (22,22) nanotube under the influence of an electric field and 
concentration gradient.  
Panels clockwise from the upper left depict the number of sodium ions permeated from Reservoir 1 
into Reservoir 2 for the various cases of negative fixed-charge on the nanotube corresponding to 0 
M, 0.35 M, 1 M, and 2 M. Each case is simulated for six different field strengths: 0 mV/nm (purple), 
20 mV/nm (red), 40 mV/nm (yellow), 60 mV/nm (blue), 80 mV/nm (pink), and 100 mV/nm (green). 
 
 209 
 
charge and larger induction times for tubes with smaller fixed-charge. At the end of the induction 
period, the number of ions in reservoir 2 changes by less than 10% over the remainder of the 
simulation duration. 
The observed current is obtained almost entirely from the transfer of cations. Tables 9-1 
and 9-2 show the initial rapid cation transfer until the end of induction period followed by a very 
slow increase of ions in the second reservoir as the simulation progresses. (In a few cases, towards 
the end of recording time, the direction of cation transfer appears to reverse.) For the duration of 
observation, most of the cation transfer is achieved predominantly during the induction period. At 
the start of the simulation, the cations permeate as a result of the concentration gradient and the 
applied electric field, whereas the anions are completely rejected from the nanotube on account of 
the direction of the applied field. After a sufficient time (the ‘induction time’) has passed, the 
cations build up in the downstream reservoir, whereas the anions are mostly absent, causing a 
charge imbalance and loss of electroneutrality in compartment 2. This results in the downstream 
reservoir (i.e., compartment 2) becoming more positive with respect to compartment 1 and an 
electrical gradient develops for sodium ions in the opposite direction. This new electrical gradient 
that develops as a result of charge imbalance opposes the external electric field and, in the cases 
where fixed-charges are present on the tube, it also opposes the field developed by the fixed-
charges. Such an electrical gradient counterbalances the applied electric field and the net transfer 
of sodium ions via migration stalls. This effectively forms an equilibrium potential or membrane 
potential. Thus the plateau in the trend for the number of sodium ions permeated indicates the 
approach towards an equilibrium potential for sodium and chloride ions that counterbalances the 
applied external electric field. Once the equilibrium potential is established, the transfer of cations 
and anions to the downstream reservoir can take place only via a diffusion process with the cations  
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Table 9-1: Number of cations in the downstream reservoir at different time intervals. 
Fixed-charge 
𝑬𝑬 
(mV/nm) 
𝒕𝒕 = 𝟓𝟓 ns 𝒕𝒕 = 𝟏𝟏𝟗𝟗 ns 𝒕𝒕 = 𝟏𝟏5 ns 𝒕𝒕 = 𝟐𝟐𝟗𝟗 ns 𝒕𝒕 = 𝟐𝟐𝟓𝟓 ns 
0 M 0 1 3 4 4 6 
0 M 
20 4 1 3 4 4 
40 4 6 7 8 9 
60 6 8 10 11 13 
80 8 13 14 17 18 
100 10 15 17 20 21 
0.35 M 
20 2 4 5 4 6 
40 7 8 10 13 13 
60 9 11 13 14 16 
80 12 14 17 18 18 
100 15 19 21 21 22 
1 M 
20 5 9 10 10 11 
40 9 11 11 12 11 
60 12 14 15 18 19 
80 16 17 19 19 19 
100 18 22 23 26 24 
2 M 
20 8 8 9 10 11 
40 11 14 13 13 15 
60 14 15 18 19 18 
80 18 21 23 22 23 
100 21 25 28 27 27 
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Table 9-2: Number of cation permeation events in different time intervals. Note that Ct  is the number 
of cations in the downstream reservoir at time t. 
Fixed-
charge 
𝑬𝑬 
(mV/nm) 
𝑪𝑪𝒕𝒕=𝟓𝟓𝒏𝒏𝟓𝟓 − 𝑪𝑪𝒕𝒕=𝟗𝟗𝒏𝒏𝟓𝟓  𝑪𝑪𝒕𝒕=𝟏𝟏𝟗𝟗𝒏𝒏𝟓𝟓 − 𝑪𝑪𝒕𝒕=𝟓𝟓𝒏𝒏𝟓𝟓 𝑪𝑪𝒕𝒕=𝟏𝟏𝟓𝟓𝒏𝒏𝟓𝟓 − 𝑪𝑪𝒕𝒕=𝟏𝟏𝟗𝟗𝒏𝒏𝟓𝟓 𝑪𝑪𝒕𝒕=𝟐𝟐𝟗𝟗𝒏𝒏𝟓𝟓 − 𝑪𝑪𝒕𝒕=𝟏𝟏𝟓𝟓𝒏𝒏𝟓𝟓 𝑪𝑪𝒕𝒕=𝟐𝟐𝟓𝟓𝒏𝒏𝟓𝟓 − 𝑪𝑪𝒕𝒕=𝟐𝟐𝟗𝟗𝒏𝒏𝟓𝟓 
0 M 0 1 2 1 0 2 
0 M 
20 4 -3 2 1 0 
40 4 2 1 1 1 
60 6 2 1 1 2 
80 8 5 1 3 1 
100 10 5 2 3 1 
0.35 M 
20 2 2 1 0 2 
40 7 1 2 3 0 
60 9 2 2 1 2 
80 12 2 3 1 0 
100 15 4 2 0 1 
1 M 
20 5 4 1 0 1 
40 9 2 0 1 -1 
60 12 2 1 3 1 
80 16 1 0 0 0 
100 18 4 1 3 -2 
2 M 
20 8 0 1 1 1 
40 11 3 -1 0 2 
60 14 1 3 1 -1 
80 18 3 2 -1 1 
100 21 4 3 -1 0 
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and anions travelling in pairs.  
From Tables 9-3 and 9-4, it is evident that anion permeation starts during the later stage of 
data recording; i.e., after the equilibrium potential has been established. The chloride ions can 
transport against the electric field only via diffusion. As soon as more than one anion permeates 
through the nanotube to the downstream reservoir, we can expect the onset of a diffusive regime 
and a gradual decay of the migration process. A better understanding of this process can be 
achieved via Figure 9-2 for the case of the applied fixed-charge of 1 M and applied field strength 
of 60 mV/nm. The data show two distinct trends for ion permeation. First, there is an initial period 
from 0-7 ns where the cation permeation events rapidly increase and eventually plateau to set up 
the equilibrium or the reversal potential. Thereafter, ion transfer occurs via diffusion, as can be 
confirmed from the linear increase in the cation permeation events which occurs after the plateau 
region.  These regions have two distinct slopes. If the simulation is extended to capture permeation 
events at long times, the plateau will merely appear as a hump with linear increase thereafter in 
the trend for the number of both species transferred from compartment 1 to 2. In the case where 
no charges are present on the tube and the field strength is low, the slope of this increase in the 
number of ions in compartment 2 will be more of less equal that which would be obtained in a 
regular diffusion process. Since diffusion is a slow process, if the simulation is extended to 100 
ns, the diffusive trend will be clearly visible for the concentration gradient simulated here.   
From Table 9-5, we can estimate the excess number of sodium ions that are required in 
reservoir 2 to initiate the equilibrium potential. At any given value of external electric field 
strength, the difference in the number of excess sodium ions in reservoir 2 obtained between the 
charged and the uncharged cases roughly corresponds to the values of the ions that diffuse into the   
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Table 9-3: Number of anions in the downstream reservoir at different time intervals. 
Fixed-charge 
𝑬𝑬 
(mV/nm) 
𝒕𝒕 = 𝟓𝟓 ns 𝒕𝒕 = 𝟏𝟏𝟗𝟗 ns 𝒕𝒕 = 𝟏𝟏𝟓𝟓 ns 𝒕𝒕 = 𝟐𝟐𝟗𝟗 ns 𝒕𝒕 = 𝟐𝟐𝟓𝟓 ns 
0 M 0 1 3 4 4 6 
0 M 
20 4 3 2 3 3 
40 0 0 0 0 1 
60 0 0 0 0 1 
80 0 0 0 2 3 
100 0 0 0 0 0 
0.35 M 
20 0 0 0 0 1 
40 0 0 0 3 3 
60 0 0 0 1 2 
80 0 0 0 0 1 
100 0 0 0 0 0 
1 M 
20 1 1 2 2 3 
40 0 0 0 0 0 
60 0 0 1 3 3 
80 0 0 0 0 1 
100 0 0 0 0 0 
2 M 
20 0 0 0 0 0 
40 0 0 0 0 0 
60 0 0 0 1 1 
80 0 0 1 1 1 
100 0 0 1 1 1 
 
  
 214 
 
Table 9-4: Number of anion permeation events in different time intervals. At is the number of anions 
in the downstream reservoir at time t. 
Fixed-
charge 
𝑬𝑬 
(mV/nm) 
𝑨𝑨𝒕𝒕=𝟓𝟓𝒏𝒏𝟓𝟓
− 𝑨𝑨𝒕𝒕=𝟗𝟗𝒏𝒏𝟓𝟓 
𝑨𝑨𝒕𝒕=𝟏𝟏𝟗𝟗𝒏𝒏𝟓𝟓 − 𝑨𝑨𝒕𝒕=𝟓𝟓𝒏𝒏𝟓𝟓 𝑨𝑨𝒕𝒕=𝟏𝟏𝟓𝟓𝒏𝒏𝟓𝟓 − 𝑨𝑨𝒕𝒕=𝟏𝟏𝟗𝟗𝒏𝒏𝟓𝟓 𝑨𝑨𝒕𝒕=𝟐𝟐𝟗𝟗𝒏𝒏𝟓𝟓 − 𝑨𝑨𝒕𝒕=𝟏𝟏𝟓𝟓𝒏𝒏𝟓𝟓 𝑨𝑨𝒕𝒕=𝟐𝟐𝟓𝟓𝒏𝒏𝟓𝟓 − 𝑨𝑨𝒕𝒕=𝟐𝟐𝟗𝟗𝒏𝒏𝟓𝟓 
0 M 0 1 2 1 0 2 
0 M 
20 4 -1 -1 1 1 
40 0 0 0 0 1 
60 0 0 0 0 1 
80 0 0 0 2 1 
100 0 0 0 0 0 
0.35 M 
20 0 0 0 0 1 
40 0 0 0 3 0 
60 0 0 0 1 1 
80 0 0 0 0 1 
100 0 0 0 0 0 
1 M 
20 1 0 1 0 1 
40 0 0 0 0 0 
60 0 0 1 2 0 
80 0 0 0 0 1 
100 0 0 0 0 0 
2 M 
20 0 0 0 0 0 
40 0 0 0 0 0 
60 0 0 0 1 0 
80 0 0 1 0 0 
100 0 0 1 0 0 
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Table 9-5: Difference in the number of cations and anions in Reservoir 2 in 25 ns. 
Fixed-
charge 
(M) 
Electric field 
0mV/nm 20mV/nm 40mV/nm 60mV/nm 80mv/nm 100mV/nm 
0 0 1 8 12 15 21 
0.35 1 5 10 14 17 22 
1 3 8 11 16 18 24 
2 6 11 15 17 22 26 
 
downstream compartment when no external field is applied.  This difference in the sodium ions 
required to set up the equilibrium potential between charged and uncharged cases is a consequence 
of the value of fixed-charge on the nanotube and this difference increases as the fixed-charge 
concentration on the tube increases. These values enable us to predict the equilibrium 
concentration of the reservoirs if the simulations were allowed to run for long durations. For 
instance, beginning with 280 ions (≈ 1 M) of each species in Reservoir 1 and for the case of 100 
mV/nm of applied electric field, the initiation of the equilibrium potential requires the transfer of 
about 20 sodium ions. Thus, according to the equation for the equilibrium condition (Donnan 
equilibrium), 
 𝐶𝐶𝑁𝑁𝐴𝐴,𝜕𝜕𝑒𝑒𝑠𝑠1 × 𝐶𝐶𝐶𝐶𝐿𝐿,𝜕𝜕𝑒𝑒𝑠𝑠1 = 𝐶𝐶𝑁𝑁𝐴𝐴,𝜕𝜕𝑒𝑒𝑠𝑠2 × 𝐶𝐶𝐶𝐶𝐿𝐿,𝜕𝜕𝑒𝑒𝑠𝑠2   
 (280 − 20 − 𝑥𝑥) × (280 − 𝑥𝑥) = (20 + 𝑥𝑥)(𝑥𝑥) (9.4) 
Solving for 𝑥𝑥 approximately gives the equilibrium number of ions in reservoir 1 as 130 (Na+), 150 
(Cl-), and in reservoir 2 as 150 ( Na+), 130 (Cl-). Hence the selectivity is established for the transfer 
of sodium ions over chloride ions, which is proportional to the magnitude of the membrane 
potential.  
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High charge separations give rise to high membrane potentials because a greater charge 
imbalance is required to counterbalance a larger applied electric field—see Figures 9-3a and b. 
Thus in the case of an external field strength of 100 mV/nm, compartment 2 has a higher number 
of sodium ions as compared to the case where the applied field strength is 40 mV/nm, resulting in 
a greater charge imbalance that is seen in Figure 9-3b and hence a greater membrane potential than 
that depicted in Figure 9-3a.   
Figure 9-4 shows the ionic current, which is calculated by counting the number of ions in 
reservoir 2 at any instant (that is the number of ions permeated) and dividing it by the time that 
has elapsed since the beginning of the simulation until the instant at which the current is recorded. 
 
 
(a) 
 
(b) 
Figure 9-3: : Sodium ions translocated from Reservoir 1 to 2 for all cases of fixed-charge at an 
external field of 40 mV/nm (a) and 100 mV/nm (b), respectively. 
The insets show the ion permeation through the (22,22) nanotube in the absence of fixed-charges and 
applied fields. 
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Figure 9-4: Sodium ion current vs. time. 
 
It is obvious that the ion current at 100 mV/nm is greater than the current that would be obtained 
had the electric field been absent (i.e., from a purely diffusive transfer process). This current comes 
mainly from the initial ion migration events during the induction period. 
The current that would be measured from the diffusive phase of the ion permeation (i.e., 
after the induction time) is shown in Figure 9-5. In this plot, the induction time is taken as the 
beginning of the simulation and the permeation events are counted thereafter for the current 
measurement. In this case, the ion currents closely resemble the values that would be obtained if 
no external fields were to be applied.  
We extend the 25 ns simulation for the cases shown in Figures 9-6 a-c to 45 ns to view the 
electro-migration and diffusive regions with greater clarity. Figures 9-6 a-c show distinct time 
phases where ion permeation is dominated by the migration process at the beginning of the  
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Figure 9-5: Sodium ion current vs. time (diffusive phase). 
 
simulation and diffusion dominated after the equilibrium potential has been achieved. During the 
migration process, anion transfer to reservoir 2 is absent.  In the absence of fixed-charges, diffusive 
regime has a steeper slope than when the tube has fixed-charges. In the diffusive regime, 
irrespective of the charge on the tube, the ions permeate in pairs maintaining charge neutrality of 
the ion transfer process. In the cases of tubes with fixed-charges, chloride ions are repelled by the 
fixed-charges on the nanotube and hence the chloride ion occupancy in the tube is low. The number 
of sodium and chloride ion pairs that can permeate is dependent on the chloride ion occupancy in 
the nanotube. Fewer chloride ions in the nanotube implies fewer sodium-chloride pairs diffusing 
into reservoir 2.  Thus, at long times, one can expect a much slower ion transport process and 
hence a lower ion flux through tubes with higher number of fixed-charges.  
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(a) 
 
(b) 
 
(c) 
Figure 9-6: Ion permeation events vs. time at an applied field of 100 mV/nm for a CNT in which fixed-charges are absent (a), in which the 
fixed-charge is 0.35 M (b), and in which the fixed-charge is 1 M (c). Data for sodium ions are depicted in red whereas chlorine ion data are 
colored blue. 
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Axial concentration profiles 
The average sodium and chloride ion axial concentration profiles obtained from the MD 
simulations for the last 15 ns (i.e., after the initial ion migration period) are shown in Figure 9-7. 
We do not observe concentration polarization at the entrance of the CNT for the electric field of 
100 mV/nm and high external solution concentrations of 1 M. From previous experience, 
concentration polarization effects are important only at low external solution concentrations (100 
mM). A gradient in concentration for sodium and chloride ions is witnessed in the case where no 
fixed-charges are applied on the tube. Since the concentration profiles are evaluated after the 
membrane potentials are established, the sodium and chloride ion concentrations in the nanotube 
in the absence of fixed-charges are equal despite the application of the external electric field. In 
the case where the tube possesses fixed-charges, the sodium counter-ion concentration is higher 
than the chloride concentration in the tube and remains more or less constant near the value of the 
applied fixed-charge with a slight gradient at end of the tube. The chloride ions in tubes with fixed-
charges can migrate against the electric field only via diffusion; hence a concentration gradient for 
chloride is quite apparent inside the tube for all cases. 
Current-voltage characteristics 
We plot the ion current and conductivity vs. voltage (see Figure 9-8) for the first 15 ns of 
the simulations when the ion transport is dominated by the migration process. We find a linear 
increase in the ion current with voltage and the conductivity stays constant with voltage; this is 
typical of an ohmic process. At low voltages and in the case of the CNT with fixed-charges on the 
tube wall, the sodium ion current is a result of the higher rate of diffusion due to the attraction by 
the negative charge on the tube and the external electric field, which cause the high conductivity  
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Figure 9-7: Ion concentration profiles in the axial direction. Sodium data is colored red, whereas 
chloride ion data are blue. 
 
 
Figure 9-8: Sodium ion current and conductivity vs. voltage. 
 222 
 
at the low applied voltages. At high applied field strengths, the contribution from diffusion 
is minimal as compared to that from migration, leading to a linear increase in current with voltage. 
The ion conductivity stays more or less constant at higher applied voltages and is a function of the 
fixed-charge on the tube, displaying increasing behavior with increasing fixed-charge number on 
the nanotube. 
9.5 Conclusions 
We have analyzed ion transport through carbon nanotubes under the influence of electric 
fields and have found that cation selectivity through a 3 nm diameter CNT increases to a greater 
extent with increasing electric field strengths and to a lesser extent with the magnitude of the 
negative fixed-charges on the tube. High equilibrium/depolarizing potentials are required to 
counterbalance the effects of high electric field and fixed-charge. This implies a greater charge 
imbalance will develop for the case of high electric fields and high fixed-charges before a sufficient 
equilibrium potential develops to halt any further migration of sodium ions.  
The number of ions transferred to develop the equilibrium potential that counterbalances 
the applied electric field before the onset of the diffusive process is determined solely by the 
magnitude of the external electric field and of the fixed-charges on the tube and not by the imposed 
concentration gradient. Thus for any particular value of electric field, this results in a higher 
selectivity coefficient for cations and a higher rejection coefficient for anions when low 
concentration gradients are utilized, as compared to the case when the concentration gradients are 
high. The diffusive transport depends on the number of free ions (co-ions) in the nanotube which 
is governed by the magnitude of the fixed-charges (Donnan potential).  
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 Summary and perspective 
In the last two decades, the exploration and revelation of their distinct properties (especially 
in terms of fluid structure under confinement) have caused 1-D and 2-D materials such as carbon 
nanotubes, graphene, and other nanoporous materials (such as graphene oxides, silica and boron 
nitride nanotubes) to gain prominence in the field of fluidics. For instance, in the case of fluids 
confined in a carbon nanotube, the restructuring of the encapsulated fluid leads to high solvent 
fluxes23,110 and a steric rejection of solute, which could be exploited for 
biomimetic/biotechnological applications such as biosensors, field effect transistors for detection 
of protein binding211, or in energy efficient desalination membranes6. While interest in the potential 
applications of the field of nanofluidics persists, it has also faced criticism with the prefix ‘nano’ 
becoming devalued through overuse212 and some disappointment over the lack of commercial 
realization of the potential applications. However, only rigorous research geared towards 
unravelling the various coupled effects of surface interactions, charge interactions, and molecular 
component size can help accelerate the pace of development of novel nanofluidics devices or, at 
the very least, improve our understanding of fundamental nanoscale transport phenomena. In this 
dissertation, an effort was made to extend the current understanding of water and ion transport 
phenomena through carbon nanotubes for some representative cases by using molecular dynamics 
simulation. This study contains a thorough account of the structure, dynamics, energetics, and 
transport rates for water and ions that were obtained as functions of diameter, fixed-charge 
magnitudes and charge sign, external solution concentration, and electric field strength.  The 
results of our studies were described in Chapters 4 through 9.  
In Chapter 4, “The general features of the structure and dynamics of water in single- 
walled carbon nanotubes”, we investigated the structure, dynamics, and permeation rates of 
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water under confinement and compared our results with those from existing studies. Similar to the 
reports of previous simulation and experimental studies, we found that water assumes a layered 
structure under confinement. In larger diameter tubes (2.5-3 nm), it was found that layering in 
water structure is found mainly near the wall of the tubes whereas the fluid at the center of the tube 
resembles a more bulk-like structure. We observed anomalous dynamics in the (8,8) CNT, which 
can be attributed to the ice-like structure of water within the nanotube causing reduced mobility. 
The diffusion of water in CNTs is anisotropic as the molecular motion is severely restricted in the 
radial direction as compared to the axial direction. Water in a tube with chirality R > 10 follows 
clear Fickian diffusion; the mean-squared displacement plots for water in the (6,6) tube (which can 
only accommodate a single file of water) and in the (8,8) tube (where water assumes a square net-
like structure) show apparently Fickian behavior for long time intervals and sub-diffusive behavior 
at short times.  The axial diffusion coefficient of water is found to be slightly enhanced at the walls 
as compared to the center of the nanotube, owing to the reduced interaction between the CNT-
water at the wall and the lower number of hydrogen bonds. We found a reduced number of 
hydrogen bonds of water under confinement in the nanotube as compared to those found in bulk 
water, but the hydrogen bonds have long lifetimes. A study of the permeation events in the (6,6) 
tube reveals the unidirectional bursts that were first observed by Hummer et al.19 A comparison of 
the water permeation events with the controlled-time random walk (CTRW) model of 
Berezhkovskii et al.20 was also shown. This study was used as validation of our method and model 
that was subsequently used to conduct comprehensive studies, mainly of ion transport through 
carbon nanotubes.   
In Chapter 5, “Ion uptake and the associated structure and dynamics of electrolytes 
in charged sub-3 nm carbon nanotubes”, we obtained preliminary results of the influence of 
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electrostatics on the ion sorption trends in charged carbon nanotubes. Similar to the observations 
of Fornasiero et al.51, these ion sorption isotherms bore similarity to the Donnan co-ion sorption 
trends. The results of this study served as a foundation allowing us to delve into a deeper 
investigation of the Donnan co-ion exclusion phenomena that was described in Chapter 6. We have 
also detailed the charge-related modifications in the structure of ions, the hydrogen bonding of 
water, and the diffusion coefficients of water. We found strikingly higher numbers of hydrogen 
bonds per water molecule and correspondingly lower diffusion coefficients of water in the 
positively-charged tubes as compared to the negatively-charged tubes. This demonstrated the ion 
specific structure making and breaking properties of sodium and chloride ions. 
In Chapter 6, “Pseudosteady-state diffusive transport of ions through carbon 
nanotubes”, we studied the passive transport of ions via diffusion across uncharged nanotubes 
using long time-scale molecular dynamics (MD) and have ascertained the rate of transport of ions 
as a function of CNT diameter. We were able to attain a steady-state diffusive flux over the 
duration of the MD simulation and we have demonstrated the power of MD as an alternative 
method to study nanoscale transport phenomena. The steady-state flux obtained from MD were 
contrasted against the result of Fick’s law by neglecting the presence of a diffusive or liquid 
junction potential in the Nernst-Planck equation. The passive transport rates of ions obtained from 
MD are lower than those predicted by Fick’s law. The rate of ion transport through nanotubes did 
not only depend on the magnitude of the concentration gradient imposed, but also depended on the 
permeability or the partition coefficients of ions and the modification of their diffusion coefficients 
in the nanotube. The partition coefficients and diffusion coefficients were both functions of 
diameter of the nanotube, and as result we obtained a diameter-dependent flux, as opposed to the 
Fickian ion flux (which is diameter independent). This was the reason for the deviation observed 
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between our results for ion flux and the results of macroscopic Fick’s law. We have additionally 
also provided results of the energy barriers associated with the transport of ions through nanotubes 
that were calculated using umbrella sampling and free energy perturbation methods, and structural 
modification of the ion hydration shell during translocation through the CNT. These simulations 
also helped reveal additional information, such as ion pairing during translocation, ion residence 
times, and hydrogen bond modifications.  
Previous studies have suggested that ion exclusion through charged nanotubes followed a 
trend that closely resembled the one obtained from Donnan theory51. We thus measured the co-ion 
exclusion in uniformly-charged CNTs of different diameters bearing partial charges that were in 
contact with strong electrolytes of high concentration and compared the results with the predictions 
of Donnan theory. The results of this study were reported in Chapter 7, “A molecular dynamics 
study of electrolyte exclusion in charged carbon nanotubes via steric and electrostatic 
interactions: A comparison with Donnan theory.” We have found that co-ion exclusion in 
nanotubes is higher than that predicted by Donnan theory mostly on account of the additional steric 
exclusion to the electrostatic exclusion via charge repulsion. Donnan theory provides an 
inadequate description of ion exclusion in charged CNTs, especially when the CNT is in contact 
with solutions of high concentration. This happens mostly because of three important factors: first, 
the actual potential over the pore is non-uniform as opposed to the Donnan assumption of a uniform 
pore potential. The potential inside the CNT at the center of the tube that is in contact with high 
solution concentrations is quite low and ions at the center are shielded from the wall potential. The 
resulting concentration of the ions in the center of the tube is driven predominantly by diffusion 
rather than via electrostatics. This implies a worsening of the Donnan co-ion exclusion trend; 
however, we found that the exclusion is actually higher, which has to do with the second factor; 
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i.e., of ions having finite sizes that show a diameter-dependent partitioning. Finally, ion–ion 
correlations lead to some very specific ordering inside the nanotubes and can cause deviations 
from the predicted ion concentrations. Correcting Donnan theory for the relevant pore potential 
only leads to the Poisson-Boltzmann equation, which is not as easy a starting point as Donnan 
theory. This study allowed us to understand how the predictive power of the continuum-based 
equation is affected by the underlying assumptions of the mean-field approach, which leads to 
significant deviations with the actual observed ion concentrations. 
In Chapter 8, “Electrolyte diffusion through uniformly charged carbon nanotubes”, 
we studied the passive transport rates of electrolyte diffusion through uniformly-charged carbon 
nanotubes bearing different fixed-charges and with different solution strengths in the high 
concentration reservoir. We contrasted the results to the rates of ion transport observed through 
uncharged tubes and mainly found that the steady-state flux varies inversely with the magnitude 
of the fixed-charge on the tube and is lower than the flux obtained through uncharged tubes. The 
transport rate is determined by the strength of the pore potential (the Donnan potential), which 
determines the extent to which co-ions (also known as free ions) are present in the tube.  Through 
this study, we have demonstrated the controllability of ion flux via a modulation of the fixed-
charges on the nanotube for different strengths of the external reservoir.  
In Chapter 9. “Electric field-driven ion transport through charged and uncharged 
single-walled carbon nanotubes”, we reported the electric field-driven ion permeation trends 
through a charged 3 nm CNT in contact with a reservoir containing strong electrolyte at a high 
concentration. One of the salient features of this study was the use of much lower and more realistic 
electric field strengths than the fields generally employed in prior MD studies to circumvent the 
issue of a limited timescale and drive transport. Using these low field strengths, we were able to 
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characterize the permeation process as being dominated by two different processes at two different 
stages of the simulation duration. Initially persisting for a few nanoseconds, we have a migration-
driven ion transport (electric field-driven) where a large permeate flux of cations in the direction 
of the applied field is achieved while the anions are completely rejected. The excess cations 
collected in the low concentration reservoir causes a charge imbalance and generates a field that 
counterbalances the applied external field, thus eventually stalling the migration process and 
marking the onset of the diffusive transport. The diffusive transport phenomena through charged 
nanotubes used in the simulation, even under the influence of electric field, bears conceptual 
similarity to the transport described in Chapter 8; i.e., it is dependent on the Donnan potential and 
the number of co-ions in the nanotubes.  
The treatment described in this dissertation is general and is applicable to study of transport 
through other nanoporous media. It is certainly hoped that this work stimulates continuing efforts 
at exploring and clarifying the nanoscale transport behavior of water and ions, not only in carbon 
nanotubes but also in other promising nanoporous materials, such boron nitride tubes (that have 
been reported to have water permeation rates even greater than those seen in carbon nanotubes), 
graphene-based pores, and graphene oxide/metal oxide frameworks.  
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