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Abstract
The aim of this article is to develop a methodology for working with solutions of nonlinear differential problems that are signed
measures.
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1. Introduction
Measures are distributional solutions of linear partial differential equations, and linear partial differential operators
can be defined on distributions using duality and the formal adjoint operator.
As a very simple example, we can consider the first order boundary value problem⎧⎨
⎩
∂u
∂x
+ ∂u
∂t
= 0,
u(x,0) = f (x),
(1)
where u = u(x, t). Then, U(x, t) = δ(x − t) = δt is a fundamental solution to this problem. That is to say, U is
a solution to the boundary value problem⎧⎨
⎩
∂U
∂x
+ ∂U
∂t
= 0,
U(x,0) = δ(x).
Therefore, u(x, t) = (δt ∗ f )(x) = f (x − t) is a solution to (1) under very general conditions on f .
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∂u
∂t
= ∂u
∂x
+ g(u),
it is not known how to define the nonlinear term g(u), when u is a general distribution.
The aim of this article is to develop a functional calculus for signed measures that allow us to give a meaning to the
nonlinear term g(u) under fairly general conditions on g. Our main tool is the so-called Nemytsky operator Ng [9],
which, as we explain later, is an extension of the composition operator u → g(u). There is an extensive literature on
these operators, and their applications to nonlinear problems involving both partial differential equations and ordinary
differential equations (see [1–7] and references therein for a survey on these topics).
The organization of this article is as follows: In Section 2 we present an account of the definitions and properties
related to signed measures. We also define the Nemytsky operator and we state several basic properties. In Section 3
we construct an extension of the Nemytsky operator to a class of signed measures, assuming that the function g is
nonnegative. In particular, we are able to define functions of infinite measures, such as the Lebesgue measure. In
Section 4 we prove an explicit representation of the Nemytsky operator for finite signed measures, when g is, roughly
speaking, a piecewise linear function with variable coefficients. In Section 5 we use our results to solve an initial value
problem with a signed finite measure as initial condition for a class of nonlinear evolution equations.
2. Preliminary definitions and results
We begin this section with a review of definitions and properties related to the notion of signed measure. For more
details, we refer to [8] and references therein.
Let Σ be a σ -algebra of subsets of a set X and let R∗ be the extended real line that consists of the real numbers
and the symbols −∞ and ∞, with the usual operations. We adopt the convention 0.(±∞) = (±∞).0 = 0. We leave
∞ + (−∞) and (−∞) + ∞ undefined.
We consider set functions μ : Σ →R∗ that take at most one of the two values ∞ and −∞.
Definition 1. The set function μ : Σ →R∗ is called a signed measure if
1. μ(∅) = 0.
2. μ(
⋃
i1 Ai) =
∑
i1 μ(Ai) whenever {Ai}i1 ⊆ Σ are pairwise disjoint.
As a consequence of 2., the series
∑
i1 μ(Ai) converges absolutely in R∗. We also observe that if A and B ∈ Σ
with B ⊆ A and μ(B) is finite,
μ(A − B) = μ(A) − μ(B).
Definition 2. A measure μ is a signed measure that only takes nonnegative values in R∗.
Definition 3. Given a measure space (X,Σ,μ) and a Σ -measurable function f : X → R∗, we say that f has a
μ-integral if at least one of
∫
X
f + dμ and
∫
X
f− dμ is finite. If this is the case, we write∫
X
f dμ =
∫
X
f+ dμ −
∫
X
f− dμ.
If a function f has a μ-integral, then the integral
∫
E
f dμ exists in R∗ for every E ∈ Σ .
Definition 4. Given a signed measure λ : Σ → R∗, the set functions λ+, λ− : Σ → R∗ are defined as
λ+(E) = sup{λ(A): A ⊆ E, A ∈ Σ},
λ−(E) = − inf{λ(A): A ⊆ E, A ∈ Σ}.
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respectively, the positive part or upper variation of λ and the negative part or lower variation of λ. We recall the
following properties:
1. λ+  λ and λ− −λ.
2. λ+ and λ− are increasing, and λ− = (−λ)+.
3. Given E ∈ Σ , if one of the numbers λ+(E) and λ−(E) is finite, then λ(E) = λ+(E) − λ−(E).
As a consequence, if λ : Σ → R,
λ(E) = λ+(E) − λ−(E). (2)
4. Let λ : Σ → R∗ be a signed measure and let E ∈ Σ . Then,
λ+(E) = ∞ implies λ(E) = ∞,
λ−(E) = ∞ implies λ(E) = −∞. (3)
Therefore, if λ(E) is finite, both λ+(E) and λ−(E) are finite. We can conclude that every signed measure λ :
Σ →R is bounded.
As a consequence of (2) and (3), we obtain
Theorem 5 (Jordan Decomposition). Given a signed measure λ : Σ →R∗,
λ = λ+ − λ−.
Definition 6. If λ : Σ → R∗ is a signed measure, the total variation or variation of λ is defined as
|λ| = λ+ + λ−.
The properties of λ+ and λ− imply that |λ| is a measure that satisfies the following properties:
1. |λ(A)| |λ|(A), for any A ∈ Σ .
2. |λ(A)| = sup{|λ(B)| + |λ(A \ B)|: B ⊆ A,B ∈ Σ}.
3. |λ|(A) = sup
{∑
i∈J
∣∣λ(Ai)∣∣
}
where {Ai}i∈J are pairwise disjoint, A =⋃i∈J Ai and J runs over all the finite subsets of N.
Property 3. can be adopted as the definition of |λ|, avoiding any reference to the Jordan decomposition.
Thus, a signed measure λ : Σ → R∗ is bounded if and only if it has finite total variation.
Definition 7. Two measures λ, ν : Σ → [0,∞] are mutually singular, or singular, denoted λ ⊥ ν, if there is a parti-
tion X = A ∪ B , with A,B ∈ Σ , such that λ(A) = ν(B) = 0.
If λ : Σ → R∗ is a signed measure, then λ+ ⊥ λ−. Moreover, if there are measures λ1 and λ2 such that λ = λ1 −λ2
and λ1 ⊥ λ2, then λ1 = λ+ and λ2 = λ−. In particular, the Jordan decomposition of a signed measure is unique.
Remark 8. We extend Definition 7 to signed measures in the following way: Two signed measures λ, ν : Σ → R∗ are
mutually singular, or singular, denoted λ ⊥ ν, if there is a partition X = A ∪ B , with A,B ∈ Σ , such that λ(A1) = 0
for every Σ -measurable subset A1 of A and ν(B1) = 0 for every Σ -measurable subset B1 of B . Equivalently, two
signed measures λ, ν : Σ → R∗ are mutually singular, or singular, if |λ| ⊥ |ν|.
Definition 9. If λ and ν are signed measures, we say that ν is absolutely continuous with respect to λ, denoted ν 
 λ,
if E ∈ Σ and |λ|(E) = 0 implies that |ν|(E) = 0.
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 λ if and
only if E ∈ Σ and λ(E) = 0 implies that ν(E1) = 0 for every Σ -measurable subset E1 of E.
Given a measure space (X,Σ,μ) and a function f : X → R∗ that has a μ-integral, the set function λ defined for
E ∈ Σ as λ(E) = ∫
E
f dμ, is a signed measure and λ 
 μ. We will frequently denote this signed measure λ as f dμ.
Theorem 10 (Radon–Nikodym Theorem). Let (X,Σ,μ) be a σ -finite measure space and let λ : Σ → R∗be a signed
measure such that λ 
 μ. Then, there exists a Σ -measurable function f : X →R∗ such that λ = f dμ. The function f
is unique up to μ-a.e.
We remark that this result does not require the signed measure λ to be σ -finite. Moreover, there are known condi-
tions characterizing those measures μ for which every signed measure λ 
 μ can be represented as f dμ.
Theorem 11 (Lebesgue Decomposition). Let (X,Σ,μ) be a measure space and let λ : Σ → R∗be a σ -finite signed
measure. Then, there exist unique signed measures λa and λs defined on Σ such that λ = λa +λs , λa 
 μ and λs ⊥ μ.
This concludes our review of signed measures. Additional results will be presented at the appropriate time.
We will now review the definition and some of the properties of the Nemytsky operator. We will follow for the
most part of the presentation in [9, Chapter VI].
We assume that we have fixed a complete measure space (X,Σ,μ).
Definition 12. A function g : X ×R∗ →R∗ is called an N -function if it satisfies the following properties:
1. The function u → g(x,u) is continuous for μ-a.e. x ∈ X.
2. The function x → g(x,u) is Σ -measurable for each u ∈R∗.
We denote
L0 = {f :X →R∗: f is Σ-measurable}.
Lemma 13. Given an N -function g and given f ∈ L0, the composite function g(x,f (x)) belongs to L0.
Proof. We first assume that f is a simple function,
f =
k∑
i=1
ciχEi
with ci ∈R and {Ei} ⊂ Σ , pairwise disjoint. Given a ∈ R,
{
x ∈ X: g(x,f (x))< a}=
{
x ∈ X
∖ k⋃
i=1
Ei : g(x,0) < a
}
∪
k⋃
i=1
{
x ∈ Ei : g(x, ci) < a
}
,
which is Σ -measurable according to Definition 12. If f ∈ L0, there exists a sequence {ϕn} of simple func-
tions, ϕn : X → R, such that ϕn(x) → f (x) in R∗ for each x ∈ X [8, p. 78]. Then, Definition 12 implies that
g(x,ϕn(x)) → g(x,f (x)) for μ-a.e. x ∈ X. Thus, the function g(x,f (x)) is Σ -measurable. This completes the
proof of the lemma. 
Definition 14. Given an N -function g, the Nemytsky operator Ng is defined for f ∈ L0 as
Ng(f )(x) = g
(
x,f (x)
)
. (4)
Lemma 13 shows that the Nemytsky operator maps L0 into L0. Given 1 p,q < ∞, (4) defines a continuous and
bounded operator from Lp into Lq if and only if [9, p. 155] there exist a function a ∈ Lq and a constant b 0 so∣∣g(x,u)∣∣ a(x) + b|u|p/q .
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particular conditions on the N -function g.
3. Extension of the Nemytsky operator for nonnegative N -functions
We assume that (X,Σ,μ) is a complete σ -finite measure space. We denote
L0 = {f ∈ L0: f has a μ-integral}
and
Ma =
{
λ :Σ →R∗ signed measure: λ 
 μ}
The Radon–Nikodym Theorem (Theorem 10) implies that there is a map Λ : L0 →Ma , defined as Λ(f ) = f dμ.
Proposition 15. Let g be a nonnegative N -function. Then, there exists a unique operator Ng :Ma →Ma such that
Λ ◦ Ng(f ) = Ng ◦ Λ(f ) (5)
for all f ∈ L0.
Proof. We first observe that Ng maps L0 into L0. In fact, Ng maps L0 into L0 according to Lemma 13, and then the
nonnegative measurable function g(x,f (x)) has a μ-integral for every f ∈ L0. Given λ ∈Ma , λ = f dμ, we propose
the definition
Ng(λ) = g
(
x,f (x)
)
dμ. (6)
Since the Radon–Nikodym Theorem assures the uniqueness of f up to μ-a.e., we need to show that Ng is well
defined. Indeed, if f = h outside of a null set O ∈ Σ , and E ∈ Σ ,∫
E
g
(
x,h(x)
)
dμ =
∫
E∩(X\O)
g
(
x,f (x)
)
dμ =
∫
E
g
(
x,f (x)
)
dμ.
So, Ng(λ) = Ng(hdμ). The definition given by (6) implies that (5) holds. Suppose that T :Ma →Ma is another
operator satisfying
Λ ◦ Ng(f ) = T ◦ Λ(f ).
Then,
T (f dμ) = T ◦ Λ(f ) = Λ ◦ Ng(f ) = Ng ◦ Λ(f ) = Ng(f dμ).
This completes the proof of the proposition. 
Remark 16. The operator given by (6) satisfies several properties that are natural to expect from a functional calculus:
1. From Proposition 15 we have
Ng(μ) = g(x,1) dμ,
since Λ maps the measure μ to the identically one function. So, we can define, in particular, the Nemytsky
operator of complete σ -finite measures, finite or not, for a fairly general class of N -functions. In particular, this
observation applies to the Lebesgue measure on Rn.
2. If g1 and g2 are two nonnegative N -functions, the sum g1 + g2 is also an N -function. Moreover, the operator Ng
is additive in g. That is,
Ng1+g2 = Ng1 + Ng2 .
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is also a nonnegative N -function and
Nαg = αNg. (7)
Observe that the product αNg(f dμ) is the measure defined on E ∈ Σ as
∫
E
α(x)g(x,f (x)) dμ. In particular, if
g is independent of u, we can use (7) and 1. to obtain
Ng(λ) = gμ,
for every λ ∈Ma .
4. The product of two N -functions is also an N -function. Given two nonnegative N -functions g1 and g2,
Ng1g2(f dμ) = g1(x, f )g2(x, f ) dμ.
5. Given two N -functions g1, g2 : X ×R∗ → R∗, the function g2(x, g1(x,u)) is also an N -function. Furthermore,
Ng2(x,u) ◦ Ng1(x,u) = Ng2(x,g1(x,u)).
We observe that if g(x,u) = |u|, then Ng(λ) = |λ|, the total variation of λ. In the next section we obtain an explicit
representation of the operator Ng for N -functions that generalize the function |u|.
4. Extension of the Nemytsky operator for piecewise linear N -functions
We fix again a complete σ -finite measure space (X,Σ,μ). We begin with the following known lemma:
Lemma 17. If λ1, λ2 : Σ →R∗ are mutually singular signed measures, then
|λ1 + λ2| = |λ1| + |λ2|.
Proof. For any signed measures λ1 and λ2, we have that
|λ1 + λ2| |λ1| + |λ2|.
So, it is enough to prove that if λ1 ⊥ λ2,
|λ1 + λ2| |λ1| + |λ2|.
According to (8), we can find a partition X = A∪B , with A,B ∈ Σ , such that |λ1|(B) = 0 and |λ2|(A) = 0. It follows
that given E ∈ Σ ,
|λ1|(E) = |λ1|(A ∩ E)
and
|λ2|(E) = |λ2|(B ∩ E).
We now fix ε > 0 and consider a partition (Ci)i∈J of A ∩ E such that∑
i∈J
∣∣λ1(Ci)∣∣ |λ1|(A ∩ E) − ε2
and a partition (Dj )j∈L of B ∩ E such that∑
j∈L
∣∣λ2(Dj )∣∣ |λ2|(B ∩ E) − ε2 .
Since
E =
(⋃
Ci
)
∪
(⋃
Dj
)
i∈J j∈L
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|λ1 + λ2|(E)
∑
i∈J
∣∣λ1(Ci)∣∣+∑
j∈L
∣∣λ2(Dj )∣∣
 |λ1|(A ∩ E) + |λ2|(B ∩ E) − ε
= |λ1|(E) + |λ2|(E) − ε.
So we can conclude that
|λ1 + λ2|(E) |λ1|(E) + |λ2|(E).
This completes the proof of the lemma. 
Definition 18. An N -function g : X ×R∗ →R∗ is piecewise linear if
g(x,u) =
n∑
i=1
ai(x)
∣∣u − bi(x)∣∣+ c(x)u
for μ-a.e. x ∈ X, with ai, c ∈ L∞ and bi ∈ L1 ∩ L∞.
If g is a piecewise linear N -function, the Nemytsky operator Ng is well defined from L1 into itself. We denote
M= {λ :Σ → R signed measure}.
Given λ ∈M, the properties observed in Remark 16 imply that we can define
Ng(λ) =
n∑
i=1
ai |λ − biμ| + cλ, (8)
where |λ − biμ| is the total variation of the measure λ − biμ. If we consider the operator Λ defined from L1 intoM
as Λ(f ) = f dμ, then
Λ ◦ Ng(f ) = Ng ◦ Λ(f )
for every f ∈ L1. In fact, given E ∈ Σ ,
Ng(f dμ)(E) =
n∑
i=1
ai |f dμ − biμ|(E) + c(f dμ)(E)
=
∫
E
(
n∑
i=1
ai |f − bi | + cf
)
dμ = (Ng(f )dμ)(E).
Given λ ∈M, we want to obtain an explicit expression for Ng(λ). According to the Lebesgue Decomposition
Theorem, we can write
λ = f dμ + λs,
with f ∈ L1 and λs ⊥ μ.
We write
l+(g)(x) = lim
u→+∞
g(x,u)
u
=
n∑
i=1
ai(x) + c(x) (9)
and
l−(g)(x) = lim
u→−∞
g(x,u)
u
= −
n∑
i=1
ai(x) + c(x). (10)
We observe that l+(g)(x) and l−(g)(x) exist for μ-a.e. x ∈ X.
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Ng(λ)(E) =
∫
E
Ng(f )dμ +
(
l+(g)λ+s
)
(E) − (l−(g)λ−s )(E).
Proof. According to (8),
Ng(λ) =
n∑
i=1
ai |f dμ + λs − biμ| + c(f dμ + λs).
We observe that f dμ − biμ ⊥ λs . Therefore, using Lemma 17,
Ng(λ) =
n∑
i=1
ai |f dμ − biμ| + cf dμ +
n∑
i=1
ai |λs | + cλs = Ng(f dμ) +
n∑
i=1
ai |λs | + cλs.
Using (9) and (10), we obtain, for each E ∈ Σ ,
Ng(λ)(E) =
∫
E
Ng(f )dμ +
(
l+(g) − l−(g)
2
|λs |
)
(E) +
(
l+(g) + l−(g)
2
λs
)
(E).
Since
λs = λ+s − λ−s
and
|λs | = λ+s + λ−s ,
we can write
Ng(λ)(E) =
∫
E
Ng(f )dμ +
(
l+(g)λs
)
(E) − (l−(g)λ−s )(E).
This completes the proof of the proposition. 
5. A class of nonlinear evolution equations
As before, we fix a complete σ -finite measure space (X,Σ,μ). We denote
Mb = {λ :Σ → R signed measure: λ 
 μ}.
The spaceMb is a Banach space with the norm
‖λ‖Mb = |λ|(X).
For 0 < T < ∞ fixed, the space C[0, T ;Mb] of continuous functions λ : [0, T ] →Mb becomes a Banach space
with the norm
‖λ‖ = sup
0tT
∥∥λ(t)∥∥Mb .
Likewise, the space C1[0, T ;Mb] of continuously differentiable functions λ : [0, T ] →Mb becomes a Banach space
with the norm ‖λ‖ + ‖λ′‖.
Remark 20. We observe that C[0, T ;Mb] is isometrically isomorphic to C[0, T ;L1] endowed with the norm
‖f ‖ = sup
0tT
∥∥f (t)∥∥
L1 .
Indeed,
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for each 0 t  T [8, p. 94].
Given λ0 ∈Mb , we consider the initial value problem⎧⎨
⎩
dλ
dt
+A(λ)(t) = 0 for 0 < t < T,
λ(0) = λ0.
(11)
We want to formulate conditions on the operator A so that (11) has a unique solution λ ∈ C1[0, T ;Mb]. We begin
with a lemma.
Lemma 21. Let G : [0, T ] × X ×R→R be a function satisfying the conditions:
1. |G(t, x,u)| a(x) + b|u|, for some a ∈ L1 and b 0, for μ-a.e. x ∈ X, 0 t  T and u ∈R.
2. The function x → G(t, x,u) is Σ -measurable for each 0 t  T and u ∈R.
3. There exists C > 0 such that |G(t, x,u1) − G(t, x,u2)| C|u1 − u2|, for 0 t  T , u1, u2 ∈ R and for μ-a.e.
x ∈ X.
4. There exists C > 0 such that |G(t1, x,u) − G(t2, x,u)| C|u||t1 − t2|, for 0 t1, t2  T , u ∈ R and for μ-a.e.
x ∈ X.
Then, the following properties hold:
(a) For each 0 t  T , the function Gt : X ×R→R defined as Gt(x,u) = G(t, x,u) is an N -function.
(b) For each 0 t  T , the Nemytsky operator NGt maps L1 to itself.
(c) The function f (t, x) → NGt (f (t, ·))(x) maps C[0, T ;L1] continuously into itself.
Proof. The proof of (a) is a direct application of conditions 2. and 3., while the proof of (b) follows from 1. To
prove (c) we begin by observing that given f ∈ C[0, T ;L1], the function NGt (f (t, ·))(x) belongs to L1 for each
0 t  T , as a consequence of (b). Moreover, NGt (f (t, ·))(x) belongs to C[0, T ;L1] because of condition 4. Finally,
if fn converges to f in C[0, T ;L1], we use condition 3. to write∥∥NGt (fn(t, ·))− NGt (f (t, ·))∥∥L1  C∥∥fn(t, ·) − f (t, ·)∥∥L1
 C‖fn − f ‖.
Thus, sup0tT ‖NGt (fn(t, ·)) − NGt (f (t, ·))‖L1 → 0 as n → ∞. This completes the proof of the lemma. 
Given a function G satisfying the hypotheses of Lemma 21, we define for λ ∈ C[0, T ;Mb],
A(λ)(t) = NGt
(
λ(t)
)
. (12)
Remark 20 and Lemma 21 imply that the operator A is continuous from C[0, T ;Mb] into itself.
We recall the following known extension of the Banach Fixed Point Theorem:
Proposition 22. Let (S, d) be a complete metric space and consider a map f : S → S. If there exists k ∈ {1,2, . . .}
such that the composite map f (k) is a contraction, then the map f has a unique fixed point.
Theorem 23. The initial value problem (11) has one and only one solution in C1[0, T ;Mb] if we assume that the
operator A is given by (12) and the function G satisfies the conditions stated in Lemma 21.
Proof. We begin by observing that the initial value problem (11) has the same solutions in C1[0, T ;Mb] as the
integral equation
λ(t) = λ0 +
t∫
A(λ)(s) ds. (13)0
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on C[0, T ;Mb] as T (λ) = λ0 +
∫ t
0 A(λ)(s) ds has a unique fixed point. According to Proposition 22, it suffices
to show that T (k) is a contraction in C[0, T ;Mb] for some k ∈ {1,2, . . .}, for which it is enough to prove that for
λ1, λ2 ∈ C[0, T ;Mb] and k ∈ {1,2, . . .},
∥∥T (k)(λ1) − T (k)(λ2)∥∥ CkT k
k! ‖λ1 − λ2‖. (14)
When k = 1, if λi = fi dμ,
∥∥T (λ1)(t) − T (λ2)(t)∥∥Mb 
t∫
0
∥∥A(λ1)(s) −A(λ2)(s)∥∥Mb ds
=
t∫
0
∥∥G(s, ·, f1(s, ·))− G(s, ·, f2(s, ·))∥∥L1 ds
 Ct sup
0sT
∥∥f1(s, ·) − f2(s, ·)∥∥L1
= Ct sup
0sT
∥∥λ1(s) − λ2(s)∥∥Mb = Ct‖λ1 − λ2‖.
Or ∥∥T (λ1) − T (λ2)∥∥ CT ‖λ1 − λ2‖.
We prove now that (14) holds for k = n + 1, assuming that it holds for k = n,
∥∥T (n+1)(λ1)(t) − T (n+1)(λ2)(t)∥∥Mb =
∥∥∥∥∥
t∫
0
(A(T (n)(λ1))(s) −A(T (n)(λ2))(s))ds
∥∥∥∥∥Mb

t∫
0
∥∥G(s, ·,T (n)(λ1)(s))− G(s, ·,T (n)(λ2)(s))∥∥Mb ds
 C
t∫
0
∥∥T (n)(λ1)(s) − T (n)(λ2)(s)∥∥Mb ds
 C
t∫
0
Cnsn
n! ‖λ1 − λ2‖ds =
Cn+1tn+1
(n + 1)! ‖λ1 − λ2‖.
This completes the proof of the theorem. 
Remark 24. As an illustration, we present now an example of an operator A as considered in Theorem 23. With this
purpose, we construct first a function G that satisfies the hypothesis of Lemma 21. We fix a function H : R → R
satisfying the two conditions:
1. There exists C1 > 0 such that |H(r)| C1|r| for all r ∈R.
2. H is a Lipschitz function; that is to say, there exists C2 > 0 such that |H(r1) − H(r2)|  C2|r1 − r2| for all
r1, r2 ∈ R.
Then, given a ∈ L1 we define G : [0, T ] × X ×R→R as G(t, x,u) = H(a(x) + tu).
We claim that G satisfies conditions 1.–4. in Lemma 21.
In fact, |G(t, x,u)| = |H(a(x) + tu)| C1|a(x) + tu| C1(|a(x)| + T |u|), so condition 1. is satisfied.
598 J. Alvarez, M.C. Mariani / J. Math. Anal. Appl. 338 (2008) 588–598If we fix 0 t  T , u ∈ R, the function x → H(a(x) + tu) is Σ -measurable, because it is the composition, in the
necessary order, of the Σ -measurable function x → a(x) and the continuous function r → H(r + tu). So condition 2.
holds.
We can write∣∣G(t, x,u1) − G(t, x,u2)∣∣= ∣∣H (a(x) + tu1)− H (a(x) + tu2)∣∣
 C2t |u1 − u2|C2T |u1 − u2|.
Therefore, condition 3. is satisfied.
Finally, if we fix 0 t1, t2  T , x ∈ X, u ∈R, we have that∣∣G(t1, x,u) − G(t2, x,u)∣∣= ∣∣H (a(x) + t1u)− H (a(x) + t2u)∣∣
 C2|u||t1 − t2|.
Thus, condition 4. is satisfied as well.
According to Lemma 21, for each 0 t  T , the function Gt : X ×R→R defined as Gt(x,u) = H(a(x)+ tu) is
an N -function.
If λ ∈ C0[0, T ;Mb], Remark 20 implies that λ(t) = f (t, ·) dμ for a unique f ∈ C0[0, T ;L1]. So, we can define
the operator
A : C0[0, T ;Mb] → C0[0, T ;Mb]
as
A(λ)(t) = NGt
(
λ(t)
)= H (a(·) + tf (t, ·))dμ.
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