Sparsification of neural networks is one of the effective complexity reduction methods to improve efficiency and generalizability. We consider the problem of learning a one hidden layer convolutional neural network with ReLU activation function via gradient descent under sparsity promoting penalties. It is known that when the input data is Gaussian distributed, no-overlap networks (without penalties) in regression problems with ground truth can be learned in polynomial time at high probability. We propose a relaxed variable splitting method integrating thresholding and gradient descent to overcome the non-smoothness in the loss function. The sparsity in network weight is realized during the optimization (training) process. We prove that under 1, 0, and transformed-1 penalties, no-overlap networks can be learned with high probability, and the iterative weights converge to a global limit which is a transformation of the true weight under a novel thresholding operation. Numerical experiments confirm theoretical findings, and compare the accuracy and sparsity trade-off among the penalties.
Introduction
Deep neural networks (DNN) have achieved state-of-the-art performance on many machine learning tasks such as speech recognition (Hinton et al., 2012 [18] ), computer vision (Krizhevsky et al., 2016 [20] ), and natural language processing (Dauphin et al., 2016 [12] ). Training such networks is a problem of minimizing a high-dimensional non-convex and non-smooth objective function, and is often solved by simple first-order methods such as stochastic gradient descent. Nevertheless, the success of neural network training remains to be understood from a theoretical perspective. Progress has been made in simplified model problems. Blum & Rivest (1993) showed that even training a 3-node neural network is NP-hard [2] , and Shamir (2016) showed learning a simple onelayer fully connected neural network is hard for some specific input distributions [32] . Recently, several works (Tian, 2017 [34] ; Brutzkus & Globerson, 2017 [6] ) focused on the geometric properties of loss functions, which is made possible by assuming that the input data distribution is Gaussian. They showed that stochastic gradient descent (SGD) with random or zero initialization is able to train a no-overlap neural network in polynomial time.
Another notable issue is that DNNs contain millions of parameters and lots of redundancies, potentially causing over-fitting and poor generalization [42] besides spending unnecessary computational resources. One way to reduce complexity is to sparsify the network weights using an empirical technique called pruning [21] so that the non-essential ones are zeroed out with minimal loss of performance [17, 36, 24] . Recently a surrogate 0 regularization approach based on a continuous relaxation of Bernoulli random variables in the distribution sense is introduced with encouraging results on small size image data sets [23] . This motivated our work here to study deterministic regularization of 0 via its Moreau envelope and related 1 penalties in a one hidden layer convolutional neural network model [6] .
The architecture of the network is illustrated in Figure (1) . We consider the convolutional setting in which a sparse filter w is shared among different hidden nodes. Assume that the input sample is x ∈ R n . We generate k patches from x, each with size d, and let w ∈ R d denote the filter coefficient. Denote x[i] the i th patch of x. We assume that the patches do not overlap so k = n/d and the input distribution is Gaussian. Finally, let σ denote the ReLU activation function, σ(z) := max{0, z}. The output of the network in Figure ( 
We address the realizable case, where training data is generated from a function as in equation (1) with a ground truth weight vector w * . Training data is then generated by sampling m training points x 1 , .., x m from a Gaussian input, and Figure 1 : The architecture of a no-overlap neural network assigning them labels using y = f (x; w * ). The learning problem is then to find a w that minimizes the objective loss function. In other words, solve the optimization problem:
In the limit m → ∞, this is equivalent to minimizing the population risk:
We note that the iterative thresholding algorithms (IT) are commonly used for retrieving sparse signals ( [11, 7, 3, 4, 44] and references therein). In high dimensional setting, IT algorithms provide simplicity and low computational cost, while also promote sparsity of the target vector. We shall investigate the convergence of gradient descent with simultaneous thresholding for the following objective function
where f (w) is the population loss function of the network, and P is 0 , 1 , or the transformed-1 (TL1) function: a one parameter family of bilinear transformations composed with the absolute value function [26, 45] . When acting on vectors, the TL1 penalty interpolates 0 and 1 with thresholding in closed analytical form for any parameter value [44] . The 1 thresholding function is known as soft-thresholding [11, 13] , and that of 0 the hard-thresholding [3, 4] . Due to the non-convex and non-smooth nature of the loss function f , the thresholding part should be properly integrated with gradient descent to be applicable for learning DNNs. As pointed out in [23] , it is beneficial to attain sparsity during the optimization (training) process. To this end, we propose a Relaxed Variable Splitting Method (RSVM) with a combined thresholding and proximal gradient descent for minimizing the following augmented objective function
for a positive parameter β. We note in passing that minimizing L β in u recovers the original objective (4) with penalty P replaced by its Moreau envelope [25] . We shall show that our algorithm, alternately minimizing u and w, converges for 0 , 1 , and TL1 penalties to a global limit (w,ū) with high probability. For a similar model and treatment in a general context, see [1] ; and in image processing, see [41] . In the case here, thew is a novel thresholded version of the true weight w * modulo some normalization. Theū is a sparse approximation of w * . Furthermore, the 1 penalty gives the smallest angular error inū approximation of w * and smallest value of f (ū). The 0 penalty promotes sparsity ofū most effectively, with smallest angular error inw approximation of w * and smallest value of f (w). The TL1 penalty gives a middle ground between 0 and 1 , either in terms ofū orw.
The rest of the paper is organized as follows. In Section 2, we briefly overview related mathematical results in the study of neural networks and complexity reduction. Preliminaries are in section 3. In Section 4, we state and discuss the main results. The proofs of the main results and numerical simulations are in Section 5. The acknowledgements are in section 6.
Related Work
In recent years, significant progress has been made in the study of convergence in neural network training. From a theoretical point of view, optimizing (training) neural network is a non-convex non-smooth optimization problem. Blum & Rivest; Livni et al.; Shalev-Shwartz et al. showed that training a neural network is hard in the worst cases [2, 22, 31] . Shamir showed that if either the target function or input distribution is "nice", optimization, algorithms used in practice can succeed [32] . Optimization methods in deep neural networks are often categorized into (stochastic) gradient descent methods and others.
Stochastic gradient descent methods were first proposed by Robins and Monro in 1951 [29] . Rumelhart et al. introduced the popular back-propagation algorithm in 1986 [30] . Since then, many well-known SGD methods with adaptive learning rates were proposed and applied in practice, such as the Polyak momentum [27] , AdaGrad [16] , RMSProp [35] , Adam [19] , and AMSGrad [28] . The behavior of gradient descent methods in neural networks is better understood when the input has Gaussian distribution. In 2017, Tian showed the population gradient descent can recover the true weight vector with random initialization for one-layer one-neuron model [34] . Brutzkus & Globerson (2017) showed that a convolution filter with non-overlapping input can be learned in polynomial time [6] . Du et al. showed (stochastic) gradient descent with random initialization can learn the convolutional filter in polynomial time and the convergence rate depends on the smoothness of the input distribution and the closeness of patches [15] . Du et al. also analyzed the polynomial convergence guarantee of randomly initialized gradient descent algorithm for learning a one-hidden-layer convolutional neural network [14] . A hybrid projected SGD (so called BinaryConnect) is widely used for training various weight quantized DNNs [10, 37] . Recently, a Moreau envelope based relaxation method (BinaryRelax) is proposed and analyzed to advance weight quantization in DNN training [38] . Also a blended coarse gradient descent method [39] is introduced to train fully quantized DNNs in weights and activation functions, and overcome vanishing gradients.
Non-SGD methods for deep learning were also studied in the recent years. Taylor et al. proposed the Alternating Direction Method of Multipliers (ADMM) to transform a fully-connected neural network into an equality-constrained problem to solve [33] . Zhang et al. [43] handled deep supervised hashing (VDSH) problem by an ADMM algorithm to overcome vanishing gradients. Carreira and Wang proposed a method of auxiliary coordinates (MAC) to replace a nested neural network with a constrained problem without nesting [8] .
Preliminaries
In this paper, the input feature x ∈ R n is i.i.d. Gaussian random vector with zero mean and unit variance. Let G denote this distribution. We assume that there exists a true w * by which the training data is generated. The population risk is then:
We define
Then the population loss can be simplified as
Furthermore, the next two lemmas show that g(u, v) and l(w) can be simplified even more. 
In the case of no-overlap networks, the loss function is then simplified to:
Consider a simple gradient descent update rule for minimizing f (w). Let η > 0 denote the step size. Then the update at iteration t is:
Next, we will introduce 0 and 1 regularization to the population loss function, and the modified gradient update for each case.
1 Penalty and Relaxed Variable Splitting Method
Consider the minimization problem
This problem is equivalent to minimizing f (w) under the constraint w ≤ t. We propose a different approach to solve this minimization problem, using the Relaxed Variable Splitting Method (RVSM). We first convert (10) into an equation of two variables
and consider the Lagrangian
The RSVM is defined as follows:
Here the update of w t has the form w t+1 = C t (w t − η∇f (w t ) − ηβ(w t − u t+1 )), where C t is a normalization constant. This normalization process is unique to our proposed algorithm, and is distinct from other common descent algorithms, for example the Alternate Direction Method of Multipliers (ADMM), where the update of w has the form w t+1 ← arg min w L β (u t+1 , w, z t ) and z t is the Lagrange multiplier. Since f is non-convex and only Lipschitz differentiable away from zero, convergence analysis of ADMM is beyond the current theory [40] . Here we circumvent the problem by updating w via a simple gradient descent and then normalizing.
0 Penalty
In practice, often time the ground truth w * is sparse. In this section, we attempt an algorithm to speed up the rate of convergence of the regular gradient descent. Let H s (·) be the hard-thresholding operator, i.e. H s keeps the largest s components (in magnitude) and zeros out the rest. Let Γ t := supp(H s (w t )) and let Ω t := supp(H s (w t − η∇f (w t ))). We propose the following algorithm for gradient descent when w * is s-sparse:
Algorithm 2: Adaptive Hard-thresholding Algorithm
Initialize s-sparse w 0 ; while stopping criteria not satisfied dô ; Then Algorithm 1 converges subsequently to a limit point (u, w). Let θ := θ(w * ,w), then θ < δ. Moreover, almost surely, the limit pointw satisfies
where S λ/β (·) is the soft-thresholded operator, for some constant C such that
; and w * −w ≤ 4kβ sin γ
where γ := θ(w, S λ/β (w)). The sparse approximationū = S λ/β (w) satisfies the estimate:
Remark 4.1. The limit point (w,ū) does not necessarily satisfy the standard Karush-Kuhn-Tucker (KKT) condition in optimization problems. In other words, we do not require 0 ∈ ∂L β (ū,w). Due to normalization at each iteration, the limit point (w,ū) instead satisfies a geometric condition, i.e. the parallel condition (16).
Remark 4.2. The sign of (w − S λ/β (w)) agrees withw, and k ≤ kπ π−θ ≤ 2k. Thusw is some soft-thresholded version of w * , after some normalization.
The assumption on η is achievable: For each t, w t = 1, thus by [6] , ∇f (t) is bounded. Moreover, u t+1 is a soft-thresholded version of w t , since it's a regular Lasso regression. Thus β(w t − u t+1 ) is also bounded.
for some parameter a ∈ (0, +∞). With the change of parameter a , TL1 interpolates l 0 and l 1 norms:
For a vector x ∈ R d , we define
In Figure below , level lines of TL1 on the plane are shown at small and large values of parameter a, resembling those of l 1 (at a = 100), l 1/2 (at a = 1), and l 0 (at a = 0.01). Corollary 1.1. Under similar conditions, the RVSM Algorithm also converges to a critical point when the l 1 penalty term is replaced with an 0 or TL1 penalty. That is, the RVSM algorithm converges for the following loss functions:
and the limit pointw also satisfies equation (12) and bound (13). The assumption in theorem 2 is reasonable. We will show that if w 0 Γ * = 0, then there exists t ≥ 0 such that the hard-thresholding function is applied in the t th iteration, and w (c) A degenerate saddle point at w = −
For k = 1, w = 0 is not a local maximum and the unique global minimum w * is the only differentiable critical point.
Lemma 5.1.2 ([6]
). Assume w 1 , w 2 ≥ M , w 1 , w 2 and w * are on the same two dimensional half-plane defined by w * , then 
This lemma follows directly from the update rule of u t .
Proof. First notice that since
we have
For a fixed u := u t+1 we have
Since w t , w t+1 = 1, we know (w t+1 −w t ) bisects the angle between w t+1 and −w t . The assumption η∇f (w t ) + ηβ(w t − u t+1 ) ≤ 
And when 2 3 ≤ C t ≤ 1: 
Therefore, if η is small so that η ≤ 2 C t (β+L) and η ≤ 2 β+L , the update on w will decrease L β . Since C t ≤ 2, the condition is satisfied when η ≤ 1 β+L .
Proof of Theorem 1. We will first show that if θ(w 0 , w * ) ≤ π − δ, then θ(w t , w * ) ≤ π − δ, for all t. We will show θ(w 1 , w * ) ≤ π − δ, the statement is then followed by induction. To this end, by the update of w t , one has
Notice that the sum of the first two terms on the RHS brings the vector closer to w * , while the last term may behave unexpectedly. Consider the worst case scenario: w 0 , w * , u 1 are co-planar with θ(u 1 , w 0 ) = π 2 , and w * , u 1 are on two sides of w 0 (See Figure 3) . We need δ kπ w * + βu 1 to be in region I. This condition is satisfied when β is small such that
Since L β (u t , w t ) is non-negative, by Lemma 5.1.4, 5.1.5, L β converges to some limit L. This implies (u t , w t ) converges to some stationary point (u, w). By Lemma 5.4.2 and the update of w t , we have
for some constantC, c 1 > 0, c 2 ≥ 0, where c 2 = η π−θ kπ , with θ := θ(w, w * ), andū = S λ/β (w). If c 2 = 0, then we must havew //ū. But sinceū = S λ/β , this implies all non-zero components ofw are either equal in magnitude, or all have magnitude smaller than λ β . The latter case is not possible when
. Furthermore, c 2 = 0 when θ(w, w * ) = π or 0. We have shown that θ(w, w * ) ≤ π − δ, thus θ(w, w * ) = 0. Thus,w = w * , and all non-zero components of w * are equal in magnitude. This has probability zero if we assume w * is initiated uniformly on the unit circle. Hence we will assume that almost surely, c 2 > 0. For expression (15) to hold, we need
Expression (16) impliesw,ū, and w * are co-planar. Let γ := θ(ū,w). From expression (16) , and the fact that w = w * = 1, we have
By the initialization of β, we have
Finally, expression (15) can also be written as
As θ is close to zero, we can assume k ≤ kπ π−θ ≤ 2k. From expression (18), we see that w * , after subtracting some vector whose signs agree withw, and whose non-zero components have the same magnitude between kλ and 2kλ, is parallel tow. This impliesw is some soft-thresholded version of w * , after some normalization. Moreover, since
On the other hand,
for some constant C such that 0 < C ≤
Finally, consider the equilateral triangle with sides w * ,w, and w * −w. By the law of sines,
as θ is small, θ(w, w * −w) is near 
The bound on w * −ū follows directly from triangle inequality.
5.2 Proof of Corollary 1.1.
and define
where φ(x) = arccos 1 − 27λa(a+1) 2(a+|x|) 3 . Then the optimal solution y * λ (x) = arg min y f λ,x (y) is a threshold function with threshold value t:
where the threshold parameter t depends on the regularization parameter λ,
Then the optimal solution y * λ (x) = arg min y f λ,x (y) is a threshold function where γ = θ(w, T λ/β (w)), for some thresholding function T λ/β (·) depending on the penalty term. In this section, we investigate how the angle γ changes with respect to different penalty terms. First we compare the TL1 thresholding function with the hard/soft thresholding function of 0 / 1 regularization. The plot of these functions are shown in Figure  (4) . The TL1 thresholding function is continuous when λ < a 2 2(a+1) , and has a jump discontinuity at threshold otherwise.
The corresponding Huber function f λ,x := { 1 2 (y * − x) 2 + λ g(y * )}, where
2 + λg(y)} is shown in Figure (5) , where g(y) is the 0 , 1 , and T L1 norm, respectively. Let X be a random unit vector, uniformly distributed in R d and consider the thresholded vector T λ/β (X). We run some simulations for a few different penalty terms on the values of θ(X, T λ/β (X)) and f (w), f (ū), where f is the original population loss function of the Neural network.
From the simulation data (see Figure (6) ), it can be seen that the 1 penalty gives the smallest angle change after thresholding. By equation (13), we can expect the 1 penalty to give the smallest bound on w * −w . It should be noted that in comparing the errors between 0 , 1 , and T L 1 penalties, if we keep the same parameters λ and β for these runs, the limitw under 0 thresholding is more likely to be killed off and become the zero vector. This is because the thresholding of the 0 penalty is (2λ/β) 1/2 , much larger than that of the 1 penalty, which is λ/β. In other words, if the threshold of the 1 penalty is about O(10 −2n ), then the threshold of the 0 penalty is about O(10 −n ), n = d/k. Thus as d increases, the hard-thresholding operator is more likely to kick in and kill off all the non-zero components ofw. Interestingly, the population loss function also appears to behave in a similar manner (see Tables (1) , (2), (3)). In other words, the 1 penalty gives the smallest population loss at the limit pointw, follows by T L 1 and 0 penalties. It can be seen that there is a trade-off between accuracy and sparsity: The 0 penalty promotes sparsity at the cost of accuracy, while the 1 penalty gives better accuracy at the cost of sparsity; and T L 1 , depending on the parameter a, gives a middle ground between the two approaches.
As a final remark, the algorithm is observed to converge regardless of normalization, although a theoretical proof seems more difficult without it, which we shall leave as a future work.
Proof of Theorem 2.
We will show that by iterating algorithm 2, Γ t converges to Γ * := supp(w * ). The algorithm then reduces to the regular gradient descent on a smaller subspace R s . Let θ t denote the angle between w t and w * .
Lemma 5.4.1 ([6] ). If 0 < φ t < π, η < 1, and the update w t+1 does not apply 
