Abstract: Among the different ways to state an optimal control problem, both Bolza and Mayer formulations are possible and theoretically equivalent. However, the direct transcription method applied to both approaches can lead to significant differences from a computational standpoint. We show that the discretized solution of a Mayer problem is computable from the discretized solution of the Bolza problem with a limited number of operations. This possibility allows to consider both state and Lagrange criterion in a mesh refinement strategy, without having to properly solve a discretized Mayer problem. Numerical experiments on an illustrative example corroborate theoretical expectations.
INTRODUCTION
Numerical trajectory optimization problems can be handled efficiently by direct transcription methods. In such techniques, the resolution is typically done by optimizing discrete values of the state and control along a given mesh. The system dynamics are transformed into constraints on the parameters with the use of a discretization scheme. Typical discretization methods are collocation techniques which have proven to be very efficient for solving optimal control problems, as indicated by the numerical results in Hargraves and Paris [1987] , and Betts and Huffman [1993] .
Still, the accuracy and optimality of the solution require the proper choice of a mesh. Several authors have proposed adaptive mesh refinement algorithms in order to give a desired accuracy in the trajectory prediction; for instance Betts and Huffman [1993] , Betts et al. [2000] , Jain and Tsiotras [2008] , and Darby et al. [2010] . These algorithms estimate the local error of the discretization in order to choose a new mesh that is able to sufficiently improve discretization accuracy. However, the proposed approaches only take into account the discretization of the system dynamics, i.e. the ordinary differential equation. In particular, the ability to accurately approximate a Lagrange criterion is not taken into consideration. Even though this drawback can be avoided by reformulating the Bolza problem into a Mayer problem with an extended state vector, the nonlinear programming problem induced by this reformulation is of increased size which can be computationnaly penalizing.
For that purpose, we propose a mesh refinement algorithm which can deal with both state trajectory and Lagrange criterion, by developing a rigorous context of the recent developments of Betts [2010] .
Section 2 recalls the two optimal control formulations which are considered in this paper. Section 3 states the direct transciption method under consideration. Theoretical aspects of its application to both problem formulations are stated. Section 4 describes a mesh refinement algorithm which is based on the error of integration of both state trajectory and Lagrange criterion, without having to reformulate the Bolza problem into the Mayer form. Section 5 presents numerical results on an illustrative example which confirm suggested expectations.
PROBLEM FORMULATIONS
This section describes the optimal control problems which are under consideration. Definition 1. The problem P B (φ, r, f, Φ, c) defined as:
is called a continuous Bolza problem.
The data of the continuous Bolza problem are the following:
• the boundary cost φ :
Therefore, the decision variables are:
• the state trajectory x : R → R n ;
It is assumed throughout this paper that φ, r, f , c and Φ are 2-times continuously differentiable and that r, f , c are Lipschitz continuous. Definition 2. The problem P M (φ, f, Φ, c) defined as:
is called a continuous Mayer problem.
In this paper, we let (•)
T denote transposition. Let us definex(t) as:
y is the Lagrange criterion. Letf ,φ,Φ andc be defined as:f
It is well know from optimal control theory that any problem P B (φ, r, f, Φ, c) can be reformulated into P M (φ,f ,Φ,c).
In particular the solution (x,û,t 0 ,t f ) of P B (φ, r, f, Φ, c) is contained in the solution (x,û,t 0 ,t f ) of P M (φ,f ,Φ,c) aŝ
It is of interest to evaluate how this link on the continuous problems is transposed to the discretized problems.
HERMITE-SIMPSON DIRECT TRANSCRIPTION
The continuous Bolza problem of definition 1 is of infinite dimension and its solution is in general by no means analytically solvable. As it still has to be handled computationally, we are considering direct transcription methods, which consist in mapping the continuous Bolza problem with a NonLinear Programming problem (NLP) whose decision variables are:
• discretized values of the state trajectory;
• discretized values of the control trajectory;
• inital time and terminal time. Definition 3. G defined as
n s is the number of samples of the mesh. Let t k+α stand for
The transcription method considered in this paper is based on Hermite interpolation and Simpson integration formula. For a given mesh G, the so-called Hermite-Simpson transcription method is intended to formulate a NLP whose solution yields a reasonable approximation of that of the continuous Bolza problem. Assuming that the decision variables of the NLP are values of the state and control trajectories, initial and terminal time, the differential equation (1) is transcribed into nonlinear constraints with respect to the NLP parameters.
Using a Hermite-Simpson transcription method, the NLP variables are represented by the following decision vector z:
). The dynamics are approximated by imposing, for 1 ≤ k ≤ n s − 1, the following constraints ζ k to vanish:
The Hermite-Simpson transcription method is known to be equivalent to the LobattoIIIA method.
The path constraints c of the continuous Bolza problem are transformed into the following discretized constraints
The Lagrange criterion at t f is evaluated using the 3-stage Lobatto quadrature formula. Let (ω i ) i=0,1,2 be defined as
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Definition 4. Let G be a mesh and P B (φ, r, f, Φ, c) be a Bolza problem. Then the problem P DB (φ, r, f, Φ, c) defined as
Definition 5. The problem P DM defined as
is called a Discretized Mayer Problem (DMP). Theorem 6. Let G be a mesh and P DB (φ, r, f, Φ, c) be a DBP. Letẑ be a solution of P DB (φ, r, f, Φ, c) with:
Thenẑ + defined aŝ
Proof. From the definitions 4 and 5, P DM (φ,f ,Φ,c) is defined as:
where the decision vectorz is defined as:
Φ(x 1 , t 0 , x ns , t ns ) = 0
Equation (3) stands for the Hermite-Simpson transcription defects with respect to y(t), and is equivalent to
+ r(x k+1 , u k+1 , t k+1 ) 6 As a consequence, equation (3) holds if and only if
By recurrence from (5) and (4),
In particular, for k = n s − 1 we have
Substituting (7) into (2), we have J M (z) =φ(x 1 , t 0 , x ns , t ns )
As a consequence, P DM (φ,f ,Φ,c) is equivalent to min J(z)
such that
Φ(x 1 , t 0 , x ns , t ns ) = 0 (12)
Asẑ is a solution of P DB (φ, r, f, Φ, c), substitutingẑ intō z, it is clear thatẑ + satisfies (8), (9), (10), (11), and (12). Besides, (13), and (14) are satisfied explicitly byẑ + .
We have proved that with the use of a quadrature formula, it is possible to build a solution of P DM (φ,f ,Φ,c) from a solution of the corresponding P DB (φ, r, f, Φ, c). This feature is of practical interest in a sense that the former is larger than the latter. P DB (φ, r, f, Φ, c) has a decision vector of length n s · n + (2n s − 1) · m + 2 whereas P DM (φ,f ,Φ,c) has a decision vector of length n s ·(n+1)+ (2n s −1)·m+2. This difference in the size of the underlying programming problems can lead to significant differences in the computational cost. Indeed, provided that the method for solving the nonlinear program uses derivatives information of the problem, the size of the manipulated elements can be very sensitive to this difference.
MESH REFINEMENT
In section 3, a typical transcription method is described, for a given mesh. However, it is of primary importance to ensure that the mesh used by the transcription method is appropriate, i.e. leads to a discretized solution that is somehow accurate. This section describes a proposed mesh refinement strategy for a problem of the Bolza form. It consists in two major steps. The first one is the analysis of the solution of a particular Bolza problem obtained with a given mesh. The second one is the computation of a new mesh with the help of the aforementionned analysis of the solution.
Analysis of solution
The proposed analysis of the solution of a discretized Bolza problem is based on the computation of defects accounting for the error in the discretization of state and Lagrange criterion. The analysis gives rise to the same error defects than the ones accounting for the error in the discretization of state only for a problem of the Mayer form.
The algorithm is based on the computation of two quantities that represent the error of discretization with respect to both the differential equation and the instantaneous cost. These quantities are computed for each interval [t k , t k+1 ] of the available solution as described below.
On each k-th subinterval [t k , t k+1 ], it is possible to build a cubic polynomial representation x p (t) of the state trajectory and a quadratic polynomial representation u p (t) of the control variable. x p (t) is defined as:
From these interpolating polynomials, it is possible to evaluate the dynamics at t k+ defined as:
).
Note that these defects are vectors of length n. Besides, from the values of x p (t) and u p (t) it is possible to evaluate the instantaneous cost at t k , t k+ 1 2 and t k+1 and hence build a quadratic representation r p (t) of r(t) defined as:
. From x p (t), u p (t) and r p (t) we define the following defects: be defined as:
T y p (t) being a third order polynomial defined as , the relation is straightforward. Proof for the last components then follows. From the definition of collocation, we have:
As y p (t) is a cubic polynomial and r p (t) is a quadratic polynomial, we haveẏ
Substitution of (17) into (15) and (16) 
)
As a consequence, the proposed analysis of the solution of P DB (φ, r, f, Φ, c) gives rise to the same defect computation as if the corresponding P DM (φ,f ,Φ,c) was used.
Computation of a new mesh
The computation of a new mesh from the defect matrix is quite straightforward. It is based on a dichotomic approach. For each mesh interval, taking the sum of the module of the elements of (δ can lead to the computation of defects q k accounting for the error of discretization:
where • stands for the sum of the modules.
If this defect is higher than a specified threshold, then the interval is divided by two. If all the intervals of a given mesh have defects under the specified tolerance, then the discretized trajectory is considered to be sufficiently accurate, leading to the termination of the algorithm. Figure 1 summarizes the optimal control algorithm.
NUMERICAL EXPERIMENTS
In the preceding section, a mesh refinement strategy is stated. Both Mayer and Bolza formulations give rise to the same discretization error estimates, whereas the former generates a mathematical programming problem of larger size than that of the latter. The purpose of the present section is to present numerical results that corroborates the practical expectations suggested by the theoretical results.
Test problem
As an illustrative example, we treat the following problem P B (φ, r, f, Φ, c) with: 
Results and discussion
The test problem was solved using both Bolza and Mayer formulations applied to the presented mesh refinement and transcription method. Each NLP was solved by a dense sequential quadratic programming algorithm, tolerances with respect to the constraint and function being set to 10 −8 . The threshold for defects relative to discretization is 10 −4 .
As figures 2 and 3 show, the obtained state and control trajectories x(t) and u(t) are very similar for both approaches, differences being attributed to the solver tolerances. As expected, the mesh refinement strategy gave the same mesh iterates for both formulations. A satisfying point is that the mesh iterations tend to focus the numerical effort (given by the density of points) on portions of the trajectories subject to stiffness in either the state or the Lagrange criterion. From a computational performance standpoint, it is clear from table 1 that the Bolza formulation was less time consuming than the Mayer one.
CONCLUSION
In the framework of Hermite-Simpson direct transcription for optimal control problems, proof has been made that it is possible to build the solution of a discretized Mayer problem from the solution of a discretized Bolza problem with a limited and bounded number of function evaluations of the instantaneous cost. A mesh refinement algorithm has been proposed and aims at considering the error of discretization with respect to both state and Lagrange criterion. Numerical experiments have confirmed expected efficiency of the Bolza formulation with respect to the Mayer one, although being of similar accuracy.
However, the proposed mesh refinement algorithm only adds points in the mesh. This feature can be computationnaly penalizing if the discretized solution changes a lot from one mesh iteration to the other. For practical applications, this suggests a sound initial mesh to be computed thanks to the particular problem characteristics.
Besides, if one wants to observe the same mesh iterations for both formulations, it is of primary importance to check that the error tolerance of the mesh refinement is significantly larger than the tolerance of the NLP algorithm. Indeed, differences between Bolza and Mayer NLP solutions due to the solver tolerance shall give rise to differences in the defect computation, thus leading to different mesh iterates.
Finally, the numerical comparison is promising and suggest careful mathematical formulations when computing the solution of an optimal control problem. However, the potential gain in computational time must be infered by experiments on problems with increased complexity.
