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Figure 1. The visualization of this Encoder-Decoder CNN architecture has been automatically generated by Net2Vis, based on the original Python
source code which describes the architecture. Data flows from left to right, and glyphs represent layers or aggregates, while black lines represent
connections. The glyph widths communicate feature size, while the heights communicate the spatial resolution. Both values are also explicitly given
through labels. Dashed boxes on the left and right serve as placeholders to provide input and output samples. The legend communicates layer types
and the composition of aggregates.
ABSTRACT
To convey neural network architectures in publications, ap-
propriate visualizations are of great importance. While most
current deep learning papers contain such visualizations, these
are usually handcrafted just before publication, which results
in a lack of a common visual grammar, significant time in-
vestment, errors, and ambiguities. Current automatic network
visualization tools focus on debugging the network itself, and
are not ideal for generating publication-ready visualizations.
Therefore, we present an approach to automate this process
by translating network architectures specified in Python into
visualizations that can directly be embedded into any publi-
cation. Our carefully crafted visual encodings incorporate
abstraction through layer accumulation, as it is often used to
reduce the complexity of the network architecture to be com-
municated. Thus, our approach, which we evaluated through
expert feedback, and a quantitative study, not only reduces the
time needed to generate publication-ready network visualiza-
tions, but also enables a unified and unambiguous visualization
design.
Author Keywords
neural network visualization; network architecture analysis
CCS Concepts
•Human-centered computing→ Visualization design and
evaluation methods; Graph drawings; Empirical studies in
visualization;
INTRODUCTION
In the past years, convolutional neural networks (CNNs)
gained popularity in many fields of research. As a conse-
quence, a multitude of new usages of existing architectures
and developments of novel architectures are published on
arXiv and other outlets on a daily basis. An essential aspect
of all these publications is to communicate the used or devel-
oped network architecture. For this purpose, often abstract
visualizations are used, which are in most cases handcrafted
by the publication authors, which rarely have visualization
experience. As a consequence, these authors spend a signifi-
cant amount of time to handcraft visualizations, which often
employ sub-optimal visual encodings, and are sometimes even
inaccurate, as the architecture has been modified during the
publication process without updating the visualization. We
argue, as backed by our expert questionnaire (see Evaluation),
that the valuable time invested into sub-optimal visualizations
is better invested into hyperparameter tuning and the evalua-
tion of training results or other means to improve the actual
results. Nevertheless, despite reluctance, nowadays this time is
spent since conveying architectures through abstract network
visualizations is considered of great importance.
To support authors of publications, which need to communi-
cate neural network architectures, a technique to automatically
visualize such architectures in a unified visual encoding could
potentially resolve all these shortcomings. Our collected ex-
pert feedback supports this claim, as we have received com-
ments as I have been ranting about this for a while and have
been waiting for somebody to ask, and, I’ve been hoping some-
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one would make better automatic visualization toolkits for a
while (see Evaluation). Based on these demands, we devel-
oped a visual grammar and implemented it within the proposed
Net2Vis system, which automatically generates network visu-
alizations based on their underlying source code. Based on
this visualization, users can perform aggregations and add
further annotations, in order to customize a publication-ready
visualization of the architecture at hand. To evaluate Net2Vis,
we conducted both, expert interviews and a quantitative user
study. The results of these indicate that Net2Vis is beneficial
for creation and reading of abstract network visualizations,
which is important for broad acceptance, and the aimed uni-
fied architecture communication. Figure 1 shows an example
visualization of an encoder-decoder architecture generated
with Net2Vis. From within Net2Vis, such visualizations can
either be directly exported or further customized, in order to
use them in any type of publication.
Thus, in this paper, we propose the first method to automat-
ically generate abstract, publication-ready visualizations of
complex, modern CNN architectures, based on the underlying
source code. To this end, we make the following three main
contributions:
1. A new visual grammar for neural network layers, that elimi-
nates ambiguities observed in the wild.
2. Automatic graph and legend generation and layouting, in-
corporating visualization paradigms, that are designed and
optimized to be used for publications.
3. Interactive techniques to aggregate multiple layers, since
abstractions of CNN architectures are widely used.
We further provide an implementation of Net2Vis, which can
be used to transform CNN specifications implemented in
Keras [10] into publication-ready visualizations. It is accom-
panying our submission and will be publicly available upon
acceptance. First visualizations generated with Net2Vis have
already been used in submissions and presentations of re-
searchers of other institutes at our local university, and are
thus likely to appear in their future publications.
RELATED WORK
Handcrafted visualizations are part of many research pa-
pers that use neural network architectures in their publica-
tions [2,26,43,57]. However, they differ greatly in their visual
appearance, see for instance [36, 40, 55], which makes trans-
ferring knowledge between them difficult. They additionally
sometimes contain errors, which can lead to misunderstanding
the network architecture. Such an example can be observed in
work done by Henzler et al. [23], where visual glyph encoding
and glyph labeling diverge. Thus, automatically visualizing
network architectures to improve them or to convey their un-
derlying ideas is an extensive field of research.
Integrated visualization tools. Demonstrating the impor-
tance of data visualization for the field, most deep learning
frameworks directly provide visualization techniques. In Ten-
sorflow, Tensorboard [1] is used to debug network architec-
tures. Tensorboard provides a tool to visualize network archi-
tectures [61], in which complex machine learning architec-
tures can be analyzed at a fine level of detail. Caffe [25] also
has a tool to visualize network architectures called Netscope,
which provides visualizations similar to Tensorboard [19].
Keras [10], which can be used on top of multiple deep learn-
ing frameworks provides some basic network visualization
possibilities as well. Similar visualizations can be obtained in
the web-frameworks Tensorflow.js [53], and Keras.js [9].
All of these visualization tools share that they are clearly
designed for online use. They employ a vertical layout for
their graph representation, draw detailed visualizations that in-
clude all layers and parameters, and provide some information
only on interaction rather than by design. Another feature of
these visualizations is their great detail. This, however, makes
them take up a lot of space. While this is completely fine
for debugging the network architecture instead of visualizing
the general structure, it renders them inapplicable for use in
publications. Visualizing the network architecture in a more
abstract way is, thus, important to convey the structure at a
glance. However, its affordances differ greatly from those of
online analysis tools. In print media, almost all of the network
visualizations are drawn horizontally, since this takes up less
space and follows the natural flow of reading. At the same
time, as interaction with printed visualizations is impossible,
the visualization must convey the most important information
directly through its design. While all the approaches described
above are inadequate for the use in print media, we see their
existence as another indicator showing the importance of visu-
alization in the context of CNN architectures.
Specialized external tools. Some educational visualizations
convey simple neural network architectures to explain their
functionality to novices [14,20, 29,34,52]. They display basic
network architectures limited to a specific use-case and are not
generalizable to more complex architectures. This is perfect
for educational purposes, however, it does not scale to arbi-
trary network architectures.
However, other tools have been crafted to support more general
network visualizations, for example ANNvisualizer [18]. It
can visualize dense networks as well as CNN architectures and
is available as a Python package. Another tool, Netron [47],
visualizes neural networks by analyzing network model defi-
nitions that are used to distribute trained networks. However,
their glyphs do not convey any information apart from layer
type, whereby additional information is displayed by overlay-
ing textual annotations on top of the used glyphs. Furthermore,
their vertical layout, along with the spacing between layers
makes even small networks appear relatively large, rendering
these visualizations unsuitable for publications.
Another area of network visualizations are those targeted to-
wards analyzing what a network has learned [6, 28, 35, 64].
They are embedded in specialized visualization tools and sup-
port these. Using them as a standalone visualization, however,
does not provide much information about the architecture.
Therefore, they are not used for publications.
One visualization technique that is specifically targeted to-
wards use in scientific papers is called drawconvnet [15]. They
use glyph size as a mapping of the spatial dimension of layers.
To convey the number of feature channels, glyphs are stacked
upon each other. They additionally use text to provide informa-
tion about layer types and parameters. While this visualization
can be used for small and simple networks, it faces three main
problems. First, it does not scale to modern, large network
architectures since no aggregation technique is used in this
visualization. Second, they visualize layer connections simply
by placing the layers from left to right. This way, parallel
network parts, which frequently occur in modern architectures,
cannot be represented. Third, the source code of the applica-
tion needs to be modified to match the network architecture in
use. Thus, users have to rebuild their network architecture in
drawconvnet to visualize it.
Convnet-drawer [58], which builds on the aforementioned,
also provides such visualizations. While it supports the three-
dimensional AlexNet-like visualization design [32], and even
allows visualization generation from source code, they face
the same problems of only supporting sequential models and
not supporting aggregations. Thus, this visualization does
not scale to modern complex architectures. There are also no
options for customizations, and as with many handcrafted vi-
sualizations, it can be ambiguous which layer performs down-
sampling (before size decreases, or directly after).
Similarly, NN-SVG also claims to create publication-ready net-
work visualizations [33]. They provide three different styles,
one for fully connected networks, one matches those in draw-
convnet, and one was borrowed from the AlexNet paper and
is similar to that of convnet-drawer. They, however, also lack
aggregation techniques and only support sequential models
and are thus not usable for modern computation graphs. Fur-
thermore, to define the network architecture, visualization
designer have to add each layer individually to the network,
instead of just including the source code.
In a survey by Hohman et al. [24], many of these graph visual-
ization techniques are also discussed. However, an important
downside of current automatic network visualization tools is
that they struggle to visualize large networks in a compact
way. Thus, despite the existence of all the visualization sys-
tems described above, it becomes clear that the generation of
publication-ready network visualizations from a data visual-
ization perspective is still an open challenge. While in current
state-of-the-art visualizations [19, 61], operations can be in-
spected in great detail, these visualizations lack the possibility
of abstracting networks to make their general structure compre-
hensible at a glance. Other visualization techniques which aim
at providing publication-ready visualizations cannot handle
modern network architectures [15, 33, 58] and lack important
features requested by experts. Thus, in research papers, these
complex networks are usually simplified and drawn manu-
ally [2, 23, 40]. Besides the extra time effort related to this
manual drawing process, the field lacks guidelines to create
such visualizations. Some properties in existing visualizations
are ambiguously interpretable, and knowledge can hardly be
transferred between different publications.
Therefore, we propose a novel visualization technique and
guidelines for abstracting neural network visualizations. These
visualizations are optimized for use in scientific publications
where display space is limited and interaction is impossible.
PROPERTIES TO VISUALIZE
In the following, we introduce properties of a network and its
layers that might be visualized. We analyzed and reviewed
existing network visualizations from 25 scientific publications
and identified common visualization aspects. Papers were
selected based on novelty and impact. For a full list of the
reviewed papers and the considered visualizations, please refer
to the supplementary material.
Global Properties
We first describe and analyze properties that influence the ap-
pearance of the whole network, rather than individual layers.
Connections. With some exceptions [55], most neural net-
work visualizations in publications connect their layers from
left to right [2, 43]. This way, the natural reading direction
of western cultures is preserved and the visualizations nicely
fit across the width of one page. Connections between layers
are visualized either using lines [23, 30], or by simply plac-
ing layers next to each other [44, 57]. Some visualizations
additionally add arrow heads to clarify the direction of data-
flow [36, 43]. Skip connections introduce additional paths for
data to skip layers and then merge again with data that has
been processed by intermediate layers. Many authors visualize
them by adding lines between these layers [2, 8, 21, 23, 26].
Aggregations. Frequently, as networks get more complex,
authors manually aggregate layers to make their architectures
fit on one page [23,61]. Since many network architectures con-
sist of fixed building blocks, such aggregations are commonly
used to reduce redundancy. When a visualization contains
such aggregations, a legend typically indicates which layers
are aggregated.
Input and output samples. Several of the network visual-
izations also incorporate input and output examples [2, 8, 23,
30, 36, 43, 44, 49, 62], visualizing the data that goes into the
network and the output the network produces. Such samples
are mainly useful for image- or shape-related tasks and do
not provide additional information concerning the network
architecture.
Layer Properties
Layers are the building blocks of the computation graph that
defines any network architecture. Thus, visualizing properties
that parametrize these layers is important to convey the struc-
ture and architectural decisions of said network. Layers are
often visualized by simple glyphs. The following, covers the
most common properties that are presented by such glyphs.
Layer type. One of the most important aspects of any network
architecture is the layer types it consists of. Most visualiza-
tions use both text and glyph color to convey this informa-
tion [2, 23, 26, 43, 61–63, 66], while some visualizations just
use textual descriptions [21,40,49,55,57,65]. Whenever there
is a color coding for layer types, the visualization creators
need to resolve this mapping, e.g. by including a legend below
the visualization [2, 26, 44].
Spatial resolution. The spatial resolution of a layer is the ex-
tent of the tensor disregarding the feature depth.In most visual-
izations, it is represented by the size of the layer glyph in com-
bination with a textual information [4,8,23,43,44,49,55,65,66].
Sometimes, only one such cue, glyph size [2,26,30,36,57,62]
or textual representations [40], is used. The spatial resolution
is important to convey the transformation of features from
input space to latent space, and to output space of a network.
Feature channels. The number of feature channels de-
scribes how many different features each layer of the net-
work is extracting. Textual descriptions are common for
conveying this information [21, 26, 44, 55]. Again, some au-
thors also use glyph shapes [30, 43], or text combined with
glyphs [8, 23, 36, 40, 49, 57, 62, 65, 66].However, some vi-
sualizations do not show the number of feature channels at
all [2, 61, 63]. The number of feature channels, just as the
spatial resolution, represents the important transformation into
or from latent space, tightly coupling these two variables.
Kernel size. For some layers, kernel sizes can also be a pa-
rameter of interest.They can be found in some visualizations
as textual descriptions of layers [21, 55, 57, 65], but are not
encoded in most of the visualizations. We also found visu-
alizations, which encode the kernel size in their glyphs [49].
When analyzing why kernel sizes were not displayed in many
visualizations, two factors were apparent. First, kernel sizes
often are consistent across multiple layers which would lead
to repeated information when visualizing them for each of the
network layers. Thus, they can also be easily described in the
text that accompanies the visualization. Second, some visu-
alizations contain abstractions of layers. Whenever multiple
layers are combined, kernel sizes might differ within abstrac-
tions and can thus not be included in these visualizations.
Additional layer properties. Neural network layers contain
many more features such as weights, strides, padding, and oth-
ers. However, most of them only exist for certain layer types,
and are thus rarely communicated. Some printed visualiza-
tions include network features such as activation maps [55], or
receptive fields [49], but they are only provided for specialized
use-cases. Most visualizations only convey layer types, spatial
resolution and the number of feature channels.
VISUALIZATION DESIGN
Based on the properties described in the previous section, we
developed a visual grammar to illustrate modern CNNs. We
chose to only visualize a subset of the most important proper-
ties since our visualization is focused on conveying the overall
network structure, rather than analyzing the layers themselves.
In this section, we describe and justify the visualization design
we propose by assigning importance to the encoded variables
based on expert feedback and by analyzing existing visualiza-
tions, and then mapping these variables to encodings based on
perception research.
Global Property Encoding
More important for network architectures than layer-specific
variables is the topology and dataflow of the network. We
thus investigated how to best present the network graph before
thinking about the properties of individual layers.
Connections. The most important characteristic of a neural
network is its layout defined by the interconnection of layers.
Accordingly, it should be communicated by a prominent vi-
sual variable. Following perceptual rankings, position is the
variable that best encodes ordered data [7, 22, 37], such as the
order of network layers. We thus encode the dataflow within
the network through the positioning of these layers, as done
in many of the reviewed publications. One big insight from
our literature review was, that especially for printed figures,
narrow horizontal visualizations were preferred. To account
for this, and support the natural reading direction of western
cultures, we employ a network layout that has its input on the
left, and its output on the right side, as 21 out of 25 reviewed
papers did. Based on the same justification, parallel execution
steps of the network are stacked vertically on the same hor-
izontal position. Similar to most handcrafted visualizations,
we further use lines for connections between layers.
Displaying splits in the execution graph only through con-
nection lines [8, 21, 23, 26] has the bad implication, that size-
related attention bias is induced [45,46]. This often appears in
current representations of skip connections found in scientific
papers, e.g., [8, 21, 23, 26]. Thus, we aimed for a glyph de-
sign that prevents such issues. Whenever a layer has multiple
outgoing or incoming connections, we modify the glyph that
represents it as shown in Figure 2. This way, there might be
multiple ends on the left or the right side of the glyph, each
having the same visual prominence. At the same time, splits
and joins of the dataflow, which are important features of the
architecture, are highlighted.
One might think that this layer shape induces problems with
edge-crossings. However, edge-crossings are not common
in neural network architectures. We have only found planar
network graphs, which consequently can be laid out so that no
crossing edges occur.
Aggregations. It is a well-known fact in the visualization lit-
erature, that hierarchical aggregation can help to simplify visu-
alization designs [16]. Consequently, we adopt this paradigm
by providing ways to aggregate multiple layers. Aggregations
are displayed in a legend below the network graph, as they
map sequences of layers to a new layer type. Wherever such a
layer sequence is displayed, it gets replaced by the new layer
type generated through the aggregation. Aggregations make
the network easier to understand and can condense its repre-
sentation to fit on a page.
Input and output samples. Directly integrating network in-
put and output samples would require the user to provide train-
ing or testing data, and thus interfere with the automatic nature
of our visualization design. We thus chose not to include them
directly. Instead, we have decided to provide placeholders
for input and output samples, which comply with the size
calculations of the proposed layout. Users can replace these
afterward with actual samples, or remove them if desired.
Layer Property Encoding
Our visualization design supports the direct encoding of se-
lected layer properties. These properties are layer type, spatial
resolution and number of feature channels. By reducing the
visualization space to only these three variables, we are able
to encode all of them in simple glyphs that represent the layers
of the network architecture at display.
Layer type. We consider the layer type is more important than
spatial resolution or feature dimension as it is a fundamen-
tal building block of a neural network architecture, while the
Figure 2. A part of a network, where two simultaneous data-paths are
integrated. The layer displayed on the left has two outgoing connections,
while the layer displayed on the right fuses these paths back together.
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Figure 3. Accessible encoding of the layer type to also support readers
with monochromatic vision and publications without color.
latter can be seen as a result of their internal data transforma-
tion. The layer type is a categorical attribute and consequently
best visualized using a channel that is optimized for such
data [39, 59]. In Mackinlay’s ranking [37], color ranks just
behind position, which we already employed to communicate
the dataflow of the network. Perception research also shows
that color is a visually dominant channel [11]. Therefore, we
use a color encoding for the layer types, which is provided by
means of a legend below the visualization of the network.
Colors for new layers are automatically proposed through one
of two alternative approaches.The first approach is motivated
by farthest point sampling, as it finds unused colors in hsv
color space. This is done by searching for the biggest gap
between any two hue values of already present colors. The
midpoint of this gap is then used as the color for the new
layer type. This way, we optimize for color difference.While
this is the most functional approach, it might result in colors
that are indistinguishable by color-blind users and unpleasant
color choices. Therefore, the second option for color propo-
sition is palette-based, and serves as the default. We employ
two color palettes, one from materialuicolors [42] for visu-
ally pleasing color mappings, and one adapted to users with
anomalous trichromatic, or dichromatic vision [60]. While the
first contains 17 different colors the latter is limited in that it
only contains eight different colors, but supports more readers.
Additionally, visualization designers can always change the
color-mapping for each layer type during the customization
process.
To also make our visualizations accessible to readers with
monochromatic vision, and support publications without col-
ored images, we provide an alternative encoding of the layer
type. Here, greyscale textures are used to encode the layer
type. We provide 12 distinguishable patterns, that can be ex-
tended upon when needed. An example for this encoding can
be seen in Figure 3.
Spatial resolution. The spatial resolution along with the num-
ber of feature channels are the next most important variables
for a layer. These variables are quantitative and sequential,
which makes length, angle, slope, and area the best encodings
for them [7, 12, 37] as position is already used for the network
layout. In 20 out of 25 inspected visualizations from publica-
tions, the spatial resolution is visualized through the height of
the layer glyph. Thus, for our glyphs, we also use their height
as a direct mapping of the spatial resolution.
However, not all visualizations in publications map glyph
height in the same way. Whenever the spatial resolution is
changed by a layer, either, this layer could already be visu-
alized in the changed resolution, or, the next layer could be
the first affected by this change. This ambiguity makes the
interpretation of such visualizations harder, as one needs to
find out which representation was chosen for each visualiza-
tion approach. Further, the transformation of the resolution
is determined by multiple parameters that can be set for the
layers (e.g., stride, kernel size, padding), which makes the
output resolution a result of the inner working of each layer
rather than a fixed parameter. We, thus, chose to visualize the
spatial resolution as a change within the layer. To convey the
underlying transformation, we set the height on the left side of
the glyph to match the input resolution, while the height on the
right side of the glyph reflects the output resolution, resulting
in trapezoid-shaped glyphs, as shown in Figure 4. This con-
veys the change of resolution being made by the mathematical
operations within the layer while at the same time removing
its ambiguity.
To draw these glyph shapes, visualization designers can define
a minimal and maximal height for the glyphs. We then obtain
the spacial resolution for the input and output tensors for each
layer. The highest and lowest value of all spatial extents gets
mapped to the extremes of the user-defined height values. Val-
ues between these extremes are then interpolated linearly to
convey the actual spatial resolution for the input and output
of each layer in the network. For dense layers, we calculate
the maximal and minimal number of neurons and map them
to the defined height extremes for the glyphs. Thus, dense
layers are treated separately and do not influence the height
of convolutional layers, and vice versa. This is done since
dense layers are one-dimensional and commonly visualized
as vertical chains of neurons, whose dimensions can hardly
be compared to convolutional layers [4, 49, 62]. Using these
interpolations, each input and output of every layer gets a
height value assigned, which maps this important quantitative
variable to the vertical length of the glyph ends, as Mackin-
lay’s ranking suggests [12, 37]. At the same time, the relation
of input and output dimension from layer to layer as well as
across the whole network is clearly visible by horizontally
scanning the visualization [31].
We found that it is not always important to convey the change
of spatial resolution through exact numbers [2, 30, 36, 55, 57,
62]. Since many modern architectures further allow for the
input to be arbitrarily shaped [26,40,65], the spatial dimension
is not necessarily fixed at any given layer for many network
architectures. We, therefore, provide the option to toggle la-
bels that display the exact spatial resolution. Whenever the
visualization designer feels that exact resolution numbers are
of importance, they can be displayed below the connections
between layers. This positioning follows our visualization
design, in which the resolution is fixed between layers but
changes within them.
Feature channels. With the number of feature channels
matching the variable type as well as the importance of the
spatial resolution, they are often viewed in combination. Thus,
Figure 4. On the left, one can see a glyph for a layer that reduces the
spatial resolution. The glyph in the center has the same spatial resolution
for its input and output. On the right a layer that increases the spatial
resolution is shown.
we employ a similar visual encoding to convey them. Fol-
lowing perception research, mapping a length parameter to
this variable is, again, preferable [22, 37]. Therefore, we map
feature channels to the width of each layer glyph. However,
feature channels are different from the spatial resolution in
that they are fixed properties of one layer and not derived from
the previous number of feature channels. Thus, we chose to
visualize the number of feature channels as a direct property
of the layer rather than a change within it. As with the spatial
resolution, feature channels can additionally be represented as
text, displayed below each layer.
In combination with spatial resolution and feature channel
number, the area, angle between the borderlines, and slope
of borderlines in the glyph encode the total dimension of the
data that is processed by a layer. Accordingly, with this glyph
design, variable importance is perfectly aligned with Mackin-
leys encoding perception ranking [7,31,37]. At the same time,
these glyph shapes fit perfectly into the horizontal network
layout we aim at.
Kernel size. Kernel sizes can be of interest when analyzing
neural network architectures, albeit only four out of 25 re-
viewed papers directly display them, with six more including
text about them. The reason for this could be that reduced
complexity is a clear request by domain experts (see Evalua-
tion). As kernel sizes do normally not vary greatly throughout
the network, there would be a great number of repetition when
displaying information about them for each layer. However,
the biggest problem with them is that they cannot effectively
be displayed for accumulations of layers, which are important
to reduce the complexity of network visualizations. For ag-
gregations, there is no such thing as one kernel size as it may
differ for layers contained in them. As we aim at reducing
repetition and embracing aggregations, and thus chose not to
display kernel sizes in our visualizations.
Additional layer properties. Additional properties that
might be important for network visualizations are stride, initial-
ization method, regularization parameters, and others. Their
importance, however, differs by network architecture and use-
case. Therefore, we chose not to make our visualization any
more complex by providing such information.Since our tech-
niques are targeted towards print-visualizations, where neces-
sary, textual description about special properties of the network
can be added. This is in line with our goal of providing an
abstract overview of the network architecture, where detailed
information can be obtained by reading the publication it is
contained in. Our visualization is thus focused on conveying
dataflow, layer types, change of spatial resolution and change
in the number of feature channels.
3D-Glyphs. Three-dimensional visualizations are helpful if
the reader’s task includes shape understanding, but less so for
any relational task [39, 54]. Thus, the relation of layers and
their spatial position would suffer from being visualized in
3D, while the benefit of using three-dimensional layer glyphs
would only be to resemble the shape of data in the case it is
three-dimensional. Another important argument against three-
dimensional print visualizations is that the viewpoint cannot be
changed, as to utilize the benefit of three-dimensional visual-
izations, it is essential to explore these [13,39]. While there are
network visualizations that display layers as 3D-glyphs, they
struggle to convey additional information through this chan-
nel [32, 43, 57]. Only one out of 25 reviewed papers manages
to provide additional information through three-dimensional
glyphs. Since pooling is almost always applied to all spatial
dimensions equally, the third dimension is not needed for the
visualization of changes in the spatial resolution. For those
reasons, we chose not to visualize our layer glyphs in 3D.
GRAPH LAYOUT
As mentioned above, in order to support the natural reading
direction in print media, as well as to save valuable vertical
space, we follow many other network visualizations and al-
ways display our graph from left (input) to right (output).
Layout algorithm. To layout our graphs, we use the network
simplex algorithm [17], which is explicitly targeted towards
drawing directed rank-based graphs. To cope with the pro-
posed glyph shapes, we have modified the algorithm as de-
scribed below. The original network simplex algorithm first
assigns ranks to all layers. Second, orders nodes within these
ranks to prevent edge crossings. Third, assigns coordinates on
the canvas to all nodes, and finally, draws edges to connect
these nodes. The rank-based nature of this algorithm perfectly
fits our use case, where parallel layers are to be placed at the
same x-coordinate.Also, by ordering these nodes, sequential
parts of the network tend to be drawn on the same vertical
level and can thus be visually recognized well. We did inten-
tionally not default to an algorithm that layouts series-parallel
graphs since Keras operations are not restricted to generating
such graphs (e.g. [a→ b,a→ c,b→ d,c→ d,d→ e,b→ e]).
To further optimize the performance and presentation, an ap-
proach presented by Jünger and Munzel [27] is used to mini-
mize edge crossings. The coordinates of nodes are assigned as
proposed by Brandes and Köpf [5]. They optimize a heuristic
that guarantees horizontal inner segments, keeps edges short
and fairly balances with neighbors of a node. This way, the
connection between two layers can be resolved easily by the
reader and nodes, which are of main interest, are emphasized.
Glyph shapes. For creating the network visualizations as
described in Visualization Design, we needed to modify the
graph layout algorithm.While the algorithm is able to position
and connect rectangular-shaped nodes, trapezoid shapes and
especially glyphs that have multiple input or output handles
are not handled well. Therefore, we position any layer glyph
as if it was rectangular-shaped, taking the maximum of the
calculated input and output heights as its height value. As-
suming this center point, we now draw the actual handles for
input and output connections with the calculated height values
that might differ between input and output of the layer. These
handles are drawn so that they end at the y-position of the layer
they are connected to. This results in trapezoid-shaped glyphs
for layers that only have one or zero incoming and outgoing
connections. Whenever multiple handles need to be drawn for
input and output connections, the handles for each connection
are sorted by the y-position of the layer they are connected
to. Then, an intersection point between the bottom line of the
first, and the top line of the second handle is calculated. The
first handle is then drawn with the bottom line ending at this
intersection point, while the second one’s top line starts at this
position. We then repeat this process for all following inputs
and outputs to be able to draw glyph shapes as described in
the Visualization Design section. This process is illustrated
in Figure 5.
Connections. After drawing the layers onto the canvas, we
connect them through lines. In the algorithms described above,
parallelism is assumed to be visualized by edges that change
directions rather than glyph shapes that split. In our visual-
izations, however, this is visualized by glyphs with multiple
handles. Therefore, our graph always only contains straight
horizontal edges that connect handles of layer glyphs.
Hiding layers. In the computation graph, any function that
has been added by the developer is seen as a network layer
of the model. However, these graphs can be defined using
different levels of detail (e.g., activations can be a property of
a convolution layer or defined separately). Thus, this compu-
tation graph can be thinned by the user to better convey the
underlying architecture rather than each individual computa-
tion step. This can be done by hiding individual layer types
entirely. Showing a graph overview, and then allowing the
user to filter it is in line with Shneiderman’s mantra [50].
Split layers. Another problem with the layers of this com-
putation graph emerges when the graph splits into different
paths. While there are dedicated layers to fuse such paths,
routing the data to multiple outputs is done implicitly. Thus
it is possible, that, e.g., an activation layer outputs the data
to two different paths. Visually, this is a problem, since such
splits and merges of the computation graph are often seen as
blocks in these networks and frequently get aggregated by
the user. Activations are, orthogonally, seen as the end of a
computation group, rather than a start of one. For such dedi-
cated compute-groups, the user can thus add special routing
layers.This way, he can clearly communicate the special role
of such multi-path-aggregations, while also assigning more
importance to data-path splits, e.g., as shown in Figure 8.
LAYER AGGREGATION
Net2Vis supports layer aggregations to enable a compact
network visualization. Whenever a sequence of layers that
matches such an aggregation would be drawn as part of the
network graph, it gets replaced by an aggregation layer. Vi-
sual separation of aggregations has been a common request
from experts and users. Thus, their border is thicker, and their
color scheme inverted (lighter border than center). This makes
them visually distinct, while still obeying to the same visual
grammar
Aggregation constraints. As aggregations substitute all oc-
currences of selected layer sequences throughout the graph
with a single abstracted layer, only parts of the network graph
that can be represented by one sequential layer can be aggre-
gated. This means, that for parallel parts not all aggregations
Figure 5. For glyphs with multiple connections on either input or output
side, we add a handle for each of these. The sides of these handles are
always connecting corners on the input side of the glyph with corners on
the output side, here depicted by a dotted line.
are sensible. Only such sequences, that have a single input and
output layer can thus be aggregated. By restricting aggregation
to sequentializable segments, no deformed aggregation layers
can occur, where two outputs or inputs might differ in their
spatial resolution. This ensures visual consistency, such that
layers always manipulate the data the same way for all of their
connections and that all connections of each layer end on the
same horizontal level in the graph.
Automatic aggregation. To generate aggregations, the layers
to be aggregated can either be selected by the user, or more
conveniently be selected automatically by Net2Vis. To obtain
these automatically generated aggregations, we analyze all
sequential parts of the network. For all of these sequential
parts, we search for recurring sequences of layers. The most
frequent of these sequences is then assumed to be the preferred
aggregation. This can be repeated until no sequences in these
sequential parts are left.
Interacting with aggregations. Visualization designers can
remove, and additionally temporally deactivate aggregations
of the network. When removing or deactivating an aggre-
gation, all abstracted layers in the network expand back to
their initial layout. Deactivating an aggregation preserves it
in the legend for later reuse. To visually convey the state of
aggregation, active ones are drawn with a dark outline and
black description text, while for inactive aggregations, outlines
and text is drawn in light gray, just as with layer types that
are hidden by the user. All aggregations that depend on a
deactivated one are deactivated with it and vice versa for their
reactivation. We included deactivation in addition to deletion
of aggregations, to be able to explore the visualization without
permanently losing information. This way, the effect of dif-
ferent aggregation levels can be analyzed by the visualization
designer while preserving all aggregation settings.
Legend generation. Since we predominantly use color-
coding to differentiate between layer types, a legend that maps
these color codes back to layer names is needed. This leg-
end contains a glyph for each layer type in the network and
displays the name of its layer centered below the glyph as
shown in Figure 7, and Figure 8. Legend items are sorted
from simple to complex, with complexity being determined by
analyzing the dependency-tree of aggregations. Expert feed-
back proved that this makes finding and resolving aggregations
more convenient.
APPLICATION DESIGN
To make Net2Vis publicly available, we created an application
that includes all presented techniques.This application is di-
vided into five main areas used to display different functional
aspects of the visualization (see Figure 6).
User interface. Controls that are globally important for the
application are located in the menu bar at the top. Here, the
visualization designer can choose to hide the code and prefer-
ences areas to get a focused view on the network visualization.
A prominent download button on the right of this menu bar
provides the possibility to export the generated visualization
and save it locally as SVG and PDF. In the center of the ap-
plication are its most important parts. At the top, the current
visualization of the network architecture is displayed.Below it,
one can see the legend visualization.Both these visualizations
can be moved and zoomed. Left to the network and legend
visualizations, the code area is displayed, where network archi-
tecture source code can be inserted and modified. When code
is added or changed, these changes are instantly recorded and
analyzed. From this, we obtain a JSON representation for each
layer in the network to be able to generate the visualization.
While Net2Vis works automatically, users can still override
default parameters, such as glyph size and color mapping, if
desired. Therefore, on the right, preferences that define the
visualization can be set. The displayed preferences change
depending on which part of the visualization is currently in-
spected to only present relevant parameters upon interaction.
By default, the network parameters are displayed, as the net-
work is the most important part of the visualization. When
the legend pane is selected, preferences for the legend can be
set accordingly. When a legend or graph item is selected, the
color and name for this layer can be changed, and aggregations
might be deactivated or removed.
Changing any property or the network source code instantly
updates the visualization, which makes for an interactive and
responsive visualization design. This way, each network visu-
alization can be adjusted to the specific network architecture,
while at the same time following the general visualization
design proposed by us.
Visualization export. We render the network graph and the
legend using SVG. To support a straightforward embedding
of these visualizations into publications, the network graph
along with the legend can be directly downloaded from within
our application. By using SVG, visualization designers can
even expand upon or adjust the obtained visualizations after
downloading them. To be able to integrate the visualization di-
rectly in LATEX, we also convert the SVG figures on our server
into PDF documents and provide them alongside the SVG fig-
ures. Visualization designers can thus use our pipeline of first,
pasting Keras code into our application, second, parametrizing
and abstracting the initially proposed visualization if desired,
and third, obtaining ready-to-use graphics.
APPLICATION EXAMPLES
To demonstrate the capabilities of Net2Vis, we have applied
it to several commonly used network architectures. Figure 1
shows a variation of U-Net [48], which is frequently used for
semantic segmentation. Figure 7 shows the application of
Figure 6. Top: Controls area, global actions for the visualization can
be made. Left: Code area, network code can be inserted and edited.
Center: Graph visualization, with legend below it. Right: preferences
that modify individual parts of the visualization can be changed.
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Figure 7. Net2Vis applied to VGG19, a network used to compete in
the ImageNet challenge. With just two aggregations, the network can be
presented with 10 instead of 26 glyphs.
Net2Vis to the VGG19 network [51], which was used in the
ImageNet challenge in 2014. Figure 8 shows a visualization
of ResNet [21], where we show how a reduction from 177 to
just 21 glyphs is possible using our aggregation techniques.
Finally, in Figure 9, we demonstrate that we also support
three- or multi-dimensional network architectures. Even more
application examples, where we show that Net2Vis can even
visualize networks such as InceptionV3 [56], can be found in
our supplementary material.
EVALUATION
To evaluate the proposed concepts, we have gathered expert
feedback, which informed and evaluated our visualization
design. Furthermore, we have conducted a quantitative user
study with participants, who have attended a one week deep
learning course.
Expert Interviews
After the implementation of the first version of Net2Vis was
complete, we conducted qualitative interviews with experi-
enced machine learning researchers.
Expert selection. Experts are each corresponding author of a
deep learning paper, which uses abstract visualization to com-
municate neural network architectures. To gain their interest
for the study, we have used Net2Vis to generate replications of
their published visualizations and emailed these together with
our questionnaire. In total, we contacted 7 researchers in this
manner, which have been selected based on impact and novelty
of their proposed architecture. In total 3 of those 7 answered
our questions, while 1 replied to have other obligations, and
3 did not get back to us. Two of the papers from which the
respective authors gave feedback, are highly cited (i.e., Noh
et. al. [43]: > 1400, and Long et. al. [36]: > 8000), while the
third is a more recent publication from 2018 [44].
Questionnaire. Our questions were designed following Mun-
zner’s nested evaluation model [38]. Thus, we first assessed
the need for such automatic visualizations (Q1, Q5) which is
in line with analyzing the threat of targeting a wrong problem.
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Figure 8. With ResNet50, the removal of activation and batch-
normalization layers from the visualization, which do not add informa-
tion about the network structure, along with the repetition of residual
blocks in ResNet allows us to reduce the number of glyphs that need to
be drawn from 177 to just 21, even though we added routing layers to
clearly define the beginning of a residual block.
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Figure 9. Net2Vis can also be used to generate visualizations of multi-
dimensional network architectures The dashed square serves as a place-
holder for a three-dimensional input sample.
Second, we investigated why 3D visualizations are so com-
mon (Q3), and third, we wanted to evaluate our visualization
design (Q2, Q4), which targets the abstraction and encoding
technique, which are the second and third possible pitfall as
defined by Munzner [38]. We intentionally asked only five
questions as we wanted to keep the time needed to answer our
survey relatively low and therefore maximize the chance for
responses from these well-known researchers to which we did
not have contact before at all. However, we encouraged the
authors to add any comments to their reply.
Feedback. All three replies were positive and emphasized
the importance of such automatic visualizations. Furthermore,
they gave positive feedback on our glyph-, and graph-design.
Their main concerns were scalability to different architectures
since they only received visualizations for their papers. How-
ever, as can be seen in Application Examples as well as the
supplementary material, Net2Vis is designed to work with a
wide variety and high complexity of convolutional neural net-
works. Below we detail the feedback regarding our questions.
Q1: How much time did you spend creating your figure?
All experts stated that creating the figures of their network ar-
chitecture took too much time. While initial versions seemed
to take about one hour on average, they all noted that they
needed multiple iterations. One author reported that the cre-
ation of the figure took him an entire day. This supports our
claim, that this task can be greatly optimized as it takes valu-
able research and paper-writing time from the experts.
Q2: How do you understand the mapping the of number
of feature channels and spatial resolution in the visualiza-
tions we sent you? All three responded that they understand
that, and how the spatial dimension and feature channels are
mapped onto the glyphs. They perceived our visual encoding
as a simple way to indicate where and how much downsam-
pling is going on. Thus, the mapping of spatial dimension and
feature channels seems comprehensible even though this rep-
resentation is more abstract than the ones used in their papers.
Q3: Why did you pick a 3D visualization for the layers
and which information did you want to convey? All au-
thors said this was done since the data was three dimensional.
None of them had additional information to convey through
the third channel, as the spatial dimension for all of these net-
works was equal for both width and height. One author also
admitted that these three-dimensional visualizations introduce
the problem, that layers cannot always be evenly spaced be-
cause of occlusion. All three also noted that this makes the
visualization more complex. Our choice of visualizing the
network architecture in 2D seemed to be preferred also by
these experts.
Q4: What do you think of visualizing the transformation
that happens during pooling/unpooling as a transforma-
tion of the layer itself (trapezoid glyphs) rather than in-
between? Regarding the transformation of spatial resolu-
tion, one expert said I found many people complained about
not drawing in-between relation between pooling/unpooling,
which indicates that this implicit transformation used in the ex-
isting visualizations is confusing to the reader. Another expert
mentioned that the trapezoids seem like a nicely simple way
to indicate where and how much downsampling is going on.
However, he also noted that this is dual to the way AlexNet
visualizes network architectures, which has been picked up by
many researchers. While this is a valid concern in that readers
have to differentiate between these approaches, we think that
mentioned benefits outweigh the downsides which naturally
come with adopting a new visualization approach.
Q5: Would you use such a tool for your projects, if avail-
able? Another point where all authors agree is that they would
be users of a network visualization generator as proposed
in this paper. One author additionally mentioned that for
visualizations used in papers, he would still want to have
the possibility to modify the visualization to his will. Since
Net2Visexports SVG-graphics, modifications of the visualiza-
tion can easily be done. Other remarkable comments of the
authors were, I have been ranting about this for a while and
have been waiting for somebody to ask, and, I’ve been hoping
someone would make better automatic visualization toolkits
for a while. Overall, these comments clearly show the need
for such automatic visualizations.
User Study
After improving the visualization further based on the col-
lected expert feedback, e.g., by visualizing aggregations in a
different way compared to conventional layers, we also con-
ducted a quantitative study with a total of 16 participants (13
male, 1 female, 2 did not report, Mage = 28.06 SD = 4.23).
These participants where machine learning beginners, who
took part in our study, right after a one week full-time deep
learning course. Thus, they are non-experts, but understand
basic neural network concepts, and therefore represent possi-
ble readers of such publications. During our questionnaires,
seven participants reported that they have been working with
machine learning for less than a month, while three partici-
pants reported a duration between a month and half a year, and
four between half a year and a year.
Methods. The user study was set up as follows. First, the
participants were presented with different well-known ma-
chine learning architectures. Each of these architectures was
visualized using Net2Vis as well as using a visualization taken
from the original publication. For each of these visualizations,
participants had to answer eight questions by extracting in-
formation about the architecture. These questions included
the following tasks: How many convolutional layers does this
architecture contain?, What is the maximal feature depth for
the convolutional part?, What is the minimal spatial resolu-
tion of the convolutional part?, What are the input dimensions
for this network?, What are/is the output dimension(s) of this
network?, How many times does downsampling happen in this
network?, How many steps are performed to increase the fea-
ture dimension?, Is this Architecture “Fully Convolutional“?.
Participants were able to answer these question by entering
them into a free text field and where instructed to answer -1
if a visualization did not contain a specific information asked
for. This way, each of the participants was presented with
every network architecture (9), using both visualization tech-
niques (2). This results in a total of 18 stimuli which were
presented in a randomized order. Afterward, the participants
were presented with each architecture using both visualization
techniques, side by side, and were asked which of them they
prefer, if any.
After this first part of the survey, participants got a brief in-
troduction to Net2Vis before they had the chance to visualize
one of the architectures they have been working on during
the week of the workshop. After each of the participants re-
ported that they had enough time to get used to the system,
they filled a second questionnaire regarding the system itself.
This included a system usability scale questionnaire (SUS), a
demographic questionnaire, and free text forms to leave com-
ments on the system.
Analysis. To analyze the performance of our participants for
the different visualization approaches, we computed the mean
accuracy over all eight questions for each of the presented vi-
sualizations for each condition (Net2Vis and handcrafted). We
compared these conditions using a dependent t-test and found
a significantly higher accuracy for the visualizations drawn
using Net2Vis (M = 75.22%, SE = 1.4%) when compared to
the handcrafted versions from the original publications (M =
70.31%, SE = 1.5%), t(143) = 3.6022, p < 0.00043, r≈ 0.288.
To investigate the effect of the different visualization tech-
niques on participants ability to extract specific informations,
we compared each of the eight given questions, again using
dependent t-tests. By doing so, we found a significant in-
crease in accuracy for the ability to perceive the number of
downsampling operations (Net2Vis M = 74.31%, SE = 3.32%,
handcrafted M = 50.69%, SE = 4.86%, t(15) = 4.5762, p =
0.0003637, r ≈ 0.7633) in an architecture, as well as for the
increase in the feature dimension (Net2Vis M = 52.08% SE =
8.94%, handcrafted M = 38.46%, SE = 8.11%, t(15) = 1.5759,
p = 0.004527, r ≈ 0.6525). For all of the remaining tasks, we
could not find a significant effect between the visualization
techniques used.
When analyzing the results of our questionnaire which visual-
ization technique our participants would prefer, we found that
in 75.0% of the cases they would favor our technique, while
in 20.83% the handcrafted version was preferred (remaining
≈ 4.167% without preference). We found that our techniques
was especially preferred before techniques using textual re-
spresentations (vgg19 [51], 100%), architectures with a large
number of layers (resnet [21], 93.75%), and even 3D versions
(longetal [36], 93.75%, deepstrom [41], 81.25%). You can
find the used visualizations, plots, and raw study data in our
supplementary material.
Furthermore, analyzing the usability of our system using the
SUS questionnaire resulted in a mean score of 83.44 points
(SD = 6.25) indicating an excellent usability [3].
Discussion
Referring back to the nested model of evaluating our visualiza-
tion design [38], first, our evaluation indicates that we indeed
work on a problem that is present for our target users.
Also, the abstraction level we chose seems to be appropriate
for the task, as supported by our quantitative user study. The
evaluation of our expert interviews clarified that it is impor-
tant to keep these visualizations simple and minimalistic as
none of the experts complained about missing information in
our visualizations. One expert even explicitly stated that it is
important to emphasize function and architecture especially
over obstruse prettiness that you see in many of the tools that
visualize activations or things like layer gradients.
Third, the evaluation of our expert interviews, as well as the
quantitative study, suggest that our glyph design is easily inter-
pretable and adds valuable information as it directly visualizes
the transformation of data. Our quantitative user study also
suggests, that our novel glyph design offers better interpretabil-
ity for key properties of a network architecture, namely, in-
crease in feature dimension and number of downsamplings.
While we also noticed that this approach differs from existing
visualization techniques, as there is a variety of self-cooked
approaches we feel that the benefits for this visualization-
inspired approach outweigh the downsides of novelty.
Fourth, the interactivity of the Net2Vis implementation shows
that we do not have a problem with the speed of the algorithm.
The results of our quantitative user study support this, with an
excellent score in usability of our system. While this evalua-
tion is only a first indication on the applicability of Net2Vis,
and only adoption of the concepts in the field can prove its
value, the evaluation clearly supports the need of such a tool,
as well as our design choices.
CONCLUSIONS AND FUTURE WORK
With this work, we present a method that can automatically
generate visualizations of modern and complex CNN archi-
tectures. Hereby users only need to paste their model-code
into our application. We investigated affordances for bring-
ing these visualizations to print media and incorporate them
into our visualization design. To further support the visual-
ization designer, we provide well-founded defaults for many
of the visualization parameters, such as colors and level of
detail. Our unified visualization design is targeted towards
reducing ambiguity in visualizations of CNNs. At the same
time, our automatic approach reduces errors in the generation
of such network visualizations. The evaluation of our tech-
niques suggests, that our visualization design supports users
in creating and understanding CNN-architectures. Altogether,
Net2Vis represents the first visualization technique for modern
and complex CNNs that allows a direct use for publications.
Net2Vis has been developed for CNNs, which are mostly used
for images and 3D data. For sequence models, such as text or
speech recognition systems, many of the techniques presented
here could be reused. However, some aspects of the visualiza-
tion would need to be redesigned for these particular use cases.
Finally, to demonstrate our visualization approach, we decided
to focus on networks generated in Keras. Supporting other
deep learning frameworks could further improve the usability
of our techniques.
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