



Побудова інтерполяційного методу чисельного розв’язування задачі коші 
 
Р. Р. Бігун, Г. Г. Цегелик 
 
Побудовано інтерполяційний чисельний метод розв’язування задачі Коші для 
звичайних диференціальних рівнянь першого порядку за допомогою апарату не-
класичних мінорант та діаграм Ньютона функцій, заданих таблично. Цей метод 
дає точніші результати від методу Ейлера у випадку опуклої функції. Доведено 
обчислювальну стійкість методу, тобто похибка початкових даних не нагрома-
джується. Також показано, що метод має другий порядок точності  
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1. Вступ 
Задача Коші – одна з основних задач теорії диференціальних рівнянь – поля-
гає в пошуку розв'язку (інтеграла) диференціального рівняння, що задовольняє 
початковим умовам (початковим даним). 
На протязі багатьох років чисельний розв‘язок задачі Коші був об‘єктом пи-
льної уваги науковців, оскільки він широко застосовується в різних галузях науки 
і техніки. Тому і кількість розроблених для нього методів дуже велика. Але незва-
жаючи на це, будують нові методи, кращі деякими властивостями за попередні. 
Задача Коші зазвичай виникає при аналізі процесів, обумовлених диференці-
альним законом і початковим станом. Математичним виразом таких рівнянь є рів-
няння та початкова умова. 
Від крайових задач задача Коші відрізняється тим, що область, в якій повинен 
бути визначений шуканий розв'язок, тут заздалегідь не вказується. Проте, задачу 
Коші можна розглядати як одну з крайових задач. 
 
2. Аналіз літературних даних та постановка проблеми 
Чисельні методи розв'язання задачі Коші розділяються на 3 групи [1]: 
‒ одноточкові; 
‒ багатоточкові (методи прогнозу та корекції); 
‒ методи з автоматичним вибором кроку інтегрування. 
До одноточкових методів відносять методи, які мають певні загальні риси, 
такі як: 
1. В основі усіх одноточкових методів лежить розклад функції в ряд Тейлора, 
в якому зберігаються члени, що мають h в степені до k включно. Ціле число k на-






2. Всі одноточкові методи не потребують дійсного обчислення похідних, то-
му що обчислюється лише сама функція, однак можуть потребуватися її значення 
в деяких проміжних точках. Це тягне за собою, звичайно, додаткові затрати часу і 
зусиль. 
3. Для отримання інформації у новій точці, потрібно мати дані лише в попе-
редній точці. Цю властивість можна назвати „самостартуваням”. Властивість „са-
мостартуваня” дозволяє легко змінювати величину кроку h. 
4. В порівнянні з одноточковими методами, методи прогнозу і корекції мають 
ряд особливостей [2]. 
1) Для реалізації методів прогнозу і корекції необхідно мати інформацію про 
декілька попередніх точок (вони не відносяться до „самостартуючих” методів), 
тому для отримання додаткової інформації доводиться застосовувати одноточко-
вий метод. Якщо в процесі розв’язку диференційних рівнянь методом прогнозу і 
корекції змінюється крок, то звичайно тимчасово доводиться переходити до одно-
точкового методу. 
2) Одноточкові методи і методи прогнозу і корекції забезпечують приблизно 
однакову точність результатів. Однак другі, на відміну від перших, дозволяють 
лише оцінити похибку на кроці. З цієї причини, користуючись одноточковими ме-
тодами, величину кроку h звичайно обирають трохи менше, ніж це необхідно, то-
му методи прогнозу і корекції виявляються найбільш ефективними. 
3) Використовуючи метод Рунге-Кутта [2] четвертого порядку точності, на 
кожному кроці доводиться обчислювати чотири значення функції, але для збіжно-
сті методу прогнозу і корекції того ж порядку точності часто достатньо двох зна-
чень функції. Тому методи прогнозу і корекції вимагають майже вдвічі менше 
машинного часу, ніж методи Рунге-Кутта порівнюваної точності. 
Розв'язати диференційне рівняння  ,y f x y   чисельним методом – це зна-
чить для заданої послідовності аргументів 
0 1, , , nx x x  і 0y  знайти такі значення 
0 1, , , ny y y  що      1,2, ,i iy F x i n    і  0 0F x y . Таким чином, чисельні методи 
дозволяють замість отримання функції  y F x  одержати таблицю значень цієї 
функції для заданої послідовності аргументів. Величина 1k kh x x    називається 
кроком інтегрування. 
Графічно чисельний розв‘язок [3] уявляє собою послідовність коротких пря-
молінійних відрізків, якими апроксимується аналітичний розв’язок  y F x  рів-
няння (кусково-лінійна апроксимація). 
Існують методи диференціального перетворення (МДП) розв’язування задачі 
Коші. Основні визначення та фундаментальні теореми одновимірної МДП та його 
придатність для різних видів диференціальних та інтегрально-диференціальних 
рівнянь наведені в [4].  
Розроблений надійний, але дуже простий чисельний метод для вирішення рі-







визначаються перші поліноми Бернштейна, які використовуються для наближення 
рішення даного сингулярного інтегрального рівняння. Але це призводить до вирі-
шення системи лінійних алгебраїчних рівнянь (СЛАР), що інколи буває важко 
розв’язати. 
У [6] розглядається чисельне розв’язування класу систем сингулярних інтег-
ральних рівнянь Коші з постійними коефіцієнтами. Пропонована процедура скла-
дається з двох основних етапів: перше – розглянути модифіковану задачу, еквіва-
лентну оригіналу при відповідних умовах, друга – наблизити її рішення за допо-
могою вектора поліноміальных функцій. Але розв’язок зводиться до 
розв’язування лінійних систем. 
Використовуючи функції Хаара [7] можна отримати розв’язок з дуже малою 
похибкою, точніший у деяких випадках за розв’язок, отриманий методом Рунге-
Кутта другого порядку. Але на функцію потрібно накладати певні умови.  
 
3. Ціль та задачі дослідження 
Метою роботи є побудувати чисельний метод розв’язування задачі Коші для 
звичайних диференціальних рівнянь першого порядку, який би давав точніші ре-
зультати від класичних методів. Новий метод не повинен потребувати 
розв’язування системи лінійних алгебраїчних рівнянь і не повинен потребувати 
накладання додаткових умов на функцію.  
Для досягнення мети були поставлені такі завдання: 
– розробити новий інтерполяційний чисельний метод, використовуючи апа-
рат некласичних мінорант Ньютона для розв’язування задачі Коші для звичайних 
диференціальних рівнянь першого порядку;  
– довести обчислювальну стійкість і збіжність методу;  
– оцінити точність розв’язку і похибку методу.  
 
4. Матеріали та методи досліджень розв’язування задачі Коші 
4. 1. Формули мінорантного типу для наближеного обчислення визначе-
них інтегралів 
Для побудови формул наближеного обчислення визначених інтегралів є низка 
підходів: заміна підінтегральної функції інтерполяційним многочленом [8], вико-
ристання чисел і многочленів Бернулі [9]. Однак на практиці найчастіше викорис-
товують квадратурні формули інтерполяційного типу. Постало питання: чи не мо-
жна апарат некласичних мінорант Ньютона функцій, заданих таблично, викорис-
тати також для розв’язування задачі Коші? Але щоб новий метод не потребував 
розв’язувати СЛАР, бо це громіздкий процес. У [10] апарат некласичних мінорант 
Ньютона функцій, заданих таблично, використано для знаходження нулів функції. 










J f x x 
        (1) 
 
Без втрати загальності, вважатимемо, що   0f x   для всіх  , .x a b  Побуду-
ємо для функції  y f x  міноранту Ньютона [11] за двома точками 1 ,x a  2 .x b  
Отримаємо 
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де  , A f a   .B f b  Замінимо на проміжку  ,a b  функцію  f x  мінорантою 
Ньютона  fm x  [12]. Матимемо 
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де  R f  – залишковий член. Обчислимо 
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При A B  (якщо A B , то    S A b a B b a    ) отримаємо: 
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Отриману формулу називають малою формулою мінорантного типу [11] для 
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Якщо функція    ,f x C a b  на проміжку  ,a b  задовольняє умову Ліпшиця зі 
сталою L  і на цьому проміжку  'f x  не змінює знак, то 
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Для того, щоб записати складену формулу мінорантного типу для обчислення 






  точками , ix a ih   0,1, , ,i n   де 0 ,x a  ,nx b  і на ко-
жному проміжку 
1[ , ],i ix x   0,1, , 1,i n    замінимо функцію  f x  мінорантою 
Ньютона  .fm x  Одержимо 
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Оскільки при    1i if x f x   
 
   

















f x f x


































f x f x











          (12) 
 
Отриману формулу називають складеною формулою мінорантного типу [11] 
для наближеного обчислення визначених інтегралів. 
Оцінимо залишковий член  nR f  для складеної формули міорантного типу. 
Оскільки 
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Якщо припустити, що функція  f x  на проміжку  ,a b  задовольняє умову 
Ліпшиця зі сталою L і на кожному з проміжків  1,i ix x   є монотонною, то 
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             (16) 
 
Отже, виконується така теорема. 
Теорема 1. Якщо функція  f x  на проміжку  ,a b  задовольняє умову Ліпши-
ця зі сталою L і на кожному з проміжків  1, ,i ix x  1,2, , ,i n   є монотонною, то 
справджується формула (12) і виконується оцінка точності (16). Якщо функція 
 f x  є опуклою на проміжку  ,a b , то справджується нерівність 
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тобто квадратурна формула (12) матиме другий порядок точності. 
Побудована квадратурна формула має однакову складність і однаковий поря-
док точності (у разі виконання умов теореми 1 або 2) порівняно з квадратурною 
формулою трапецій. Водночас, якщо функція  f x  має вигляд  
 
     1exp , , , i i i if x b c x x x x   1,2, , ,i n   
  
то квадратурна формула мінорантного типу дає точне значення шуканого інтегра-






5. Результати досліджень пошуку нулів гладких, так і негладких функцій 
5. 1. Алгоритм методу знаходження нулів як гладких, так і негладких фу-
нкцій 
Розглянемо задачу Коші для звичайного диференціального рівняння першого 
порядку 
 
 , ,y f x y                (19) 
 
 0 0.y x y               (20) 
 
Припустимо, що розв’язок цієї задачі потрібно знайти на деякому проміжку 
 0 0, ,x x a  де a>0. При цьому вважатимемо, що в області D, в якій міститься пря-
мокутник  
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функція  ,f x y  є неперервною і задовольняє умову Ліпшиця по y, тобто 
 
   1 2 1 2, , ,f x y f x y L y y    
 
де L – деяка стала, а  1,x y  і  2,x y  – будь-які дві точки області D. 
Виберемо на проміжку  0 0, ,x x a  систему точок 0 1 ,, , , nx x x  де  
 
 0   0,1, , , kx x kh k n     0,h   0 .nx x a   
 
Потім, використовуючи апарат некласичних мінорант і діаграм Ньютона фу-
нкцій, заданих таблично, побудуємо інтерполяційний чисельний метод 
розв’язування задачі (19), (20). Тобто розробимо метод відшукання наближених 
значень 0 1, , , ny y y  точного розв’язку  y y x  задачі (19), (20) в точках 
0 1 ., , , nx x x  
З’ясуємо питання збіжності, точності та обчислювальної стійкості методів. 
Нехай  y y x  – шуканий розв'язок задачі (19), (20). Підставимо його в рів-
няння (19), одержимо тотожність 
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Проiнтегруємо цю тотожність на кожному з проміжків  1, i ix x   
( 0,1, , 1i n   ). Дістанемо 
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            (22) 
 
Не зменшуючи загальності, будемо вважати, що   , 0f x y x   для всіх 
 0 0, .x x x a   Побудуємо для функції   ,f x y x  міноранту Ньютона  fm x  за 
двома точками    , ,i i ix f x y x  і    1 1 1, ,i i ix f x y x    . Одержимо 
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де   , , i i iA f x y x    1 1, .i i iB f x y x   Тепер пiдiнтегральну функцію   ,f x y x  
в (22) замінимо мінорантою Ньютона. Отримаємо 
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де 1iR   – залишковий член. Обчисливши інтеграл при i iA B , маємо 
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При i iA B   
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Оскільки при 0h  
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то це означає, що справедлива границя (25). 
Отже, для знаходження наближених значень 0 1, , , ny y y  розв'язку  y f x  
задачі (12), (16) отримаємо формулу 
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    0,1, , 1 ,i n          (27) 
 
де  0 0 .y y x  
Якщо     1 1, ,i i i if x y f x y x    для певного i, то виходячи з (25), 1iy   шукати-
мемо за формулою  
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0 0 0{ , },R x x x a y y b       
 
функція  ,f x y  неперервна, задовольняє умову Лiпшиця за змінною y зі ста- 
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де N – деяка стала, то наближені значення 
1 2 ,, , , ny y y  знайдені за формулою (7), 
при 0h  рівномірно відносно x збігаються до точного розв'язку  y y x  зада-
чі (19), (20). 
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      (30) 
 
Нехай  k k ky y x    – похибка наближеного значення розв'язку  y y x  за-
дачі (19), (20) в точці .kx x  Тоді приріст похибки на (k+1)-му кроцi буде дорів-
нювати 
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На підставі (30) можемо записати 
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де   0k h   при 0h . Тому 
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Використовуючи умову Лiпшиця для функції  ,f x y  по y, одержуємо 
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Отримано рекурентну формулу для оцінки похибки на (k+1)-му кроці через 
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оскільки 0 0 0( ) 0;y y x     
 











(1 ) ( )
2
1
(1 ) 1 (1 ) ( ) ( )
2
. . . . .
1
(1 ) (1 ) 1
2





Lh Nh h h
Nh Lh h Lh h h
Nh Lh Lh




       
       
          



















 2 1 2
1
( ) (1 ) (1 ) 1 ,
2
n n
n Nh h h Lh Lh







( ) (1 ) 1 .
2
n
n Nh h Lh
L
 
        
 
 










       
 
 













                
 (40) 
 
Звідси випливає, що при 0h  незалежно від x маємо 0.n   А це означає, 
що наближені значення 1 2, , ..., ny y y  при 0h  рівномірно відносно x збігаються 
до точного розв'язку ( ).y y x  Теорема доведена.  
Із доведеної теореми випливає, що метод має перший порядок точності відно-
сно h. 
Формула (24) є фактично рівнянням для знаходження 1.iy   Тому для обчис-
лення 1iy   утворимо ітераційний процес 
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  шукатимемо за формулою  
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Знайдемо, при якій умові цей ітераційний процес збігається. Ознакою закін-
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Використовуючи умову Лiпшиця за змінною y для ( , ),f x y  отримуємо 
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Звiдси при 0,1, 1k n    маємо 
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З отриманого випливає, що при 1hL   ітераційний процес збiжний. 
Оскільки міноранта Ньютона складається із опуклих дуг, то цей метод дає 
більш точні результати, ніж відомі двоточкові методи, у випадку, коли функція 
 , ( )f x y x  є опуклою. 
 
6. Обговорення результатів: дослідження обчислювальної стійкості ме-
тоду. 
Розглянемо питання обчислювальної стійкості цього методу. 
Нехай 
0y  – наближене значення точного початкового значення 0y , а 0  – аб-
солютна похибка початкового наближення, тобто 
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Тоді замість формули (22) для обчислення наближених значень розв’язку 
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де ( ) 0i h   при 0h . Тому 
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Функція ( , )f x y  задовольняє умову Ліпшиця за змінною y зі сталою L, тому 
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На підставі отриманої нерівності маємо, що похибка початкових даних не на-
громаджується, тобто метод має обчислювальну стійкість. 
Приклад. 
Знайдемо чисельний розв’язок задачі Коші  
 

















отриманий шляхом введення нової змінної і врахувававши початкову умову. Також 
порівняємо розв’язок, знайдений за допомогою нового метода, з методом Ейлера і 
методом Рунге-Кутта четвертого порядку. Розв’язок задачі наведено у табл. 1.  
 
Таблиця 1 










0 0 0,5 0,5 0,5 0,5 
1 0,02 0,52515 0,525 0,52515 0,52515 
2 0,04 0,55062 0,55031 0,55061 0,55061 
3 0,06 0,5764 0,57594 0,5764 0,5764 
4 0,08 0,60252 0,6019 0,60252 0,60252 
5 0,1 0,62898 0,6282 0,62898 0,62898 
6 0,12 0,6558 0,65485 0,6558 0,6558 
7 0,14 0,68299 0,68187 0,68298 0,68298 
8 0,16 0,71055 0,70926 0,71055 0,71055 
9 0,18 0,73851 0,73704 0,7385 0,7385 
10 0,2 0,76686 0,76522 0,76686 0,76686 
11 0,22 0,79563 0,79381 0,79563 0,79563 
12 0,24 0,82483 0,82282 0,82482 0,82482 
13 0,26 0,85446 0,85227 0,85445 0,85445 
14 0,28 0,88454 0,88216 0,88453 0,88453 
15 0,3 0,91508 0,91251 0,91508 0,91508 
16 0,32 0,9461 0,94334 0,94609 0,94609 
17 0,34 0,9776 0,97464 0,9776 0,9776 
18 0,36 1,00961 1,00645 1,0096 1,0096 
19 0,38 1,04212 1,03876 1,04212 1,04212 
20 0,4 1,07516 1,07159 1,07516 1,07516 
21 0,42 1,10874 1,10496 1,10874 1,10874 
22 0,44 1,14288 1,13888 1,14287 1,14287 
23 0,46 1,17758 1,17335 1,17757 1,17757 
24 0,48 1,21285 1,20841 1,21285 1,21285 
25 0,5 1,24873 1,24406 1,24872 1,24872 
26 0,52 1,28521 1,28031 1,2852 1,2852 
27 0,54 1,32231 1,31717 1,32231 1,32231 







29 0,58 1,39845 1,39282 1,39844 1,39844 
30 0,6 1,43751 1,43164 1,4375 1,4375 
31 0,62 1,47725 1,47113 1,47725 1,47725 
32 0,64 1,5177 1,51132 1,51769 1,51769 
33 0,66 1,55886 1,55221 1,55885 1,55885 
34 0,68 1,60075 1,59384 1,60074 1,60074 
35 0,7 1,64339 1,6362 1,64338 1,64338 
36 0,72 1,68679 1,67933 1,68679 1,68679 
37 0,74 1,73097 1,72323 1,73097 1,73097 
38 0,76 1,77596 1,76793 1,77596 1,77596 
39 0,78 1,82176 1,81344 1,82176 1,82176 
40 0,8 1,8684 1,85977 1,8684 1,8684 
41 0,82 1,91589 1,90696 1,91589 1,91589 
42 0,84 1,96426 1,95501 1,96425 1,96425 
43 0,86 2,01351 2,00395 2,01351 2,01351 
44 0,88 2,06368 2,0538 2,06368 2,06368 
45 0,9 2,11478 2,10457 2,11478 2,11478 
46 0,92 2,16682 2,15628 2,16682 2,16682 
47 0,94 2,21984 2,20896 2,21985 2,21985 
48 0,96 2,27386 2,26262 2,27386 2,27386 
49 0,98 2,32888 2,31729 2,32889 2,32889 
50 1 2,38495 2,37299 2,38495 2,38495 
 
У табл. 1 *y  – точний розв’язок, my  – розв’язок, отриманий за допомогою но-
вого інтерполяційного методу мінорантного типу (за 2 ітерації), Ey – розв’язок, 
отриманий за допомогою метода Ейлера і R Ky   – розв’язок, отриманий за допомо-
гою методу Рунге-Кутта. Отже, новий інтерполяційний метод дає дуже близький 
розв’язок до точного розв’язку. 
Як бачимо, потрібно робити багато ітерацій, щоб розв’язати задачу Коші но-
вим методом, що є основним недоліком методу.  
 
6. Висновки 
1. Було побудовано розроблено інтерполяційний чисельний метод 
розв’язування задачі Коші для звичайних диференціальних рівнянь першого поряд-
ку. В основу методу покладено так званий апарат некласичних мінорант та діаграм 
Ньютона функцій, заданих таблично. У випадку опуклої функції цей метод дає точ-
ніші результати, ніж метод Ейлера. Також метод не потребує розв’язування системи 
лінійних алгебраїчних рівнянь чи накладання додаткових умов на рівняння.  
2. Доведено порядок точності, обчислювальну стійкість, збіжність нового ме-






другий порядок точності, як і метод Ейлера, але дає точніші результати у випадку 
опуклої функції.  
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