Abstract--We establish a connection between finite-dimensional systems of integro-differential equations with the Hilbert-Schmidt kernel and ordinary differential equations in ~2 (countable systems of differential equations). Such a reduction allows use of results obtained earlier for the countable systems of differential equations in study of integro-differential equations. In particular, it can be employed for study of stability and solutions' constructions for integro-differential equations. (~)
INTRODUCTION
About a century ago the notion of "aftereffect" was introduced in physics [1] . It was discovered that to model processes with aftereffect, it is not sufficient to employ ordinary or partial differential equations. An approach to resolve the problem was to use integral or integro-differential equations, and, as well, equations with delay. One of the first to study the integro-differential equations was Volterra. In 1913, he published Lectures on Integral and Integro-Differential Equations [2] . Later, in 1931, in [3, Chapter 5] , a classification of integro-differential equations is provided. Among the equations are (a) equations of oscillations of the wire: io re(t) O~(x,t) 0~u(x,t) f
d2w = hw(t) + ~(t, r)w(~-) dr,

0~(~, ¢)
Ot
Ox2 Jto A(t, ~-) Ox 2 dT= O.
In the quoted paper, it is also marked out that application of the Fourier method to equations of type (c) and (d) leads to study of equations of type (a) in case (c), and in the case of (d) it is necessary to consider equations of the type (e) f2
dx _ k2 xk2A(t,T)X(~-) d'r. dt
As yet, another example of integro-differential equation is the Gurtin-Pipkin type energy balance equation with phase relaxation equation (see [4, 5] ):
/ oo u~(t, x) + ~yt(t, x) = K(t -s)u~x(t , s) ds, T ~2yxx~ ~t ~) + u(t, x) ~y3(t, -~(t,x) = ~(t,~) + ~ -~),
c [0, ~], t e [0, ~).
Here u represents the temperature, y the nonconserved phase variable, K a kernel connected with thermal diffusivity, ~-the relaxation time, ~ typical interaction distance, ~ a parameter.
Integral PDEs appear in mathematical models of many processes, see, e.g., [6] . A possibility of reducing of problems in dynamics of viscoelastic systems to systems of integro-differential equations was demonstrated, e.g., in [7] . There it was shown that the averaging method can be applied in this situation. The averaging method for integro-differential equations was further developed in [8, 9] .
In many problems described by integro-differential equations in partial derivatives an important role is devoted to study of ordinary integro-differential equations (g)
which are, of course, of independent interest (see, e.g., equations (a),(e)). Study of equations of type (g), linear as well as nonlinear, attracted a lot of attention recently. Let us describe just a method of reduction for systems of type (g). Let us have, in (g),
~(t, s, x(s)) = K(t, s)g(s, x(s)).
If the kernel K(t, s) can be represented as
then the kernel is called degenerate.
In [10] [11] [12] , a reduction method was developed such that we were able to reduce an integrodifferential equation to a finite-dimensional system of ordinary differential equations (of higher dimension). It allowed us to solve for integro-differential equations problems of stability, oscillation and bifurcation. In [13, 14] , a method of reduction is used along with the Fourier method and applied to the Gurtin-Pipkin model (equation (f)).
In the current paper, we develop the reduction method for systems of type (g) and (h) without assumption on the kernel to be degenerate. We establish a rigorous connection between finitedimensional integro-differential systems with the Hilbert-Schmidt kernel and ordinary differential equations in g2 (countable systems of differential equations). Such a reduction allows use of results obtained earlier for the countable systems of differential equations (see, e.g., [15] [16] [17] ) in study of integro-differential equations. In particular, it can be employed for study of stability and solutions' constructions for integro-differential equations.
Let us notice that though the description of the reduction method is given here for a system of type (g), it can be applied to a wider class of the systems. For instance, this can be done for systems not solvable with respect to the derivative,
and for singularly perturbed systems of integro-differential equations,
I~c = f (p,t,X, fotK(#,t,s)~(#,s,x(s))ds) .
The mentioned equations for p = 0 become integral ones. As well, the method can be applied to equations incorporating delay and integration terms,
Jc= f #,t,x(t-h(t)), I((.,t,s)((.,s,x(s))ds
In the last case, results from the theory of functional-differential equations (e.g., [18, 19] ) are relevant. Let us also mention that different approaches to study of stability of linear and nonlinear integro-differential equations based on the direct Lyapunov method, Laplace transform, and integral estimates can be found in, e.g., [20] [21] [22] [23] [24] .
PRELIMINARIES
We start with summarizing several results from the theory of integro-differential equations (IDE) and the theory of countable systems of ordinary differential equations (ODE). The main sources are [8, 15, 16] , where many other references can be found.
IDE
Let us consider a system of equations in R '~,
dx _ X t, x, dt
Q. it >o, II -oll <a, y C Rn}. THEOREM 1. (See [8] .) Let X(t, x, y) and ~o(t, s, x) be continuous on Q, and let over Q
Then system (1), (2) 
possesses a unique solution. This solution is continuously differentiabie on
It is known that if boundary Condition (2) has form
then the solution to system (1)- (3) could be nonunique, and to is a singular point for the system. Conditions are known [8] for the lack of singularity, i.e., when (1)- (3) has a unique solution for any to satisfying 0 < to < T <__ co, and any given z0 from a prescribed area D C R ~. For instance, this is the case when the conditions of Theorem 1 are valid on and, moreover,
T, O, £p(r, s, O) ds
Let us consider in what follows (1) such that
#(t, s, x(s)) = K(t, s)g(s, z(s)).
It is easy to modify Condition (2) of Theorem 1 for the case of (6). Indeed, if on Q we have
then (2) holds true for #(t, s) = Itl(S)It2(t, s).
Countable Systems of ODE
Consider a countable system of ordinary differential equations 
dt where w, are defined on /-t= (0 <t <r, lxsl<_R, s= 1,2,...}.
Let the following conditions be valid on 7-/.
(1) The functions cos are continuous in t at any point of 7-/. where 5x = sup[tx ~ -x~'l, Ix~ -x~l,.
..], a(t) is continuous in t, 0 < t < r.
(3) I~,(t, 0,0,.. ')l -</3(t), s = 1,2,..., where/3(t) is continuous in t, 0 < t < r.
Conditions (1) This theorem in a straightforward way yields that there exists a unique bounded, equieontinuous solution to (7) on 7-t passing through any, internal in 7-/, point (to, o 0 X 1, X2, . . . ).
Apart from bounded solutions, countable systems may possess as well unbounded ones.
EXAMPLE. (See [15] .) Let the linear system dxs dt = xs+i (9) satisfy Conditions (1)- (6) 
(II)
Moreover, the solution (11) is not bounded,
sup[lf'(t)l , If"(t)[,...] = oo, t ¢ to,
and the sum of (10) and (11) gives an unbounded solution to (9) passing through (to, x °, x°,... ). | Let us return to consideration of (7 
.) of H1. This solution is bounded, equicontinuous and exists for all t E or. The noHn x(t) of the solution for any t E ~r satisfies x(to)exp{-/tla(Qd-r } <x(t) <_x(to)exp{ /ia(T)d~-}.
Estimate (14) allows introducing the notion of characteristic number of a solution xl(t),x2(t),... (15) to (13) .
Let a = [0, oc), and assume that under Condition (a), the function a(t) for every t > 0 satisfies lfo' a(~') dT < a < oo.
Let A be the characteristic (in Lyapunov sense) number of the function x(t), the norm of the solution (15) . In what follows, we term the characteristic number of the solution (15) the characteristic number of its norm.
THEOREM 5. (See [15].) Modulo condition (16), the characteristic number A of any nonzero solution to system (13) is finite, and A E [-5, 5].
Clearly, if A > 0, x(t) -+ 0 when t ~ oo. If A < 0, x(t) is unbounded when t grows. The set of the characteristic numbers of the solutions constitutes the spectrum of (13) . There are options for the spectrum to be finite, countable and uncountable. For instance, the spectrum of (9) (17) Notice that the last inequality could be written in a more general form:
x(t) <_ x(to)De -r(t-t°), t >_ O,
where it is possible to set D = Be (a-r)t°.
The value of D in (18) depends in general on to. In [15] , it is shown that if the coefficients of psk(t) are constant of periodic functions in t with common period, then D may be chosen as independent of to. This fact is essentially used in the study of stability and uniform stability. We state now a result about uniform stability in the first approximation. (7), (19) to be uniformly stable in the first approximation, with arbitrary higher-order terms satisfying (20) , it is necessary and sufficient that the solutions to the first approximation system (13) satisfy 
THEOREM 7. Let system (1) be defined on HI, and satisfy Conditions (1),(2). Moreover, let
x(t) < x0Be-<t-o),(21)
(/o ) dt -X t,x, K(t, s)g(s,x(s)) ds , x(O) = xo.
Assume that the kernel K(t, s) can be represented as
O<3 K(t,s) = E cj(t)Ki(t,s), Kj(t,s) = Fj(t)Gj(s),
j=l where Cj(t), Fj(t), Gj(t) are n x n matrices. Let c(J)(t) denote the elements of a matrix Cj(t).
kl \
Assume that
NC(t)H
k j=l t=l where C(t) = (Cl(t), C2(t),... ) is an infinite block row matrix.
Let us show that the system of IDE (22), (23) is possible to reduce to a countable system of ODE. Assume that the matrices Fj(t), j = 1, 2,..., are invertible. Let
Set and consider the following system of ODE in R'~:
It is known that if Zj(t) is an integral matrix of the system (27), then it satisfies the matrix system dZy = P(t)Zj (28) dt and any solution to system (28) can be represented as
Zj(t) = Zj(t, to)Cj,
where Zj(t, to) is the matriciant of the system (28), i.e., Zj(to,to) = En, En being the identity n x n matrix, and Cj is a constant n x n matrix. The integral matrix Zj (t) has a multiplicative derivative dZj(t) DtZj(t) = zffl(t). 
DtZj(t) = Pj(t).
For a nonhomogeneous system with the same Pj (t),
dzj = Pj(t)zj + fj(t), dt
we have the following solution to the Cauchy problem:
zj(t) = Zj(t, to)zj(to) + fl
At this stage, let us introduce new variables //
yj(t) = t(j(t, s)g(s, ~(~)) ds
= rj(t)F71(~)a(~,~(~)) d~, zj(t, to)Z; l(s, to)fj(s) ds.
(32) (33) where gj(s, x(s)) = Kj(~, ~)9(~, x(~)). From (32) with to = 0, (26) and (25), it follows that the vector-functions yj(t) satisfy the following system of ODE:
with boundary condition y(0) = 0. This way, the system of IDE (22), (23) is put in correspondence to the following countable system of ODE: =x t,x, ca(t)ya j=l dY--AJ = ~y(t)y a + gj(t,x),
where x(0) = x0, ya(0) = 0, j = 1,2,... and all variables x, yj, j = 1, 2,..., are n-dimensional vectors.
From the method of construction of (35) (22), (23) . The announced relation between the systems (22), (23) and (35) reduces study of systems of IDE in R" to study of countable systems of ODE. The "puncturing" theorem (see Section 1) demonstrates also that for construction of solutions to the IDE system (22) , (23), it is possible to use methods known for finite-dimensional systems of ODE.
Consider a linear IDE equation (x E R ")
~0 t dx = A(t)x + K(t, s)x(s) ds
(36) dt with kernel (23) . In this case, system (35) becomes a linear countable system of ODE,
where
Pa(t) -dFdt(t) F71(t), Ba(t ) = Fa(t)Gj(t),
j=l,2,....
Countable system (37) corresponds to the following infinite block matrix:
(3s)
Every block in the matrix is an n x n matrix. All the rows corresponding to the variables yj, j = 1, 2,..., contain only a finite number of nonzero entries.
Let R(t) = (r~j(t)), i,j (23), it also follows that the right-hand side of (37) satisfies also the strong Cauchy-Lipschitz condition (see (7) of Section 2).
All aforementioned allows us to apply to (37) the "puncturing" theorem, which can be put in the following form.
Let us introduce the following matrices for m = 1, 2,...,
f A(t) c (t) c2(t).., c.(t)\
/ Bl(t) Pl(t) 0
and the following systems of equations: 
Then if (43) is satisfied, every solution has characteristic number A. Let E stand for the spectrum of (36). The previous results are based on the reduction method and employed theorems on countable systems of differential equations obtained by Persidsky et al. [15] . In this section, we describe the reduction method for IDE systems in conjunction with the theory of completely continuous operators in 62.
Let us restrict ourselves to the system of IDE equations /: 
