We address the problem of loading transactional datasets into main memory and estimating the density of such datasets. We propose BoolLoader, an algorithm dedicated to these tasks; it relies on a compressed representation of all the transactions of the dataset. For sake of efficiency, we have chosen Decision Diagrams as the main data structure to the representation of datasets into memory. We give an experimental evaluation of our algorithm on both dense and sparse datasets. Experiments have shown that BoolLoader is efficient for loading some dense datasets and gives a partial answer about the nature of the dataset before time-consuming patterns extraction tasks.
Introduction
Many works have addressed the problem of efficiently mining frequent itemsets and frequent association rules in transactional databases (for instance [1, 3, 8, 16, 21] ). One of the key problems is to find an appropriate data structure for loading the transactional database into main memory, and the efficiency depends on the nature of the database, e.g., density / sparseness. Indeed, choosing the right algorithm is difficult without a priori information on the database.
In this paper, we develop two points. First, we study the interest of Binary Decision Diagrams (BDDs) as a data structure for representing and loading transactional datasets. Then we introduce a coefficient, called the sparseness coefficient and we experimentally show that it could be an interesting measure for evaluating the density of a database. In our framework, a dataset is viewed as a vectorial function, thus allowing, when possible, to load only this vectorial function in memory by means of a BDD. Such a structure has already been successfully used for representing boolean functions in various applications of Computer Science such as very large scale integration systems. As far as we know, it has not yet been studied in the field of mining transactional databases. For the time being, four tendencies for representing and handling transactional datasets can be distinguished :
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• Horizontal format: Used in the Apriori algorithm [1] , this format is considered as the classical representation. The dataset is seen as a succession of transactions, each one identified by an identifier tid. This format is also used for mining maximal frequent itemsets in algorithms such as MaxMiner [3] .
• Vertical format: It is used by Eclat [21] and Partition [16] . It consists in representing the dataset vertically by giving to each item its tidset, i.e. the set of transactions containing this item. Another recent vertical format named Diffset has been proposed in [20] . It consists in keeping only track of differences between tidsets.
• Bitvectors: Bitvectors are used in the algorithm Mafia [5] and Viper [17] . This format consists in representing data as bitvectors compressed using a strategy called Run Length Encoding.
• Fp-tree: This data structure is an extended prefix-tree structure for storing compressed and crucial information about frequent patterns. This data structure has been used in the Fp-growth [8] algorithm for mining frequent patterns. In this paper, we are interested in developing a new representation and we propose an algorithm, called BoolLoader, to load transactional datasets. We also give an experimental evaluation on both sparse and dense datasets. It shows that BoolLoader is particularly efficient for loading dense datasets which are considered as challenging datasets in mining frequent itemsets. Moreover, comparing the size of the BDD and the initial size of the database gives an interesting measure for evaluating its density, and can be very important information on the nature of the dataset before working on it.
The remainder of this paper is organized as follows: In § 2 we give some basic definitions concerning itemsets and transactional datasets. We then show in § 3 how to represent a dataset by a vectorial function. § 4 is devoted to the BDD data structure. In § 5, we propose an algorithm for moving from a given dataset to a BDD. Details on implementation and experimental tests are given in § 6. We finally conclude in § 7.
Transactional Datasets and Frequent Itemsets
This section recall some definitions concerning the frequent itemset mining task. An item is an element of a finite set I = {x 1 , ..., x n }. A subset of I is called an itemset. The set of all possible itemsets ordered by set inclusion forms a lattice (P(I), ⊆). A transaction is a subset of I, identified by a unique transaction identifier tid. T denotes the set of all transaction identifiers. A transactional database is a finite set of pairs (y, X y ) where y is a transaction identifier and X y is an itemset; in the following, it is denoted by BDT. The frequency of an itemset X in a BDT D is the number of transactions in D containing X. An itemset X is said to be frequent in D when its frequency is greater than a given threshold. Example 1. Let us consider the BDT given in Table 1 and let us suppose that it stores movies recently seen by 15 spectators. The dataset D is defined on the set of items (movies) I = {x 1 , x 2 , x 3 , x 4 }. The set of tids is given by T = {1, 2, · · · , 15}. Each line in D associates a set of movies to the spectator identified by the corresponding tid. For instance, the spectator 1 has recently seen Harry Potter and Star Wars II. The itemset {x 1 , x 2 }, written x 1 x 2 for sake of simplicity, is frequent relatively to the threshold 2 since it appears 9 times in D. 
From Transactional Datasets to Vectorial Functions
Our framework relies on the Stone's representation theorem for Boolean algebras [18] :
Theorem 1. Lattice isomorphism The lattice (P(I), ⊆) where I is a set of n items is isomorphic to the lattice (B
Thus, each bit expresses whether the corresponding item x i is included in that combination or not. Let us consider a truth table T n = [e 1 , . . . , e n ], where for each index j, 1 ≤ j ≤ n, e j is a 2 n -bits vector representing the j th vector of T n . In T n each line corresponds to a possible combination of b 1 , . . . , b n , thus to an itemset. We can associate to this truth table a vectorial function f , which gives for each line of the truth table (a combination of items), the number of times the transaction corresponding to that itemset appears in D. Since the structure of the truth table is fixed when n is fixed and when the variables are ordered, the function f is then sufficient to express the entire set of transactions of D.
where: e 1 = 0000 0000 1111 1111 e 2 = 0000 1111 0000 1111 e 3 = 0011 0011 0011 0011 e 4 = 0101 0101 0101 0101 with the output function f = 0003 0000 0003 6120. For instance, the transaction {x 1 , x 2 , x 3 } exists twice in D, it is then represented by the 15 th line (1110) in the truth table and the value of f is equal to 2. In the same way, the transaction {x 1 , x 2 , x 3 , x 4 } does not exist in D, it will be represented by the last line (1111) in the truth table with 0 as output function.
The vector f represents a new form of the dataset. It is then interesting to study whether it is possible to load it into memory instead of loading the dataset itself. This seems very difficult since the size of f may be very large. For instance, for a dataset defined on 100 items, the size of the corresponding vectorial function is equal to 2 100 , so greater than 10 30 unsigned integers. But, a compact representation, called BDD, has been introduced by Lee [9] and Akers [2] . Moreover, we show in Section 5 that it is possible to build the BDD directly from the dataset without computing f . It is a directed acyclic graph with 2 terminal nodes 1 and 0. Each non-terminal node has an index to identify a variable of the boolean function, and has two outgoing edges; the dashed one means that the variable is fixed to 0 whereas the other one means that the variable is fixed to 1. A BDD represents a disjunctive normal form of a boolean function: each path from the root of a BDD till a leave indexed by number 1 gives a conjunction of literals (where a literal is either a variable or the negation of a variable) that is true for that boolean function. Given a boolean function, it is possible to represent it by a canonical graph, using the following rules [11] (Figure 1 ):
Binary and Algebraic Decision Diagrams
1. Choose an order on variables: x 1 ≺ x 2 ≺ . . . ≺ x n ; variables appear in this order in all the paths of the graph and no variable appears more than once in a path. 2. Eliminate all the redundant nodes whose two edges point to the same node. 3. Share all equivalent subgraphs.
Operations (AND (∧), OR (∨), etc.) on BDDs have been defined in [4] . For example, the BDD of the expression x 1 ∧ x 2 ∧ ¬x 3 ∧ ¬x 4 given in Figure 2 is obtained by first generating the trivial BDDs of x 1 , x 2 , ¬x 3 and ¬x 4 , and then by computing the AND operation between these basic BDDs. In our case, we have to handle vectorial functions from B n to N. We use an extension of BDD, called Algebraic Decision Diagrams (ADD) [6, 13] that handles such functions: in ADDs, leaves are indexed by integers. In the following, we still use the term BDD instead of ADD, since it is more commonly used. Figure 3 gives the BDD of the function f of Table 1 . For instance, the rightmost path expresses that there are 6 spectators who have seen Harry Potter (x 1 ) and Stars Wars (x 2 ) but who have not seen the other movies (x 3 , x 4 ). The leftmost path expresses that no spectator has seen Stars Wars without having seen Harry Potter.
From Datasets to Decision Diagrams

Building a Binary Decision Diagram
The construction of a BDD representing a dataset is done by scanning only once the dataset. For each transaction, a BDD is constructed and added to the final BDD using the operation ∨ between BDDs. Although not shown in the algorithm, reduction rules (eliminating redundant nodes and sharing equivalent subgraphs) (Figure 1 ) are used during the construction process in order to get a compact BDD. Let us notice that the function f is never computed; in fact, we transform directly a transactional dataset into its corresponding BDD. The construction of a BDD associated to a BDT is given by the algorithm BDT2BDD. Figure 4 represents the construction steps of the BDD of Table 1 , considering the transactions one by one. Figure 4 
A measure of sparseness
We introduce a measure, called the Sparseness coefficient, defined as follows:
It compares the size of the BDD with the size of the database, expressed by the two dimensions that are: the number of items and the number of transactions. It gives an evaluation of the sparseness of the database; a low coefficient would be an indication of a dense database.
Implementation and experimental results
We developed a prototype, called BoolLoader to load transactional datasets. It has been developed in C and it uses ADDs as the main data structure for representing datasets and shared BDDs [10] to optimize memory. Our implementation relies on the CUDD 3 library. This free library can manage BDDs with a number of nodes up to 2 28 , i.e., more than 250 million nodes! The nodes have a size of 16 bytes, one of the smallest sizes of the existing libraries. The maximal number of variables managed by CUDD is equal to 2 16 , i.e., 65 536 variables. The aim of the experiments is twofold : first, to test whether that data structure is suitable for loading transactional datasets, second, to study the sparseness coefficient introduced in Section 5 as an estimation of the density of the database. Experiments have been performed on a PC Pentium 4, 2.66 GHz processor with 512 Mb of main memory, running under Linux Mandrake 9.2. We have tested BoolLoader on real and artificial datasets ( Table 2 . Experimental results on real and artificial datasets. For artificial ones, T denotes the average items per transaction, I the average length of maximal patterns and D the number of transactions. When I is close to T, i.e. when the dataset is dense, BoolLoader is more efficient than when I is smaller than T. All the given times include both system and user time.
BoolLoader on some known benchmarks [12] : Mushroom, Chess, Connect, Pumsb.
With our current implementation, we can handle databases of about
where D is the number of transactions and N the number of items.
Some datasets, such as Pumsb, seem to be intractable by BoolLoader. We have studied the evolution of the number of nodes according to the number of already processed transactions ( Figure 5 ) and we have noticed a quite linear relationship between these two dimensions, except for mushroom. Concerning mushroom, we observe in Figure  5 that this dataset shows a particular evolution during the loading process. In fact, in mushroom, maximal itemsets are long (about 22 items [7] ) which is quite the average length of a transaction. This means that in the corresponding BDD, many paths are shared and this explains the few number of nodes and the very low value of the sparseness coefficient of that dataset.
On the other hand, mushroom, connect and chess are known to be dense (with long maximal itemsets) and their spareseness coefficient is less than 10% whereas sparse synthetic datasets, such as T10I4D10KN1000, have high coefficient. In order to study the link between sparseness and our coefficient, we have generated several artificial datasets. Our study ( Figure 5) shows that artificial databases do not behave as real databases (they are too smooth); this point has already been pointed out in [22] . 
Conclusion and Future Works
In this paper we present BoolLoader, a tool for representing a transactional database by a BDD. Our aim when designing that tool was to investigate the use of such a data structure for data mining. For the time being, we have studied the feasability of that representation: it seems to be well suited for some databases but we have also given limits of that approach in terms of the number of items and the number of transactions. In our experiments no preprocessing has been done on the datasets. It could be interesting to find a "good ordering" of the variables to build a more condensed BDD, but it is known to be a NP-complete problem [11, 19] and heuristics have to be found. Beyond this study, we believe that BoolLoader and the Sparseness Coefficient that we have introduced could be an interesting estimator of the density of the database. Moreover, we have shown in [14] how to mine maximal frequent itemsets in datasets represented by a BDD. In the future, we would like to study other strategies for building a BDD from a transactional database but also to design clever algorithms to mine such data structure.
