Nitrous oxide (N 2 O) emissions from inland waters remain a major source of uncertainty in global greenhouse gas budgets. N 2 O emissions are typically estimated using emission factors (EFs), defined as the proportion of the terrestrial nitrogen (N) load to a water body that is emitted as N 2 O to the atmosphere. The Intergovernmental Panel on Climate Change (IPCC) has proposed EFs of 0.25% and 0.75%, though studies have suggested that both these values are either too high or too low. In this work, we develop a mechanistic modeling approach to explicitly predict N 2 O production and emissions via nitrification and denitrification in rivers, reservoirs and estuaries. In particular, we introduce a water residence time dependence, which kinetically limits the extent of denitrification and nitrification in water bodies. We revise existing spatially represents the major pathway of N 2 O production in river systems, whereas nitrification dominates production in reservoirs and estuaries.
a water body that is emitted as N 2 O to the atmosphere. The Intergovernmental Panel on Climate Change (IPCC) has proposed EFs of 0.25% and 0.75%, though studies have suggested that both these values are either too high or too low. In this work, we develop a mechanistic modeling approach to explicitly predict N 2 O production and emissions via nitrification and denitrification in rivers, reservoirs and estuaries. In particular, we introduce a water residence time dependence, which kinetically limits the extent of denitrification and nitrification in water bodies. We revise existing spatially explicit estimates of N loads to inland waters to predict both lumped watershed and half-degree grid cell emissions and EFs worldwide, as well as the proportions of these emissions that originate from denitrification and nitrification. We estimate global inland water N 2 O emissions of 10. 6-19.8 Gmol N year −1 (148-277 Gg N year −1 ), with reservoirs producing most N 2 O per unit area. Our results indicate that IPCC EFs are likely overestimated by up to an order of magnitude, and that achieving the magnitude of the IPCC's EFs is kinetically improbable in most river systems. Denitrification represents the major pathway of N 2 O production in river systems, whereas nitrification dominates production in reservoirs and estuaries.
| INTRODUCTION
Nitrous oxide (N 2 O) is an ozone-depleting greenhouse gas (GHG), considered to be the third most important GHG contributing to radiative forcing and global climate change (Neubauer & Megonigal, 2015; Ravishankara, Daniel, & Portmann, 2009; Syakila & Kroeze, 2011) . Most N 2 O is produced by microbial processes such as nitrification and denitrification in terrestrial and aquatic systems, including rivers, estuaries, coastal seas and the open ocean (Freing, Wallace, & Bange, 2012) . The production of N 2 O shows large spatial and temporal variability and emission estimates for aquatic systems are uncertain. In particular, emissions from rivers, estuaries and continental shelves have been the subject of debate for many years (De Klein et al., 2006; . The 5th IPCC Assessment Report (Ciais et al., 2013) proposed that, together, rivers, estuaries and coastal zones emit 0.6 Tg N (N 2 O) year −1 (based on IPCC's 2006 guidelines, Kroeze, Dumont, & Seitzinger, 2010; Syakila & Kroeze, 2011) . This corresponds to about 3% of all N 2 O emissions and about one third of IPCC's previous estimate of 1.7 Tg N year −1 in the 4th Assessment Report for the same systems. Several studies have highlighted that emissions from rivers might be underestimated (Beaulieu et al., 2011) or significantly overestimated (Hu, Chen, & Dahlgren, 2016; Macdonald, Nadelko, Chang, Glover, & Warneke, 2016) in the IPCC assessments (Table 1) . A recent review of estuarine emissions (Murray, Erler, & Eyre, 2015) also suggested that these aquatic systems could emit about three times more N 2 O (0.31 Tg N year extents of water bodies. This methodology has been followed by Deemer et al. (2016) for reservoirs and by Bange (2006) , Law, Rees, and Owens (1992) , Robinson, Nedwell, Harrison, and Ogilvie (1998) , de
Wilde and de Bie (2000) and Murray et al. (2015) for estuaries. To our knowledge, this approach has never been applied to estimate river N 2 O emissions globally. The most recent global N 2 O budgets rely on 58 local measurements in reservoirs (Deemer et al., 2016) and 74 local measurements in estuarine environments (Murray et al., 2015) including open waters, mangroves, intertidal sediments, salt marshes and seagrasses. According to Murray et al. (2015) , about 75% of the estuarine N 2 O evasion originates from open water bodies, that is, the portion of estuaries flooded throughout the entire tidal cycle. In addition to the uncertainties associated with using a limited pool of data to generate global estimates, uncertainties arise from the highly skewed spatial distributions of the local datasets, which are focused in industrialized countries, and from the uncertainties associated with the estimated areal extents of different types of water bodies (Dürr et al., 2011; Laruelle et al., 2013; Lehner et al., 2011) .
The second approach for estimating large-scale N 2 O emissions relies on semi-empirical models, in which N 2 O emission rates are calculated as the product of an emission factor (EF) and estimates of N loading to water bodies. However, both N load estimates and EFs are subject to large uncertainties. In particular, EFs (generally defined as the fraction of N load to the water body that is emitted as N 2 O-N) vary by more than one order of magnitude, with reported values ranging from 0.17% to 5.6% (Beaulieu et al., 2011; Hu et al., 2016; . Several studies argue that the current default IPCC EF used to estimate worldwide emissions (0.25%) may be either overestimated (Clough, Buckthought, Casciotti, Kelliher, & Jones, 2011; Clough, Buckthought, Kelliher, & Sherlock, 2007; Kroeze et al., 2010) or underestimated (Beaulieu et al., 2011; Yu et al., 2013) . Much of the disagreement arises from local values differing substantially from IPCC's default EF values, due to factors such as intense urbanization (where there may be disproportionately high emissions, e.g., Yu et al., 2013) or diurnal variability (where instream concentrations decrease at night, indicating that the majority of studies that sample during the day may overestimate emissions e.g., Clough et al., 2007) . Kroeze et al. (2010) further discuss the uncertainty associated with whether the EF is taken with regard to total N (TN) or dissolved inorganic N (DIN) loads to the water body (Table 1) , as TN includes refractory N species while DIN excludes other bioavailable species. Inconsistencies in assumptions and methodologies such as these confound our ability to make direct comparisons between literature estimations.
Model-derived estimates of global N 2 O evasion require inclusion of natural as well as anthropogenic N loadings, of which the anthropogenic loadings are dominant in most river systems (Seitzinger, Kroeze, & Styles, 2000) . For rivers, loadings have been constrained using the IPCC methodology (Mosier et al., 1998) , which assumes that the only TN sources are from global synthetic fertilizer use and N excreted by livestock, with 30% lost to leaching and surface runoff. The Global Nutrients in Watersheds (NEWS) model (Dumont, Harrison, Kroeze, Bakker, & Seitzinger, 2005; Mayorga et al., 2010) computes DIN and TN loadings according to empirical relationships between loading and an array of controlling factors including biophysical watershed characteristics, population density, socioeconomics, land cover and land use and climatic conditions. Discrepancies in N 2 O evasion between studies can partly be explained by different N load estimates (Table 1) . For estuaries, only the NEWS model approach has been used, with the inputs derived from the NEWS loads delivered to coastal zones Seitzinger, Harrison, Dumont, Beusen, & Bouwman, 2005) .
All model studies scale the global N 2 O emissions to the N loads, either considering only DIN (Beaulieu et al., 2011; Hu et al., 2016; , or including dissolved inorganic, organic and particulate N forms (DIN +DON + PN =TN) together (Mosier et al., 1998; Syakila & Kroeze, 2011) . This upscaling can either be done directly by applying an EF to the N load following the IPCC methodology of Mosier et al. (1998) , or via an intermediate step where N loads are first used to constrain global denitrification and nitrification rates and, next, N 2 O emissions are assumed to be fixed fractions of these N transformation pathways. Nevertheless, the second approach is somewhat equivalent to the first because all studies have so far assumed that the N lost via denitrification and the N oxidized via nitrification are themselves fixed fractions of TN or DIN loadings (Beaulieu et al., 2011; .
By far, most of the differences in model-derived estimates result from the choice of prescribed fractions of N loads which are lost in the form of N 2 O, either via the direct approach or via the intermediate step of estimated denitrification-nitrification rates. With the notable exception of the recent study by Hu et al. (2016) , all studies have applied EFs and fractions determined from a very limited number of observations, and their values have thus been subject to intense debate in past decades. Interestingly, the proposed EF of Hu et al. (2016) , based on a meta-analysis of 169 N 2 O flux observations covering a wide range of rivers, is significantly lower (0.17%) than previously applied values. Similarly, the fraction of N that is oxidized via nitrification has been traditionally scaled to denitrification rates, but the scaling factor has varied between 1 and 2 among various studies Seitzinger et al., 2000) .
All models applied thus far have relied on simple semi-empirical approaches. As pointed out by Ivens, Tysmans, Kroeze, Löhr, and Wijnen (2011) , alternative approaches that better account for spatial variability and model uncertainties should be developed. More specifically, developing a global-scale mechanistic model that represents both N cycling and transport rates in a spatially and dynamically explicit way remains a critical priority. Such a mechanistic model should include representations of nitrification, denitrification and N assimilation rates, as well as N 2 O inputs from land and N 2 O production and transport along the river system (Ivens et al., 2011 ). This objective is particularly timely because Beaulieu et al. In a first step in this direction, we have developed the first integrated model of global N 2 O emissions along the entire land-ocean aquatic continuum (LOAC). We focus our study on open waters, T A B L E 1 Literature survey of all published global estimates for N 2 O emissions for rivers, reservoirs and estuaries. The table provides the source of the N loads used for the calculations, its value (and under which form, that is, Total N-TN, Total Dissolved N-TDN, or Dissolved Inorganic N-DIN) , the N 2 O emission factor, the global N 2 O emissions and an estimate of the corresponding emission rate per surface area. The latter are calculated using published estimates of the surface areas of rivers (Downing et al., 2012) , reservoirs (Lehner et al., 2011) and estuaries (Dürr et al., 2011) Based on mean flux density from 58 measurements, multiplied by reservoir surface area (GranD, Lehner et al., 2011) .
h IPCC default EF5-r (0.25%) was used for low case and 2.5% was assumed as the high case based onSeitzinger and . i Based on mean flux density from 56 measurements, multiplied by estuarine and tidal surface areas (average of Dürr et al., 2011; Woodwell, Rich, & Hall, 1973 
| MATERIALS AND METHODS

| Overview
A mechanistic mass balance model was developed to represent generalized stream, reservoir and estuarine N fluxes and transformations ( Figure 1 ). The model development followed an approach similar to that used for phosphorus (P) (Maavara et al., 2015) , organic carbon (OC) (Maavara, Lauerwald, Regnier, & Van Cappellen, 2017) and N The N 2 O model was coupled to OC and P models of (Maavara et al., 2017 (Maavara et al., , 2015 in order to represent P-and OC-dependencies into processes such a primary productivity and N fixation.
A Monte Carlo analysis of the model was performed, in which parameters were randomly selected from the pre-assigned PDFs. EF to all water bodies, the use of water residence time as independent variable explicitly adjusts for the extent of N 2 O production and emission that is kinetically possible within the timeframe available in a given water body. In the following sections, we describe the modeling steps and parameter constraints in detail.
| Emission factors: terminology
Emission factors (EFs) have variable definitions throughout the literature. In this study, we utilize a variety of these literature definitions in addition to our own to develop a suite of scenarios based on a variety of assumptions related to N 2 O emissions. Henceforth, the following EF definitions apply: (6) where N 
| Mechanistic modeling approach
The N pools in the model were nitrate ( Nitrification in rivers, reservoirs and estuaries was fitted to the following equation:
where Fix is the fixation flux in mol/year, calculated using Equations S6 and S7. Denitrification was similarly fitted to:
Nitrif and Denit were multiplied by EF(b) denit = EF(c) nitrif = 0.9% for each river, reservoir and estuary worldwide, where we assumed that EF(b) denit = EF(a) denit and EF(c) nitrif = EF(a) nitrif .
In the second scenario (Default Scenario 2, or DS2), we explicitly included N 2 O as a pool in the model (Figure 1 ), with Equation (7) representing the input to the N 2 O pool. To account for consumption of N 2 O produced via denitrification in water bodies with long residence times (τ r ), we computed the inverse of Equation (9) and multiplied it by an average value of EF(c) denit of 0.9% ( Figure S6 ). The resulting emission factor associated with denitrification was therefore: for shorter times scales, more sophisticated kinetics-based approaches may be more appropriate, e.g., Lauerwald et al., 2017) .
A second Monte Carlo simulation was run for DS2, and from the output, we fitted a single equation for the total N 2 O emissions in rivers, reservoirs and estuaries:
where a = 0.002277 and b = 1.63 (R 2 = 0.11, Figure S1a ). Though the literature is divided on whether emissions should be normalized
to the TN or DIN load, we chose to normalize our estimates of N 2 O emissions and denitrification to TN because this yielded better fits of the entire set of equations to the Monte Carlo data than using DIN. The fraction of the total N 2 O produced in the water body originating from denitrification was fitted to a Gaussian function:
where c = 0.7789, d = −1.366 and e = 2.751 (R 2 = 0.66, Figure S1b ).
Equation (13) was multiplied by Equation (14) to obtain the N 2 O evasion from denitrification. Evasion from nitrification was then calculated as the difference between total evasion and that associated with denitrification.
| Application to global river network
To calculate the cascading loads of TN delivered to each water body along the river-reservoir-estuary continuum, we spatially routed reservoirs from the Global Reservoirs and Dams (GRanD) database (Lehner et al, 2011) , with river networks from Hydrosheds 15s (Leh- (Schulze, Hunger, & Döll, 2005) .
For reservoirs, the residence time was calculated using the representative storage capacity (volume) divided by the annual discharge reported in GRanD (Lehner et al., 2011) . Amazon, Ganges, Zaire…) was thus assumed to be negligible (Dürr et al., 2011; Laruelle et al., 2013) . The remaining estuarine systems with no τ r estimate were assigned type-specific median residence times for four different geomorphological classes of estuaries (Laruelle et al., 2013) . These median residence times were derived from the compiled database and were equal to 0.08, 0.27, 0.78 and 10.2 years for deltas, tidally dominated estuaries, lagoons and fjords, respectively. F k,in,undammed (mol/year), were then calculated as:
where Y k is the yield for that watershed area (mol km −2 year −1 ) and W k;undammed is the undammed catchment area lying directly upstream of the dam (see Section S2).
N inputs along the aquatic continuum via N fixation were calculated using Equations S6 and S7. Losses via denitrification were computed with Equation (9), while burial in reservoirs was calculated using the following equation fitted to the results of the Monte Carlo simulations:
The global equation derived in Maavara et al. (2015) was used to estimate the corresponding burial fluxes of TP. Reduction of the N load by denitrification and addition via N fixation were calculated for main stem river reaches transporting N downstream from a dam, yielding an "effective" load to the next downstream reservoir or receiving estuary. N burial in river systems, which primarily takes place in adjacent floodplains, occurs via a different mechanism than reservoirs and we therefore did not generate river residence timedependent retention equations or attempted to estimate this process (Aufdenkampe et al., 2011) .
The net nutrient loads delivered to a given dam or estuary can be summarized as:
where F k,in is the flux into the reservoir or estuary k; ∑ Table 2 .
To analyze the global spatial patterns in N 2 O emissions, we mapped the combined emissions from rivers, reservoirs and estuaries obtained for DS1 and DS2 at 0.5°resolution. In addition, we plotted the N inputs to the river network and the related N 2 O emission factors (EF(d)) at the same resolution. A complete description of the method used to perform these calculations can be found in Section S3.
| Scenario-based uncertainty analysis
In addition to the N 2 O emission estimates made in DS1 and DS2, we predicted N 2 O emissions according to three supplementary scenarios (UQ1-3, Table 2 ), which helped to contextualize the existing, often contradictory, observations in the literature. UQ1-3 incorporate various EFs and assumptions reported in the literature and, hence, provide insights into the uncertainty associated with the predicted N 2 O emissions.
In UQ1 and UQ2, we followed the same assumptions as DS1, but set EF(b) nitrif = EF(c) denit at 3% and 0.3%, respectively, based on Seitzinger and Kroeze (1998) . In these scenarios, the transformation of N 2 O to N 2 was not explicitly computed; instead, the EFs were assumed to represent net production, that is, all N 2 O produced in the water body was assumed to be emitted to the atmosphere. In The Monte Carlo analysis was repeated for UQ3, generating an additional set of 6,000 hypothetical observations from which relationships relating N 2 O emissions to water residence times and TN loads were extracted. Upscaling was performed using the same method as in DS2, whereby fitting of the results of the Monte Carlo analysis to Equations (13) and (14) 
| RESULTS
| Nitrogen input to rivers
According to our re-distributed estimates of allochthonous N inputs to Our low denitrification estimate in river systems can partly be explained by the exclusion of denitrification occurring in groundwater and riparian zones (Laursen & Seitzinger, 2002; Marzadri, Dee, Tonina, Bellin, & Tank, 2017; Saunders & Kalff, 2001) in our modeling approach. Our results predict that the maximum proportion of TN delivered to river reaches that is lost via denitrification is 18%. In existing studies, watershed-scale denitrification losses have been suggested to be as high as 65% using empirical relationships from regional datasets (McCrackin, Harrison, & Compton, 2014; Seitzinger et al., 2002) . However, these studies include the effects of reservoirs in basin-wide budgets, which increases the contribution of denitrification substantially. Indeed, when we account for riverine plus reservoir denitrification, up to 57% of the TN load to river basins is removed via denitrification (with a few exceptions in watersheds with extremely high N fixation), which is in good agreement with the 65% loss cited above. Overall, our results highlight that for most river networks worldwide, N loss via denitrification along undammed river stretches rarely exceeds a few percent, due to their short residence times (median = 1.2 days and mean = 4 days; Figure 5 ).
Denitrification rates reported for individual reservoirs vary from 0.01 to 108 g N m −2 year −1 (David, Wall, Royer, & Tank, 2006; Grantz, Kogo, & Scott, 2012; Han, Lu, Burger, Joshi, & Zhang, 2014; Koszelnik, Tomaszek, & Gruca-Rokosz, 2007) . Local studies have
shown that denitrification usually accounts for between 4% and 58% of the elimination of TN in supplied to reservoirs (David et al., 2006; Garnier, Leporcq, Sanchez, & Philippon, 1999; Koszelnik et al., 2007; Kunz et al., 2011) . Globally, only Seitzinger et al. (2006) , an order of magnitude larger than our estimates.
Published estimates of the denitrification efficiency (in % N loss) in estuaries vary between 10% and 75% of TN in (An & Joye, 2001; Eyre, Ferguson, Webb, Maher, & Oakes, 2011; Eyre, Maher, & Sanders, 2016; Nixon et al., 1996; Seitzinger, 1987; Smyth et al., 2013) .
However, most systems displaying very high denitrification efficiencies are tropical shallow oligotrophic systems with extensive sea grass coverage (Eyre et al., 2016; Smyth et al., 2013) , which are not representative of the global coastline (Dürr et al., 2011) . The bulk of the remaining estimates falls in the 10%-50% range, which is consistent with our results where estuarine systems characterized by short residence times of several days like small deltas only denitrify a few percent of TN in , while systems such as fjords with residence times of several years denitrify up to 38% of TN in . Our results are also in line with the study of Volta, Laruelle, Arndt, and Regnier (2016) who used a generic, physically based estuarine modeling approach spanning a wide range of estuarine geometries; these authors report mean N losses via denitrification in the range 15%-25%.
| Global N 2 O emissions from inland waters
Our results indicate that the IPCC EF(d) values for rivers and estuaries of 0.25% for denitrification only and 0.75% for denitrification plus nitrification (Mosier et al., 1998) , or 0.25% for both processes (Ciais et al., 2013) , are likely over-estimated. The arithmetically averaged ) emitted worldwide (Ciais et al., 2013) . Furthermore, our revised NEWS estimates predict that 1.14 × 10 3 Gmol/year (15.9 Tg N year
) of the total dissolved N (TDN) load to watersheds is anthropogenic in origin, which corresponds to 52% of the TDN load (note: we cannot estimate the proportion of the PN load that is anthropogenic in origin using the NEWS model approach, because enhanced erosion of PN from anthropogenic drivers such as deforestation are not accounted for). We can therefore estimate that 2.6-9.9 Gmol/year additional N 2 O-N is evaded from rivers and estuaries due to enhanced anthropogenic loading to watersheds (this range assumes that either all or none of the 14.3 Tg N year −1 PN load is anthropogenic in origin), which is at least fivefold lower than Beaulieu et al. 
| 481
We consider all emissions from reservoirs to be anthropogenic. (a) DS1
Amazon (1127) Nile (646) Ganges (633) St. Lawrence (616) Mississippi (430) Yangtze (367) Zambezi (353) Paraná (336) Congo (304) Gamtoos (320 Amazon (759) Ganges (628) Yangtze (403) Nile (351) Paraná (315) Mississippi (313) Congo (273) St. Lawrence (266) Zambezi (178) Volga ( Figure S6 ), which is why in rivers, which have low residence times, both N 2 O production pathways contribute about the same to the global riverine emissions, compared to rivers and estuaries, where nitrification is the dominant pathway (Table 2) .
A discussion of the mechanisms driving spatially explicit N 2 O emissions, and worldwide hotspots, can be found in Section S4.
| Evaluating literature observations
In this section, we first compare our model results with published global-scale N 2 O emission estimates for reservoirs and estuaries obtained by scaling up local measurements. We then move on to rivers where previous estimates have all relied on semi-empirical modeling approaches. Additional discussion related to uncertainties in existing literature and field-based studies needed to improve global estimates can be found in Section S5.
| Reservoirs and estuaries
Using a bottom-up approach (n = 58), Deemer et al. (2016) ) (Kroeze et al., , 2010 Seitzinger et al., 2000) .
| Rivers
Published estimates of riverine N 2 O emissions show the greatest variability of all the water body types considered (Table 1) ). All existing river emission estimates rely on semi-empirical modeling approaches, and thus, the differences are entirely dependent on the predicted loads to rivers, the EF values used and, perhaps most importantly, the assumptions made. For all estimates except one, one of the following sets of assumptions applies:
1. EF(d) = 3% or 0.3%; all of the N load to the river system is nitrified once and half the N load is denitrified once, that is, EF(a) nitrif = 2 EF(a) denit = EF(d) (as in Kroeze et al., 2005; Seitzinger et al., 2000) ; 2. EF(a) denit = 0.25% and EF(a) nitrif = 0.50%, with EF(a) denit + EF(a) nitrif = 0.75% = EF(d) (as in Beaulieu et al., 2011; Mosier et al., 1998) , or (ii) EF(d) = EF(a) denit = EF(a) nitrif = 0.25% (as in Ciais et al., 2013; De Klein et al., 2006; Kroeze et al., 2010) .
These values also constitute the IPCC guidelines.
Both of these sets of assumptions, however, fail to consider the kinetic limitations imposed by the short water residence times characteristic of most rivers. In our model scenarios, we apply the same EF ( ). Thus, even with a load to rivers that is less than half that in UQ1 and UQ2, Seitzinger and Kroeze's riverine N 2 O emissions far exceed our estimates. We suggest that the assumed denitrification efficiency in Seitzinger and Kroeze (1998) , namely that half the N load to rivers is denitrified, is a severe over-estimation and not attainable for the short residence times in these systems.
According to our results, on average only 0.22% of TN in is denitrified in undammed river segments while, globally, denitrification in rivers eliminates 1.4% of the total TN in load to watersheds. The large discrepancy is in part explained by the implicit inclusion of higher residence time water bodies such as reservoirs in the older estimates.
However, even when we include reservoirs in our calculations only and GL was supported by Labex L-IPSL, which is funded by ANR
