This paper illustrates a Universal Software Radio Peripheral (USRP)-based real-time testbed that is able to evaluate different spectrum management solutions that exploit the Cognitive Radio (CR) paradigm. The main objective of this testbed is to provide an accurate and realistic platform by which the performance of innovative spectrum management solutions for a wide set of scenarios and use cases in the context of Opportunistic Networks (ONs) and Cognitive Radio Networks (CRNs) can be entirely validated and assessed before their implementation in real systems. Real-time platforms are essential to carry out significant studies and to accurately assess the performance of innovative solutions before their implementation in the real world. This work provides a comprehensive description of the testbed, highlighting many interesting implementation details and illustrating its applicability for different studies that rely on the CR paradigm. Then, a particular application in a realistic Digital Home (DH) scenario is also illustrated, which allows demonstrating the effectiveness of the real-time testbed and assessing its practicality in terms of user-perceived end-to-end Quality of Experience (QoE) in a realistic environment.
Introduction
The Cognitive Radio (CR) paradigm has been considered as an innovative solution to mitigate the spectrum scarcity problem by enabling Dynamic Spectrum Access (DSA), designed to conciliate the existing conflicts between the ever-increasing spectrum demand growth and the currently inefficient spectrum utilization [1, 2] . The basic idea of DSA is to provide proper solutions that allow sharing the radio spectrum among several radio communication systems for the sake of optimizing the overall spectrum utilization.
With the advent of CR as a key enabler of DSA, several papers proclaimed the need for Cognitive Radio Networks (CRNs), which allow a wireless communication system based on the so-called cognitive cycle that enables observing the environment, acting and learning to optimize its performance. For instance, in [3, 4] , a CRN is defined as a wireless network with the capabilities of radio environment awareness, autonomous decision-making, adaptive reconfiguration of its infrastructure and intelligent learning from experience of a continuously changing environment to solve the challenges of efficient spectrum management and high-quality end-to-end performance.
Furthermore, several papers have illustrated the expected benefits of developing cognitive management functionalities, which support CRNs in exploiting the mentioned CR capabilities in many specific scenarios [3] [4] [5] . For instance, in [5] , a cognitive management framework is illustrated to carry out an autonomous optimization of resource usage in next-generation home networks. The proposed framework is able to autonomously improve the performance of network nodes in a dynamic environment according to the aims, restrictions and policy regulations formulated by network stakeholders. In [6] , cognitive management functionalities are proposed to improve the efficiency of medical applications, and a novel cognitive architecture defined as Co-health is designed to exploit available knowledge and previous experience to support electronic healthcare, especially in emergency situations. In [7] , the authors propose considering cognitive management systems for provisioning efficient applications in the Future Internet (FI). The main objective of the FI is to provide new and emerging applications through a wide range of Internet-enabled devices. Specifically, the solution proposed in [7] is based on the Opportunistic Networks (ONs) defined as extended infrastructures, temporarily created to serve specific regions providing application needs, which follow the policies dictated by the operator. Because of the temporary nature of the ONs and the highly dynamic nature of the environment, including traffic and application issues, as well as the need to identify radio resource opportunities, solutions incorporating the autonomous decision-making and reconfigurability
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JID: COMCOM [m5G; December 10, 2015; 13:46] mechanisms provided by a cognitive management system are deemed essential. On the other hand, several research works have promoted the usage of specific analytical tools to assist in cognitive management functionalities for spectrum management by exploiting different forms of cognition of the radio environment. Some examples of the most popular criteria of cognition considered in the literature are reinforcement learning [8, 9] , Partially Observable Markov Decision Processes (POMDPs) [10] [11] [12] , fuzzy logic tools [13] and game theory solutions [14, 15] .
These proposals have been demonstrated to efficiently support spectrum management in different scenarios and use cases. However, the introduction of advanced cognitive management functionalities relying on some form of cognitive support to assist the spectrum management decision-making process has also arisen in the literature. This is the case for instance of the Functional Architecture (FA) proposed in [16] by the European Telecommunications Standardization Institute (ETSI) for Reconfigurable Radio Systems (RRSs) and its later extension for ONs [17] . In this context, in [18] , a generic cognitive management FA for assisting the spectrum management decisionmaking process has been proposed based on the fittingness factor concept defined in [19] . In detail, this architecture integrates the fittingness factor to track the suitability of spectral resources to support a set of heterogeneous services subject to unknown changes in interference conditions. Spectrum management policies supported by cognitive management functionalities proposed in the literature frequently rely on analytical models and off-line system-level simulators. The employ of such tools is typical within the research and industrial communities and can be convenient for achieving preliminary performance results. However, to carry out appropriate and relevant studies and to properly evaluate the performance of innovative solutions before progressing to a prototype or full-scale deployment, assessment on realistic platforms is crucial as a step towards implementation in real systems. In this context, real-time platforms enable the emulation of realistic scenarios to test algorithms, applications, protocols and policies under realistic conditions and represent a powerful tool for assessing the Quality of Experience (QoE) of end-users that could not be obtained through off-line simulations, as well as the Quality of Service (QoS).
Guided by this motivation, this paper provides a comprehensive description of a real-time testbed based on reconfigurable Universal Software Radio Peripheral (USRP) devices that can transmit/receive in different dynamically configured frequencies. This testbed has been envisaged, implemented and validated for the evaluation of a cognitive management functional architecture inspired from [16] [17] [18] in a real environment. In detail, this solution provides a framework to assess innovative spectrum management strategies exploiting the CR paradigm that have applicability in a wide set of scenarios and use cases. The functionalities of this architecture have already allowed achieving satisfactory results as published in referenced papers [20] [21] [22] [23] ; notwithstanding, these publications either provide a general overview or address particular testbed issues and capabilities, and they do not provide an overall or exhaustive vision of the presented platform. Then, the aim of this work is twofold: (i) to provide a very detailed description of the whole developed platform, its entire potential and its applicability, with a holistic vision and discussion of the testbed, and demonstrate how it can be useful in a wide range of studies and scenarios; and (ii) to illustrate a particular application in a realistic Digital Home (DH) scenario to assess the practicability of the platform in terms of user-perceived end-to-end QoE, also in a realistic environment.
The rest of the paper is organized as follows. Section 2 provides a review of previous related works. On the one hand, the analysis of the state of the art in terms of spectrum management solutions in CRNs is presented; on the other hand, this section illustrates several CR platforms found in the literature and describes the motivation for carrying out the new testbed presented in this paper. Section 3 discusses the applicability of the testbed, providing a general description of the previous works from authors whose results have been achieved through the platform in a broad set of scenarios and use cases. Then, Section 4 provides a holistic overview of the testbed architecture, including details about the implementation, the designed functionalities and their applicability. In Section 5, a detailed DH entertainment application carried out through the testbed is illustrated to assess the capabilities of the emulation platform also in a realistic scenario. Finally, Section 6 provides concluding remarks.
Related works and motivations
Spectrum management solutions in CRNs are responsible for proper utilization of the radio resources, and they are decisive to allow spectrum sharing among different radio systems, guaranteeing QoS requirements for different service classes without causing any interference. Hence, spectrum management functionalities are an interesting topic of research for different studies in the context of CRNs. For instance, in [24] , the authors analyse different wideband spectrum sensing policies for CRNs, discussing the advantages and disadvantages of each solution. The research work developed in [25] proposes a game theoretic framework for joint spectrum sensing and spectrum access by considering the mutual influence between sensing and access for unlicensed users or Secondary Users (SUs) in two different scenarios: a synchronous scenario where the primary network is slotted, and an asynchronous scenario characterized by a non-slotted network. In [26] , a cooperative channel state learning method based on a Bayesian learning rule for multi-channel sensing in different scenarios of the SUs is proposed. In [27] , the authors focus their attention on a hierarchical DSA model to open the licensed spectrum to SUs while limiting the interference perceived by licensed ones or Primary Users (PUs). In particular, the basic components of this work include spectrum opportunity identification, spectrum opportunity exploitation, and a regulatory policy. The studies carried out in [28] and [29] propose strategies where SUs listen to feedback parameters that allow achieving information on the licensed spectrum channels. In detail, [28] focuses on an opportunistic spectrum sharing scheme where SUs can co-exist with the PUs; precisely, they can achieve feedback of licensed channel quality information that allows defining transmission parameters, such as the optimal transmit power and the transmission rate. Then, SUs can consider such information to enable the maximization of their own throughput. James et al. [29] propose a transmission scheme for SUs co-existing with a primary system based on the Automatic Repeat reQuest (ARQ) policy. Based on the ACK (positive acknowledge) or the NACK (negative acknowledge) message from the PU, this scheme exploits several probing time slots to achieve a general overview on the primary channel condition and operate accordingly with suitable transmission modes. In [30] , the authors introduce a DSA algorithm for the SUs that do not know the interference behaviour of the PUs. Then, this paper analyses the SUs' behaviour in the licensed channel, demonstrating that it represents a renewal process. Finally, through the Renewal Theory [31] , the authors perform an in-depth study of the interference provoked by the SUs.
Several research works rely on POMDPs that combine partial observations of the radio environment at specific periods of time with a statistical characterization of the system dynamics. In this direction, [10] proposes opportunistic spectrum access approaches to channels that can be either busy or idle, assuming a single SU. In [11, 12] , the use of a POMDP for spectrum selection in CRNs is proposed; moreover, these studies do not rely only on binary (i.e., idle/busy) measurements but instead consider a generalization in which the temporal variation of each available channel is able to capture different degrees of interference. Furthermore, different decision-making December 10, 2015; 13:46] criteria for spectrum selection that can be found in the literature rely on databases that record historical information about the occupation of the different channels [32, 33] . This type of information can be used to build predictive models on spectrum availability, as in [33] . In [34] , an adaptive spectrum decision framework is presented, taking into account different types of applications, while in [35] , a radio resource management method using both long-and short-term historical information is analysed.
In [36] , the authors firstly note the necessity of strengthening noncooperative solutions in the context of the CR in terms of energy efficiency; then, they provide an in-depth study of energy-efficient spectrum sensing, spectrum sharing and deployment of CRN strategies from, respectively, micro, meso and macro perspectives. In [18] , an FA for assisting the spectrum management decision-making process is proposed. In detail, it implements a framework that allows managing the most relevant knowledge stored in a specific database characterizing the radio environment and then assisting the spectrum management decision-making process accordingly.
From the analysis of the state of the art, it clearly emerges that there exists an important number of active research studies on spectrum management for CRNs, including spectrum sensing and spectrum sharing from the physical layer to the network one, with the aim of strengthening the use of the precious radio resources. Motivated by this consideration, the testbed presented in this paper has been designed, implemented and validated to provide a real-time platform on which to develop and assess innovative solutions for spectrum management in CRNs in a realistic environment. The versatile tool described in this work is a suitable and powerful platform for emulating spectrum sensing, spectrum opportunity identification and decisionmaking spectrum selection solutions in a broad variety of scenarios and use cases.
However, in the domain of CR research, several innovative emulation tools and real-time testbeds have already been proposed in the past to provide spectrum management solutions. For instance, in [36] , the authors considered a testbed based on IEEE 802.15.4/ZigBee radios to implement an experiment demonstrating the power consumption of spectrum-sensing solutions based on energy detection. Then, they analysed the importance of appropriately developing spectrum-sensing solutions to reduce this power consumption.
In [37] , the authors propose an experimental testbed based on the Berkeley Emulation Engine 2 (BEE2) platform and a multi-Field Programmable Gate Array (FPGA) emulation engine. The BEE2 can connect up to 18 radio front-ends, which can be configured as PUs or SUs. The authors illustrate how it is possible to experiment different sensing policies and design several metrics and use cases, which enable the assessment of such sensing functionalities through this testbed.
Another valuable example of a real-time platform is the Iris software architecture, which has been specifically developed for building highly reconfigurable radio network testbeds based on intelligent observations that the radio makes about its surroundings [38] . Its primary research application is to enable a wide range of DSA and CR experiments. It is a General Purpose Processor (GPP)-based radio architecture and uses Extensible Markup Language (XML) documents to describe the radio structure. Iris includes many of the features required by several emerging CR standards, such as IEEE 802.22, which addresses the use of Very High Frequencies (VHFs) and Ultra High Frequencies (UHFs) TV band spectrum through a non-interfering basis to provide Wireless Regional Area Networks (WRANs) in areas of low population density, such as in rural areas.
The work proposed in [39] provides details of a distributed genetic algorithm based on a CR engine model for disaster communications and its development through a CR testbed relying on programmable radios. This platform exploits a Cognitive System Monitor (CSM) module, which allows adaptation of a programmable radio by classifying the observed channel and matching channel behaviour with operational goals. This module then sends these goals to a Wireless System Genetic Algorithm (WSGA) adaptive controller entity to evolve and optimize the radio operation. WSGA is then able to adjust several parameters, such as power, modulation and coding, to achieve the goals provided by the CSM.
The Virginia Tech CR Network (VT-CORNET) [40] is an open and highly reconfigurable testbed that allows the evaluation of independently developed CR engines, sensing techniques, applications, protocols, performance metrics, and algorithms in a real-world wireless environment. The current and planned testbed capabilities include 48 USRP2-based nodes spread over four floors of a building and equipped with a custom-made daughterboard spanning the frequency range from 100 MHz to 4 GHz.
The Open Access Research Testbed (ORBIT) project provides another flexible real-time wireless platform [41] . This project was started with the objective of developing a large-scale open-access wireless networking testbed available to the research community working on next-generation protocols, middleware and applications. The project was then extended to support operations and several key technical upgrades, including the introduction of Software Defined Radio (SDR) capabilities and CR networking experiments through 28 boards, including USRP and USRP2.
All the above-mentioned valid platforms, as well as the testbed presented in this paper, provide the following functionalities, which are essential in the implementation of CR networking solutions: (i) cognitive capability, i.e., the ability to capture information from the radio environment; (ii) and reconfigurability, which enables the receiver and the transmitter parameters to be dynamically programmed and modified according to the radio environment. Notwithstanding, the real-time platform developed to provide spectrum management solutions and illustrated in this paper has been designed with specific aims that would not have been achieved with the features of the above-mentioned platforms. In fact, all the solutions implemented through the testbed have been developed and implemented to allow a reliable statistical characterization of the radio environment and consequently an efficient utilization of the available spectrum resources. In detail, this testbed offers further tools that enable the strengthening of the cognitive capability by statistical patterns that characterize the activity of the different devices sharing the spectrum and improvement of the CRN reactivity to changes by additional learning and adaptability capabilities. To this aim, the proposed FA implemented through the testbed introduces a standalone knowledge management domain to store in a database and manage the most relevant knowledge regarding the realistic radio environment out of the decision-making domain. This domain separation enables the development of generic cognitive management functionalities independently from the decision-making process. Knowledge management functionalities that exploit real-time information achieved through awareness processes and stored in apposite databases and that support the decision-making can find applicability in a wide set of scenarios and use cases as demonstrated in the referred papers [20] [21] [22] [23] . Moreover, they provide satisfactory performance results in terms of QoS, QoE and reduction of the signalling, as will be widely explained throughout the next sections.
Available configurations
The testbed presented in this paper is a suitable platform for exploiting cognitive management functionalities in the context of spectrum management for many studies and use cases. In particular, the platform models a comprehensive CRN that can be easily configured to reflect a broad range of scenarios, providing researchers with a powerful tool for validating and optimizing their designs and algorithms before their implementation in real systems. In the following, different networks relying on the CR paradigm that have been envisaged and assessed through the testbed created by the authors are provided.
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Opportunistic Networks
The platform has been firstly considered to implement realistic ONs where innovative spectrum management solutions can be assessed and validated. ONs are defined as extended infrastructures, temporarily created to serve specific regions and providing application needs under certain circumstances. The lifecycle of an ON comprises the following phases [42] : (1) suitability determination, where the convenience of setting up a new ON is assessed according to the triggering situation, previous knowledge, policies, profiles, etc.; (2) creation, which includes the selection of the optimal, feasible configuration for the new ON (selection of the participant nodes, the spectrum and the routing pattern); (3) maintenance, which involves monitoring and controlling the QoS of the data flows involved in the ON and performing the appropriate corrective actions when needed; and (4) termination, when the motivations for the creation of the ON disappear or the ON can no longer provide the required QoS and, therefore, mechanisms should be provided to handle handovers and to keep applications alive if possible.
A common technical challenge in the ONs is proper management of the spectrum to be used for the transmission of data and control flows in any communication link in accordance with the requirements for this link depending on the applications to be supported. The spectrum management process can be divided into two differentiated steps. First, the spectrum opportunity identification is in charge of finding the set of possible frequency bands that are available for the link. Second, and based on the results of the previous step, the spectrum selection decides the most adequate band for the communication. Based on the FA proposed in [16] , an extension was proposed in [17] to address ON management by considering decisive entities for the management of the spectrum resources, as briefly described in the following.
The Dynamic Spectrum Management (DSM) entity provides management of the spectrum availability conditions and related constraints to guide the spectrum selection decision-making.
The Cognitive management Systems for Coordinating the Infrastructure (CSCI) is mainly responsible for the activities before an ON is created. It is the functional entity in charge of acquiring and processing the context to carry out the ON suitability determination phase that detects the situations where an ON may be useful and determines whether the right conditions are in place for creating an ON. The CSCI delegates the actual creation, maintenance and termination of a given ON to the associated Cognitive systems for Managing the Opportunistic Network (CMON) functional entity.
The CMON controls the lifecycle of the ON from creation to termination. This includes the execution of the creation procedures to enforce the design obtained from the CSCI, such as the assignment of the spectrum resources, the supervision of the ON during the maintenance phase, and the termination procedures.
The testbed illustrated in this paper provides a real-time platform that allows implementing a particularization of the FA proposed in [17] for ON creation and ON maintenance in a centralized manner [20, 21] . This FA is illustrated in Fig. 1 , and it enables emulation of the DSM, which provides the radio resource availability conditions through the spectrum opportunity identification procedure to guide the spectrum selection decision-making implemented in the CMON during the ON creation and ON maintenance phases. From the figure, it can be noticed that the decision-making entity in charge of the spectrum selection execution implemented in the CMON is supported by the following blocks: (i) the context awareness that provides constant feedback of the ON's experienced QoS to trigger reconfiguration or termination procedures in case of either a detriment of QoS or the loss of the resources; (ii) the control block that addresses the triggers of the execution of ON establishment, its reconfiguration and its termination; and (iii) the knowledge management block that interacts with the decision-making to enable better decisions in the future according to the statistical results learned from the radio environment.
These solutions have applicability in the possible scenarios and use cases defined in [43] , such as: (1) "opportunistic coverage extension," which describes a situation in which a device cannot connect to the operator's infrastructure due to lack of coverage or a mismatch in the radio access technologies; (2) "opportunistic capacity extension," which depicts a situation in which a device cannot access the operator infrastructure due to the congestion of the available resources at the serving access node; and (3) "infrastructure supported opportunistic ad-hoc networking," which considers the creation of a localized, infrastructureless ON among several devices for a specific purpose (peer-to-peer communications, home networking, locationbased services, etc.).
The most relevant contribution of [20, 21] is the implementation through the testbed of a centralized framework based on the FA proposed in [17] , providing new solutions for spectrum opportunity identification and spectrum selection and their validation in a realistic environment. The results have firstly validated the implementation conducted at the laboratory, providing an in-depth analysis of the reconfigurability capabilities of the ON links under varying interference conditions; then, the performance of the spectrum management solutions have been assessed experimentally. Moreover, a real-time demonstration of these functionalities has been performed and assessed in the context of the European project named Opportunistic Networks and Cognitive Management Systems for Efficient Application Provision in the Future Internet (OneFIT) [44] . In particular, it has been demonstrated in real-time how the platform allows the ON maintenance stage, monitoring and guaranteeing the quality in the communication in the Industrial, Scientific and Medical (ISM) spectrum band.
Cognitive Radio Networks
The platform has then been considered to emulate more general CRNs where efficient spectrum management solutions that relay on the cognitive cycle can be assessed. In detail, the cognitive cycle involves observations of the environment, analysis of these observations, decision-making to intelligently configure certain radio parameters and finally execution of the decisions via actions [1] . Analysis and decision can be supported by learning mechanisms that exploit the knowledge obtained from the execution of prior decisions, while the observation stage typically involves making measurements at several nodes of a CRN. These measurements must be reported to the entity in charge of analysing them to extract the relevant information about the radio environment and to execute the decisionmaking. Given that the observation stage can be costly in terms of 
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JID: COMCOM [m5G; December 10, 2015; 13:46] practical requirements, such as signalling overhead and battery consumption, decision-making strategies able to efficiently operate with a minimum number of measurements are of high interest for enhancing CR operation. In this context, the authors in [22, 23, 45] proposed a spectrum selection decision-making framework based on the so-called belief vector to predict the environment dynamics, which allows avoiding measurements when possible. In detail, the belief vector assesses the probability that the radio environment is under specific conditions at a certain time based on past measurements (observations). Moreover, the proposed framework can be particularized to different observation strategies to determine the instants when measurements of the radio environment need to be performed, assessing the tradeoff existing between performance and observation requirements of the cognitive cycle. Some illustrative use cases where this framework can be applicable are: (1) a DH scenario in which different devices need to communicate, (2) a set of cognitive small cells deployed in a cellular network that make use of an additional spectrum to increase the network capacity, and (3) an opportunistic DeviceTo-Device (D2D) radio link created to extend the coverage of certain cellular terminals that are outside the coverage area of the cellular infrastructure.
The system model implemented in this testbed considers a set of radio links, each one intended to support data transmission between either a pair of terminals or between a terminal and an infrastructure node. The potential spectrum to be assigned to the different radio links is organized in a set of spectrum blocks (SBs) characterized by a central frequency and bandwidth. The available bit rate for the links in the SBs depends on both the propagation conditions between the link transmitter and receiver and the interference experienced at the receiver. Then, the considered problem consists of performing an efficient allocation of the SBs to the radio links by properly matching the bit rate requirements with the achievable bit rate in each SB. For that purpose, it is assumed that the different radio links are controlled by a centralized decision-making entity in charge of deciding the spectrum to be used by each radio link.
The interference evolution for the ith SB is modelled as an ergodic discrete-time Markov process with the state transition probability from being in state k at time t and moving to state kʹ in the next time step t + 1. It is assumed that the state of the ith SB S (i) (t) evolves independently from the other SBs and that the state evolution is independent from the assignments made by the spectrum selection policy. Each radio link with a data session in progress (referred to as an active link) will obtain a reward that measures the obtained performance depending on the interference state of the allocated SB at each time. Supposing the use of the jth link, r
denotes the reward that this link receives when using its allocated SB i and the interference state is S (i) (t) = k. The reward is a metric between 0 and 1 capturing how suitable the ith SB is for the jth radio link, depending on the bit rate that can be achieved in this SB with respect to the bit rate required by the application. The spectrum selection policy proposed in [22, 23] and [45] , executed at time t for the jth radio link, targets the maximization of the expected reward that the session will experience along its duration D j .
The selection is made among the available SBs, i.e., those that are not allocated to any other radio link at the decision-making time t. The analysis of the future evolution of the reward in each of the SBs until the session ends exploits the measurements of the interference state of the different SBs carried out at specific time instants in the past, together with the statistical characterization of the interference dynamics in each SB. In detail, the statistical characterization of the interference dynamics in the ith SB is given by the belief vector b (i) (t).
The computation of the belief vector of the ith SB at a certain time instant t is performed recursively, starting from the last observation of the actual interference state that was taken in the ith SB at time step t − m (i) . In particular, the belief vector at a time instant t > t − m (i) can be obtained from the belief vector at the previous m (i) time steps using the state transition probabilities of the interference states recursively. Further details about the computation of the belief vector and the decision-making spectrum selection policy will be provided in Section 4.3.
Several observation strategies that specify the time instants when the actual interference state in each SB is measured have been developed. The observation strategy should make sure that the time elapsed between the last observation and the spectrum selection decision-making time t is adequate enough to compute the belief vector and make accurate decisions. Moreover, because the observation stage can be very costly in terms of practical requirements, an observation strategy should guarantee an appropriate trade-off between performance and the number of measurements achieved through signalling procedures. Hence, papers [22, 23, 45] consider the following three observation strategies: tual observations are performed. In this case, it can be easily proved making use of the properties of the ergodic discrete time Markov processes that the values of the belief vector will be equal to the steady-state probabilities [46] .
The authors in [45] have introduced the belief-based decisionmaking concept for spectrum selection that can be particularized for the considered observation strategies relying only on simulation analysis. In particular, the achieved results have assessed the impact of the environment dynamics in terms of the traffic generation patterns in the observation strategies supporting the decision-making solution. Results have demonstrated that, for long durations of the data transmission sessions, the StS strategy that does not require dynamic observations becomes the best approach. In turn, for short session durations, the use of the PM solution achieves a good tradeoff between reward and number of measurements for large session generation rates, while for low session generation rates, the use of the IM approach at the decision-making time becomes the most adequate solution. The spectrum selection strategy has also been assessed experimentally in [22] through the real-time testbed illustrated in this paper, evaluating an actual scenario where the best trade-off between performance and measurements requirements has been achieved through an appropriate combination between periodical measurements of the radio environment and statistical characterization of the interference variations (i.e., through the PM observation strategy). Finally, in [23] , the authors have firstly compared the belief-based decision-making approach against other state-of-the-art solutions to demonstrate the effectiveness of this spectrum selection strategy. Then, the real-time platform presented in this paper enabled carrying out an experimental evaluation to assess practical aspects related to the dynamic variations of the considered interference sources, demonstrating the robustness of the proposed approach when facing non-Markovian interference dynamics.
The different studies illustrated above have been evaluated through specific functionalities provided by the testbed, which have been particularly exploited for the specific study carried out. Therefore, the first aim of this work is to present the main design and December 10, 2015; 13:46] implementation approaches that allowed the development of the frameworks able to make possible both all the previous described research problems and new innovative spectrum management strategies with a flexible, complete and user-friendly evaluation platform. Then, motivated by the satisfactory published results, the second aim of this paper is to assess definitively the capability of the belief-based spectrum selection solution implemented in the testbed for a real entertainment application in a realistic DH scenario through evaluation of the user perceived end-to-end QoE.
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Testbed architecture
This section provides a complete overview of the testbed architecture, including in-depth details regarding the implementation of each node, the developed functionalities and their applicability.
General overview
The testbed is composed of several reconfigurable nodes, and it has been designed to provide a real-time platform that emulates different CRNs through a centralized cognitive management FA inspired from [16] [17] [18] . It has been envisaged and implemented particularly for developing and assessing innovative spectrum management solutions. The testbed design consists of both the development of the nodes of the CRN and the topology of the testbed layout. Considering the centralized nature of the implemented FA, the heart of the testbed is the infrastructure node, which is made of different entities enabling the development of the strategies for spectrum management and that will be analysed in-depth throughout this section. The other testbed nodes represent user terminals that require a spectrum resource for a certain data transmission and several interference sources, which can be configured to transmit at different frequencies. All the networks emulated through the testbed and presented in Section 3 rely on the infrastructure node providing the solutions for spectrum management; moreover, further nodes emulating terminal users and interference sources are needed to assess the spectrum management strategies provided by the infrastructure. For instance, in [20, 21] , two terminal nodes to emulate a radio link for data transmission and a further node representing an interference source are considered, while in [22, 23] , two further nodes emulating interference sources are taken into account. Hence, an advantage of this implementation is its scalability, which allows extending the platform through the addition of new interference sources or terminals nodes.
All the testbed nodes can be controlled by a user-friendly interface that allows setting certain input parameters, as will be explained in the following. Signalling flows among nodes can be exchanged through either wireless channels or Ethernet cables. The testbed execution generates a number of statistics that are stored in files so that they can be post-processed later on. In particular, statistics related to the performance obtained in the communication through the radio link can be processed, such as the throughput and the achieved reward in the jth radio link, using the ith SB when it is in state S (i) = k and defined as r
. The formulation of the reward can reflect different metrics; for instance, in [22, 23, 45] , it is based on the fittingness factor introduced in [19] , which is a metric between 0 and 1 and captures how suitable a specific SB is for a specific radio link in terms of bit rate. In detail, based on the fittingness factor formulation defined in [19] , the considered reward is given by:
where R req,j is the bit rate requested for the activation of the jth radio link; R j,i,k denotes the achievable bit rate by the jth radio link in the ith SB given that it is in state S (i) = k; and ξ are shaping parameters with the aim of capturing different degrees of elasticity with respect to the bit rate requirements; U j,i,k is the following utility function that relates the achievable and the required bit rates:
and λ is a normalization factor given by:
Notice that both the fittingness factor and the reward mentioned throughout this paper and considered in the referenced publications [20] [21] [22] [23] and [45] are computed through Eq. (1).
Hardware and software
Each node is implemented through Ettus USRP version 1 integrated boards [47] controlled by a personal computer (PC) running the Linux operating system (OS) where GNU radio [48] software, for properly configuring the transmission and reception parameters of the USRP modules, is implemented.
USRP incorporates Analog to Digital and Digital to Analog Converters (ADC/DAC), a Radio Frequency (RF) front end, an FPGA and a USB 2.0 interface to connect to the PC. A typical setup of the USRP board is illustrated in Fig. 2 , and it consists of one motherboard that supports up to four daughterboards, where up to 2 receivers and up to 2 transmitters can be plugged in. RF front ends are implemented on the daughterboards.
In detail, the motherboard contains 4 high-speed 12-bit ADCs and 4 high-speed 14-bit DACs. All the ADCs and DACs are connected to the FPGA, which performs high-bandwidth math procedures such as filtering, interpolation and decimation. The DACs' clock frequency is 128 Msample/s, while the ADCs work at 64 Msample/s to digitize the received signal. There exist different types of daughterboards that allow very high USRP reconfigurability. A complete list of daughterboards that can be used with the USRP motherboard can be found in [47] , while in the testbed proposed in this paper, XCVR2450 transceivers working in the frequency ranges 2.4-2.5 GHz and 4.9-5.9 GHz have been used. GNU radio software is a free and open-source toolkit that provides a library of signal processing blocks, such as modulators, demodulators, filters, etc., for building SDRs. It is an empowering tool that enables exploring new ways of using the electromagnetic spectrum and has grown into a widely used cross-platform package that supports SDRs. In GNU radio, the programmer builds a SDR by creating a graph where the vertices are signal processing blocks and the edges represent the data flow between them. All the signal-processing blocks are written in C++; these blocks process streams of data from their input port to their output one. The input and output ports of a signal process block are variable; hence, a block can have multiple outputs and multiple inputs. The Python programming language is used to create a network or graphs and glue the signal processing blocks together [48] . Fig. 3 illustrates a general scheme of the testbed nodes made in this case by a USRP connected to a laptop through a USB cable and that may act as transmitter and receiver, respectively, reflecting the transmission and reception processes and the connection of the PCs running GNU radio software to the hardware platforms. Each node can provide: (1) spectrum sensing functionality exploited by several processes implemented in the infrastructure node and explained in the next subsections; and (2) data transmission, which enables sending either signalling messages among nodes or user data between a pair of terminals. Data transmission functionality can be exploited also by the nodes in charge of provoking the interference; in fact, they can be configured to transmit in certain central frequencies loaded according to the input configuration. The script usrp_spectrum_sense.py has been considered for the design of the spectrum sensing functionality implemented in the infrastructure node of the testbed; it can be found in the toolkit provided by the GNU radio software. This script has been used as a basic code for implementing a wideband spectrum analyser to properly sense the desired spectrum bands. However, it has been extended to properly sense the spectrum bands considered in the different spectrum management strategies implemented in the infrastructure. The script receives different input parameters from the user, such as: the lowest frequency of the band to be sensed; the highest frequency of the band to be sensed; how long the spectrum sensing functionality is executed in the entire frequency range; the decimation factor that adapts the incoming data rate to the PC computing capabilities; the Fast Fourier Transform (FFT) size parameter that is the number of samples and their bandwidth considered to perform the magnitude analysis of the sensed signal. Then, the script computes the signal energy detected in each sample during the execution of the spectrum sensing functionality. Finally, the output of the script provides the state of the interference detected in each sample. The decision threshold to detect whether a sample is affected by the interference or not could be chosen for an optimum trade-off between the probability of a missed detection (P d ) and the probability of a false alarm (P fa ). Notice that a missed detection occurs when the interference signal is present in the sensed sample and is not detected by the spectrum sensing functionality, while a false alarm occurs when the sensed sample is idle and the spectrum sensing functionality indicates the presence of the interference signal. Notwithstanding, the optimum trade-off between P d and P fa would require knowledge of noise and detected signal interference powers. While the noise power can be estimated, the signal interference one is difficult to estimate because it depends on many varying factors, such as transmission and propagation characteristics. Hence, the threshold is normally set to satisfy a certain P fa [49] , which only requires the noise power to be known. Therefore, the threshold considered in the script and implemented in the testbed is set as the measured noise plus a margin defined to reduce P fa ; in detail, it has been selected using the following procedure in accordance with [50] : (i) to provide an estimate of the thermal noise, the USRP antenna was replaced with a matched load (i.e., a 50-Ohm resistor), and measurements were performed in the bands from 2.4 to 2.5 GHz and from 4.9 to 5.9 GHz; (ii) the Cumulative Distribution Function (CDF) of the thermal noise was calculated for the samples; and (iii) a threshold between the thermal noise and signal energy was selected considering P fa equal to 1%.
The data transmission functionality has been implemented through the GNU radio's benchmark_tx.py and benchmark_rx.py scripts. In detail, the file benchmark_tx.py is the transmitter code that generates packets whose size is specified by the user, while the file benchmark_rx.py is the receiver code, which listens for incoming packets and checks for errors in each received packet through the Cyclic Redundancy Check (CRC) error-detection code. These scripts take the following input parameters from the users: a modulation scheme between the Gaussian Minimum Shift Keying (GMSK) and the Differential Binary Phase Shift Keying (DBPSK); the data transmission bit rate; the central frequency of the SB for the data transmission; and the packet size only for the script benchmark_tx.py.
The main problem found in these scripts is that the implementation uses only a one-way data flow; therefore, the transmitter cannot receive ACK (positive acknowledge) or NACK (negative acknowledge) messages, which are useful for allowing retransmissions of either lost or erroneous packets. Hence, these scripts have been modified by adding a stop and wait error-control method that uses acknowledgement messages to monitor the performance of the data transmission. Fig. 4 summarizes the general working principles of the scripts implemented in the testbed node.
Infrastructure node
As previously mentioned, the heart of this testbed is the infrastructure node implemented through a USRP controlled by a PC running the scripts previously introduced. The FA of the infrastructure node is depicted in Fig. 5 . It controls all the decision-making processes implemented in the platform and consists of the main entities illustrated in the next subsections.
Dynamic spectrum management
It provides strategies that enable finding radio spectrum opportunities that guide the spectrum selection decision-making in the context of ONs. Hence, this functionality allows the infrastructure to obtain the necessary awareness level in its environment to determine spectrum availability and to make the appropriate decisions during the decision-making spectrum selection for ONs. Awareness of the radio environment is achieved through the exploitation of the spectrum sensing functionality implemented in the USRP. Hence, this block implements the spectrum opportunity identification solution for ONs that give the signal energy of each SB, establishing whether it is free of interference. This entity is deactivated for the spectrum management solutions based on the belief vector.
Knowledge management
It is composed of the Knowledge Manager (KM) and the Knowledge Database (KD). The KM is responsible for computing and storing statistical information of the radio environment in the KD achieved through the Context Awareness (CA) functionality illustrated later on and for assisting in the spectrum selection decision-making process. In particular, for the solutions envisaged for ONs, the KM supports the CMON during the decision-making process, storing in the KD the channel occupancy information from past time periods. Concerning the strategies based on the belief vector, it stores in the KD all the information regarding state transition probabilities, steady-state probabilities, reward values based on the fittingness factor, belief vectors and average session durations of data transmission. Notice that the KM is also in charge of computing the belief vector based on the information stored in the KD. In detail, the belief vector b (i) at time t − m (i) (i.e., when the last observation of the actual interference state was taken in the ith SB) is given by:
where x(k) is defined as a column vector of K + 1 components numbered from 0 to K that has all of them equal to 0 except the kth component, which is equal to 1. Then, the belief vector at a time instant t > t − m (i) can be obtained at the previous time step t − 1 using the state transition probability matrix P (i) stored in the KD as follows:
By recursively applying Eq. (5) for the last m (i) time steps and making use of Eq. (4), the belief vector at time t as a function of the last observation is given by:
Decision-making
This functionality executes the selection of the most appropriate radio SB whenever requested by a radio link in accordance with the statistic information stored in the knowledge management. It also triggers the execution of the measurements of the radio environment made by the CA. In particular, the solution presented for ONs and implemented in the CMON is based on the following procedures: (i) it estimates the fittingness factor for each link and available SB based on the information stored in the KD that is maintained with different past SB occupancy information; (ii) it selects the SB guaranteeing the highest fittingness factor for the radio link. The proposed spectrum selection strategy based on the belief vector implements the decision-making that maximizes the expected reward and that can be particularized for the observation strategies introduced in Section 3. In detail, in this block, the following functionalities are implemented: (i) the observation strategy decision-making in charge of selecting one of the observation strategies among the IM, the PM and the StS to be applied in the ith SB depending on the traffic generation patterns and the interference behaviour; and (ii) the spectrum selection decisionmaking in charge of selecting an SB each time that a new session is established in the jth radio link particularized for the selected observation strategy. Moreover, it targets the maximization of the expected reward that the session will experience along its duration D j at future time instants t + n relying on the belief vector, which can be achieved recursively through Eq. (5), leading to:
Then, the spectrum selection decision-making policy is formulated as:
where r Notice that b (i) (t) in Eq. (7), which is computed through Eq. (6) by the KM, provides at the decision-making time t the future evolution of the reward in each of the SBs until the session end, exploiting past measurements of the interference state together with the statistical characterization of the interference dynamics. Finally, given that the session duration D j is typically unknown at the decision-making time t, it is assumed to be characterized statistically in terms of its average valueD j .
Context awareness
It executes measurements of different parameters triggered by the decision-making when needed, which characterize the radio environment, and carried out through the spectrum sensing functionality implemented in the USRP. In detail, in the case of solutions for ONs, it provides both feedback of the QoS experienced by the nodes of the ON during the ON maintenance phase and channel occupancy information. In the case of strategies based on the belief vector, it provides the observations through measurements of the radio environment that allow the KM to update the belief vector when needed. Furthermore, in [22] , the spectrum sensing functionality of the USRP is exploited to enable the CA functionality for validating the dynamic variation of the interference sources.
Control
It is implemented also in the users' terminal nodes constituting the testbed, and it is in charge of handling the message exchange between the terminals and the decision-making to support the establishment/release of radio links. Moreover, this entity can exchange the necessary signalling messages with any node that requests the CA measurements of the radio environment. In the case of an ON, it triggers the ON creation to the decision-making and, after that, whether to proceed with an ON reconfiguration decided during the maintenance phase. In this case, signalling messages flows are implemented through the Control Channel for the Cooperation of the Cognitive Management System (C4MS) protocol, which uses the implementation option based on IEEE 802.21 "Media-Independent Handover (MIH) Services" [51] . As an example, the interactions among the relevant functional blocks of the testbed following the C4MS protocol for the ON creation are illustrated in Fig. 6 . This example illustrates the signalling messages exchanged among the control entity of two terminals forming the ON (i.e., T1 and T2 in the figure), which need an SB to transmit data in the ON link, and of the infrastructure (i.e., I in the figure) that executes the spectrum opportunity identification and the spectrum selection functionalities. The first step towards the ON Creation (ONC) is the ON Negotiation (ONN), which allows obtaining the information used for the configuration of the radio link. Hence, the message ONN.request defined to start the negotiation is sent from T1 to I to obtain a valid configuration of the radio link. The message indicates the terminals involved (i.e., T1 and T2) and the QoS requirements that the link is expected to support in terms of the required bit rate. Then, I sends an ONN.request to T2, informing it about the intention to establish a direct radio link with T1 and allowing it to join the negotiation process for the derivation of the radio link configuration. T2 replies to I with an ONN.response message, notifying it of its acceptance for the establishment of the link. The control entity in I inquires the DSM to determine spectrum availability for the link, sending an SB_availability.request message. Therefore, the spectrum opportunity identification strategy is executed (i.e., during SOI execution in the figure) . The DSM provides the decision-making with the available SBs. Then, the decision-making sends a message to the knowledge management to achieve past SB occupancy information (i.e., SB_info.request in the figure). Once this information is obtained, the spectrum selection strategy is executed to decide the SB guaranteeing the highest fittingness factor to be allocated to the link (i.e., during SS execution in the figure). The proposed selected SB is sent from the decision-making to the control block in the Selected_SB.info message, and then it is transferred to T1 by issuing an ONN.response message. Therefore, the ONC can be started, and T1 sends the message ONC.request defined to start the creation to I with the final ON configuration with the selected SB. I sends another ONC.request towards T2 with the final ON configuration. T2 replies with an ONC.response message with a successful result-code, indicating that the terminal is ready to establish the link. I concludes the ON creation procedure by sending an ONC.response message to T1. The link establishment between T1 and T2 takes place at this point. Notice that the CA entity is not involved during the ONC phase. In fact, it is in charge of providing either SB occupancy information to the knowledge management before the decision to create an ON or the feedback of the QoS experienced by the nodes of the ON during the ON maintenance phase.
In the case of strategies based on the belief vector, the control entities of each node allow signalling messages to be exchanged through Ethernet cables. In this case, signalling message flow protocols are defined by the authors. Fig. 7 illustrates an example of interactions among the relevant functional blocks of the testbed during the decision-making spectrum selection based on the belief vector.
The spectrum selection functionality illustrated in the figure is executed to allow a link establishment between terminals T1 and T2 requiring an SB and supposing a previous selection of the IM observation strategy. A detailed explanation of the selection of the most appropriate observation strategy depending on the environment dynamics in terms of traffic generation patterns and interference behaviour can be found in [23, 45] . observation strategy, the belief vector in Eq. (6) is computed with m (i) = 0, and therefore it captures the exact interference state at the decision-making time t. Then, the belief vector at t is given by:
Focusing now on the messages exchanged among the nodes, the request for an SB is sent from one of the terminals (i.e., T1 in this example) to the control block of the infrastructure, and then it is delivered to the decision-making by the SB.request message. As the observation strategy previously selected is the IM, the decision-making sends the message that triggers the measurement of the interference states in all the SBs (i.e., the Trigger_meas_int message in the figure) to the CA. Then, the CA provides by the meas_int message the interference states through measurements of the radio environment that allow the KM in the knowledge management to update the belief vector through Eq. (9) . The values of the updated belief vectors are then sent in a message from the knowledge management to the decision-making together with the transition probabilities matrices, the rewards of each SB and the statistical characterization of the data transmission duration stored in the KD (i.e., the SBs_info message in the figure). Once the SB information is obtained, the spectrum selection strategy is executed (i.e., during SS execution in the figure) following Eq. (7) and Eq. (8) . Finally, the selected SB is sent from the decision-making to the control block, and then it is delivered to T1 in the SB.response message. At this point, the link establishment can be carried out between the terminals.
A digital home application
The aim of this section is to illustrate the practicability of the proposed testbed in terms of user-perceived end-to-end QoE through an application in the realistic environment of a real DH scenario. A future DH system is expected to consist of different types of devices, such as equipment with communication capabilities (e.g., desktop PCs and laptops), consumer electronics (e.g., TV sets with wireless interfaces, digital media servers, game consoles, home security and automation systems), and more traditional appliances equipped with communication interfaces to allow, for example, remote control and monitoring (e.g., washing machines and fridges). Moreover, the provisioning of wireless management applications in the DH requires an efficient exploitation of all possible sources of available spectrum resources, such as license-exempt ISM bands and UHF bands (i.e., TV white spaces) through, e.g., the European association for standardizing information and communication systems (ECMA)-392 radio networking standard [52] , and also the exploitation of the licensed spectrum (e.g., the spectrum licensed to a mobile network operator providing management services in the DH) as a mechanism for enhancing QoS provision to some DH connections. In the context of this section, the emulation of the DH scenario illustrated in Fig. 8 , where an entertainment application is provided, has been implemented through the testbed presented in this paper. In detail, Node#2 and Node#3 in the figure represent two PCs that need an SB selected by the infrastructure (i.e., Node#1 in the figure) for the transmission of a streaming video. After the selection of the SB, the video is transmitted by Node#2, where it is stored, to Node#3, which is connected to a large screen where the video is displayed. Moreover, Nodes #4, #5 and #6 are possible external interference sources transmitting in the SBs considered for this evaluation. To emulate this scenario through the testbed, six reconfigurable nodes made of a USRP connected to a PC have been considered and illustrated in Fig. 9 .
In Node#1, which emulates the infrastructure depicted in Fig. 5 , the decision-making, the knowledge management, the CA and the control functionalities are implemented. In the decision-making, the spectrum selection policy based on the belief vector presented in [22, 23, 45 ] is considered; further details of this implementation are provided in the next subsection.
Moreover, Node#2 and Node#3 exploit the data transmission functionality provided by the USRP for the streaming video. As seen in Fig. 9 , three screens are the user interfaces that allow running and controlling the testbed operation. Specifically, User Interface#1 is connected to a switch that allows configuring the parameters of the interference sources and the infrastructure, while User Interface#2 allows configuration of the transmitter that will send the streaming video. Finally, User Interface#3 enables configuration of the receiver connected to the screen where the video will be displayed.
Configuration
A set of 3 SBs centred, respectively, at the frequencies 5472, 5490, and 5508 MHz are taken into account. Two different interference states are considered for each ith SB: S (i) = 0 when no interference exists and S (i) = 1 when the interference corresponds to its maximum value. The durations of the interferences states for each SB emulated, respectively, by Nodes #4, #5 and #6 are exponentially distributed with the average times presented in Table 1 , considering that the interference sources operate in time steps of 10 s (e.g., 600 time steps in the table correspond to 100 min). A radio link is considered to transfer the streaming video, whose duration D is approximately 20 min, from Node#2 to Node#3 with a bit rate requirement of R req = 1 Mbps. Node#2 implements a packet segmentation that allows for division of the video into Ethernet frames whose size can be selected during the configuration set-up of the testbed. Considering the durations of the interference states represented in Table 1 and the duration of the video, the most appropriate observation strategy at the decision-making time selected by the observation strategy decision-making is the IM that allows achieving the best trade-off between performance results and measurement requirements in this scenario. In fact, this is a case characterized by short session duration compared to the interference duration states and low session generation rates, which implies the use of the IM observation strategy; for more details about the metrics that define short session duration and low session generation rate, the reader is referred to [45] .
Hence, at the decision-making time, the infrastructure selects for the video transmission an SB executing the decision-making criterion that maximizes the expected reward during the overall streaming video transmission, relying on the belief vector and particularized to the IM observation strategy. The KD stores the information regarding state transition probabilities considering the configuration of the SBs illustrated in Table 1 to update the belief vectors, reward values achieved in each SB considering its interference states, and streaming video session duration. The reward considered in this paper ranges between 0 and 1, where 0 means that the ith SB is in interference state S (i) (t) = 1 and 1 means that it is free of interference, i.e., S (i) (t) = 0. The KM is in charge of computing the belief vector based on the information stored in the KD and the measurements information received by the CA.
Specifically, the CA entity of the infrastructure allows performing measurements of the interference states of each SB by means of the spectrum sensing functionality implemented in the USRPs and is triggered by the decision-making when the streaming video has to be executed. Moreover, during the streaming video session, Node#2 is programmed to compute the average reward value in the selected ith SB. Finally, the control entities of each node allow the signalling messages to be exchanged following the protocol for spectrum selection, which relies on the IM observation strategy and is illustrated in Fig. 7 .
Key performance indicators
To demonstrate the capabilities of the testbed illustrated in this paper in a realistic DH scenario, the following KPIs are considered:
• Interference behaviour of the SBs: It illustrates the temporal evolution of the interference states that characterizes each SB. This KPI is considered to show how the decision-making spectrum selection approach allows a streaming video transmission in an SB free of interference.
• Received Ethernet frames: It is the percentage of frames received by Node#3 during the streaming video transmission that consists of the percentage of frames received correctly, the percentage of frames received erroneously and the percentage of frames lost during transmission.
• QoE: It is represented by the resolution of the video displayed on the screen connected to Node#3.
• Averaged session reward: It is the average reward experienced during a data transmission session depending on the interference state of the allocated SB.
Obtained results
The aim of this section is to assess the capability of the real-time testbed illustrated in this paper for a real entertainment application provided in the DH scenario illustrated in Fig. 8 . Considering the configuration previously described, in the infrastructure node, the spectrum selection approach based on the IM observation strategy is executed at the decision-making time; moreover, a random strategy as a baseline reference for performance comparison is also included. To this aim, two different experiments have been carried out.
Evaluation of the quality of experience
The first experiment aims to compare the IM-based solution against the random one in terms of Ethernet frames and QoE perceived by the user. Hence, the streaming video transmission has been carried out twice, one per strategy at different times. Fig. 10 illustrates the temporal evolution of the experiment during 15 h, which is implemented as a sequence of consecutive inactivity periods (OFF in the figure) and two activity periods characterized by the video transmission (ON in the figure). Each activity period starts with the request of an SB from the transmitter to the infrastructure, which in turn executes either the IM-based spectrum selection strategy or the random one; then, the video is transmitted to the receiver on the selected SB for 20 min. In detail, from the figure, it can be noticed that, after 120 min, the transmitter requests an SB by sending an SB.request message to the control block of the infrastructure node, which executes the decision-making criterion based on the IM observation strategy. After approximately 730 min, the transmitter requests an SB to the infrastructure node that executes the random strategy. Fig. 11 shows the interference states that characterize each SB (i.e., 0 when no interference exists and 1 when the interference reaches its maximum value) during the 15 h considered for the experiment; moreover, in the figure, the time instant at which the transmitter requires an SB for the video transmission and then at which the decision-making selects an SB for each strategy (i.e., the IM and the random) is shown.
This figure illustrates how the infrastructure selects the first SB that guarantees the maximum expected reward during the streaming video transmission in the case of the IM observation strategy. Notice that, at the decision-making time, the second SB is free of interference; notwithstanding, the infrastructure, which follows the decision-making criterion maximizing the expected reward for the overall video transmission, selects the SB that guarantees a streaming video free of the interference during its complete duration of 20 min. Furthermore, from Fig. 11 , it can be observed that the infrastructure node selects the second SB for the video transmission following the random strategy; in this case, the selected block is affected by the interference at the decision-making time instant. It is worth mentioning that the decision-making solution implemented in the infrastructure would have selected at that time the third SB following the IM strategy, ensuring a block free of interference for the overall streaming video transmission.
The consequent performance results achieved through each spectrum selection strategy are illustrated in Fig. 12 in terms of received Ethernet frames. From the figure, it can be observed that, in the case of the IM-based strategy, only 0.5% of the frames have been received erroneously by Node#3 and 0.03% of the frames have been lost; although the SB has been free of interference during the overall video transmission, possible spurious uncontrolled interference existing in the realistic scenario can cause the detriment of a few frames. In the case of the random strategy, it can be noticed that 17% of the frames have been received erroneously by Node#3 and even 61% of the frames have been lost. To analyse the impact of the interference on the user-perceived QoE in terms of the resolution of the video displayed on the screen connected to Node#3, Figs. 13 and 14 illustrate some screenshots of the received frame sequences during two different cases. The first case illustrated in Fig. 13 corresponds to three screenshots of the received video on the SB selected through the IM-based strategy and is free of interference (i.e., SB1). From the figure, it can be observed that the implementation of the proposed observation strategy at the decision-making time allows displaying the video free of the interference. The second case shown in Fig. 14 corresponds to three screenshots of the received video on the SB selected through the random strategy and is affected by the interference (i.e., SB2). In this case, from the figure, it can be noticed a clear degradation of the video resolution. This is due to the massive amount of frames either received erroneously or lost (see Fig. 12 ).
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Evaluation of the average reward
The second experiment aims at demonstrating that, with the same hypothesis of the interference sources illustrated in Table 1 , the decision-making strategy based on the belief vector can guarantee satisfactory performance results during the 15 h of emulation time in terms of the average reward compared to the random case. This experiment is implemented as a sequence of consecutive streaming video transmissions of 20 min and periods of inactivity over 15 h. The time of the inactivity periods is considered to be exponentially distributed with an average of 20 min. Then, the average reward experienced by the link depending on its allocated SB and corresponding interference for each video transmission session has been calculated, averaged over 15 h, and compared for cases of spectrum selection based on both the IM strategy and the random one. The result of this experiment is illustrated in Fig. 15 . From the figure, it can be observed that the spectrum selection based on the IM strategy allows a convergence of the averaged session reward to approximately 0.97, which represents a value 40% greater than that achieved by the random approach (i.e., in this case, the average session reward converges to 0.58). 
Conclusions
This work has presented a real-time emulation platform for spectrum management in the context of opportunistic networks and more general cognitive radio networks. The aim of this testbed is to provide a highly accurate and realistic platform on which the performance of innovative spectrum management strategies relying on the cognitive radio paradigm can be fully assessed and evaluated before considering them in real systems. Although several analytical models and off-line simulators found in the literature provide powerful tools for obtaining preliminary results, it is also necessary to provide to the research and industrial community real-time platforms that reflect a complete realistic environment. In this context, this paper has accurately described a real-time testbed that enables the emulation of spectrum management strategies with applicability in a wide set of scenarios and use cases exploiting the cognitive radio paradigm.
This paper has provided an in-depth description of the real-time platform, highlighting many interesting implementation details and illustrating its applicability for different solutions developed for opportunistic networks and cognitive radio networks. Moreover, the demonstration of streaming video in a realistic Digital Home (DH) scenario has allowed validation of the effectiveness of the real-time testbed, assessing its practicability in terms of user-perceived end-toend Quality of Experience (QoE) in a realistic environment. As a part of the future work, the extension of the number of the nodes and the potential addition of new entities in the infrastructure node to support novel radio technologies are envisaged. Possible innovative technologies include Device-to-Device (D2D) communications in the context of 5G wireless networks; Unlicensed LTE (U-LTE) technology, which has been proposed as an innovative way to expand LTE spectrum capacity; and energy-efficient CR solutions, which are expected to optimize spectrum sharing and energy efficiencies jointly.
