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ABSTRACT
Similarity analysis is the subject of several studies that primarily collect, process, and analyze
movement data of various types, including animals, humans, vehicles, hurricanes, and eye tracking. The
movement studies often focus on the characteristics of a mobile entity (moving object) over time and space.
Such studies usually are interested in tracking the changes to the moving object. Therefore, the size of the
object becomes irrelevant. Each mobile object is considered a moving point through time and space. The
points have all two attributes in common which are locations and timestamp of those locations. Despite the
similarities between the movement datasets, to date, there is little to no evidence to suggest the existence
of collaborative research. This dissertation embarks on a task to bridge the gap between various studies of
movement similarity. The goal is to create a method that can be applied to several types of datasets,
including Geospatial (i.e., animal movements) and non-geospatial moving entities (i.e., eye movements).
By examining the existing methods of similarity analysis from scholars of the two types of moving entities,
a framework is proposed, upon which, the Mobile Event Similarity Index (MESI) will be developed.
MESI is a method of analysis that quantifies the similarities between two or more mobile events.
It measures how similar the moving datasets are based on many user-defined parameters. These parameters
can be sample-based or trial-based. Some of the possible parameters include distance, velocity, direction,
type of environment, the total length of trajectory, reaction times to external stimuli and many more. The
method creates similarity index at various levels of local, total, and global for each identified parameter.
The user has complete liberty of selecting desired parameters. Each of the similarity indices is a value
between 0 and 1, reflecting low to high similarity rate. MESI is flexible to be applied to datasets with
multiple trials, and in addition to each parameter, each trial will have a similarity rate as well. The
combination of all the trial and parameter similarity indices is termed total similarity index, and the overall
similarity of the two moving datasets is termed global similarity index. The global similarity index is
vi

identified as Mobile Event Similarity Index (MESI) of two moving datasets. The method can be applied to
a variety of moving datasets due to its flexibility.
In the current research, MESI is used for two different types of datasets. First, it is applied to a short
birds’ tracking data, in which four parameters were selected, and MESI can produce results to measure the
similarities of two female Mallards, which were tracked over one hour. As expected, the results showed
that Mallards have very similar velocity, when they are moving, while the types of habitat they occupied
during tracking were very different, and MESI can demonstrate the distinction. The second demonstration
was performed on a full eye tracking dataset from a Visual World Paradigm tasks collected by a language
perception lab. The data was collected from 64 people in 4 groups of 16, and each subject had a total of 36
trials. For this study, a total of forty-seven trial-based (global) parameters and eigh sample-based parameters
were selected. Some of the trial-based parameters include first fixation duration, first fixation region, first
fixation time, total time in each region, number of times eyes moved from each region to another, number
of times eyes stayed in the same region and many more. All the trial-based parameters are identified as Eye
Movement Parameters in this research. The sample-based parameters are fixation duration, fixation time,
saccade duration, saccade distance, saccade direction, and three saccade velocity parameters of average,
minimum, and maximum.
MESI can generate individual-level similarity indices for each pair of the datasets between all
subjects, as well as local, total, and global similarity indices for trials and parameters. The parameters that
played a more critical role in similarities of various movement datasets are Eye Movements Parameter and
Saccade Maximum Velocity and Saccade duration. They all have a higher average across all groups and
trials. On the other hand, saccade direction and minimum saccade velocity showed a much lower average
similarity and higher variability. Overall, this research demonstrated a robust method of spatiotemporal
similarity analysis embedded in GIScience that provides multilevel results for analysis across different
datasets. MESI has the potential to be applied to other types of movement datasets in many fields.
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CHAPTER ONE: INTRODUCTION
This research aims to develop and apply a new method of analyzing and geovisualizing eyetracking data, with a focus on eye tracking applications. Eye tracking has been applied in a variety of
research, some of which include studies of advertisements (Buscher & Dumais, 2010; Lohse, 1997; Resnick
& Albert, 2013), cognitive capabilities (Kruger, Hefer, & Matthew, 2014; Lin & Lin, 2014; Wehrmeyer,
2014), software development (Hansen & Hammoud, 2007; Krassanakis, Filippakopoulou, & Nakos, 2014;
Morimoto & Mimica, 2005; Villanueva, Cabeza, & Porta, 2006), web design (Agnieszka Bojko, 2006;
Djamasbi, Siegel, & Tullis, 2010), and cartographic products (Barrington, Marks, Hui-Wen Hsiao, &
Cottrell, 2008; Boccignone, Ferraro, & Crespi, 2014; Bruce & Tsotsos, 2009), among many others (Bishop,
Kuhn, & Maton, 2014; Cymek et al., 2014; Lorigo et al., 2009; Rahman, Pellerin, & Houzet, 2014). Eye
tracking uses a special infrared camera to gather data from the eyes of different subjects in an experimentlike situation, as they are asked to sit in front of the camera and look at a picture, movie, computer screen,
or a web page, depending on the purpose of the research. The data recorded by the camera are in point
format and record the focus points of the subjects’ eyes, which are called fixations. Up to now, the most
popular method to analyze eye tracking data has been creating heat maps using kernel density estimation
(Caldara & Miellet, 2011). The disadvantage of this approach is that it considers fixations as independent
points rather than components of a continuous movement trajectory.
Although numerous techniques and studies have been carried out on eye tracking data, very few
have taken advantage of spatiotemporal or trajectory-based methods from GIScience to analyze eye
movements. Likewise, GIScientists rarely apply spatiotemporal methods to study phenomena without
explicit geographic coordinates. There seems to be a need for conversations between vision and GIScience
research to advance eye movement research. Although vision data are collected at a finer spatial scale and
have different characteristics than traditional tracking data, it may be possible to apply geospatial methods
1

to eye movement data. The proposed research will bridge the gap between eye tracking and GIScience by
exploring and evaluating the effectiveness of trajectory-based methods for the study of eye movements.
Specifically, the goals of this research are (1) to determine if existing trajectory-based methods in GIScience
are applicable to eye tracking data, what modifications may be required to apply them, and (2) develop and
test a new method for analyzing and geovisualizing eye tracking data, specifically a similarity index
applicable to specific eye tracking tasks.
The research will focus on mapping methods and visualization techniques, and the data will be
gathered from eye movements of human subjects. The hope is to develop an effective method to map and
identify significant eye movement patterns and then categorize those patterns into specific groups of eye
movements and exploration strategies — specifically a method of spatiotemporal similarity analysis (M.
Buchin, Dodge, & Speckmann, 2014; Cristino, Mathôt, Theeuwes, & Gilchrist, 2010; Dewhurst et al., 2012;
Ding, Trajcevski, & Scheuermann, 2008; Foulsham et al., 2012; Frentzos, Gratsias, & Theodoridis, 2007;
Long & Nelson, 2013b; Von der Malsburg & Vasishth, 2011) are the methods which will be explored and
evaluated in the process of this research, resulting in a new method. This research will be conducted in
several stages, including an examination of existing similarity indices, development of a new index, and
application of the new index. This study will rely on existing eye tracking data sets associated with the
visual world paradigm task, as well as more traditional geospatial tracking applications.

1.1. Research Objectives
This research aims to evaluate the applicability of trajectory-based methods of analysis from
GIScience to eye tracking data and find better ways to analyze eye movement data when it comes to their
spatiotemporal patterns. The goal is to create a space-time method that takes advantage of existing methods’
strengths and improves upon their weaknesses. Although the method is developed using eye movement
datasets, its application is not limited to eye movement research. Research objectives are as followed:
1) A comprehensive examination of the existing similarity methods and their strengths and
weaknesses and creating a guiding framework for a new similarity analysis method.
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2) Creating a modified method of similarity analysis based on improvements upon current techniques
and methods
3) Applying the new method using data from different types of movement datasets including eye and
animal tracking

1.2. Terminology
When it comes to movement research, there are a few fields of studies that have all contributed
towards shaping the research in movement science, including, geography, ecology, geology, computer
science, psychology, and psycholinguistics. Each of these fields have their own set of terminologies in
movement analysis; however, to make this research consistent throughout the entire chapters, it is best to
use the same languages. The following are all standard terminologies and their synonyms that are used in
alphabetic order:
Area of interest (AOI): alternatively, it could be the Region of Interest(ROI), it is an area on the
display where there is an item of interest and subjects are more likely to fixate on or area of a reading line
where subjects have more tendency to fixate on
Edit distance: a method to calculate the similarity of two objects by transforming one to another
based on the minimum costs
Eye movement: a combination of fixation and saccades
Eye tracking experiment: a process during which a subject or several subjects are asked to perform
a specific task, during which their eye movements are being tracked and recorded
Fixation: When eyes stay relatively fixed on a spot, a fixation or gaze happens,
Needleman–Wunsch algorithm: An algorithm where a sequence of points or strings are divided
into individual points or letters, and each pair of points and strings are compared individually, and each pair
gets a penalty score. If they match, the penalty is zero; otherwise, the penalty is a -1 or +1 depending on if
the goal is to calculate similarity or dissimilarity.
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Parameters: an attribute associated with a moving entity which can be qualitative such as type of
habitat, type of tracking device, age category, and quantitative such as velocity, acceleration, distance,
direction, duration
Quantization: It refers to the way sampled points are treated, which can be discrete or continuous
Saccade: Ballistic eye movements between fixations are called saccades
Sample: a single point or segment of the collected data
Sample-based parameters: when parameters are calculated for each single collected sample such
parameter is sample-based
Trajectory: a sequence of collected samples from a path, or track, or space-time path at regular or
irregular intervals, a sequence of eye movements which is a combination of fixations and saccades form a
scanpath,
Trial: an experiment can be divided into multiple smaller parts when a similar task is repeated, but
a different stimulus is used, they are also called repeated trajectories
Trial-based parameters: when parameters are about an entire movement trajectory, such parameter
is trial-based
An example of a trajectory or scanpath in the case of eye movement is demonstrated in Figure 1.1.

Sample 3

3

Sample 1
Fixation 1

Sample 5

1

Sample 2

2

Sample 4

Fixation 5

4Saccade 4 5

Figure 1. 1. An example of trajectory or scanpath
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1.3. Dissertation Outline
This dissertation is organized into six chapters. Following an introductory chapter, the second
chapter provides a literature review that includes movement analysis methods, the role of GIS in movement
research, eye movements analysis methods, and similarity analysis methods. The third chapter covers an
examination of all existing similarity analysis methods and five selected methods to be studied more
thoroughly and a proposed framework for a functioning method of similarity analysis. Chapter four
provides details on the proposed method and its application. Chapter five is a demonstration of the
application of the method to an entire eye movement dataset. Finally, chapter six concludes the dissertation
by summarizing the findings, limitations, broader impacts, and future works.
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CHAPTER TWO: A CROSS-EXAMINATION OF METHODS OF
ANALYZING MOVING ENTITIES APPLICABLE TO NON-GEOSPATIAL
MOVING OBJECTS
Abstract
There are a variety of studies that focus on movement data of some type. The majority of those studies fall
under geoscience and physical moving datasets, including animals, hurricanes, vehicles, and human
tracking. These research studies have been around for a long time; however, there are other groups of
scientists who are also interested in movement analysis. Movements of non-geospatial objects also have
been the subject of research, the majority of which are related to eye movements. Eye movement researchers
have a long history of analyzing movement patterns, although in a different setting. Nonetheless, the basis
of movement data is the same, as both datasets have coordinates and timestamps. The differences come
down to where, how, and how long each of these phenomena occur. This research aims to examine methods
of both types to produce a framework to guide the development of a new analytical method applicable to
both. Studying all the existing methods led to five potentially workable methods that were examined
thoroughly to enable a comparison of their strengths and weaknesses. Specifically, the comparison and
resulting framework will support the development of a new spatiotemporal similarity index applicable to
both geospatial and non-geospatial entities.

2.1. Introduction
Movement studies have come a long way in GIScience and have proven quite useful regarding
understanding the different aspects of how moving objects, such as people and animals, function in their
environment. Various movement analysts and researchers have worked for years to analyze movements of
such entities within a specific geographic region. Many methods have been developed, which have helped
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researchers understand how those moving entities perform their activities, and in some instances, how
interactive they are, or how similar or dissimilar their patterns are. In doing so, GIScientists have added
valuable parameters to pattern analysis methods and developed methods that can incorporate different
aspects of moving objects, such as velocity, distance, direction, spatial location, which then can help define
more valuable factors. For example, it is possible to understand animal behaviors and their characteristics
by analyzing their movements.
In order to understand and analyze a movement pattern, it is necessary to define moving entities
and their characteristics. Moving objects are entities whose positions or geometric attributes change over
time. However, in many applications, the dimension (size) of the object is not as important as its position.
Hence, moving objects are considered as moving points, whose trajectories (i.e., paths through space and
time) can be visualized and analyzed. By all accounts, moving objects can be categorized into two major
groups of geospatial vs. non-geospatial dynamic objects. In other words, some are dynamic objects that
move about in geographic space and may thus be geographically referenced, such as humans, animals, or
vehicles, while the other group includes dynamic phenomena that move in a non-geographic space,
including gaze point movements in eye movement studies or particles in a bubble chamber. Each of these
dynamic objects, to a varying degree, shares some similarities but also exhibits differences to the others in
terms of the corresponding data structure, dynamic behavior, and nature of the movement (Dodge, Weibel,
& Lautenschütz, 2008). Table 2.1 is a basic comparison between eye movements and other moving entities'
data.
Recent efforts by some GIScientists have shown some interest in studying unconventional moving
entities. In the case of eye movement, several scholars have acknowledged a lack of fundamental research
on eye movements from the GIScience point of view, and instead, they have tried to establish some ground
rules and identify useful tools that can be used in eye-tracking. There are many interaction measurement
tools and analysis available in movement research, most of which have been developed or introduced from
geographers. While it is difficult to make general assumptions about every situation and consequently create
an ultimate tool that can solve the complex problems of all moving entities, research has shown a great deal
7

of success among movement researchers and their methods. These methods tend to measure the similarity
of two moving objects based on a few predefined parameters (i.e., direction, displacement). They excel at
quantifying similarity based on the preset parameters.
Table 2. 1. A comparison between moving objects and eye movements datasets.

Data set
Distance measurements
Speed
Error
Sampling Rate
Length of tracking
Extent
Object type
Setting
Stimuli

Movement types
Trajectory

Moving Objects
Imperial or metric: meter, mile,
kilometer
m/s or km/h
Meters to kilometers depending on the
GPS
1 per minutes to several days
depending on the kind of research
Several days to several years
Sqkm or sqm
Physical objects
Real-world
External: physical, biological,
meteorological, chemical
Internal: cognitive, physiological
Stationary, Navigation, Homing,
Migration, Dispersal
Location, Duration, Velocity,
Direction, Distance, Acceleration

Eye movements
Degrees and pixels
Degree/second or
pixel/millisecond
0.25 – 5 degrees depending on
the eye tracker
60 – 2000 per second depending
on the research and eye tracker
Few minutes to few hours
Screen size
Gaze
Display
External: visual, aural, physical
Internal: physiological,
cognitive, memory
Fixation, Saccade, Smooth
pursuit, Microsaccade
Location, Duration, Velocity,
Acceleration, Deceleration,
Direction

Andrienko et al. (2012) identify some designed geographic methods as relevant to analyzing eyetracking because geographical contexts usually seek answers for different problems using those methods.
Identified methods include: MT: map display of trajectories, STC: space-time cube display of trajectories,
PSA: path similarity analysis consisting of computation of pairwise distances between trajectories,
projection, and grouping of the trajectories by similarity, FM: flow map of summarized eye movements,
AM: summary map of spatial distribution of users’ attention, CTF: clustering of time intervals by similarity
of the spatial patterns of flows, CTA: clustering of time intervals by similarity of the spatial patterns of
attention distribution, TVT: temporal view of trajectories showing attributes of trajectory segments, such
as the distance to a selected Area Of Interest (AOI), the distance to the nearest previous point, etc., TSF:
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filtering of trajectory segments, TEE: extraction of events from trajectories, FSD: discovery of frequent
sequences of area visits.
Table 2. 2. Method Selection Depending on Analysis Tasks
Tasks
The overall spatial pattern of movements;
relation to display content or structure

N of users
multiple

Methods
MT
FM

The general character of movements;
the individual spatial pattern of movements;
relation to display content or structure;
individual search strategy
Spatial pattern of attention distribution;
relation of attention foci to display content or structure; repeated
visits

1 – few

MT
STC
FM

1 – multiple

AM

Relation of movements to particular AOIs;
returns to previous points; places where users have difficulties

1 – multiple

Connections between AOIs; presence and frequency of repeated
moves
Comparison of trajectories

1 – multiple

TVT
TSF
MTF
TEE
FM

Comparison of spatial patterns of movements of different users or
user
groups
Comparison of spatial patterns of attention of different users or
user groups
Comparison of spatial patterns of movements on different displays

few users or few
groups

Comparison of attention distributions on different displays
Evolution of eye movements over time;
general search strategy; types of activities and their temporal order
Changes of attention distribution over time
Frequent/typical sequences of attending AOIs; cyclic scanning
behaviors

Few multiple

few users or few
groups
1 – multiple users; few
displays
1 – multiple users; few
displays
1 – multiple
1 – multiple
multiple

MT, STC
PSA
MFM
FMD
MAM
AMD
JFM
JAM
MFM
CTF
MAM
CTA
FSD

As illustrated in Table 2.2, several geospatial methods can be applied to eye-tracking datasets.
However, the current dissertation is an effort to introduce practical methods that can be applied to eye
movement data and produce comparable results. That will not be feasible without understanding the
challenges of working with eye-tracking datasets and understanding the differences between eye-tracking
and other moving entities. It is crucially important to find common grounds between the two types of
movements and the way they are being analyzed and find solutions for dealing with the difficulties of
working with the data. Therefore, it is of interest to this research to explore and examine methods from both
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disciplines in order to create a new method that has the strength of both sides and solve more problems than
each of those methods individually.
This dissertation does not intend to review all the existing methods of movement analysis, as such
reviews can be found in abundance. Instead, a selection has taken place, in which five existing methods
have been chosen to be examined based on other review papers (Anderson, Anderson, Kingstone, &
Bischof, 2015; Kowler, 2011; Long & Nelson, 2013a; Worton, 1987). The selection of the methods is
determined by their potential application to an eye-tracking dataset and acceptability of the method among
scholars of each field. For GIScience-based methods, Long and Nelson’s (Long & Nelson, 2013a) review
paper was used to determine the extent of the methods’ abilities. For methods rooted in eye movement
research, Anderson et al. ’s (Anderson et al., 2015) paper, which is a comparison of scanpath methods in
eye movement research, was used to determine the suitability of them.
In the following sections, all the methods will be discussed in detail, and their functions will be
examined, and a guiding framework will be created. This framework will be the principle guidelines for
creating a new method of similarity analysis, which is embedded in GIScience and can be applied to many
movement datasets.

2.2. Selected Methods
Similarity indices have long been valuable assets to a variety of research areas. Measures of
similarity and dissimilarity have both been called similarity indices, as they logically complement each
other. Similarity indices are used to describe how ‘close’ two samples or datasets are to one another, while
dissimilarity indices are an indication of how ‘far apart’ (J. W. Johnston, 1976). Vlachos et al. (2002) define
the simplest way to compare two trajectories by generating vectors from the movement data and apply a pnorm to measure their similarities. Other scholars of the field have extended the model to make it work
better in other types of transformations like moving average, shifting, normalization, and scaling (Chu &
Wong, 1999; Goldin & Kanellakis, 1995; Rafiei & Mendelzon, 2000). Other approaches look at timewarping technique, stretching time (Berndt & Clifford, 1994), finding longest common subsequence
(LCSS) (Agrawal, Lin, Sawhney, & Shim, 1995; Bollobás, Das, Gunopulos, & Mannila, 1997; Bozkaya,
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Yazdani, & Özsoyoglu, 1997; Das, Gunopulos, & Mannila, 1997), using distance function to address issues
related to outliers, various sampling rates and speeds, similar motions in various regions, and different
trajectory length (Vlachos, Kollios, & Gunopulos, 2002).
Similarity analysis has been a studied topic in movement research, and many studies have tried to
develop new methods. However, to date, there is no perfect method that can solve all the complex problems
in movement analysis. For instance, two cars that travel the same route every day may have very similar
trajectories, but very different movement parameters, like speed and time of their trip, which makes it hard
to interpret their similarity measurement. There are other examples in hurricane literature; although most
of the hurricanes in the Atlantic have the same geometric shape, they vary significantly in their
characteristics. The existing methods can be categorized into two major types of spatial similarity and
spatiotemporal similarity indices. Dodge et al. (2012) suggested a new method that would incorporate a
variety of movement parameters in the technique, which would result in a more comprehensive method
capable of taking advantage of both categories of methods and creating better results. Other techniques are
comparable to Dodge et al. (2012); some of them are Chen et al. (2004, 2005) and Ding et al. (2008), which
are mainly spatial similarity indices. Some of the spatiotemporal methods were suggested by Sinha and
Mark (2005), Frentzos et al. (2007), Buchin et al. (2011), Pelekis (2007), Ding et al. (2008) and they all
lack some crucial aspects of the movement analysis which often are parameters such as speed, time
constraint, computation costs, etc.
Among other types of similarity measurement methods are shape-based approaches by Yanagisawa
et al. (2003), Chakrabarti et al. (2002), and Keogh et al. (2001), Chon et al. (2002), Kollios et al. (2001),
and Vazirgiannis (2001). Buchin et al. (2011) proposed a method to find similarities of parts of trajectories
termed sub-trajectory similarity. They argue that moving objects often have similar trajectories only in parts
of their movements. For instance, two commuters who work in the same office but live in different parts of
the city may end up having similar parts in their routes. Long and Nelson (2013b) proposed a dynamic
interaction similarity index, which would necessarily measure the amount of interaction between two
trajectories by comparing their azimuth and displacements. The method can use global analysis to measure
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interaction and similarities between sets of trajectories rather than only two, and it can incorporate time and
distance weight in its formulation. The only concern is data granularity, which can create different results,
and one has to take that into consideration when using this method. Co-location is another term that many
researchers have been using in applying their methods. Those methods are efforts to quantify how much of
the same location two or more moving object use in the same period (Downs et al., 2014; Winter & Yin,
2011; Yu & Shaw, 2008).
Two novel methods developed by Long and Nelson (2013b), and Dodge et al. (2012), have been
chosen, both of which are techniques for moving entities designed by scholars of GIScience. The two
methods are equipped with powerful tools that can be used to deal with eye-tracking data with some
modifications. The reason these two methods are selected is due to their flexible application. Both methods
are robust at what they measure and are compatible with the eye tracking dataset. Additionally, their
equation and type of parameters they consider are adjustable to eye movement datasets.
Furthermore, among several methods developed by scholars of vision research, three methods have
been identified, all of which work with scanpaths (the equivalent of trajectory moving path). These methods
are Scasim (Von der Malsburg & Vasishth, 2011), ScanMatch (Cristino et al., 2010), and MultiMatch (MM)
(Dewhurst et al., 2012; Foulsham et al., 2012). All three methods have the required spatiotemporal
properties to be considered well-equipped methods to deal with eye-tracking data in space and time.
Additionally, these methods are all well-established among peers of eye tracking.
The examination is done using these five methods, and potential challenges each of them may face
against eye-tracking data are identified. However, it is equally important to understand how each performs,
which also aids the process of their application and evaluation. In the following section, each of the methods
will be described, and their functions will be explained.
2.2.1. Geospatial similarity methods
Two of the methods are embedded in geographical contexts, and they were, in fact, mainly targetted
towards physical terms of movement, and in this research they are categorized as geospatial similarity
methods. The following sections describe Dynamic Interaction and Trajectory Segmentation.
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Dynamic Interaction (DI)
Studying moving objects has recently become a very active research topic in which researchers try
to identify, quantify, and measure dynamic interaction between mobile objects. Dynamic interaction, a term
from the wildlife ecology literature, can be defined as the way the movements of two individuals are related
(Macdonald, Ball, & Hough, 1980) or as inter-dependency in the movements of two individuals (Doncaster,
1990). Other terms have been used frequently in the past, some of which are association (Stenhouse et al.,
2005), relative motion (Laube, Imfeld, & Weibel, 2005), and correlation (Shirabe, 2006), and they all refer
to dynamic interaction one way or another. These studies were all efforts to identify how movements of
various moving objects were related, and each object influences another one. Some of the recent works
proposed methods in order to identify patterns of movements and priori (K. Buchin, Buchin, &
Gudmundsson, 2010) or chasing behavior (De Lucca Siqueira & Bogorny, 2011). However, limited work
exists on quantifying the strength of dynamic interactions present in movement data.
Dynamic Interaction is a similarity index proposed by Long and Nelson (2013b), which would
necessarily quantify the amount of interaction between two trajectories by comparing their azimuth and
displacements. The method can use global analysis to measure interaction and similarities between sets of
trajectories rather than only two, and it can incorporate time and distance weight in its formulation. The
only concern is the data granularity, which can create different results, and the user must consider this factor
when using this method. Additionally, DI requires coincidental movement segments in order to work
accurately. That means the movement data of two individual objects should be recorded simultaneously.
DI has two main components that work independently to measure the dynamic interaction of movement:
direction (azimuth) and movement distance (displacement). DI functions in four different levels of analysis,
which are local, interval, episodal, and global (Laube, Dennis, Forer, & Walker, 2007).
Moreover, DI calculation is equipped with a weighting system, so time and distance-based weights
can be employed if one desires. DI development is based on an existing method of correlation (Shirabe,
2006). However, it has significant advantages over the correlation method. Apart from its more modern
approach to the correlation coefficient, DI has a separate calculation for direction and displacement, which
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means it can provide two separate measures. The two measures can be both positive, negative, or completely
reverse. Furthermore, DI can be mapped using time-series data at the local level, and consequently, the
local level can be the basis for a more comprehensive spatiotemporal index for higher levels of analysis
(Long & Nelson, 2013b).
DI was selected as one of the potential methods in this research because of its functions.
Displacement and direction with a combination of time and distance-based weight are essential parts of any
movement analysis, including eye movements. DI creates accurate indications of how trajectories are
interacting, which is very important. Although DI requires coincidental movement data segments, it can be
applied to a non-simultaneously recorded eye-tracking dataset. Eye movement datasets are recorded at
different times, but experiment conditions are kept the same. Therefore, DI can be applied using relative
time from the start of the experiment. The eye-tracking system has a fixed sample rate during the whole
experiment, and that makes having equal intervals much more convenient. Furthermore, the local and
episodal analyses provide an excellent opportunity to look at parts of the eye-tracking data. Due to their
high sampling rates, eye-tracking data can have extra-large size, and having the ability to work on parts of
the trajectory, is ideal.
On the other hand, using DI in eye-tracking data might face some challenges. When a dataset is too
large, and they are sampled at a very fine granular level, the data noise can cause accuracy problems for DI
(Turchin, 1998). In such cases, resampling the data could eliminate noise. However, that could result in
another problem because DI can create different results at different intervals and granularities (Laube &
Purves, 2011). Therefore, resampling should be done very carefully, especially when it comes to such
highly sampled dataset as eye-tracking. However, if eye movements are sampled at a fixed rate, then all the
subjects will have regular and consistent data intervals, and resampling is not needed.
DI was developed under the assumption that the dataset is in an optimal condition. Data related to
two trajectories are recorded simultaneously, and therefore, their dynamic interaction can be calculated that
way. DI primarily pairs movement segments rather than the entire trajectories. Each of the paired segments
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will have a local interaction score based on their direction and displacement. Equations 1 and 2 demonstrate
how each measure gets calculated.

𝑑𝑖𝜃 = 𝑓𝑡 (𝜃𝑡𝑎 , 𝜃𝑡𝑏 ) = cos(𝜃𝑡𝑎 − 𝜃𝑡𝑏 )
𝑎
|𝑑𝑡𝑎 − 𝑑𝑡𝑏 |
𝑎 𝑏
)
𝑑𝑖𝑑 = 𝑔𝑡 (𝑑𝑡 , 𝑑𝑡 ) = 1 − ( 𝑎
𝑑𝑡 + 𝑑𝑡𝑏

(1)
(2)

𝑑𝑖: 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑤𝑜 𝑚𝑜𝑣𝑖𝑛𝑔 𝑠𝑒𝑔𝑚𝑒𝑛𝑡
𝜃: 𝑡ℎ𝑒 𝑎𝑛𝑔𝑙𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑚𝑜𝑣𝑒𝑚𝑒𝑛𝑡 𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠
d: the length of each moving segment
a: moving segment a, b: moving segment b
𝑓𝑡 : 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛
𝑔𝑡 : 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡
t: moving segment index
The direction interaction measure for each segment is a value between -1 and 1, -1 showing a
complete negative interaction and 1 showing complete positive interactions, and 0 shows no interaction
between the segments, however, for 0 interaction to happen, one of the segments of the pair would not exist
which means this particular movement segment does not have a pair. The displacement interaction is a
measure between 0 and 1. Values closer to 0 show lower interactions, while values closer to 1 show higher
interactions. Having calculated each of the interaction measures, finally, the dynamic interaction of the
movement segment gets calculated using equation 3.

𝑑𝑖𝑡 (𝑣𝑡𝑎 , 𝑣𝑡𝑏 ) = 𝑑𝑖𝜃 × 𝑑𝑖𝑑 = 𝑓𝑡 (𝜃𝑡𝑎 , 𝜃𝑡𝑏 ) × 𝑔𝑡 (𝑑𝑡𝑎 , 𝑑𝑡𝑏 )

(3)

v: the value of dynamic interaction of the movement segment
Each of the local dynamic interactions is also a value between -1 and 1. The global dynamic
interaction can be measured for direction and displacement for a set of movement segments individually.
The global DI of direction or displacement for a set of movement segments is the mean value of the entire
movement segments. Equations 4 and 5 demonstrate the way to calculate each of the global DIs.
𝑛−1

1
∑ 𝑑𝑖𝜃
𝐷𝐼𝜃 (𝑉 𝑎 , 𝑉 𝑏 ) =
𝑛−1

(4)

𝑡 =1
𝑛−1

𝐷𝐼𝑑 (𝑉 𝑎 , 𝑉 𝑏 ) =

1
∑ 𝑑𝑖𝑑
𝑛−1

(5)

𝑡 =1
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Consequently, the global DI for the two trajectories can be calculated using equation 6. This
equation is the same as equation 3 at the local level, except the values are coming from equations 4 and 5.
This equation can be applied to calculate episodal and interval dynamic interaction for any section of the
movement trajectories. One has to make sure the intervals and episodes are paired correctly for accurate
results.
𝑛−1

𝑛−1

1
1
∑(𝑑𝑖𝜃 × 𝑑𝑖𝑑 ) =
∑(𝑑𝑖)
DI(𝑉 𝑎 , 𝑉 𝑏 ) =
𝑛−1
𝑛−1
𝑡 =1

(6)

𝑡 =1

DI can be applied to an eye-tracking dataset with some considerations. Eye movements are a
combination of stationary points and moving sections, which are called fixations and saccades, respectively.
Every saccade has starting and ending points, which are both fixations. A sequence of fixation—saccade—
fixation in eye movement can be considered as a movement segment for the DI method. Eye movements
are sequences of the same pattern, which means a set of sequences of eye movements, which are called
scanpaths (trajectories in this research), can be considered a set of moving segments for DI. Figure 2.1
demonstrates an example of a segment of eye movements and how DI components can be identified. Two
eye movement segments (a and b) are paired in this example.
(𝑏)

(𝑎)

𝐹𝑖𝑥𝑎𝑡𝑖𝑜𝑛 (𝑡)

𝜃= 20

𝜃 = 85
𝐹𝑖𝑥𝑎𝑡𝑖𝑜𝑛 (𝑡)

Figure 2. 1. a paired segment of eye movements from two subjects to be used by DI method

If we consider the second saccades from figure 2.1 a and b to be paired, we can calculate their
dynamic interactions for each of the parameters. Following calculating the interaction of direction and
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distance of the paired saccades separately, a dynamic interaction for the paired moving segment can be
calculated per below:

𝑑𝑖𝜃 = cos(85 − 20) = −0.56
𝑑𝑖𝑑 = 1 − (2/10) = 0.8
𝑑𝑖𝑡 (𝑣𝑡𝑎 , 𝑣𝑡𝑏 ) = 0.8 ∗ −0.56 = −0.44
Trajectory segmentation(TS)
The second method that will be discussed in this paper was proposed by Dodge et al. (2012). Their
method was an effort to make a more comprehensive method capable of better results by using a greater
variety of movement parameters. There are other spatial and spatiotemporal similarity analysis methods,
although they lack critical movement analysis components such as, velocity, time, computation costs (K.
Buchin et al., 2011; Chen et al., 2004, 2005; Ding, Trajcevski, & Scheuermann, 2008; Ding, Trajcevski,
Scheuermann, et al., 2008; Frentzos et al., 2007; Pelekis et al., 2007; Sinha & Mark, 2005). None of these
are as comprehensive as the trajectory segmentation proposed by Dodge et al. (2012).
This method offers a better explanation of how moving objects with similar paths behave
differently. For example, vehicles which take the same path regularly, will have a close to perfect similarity
index, and yet their movement characteristics such as speed and time could vary considerably, and
therefore, those would have different movement patterns over time. In the trajectory segmentation method,
movement paths will be analyzed based on their movement parameters rather than their geometric shape of
the path. For instance, if velocity is being considered as the movement parameter, this method uses velocity
statistics such as mean, deviation, and sinuosity. By analyzing the velocity in this manner, the method
creates different classes of velocity, and consequently, when comparing two paths using this method, the
classes of velocity will be used rather than paths’ space-time geometry. This method is an extension of their
earlier research on movement data classification (Dodge, Weibel, & Forootan, 2009) which offered better
solutions than several comparables in the same category (Anagnostopoulos, Vlachos, Hadjieleftheriou,
Keogh, & Yu, 2006; Yan, Parent, Spaccapietra, & Chakraborty, 2010).
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According to Dodge’s method, characteristics of movements of an entity are derived from the way
such an entity moves over space and time. A movement parameter is then tracked over time, and each time
a parameter is collected, a point is then added to a graph (the parameter is y-axis and x-axis is time). All
the points are then connected into a line graph, and a movement parameter (MP) profile gets created. The
movement parameter profile is then converted into a standardized format in order to make it dimensionless
and comparable across different profiles (see Fig 2.2).
2
1.5
Profile 1

Velocity(Z Score)

1
0.5

Profile 2

0
1

2

3

4

5

6

7

8

9

-0.5
-1
-1.5
-2

Time

Figure 2. 2. Standardized Movement Parameter Profile of Velocity from two movement path

The MP profile then gets analyzed to see how it changes over time and space based on deviation
from the mean of a given parameter and sinuosity of each recorded parameter. Since the movement
parameter profile is standardized, the value of each recorded parameter is in fact, deviation. Sinuosity at
each point of movement parameter profile is calculated based on the ratio of total distance from k point
before point p and k point after point p divided by the length of beeline connector of the beginning and
ending points. The profile then is classified into low and high sinuosity and low and high deviation based
on a user-defined threshold (Dodge et al., 2009). The deviation measure is based on the distance from the
mean of each movement parameter profile. Therefore, negative deviations are also introduced into the
method. The combination of all low and high sinuosity and deviation creates eight MP profiles, and finally,
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a neutral category is considered for values within the threshold of mean values, and that makes the number
of MP profiles nine. Each of the MP profiles is assigned to a movement parameter class (MPC) and is
represented with an alphabetic letter. Table 2.3 depicts all the categories introduced in the method and their
associated classes and letters (Dodge et al., 2012).
Segments of the movements that are similar create classes of MPs; this process is called
segmentation. This method uses segmentation in order to make the movement analysis simpler by extracting
patterns and identifying them as similar. As a result, a profile turns into various classes with homogenous
characteristics of movement behaviors. All the MP profile values are standardized for comparison purposes,
and therefore, all the created classes are much simpler to be put side by side and be compared together.
The deviation measure is a value between 0 and 1, as a result of the standardization of the profile
values. The sinuosity of the profiles gets calculated using the following equations 6 and 7. Moreover, the
sinuosity values are also transformed to a range between 0 and 1.
𝑆𝑖𝑛𝑢𝑜𝑠𝑖𝑡𝑦𝑝,𝑘 =

𝑝+𝑘−1
∑𝑖𝑖 =
= 𝑝−𝑘 (𝑑𝑖,𝑖+1 )

𝑑𝑝−𝑘, 𝑝+𝑘

(6)

=𝑘
∑𝑗𝑗=1
𝑆𝑖𝑛𝑢𝑜𝑠𝑖𝑡𝑦𝑝,𝑗

(7)
|𝑘|
𝑝: 𝑎 𝑝𝑜𝑖𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑀𝑃 𝑝𝑟𝑜𝑓𝑖𝑙𝑒
k: a lag parameter, 1 or 2
d = distance between two consecutive point
𝑆𝑖𝑛𝑢𝑜𝑠𝑖𝑡𝑦𝑃 =

Table 2. 3. MPCs (Movement Parameter Classes)

MPC
PHH
PHL
PLH
PLL
M
NLH
NLL
NHH
NHL

Deviation
Positive High
Positive High
Positive Low
Positive Low
δ-Mean
Negative Low
Negative Low
Negative High
Negative High

Sinuosity
High
Low
High
Low
-High
Low
High
Low

Assigned letter
A
a
B
b
M
C
c
D
d

A sequence of MPCs which then represent each trajectory is a combination of alphabetic letters
in a string format. In order to calculate the similarity of two trajectories, the method will seek to find similar
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transition patterns from the strings of MPCs. For similarity calculations, a Normalized Weighted Edit
Distance method (NWED) is used, which is an extension to the Levenshtein distance method. The
Levenshtein distance is defined as the smallest number of insertions, deletions, and substitutions required
to convert one string into another (Levenshtein, 1966). Therefore, in order to calculate the similarity of two
strings, this method calculates the cost of matching the two strings resulted from two trajectories using the
NWED (Ding, Trajcevski, Scheuermann, et al., 2008; Mouza, Rigaux, & Scholl, 2006). The cost of
conversion depends on the type of transition. For instance, for insertion and deletion, the method considers
that action to cost the maximum value, which is 1. However, for other transitions that are not associated
with insertion or deletion and are considered less severe substitutions, the values should be equal or less
than one. Therefore, the method considers the distance between MPCs in order to calculate the costs.
2.2.2. Non-geospatial similarity Methods
Buchin (2014) articulate movement and interaction analysis and its importance in recognizing how
a moving object is influenced by various internal and external factors (Nathan et al., 2008). Eye movements
are considered a kind of moving entity. Recent studies have suggested that interaction between different
moving entities can influence the patterns of their movements, as well as of exposure to factors like
attraction, avoidance, competition, (J. A. Miller, 2012) and saliency factors in the case of eye movement
(Baddeley & Tatler, 2006; Bruce & Tsotsos, 2009; Foulsham & Underwood, 2007; Parkhurst, Law, &
Niebur, 2002; Tatler, Baddeley, & Gilchrist, 2005).
There is a myriad of studies that take advantage of quantitative methods of analyzing eye
movements by looking at a variety of measures such as fixation counts and durations. However, until
recently, most studies tended to forget that these fixation events follow a sequence of time, which contains
a wide range of information about behaviors and decision-making processes. Yarbus (1967) was the first
person to pay attention to the order of fixations, and for many years his report and scanpath theory by
Norton and Stark (1971) remained the only sources of information on that matter. More recently, a large
number of studies have been dedicated to studying the sequences of eye movements and analyzing the data
which resulted from experiments of eye-tracking of different types (Anderson, Bischof, Laidlaw, Risko, &
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Kingstone, 2013; Brandt & Stark, 1997; Burmester & Mast, 2010; Cristino et al., 2010; Dewhurst et al.,
2012; Foulsham et al., 2012; Foulsham & Underwood, 2008; Henderson, Brockmole, Castelhano, & Mack,
2007; Johansson, Holsanova, & Holmqvist, 2006, 2011; Richardson & Dale, 2005; Shepherd,
Steckenfinger, Hasson, & Ghazanfar, 2010).
Despite a large amount of research in eye movement research, little has been done to create methods
for pattern recognition. As a result, most of the studies have only been able to examine the movement
patterns qualitatively (Frazier & Rayner, 1982). Edit distance is among the most used method in which
many researchers have specifically applied a string-edit distance to quantify how similar eye movements
are. Some of the studies that used edit distance were done by Brandt and Stark (1997), Levenshtein (1966),
Wagner and Fischer (1974), Foulsham and Underwood (2007), Kingston (2012), Harding and Bloj (2010),
and Humphery (2009) among others. While string-edit distance provides a quantifiable measurement for
calculating the dissimilarity of two separate eye movement trajectory, it does not incorporate a critical factor
of eye movements which is fixation duration (Von der Malsburg & Vasishth, 2011). That is why researchers
developed other methods that incorporate fixation overlap, temporal correlation (Hasson, Yang, Vallines,
Heeger, & Rubin, 2008; Shepherd et al., 2010), gaze shift (Shepherd et al., 2010), linear distance methods
(Foulsham & Underwood, 2008; Henderson et al., 2007; Mannan, Ruddock, & Wooding, 1995; Mathôt,
Cristino, Gilchrist, & Theeuwes, 2012), recurrence

and cross-recurrence patterns analysis methods

(Anderson et al., 2015, 2013; Box, Jenkins, & Reinsel, 2013; Cherubini, Nüssli, & Dillenbourg, 2010; Dale,
Kirkham, & Richardson, 2011; Dale, Warlaumont, & Richardson, 2011; Richardson & Dale, 2005;
Richardson, Dale, & Tomlinson, 2009; Shockley, Richardson, & Dale, 2009; Shockley, Santana, & Fowler,
2003; Shockley, Baker, Richardson, & Fowler, 2007; Shockley & Turvey, 2005; Webber & Zbilut, 2005),
and determinism, laminarity, and center of recurrence mass method (Dale, Warlaumont, et al., 2011). For
this research, three methods from the eye-tracking field are selected. The following sections are a detailed
description of how the three selected methods function.
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Scasim (Scanpath similarity)
The first method of eye movement similarity analysis is called Scasim for scanpath similarity. This
method calculates the overall dissimilarity of two scanpaths (trajectories) by aligning them with the
Needleman–Wunsch algorithm (Needleman & Wunsch, 1970). This algorithm breaks the entire scanpath
of eye movement into smaller movement segments and pairs each part separately. The method then sums
the substitution penalties for the corresponding pairs of fixations. Scasim follows four steps in order to
calculate the dissimilarity of two scanpaths. The four steps are:
1. Aligning scanpaths using the Needleman–Wunsch algorithm.
2. Calculating the similarity of each pair of fixations by using equations 8 and 9. In this part, the
method uses duration and position to determine the similarity. When the pair are close in position,
their similarity is their fixation duration difference. When the two fixations happen to be far away,
their dissimilarity is their fixation duration sum.
3. A binary method is used to determine a weight for the similarity, meaning that only one part of
equation 8 is always 0, and the other part is always value other than 0.
4. Finally, equation 9 is used to sum all the similarity and dissimilarity values for all the aligned
fixations
(8)
(9)

According to Von der Malsburg and Vasishth (2011), previous similarity analysis methods of eye
movements had difficulty when dealing with scanpath of eye movement in reading tasks. In most of those
studies, fixation duration did not affect their analysis, although fixation duration has proven to be extremely
important. They also did not take the spatial distance between fixations into account, which would mostly
neglect different sizes of saccades and would treat them all the same. Another issue with those methods is
their accuracy in terms of pinpointing the fixation, as they could only consider a large area of interest as
fixation, and consequently, two fixations in a close distance would be considered one. Hence, Von der
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Malsburg and Vasishth (2011) created a method termed Scasim capable of quantifying similarities between
scanpaths in reading tasks, which they claim can be applied to other tasks such as visual world paradigm.
Scasim generates a dissimilarity index for two scanpaths aligned by the Needleman–Wunsch algorithm
(Needleman & Wunsch, 1970) and giving penalties to pairs of fixation based on their duration and location.
Penalty values can range between 0 and a constant depending on the duration of fixations. When fixations
happen in the same location, the penalty equals the difference of their durations, which means it could be
zero as well. Zero, in this case, means perfect similarity. This method can only be applied to fixations
segments, and despite being temporal and considering time sequence, it still lacks saccade segments and
does not incorporate the velocity of eye movements from one fixation to another. Scasim was developed
for reading tasks, and subjects’ eye movements are mostly a straight line from left to right when reading.
Therefore, the method’s functionality becomes limited when confronted with different types of datasets
unrelated to reading single lines.
ScanMatch (SM)
ScanMatch (Cristino et al., 2010) is another method that uses the same analogy as Scasim.
However, it uses the regions of interest as its control points instead of fixation points. The method
supposedly performs better in scene viewing tasks, unlike Scasim. ScanMatch also takes advantage of a
kind of edit distance. Despite some technical similarities, ScanMatch and Scasim are very different in
several aspects. One is how temporal information is treated. Another more important difference is that
ScanMatch delivers a very different concept of similarity, and there is perhaps little overlap in the potential
applications of the two measures (Von der Malsburg & Vasishth, 2011). Cristino et al. (2010) also address
the problem of gaze durations that were ignored in earlier proposals (Brandt & Stark, 1997), but they
suggest a different solution.
ScanMatch incorporates fixation and gaze duration by summarizing eye movements into areas of
interest (AOIs). Each of the AOIs is assigned a letter, and a sequence of strings is created from the scanpath
of eye movements based on the duration of each fixation. For example, AOIs assigned letters are repeated
in proportion to the time eyes spend at a particular AOI (Figure 2.4). In order to make sure there are enough
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letters to represent all the AOIs, just in case there are more than 26 AOIs in a scene, the ScanMatch string
method uses two letters for each AOI. The first letter is a lower letter followed by a capital letter
(“aAaBaCaD” with “aAaCaCaD” or “aEaAaTaS”).
Normal Sequence:
Seq = ACB
With Temporal Binning:
Seq= AAACCCCCCBB

Figure 2. 3. Example of converting eye movement into a sequence and application of temporal binning*
*

It results in the following sequence: AAACCCCCCBB.

ScanMatch also uses the Needleman–Wunsch algorithm to align the strings resulted from the eye
movements AOIs. It then uses a substitution matrix in order to align the two scanpaths of eye movements.
In this matrix, every action gets a score, and higher scores are demonstrations of more similarities. A weight
can be utilized based on the distance of the fixation from each other, which would give some AOIs
importance over the rest. There is also a cutoff that would define the maximum distance two fixations can
have a positive value in the substitution matrix. Otherwise, they are assigned a negative value. A gap penalty
is introduced in this method, which would allow the algorithm to figure out how to proceed with the
alignments of elements when they do not match, insertion or deletion is required. Figure 2.4 describes a
simple example using two different values for the gap penalty.
All the scores are normalized by using Equation 10. Normalization is necessary because the length
of a sequence has a direct impact on the score, and the lengthier a sequence, the higher the score would be,
though it may not be the reality. By using this equation, the best possible score would be 1.
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑆𝑐𝑜𝑟𝑒 =

𝑆𝑐𝑜𝑟𝑒
𝑚𝑎𝑥(𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑚𝑎𝑡𝑟𝑖𝑥) × 𝑙𝑒𝑛𝑔𝑡ℎ𝑜𝑓𝑡ℎ𝑒𝑙𝑜𝑛𝑔𝑒𝑠𝑡𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒

(10)
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Gap Penalty = 0

Score = 8+0+0+(-1) =7
aAaB aC
aA aCaD

Gap Penalty = -2

aAaB aD

aA
aB
aC
aD

aA
8
-2
-1
-3

aB
-2
8
-2
-2

aC
-1
-2
8
-1

aD
-3
-2
-1
8

Score = 8+(-2)+(-2)+8 = 12

aA aCaD
Figure 2. 4. Example of two short sequences being compared and application of penalty gap.

ScanMatch is a method that incorporates spatial, sequential, and duration information altogether,
which is something all previous methods fell short of doing. On the other hand, despite all improvements,
ScanMatch heavily relies on the AOIs, and instead of using the distance between the actual fixations, the
AOIs boundary gets priority. For instance, two fixations that are at a maximum distance in the same AOIs
get a higher similarity score than two fixations in different AOIs, which are very close in terms of distance.
In other words, the landing site of fixations are not considered (Dewhurst et al., 2012; Foulsham et al.,
2012). Another criticism about the ScanMatch method is its exclusion of the shape of scanpaths in its
calculation. Two similarly shaped scanpaths could have very low similarity score because of the AOI limits
(Figure 2.6). Studies have shown that the shape of scanpath plays a vital role in mental imagery research
(Johansson et al., 2006, 2011; Laeng & Teodorescu, 2002; Zangemeister & Liman, 2007).

Figure 2. 5. examples of scanpaths comparisons.
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MultiMatch (MM)
MultiMatch is another method developed by scientists of the eye-tracking field to compare eye
movements scanpath (Dewhurst et al., 2012; Foulsham et al., 2012; Jarodzka, Holmqvist, & Nyström,
2010). MultiMatch is comprised of five separate parameters, each of which has a similarity score, including
shape, direction, length, position, and duration. The method begins with simplifying scanpaths into
fixations by combining consecutive fixations when they are within a threshold distance or direction
(Anderson et al., 2015). This process is followed by an alignment approach that would match the scanpath
fixations based on their shape, and this takes place by calculating an optimized vector difference. Each
scanpath is then represented using a mathematical vector u = [x; y], in which all elements of a scanpath are
included. That leads to a vector that contains information from both fixation and saccade in eye movement.
Moreover, this representation keeps all parts of the scanpath intact, which are, shape, length of the
scanpath saccades, the direction of saccades, the position of fixations, and the duration of fixations. During
the simplification process, this method follows two steps. First, a lot of continuous small saccadic
movements that happen at a very close distance of AOIs are combined in order to focus on the AOIs rather
than the back and forth small saccadic movements. Second, a lot of the consecutive saccades that have the
same direction are part of the same saccade and are also combined. The resulting vector is much simpler to
handle and work with. Examples of simplification process are illustrated in Figure 2.7.

Figure 2. 6. Example of scanpath simplification.
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Each of the scanpaths is represented by compiling all the vectors as the following: S1 = {𝑢1 , 𝑢2,
…, 𝑢𝑚 }, and S2 = {ʋ1 , ʋ2 , …, ʋ𝑚 }. Comparison takes place between the two scanpaths by following four
steps. They are: 1) each selected elements from first scanpath (i) gets compared with the same element from
the second scanpath (j) and the results are recorded in matrix M(i,j); 2) an adjacency matrix (A) gets created
and this matrix sets connectivity rules within matrix M; 3) using the adjacency matrix a graph (d) is drawn
in which the matrix elements are identified as nodes; 4) the shortest path in the drawn graph is then
concluded using Dijkastra’s Algorithm . The method then uses the shortest path to align the scanpaths.
Figure 2.8 is a demonstration of how an example of the four steps would take place in the method (Anderson
et al., 2015).
The following is a more detailed explanation of the five components of MultiMatch and how the
method works for each of them. All the measures are normalized based in order to make the comparison
simpler.
MM Vector: it is a similarity measure of the shape of the scanpaths which is sensitive to the spatial location
of fixations
MM Length: it is a similarity measure for the saccade amplitude, but it does not incorporate direction
location or duration of fixations.
MM Direction: it is a similarity measure for the saccade direction based on the angular difference of aligned
saccades, but it does not take amplitude and fixation location into account
MM Position: it is a measure that only deals with the absolute distance between aligned fixation and creates
a similarity score based on the Euclidean distance and it incorporates both saccade amplitude and direction
MM Duration: this measure also deals with aligned fixations and compares their durations, but it is not
sensitive to fixation location and saccade amplitude.
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Figure 2. 7. The general principle of the proposed method for scanpath comparison

2.3. Discussion
After studying all the five methods, there is sufficient evidence to suggest these methods output out
different similarity scores. That is because each method measures similarity differently. For instance,
Dynamic Interaction creates a score between -1 and 1 based on two parameters of direction and distance,
while trajectory segmentation could use a broader range of parameters such as velocity, acceleration,
direction, distance, and more. When it comes to pairing, the Scasim and ScanMatch both take a sequencebased approach while Dynamic Interaction and Trajectory Segmentation both require time, and MultiMatch
is based on Shape of scanpath. Therefore, it is impossible to suggest the best method which would describe
the similarity of moving objects entirely. These methods have different approaches in terms of how to
define similar movements. However, our goal in this research is to identify the best of all methods and put
forward a framework that can be the basis of a practical similarity analysis method applicable in both
geospatial and non-geospatial domains. Moreover, each of these methods has its limitations when it comes
to their application. Therefore, it is crucial to understand where each method stands when it comes to its
drawbacks.
28

Another challenge this research may face is data interpretation and manipulation of the results and
the data itself. Creating a spatiotemporal method based on GIScience, using useful aspects of all the
methods, is not a simple task, especially when it comes to working with the eye-tracking dataset. In general,
current state-of-the-art eye-tracking systems have limited automated solutions to deal with the analysis of
interactive stimuli. Moreover, users’ gaze locations are typically recorded in screen coordinates (e.g., pixel
locations in a display) and not in geographic coordinates, which introduces a spatial data analysis challenge
when evaluating interactive cartographic products. Nevertheless, the viewed geographic locations might be
particularly relevant for a specific spatial decision-making task (Ooms, Fabrikant, Coltekin, & Maeyer,
2013).
In terms of applying GIScience techniques on eye-tracking data, the first and most crucial challenge
is the fact that they have never been tested on such a dataset. It is unknown what kind of results could be
produced using any of the two methods. Furthermore, they do not respond well to large datasets, which is
the case for eye-tracking data. Perhaps the combination of the two geospatial methods could potentially
perform quite better and create promising results. With the use of the trajectory segmentation method, it is
possible to get smaller samples of data that are representative of the whole dataset, as MPs of the eyetracking data help with that process
2.3.1.

Dynamic Interaction (DI)
Dynamic Interaction method relies on a simultaneous data collection, which in itself is not a

challenge in many cases. However, many spatial moving phenomena do not occur on the same timeline.
Therefore, having a method that is flexible in aligning the trajectories of two or more moving events is
essential. DI is mainly targeted towards animals’ movement data, and by no means, it is a comprehensive
method. Its authors also did not introduce the method as a solution for all types of movement dataset. DI is
a method that only considers direction and distance and includes time as a weighting mechanism. This
method generates excellent results for two animals that were simultaneously tracked, but it will not be
suitable for other types of moving agents and events, such as a human, hurricane, and non-geospatial
moving entities. It is not nearly as modifiable as it could benefit these types of movement dataset, despite
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its versatility when it comes to creating multiscale and level interaction values. After all the results, this
method outputs are how two moving animals are acting interactively rather than how similar their
movements are, and it can help find a measure of interaction and similarities locally and globally.
2.3.2.

Trajectory Segmentation
The Trajectory Segmentation method, on the other hand, allows for an in-depth analysis of different

MPs in a spatiotemporal manner. Segmentation of a movement trajectory into various parameters would
allow for a more thorough analysis of a moving event. Although this method is a much more comprehensive
one, it is more of a framework. It is a pathway for analyzing movement patterns through movement profiles.
It does not output conventional results; however, it is compelling in terms of defining movement patterns.
Where it lacks is its capability to be used on a large-scale dataset across multiple parameters.
Furthermore, it will be challenging to apply this method to a non-geospatial dataset due to its focus
on geographical phenomena. TD, although robust, does not address the complexities of non-geospatial
datasets, nor does it claim to be the perfect solution to all of the problems. On the other hand, when it comes
to finding similar patterns within each of the movement parameters, its results are promising. However, it
is hard to define parameters’ importance over one another.
2.3.3.

Scasim (Scanpath similarity)
Researchers of psycholinguistics developed Scasim in order to be used in reading tasks, and it

exactly does what it was meant to do. This method compares eye movements based on two aligned
scanpaths of such movements. It only considers location and fixation duration to measure the similarity.
The alignments of the scanpaths are merely based on the sequence order of the fixations, rather than time
or a user-defined parameter. The method can only be applied to two moving data at once and the results in
fact values of dissimilarity, which can be a large number depending on the number of aligned fixation. The
dissimilarity only increases incrementally, and it becomes tough to make a sensible comparison between
high-value numbers. There is also little to none evidence to suggest this method can be applied to different
tasks other than reading.
2.3.4.

ScanMatch
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ScanMatch is a method that created momentum for a few of the eye tracking researchers to look
into individual differences. Although the method was designed to work in scenes and display viewing tasks,
it can be applied to reading tasks. The method falls short when it defines the areas of interest (AOIs). So
rather than working with the actual distance between fixations, it considers the distance between the AOIs.
That could potentially obstruct the results, especially in eye tracking, when there are a large number of data
points. In order to solve this issue, the method calls for a clustering of the fixation approach and considers
all the near fixations one AOI, and the sum of all their fixation duration is considered for the entire region.
This is their way of incorporating time into the similarity measure. However, this approach omits shorter
fixations and does not pay attention to any possible saccade in between. Despite their claim that ScanMatch
can include a weight system for fixation distances, the short fixations that are closest in the distance and
form together an area of interest are indeed overlooked. Furthermore, it is unclear how this method can be
applied to geospatial data even with some modifications. In this research the goal is to create a method that
can work with a diverse set of datasets including geospatial and non-geospatial. ScanMatch was designed
for eye movement studies, and it does not have the full capabilities of a spatiotemporal method, which can
be adjusted according to different datasets.
2.3.5.

MultiMatch
MultiMatch is perhaps the most comprehensive way to compare eye movements between

individuals. The five measures in this method can quantify different aspects of eye movements between
subjects. However, it is not clear which measure plays a more significant role in the method. All the
measures seem to be working independently from each other. So each measure creates a separate result
without incorporating any other. MultiMatch is a robust method on the surface, which offers a range of
measures to compare eye movements between two scanpaths. However, it is hard to define the similarity
of two scanpath by having all the five components. The authors of the method did not introduce a way to
combine all the components into a single similarity score and left it open for discussion. They also did not
offer any insights as to how to select which components in different experiments. It is apparent that
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MultiMatch provides a useful tool for researchers of eye movements; it is not apparent which components
are preferred or applicable in a given experiment.

2.4. Proposed Framework
There are mainly eight categories of functionalities and attributes that are identified as essential
and beneficial when it comes to movement analysis, and they can be categorized as 1) spatiotemporal order,
2) quantization, 3) movement type, 4) movement parameters, 5) visualization ability, 6) customizability 7)
analysis level, 8) alignment method. Spatiotemporal order refers to movement order, and whether each
method considers such component in their analysis. Some of the methods only work with matching
stationary points (fixation), and they do not take into account their order of occurrence. Quantization refers
to the way stationary points (fixation) are treated, which can be discrete, continuous, or none. Movement
type refers to the kind of movement the methods consider into their analysis; some only work with
stationary points while others also incorporate segments or saccades. Movement parameters are different
aspects of movement, such as velocity, direction, distance, duration, acceleration, etc.
Furthermore, this research intends to find out what parameters play more important roles within
each method. Each method works with specific parameters such as distance, direction, duration, and shape;
hence, it is vital to examine the different parameters each method considers. Moreover, each method’s
ability to visualize the movement will be determined; eye movement similarity indices do not have any
visualization capabilities, and adding such a technique to all these methods would make them significantly
more valuable. Customizability is the ability to modify the method in different scenarios and make it
possible to work with various types of datasets. Analysis level refers to the type of output each method
creates, which can be at different levels of local, interval, classes, episodal, and global. Finally, each method
uses a criterion to align the movement data, and that is essential to the way each method analyzes the
movement dataset. Table 2.4 is a summary of all five methods of comparison between the eight mentioned
categories.
From Table 2.4, it is evident that these methods work with different parameters and parameters and
also output different results. The range of the similarity rate these methods create is also very different. For
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instance, Dynamic Interaction can have negative values and ranges between -1 and 1, while Scasim only
has positive values, and there is no defined range. Four of the methods create a global similarity rate for
comparing moving datasets. However, MultiMatch does not provide a single similarity rate. Instead, it
outputs five different values, which are based on the five different parameters. Only one of the above
methods can consider movement data as a continuous dataset, and that is the Trajectory Segmentation
method. Spatiotemporal order is a critical parameter, but mainly the methods in eye-tracking discipline do
not precisely address how to consider temporal and spatial order in analysis, and ScanMatch also considers
the time in order to count for dissimilarity penalty. When it comes to alignment, all methods have their way
of doing it, and there is a single best method. However, time-based alignment does make the most sense in
a similarity analysis exploration. None of the methods deal with the velocity of moving objects, except the
trajectory segmentation. All four methods only consider the stationary segments of the movement.
Therefore, velocity is of very little interest to them. However, any moving entity makes continuous
movement in order to go from point A to B. Those movements between stationary points are parts of the
movement and should be considered in the analysis. Two moving entities can move between exact spots,
and yet the characteristics of their movement could vary by time, direction, and velocity.
Table 2. 4. Summary of selected methods considerations in five categories
Method
Spatiotemporal order
Quantization

DI
Yes
Discrete

Movement type

Stationary

Movement
parameters

Visualization ability
Customizable
Analysis level

Alignment method

TS
Yes
Discrete,
Continuous
Stationary
Moving

Scasim
No
Discrete

SM
Yes
Discrete

MM
No
Discrete

Stationary

Stationary

Stationary
Moving

Direction,
Distance

No
specific
parameter

Distance,
Duration

Distance,
Duration

No
Limited
Local,
Interval,
Episodal,
Global
Simultaneous
tracking

No
Yes
Class,
Segment,

No
No
Local,
Global

No
No
Global

Distance,
Direction,
Shape,
Duration,
Amplitude
No
No
Local,
Global

Time-based

Fixation
sequences

Fixation
sequence

Shape-based
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Therefore, having a method that can combine all the strength of these existing methods, while
making sure it addresses the issues these methods potentially face is very crucial. The method needs to be
flexible enough to include all the parameters, and be customized in different scenarios, and also apply to
various types of movement entities. Therefore, the proposed framework dictates that a robust similarity
index should have the following eight characteristics:
1. Considers the spatial and temporal order of data
2. Flexible to include moving and fixed segments
3. Flexible to work with irregularly tracked datasets
4. Flexible to user-defined parameters
5. Create a visual output as well as values
6. Flexible for user-defined thresholds
7. Ability to generate output at different levels of analysis
8. Flexible to a user-defined alignment method
A similarity analysis method that can incorporate various parameters and be flexible towards
researchers’ needs can help everyone in the field of movement analysis across different disciplines. It is in
everyone’s interest to have a method that avoids making bold assumptions about its application and gives
the user the ultimate freedom to choose what and how to use it. Therefore, a Mobile Event’s Similarity
Index will be created, and its application to eye-tracking and animal tracking will be demonstrated in the
coming chapters.
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CHAPTER THREE: MOBILE EVENT SIMILARITY INDEX(MESI): A
COMPREHENSIVE METHOD COMPARE MOVING ENTITIES’
TRAJECTORIES
Abstract
There are a multitude of disciplines that produce trajectory, data that record an entity’s movements.
Movement can be physical (animal, human, vehicles) or virtual (eyes, brain topography). Consequently,
tracking datasets for these entities can be quite diverse, although minimally, they all record spatial locations
(x, y) and timestamps, as well as potentially several parameters. Across disciplines, similarity analysis is
often used to compare different trajectory datasets. However, the majority are developed only for particular
applications and are inapplicable to other types of trajectories.
Additionally, almost all are only relevant for comparing a single pair of sample trajectories. This research
presents a Mobile Event Similarity Index (MESI) as a comprehensive method of similarity analysis that
applies to all types of trajectory data and can be implemented both for comparing single and repeated
trajectories (i.e., trials). MESI not only offers multiple ways to pair trajectories, but it also gives users the
flexibility to select desired combinations of parameters relevant to a particular study. Additionally, MESI
produces both local and global similarity indices to aid in interpretation. In this research, MESI is illustrated
as a tool that applies to both eye-tracking and animal tracking data.

3.1. Introduction
Similarity analysis is the science of statistical comparison across two or more observations (Clarke,
1993). On the same note, movement similarity analysis is a statistical analysis of two or more trajectories
or paths through space and time. In the realm of movement science, moving entities are objects which their
positions or geometric attributes change over time. However, in many applications, the size and shape of
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the object are not as important as their position. Hence, moving objects are considered as moving points,
and their trajectories can be visualized and analyzed.
There are two major categories of moving entities that can be classified as objects and events.
Moving objects are more straightforward to identify due to their actual physical nature. Some examples of
such entities are humans, vehicles, and animals. On the other hand, moving events occur in a non-geospatial
setting and are harder to define, due to their intangible nature. Eye movements, brain topography,
microenvironment cells, such as human cancer movements, are among some of the non-geospatial types of
moving entities. Mainly, the changes that these types of moving entities go through require very special
devices to record (Dodge et al., 2008). Despite their differences, both kinds of trajectories undergo
comparable methods of analysis, including similarity analysis.
Numerous methods of similarity analysis have been developed over the years in efforts to make
quantitative comparisons between movement trajectories (Long & Nelson, 2013a). Euclidean measurement
(Sinha & Mark, 2005), time-weighted distance (Spaccapietra et al., 2008), longest common subsequences
(Vlachos, Gunopulos, et al., 2002), network-based similarity indices (Hwang, Kang, & Li, 2005),
parameters based similarity (Dodge et al., 2012), and many more geometry-based indices (Long & Nelson,
2013b; Yanagisawa et al., 2003) are among these types of analyses. All these methods quantify some
measure of movement similarity; however, their approaches fall short on computing a comprehensive index
where all parameters and characteristics of different kinds of moving entities are incorporated into their
methods. This research presents a Mobile Event Similarity Index (MESI) as a comprehensive method of
similarity analysis that applies to all types of trajectory data and can be implemented both for comparing
single and repeated trajectories (i.e., trials) across several scales. MESI not only offers multiple ways to
pair trajectories, but it also gives users the flexibility to select desired combinations of parameters relevant
to a particular study. Such a method requires more robust computational power, which can be obtained by
incorporating newer technologies of data mining and programming languages. After reviewing related
work, this paper presents the formulation of MESI and applies it to both object- and event-based trajectories
for illustration. A discussion of the robustness and applicability of MESI is also provided.
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3.2. Related work
Similarity indices have long been valuable assets to a variety of research areas. Measures of
similarity and dissimilarity have both been called similarity indices, as they logically complement each
other. Similarity indices are used to describe how ‘close’ two samples or datasets are to one another, while
dissimilarity indices are an indication of how ‘far apart’ (J. W. Johnston, 1976). Although similarity
analysis is a well-debated topic in movement research, and many studies have tried to develop new methods,
a perfect method that can solve all the complex problems in movement analysis does not exist. There are a
few examples that can highlight those movement analysis complexities. For instance, two cars which are
taking the same route every day, have very similar trajectories, but their movement parameters like speed
and time of their trip might not be similar, which makes it hard to interpret their similarity measurement.
In another example, in hurricane literature, although most of the hurricanes in the Atlantic have the same
geometric shape, they vary significantly in size, speed, and strength. Accordingly, numerous methods have
been developed to measure similarity.
Vlachos et al. (2002) define the simplest way to compare two trajectories by generating vectors
from the movement data and apply a p-norm to measure their similarities. Other scholars of the field have
extended the model to make it work better in other types of transformations like moving average, shifting,
normalization, and scaling (Chu & Wong, 1999; Goldin & Kanellakis, 1995; Rafiei & Mendelzon, 2000).
Other approaches include time warping, stretching time (Berndt & Clifford, 1994), finding longest common
subsequence (LCSS) (Agrawal et al., 1995; Bollobás et al., 1997; Bozkaya et al., 1997; Das et al., 1997),
using distance function to address issues related to outliers, various sampling rates and speeds, similar
motions in various regions, and different trajectory length (Vlachos, Kollios, et al., 2002).
Existing similarity methods can be categorized into two major types: spatial similarity and
spatiotemporal similarity. Dodge et al. (2012) suggest a new method that would incorporate a variety of
movement parameters in the technique, which would result in a more comprehensive method capable of
taking advantage of both categories of methods. Other comparable techniques include spatial similarity
measures by Chen et al. (2004, 2005) and Ding et al. (2008). Some of the spatiotemporal methods were
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suggested by Sinha and Mark (2005), Frentzos et al. (2007), Buchin et al. (2011), Pelekis (2007), Ding et
al. (2008), although they all lack some critical aspects of the movement analysis which often are parameters
such as speed, time constraint, and computation costs.
Among other types of similarity measurement methods are shape-based approaches by Yanagisawa
et al. (2003), Chakrabarti et al. (2002), and Keogh et al. (2001), Chon et al. (2002), Kollios et al. (2001),
and Vazirgiannis (2001). Buchin et al. (2011) proposed a method to find similarities of parts of trajectories
termed sub-trajectory similarity. They argue that moving objects often have similar trajectories only in parts
of their movements. For instance, two commuters who work in the same office, but live in different parts
of the city, may end up having similar parts in their routes. Long and Nelson (2013b) proposed a dynamic
interaction similarity index, which would necessarily measure the amount of interaction between two
trajectories by comparing their azimuth and displacements. The method can use global analysis to measure
interaction and similarities between sets of trajectories rather than only two, and it can incorporate time and
distance weight in its formulation. The only concern is the data granularity which can create entirely
different results, and one has to consider that when using this method. Co-location is another term that
many researchers have been using in applying their methods. Those methods are efforts to quantify how
much of the same location two or more moving object use in the same period (Downs et al., 2014; Winter
& Yin, 2011; Yu & Shaw, 2008).
Buchin (2014) articulates that movement and interaction analysis is of paramount importance in
recognizing how a moving object is influenced by various internal and external factors (Nathan et al., 2008).
Recent studies have suggested that interaction between different moving entities can influence the patterns
of their movements, as well as of exposure to factors like attraction, avoidance, competition, (J. A. Miller,
2012) and saliency factors in the case of eye movement (Baddeley & Tatler, 2006; Bruce & Tsotsos, 2009;
Foulsham & Underwood, 2007; Parkhurst et al., 2002; Tatler et al., 2005).
In non-geospatial moving objects research, the little work that has been done to create methods for
pattern recognition over the years are limited to examining the movement patterns qualitatively (Frazier &
Rayner, 1982). In the case of eye movements, edit distances methods have been used in some studies of
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eye movements to quantify similarities of different eye movements (Brandt & Stark, 1997; Levenshtein,
1966). Recently some of the scholars of eye tracking discipline have shown interest in using more advanced
statistical analysis of eye tracking datasets. For instance, Mathot et al. (2012) and Von der Malsburg and
Vasishth (2011) created methods of analysis which rely heavily on the power of data mining and statistical
analysis. In studying brain activities, there have been efforts to take advantage of multivariate analysis in
order to compute the similarities of data obtained from EEG and MEG (Ko, Spetsieris, Ma, Dhawan, &
Eidelberg, 2014; Tian, Poeppel, & Huber, 2011).

3.3. Methodology
The number of similarity indices over the years is ever-increasing. However, the majority of those
methods fail to take advantage of the shared concepts between the two major moving entities categories.
MESI’s design relies on the principles of both categories of mobile objects. In this section of the work, the
mathematical computation of MESI is explained. In another section, the pairing of the trajectories is
explained, as is its computation for repeated trajectors for individuals, which are termed trials. Also, a
quick snap of MESI application and details on parameter selection are included. MESI application is written
in Python programming language, and it is open source.
3.3.1.

Mobile Event Similarity Index (MESI)
MESI takes trajectory(path) datasets of moving objects and creates a similarity index. The process

starts with reading the datasets and analyzing them in order to pair the trajectories. Following the pairing
part, a point to point comparison takes place. The comparison is made between each paired part for all the
identified parameters. There are potentially two sets of parameters that are sample-based and trial-based.
The sample-based parameters are values related to each single sample point, while trial-based parameters
are single values that are associated with an entire trial. The selected parameters depend on objectives of
the research; some possible parameters are distance, velocity, direction, acceleration, type of environment
the sample is located among sample-based parameters, reaction times to particular stimuli, total time
subjects spend in different regions, and many more are among trial-based parameters. MESI allows the user
to identify a set of parameters they want the method to include in the comparison. Parameter selection will
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be discussed in the case study section. Moreover, finally, an index gets created for every identified
parameter and a comprehensive index for the entire moving datasets. The following section is a detailed
description of how the MESI algorithm works and is divided into two sections of pairing and the similarity
index calculation.
3.3.2.

Pairing
A moving dataset usually contains information regarding the location and time of the samples.

Moreover, each sample is recorded at a sample rate interval. For instance, if the sample rate is 30 seconds,
every 30 seconds, a sample is recorded. However, this method is flexible to work with irregularly sampled
datasets, as well, such as tracking data from travel diaries. MESI is developed based on the idea of pairing
trajectories of samples from two movement datasets. In order to set up the pairing segment, it is essential
to define the indexing of the trajectories first. Each moving dataset can potentially be comprised of several
trials or repeated observations. For instance, the same subject can be tracked multiple times, performing a
variety of tasks. Each of these tracking events is called a trial. Having repeated trials for the same moving
entity is relatively common in movement analysis, especially in non-geospatial cases (i.e., eye-tracking)
but also geospatial ones (e.g., multiple trajectories for a single animal). The idea of having multiple trials
comes from the fact that scientists are interested in testing their subjects’ behaviors in a variety of
conditions. These trials are in fact repeated trajectories and in this research the word “trial” as such.
Therefore, moving datasets can have a range of trials for the same subject. A trial of ‘r’ for subject ‘s’ is
considered a separate movement trajectory(‘M’). Each of these movement trajectories consists of a set of
samples, which are shown with the lower letter ‘m’ and can be indexed according to equation 1.
1
𝑘
1
𝑘
𝑀𝑠𝑟 = [𝑚𝑠𝑟1 (𝑡𝑠𝑟1 , 𝑋𝑠𝑟1 , 𝑏𝑠𝑟1
, . . . . , 𝑏𝑠𝑟1
, . . . . , 𝑏𝑠𝑟𝑖
),…, 𝑚𝑠𝑟𝑖 (𝑡𝑠𝑟𝑖 , 𝑋𝑠𝑟𝑖 , 𝑏𝑠𝑟𝑖
),
1
𝑘
1
𝑘
𝑚𝑠𝑟𝑗 (𝑡𝑠𝑟𝑗 , 𝑋𝑠𝑟𝑗 , 𝑏𝑠𝑟𝑗 , . . . . , 𝑏𝑠𝑟𝑗 ), 𝑚𝑠𝑟𝑛 (𝑡𝑠𝑟𝑛 , 𝑋𝑠𝑟𝑛 , 𝑏𝑠𝑟𝑛 , . . . . , 𝑏𝑠𝑟𝑛 )]
𝑀𝑠𝑟 : rth trial of subject s
r: trial index
s: subject index
i&j: sample index
n: total number of samples in a trial
X: location of samples
b: user-defined parameters

(1)
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k: parameters’ index
Pairing the moving trajectories is the most critical part of the MESI algorithm. Pairing is done by
a sample to sample comparison based on a specific user-defined pairing parameter (‘p’). The three users’
choices are order (sequence of samples regardless of their times), temporal (timestamps of samples), and
location of the samples. We use the same indexing method to denote these parameters based on the subject,
trial, and sample. Pairing the trajectories based on their timestamp is the most natural choice, with time
measured either absolutely or relatively (i.e., the time elapsed since the start of the trajectory). A userdefined threshold is incorporated for pairing. This threshold defines the value at which two samples can be
paired. Equation 2 is used to pair the samples within each trial. For instance, if the user selects the
timestamp as the pairing parameter, MESI compares each sample point timestamps across both trajectories,
and if their values are within the user-defined threshold, they are considered paired samples points. If there
are multiple sample points within the threshold (i.e., irregularly sampled dataset), the samples that are
nearest in time,nearest in the distance, or closest in sequence could be paired. The unpaired sample points
are considered separately for further calculation in a later step. Unpaired samples occur when one trajectory
has more samples than another.
𝑖𝑓 |𝑝1𝑟𝑛 − 𝑝2𝑟𝑛 | < 𝐻:
𝑝𝑎𝑖𝑟𝑒𝑑 = (𝑚1𝑟𝑛 , 𝑚2𝑟𝑛 )
𝑝𝑎𝑖𝑟 = {
𝑒𝑙𝑠𝑒: 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 = (𝑚1𝑟𝑛 , ) 𝑎𝑛𝑑 (, 𝑚2𝑟𝑛 )
p: user-defined pairing parameter (order, temporal, location)
(𝑚1𝑟𝑛 , 𝑚2𝑟𝑛 ): 𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 1 𝑎𝑛𝑑 2
(𝑚1𝑟𝑛 , ) & (, 𝑚1𝑟𝑛 ): 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑝𝑜𝑖𝑛𝑡𝑠
𝐻: 𝑢𝑠𝑒𝑟 − 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑓𝑜𝑟 𝑝𝑎𝑖𝑟𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
3.3.3.

(2)

Dissimilarity
As stated, pairing the trajectories is the first step toward the calculation of a similarity index. Next,

MESI requires at least one user-defined parameter (b) to start its process. The user defines all the samplebased parameters, some examples of parameters include, direction, distance, velocity, and acceleration
After the user defines the desired parameters, each pair of sample points are assigned a dissimilarity value
according to equations 3 or 4. Location is used to identify the dissimilarity of two paired-sample points. If
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the paired samples are within a user-defined distance threshold, for each user-defined parameter’s
dissimilarity, an absolute difference gets calculated, and they will be recorded for the paired samples.
On the other hand, if the paired samples’ location is farther than the threshold, a dissimilarity value
is calculated for each of the user-defined parameters based on their sum of values. As stated above, all the
resulting values from equations 3 and 4 are dissimilarities, and subtractions and additions of values
represent their differences based on each parameter. When two samples are within a threshold distance,
they are behaving in the same manner, and subtracting their values will reflect the degree of their
differences. On the other hand, when samples are far from each other, their behavior is potentially very
different, and adding the value of the parameter will increase their dissimilarity.
𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
= |𝑏1𝑟𝑛
− 𝑏2𝑟𝑛
|
1𝑟𝑛 ,𝑚2𝑟𝑛 )

{
𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
= 𝑏1𝑟𝑛
+ 𝑏2𝑟𝑛
1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑘
𝑘
𝑖𝑓 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑋1𝑟𝑛
, 𝑋2𝑟𝑛
) <= 𝐻
𝑘
𝑘
𝑖𝑓 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑋1𝑟𝑛
, 𝑋2𝑟𝑛
)>𝐻

(3)
(4)

𝑘
𝑑𝑖𝑠𝑏(𝑚
:
1𝑟𝑛 ,𝑚2𝑟𝑛 )

dissimilarity value of paired sample points for user-defined parameters
b1: value of the parameter from the 1st trajectory, b2: value of the parameter from the 2nd trajectory
The remaining unpaired sample points should increase the dissimilarity of the two trajectories since
they have different numbers of samples and, therefore, are less similar. In reality, these samples’
dissimilarity values are missing. However, it is essential to capture the full effect of all the samples from
both trajectories in the dissimilarity calculation; the unpaired sample points need to be given dissimilarity
values. Each unpaired sample is assigned a dissimilarity value that is equal to the average sum of all paired
parameter values. There are many ways to handle the missing values for the unpaired samples, and a mean
imputation is used in this method as per (Donders, van der Heijden, Stijnen, & Moons, 2006). Using the
mean imputation is necessary to capture the full effect of all the paired and unpaired samples. The mean
value of all paired samples is a good representation of how different the moving entities are.
For instance, if two trajectories, each have 100 sample points, and 80 of them are paired together,
the remaining 20 sample points from each trajectory should also be considered in the calculation, as MESI
basis of calculation is dissimilarity of the two trajectories. The sum of all the 80 paired parameters is
averaged by 80, and the resulted value is assigned to the unpaired samples. The same logic can be used in
cases where the length of trajectories is different. For instance, if there are 100 samples in one trajectory
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and 90 samples in the other one, all the unpaired sample points use the mean values of paired sample points
as the dissimilarity value. This part of the calculation becomes vital when the two datasets have different
granularity, or one of the tracking datasets has more sample points, which are usually the case in nongeoreferenced moving entities such as eye-tracking. Equation 5 is the basis of calculation for the unpaired
sample points.
𝑘
𝑑𝑖𝑠𝑏(𝑚
=
1𝑟𝑛 ,) & (,𝑚2𝑟𝑛 )

𝑘
𝑘
∑𝑁
𝑖,𝑗=1 𝑏1𝑟𝑛 + 𝑏2𝑟𝑛

(5)
𝑁
𝑑𝑖𝑠𝑏(𝑚1𝑟𝑛 ,) & (,𝑚2𝑟𝑛 ) : dissimilarity value of unpaired sample points for parameter of trial
N: the total number of paired sample points across both trajectories
At this point in the calculation, all the paired and unpaired sample points from the two trajectories
have been assigned dissimilarity values for all their user-defined parameters. MESI’s basis of calculation
is designed on dissimilarity. Therefore, a scaling process should take place to have a better understanding
of all the measures. The scaling process will convert all the values to numbers between 0 and 1, and it will
change the dissimilarity indices into similarity, reflecting lower similarities being assigned values closer to
0 and higher similarities values closer to 1. However, first, all these values should form dissimilarity vectors
for each parameter. Every sample-based parameter is a separate vector. The vectors are comprised of all
the dissimilarity values from paired and unpaired samples points of each category of parameters. equation
6 demonstrates how to vectorize the dissimilarity values for sample-based parameters
𝑉𝑑𝑖𝑠𝑏𝑘

1,2

𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
, 𝑑𝑖𝑠𝑏(𝑚
, … , 𝑑𝑖𝑠𝑏(𝑚
,
1𝑟1 ,𝑚2𝑟1 )
1𝑟2 ,𝑚2𝑟2 )
1𝑟𝑁 ,𝑚2𝑟𝑁 )
=(
)
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
, . . . , 𝑑𝑖𝑠𝑏(𝑚
1𝑟1 ,) & (,𝑚2𝑟1 )
1𝑟𝑁−𝑛 ,) & (,𝑚2𝑟𝑁−𝑛 )

(6)

𝑉𝑑𝑖𝑠𝑏𝑘 : 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
1,2

− 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑝𝑎𝑖𝑟𝑒𝑑 𝑎𝑛𝑑 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑙𝑒𝑠
In the process of developing MESI, various considerations had to be taken due to the nature of
moving objects datasets. Samples are recorded on a granular level and have information about how the
moving entities behave at any given moment. One of the parameters of moving entities is related to how
moving entities change their behavior across a variety of trials when there more than one trial per moving
object. Therefore, in order to make this method even more flexible, MESI can take trial-based parameters
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into considerations as well. To name a few, parameters such as the number of times certain types of
activities take place, number of times the moving entity appears in the same area of interest, number of
times the moving entity crosses certain boundaries, the reaction time in the presence of external stimuli,
etc., can be included. Parameters of this type exist in abundance in non-geospatial and geospatial moving
entities, and they are very critical to the analysis process for researchers of related fields. For example,
animal trackers might be interested in the total distance of a trajectory or the habitat types occupied. Hence,
if such information exists about trials, and the user wishes to consider them in the similarity index, MESI
can consider them. Since both trajectories have the same number of trial-based parameters, instead of a
point to point pairing, a parameter to parameter pairing takes place. equation 7 is used to show individual
trial indices based on their trial-based parameters.
𝑇𝑠𝑟 = (𝑡𝑟1 , 𝑡𝑟2 , . . . , 𝑡𝑟𝑘 )

(7)

𝑇𝑠𝑟 : 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑡𝑟𝑖𝑎𝑙
t: 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
𝑘: 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠′ 𝑖𝑛𝑑𝑒𝑥
MESI compares trial-based parameters of each trial parameter by parameter. Depending on the
number of the trial-based parameters, a relative dissimilarity measure gets calculated based on their values
for each trial-based parameter. The dissimilarity of each trial-based parameter is their absolute difference
between the two parameters’ values divided by their means. In the same fashion, equation 8 can be used to
calculate the relative dissimilarity of each trial-based parameter. It does so by comparing the same trialbased parameters from two trajectories. First their absolute difference is calculated. Then their average is
calculated. Finally, the absolute difference values get divided by their average. This relative value is a
number between 0 and 2. The values closer to 0 show lower dissimilarity, while values closer to 2 show
higher dissimilarity. If two parameters have the same number, their relative dissimilarity becomes 0, and if
only one of the parameters is equal to 0, their relative dissimilarity becomes 2, which is the highest level of
dissimilarity. Other values will result in a relative dissimilarity value between 0 and 2.
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|𝑡1𝑘 − 𝑡2𝑘 |
(8)
𝑡1𝑘 + 𝑡2𝑘
( 2 )
𝑘
𝑑𝑖𝑠𝑡1,2
: relative dissimilarity value of kth trial-based parameter across first and second subject
𝑡1𝑘 : value of trial parameter from the 1st trajectory,
𝑡2𝑘: value of trial parameter from the 2nd trajectory
𝑘
𝑑𝑖𝑠𝑡1,2
=

Similar to sample-based parameters, trial-based parameters have all been paired and have been
assigned relative dissimilarity values, and all the trial-based parameters form a single vector of dissimilarity
based on equation 9.
1
2
𝑘
(9)
𝑉𝑑𝑖𝑠𝑇1,2 = (𝑑𝑖𝑠𝑡1,2
, 𝑑𝑖𝑠𝑡1,2
, … , 𝑑𝑖𝑠𝑡1,2
)
𝑉𝑑𝑖𝑠𝑇1,2 : 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑣𝑎𝑙𝑢𝑒𝑠

3.3.4.

Similarity
MESI’s advantage over the existing methods is its comprehensiveness and inclusion of all desired

movement-related parameters. However, movement parameters have all various ranges and measuring
units. Therefore, the calculated values for each parameter are quantitative measures in different ranges and
units of measurements. Some examples are velocity, distance, direction, reaction time; they all have
different units and, consequently, different ranges. In order to maintain the integrity of the comparison, it
is essential to transform all the values to unitless ones. This process makes comparisons much simpler and
more meaningful.
Moreover, it is beneficial to convert all the dissimilarity indices to similarity values, so that values
closer to 0 reflect lower similarities and values closer to 1 are a reflection of higher similarities. The
vectorized dissimilarity values play the role of dissimilarity trajectories for each parameter, whether
sample-based or trial-based. The entire vector of dissimilarity trajectory within each parameter will be
scaled to values of between 0 and 1 using equations 10a and 10b. The values are subtracted from 1 to change
the range of the similarity index to reflect similarity from lower values to higher values and make the results
more understandable. Equation 10(b) can only be used if there are trial-based parameters defined by the
user. The resulting vectors are similarity trajectories for individual sample-based parameters or trial-based
parameters. These values reflect how similar two moving objects are across their user-defined parameters.
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For example, if the parameter the user defines is velocity, each separate trial has a similarity vector of
velocity containing similarity values of the two moving object’s velocities for that trial.
𝑘
𝑠𝑖𝑏(𝑚
1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑘
𝑠𝑖𝑡1,2

=1−

𝑘
𝑑𝑖𝑠𝑏(𝑚

1𝑟𝑛 ,𝑚2𝑟𝑛 )

=1−

− 𝑚𝑖𝑛𝑉

𝑑𝑖𝑠𝑏𝑘
1,2

− 𝑚𝑖𝑛𝑉
𝑑𝑖𝑠𝑏𝑘
𝑑𝑖𝑠𝑏𝑘
1,2
1,2

𝑘
𝑑𝑖𝑠𝑡1,2
− 𝑚𝑖𝑛𝑉𝑑𝑖𝑠𝑇1,2

(10)

(𝑎)

𝑚𝑎𝑥𝑉

(𝑏)

𝑚𝑎𝑥𝑉𝑑𝑖𝑠𝑇1,2 − 𝑚𝑖𝑛𝑉𝑑𝑖𝑠𝑇1,2

𝑠𝑖𝑏1,2: similarity of paired or unpaired points for sample-based parameters across two trajectories
𝑠𝑖𝑡1,2 : similarity of individual trial-based parameters across two trajectories
Each element of the dissimilarity vector was converted into individual similarity value. All the
similarity values should form a new vector that reflects similarities of two trajectories across various
parameters. Therefore, for every identified sample-based parameter, there is a similarity vector in which
numbers are between the range of 0 and 1. Equation 11 can be used to form new vectors.
𝑉𝑠𝑖𝑏𝑘

(𝑚1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑉𝑠𝑖𝑏𝑘

(𝑚1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑘
𝑘
𝑘
= (𝑠𝑖𝑏(𝑚
, 𝑠𝑖𝑏(𝑚
, … , 𝑠𝑖𝑏(𝑚
)
1𝑟1 ,𝑚2𝑟1 )
1𝑟2 ,𝑚2𝑟2 )
1𝑟𝑛 ,𝑚2𝑟𝑛 )

(11)

: 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
− 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑝𝑎𝑖𝑟𝑒𝑑 𝑎𝑛𝑑 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑙𝑒𝑠

In the same manner, each of the dissimilarity values of the trial-based parameters was converted to
similarity value. These similarity values form a new similarity vector in which values range between 0
reflecting lower similarity and 1 reflecting higher similarity. Equation 12 can be used to form the new
similarity vector
1
2
𝑘
𝑉𝑠𝑖𝑇1,2 = (𝑠𝑖𝑡1,2
, 𝑠𝑖𝑡1,2
, . . . , 𝑠𝑖𝑡1,2
)
𝑉𝑠𝑖𝑇1,2 : 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑜𝑓 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠

(12)

Now that each trial has separate similarity vectors for all the user-defined parameters at both levels,
MESI can create a local similarity index for all trials and parameters individually. The mean value of each
similarity vector is used as the local similarity index of all parameters. Equations 13a and 13b are used to
calculate all local similarity indices.

𝑠𝑖𝑀 𝑘(1,2)𝑟 =

𝑘
∑𝑛
𝑛 = 1 𝑠𝑖𝑏(𝑚

1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑛

(a)

(13)

46

𝑠𝑖𝑻(1,2)𝑟 =

𝑘
∑𝑘
𝑘 = 1 𝑠𝑖𝑡1,2

(b)

𝑘

𝑠𝑖𝑀 𝑘(1,2)𝑟 : Local similarity index of parameter k between first and second subject in trial r
𝑠𝑖𝑻(1,2)𝑟 : Local similarity index of trial-based parameters between first and second subject trial r
Following the calculation of all local indices for all the trials across both subjects, total similarity
indices can be created for each parameter across all trials and total similarity indices for each trial across
all parameters. The statistical mean of all the values across all trials and parameters are used for this purpose.
Table 3.1 is a demonstration of possible results of various indices across all trials and parameters. The new
indices will be at two different levels. First one is the average of all local indices across all trials (vertically
𝑘
in Table 3.1), and we identify them as “total similarity index of parameters” (𝑆𝐼𝑇(1,2) , 𝑆𝐼(1,2)
). The second

one will be the average of all local indices across all parameters and we, identify them as “total similarity
index of trials” (𝑆𝐼𝑀 (1,2)𝑟 ). A weighting system has also been incorporated in the method, for cases of
emphasizing on the importance of parameters or trials. All the total similarity indices created based on trials
and parameters can take advantage of the weighting system. Equation 14 (a, b) and 15 is used to calculate
𝑘
the 𝑆𝐼𝑇(1,2) , 𝑆𝐼(1,2)
, 𝑆𝐼𝑀 (1,2)𝑟 .

𝑆𝐼𝑇(1,2) =

∑𝑟𝑟=1 𝑤𝑆𝐼𝑇

𝑆𝐼𝑀 (1,2)𝑟 =

(1,2)𝑟

× 𝑠𝑖 𝑇(1,2)𝑟

𝑟
(𝑤𝑆𝐼𝑇

(1,2)𝑟

(𝑎)

𝑘
𝑆𝐼(1,2)

∑𝑟𝑟 =1 𝑤𝑀𝑘

(1,2)𝑟

=

× 𝑠𝑖𝑀 𝑘(1,2)𝑟

𝑟

× 𝑠𝑖 𝑇(1,2)𝑟 ) + ∑𝑚
𝑚= 1 (𝑤𝑀 𝑘

(1,2)𝑟

(𝑏)

(14)

× 𝑠𝑖𝑀 𝑘(1,2)𝑟 )

(15)
𝑘+1
𝑆𝐼𝑇(1,2) : Total similarity of trial-based parameters across all trials between first and second subject
𝑘
𝑆𝐼(1,2)
: Total similarity of kth sample-based parameter across all trials between first and second subject
𝑆𝐼𝑀 (1,2)𝑟 : Total similarity of rth trial across all parameter between first and second subject

𝑤𝑆𝐼𝑇

(1,2)𝑟

𝑤𝑀 𝑘

(1,2)𝑟

: Weight of rth trial for the trial-based parameter

: Weight of rth trial for kth parameters
In order to calculate the total similarities of each parameter across all trials, equations 14a and 14b

are used. Both of the equations calculate a weighted average of all local similarity values. Equation 14a is
used for the trial-based parameters, and 14b is used for all the sample-based parameters. The weighting
system can be used to give higher importance to specific trials. The trial weight becomes important in a
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situation where a given trial is more significant. For instance, in tracking vehicles, traffic conditions in some
days of the week could have a higher impact on the overall trajectory of various vehicles. The weighting
system is flexible for potential variation within the same parameters across different trials. For instance, in
one trial, velocity can be allocated a higher weight, and in another trial, velocity can be allocated a lower
weight.
Moreover, the total similarity of each trial can be calculated using equation 15. In this equation, a
weighted average of all trial-based and sample-based parameters are calculated as the total similarity of
trial. All the weights are variable across trials and parameters, as mentioned above.
Finally, MESI creates a global similarity index for the two moving entities (MESI in Table 3.1).
This index is a weighted average of all total similarity indices collected from the parameters’ similarity.
The global index reflects how similar two moving entities act across all trials and selected parameters. This
value is also between 0 and 1, and values closer to 0 reflect lower similarity, while values closer to 1 show
higher similarity. Equation 16 should be used to calculate the global similarity index, which is the Mobile
Event Similarity Index (MESI), for the two given trajectories.
𝑀𝐸𝑆𝐼(1,2) =

𝑘
𝑘
(𝑊𝑻(1,2) × 𝑆𝐼𝑇(1,2) ) + ∑𝑘𝑘= 1(𝑊(1,2)
× 𝑆𝐼(1,2)
)

(16)
𝑘+1
𝑀𝐸𝑆𝐼(𝑀𝑜𝑏𝑖𝑙𝑒 𝐸𝑣𝑒𝑛𝑡 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥): Global Similarity Index of two moving objects 1 and 2
𝑊𝑻(1,2) : Weight of the trial-based parameter
𝑘
𝑊(1,2)
: Weight of kth sample-based parameter

Equation 16 is similar to equation 15 in the way that it calculates a weighted average of similarity
values across all parameters. The difference is that the values in this equation are the total similarity indices
of parameters. Therefore, the calculated total similarity of parameters’ total similarity is termed global
similarity index. In this research, the global similarity index of two trajectories measures the similarity of
two mobile events. The weighting system in the equation can be used to give more importance to any of
the parameters that are more significant in terms of describing the similarity. For instance, two cars are
traveling the same route at different speeds, and one gets into an accident. In this example, velocity has a
higher effect on the similarity between the two cars’ trajectories.
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Table 3. 1. A matrix table of possible results of m number of parameters across r number of trials between subject i
and j

siM 3(1,2)1

Mean

siM 2(1,2)1

siM k(1,2)1

SIM (1,2)1

MESI(1,2)

…

r

si𝐓(1,2)r

siM1(1,2)r

siM 2(1,2)r

siM 3(1,2)r

…

Mean

SIT(1,2)

1
SI(1,2)

2
SI(1,2)

3
SI(1,2)

…

…

k
SI(1,2)

…

SIM (1,2)r

…

siM k(1,2)r

…

…

…

parameter 3

siM1(1,2)1

…….

…

parameter 2

si𝐓(1,2)1

parameter k

parameter 1

1

Trial-based
parameters

Trial
ID

3.4. Application
MESI is a method that is embedded in GIScience. However, it can incorporate non-georeferenced
numerical parameters, which are equally important. MESI is an open-source script-based method written
in Python programming language, capable of taking advantage of ArcGIS application. A GIS toolbox was
also created under the same name using the script. MESI can be applied to any dataset which contains at
least location and timestamps of samples. The dataset can be unstructured or structured, in text format
(ASCII, txt, etc.) or database formats. The method will then prompt for all the sample-based parameters
which the user requires. The method also needs to know if there are any trial-based parameters, and if so,
it will require related files and all the variables. There are specific general questions the method will ask
from the user before being able to run, such as environment settings, threshold, and condition numbers
(usually in cases of non-georeferenced datasets). Running MESI with more parameters will come at higher
computational costs as well as time. However, it is worth mentioning that MESI creates user-defined results,
which then the user can interpret the results. The output of MESI application is a comma tabulated file
(CSV) in which all the local, total and global similarity indices are compiled.
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3.5.Case study
In order to demonstrate how MESI can be applied to moving datasets, two case studies have been
selected. The first selected dataset is from eye tracking in a language comprehension experiment (Kang,
2015), and the second dataset is related to animal tracking.
The original eye tracking dataset is recorded from 64 subjects. For this paper’s demonstration, two
subjects and four repeated trajectories(trials) were selected. A total of 8 trajectories were paired together.
In this dataset, nine parameters were selected to run the method. Eight of those are sample-based, and one
is the combination of all trial-based parameters, which contains thirty individual trial-based parameters.
The original animal tracking dataset contains 188 feature classes. Each feature class contains one
hour of GPS locations of either a Muscovy or Mallard at the University of South Florida Campus. Two
feature classes were randomly selected, and four parameters were considered to run the method, all of which
are sample-based. The application of the method to each dataset is depicted in the following sections of the
paper.
3.5.1.

Eye Movements
In the first case study, the raw data is in ASCII format, and it contains much information from each

trial and subject. A short version of the dataset is selected for this demonstration. The dataset includes four
trials from 2 subjects, and the length of each trial is 9 seconds in duration. The data was recorded using an
Eyelink II head-mounted eye- tracker, which sampled at 250 Hz from the right eye, resulting in 250 samples
being recorded every second, and 9 seconds of this dataset contains 2250 sample points for each trial.
Subjects of this experiment were instructed to look at a series of images while listening to oral instructions,
while at the same time, their eye movements were recorded. MESI uses coordinates (X, Y) and timestamps
of those coordinates as its main components to create trajectories of the eye movements. In the case of eye
movements, eye movements are termed scanpath. In this demonstration, one trial-level parameter and eight
sample-based user-defined parameters are selected.
The trial-level parameters can only be obtained if a boundary (region file) exists. The region file
contains information about the coordinates of the extents of each part of the image. In this experiment, there
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are four regions, which are: i) intact target ii) changed target iii) first distractor iv) the second distractor —
the location of the items inside the image changes in every picture. For instance, the intact target can be
located at any of the four locations. Figure 3.1 is an example of one of the images shown to subjects while
they were listening to a sentence.

Figure 3. 1. An example of a trial item*
*

In this example, the four regions are 1) intact target (standing trash can) 2) first distractor (barn) 3) changed target
(fallen trash can) 4) second distractor (football)

Eyes movements can be categorized into different categories; however, in this demonstration, only
fixations and saccades are considered. Fixations and saccades are the equivalents of stationary and moving
sections of any moving entities (i.e., animal movement), respectively. The number of trial-based parameters
is really at the courtesy of the MESI user.
For this demonstration, a combination of parameters embedded in eye-tracking and GIScience
literature were selected. The selected trial-level parameters are: 1) first time a fixation happens and its 2)
duration, 3) label of the first fixation, 4) region of first fixation, 5) time, 6) duration, 7) region, 8) label of
the first fixation after the subject hears the trigger word in the audio instruction, 9) time of the first fixation
on the target region and all 10-12) other regions, 13-16) number of fixation in each region, 17-20) total
duration of fixations in each region, 21) reaction time for which the subject reacts to a trigger word, 22)
number of fixations for which happen before the target region is finally gazed at, 23) mean value for
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duration of fixations for the entire trial, 24) mean values for duration, 25) distance, 26) direction, 27)
maximum, 28) minimum, 29) mean velocity of all saccades, and 30) number of times eyes move between
different region combinations. MESI calculates all the abovementioned parameters based on the recorded
data and region file and uses these parameters to compare the movement behavior of each subject across
all four trials. MESI pairs the parameters of the same type and makes a side by side comparison based on
equation 5 and creates a dissimilarity for each trial. Table 3.2 (page 53) depicts how parameters from two
subjects are paired across the four trials.
For sample-based parameters, MESI categorizes sample points into stationary and moving sections.
In this example, the stationary sample points are fixations and moving sample points are part of a saccade.
The trajectories of eye movements (scanpaths) are paired based on their timestamp. Figure 3.2 (a-d)
demonstrates how each of the eye movements has been paired based on their timestamps. The scanpath is
summarized based on fixation and saccade movements. Following the pairing section, MESI takes in a set
of sample-based parameters in order to calculate their dissimilarities. The selected parameters are: 1)
fixation time stamp, 2) fixation duration, 3) saccade duration, 4) saccade distance, 5) saccade direction, 6)
saccade average velocity, 7) saccade maximum velocity and 8) saccade minimum velocity.

a

b

c

d

Figure 3. 2. Trajectories (scanpaths) of subject 1 and 2 in 4 trials of 2, 27, 55, 89 (a-d)
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Table 3. 2. Pairing trial-based parameters
First fixation
duration

First fixation
region

First fixation
duration in
target region

First fixation
time

First fixation
time in target
region
Post trigger
First fixation
label
Post trigger
First fixation
region
Post trigger
First fixation
duration

TRIAL ID

Post trigger
First fixation
time
First fixation
label

Subject
1

2

8

168

4

4

1016

108

3

2

1972

120

2

2

8

164

2

3

1020

212

2

3

1464

412

1

27

8

100

1

3

1000

168

1

3

2636

500

2

27

8

232

3

2

1032

404

4

4

2880

612

1

55

8

180

4

2

1144

164

2

1

1144

164

2

55

8

196

2

1

1144

276

4

2

1880

232

1

89

8

164

2

4

1148

124

2

4

1772

224

2

89

8

92

2

4

1292

236

4

2

1944

284

Reaction
time

Fix dur in
target

Target
fixation

Fix dur in
target 2

Target 2
fixation

Fix dur
distractor 1

Distractor 1
fixations

Fix dur
distractor 2

Distractor 2
fixations

2

1002

2248

9

628

2

1524

4

656

5

225.45

2

2

476

3784

7

540

3

960

4

160

1

228.33

1

27

1687

2368

6

664

3

1100

5

1112

5

216.05

2

27

1930

2420

4

888

4

524

3

1452

4

180.71

1

55

180

2792

7

1344

5

592

3

232

1

196.21

2

55

907

1544

6

1608

6

688

2

780

3

148.79

1

89

784

1148

5

3508

10

156

1

352

2

165.24

2

89

960

1480

3

1832

7

1232

3

396

2

170.09

Mean
Saccade
direction

TRIAL
ID
Subject
1

Mean
Saccade
Distance

Mean Min
Saccade
Velocity

Movement
type 1

Movement
type 2

Movement
type 3

Movement
type 4

Mean
Saccade
Velocity
Mean Max
Saccade
Velocity

TRIAL ID
2

217.98

243.83

49.04

8.05

5.20

0.96

10

4

6

3

2

2

236.70

349.11

42.67

7.92

5.34

1.28

7

5

5

1

1

27

181.08

250.33

45.39

6.84

4.54

1.10

10

6

4

3

2

27

216.57

342.22

52.24

7.51

5.00

1.02

5

5

4

3

1

55

238.07

273.52

62.10

8.52

5.42

1.06

7

5

6

3

2

55

206.15

256.95

82.80

6.50

4.41

1.21

7

5

7

1

1

89

211.07

271.82

51.05

7.34

5.07

1.19

10

3

8

0

2

89

293.37

296.00

59.58

18.45

8.01

1.40

7

6

5

1

Mean
Saccade
Duration
Mean
Fixation
Duration

Subject
1

The dataset for the entire samples across all trials is extensive, but in order to demonstrate how
pairing works, a short version of the sample dataset is displayed in Table 3.3. The starting time is 0, and all

53

values are calculated from the previous sample point to the current sample point. Eye movements in saccade
segments are ballistic, and they move at a very rapid speed, and their max velocity changes based on the
distance, and generally, eye movement velocity has a positive relationship with distance (Bahill, Clark, &
Stark, 1975). The ballistic movement of eyes makes it very hard to assume an average speed for the entire
saccade movement. During saccades, eyes gradually speed up to a point, until they reach peak velocity, and
they suddenly start to lose their velocity until they stop (Marple-Horvat, Gilbey, & Hollands, 1996). That
is why instead of using just average velocity, using a maximum and minimum is beneficial to understanding
how the similar two eye movements trajectories are to one another. The pairing has been done using
timestamp with a tolerance of 20 milliseconds. The paired samples are shown with ‘p’ character, and
unpaired samples are shown with ‘u’ character in Table 3.3. It is important to note that this table is only a
small portion of the entire dataset.
Table 3. 3. Paired and unpaired samples (fixation and saccade)

Min Velocity

383.9
380.8
250.2
191.0
251.9
198.8
207.6
198.1
530.9
533.9
523.1
177.9

Max Velocity

517.6
513.8
286.8
300.5
291.4
301.6
285.2
289.4
276.7
290.5
291.1
706.3

Mean Velocity

TimeStamp
172
168
216
216
416
664
440
736
720
948
860
1016

Direction

Paired or
Unpaired ID
p1
p1
p2
p2
u1
u2
u3
p3
p3
u4
u4
u6

Duration

TRIAL ID
2
2
2
2
2
2
2
2
2
2
2
2

Y

Distance

Subject ID
3.5.2.

1
2
1
2
1
2
1
1
2
2
1
2

X

19.93
11.58
267.05
290.22
21.41
42.53
43.05
30.58
334.80
29.37
66.00
550.25

168
164
44
48
200
448
24
296
56
228
124
68

149.92
138.34
339.72
278.03
97.97
265.71
66.15
270.30
347.74
40.57
300.82
293.68

0.12
0.07
6.68
6.60
0.11
0.10
2.15
0.10
6.44
0.13
4.13
8.60

0.73
0.25
10.37
10.59
0.73
0.84
2.91
0.70
10.81
0.53
7.51
13.75

0.00
0.00
0.59
0.56
0.00
0.00
0.40
0.00
0.46
0.00
1.45
0.96

Animal Movements
The second selected case study is data from tracking birds using visual observations and GPS

location. This dataset was collected in 2014 at the University of South Florida campus in Tampa. This data
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is recorded in 30 seconds intervals, and each bird was tracked for one hour. Every 30 seconds, the locations
of the birds were recorded. Later, each of the location samples was assigned a habitat field, which shows
the type of habitat the birds were located at each sample point. Five categories were identified which are:
Trees/shrubs (T), grass(G), water(W), Shoreline(S), Urban(U). Two datasets from two female mallards
were selected for this demonstration. Figure 3.3 contains the birds’ locations and their paths from the first
recorded sample to the last.

Figure 3. 3. Location and movement trajectory of two female mallards
Table 3. 4. Paired samples from ducks’ dataset (4 sample points)
Date and Time
DUCKID SPECIES
SEX
habitat

X

Y

9/30/2014 13:00:00

AJS008

MALLARD

FEMALE

T

-9174721

3256784

9/30/2014 13:00:00

AJS013

MALLARD

FEMALE

S

-9174701

3256711

9/30/2014 13:00:30

AJS008

MALLARD

FEMALE

T

-9174721

3256784

9/30/2014 13:00:30

AJS013

MALLARD

FEMALE

S

-9174702

3256711

9/30/2014 13:01:00

AJS008

MALLARD

FEMALE

T

-9174721

3256784

9/30/2014 13:01:00

AJS013

MALLARD

FEMALE

S

-9174705

3256711

9/30/2014 13:01:30

AJS008

MALLARD

FEMALE

T

-9174721

3256784

9/30/2014 13:01:30

AJS013

MALLARD

FEMALE

S

-9174705

3256711
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As stated in the method section, first, MESI undertakes the pairing of the data. In this example,
time was used to pair the sample points. Table 3.4 demonstrates four paired sample points from two datasets.
The rest of the samples were paired in the same fashion. Unlike eye movement data, which were
summarized into events, the data from tracking these birds were used at the sample level. Therefore, all the
points could be paired.

3.6. Results
The result section is divided into two sections following the same pattern from the method section.
The followings are the results of applying MESI to each database.
3.6.1.

Eye Movements
In the first demonstration, the two subjects’ eye movements have a global similarity index of 0.614.

This value means the two subjects have acted similarly at a rate of 0.614 across eight sample-based and 30
trial-based parameters. On the same note, in this experiment, the subjects were given clear instructions, and
one would expect that they show very similar eye movement patterns. A global similarity index of 0.614
suggests that the two subjects behaved and reacted more similarly than dissimilarly. It can be understood
from the results of Table 3.7 that the subjects’ eye movements have the highest rate of similarity in their
trial-based parameters at the rate of 0.693. The high similarity rate in this category suggests that, on average,
the two subjects reacted similarly toward the stimuli, and they followed most of the audio instructions. On
the other hand, the saccade’s direction received the lowest similarity rate, which means the two subjects’
eye movement direction during saccade events does not have similar patterns.
Among sample-based parameters of eye movements, the total similarity of fixation timestamp is
0.671, which means the two subjects’ eye movements in response to their stimuli have resulted in very
similar patterns of timestamps of fixation occurrences. High similarity rate of fixation timestamps are the
results of subjects’ gazing at the same stimuli region at the same time, which means for both subjects across
four trials, fixations happen in similar time patterns. That is aligned with the nature of this particular dataset,
as it relates to a task in which subjects are listening to a narrative while looking at the pictures. It is
reasonable for the majority of the fixations to happen in the same temporal order. The values from saccade
56

duration are demonstrating that the subjects’ eye movement has similar duration patterns. Saccades’
duration among human tend to have a length between 20 - 200 milliseconds (Becker & Fuchs, 1969) and a
high similarity rate are all but reasonable, especially when both subjects are given the exact conditions.
Saccades’ distance, on the other hand, has a slightly lower value of similarity. The subjects’ eyes’ saccadic
movements had different patterns of distance in which eye moves from takeoff to landing site.
On the other hand, the saccade’s direction shows the lowest similarity rate of 0.508. The lower rate
of similarity among the direction of the saccades is due to the abundance of the saccade and their ballistic
movement nature. Eyes continuously move, and even a generally similar pattern of movement pattern can
have a low similarity rate when it comes to the direction of all saccades. The remaining sample-based
parameters all have average similarity rates close to 0.600, with saccade distance, saccade’s average
velocity, and saccade’s minimum velocity below average, and fixation duration and saccade maximum
velocity above average. Figure 3.2 demonstrates all four trial trajectories and their respective stimuli.
In this section, the results of using the MESI method on the eye tracking dataset regarding four trials from
two subjects will be explained.
The results of pairing 30 trial-based parameters and calculating their average relative dissimilarity are
displayed in Table 3.5. This table is the result of the dissimilarity of the paired trial-level parameters across
all four trials for the two subjects. Out of all the four trials, trial-ID 89 has the highest dissimilarity, and
trial-ID 27 has the lowest.
Table 3. 5. Local dissimilarities of trial-based parameters across all trials

Trial ID

𝒅𝒊𝒔𝑻(𝟏,𝟐)

𝟐
𝟐𝟕
𝟓𝟓
𝟖𝟗

0.461
0.370
0.448
0.480

Additionally, the average local dissimilarity of sample-based parameters is calculated, and the
result is depicted in Table 3.6. All the values in Table 3.6 are mean local dissimilarities for all eight sample-
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based parameters across all four trials. It is important to note that in this table, higher values have lower
similarities.
Table 3. 6. Local sample-based parameters average dissimilarities across all trials*

TRIAL
ID
𝟐
𝟐𝟕
𝟓𝟓
𝟖𝟗

𝒅𝒊𝒔𝟏𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟐𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟑𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟒𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟓𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟔𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟕𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟖𝑴(𝟏.𝟐)

3675.33
4403.11
4424.00
3049.80

390.67
512.89
391.05
357.80

64.89
60.46
120.00
86.53

354.86
239.15
368.23
440.91

371.62
295.54
315.03
280.08

7.93
6.03
7.61
10.59

12.04
9.17
11.64
22.66

1.68
1.56
1.82
1.86

*

(1) fixation time stamp, 2) fixation duration, 3) saccade duration, 4) saccade distance, 5) saccade direction, 6) saccade
average velocity, 7) saccade maximum velocity and 8) saccade minimum velocity

As it is apparent, all the values of local dissimilarity have different ranges and units. Therefore, it
is essential to convert them into values that are easier to interpret and compare them together. Table 3.7
contains all the results from MESI’s calculations. In this demonstration, all the weights are considered
equally. All the values have been scaled to numbers between 0 and 1 to reflect similarity from lower to
higher, respectively. These results are related to two subjects’ eye movements from 4 randomly selected
trials.
Table 3. 7. Local, total, and global similarity indices*
TRI
AL
ID

𝒔𝒊𝟏𝑴(𝟏.𝟐)

𝒔𝒊𝟐𝑴(𝟏.𝟐)

𝒔𝒊𝟑𝑴(𝟏.𝟐)

𝒔𝒊𝟒𝑴(𝟏.𝟐) 𝒔𝒊𝟓𝑴(𝟏.𝟐) 𝒔𝒊𝟔𝑴(𝟏.𝟐) 𝒔𝒊𝟕𝑴(𝟏.𝟐) 𝒔𝒊𝟖𝑴(𝟏.𝟐) 𝒔𝒊𝑻(𝟏.𝟐)

2
27
55
89

0.685
0.582
0.681
0.735
0.671

0.543
0.606
0.669
0.634
0.613

0.647
0.649
0.594
0.766
0.664

0.614
0.588
0.514
0.660
0.594

𝑺𝑰𝒌𝑴

0.436
0.605
0.417
0.575
0.508

0.534
0.544
0.486
0.743
0.577

0.527
0.571
0.530
0.837
0.616

0.580
0.527
0.556
0.715
0.594

0.654
0.692
0.665
0.760
0.693

𝑺𝑰𝑴(𝟏,𝟐)
0.580
0.596
0.568
0.714
𝑴𝑬𝑺𝑰 = 0.614

*

1) fixation timestamp, 2) fixation duration, 3) saccade duration, 4) saccade distance, 5) saccade direction, 6) saccade
average velocity, 7) saccade maximum velocity 8) saccade minimum velocity, and trial-based parameters

The results are showing how similar the two subjects’ eye movements are at different levels across
all parameters and trials. Among sample-based parameters, the trial-based parameter has the highest
similarity rate among all the parameters, followed by fixations’ timestamp, and saccades’ duration,
saccades’ maximum velocity, fixation timestamp, saccades’ minimum velocity and saccade’s distance,
saccades’ average velocity, and finally saccades’ direction.
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Among sample-based parameters, the first selected parameter is fixations’ timestamp, and the trialid 89 has the highest, and trial-id 27 has the lowest similarity rate. The second parameter is fixations’
duration, and among all trials, trial-id 55 has the highest, and trial-id 2 has the lowest similarity rate. The
third parameter is saccades’ duration, and trial-id 89 has the highest and trial-id 55, the lowest similarity
rate. The fourth parameter is saccades’ distance, and trial-id 89 has the highest and trial-id 55, the lowest
similarity rate. The fifth parameter is saccades’ direction, and trial-id 27 has the highest and trial-id 55 the
lowest similarity rate. The sixth parameter is saccades’ average velocity, and trial-id 89 has the highest and
trial-id 89 the lowest similarity rate. The seventh parameter is saccades’ maximum velocity, and trial-id 89
has the highest and trial-id 2, the lowest similarity rate. The eighth parameter is saccades’ minimum
velocity, and trial-id 89 has the highest and trial-id 2 the lowest similarity rate.
Among trial-based parameters, the abovementioned 30 parameters were compared together, and
the two subjects have the highest similarity of the trial-based parameter in trial-id 89 and the lowest
similarity in trial-id 2. Table 3.7 also shows the total similarity of individual trials. Trial-id 89 has the
highest rate of similarity at 0.714, followed by trial-id 27 at a rate of 0.596, trial-id two at the rate of 0.580,
and trial-id 55 at the rate of 0.568. Furthermore, Table 3.7 also demonstrates that the global MESI index is
showing a similarity index of 0.614.
3.6.2.

Animal Movements
The second case study is related to tracking birds. MESI method is used to calculate similarities

across four selected parameters. The results of applying the method to two female mallards are shown in
Tables 3.8 and 3.9. MESI first calculates the dissimilarities of each selected parameter across all sample
points. The two datasets have a total of 120 paired samples, and their average dissimilarity value is
displayed in Table 3.8.
In the second demonstration, in which only four parameters were considered, the two birds showed
an average similarity rate of 0.620. The two birds are showing more similarity than dissimilarity, and it is
mainly due to their movement nature. The two selected ducks move around a lake, and their movement
distance and speed are showing very high similarity at the values of 0.875 and 0.910, respectively. These
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kinds of ducks tend to either walk slow or move around the water, and therefore their velocity tends to be
very similar, and as a result, the distance they move becomes similar. However, on the other hand, in this
demonstration, the two birds have a very low habitat similarity value of 0.070, meaning the two birds’
locations were very different during the tracking period. Figure 3.3 (page 54) also demonstrates the
trajectories of both birds during the tracking period, which shows the different locations of recorded points.
Lastly, the movement direction of the birds is showing a similarity value of 0.626. Among all the paired
sample points, the majority of them had a similar direction pattern in this case, which is why they are
showing higher similarity than dissimilarity.
Table 3. 8. Local sample-based parameters average dissimilarities across all paired sample points*

𝒅𝒊𝒔𝟏𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟐𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟑𝑴(𝟏.𝟐)

𝒅𝒊𝒔𝟒𝑴(𝟏.𝟐)

6.374

2.790

269.480

0.212

*

(1) distance between consecutive sample points, 2) difference in habitat types, 3) movement direction, 4) average
velocity between consecutive sample points

Consequently, Table 3.9 contains all the average local similarity indices across all sample points.
As it is evident, there is only one trial, and therefore, all the local indices are also total indices, and the
average of all the numbers is assigned to the MESI index or the global index. All the weights were
considered equally in the calculation.
Table 3. 9. Local sample-based parameters average similarity across all paired sample points*

𝒔𝒊𝟏𝑴(𝟏.𝟐)

𝒔𝒊𝟐𝑴(𝟏.𝟐)

𝒔𝒊𝟑𝑴(𝟏.𝟐)

𝒔𝒊𝟒𝑴(𝟏.𝟐)

𝑴𝑬𝑺𝑰 = 𝑺𝑰𝑴

0.875

0.070

0.626

0.910

0.620

*

(1) distance between consecutive sample points, 2) difference in habitat types, 3) movement direction, 4) average
velocity between consecutive sample points

Among all the selected parameters, average velocity has the highest similarity rate at 0.91, followed
by a distance at the rate of 0.875, movement direction at the rate of 0.626, and finally, habitat type at the
rate of 0.07. Additionally, the two birds have had an average global similarity rate of 0.62 across all
parameters combined.
MESI requires at least one parameter in order to calculate the similarity of two moving entities. In
this example, four sample-based parameters are selected. The four parameters are 1) distance traveled
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between consecutive sample points, 2) direction of movement, 3) habitat type, and 4) average velocity
between consecutive sample points. MESI uses the time and location data to determine the distance between
points, direction, and average velocity of the birds between each interval. It also uses the habitat field to
determine whether the birds are in the same habitat or not. As stated in the method part, MESI initially uses
the sample locations of paired or unpaired points in order to calculate the dissimilarity of each of them.
Following the dissimilarity calculations, it can calculate the local, total, and global indices for all the
parameters across all trials. In this example, there is only one trial. Therefore, there is only one global
similarity index, which is also the total similarity index.
Three of these parameters are continuous values. However, habitat is a categorical variable.
Therefore, a different approach was needed in order to define the differences between the two bird’s
whereabouts. Location is used to determine whether the two birds are in the same location or within the
threshold distance. If the two birds are within the threshold distance and their habitat is the same, their
dissimilarity was given value of zero and a value of 1 if their habitat is different. This could happen if two
birds are very close by distance, but they are spotted very close to the boundaries of two different habitats.
On the other hand, when their location is farther than the threshold, a value of 2 was used for when their
habitat was the same, and a value of 3 for when their habitat is different.

3.7. Discussion
The MESI’s global similarity index can be used to make a meaningful comparison between two
subjects at a global level across all trials and local indices. All the local similarity values are between 0 and
1, and collectively they form a similarity vector in which the minimum is always set to 0, and the maximum
is set to 1. When the average similarity rate of a multitude of sample points’ parameters is above 0.50, that
shows the moving objects moving parameters are showing more similar patterns than dissimilar.
Additionally, when the dataset has trials (repeated trajectories), each of them can be compared across the
two subjects, as well as each local index. Each index represents a different type of variable, which can be
useful for various purposes. For instance, movement direction can be used to see if the mobile entities move
similarly in their movement directions. These parameters can be combined to create total similarity indices
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across different trials and parameters. While the global index is incorporating various parameters from
geospatial variables (velocity, distance, direction) and non-geospatial variables (trial-based parameters), the
total similarity indices are reflective of their trial or individual parameters. The weighting system allows
the user to emphasize more essential parameters. For example, in the animal tracking example, the location
of habitats plays a more critical role in the similarity of different birds, and it is within reasons to give this
parameter a higher weight than the rest.
MESI results in a value that not only is a good representative of the subject’s behavior and decisionmaking processes; it also includes spatiotemporal parameters, which are very important to determine if two
trajectories have similar patterns. The similarity of two objects should not be bound to simplistic, onedimensional parameters. Any movement across time and space, whether spatial or aspatial, has numerous
characteristics that should be considered. Two subjects might be located at the same locations, in the same
sequential orders, and yet their movements could vary by time and velocity. For instance, in an eye-tracking
experiment, if one of the two subjects spend only a fraction of a second longer on each fixation, even though
their trajectory shape looks very similar, their overall similarity will decrease because of longer fixation
durations. As a result, the subject with a longer fixation duration might have a different perception of what
they are looking at. It happens a lot in our daily lives. Two drivers might take the same path every day, and
yet when asked to describe what caught their eyes on the way, their answers will be different, with some
degrees of similarity.
Moreover, MESI creates a way to explain where movements vary and why reactions vary in the
same conditions. When subjects are exposed to the same conditions and given similar instructions, there is
a certain level of expectation that the majority of the subjects have similar eye movements. Their eye
movements might even look alike, and yet it is hard to explain each of the subjects’ behaviors. MESI
provides researchers with a quantitative measure of how each subjects’ behavior varies and what exactly
contributes to the variety of their responses. Eye movements are combinations of consecutive fixations and
saccades, and each of those events’ characteristics influences the outcome, and hence differences in the
movements, resulting in different responses.
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Although MESI generates a global similarity index, it should be noted that it is not possible to
interpret movement patterns by only analyzing the MESI global similarity index. Because the global
similarity index is an average of many inputs, more information is available at finer scales. All the total
similarity indices should be considered in order to understand the similarity and variances of moving entity
behavior. Nevertheless, MESI global index can be used to compare multiple mobile objects movement
patterns, as it will show which pair has a higher global similarity value.
This research aims to open new doors to movement analysis by creating a method that not only
works on the geospatial entities, but it can also be useful to non-geospatial entities. It also provides
opportunities for experts to have their desired parameters instead of pre-defined ones. The results of this
method can provide insights into similarities of various moving entities, and by comparing multiple moving
objects, one can identify the pair with the highest scores have more similar movement patterns. It is
important to note, in this method, the similarities were calculated based on their mean value; however, the
mean is not the only way this method can be based off. It is also possible to use the standard deviation or a
combination of the mean and standard deviation of local similarities as a measure of comparison for the
total similarity indices and, ultimately, the global index.
As discussed in the paper, MESI can take in as many parameters as possible; however, in the default
version of the method, only a handful of parameter calculations exist. Fortunately, the method is an opensource python script, and anyone can take advantage of it and add further parameters. Some minor
modifications will be required in those cases. Nevertheless, the selection of parameters should not be taken
for granted, as movement patterns can only be derived from a complex of well-established parameters.
Therefore, it is in everyone’s interest to establish the necessary parameters, and that is the reason MESI’s
design has some default parameter calculations.
This method can work in a myriad of fields where movements are the topic of interest. Mobile
objects with a dataset containing location and time stamp can all take advantage of MESI no matter their
type. However, there is still room for improvement. The current version of the method works well with data
on a 2D surface, and we intend to expand MESI to a level in which 3D distances can also be incorporated.
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MESI can benefit from methods of application to space-based movements. The expansion of the method
can be potentially applied to compare brain activities of various subjects through their brain topography
data. It is hard to make one method work for every scenario, even though in this paper, we have tried to be
as inclusive as possible. More basic parameters can be added to the default calculation, but that requires a
broader range of applications of this method. We hope to expand this method further into non-geospatial
movement types. Any dataset that deals with parameter change over time can be the subject of movement
analysis, and therefore MESI can be expanded to study such matters.
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CHAPTER FOUR: APPLYING MOBILE EVENT’s SIMILARITY
INDEX(MESI) TO EYE MOVEMENT
Abstract
MESI is a method of movement similarity analysis that can generate results at different levels or hierarchies.
Its application is not limited to single pairs of tracking datasets with similar conditions. Instead, MESI can
be applied to diverse datasets with multiple subjects and trials. MESI incorporates an indefinite number of
both sample-based or global parameters in order to produce local, total, and global similarity indices. This
paper demonstrates the use of MESI for the analysis of eye tracking data using a case study from the visual
world paradigm and develops a method for visualizing the results. The analysis shows not only how the
indices are used to evaluate individual differences in eye movements between different subjects but also
how they can be used to understand people’s reactions to specific experiments and conditions. Such
information can then be used to evaluate people’s responses to questions and understand their significance.

4.1. Introduction
Human eyes are continually moving, and gazes happen between those movements. The ballistic
movements of eyes are termed saccades, and the gazes that occur between each movement are termed
fixations. Psychologists are often interested in specific kinds of visual or auditory tasks (Schotter, Angele,
& Rayner, 2012; Schotter, Lee, Reiderman, & Rayner, 2015; Schotter, Tran, & Rayner, 2014); therefore,
they design particular experiments within the realm of a paradigm (i.e., visual world paradigm) in order to
evaluate their theories and hypotheses (Huettig, Olivers, & Hartsuiker, 2011; Huettig, Rommers, & Meyer,
2011; Salverda & Tanenhaus, 2018). They use sophisticated infrared cameras to track and record eye
movements in great detail. Subjects of such studies are usually asked to sit in front of a display and are
given detailed instructions on how to proceed with the experiment during which their eyes movement are
being monitored, tracked, and recorded. The results of the tracking are stored in specific data format and
65

later processed using various application packages such as Python, MATLAB, R, and others (Caldara &
Miellet, 2011; Cornelissen, Peters, & Palmer, 2002; Krassanakis et al., 2014; Lai et al., 2013; Schall &
Romano Bergstrom, 2014).
Currently, eye tracking researchers in psychology and psycholinguistics mainly analyze eyetracking data on a statistical level. The scholars of the field use eye-tracking data to understand their
subjects’ perception of the given task. For example, a subject is asked to read sentences on display and later
answer questions. The researchers are interested to know how the subjects’ eye movements can explain the
strategies subjects undertake to complete the task, process the information, and eventually answer questions
(Meseguer, Carreiras, & Clifton, 2002; Rayner, 1978; Rayner et al., 2016). Such data can be driven through
analyzing the subjects’ eye movements, precisely their fixation durations and patterns on different parts of
a sentence (Beymer, Russell, & Orton, 2008; Liu, 2014). Each experiment can have a range of 30 to 200
subjects depending on the research goal (Aga Bojko, 2013). The researchers draw their conclusions from
such experiments based on the proportions of the subjects’ fixations toward specific words or groups of
words (Kaakinen & Hyönä, 2010; Law, Atkins, Kirkpatrick, & Lomax, 2004). These methods are purely
statistical and based on the collective results of individual subjects. Although it is possible to determine
specific eye movement strategies and define their patterns using these methods, it is hard to identify eye
movement patterns for all subjects and make meaningful comparisons. Their focus is solely on the context
of their experiment, and they generally do not examine individual differences. Also, these methods lack
spatiotemporal parameters, such as velocity, direction, distance, and sequence. The current paper is an effort
to illustrate the application of a more robust quantitative method of comparison between individual eye
movements.
The Moving Entity Similarity Index (MESI) method was generated to create a similarity score
between multiple subjects’ movements across multiple trials (see Chapter 4). Although the method was
created using tracking datasets for a range of moving entities, including animals, it is hypothesized that it
could be applied to various tasks and paradigms of eye tracking with some modifications. In this research,
an application in the Visual World Paradigm is used to demonstrate the application of MESI to eye-tracking
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data. Visual World Paradigm refers to a paradigm in which language and vision capabilities are examined
through the presentation of both visual and linguistic information together (Huettig, Olivers, et al., 2011;
Salverda & Tanenhaus, 2018). This paradigm was selected because any given task comes with clear
instructions, so it is generally expected that most subjects follow the same scanpath. Therefore, making a
comparison between subjects is one of the principal research objectives. In this research, MESI is
specifically applied to a visual world paradigm dataset to create a quantitative assessment of eye movements
in which the degree of similarity can be determined among a range of subjects in the dataset using a variety
of numerical parameters. In the following sections, a brief review of current works will be discussed, the
MESI method will be described and applied to a dataset, and finally, results will be presented.

4.2. Related work
When eye movement measures are averaged over, such as fixation counts and durations, scientists
often fail to consider that the eye movements are a series of events that take place over time. Eye movement
sequences contain much information which can be used to draw meaningful conclusions. Scanpath Theory
introduced by Noto and Stark (1971) was one of the first times eye-tracking experts paid attention to the
temporal aspects of eye movements, and they had a difficult time finding sources except two reports by
Yarbus (1967). There was a significant rise of interest around studying trajectories of eye movement and
most scientists of eye movements have incorporate time into their methods (Anderson et al., 2013; Brandt
& Stark, 1997; Burmester & Mast, 2010; Foulsham et al., 2012; Foulsham & Underwood, 2008; Johansson
et al., 2006, 2011; Shepherd et al., 2010). The scanpath theory has been explored in much research
(Foulsham et al., 2012; Foulsham & Underwood, 2008) and its application can be found in different areas
of research of eye tracking such as: imagining stimuli (Johansson et al., 2006, 2011), comparing speakers
and listeners eye movements (Richardson & Dale, 2005), website viewing (Burmester & Mast, 2010),
reading (Von der Malsburg & Vasishth, 2011), scene viewing while listening (Cristino et al., 2010;
Dewhurst et al., 2012; Foulsham et al., 2012). Despite a large amount of research in eye movement research,
little has been done to create methods that examine individual differences. As a result, most of the studies
have only been able to examine the movement patterns qualitatively (Frazier & Rayner, 1982). Some of the
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most commonly used methods of comparing eye movements are, edit distance and its iterations, fixation
overlap, temporal correlation, gaze shift, cross-recurrence, determinism, laminarity, and center of
recurrence mass.
Edit distances methods have been by far the most popular when it comes to studying eye
movements to quantify similarities of different eye movement trajectories. Most of the edit distance
methods have applied a string-based approach (Levenshtein, 1966; Wagner & Fischer, 1974) to quantify
the scores of transformations (substitutions, insertion, deletion) of one string to another. Each string
sequence represents a scanpath of eye movements. The similarity score gets calculated by pairing the strings
and measuring the costs of transforming each component of a pair to one another (Brandt & Stark, 1997;
Foulsham & Kingstone, 2012; Foulsham & Underwood, 2008; Harding & Bloj, 2010; Underwood et al.,
2009)(Harding & Bloj, 2010; Underwood et al., 2009). Over the years, many iterations of edit and string
edit distance methods have been developed to compare eye movements (Josephson & Holmes, 2002; West,
Haake, Rozanski, & Karn, 2006). Although a robust method, there are several problems with edit distance
measure when analyzing eye movements, especially in reading tasks. Fixation duration is one of the most
measured parameters. However, it is often omitted in edit distance applications. Moreover, the spatial
configuration of the target region of interests and their sequences are rarely incorporated. Finally, having
an area of interest as another vital component of eye-tracking has not allowed much exploration inside those
AOIs, especially in smaller areas where one might be interested to know what exactly was gazed at (Von
der Malsburg & Vasishth, 2011).
Among other methods, fixation overlap measures how similar fixation samples are in a given time.
This method focuses on fixations that overlap during the period and outputs the proportion of those
overlapping fixations as the similarity score (S. J. Johnston & Leek, 2009). Temporal correlation considers
trajectories’ coordinates (x, y) of the samples and calculates the overall average of those coordinates
correlation as a similarity score. This method can be advantageous in experiments where subjects are
watching a video as it is highly sensitive to temporal differences of the two trajectories (Hasson et al., 2008;
Wang, Freeman, Merriam, Hasson, & Heeger, 2012). The gaze shift method defines the similarity of two
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trajectories as the average correlation of saccades times and amplitudes. This method can differentiate
between large and small saccades spatially and temporally. There are also a couple of iterations of this
method that have been evolved over the years (Foulsham et al., 2012; Foulsham & Underwood, 2008;
Henderson et al., 2007; Mannan et al., 1995; Mathôt et al., 2012). This method is expected to perform well
in comparing within- and between-participant scanpath similarity.
Furthermore, recurrence, determinism, laminarity, and center of recurrence mass are all methods
that have been used to successfully as tools for describing complex dynamic systems, e.g., for
electrocardiograms (Webber & Zbilut, 2005) that are difficult to characterize using standard methods in
time-series analysis (Box et al., 2013; Cherubini et al., 2010; Dale, Kirkham, et al., 2011; Dale,
Warlaumont, et al., 2011; Richardson & Dale, 2005; Richardson et al., 2009; Shockley et al., 2007, 2009,
2003; Shockley & Turvey, 2005). After discussing all the existing methods, the application of MESI will
be addressed in the next section.

4.3. Methodology
Mobile Events Similarity Index (MESI) is a method that generates a similarity score for any two
datasets that contain parameters for moving entities. For the method to work, it requires samples’ spatial
coordinates and timestamps. The method then generates similarity scores based on several additional userdefined parameters. As this method was designed using a variety of datasets, it can be used on eye
movement experiments where there is a multitude of trials for each subject. In this section, a brief
description of how MESI functions will be followed by an application of the method on an eye movement
dataset from a Visual World Paradigm experiment.
4.3.1. MESI
MESI takes two separate files of eye movement datasets and creates a similarity index matrix for
each pair. The first step toward creating the index is to pair the eye movements trajectories (in eye
movement is known as scanpath) based on a user-defined parameter. In this research, fixation time is
selected as the pairing parameter. However, before pairing the trajectories, the method requires each eye
movement dataset to be transformed into a separate moving trajectory (M), which in this case it is derived
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from trajectories. Each scanpath is comprised of several sample data points, and they all have
coordinates(X) and timestamps (t). More parameters can be added to the trajectory, and users can select
them. Equation 1 is used to transform the datasets into trajectories.
1
𝑘
1
𝑘
𝑀𝑠𝑟 = [𝑚𝑠𝑟1 (𝑡𝑠𝑟1 , 𝑋𝑠𝑟1 , 𝑏𝑠𝑟1
, . . . . , 𝑏𝑠𝑟1
, . . . . , 𝑏𝑠𝑟𝑖
),…, 𝑚𝑠𝑟𝑖 (𝑡𝑠𝑟𝑖 , 𝑋𝑠𝑟𝑖 , 𝑏𝑠𝑟𝑖
),
1
𝑘
1
𝑘
𝑚𝑠𝑟𝑗 (𝑡𝑠𝑟𝑗 , 𝑋𝑠𝑟𝑗 , 𝑏𝑠𝑟𝑗 , . . . . , 𝑏𝑠𝑟𝑗 ), 𝑚𝑠𝑟𝑛 (𝑡𝑠𝑟𝑛 , 𝑋𝑠𝑟𝑛 , 𝑏𝑠𝑟𝑛 , . . . . , 𝑏𝑠𝑟𝑛 )]

(1)

𝑀𝑠𝑟 : rth trial of subject s
r: trial index
s: subject index
i&j: sample index
n: total number of samples in a trial
t: timestamp of samples
X: location of samples
b: user-defined parameter
k: parameters’ index
After defining the trajectories (scanpaths), each trajectory is paired using the samples’ fixation
timestamps. When the samples are within a user-defined threshold, such samples are considered paired, and
otherwise, they remain unpaired. Equation 2 is used to carry out this part of the method. The selected
threshold in this research is 20 milliseconds.
𝑖𝑓 |𝑝1𝑟𝑛 − 𝑝2𝑟𝑛 | < 𝐻:
𝑝𝑎𝑖𝑟𝑒𝑑 = (𝑚1𝑟𝑛 , 𝑚2𝑟𝑛 )
𝑝𝑎𝑖𝑟 = {
𝑒𝑙𝑠𝑒: 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 = (𝑚1𝑟𝑛 , ) 𝑎𝑛𝑑 (, 𝑚2𝑟𝑛 )

(2)

(𝑚1𝑟𝑛 , 𝑚2𝑟𝑛 ): 𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 1 𝑎𝑛𝑑 2
(𝑚1𝑟𝑛 , ) & (, 𝑚1𝑟𝑛 ): 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑝𝑜𝑖𝑛𝑡𝑠
𝐻: 𝑢𝑠𝑒𝑟 − 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑓𝑜𝑟 𝑝𝑎𝑖𝑟𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
In the next step, MESI requires at least one parameter to create the similarity index. Equations 3
and 4 are used to compare every pair of sample points from both trajectories. These two equations calculate
the dissimilarity of the paired sample points within each user-defined parameter. The idea is to calculate
the costs of transforming one of the trajectories to another one, and therefore the higher the costs are, the
more dissimilar the two trajectories are measured. MESI considers locations of the samples as a crucial
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factor in defining the costs of each transformation. Equation 3 is used when two sample points are within a
user-defined threshold distance, so the costs of conversion are much lower, and therefore their dissimilarity
gets calculated by subtracting their parameter values.
On the other hand, when the two sample points are not within the threshold, the costs of
transformation are much higher, and therefore their dissimilarity should be much higher as a result. Hence
their parameter values get added together to calculate the costs (Eq. 4). The distance threshold in this
research is 80 screen pixel distance.
𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
= |𝑏1𝑟𝑛
− 𝑏2𝑟𝑛
|
1𝑟𝑛 ,𝑚2𝑟𝑛 )
{
𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚1𝑟𝑛 ,𝑚2𝑟𝑛 ) = 𝑏1𝑟𝑛 + 𝑏2𝑟𝑛

𝑘
𝑘
𝑖𝑓 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑋1𝑟𝑛
, 𝑋2𝑟𝑛
) <= 𝐻

𝑖𝑓 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑘
𝑘
(𝑋1𝑟𝑛
, 𝑋2𝑟𝑛
)

>𝐻

(3)
(4)

𝑘
𝑑𝑖𝑠𝑏(𝑚
: dissimilarity value of paired sample points for user-defined parameters
1𝑟𝑛 ,𝑚2𝑟𝑛 )

b1: value of the parameter from the 1st trajectory, b2: value of the parameter from the 2nd trajectory
The unpaired sample points are also considered in transformation or dissimilarity calculation. MESI
treats the unpaired samples as null data, and as suggested in the method a mean imputation is used to replace
their transformation costs (Eq. 5)

𝑘
𝑑𝑖𝑠𝑏(𝑚
=
1𝑟𝑛 ,) & (,𝑚2𝑟𝑛 )

𝑘
𝑘
∑𝑁
𝑖,𝑗=1 𝑏1𝑟𝑛 + 𝑏2𝑟𝑛

𝑁

(5)

𝑑𝑖𝑠𝑏(𝑚1𝑟𝑛 ,) & (,𝑚2𝑟𝑛 ) : dissimilarity value of unpaired sample points for parameter the of trial
N: the total number of paired sample points across both trajectories
One of the advantages of using MESI is its flexibility with various types of parameters. MESI can
have trial-based parameters in its calculations. This is especially important for datasets that contain multiple
trials per subject, which is generally the case for eye tracking datasets. These global parameters are fixed
in each trial and do not change within a trial. For instance, the first fixation duration only happens one time
in each trial. Therefore, it is essential to treat such parameters differently. The number of global parameters
is also in the hands of the user. It also depends on what types of parameters exist in the dataset. For this
experiment, 47 global parameters were used. The full list of the parameters is in the appendix. However,
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first, MESI needs to convert all those trial-based parameters into a vector (T). Each vector represents one
trial’s parameters, which are all global. Equation 6 is used to convert global parameters into vectors of
global parameters.
𝑇𝑠𝑟 = (𝑡𝑟1 , 𝑡𝑟2 , . . . , 𝑡𝑟𝑘 )

(6)

𝑇𝑟 : 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙 𝑡𝑟𝑖𝑎𝑙
t: 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠
𝑘: 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠′ 𝑖𝑛𝑑𝑒𝑥
Global parameters also are assigned a similarity index; however, since they are representing the
entire trial, their locations cannot be considered. Moreover, all trials have the whole list of global
parameters, which makes it simpler to pair them and make a side by side comparison. Therefore, each
parameter from the first trial gets compared with its respective parameter from the second trial, and a
relative dissimilarity score is assigned to them. Equation 7 is used to calculate the score.
|𝑡1𝑘 − 𝑡2𝑘 |
(7)
𝑡1𝑘 + 𝑡2𝑘
(
)
2
𝑘
𝑑𝑖𝑠𝑡1,2
: relative dissimilarity value of kth trial-based parameter across first and second subject
𝑡1𝑘 : value of trial parameter from the 1st trajectory, 𝑡2𝑘 : value of trial parameter from the 2nd
trajectory
Having calculated all the dissimilarity scores of paired, unpaired samples and global parameters,
𝑘
𝑑𝑖𝑠𝑡1,2
=

MESI creates separate vectors of dissimilarity for each trial. Each trial has two vectors. The first one is all
the dissimilarity scores of paired and unpaired sample points parameters. The second one is all the global
parameters’ relative dissimilarity scores. MESI vectorizes these parameters to convert all the dissimilarity
scores into similarity scores and scale them to numbers between 0 and 1. Equation 8a and 8b are used to
perform the vectorization process.
𝑘
𝑘
𝑘
𝑑𝑖𝑠𝑏(𝑚
, 𝑑𝑖𝑠𝑏(𝑚
, … , 𝑑𝑖𝑠𝑏(𝑚
,
1𝑟1 ,𝑚2𝑟1 )
1𝑟2 ,𝑚2𝑟2 )
1𝑟𝑁 ,𝑚2𝑟𝑁 )
𝑉𝑑𝑖𝑠𝑏𝑘 = (
)
𝑘
𝑘
1,2
𝑑𝑖𝑠𝑏(𝑚1𝑟1 ,) & (,𝑚2𝑟1 ) , . . . , 𝑑𝑖𝑠𝑏(𝑚1𝑟𝑁−𝑛 ,) & (,𝑚2𝑟𝑁−𝑛 )
1
2
𝑘
𝑉𝑑𝑖𝑠𝑇1,2 = (𝑑𝑖𝑠𝑡1,2
, 𝑑𝑖𝑠𝑡1,2
, … , 𝑑𝑖𝑠𝑡1,2
)
𝑉𝑑𝑖𝑠𝑏𝑘 : 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒

(𝑎)

(8)

(b)

1,2

− 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑝𝑎𝑖𝑟𝑒𝑑 𝑎𝑛𝑑 𝑢𝑛𝑝𝑎𝑖𝑟𝑒𝑑 𝑠𝑎𝑚𝑙𝑒𝑠
𝑉𝑑𝑖𝑠𝑇1,2 : 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑣𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑙 − 𝑏𝑎𝑠𝑒𝑑 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑣𝑎𝑙𝑢𝑒𝑠
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This research aims to give users as much flexibility as possible in terms of liberating them from
being limited to a certain number of parameters. However, having a variety of parameters would mean each
of those has a different scale and unit. For instance, velocity, distance, direction all have different ranges
and units. Therefore, to make a more apt comparison, it is essential to scale and transform all the values
into unitless ones. MESI uses the dissimilarity vectors first to scale them into values between 0 and 1 and
second convert them to similarity scores. Equations 9a and 9b are used to perform this part of the method.
𝑘
𝑠𝑖𝑏(𝑚
1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑘
𝑠𝑖𝑡1,2

=1−

𝑘
𝑑𝑖𝑠𝑏(𝑚

1𝑟𝑛 ,𝑚2𝑟𝑛 )

=1−

𝑚𝑎𝑥𝑉

𝑑𝑖𝑠𝑏𝑘
1,2

− 𝑚𝑖𝑛𝑉

𝑑𝑖𝑠𝑏𝑘
1,2

(9)

(𝑎)

− 𝑚𝑖𝑛𝑉

𝑑𝑖𝑠𝑏𝑘
1,2

𝑘
𝑑𝑖𝑠𝑡1,2
− 𝑚𝑖𝑛𝑉𝑑𝑖𝑠𝑡1,2

(𝑏)

𝑚𝑎𝑥𝑉𝑑𝑖𝑠𝑡1,2 − 𝑚𝑖𝑛𝑉𝑑𝑖𝑠𝑡1,2

𝑠𝑖𝑏1,2: similarity of paired or unpaired points for sample-based parameters across two trajectories
𝑠𝑖𝑡1,2 : similarity of individual trial-based parameters across two trajectories
After calculating all the individual similarity scores, MESI vectorizes all the scores again and uses
equations 10a and 10b to do so.
𝑉𝑠𝑖𝑏𝑘

(𝑚1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑘
𝑘
𝑘
= (𝑠𝑖𝑏(𝑚
, 𝑠𝑖𝑏(𝑚
, … , 𝑠𝑖𝑏(𝑚
)
1𝑟1 ,𝑚2𝑟1 )
1𝑟2 ,𝑚2𝑟2 )
1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑉𝑠𝑖𝑇1,2 =

(10)

(𝑎)

(b)

1
2
𝑘
(𝑠𝑖𝑡1,2
, 𝑠𝑖𝑡1,2
, . . . , 𝑠𝑖𝑡1,2
)

At this point, each separate parameter, sample-based or global, is assigned a similarity vector for
every trial. In order to calculate a similarity score for the trial for each parameter, MESI uses the mean of
each vector as the similarity score of the parameters, and they are identified as local similarity indices.
Equation 11a and 11b are used to perform the calculation.
𝑠𝑖𝑀 𝑘(1,2)𝑟

=

𝑠𝑖𝑻(1,2)𝑟 =
𝑠𝑖𝑀 𝑘(1,2)𝑟 :

𝑘
∑𝑛
𝑛 = 1 𝑠𝑖𝑏(𝑚

1𝑟𝑛 ,𝑚2𝑟𝑛 )

𝑛

𝑘
∑𝑘
𝑘 = 1 𝑠𝑖𝑡1,2

𝑘

(a)

(11)

(b)

Local similarity index of parameter k between first and second subject in trial r

𝑠𝑖𝑻(1,2)𝑟 : Local similarity index of trial-based parameters between first and second subject in trial r

MESI creates a matrix of all the local similarity scores across all trials for all parameters (Table
4.1). The matrix represents all the similarity scores, and MESI uses the matrix to calculates means of all
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parameters across trial and within parameters. The mean values are total similarity scores for each trial and
parameter. The average of all local indices across parameters is the total similarity index of parameters
𝑘
(𝑆𝐼𝑇(1,2) , 𝑆𝐼(1,2)
), and the average of local indices across trials is the total similarity index of trials (𝑆𝐼𝑀 (1,2)𝑟 ).

In order to make MESI more flexible, a weighting system is incorporated in the calculation of the total
similarity indices to allow particular parameters to be assigned relatively more or less importance. Equation
𝑘
12 (a, b) and 13 is used to calculate the 𝑆𝐼𝑇𝐵(1,2) , 𝑆𝐼(1,2)
, 𝑆𝐼𝑀 (1,2)𝑟 .

𝑆𝐼𝑇(1,2) =

∑𝑟𝑟=1 𝑤𝑆𝐼𝑇

(1,2)𝑟

× 𝑠𝑖 𝑇(1,2)𝑟

(𝑎)

𝑟

𝑆𝐼𝑀 (1,2)𝑟 =

(𝑤𝑆𝐼𝑇

(1,2)𝑟

𝑘
𝑆𝐼(1,2)

∑𝑟𝑟 =1 𝑤𝑀𝑘

(1,2)𝑟

=

× 𝑠𝑖𝑀 𝑘(1,2)𝑟

𝑟

× 𝑠𝑖 𝑇(1,2)𝑟 ) + ∑𝑚
𝑚= 1 (𝑤𝑀 𝑘

(1,2)𝑟

(𝑏)

(12)

× 𝑠𝑖𝑀 𝑘(1,2)𝑟 )

(13)
𝑘+1
𝑆𝐼𝑇(1,2) : Total similarity of trial-based parameters across all trials between first and second subject
𝑘
𝑆𝐼(1,2)
: Total similarity of kth sample-based parameter across all trials between first and second subject
𝑆𝐼𝑀 (1,2)𝑟 : Total similarity of rth trial across all parameter between first and second subject

𝑤𝑆𝐼𝑇

(1,2)𝑟

𝑤𝑀 𝑘

(1,2)𝑟

: Weight of rth trial for the trial-based parameter

: Weight of rth trial for kth parameters

Table 4. 1. Matrix table of possible results of m number of parameters across r number of trials between subject i
and j

parameter 3

si𝐓(1,2)1

siM1(1,2)1

siM 2(1,2)1

siM 3(1,2)1

…

Mean

parameter 2

…

parameter k

parameter 1

1

Trial-based
parameters

Trial
ID

siM k(1,2)1

SIM (1,2)1

…

…

…

…

…

…

…

…

r

si𝐓(1,2)r

siM1(1,2)r

siM 2(1,2)r

siM 3(1,2)r

…

siM k(1,2)r

SIM (1,2)r

Mean

SITB(1,2)

1
SI(1,2)

2
SI(1,2)

3
SI(1,2)

…

k
SI(1,2)

MESI(1,2)

A final global similarity index is calculated for the two trajectories. This value is also a weighted
mean of all total similarity indices. Equation 14 is used to calculate the measure. This value represents the
similarity of two trajectories across all user-defined parameters and trials.
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𝑀𝐸𝑆𝐼(1,2) =

𝑘
𝑘
(𝑊𝑻(1,2) × 𝑆𝐼𝑇(1,2) ) + ∑𝑘𝑘= 1(𝑊(1,2)
× 𝑆𝐼(1,2)
)

(14)
𝑘+1
𝑀𝐸𝑆𝐼(𝑀𝑜𝑏𝑖𝑙𝑒 𝑂𝑏𝑗𝑒𝑐𝑡𝑠 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝐼𝑛𝑑𝑒𝑥): Global Similarity Index of two moving objects 1 and 2
𝑊𝑻(1,2) : Weight of the trial-based parameter
𝑘
𝑊(1,2)
: Weight of kth sample-based parameter

4.3.2. Eye Movement dataset
In this research, a dataset from a visual world paradigm task is used (Kang, 2015). The Visual
World Paradigm has been employed mainly by psycholinguists since 1995, especially when Tanenhaus et
al. (1995) published his research in the Science Journal. However, Cooper (1974) was the primary scientist
who created the paradigm, and his research was ignored for more than 20 years. Psycholinguists use the
research to understand how attention shifts through a scene from one fixation to another and try to make
connections between such eye movements and linguistic information, and also how subjects comprehend
the task (Altmann and Kamide 2009; Salverda and Altmann 2011). The dataset contains 64 students (40
female, mean age 21, range 18-24 years old), and the experiment has four conditions. The data was collected
using an “Eyelink II” Head-mounted eye- tracker and were sampled at 250 Hz from the right eye. A total
of 36 stimuli and 36 filler stimuli were in the stimuli pool, and subjects were shown a total of 36 pictures
at random based on their assigned conditions. The conditions were also selected at random. Each stimulus
is a picture of 4 items, which are 1) original item, 2) changed item, and 3,4) two distractors. Subjects were
given 1000 milliseconds before they heard audio based on the condition of the experiment. Figure 4.1 is an
example of the items that were shown to subjects and audio information. The four conditions are defined
based on the type of sentence the subjects were hearing. Condition a and c refer to a situation where the
sentences have ‘but first’ phrase in the middle, however, condition a refers to the intact or original item
(i.e., intact egg in Figure 4.1), and condition c refers to the changed item (i.e., broken egg in Figure 4.1).
The same can be said about condition b and d regarding the item condition, and the difference is that subjects
heard sentences which had ‘and then’ phrase in the middle. The subjects are categorized into four groups
of A, B, C, D, and depending on their assigned letter, their experiment starts with a trial’s condition that
matches their assigned category (i.e., a for A, b for B, etc.). The rest of the trials’ condition were assigned
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randomly. However, each subject had the same number of trials in each condition (i.e., all subjects had nine
trials from 4 conditions and a total of 36). All subjects in the same category experienced all trials with the
same conditions (i.e., all participants in group A, saw and heard trial 2 with the condition a).

Figure 4. 1. An example of a stimulus in the experiment and examples of audio information they heard.
a) The woman will select the egg. But first, she will examine the egg.
b) The woman will select the egg. And then, she will examine the egg.
c) The woman will break the egg. But first, she will examine the egg.
d) The woman will break the egg. And then, she will examine the egg.

4.3.3. MESI’s parameters
As mentioned before, MESI gives the user all the abilities to select their desired parameters. In this
research, eight sample-based parameters and 47 global parameters were incorporated into the method. The
eight sample-based parameters are: 1) fixation timestamp, 2) fixation duration, 3) saccade duration, 4)
saccade distance, 5) saccade direction, 6) saccade average velocity, 7) minimum velocity and 8) maximum
velocity. Velocity is divided into three categories because saccades are ballistic movements, and their
acceleration changes very rapidly (Marple-Horvat et al., 1996). Therefore three different measures of
velocity are used to capture the full effect of saccades in the similarity index, including average, minimum,
and maximum velocity. Forty-seven trial-based parameters were used, including first fixation time, first
fixation duration, reaction time to audio, time spent gazing at each region (see appendix for complete list).
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The raw data eye-tracking data was stored in ASCII format, and a conversion python code was
used to make the data readable for the MESI algorithm. During the process of conversion, the user can
select all the parameters they need, and that is when all the parameters mentioned above were created, and
trajectories were generated using Equation 1. As a result, a CSV file from each subject that contains all the
trial-based parameters and all the trajectories is read into a python script. The script uses both trajectories
and global trial-based parameters to pair every two subject datasets, and it outputs the MESI results. In the
following section, the results of using MESI on the entire dataset is demonstrated.

4.4. Results
There are 64 participants in the experiment, and they were assigned a condition between ‘a’, ‘b’,
‘c’, and ‘d’. The condition is what constituted the type of information they heard while gazing at the screen.
When subjects were assigned to a category, the first stimuli they experienced had the matching condition
(the, i.e., the first sentence will be in the condition ‘a’ if they are in category A) and the rest of the stimuli
happen at random. Therefore, in order to make an unbiased assessment of their eye movement similarities,
the model was run on unique pair combinations of the subjects within each category. The results are
illustrated in Tables 4.2 through 4.5. Subjects were evenly distributed between all four conditions, and there
are 16 subjects per condition and a total of 120 unique pair combinations of subjects.
Table 4.2 demonstrates all the values related to subjects who experienced the experiment in
condition A. All the subjects in this category saw and heard the same information, and yet they all showed
different eye movements. The reason this method is so powerful is that it can put together an entire
experiment together and compare all subjects at once and show which pairs have more similar patterns of
eye movements. Subjects in condition A started the experiment with a stimulus that contained a sentence
with ‘but first’ in the middle, and the sentence suggesting the intact item. In this case, subject 10 and 14
showed the highest similarity with overall MESI of 0.671, followed by subject 10 and 12 at 0.665, and 10
and nine at 0.650 MESI value. This can suggest that Subject 10 most likely followed the expected moving
patterns with an average of 0.647 MESI value, and the rest of the subjects are slightly different.
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Table 4. 2. MESI score for subjects in group A
01A

02A

03A

04A

05A

06A

07A

08A

09A

10A

11A

12A

13A

14A

15A

02A

0.619

03A

0.629

0.635

04A

0.609

0.627

0.621

05A

0.604

0.626

0.628

0.603

06A

0.596

0.617

0.612

0.609

0.603

07A

0.588

0.62

0.614

0.597

0.597

0.59

08A

0.612

0.62

0.625

0.601

0.605

0.606

0.59

09A

0.598

0.619

0.638

0.609

0.622

0.603

0.612

0.611

10A

0.645

0.648

0.651

0.637

0.648

0.637

0.62

0.646

0.65

11A

0.606

0.622

0.617

0.605

0.614

0.606

0.586

0.614

0.607

0.653

12A

0.615

0.63

0.635

0.602

0.622

0.608

0.603

0.617

0.616

0.665

0.614

13A

0.634

0.635

0.622

0.615

0.61

0.609

0.595

0.613

0.61

0.649

0.62

0.624

14A

0.611

0.642

0.638

0.614

0.622

0.61

0.599

0.612

0.622

0.671

0.629

0.625

0.614

15A

0.604

0.621

0.626

0.6

0.605

0.601

0.578

0.603

0.598

0.646

0.594

0.623

0.608

0.616

16A

0.598

0.617

0.621

0.595

0.601

0.578

0.592

0.595

0.602

0.64

0.599

0.598

0.591

0.609

0.595

01B

02B

03B

04B

12B

13B

14B

15B

Table 4. 3. MESI score for subjects in group B
05B

06B

07B

08B

09B

10B

11B

02B

0.625

03B

0.613

0.632

04B

0.597

0.636

0.592

05B

0.612

0.631

0.606

0.605

06B

0.61

0.634

0.6

0.598

0.603

07B

0.626

0.646

0.604

0.598

0.604

0.606

08B

0.62

0.625

0.612

0.603

0.609

0.626

0.611

09B

0.61

0.613

0.596

0.599

0.603

0.599

0.604

0.61

10B

0.614

0.639

0.605

0.606

0.631

0.62

0.604

0.614

0.605

11B

0.628

0.655

0.646

0.639

0.64

0.636

0.641

0.632

0.633

0.635

12B

0.627

0.627

0.612

0.601

0.611

0.616

0.612

0.614

0.6

0.604

0.638

13B

0.608

0.625

0.603

0.598

0.613

0.597

0.594

0.613

0.587

0.594

0.637

0.607

14B

0.625

0.624

0.597

0.596

0.6

0.605

0.628

0.602

0.612

0.608

0.624

0.617

0.596

15B

0.627

0.637

0.621

0.615

0.62

0.63

0.626

0.624

0.619

0.617

0.644

0.62

0.611

0.621

16B

0.628

0.635

0.614

0.612

0.617

0.616

0.612

0.618

0.604

0.609

0.649

0.614

0.61

0.624

0.625

Table 4.3 is related to all the subjects in the experiment which all had the similar condition of B.
That means they all started their experiments with a sentence which had ‘and then’ in the middle and the
sentence suggested to an intact item (i.e., intact egg from Figure 4.1). Subject 11 shows the highest
similarity rate with three other subjects, which are 2, 16, 3, and 7, with MESI value of 0.655, 0.649, 0.646,

78

and 0.646, respectively. It is apparent that subject 11 has the highest average similarity rate compared to
the rest of the subjects with an average MESI value of 0.638, and it has the lowest standard deviation at
0.008. These values suggest that subject 11 demonstrated a more constant pattern of movement compared
to the rest of the subject, and that is likely due to the nature of the experiment. The reaction to the experiment
is what drives the eye movements variances, and subject 11 seems to have followed the supposed expected
scanpath between different items on the screen.
Table 4.4 contains all the average MESI values from unique pair combinations of subjects with
condition C. In this condition, subjects started their experiment with a stimulus that had a sentence which
referred to the changed item (i.e., broken egg in Figure 4.1), and the sentence had a ‘and then’ phrase. The
rest of the stimuli were also assigned in the same order for all subjects in this condition. In this category of
subjects, subject 5 has demonstrated consistently higher MESI values that all the other subjects in
comparison. Subject 11, 17, and 19 have MESI values of 0.711, 0.681, and 0.68 respectively. The average
MESI value of all unique combination subject pairs that contain subject number 5 is 0.67, and the standard
deviation of all the MESI values is 0.014, which is the lowest among all subjects. Subject 5 seems to be
leading the way in terms of creating an eye movement pattern that follows the expected outcome.
Table 4. 4. MESI score for subjects in group C
02C
04C

04C

05C

06C

07C

09C

10C

11C

12C

13C

14C

15C

16C

17C

18C

0.615

05C

0.67

0.654

06C

0.603

0.603

0.664

07C

0.617

0.621

0.662

0.615

09C

0.6

0.607

0.665

0.59

0.624

10C

0.605

0.612

0.661

0.608

0.607

0.593

11C

0.603

0.605

0.668

0.585

0.626

0.579

0.595

12C

0.635

0.638

0.711

0.64

0.655

0.624

0.635

0.639

13C

0.614

0.616

0.678

0.605

0.63

0.606

0.613

0.607

0.652

14C

0.607

0.6

0.662

0.612

0.615

0.601

0.61

0.587

0.648

0.612

15C

0.611

0.613

0.675

0.608

0.601

0.597

0.605

0.596

0.643

0.618

0.619

16C

0.592

0.598

0.649

0.596

0.61

0.593

0.598

0.59

0.621

0.602

0.591

0.598

17C

0.624

0.625

0.681

0.609

0.64

0.606

0.612

0.615

0.649

0.623

0.619

0.612

0.602

18C

0.617

0.622

0.668

0.616

0.605

0.606

0.618

0.601

0.644

0.636

0.61

0.61

0.627

0.625

19C

0.612

0.62

0.68

0.612

0.623

0.6

0.631

0.61

0.647

0.617

0.62

0.61

0.63

0.633

0.626
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Finally, Table 4.5 illustrates all the MESI values from unique pair combinations of subjects with
condition D. These subjects had the same sequence of stimuli, which started with one that contains a
sentence with ‘and then’ phrase and the sentence suggested to a changed item in the stimuli (i.e., broken
egg in Figure 4.1).
Table 4. 5. MESI score for subjects in group D
01D

02D

03D

04D

05D

06D

07D

08D

09D

10D

11D

12D

13D

14D

02D

0.617

03D

0.616

0.61

04D

0.623

0.626

0.607

05D

0.611

0.616

0.613

0.605

06D

0.633

0.624

0.626

0.622

0.621

07D

0.617

0.618

0.611

0.621

0.61

0.614

08D

0.608

0.609

0.599

0.61

0.595

0.624

0.604

09D

0.63

0.633

0.615

0.629

0.612

0.631

0.628

0.615

10D

0.626

0.617

0.613

0.624

0.604

0.626

0.616

0.61

0.62

11D

0.65

0.641

0.644

0.637

0.632

0.643

0.634

0.622

0.633

0.642

12D

0.627

0.626

0.623

0.617

0.607

0.614

0.619

0.62

0.614

0.622

0.631

13D

0.6

0.593

0.614

0.601

0.586

0.61

0.596

0.587

0.584

0.596

0.607

0.588

14D

0.602

0.613

0.612

0.603

0.598

0.616

0.604

0.592

0.609

0.615

0.63

0.603

0.584

15D

0.628

0.611

0.614

0.613

0.604

0.619

0.604

0.6

0.61

0.61

0.634

0.609

0.587

0.598

16D

0.622

0.61

0.614

0.623

0.606

0.62

0.61

0.601

0.624

0.609

0.63

0.61

0.585

0.602

15D

0.614

In this category, Subject 11 shows the highest set of MESI values compared to the rest of the
subjects. Among all subjects, pairs of numbers 1, 3, and 6 with 11 resulted in MESI scores of 0.650, 0.644,
and 0.643, respectively, which are the top three highest rates. Subject 11 showed an average similarity rate
of 0.634 which is the highest among all, and the standard deviation of 0.010, which is the third-lowest.
The overall impact of the entire experiment does not vary by much amongst all the subjects.
Therefore, it is essential to dive deeper into the results of each parameter in different groups and individual
trials. In order to show the disparities within and between the subjects and trials, the entire matrix of total
similarity index at the trial level for subjects in group A is demonstrated in Figure 4.2. The Y-axis of the
matrices are individual trials (1 to 36), and the X-axis is the local similarity values between pairs of subjects.
It starts from the first subject to the left, going to the last subject to the right (1vs2, 1vs3,…,15vs16). Each
cell is a similarity value between two subjects for a particular trial among subjects in the same group (group
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A in this example). The matrix is displayed in red to blue shades of colors. Lower valued cells were assigned
darker red colors, and higher valued cells were assigned darker blue colors.

>=0.41
< 0.5
< 0.6
< 0.7
<=0.78

Figure 4. 2. Total similarity index at the trial level for subjects in group A

Although Figure 4.2 represents the differences of individual trials for all the parameters, the values
are still an average of all nine separate parameters. However, since this method allows the user to extract
data for each desired level and parameter, it is possible to focus on each parameter. For instance, all
similarity values related to each parameter of subjects in group A are demonstrated in Figures 4.3 through
4.11. The following matrices follow the same pattern of representation, which means the Y-axis is the trial
numbers of 1 through 36, and Xaxis is the unique paired combination of subjects (i.e. subject 1 vs subject
2), which starts from 1 to 16. Each matrix has a total of 4,320 cells. A legend is provided for more
clarification of the colors.
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>=0.31
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
<=0.89

Figure 4. 3. Local similarity Index for Fixation Timestamp at the trial level for Subjects in Group A

>=0.33
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
<=0.89

Figure 4. 4. Local similarity Index for Fixation Duration at the trial level for Subjects in Group A

>=0.24
< 0.3
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
<=0.92

Figure 4. 5. Local similarity Index for Saccade Duration at the trial level for Subjects in Group A
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>=0.31
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
=<0.93

Figure 4. 6. Local similarity Index for Saccade Distance at the trial level for Subjects in Group A

>=0.25
< 0.3
< 0.4
< 0.5
< 0.6
< 0.7
<= 0.8

Figure 4. 7. Local similarity Index for Saccade Direction at the trial level for Subjects in Group A

>=0.29
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
<= 0.89

Figure 4. 8. Local similarity Index for Saccade Average Velocity at the trial level for Subjects in Group A
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>=0.32
< 0.4
< 0.5
< 0.6
< 0.7
<=0.79

Figure 4. 9. Local similarity Index for Saccade Minimum Velocity at the trial level for Subjects in Group A

<= 0.3
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
>= 0.8

Figure 4. 10. Local Similarity Index of Saccade Maximum Velocity at the trial level for Subjects in Group A

>=0.17
< 0.2
< 0.3
< 0.4
< 0.5
< 0.6
< 0.7
< 0.8
<=0.89

Figure 4. 11. Local Similarity Index of Eye Movement Parameters at the trial level for Subjects in Group A
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A statistical summary of all the similarity values are demonstrated in Table 4.6, which also includes
average, minimum, maximum and standard deviation of all parameters, and subject groups of A, B, C, and
D. Among all the parameters, saccade’s maximum velocity has the highest maximum value and it also has
the highest variation of similarity value among all four groups of subjects. Eye movement parameters have
the highest average similarity values among three groups of A, B, and C. On the other hand, saccade
direction has the lowest average and the lowest maximum similarity value amongst all groups of subjects.
All three parameters related to saccade’s velocity have an overall lower average compared to the rest of the
parameters in all four groups. In this way, Table 4.6 helps to understand the contributions of each parameter
to the similarity values across subject groups.
Table 4. 6. Statistical summaries of local similarity indices of each parameter across all subject groups

B

C

D

Eye Movement
Parameters

Saccade
Maximum
Velocity

Saccade
Direction

Saccade
Minimum
Velocity

Saccade
Distance

Saccade
Average
Velocity

Saccade
Duration

Average

0.65

0.62

0.67

0.62

0.54

0.56

0.58

0.61

0.68

Minimum

0.31

0.34

0.24

0.31

0.25

0.29

0.32

0.27

0.17

Maximum

0.90

0.89

0.92

0.93

0.80

0.89

0.79

0.93

0.89

STDev

0.07

0.09

0.08

0.09

0.08

0.09

0.07

0.13

0.09

Average

0.65

0.65

0.69

0.61

0.53

0.55

0.59

0.58

0.69

Minimum

0.30

0.34

0.31

0.30

0.26

0.25

0.31

0.31

0.20

Maximum

0.89

0.89

0.91

0.94

0.77

0.95

0.82

0.95

0.92

STDev

0.07

0.09

0.09

0.09

0.08

0.09

0.07

0.12

0.09

Average

0.65

0.64

0.69

0.62

0.51

0.57

0.60

0.61

0.70

Minimum

0.42

0.35

0.28

0.30

0.25

0.28

0.31

0.23

0.32

Maximum

0.90

0.88

0.88

0.91

0.76

0.89

0.83

0.94

0.88

STDev

0.06

0.09

0.08

0.10

0.07

0.11

0.07

0.14

0.08

Average

0.65

0.64

0.69

0.60

0.54

0.55

0.60

0.58

0.68

Minimum

0.44

0.28

0.31

0.30

0.26

0.31

0.31

0.29

0.20

Maximum

0.88

0.89

0.90

0.91

0.80

0.89

0.82

0.93

0.88

STDev

0.07

0.10

0.09

0.08

0.08

0.08

0.07

0.11

0.09

time

Fixation
Duration

Fixation
stamp

A

4.5. Discussion and Conclusion
Applying MESI to an eye movement dataset can demonstrate much information about the
experiment. The results section is an excellent way to show how MESI can be applied, and many insights
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can be extracted from them. It can be understood that some of the subject’s eyes movements were more
similar to each other than the rest. For example, subject 10 in group A, subject 11 in group B, subject 11 in
group D and subject 5 in group C, all have more similar values as compared to other subjects in the same
groups. This type of analysis can lead to understanding how individual differences vary across different
settings of each trial. All subjects within the same groups experience the specific stimuli with exact audio
information, and yet their eye movements were different to some degree. One way this method can help the
researchers of eye movement is isolating subjects whose eye movements have a higher similarity to a group
of subjects in a given condition. For instance, subject 10 in group A is leading the similarity values as the
subject with the highest pairing similarity value. Once such subjects are identified, it is straightforward to
concentrate on them and do a more detailed analysis.
Applying MESI to an eye movement dataset with multiple conditions and trials is not limited to
creating a MESI value. This method can generate results for every unique pair of subjects within the same
group. For instance, in this experiment, there are 16 subjects in each group, and there are 120 unique pairs,
and MESI creates separate tables for each of those pairs. Within each of these tables, every parameter has
a local similarity index as well as a total similarity index for each trial and each parameter. MESI combines
all values by calculating their means. However, if one is interested in looking into each of those parameters
at the local, trial, or experiment level, such information is straightforward to obtain. For instance, it is very
much possible to compare eye movements saccade velocities, direction across all trials and subjects.
Movement events contain a multitude of parameters, each of which might differ to some degree, and yet
the overall movement might have many similarities. The findings show how robust MESI is as a tool that
provides a plethora of variables, parameters, and indices to illuminate the difference and similarities of
moving events.
In this research, the goal was to demonstrate the application of the MESI method. Averaging all
the numbers from each trial across all parameters does not reflect a considerable difference between
subjects. However, as mentioned, the method is very robust and lets the users pick and choose the level of
data and kinds of parameters. Therefore, it is easy to make comparisons at a more granular level such as
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trials of various subjects and each separate parameter. Examples of such comparisons were shown in the
results section with similarity matrices of all parameters. As the matrices in figures 4.3 through 4.11
suggest, only a few of the subjects in group A and only a handful of trials of those subjects have very high
similarity rates (above 0.8). Most of the trials seem to have low to average similarity rates. These matrices
are demonstrating the possibility of making meaningful comparisons between each parameter at the trial
level for all the subjects of different groups. Further analysis could suggest distinct similarities and
differences between the subject groups.
Comparing eye movements of subjects who are expected to follow the same instruction with an
average MESI value makes the comparison less significant. However, it is essential to note that, despite
very similar overall patterns of eye movements, there are significant differences within individual
parameters such as velocity, direction, and even global trial level ones. This method provides the
opportunity for the user to explore all the data from all angles and create a reasonable narrative by providing
a wholesome and much detailed result. The level of detail in this method is highly correlated with the
number of experimental parameters that apply in any situation.
When it comes to the parameters that were used in this research, the parameters that had the highest
variability were saccade maximum velocity, which means subjects' eye movements varied the most while
at their peak velocity. Maximum velocity also has the highest maximum similarity value among subjects,
which depicts that some of the subjects’ eye movements at peak velocity can be very similar to one another.
The combination of eye movement parameters is the one with a high average and lower variation in the
values. That demonstrates subjects' reactions to the given narrative were much more similar than most other
parameters along with saccade duration. Saccade duration is in similar condition as the eye movement
parameters when it comes to it having high average and lower variability. On the other hand, eye movement
parameters have the lowest minimum similarity which shows that even though the overall reaction to the
experiment has been similar, there are subjects which had very different reaction to the visual and aural
information, and therefore their similarity is at a low value of 0.17.
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Moreover, MESI provides the opportunity to concentrate on different conditions of the trials.
Subjects in various groups experienced the same stimuli, but different audio information was given to them.
Therefore, it is reasonable to look at how different conditions of the same trial vary throughout the
experiment between subjects. In this experiment, it seems that subjects were more likely to show similar
eye movements when they were exposed to a trial in condition ‘c’. On the other hand, it appears that trials
with the condition ‘a’ resulted in the lowest average similarity rate across all subjects and groups. However,
the average numbers do not vary significantly. Therefore, it is critical to focus on how MESI provides a
variety of parameters at different levels for a user to choose. For instance, it is possible to break down all
the parameters into conditions at the trial level, and even individual local similarity rates of separate
parameters. All the details this method provides can shed light on how eye movements vary based on
different criteria, whether it is the location of the target item or the type of sentence subjects heard. This
method can contribute to understanding the reasons some people demonstrate specific reactions and act
similarly.
Although this method was designed using only two types of movement dataset (see Chapter Three),
its application is not restricted to certain types of movement events. In this research, MESI was applied to
a dataset of eye movement. However, the method can be used in other types of moving entities, such as
vehicles, humans, hurricanes, and even brain activities. The method can incorporate as many parameters as
the user desires, and it can even be applied to 3-dimension datasets such as brain activities topography.
MESI is a powerful tool, which can be useful in many disciplines, and it is also a reminder to all of us
researchers that collaborative work can lead to great ideas, developments, and deployments.
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CHAPTER FIVE: CONCLUSION
Summary of Work
This research was an effort to demonstrate the power of collaborative work between disciplines
that seem far from each other. The effort resulted in a practical method of analysis that spans across multiple
fields of study. The current work was done meticulously by studying and examining year of existing
research from a variety of backgrounds including geography (Long & Nelson, 2013a), environmental
science (Dodge et al., 2009), biology (Needleman & Wunsch, 1970), psychology (Huettig, Quinlan,
McDonald, & Altmann, 2006), linguistics (Von der Malsburg & Vasishth, 2011), data science and machine
learning techniques (McFee & Lanckriet, 2011).
Examining the status quo paved the way for a guiding framework (see chapter 2), which finally
resulted in the development of a new method of spatiotemporal similarity analysis. The method can be
applied to a variety of moving objects. However, not all moving objects take place in a physical space
(geospatial), hence the need to create a flexible method for both geospatial and non-geospatial moving
matters (such as animal and eye movements). Consequently, the Mobile Event’s Similarity Index (MESI)
was created around on a framework (see chapter 3) that not only would consider principles of moving
entities, but it would also not be bound by one type of moving dataset. Therefore, a preliminary
demonstration of the MESI application was put together (Chapter 3).
Following the development of the MESI method in chapter 4, it was applied to two separate
datasets, which were samples of completely different moving data. In the first instance, MESI was applied
to a small sample of eye movement data, and results were depicted. In the second instance, a smaller sample
of data from animal tracking (birds) was selected to demonstrate how MESI performs. In both examples,
movement parameters of various types (distance, direction, velocity) were selected, and MESI generated
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meaningful results, which could potentially lead to answering fundamental questions of individual
differences between moving entities.
The full strength of MESI was put into action throughout chapter five, where the method was
applied to an entire dataset of eye movements from 64 subjects. The experiment divided the subjects into
four groups according to their given stimuli. The experiment through which the data was collected was
designed based on visual world paradigm tasks which study the perception of human subjects from both
visual and audio stimuli, simultaneously. In this demonstration, MESI was examined to a great extent and
showed similarity values at a variety of levels, including local, total and global. The similarities between
different subjects were results of time-aligned trajectory comparisons. Each selected parameter has its
matrix of similarity value across all subjects and trials, and the combination of all these parameters creates
total similarity values for each trial, and the combination of all the total similarity values creates MESI
value between each pair of subjects. Although MESI value shows the similarities at a very global level
between two subjects, it is critical to study each parameter and trial at a lower level and understand where
the similarities of subjects come from.

Revisiting Objectives
This research was embarked with three main objectives which were:
1) A comprehensive examination of the existing similarity methods and their strengths and
weaknesses and creating a guiding framework for a new similarity analysis method.
2) Creating a modified method based on improvements upon current techniques and methods
3) Applying the new method using data from different types of movement dataset including eye and
animal tracking
The first objective was achieved by thoroughly examining the current state of the art research in
movement analysis across multiple disciplines. The result of the comprehensive examination of the existing
methods and strength was a guiding framework that led the current research into developing a new method
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of similarity analysis. This new method was created more robust and powerful in terms of handling
movement data. Therefore, the second objective was achieved through that. Finally, this research delivered
a functioning method by applying MESI to an eye movement dataset. Moreover, this research demonstrated
the versatility of the created method by applying it to a sample of animal movement dataset. Hence, it is
fair to say that all three objectives of this research were achieved.

Limitations
Any research comes with certain limitations, and this one is no exception to that rule. In this
particular research, limitations come mostly from the type of existing data. Performing similarity analysis
requires a set of data collection from a variety of moving entities or events. Maintaining the same standard
throughout the entire experiment becomes a challenge, especially for data collection in a non-controlled
environment such as animal tracking. Now, this method is flexible in considering several user-defined
parameters, one of which can be the condition of the experiments or data collection. However, it becomes
tricky measuring the similarity of such conditions. For instance, when tracking two ducks, unless they are
tracked at the same time, there is little to be done about maintaining the same conditions. Alternatively,
when collecting eye movement data, subjects are recorded individually, and they typically experience the
same condition, but it becomes hard to control other factors, such as the socioeconomic status of the person,
their gender, their education level, or even their physical well-being at the time of the experiment. Any of
these can affect the outcome of the data collection, but they are impossible to measure until we collect such
data as well.

Significance of the Research
There are a good number of researches that try to measure and quantify the similarity or interaction
between moving entities. The topic has been the focus of many researchers over the years, and its
importance cannot be emphasized enough. However, state of the art methods is heavily reliant on data that
is solely associated with a single type, whether it is geospatial or non-geospatial. To this day, there is very
little evidence of a method that is the outcome of collaborative work between multiple fields. On the same
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note, this research aimed to create a comprehensive method that can work across multiple disciplines and
be applied to a variety of datasets, regardless of the type. Hence, it was essential to thoroughly investigate
the enormously vast range of research that took advantage of a type similarity analysis method. The current
research was an effort to show the gravity of doing interdisciplinary research while obtaining its objectives.
This research hopes to open more doors to collaborative work by incorporating scientific findings
from many research fields. It is of paramount importance to note that this research was only achievable due
to its nature of multidisciplinary. MESI is excellent at measuring similarity values within each selected
parameter and also overall similarities across trials and subjects. Chapters four and five of this research are
great examples of how a comprehensive method that was designed to work with a variety of movement
datasets can generate a plethora of results by focusing on the data. Such results can highlight the importance
of individual differences when it comes to a group of subjects.

Intellectual Merits and Broader Impact
This research attempts to combine empirical and theoretical studies related to movement research,
moving entities, and methods of similarity analysis, focusing on eye movement data. Various fields of study
are involved in this research, the most important of which are GIScience and eye tracking. This research
aims to contribute meaningful tools to both disciplines, bringing them together as well as sharing
knowledge. For long, GIScience has been applied in studying movements of spatial phenomena, and only
recently, some GIScientists have acknowledged the potential of spatiotemporal methods on fine-scale
phenomena such as eye movements.
On the other hand, eye movement experts and scholars have rarely taken advantage of
spatiotemporal analysis methods from GIScience. Although some studies of eye movements have
incorporated some aspects of spatiotemporal analysis, there has been little to no collaborative work between
the two fields. This research tries to open a new dialog and bridge the gaps between the two fields.
The goal of this project is to generate a new method of analysis, specifically a similarity index for
analyzing and visualizing eye movement data, that is grounded in GIScience. The method’s primary
purpose is to find significant movement patterns and categorize those patterns into specific groups of eye
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movements and exploration strategies. This research will be conducted in several stages, including data
collection, a systematic evaluation of existing similarity indices, development of a new index, and
evaluation of the new index. This study will rely on both existing and new eye tracking data sets associated
with the visual world paradigm task.
This project aims to develop an approach for analyzing and visualizing eye tracking data that is
embedded in a movement-based perspective from GIScience. Thus, this work might encourage a shift in
the way that researchers analyze eye tracking data, potentially impacting research in psychology and related
fields. Though the newly developed similarity index was applied to eye movement research, it was
demonstrated that it has the ability to be extended to study other moving entities in GIScience, such as
animals, people, or vehicles. Additionally, the comparison of existing similarity indices will provide useful
information for index selection across multiple fields. On a different level, the method can also be applied
in other disciplines with some changes. Brain topography often comes up in neuroscience and psychology,
and researchers are interested to know how the brain in different scenarios acts similarly or dissimilarly.
Up until now, scholars of both sides have had little communication and close to no collaborative work. This
research intends to be a pioneer on its way of bringing the scholars the two majors together. There is a need
for further conversation between scholars of different fields to solve more complex problems.
With the emergence of interdisciplinary topics, it seems inevitable to neglect our roles in such
matters as movement analysts. Eyes are windows to brain function, and they reflect a great deal of how
brains perceive the world around us. In any given situation, we might have any reaction to what we see and
hear and studying how people grasp information in those moments can reveal many facts about the human
brain. This work will help determine if people react in the same way in front of a scene or act differently.
Studying their eye movements will help us understand how they make such decisions, and if people have
similar or dissimilar eye movement patterns. It also helps determine if such similarities have effects on their
decision making. Such a method can lead toward helping medical researchers determine if their patients are
showing symptoms of brain damage by studying their eye movements and reactions to a specific task. This
research can lead to precise disease diagnosis, in which eye movements are critical parts of the procedure.
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It can result in the invention of devices of eye movement control, and potentially help the medical field by
early diagnosis of symptoms of some disease in the future. It can provide necessary tools for experts in the
medical field and ease up their decision-making process in terms of their patients’ symptoms. This research
is the first step toward creating such essential tools, which not only benefit the medical field, it also affects
the society by providing newer ways for earlier diagnosis of disease, which could potentially be prevented
by proper treatments.

Future Work
As noted above, current research is an integral part of the bigger puzzle of collaborative work. This
research was the result of direct cooperation between geoscience and eye tracking fields. It is evident that
doing these kinds of research are more likely to result in more creative solutions. The current work only
one step towards an even more robust method of similarity analysis. The emergence of supercomputers that
can process large datasets in a fraction of the time, along with newer machine learning algorithms provides
the opportunity to extend this method into other domains. A variety of disciplines are interested in
quantifying the similarity of their data across time and physical space or virtual space.
For instance, the method at the current state can apply to a wide range of datasets. We intend to use
MESI to existing datasets from animal and human activity tracking and measure the possible similarities.
Currently, the majority of methods can only work with two datasets at once, and having this method
provides the opportunity for multiple subjects’ tracking analysis, the results of which are much easier to
compare together, and more meaningful insights can be drawn.
Another possible future extension would be making the method flexible for 3D surfaces and
images. For instance, it is possible to map brain activity via high-resolution devices. MESI can be modified
in order to incorporate brain topography datasets, analyze the data, and measure the similarity of brain
activities over time between multiple subjects. Such an application of the method can be utilized across
experts of psychology and neuroscience.
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APPENDIX ONE: LIST OF PARAMETERS
Parameters
FFT
FFD
FFR
FFL
FFstartT
FFstartD
FFstartR
FFstartL
FFstartinORT
FFstartinORD
FFstartinORR
startReactime
NumFixreactstart
FFstopT
FFstopD
FFstopR
FFstopL
FFstopinORT
FFstopinORD
stopReactime
NumFixreactstop
SpatialShape
TotalORGFixDur
ORGFixNum
TotalCHADur
CHAFixNum
Totaldi1Dur
di1FixNum
Totaldi2Dur
di2FixNum
MeanDirS
MeanDisS
MeanDurF
MeanDurS
MeanMaxVelS

Description
First Fixation Time
First Fixation Duration
First Fixation Region
First Fixation Label
First Fixation Time after the audio starts
First Fixation Duration after the audio starts
First Fixation Region after the audio starts
First Fixation Label after the audio starts
First Fixation Time in the original region after the audio starts
First Fixation Duration in the original region after the audio starts
First Fixation Region in the original region after the audio starts
The reaction time between the audio start and first fixation in the original region
Number of fixations takes to fixate in the original region after audio start
First Fixation Time after the audio stops
First Fixation Duration after the audio stops
First Fixation Region after the audio stops
First Fixation Label after the audio stops
First Fixation Time in the original region after the audio stops
First Fixation Duration in the original region after the audio stops
The reaction time between the audio stop and first fixation in the original region
Number of fixations takes to fixate in the original region after the audio stop
The spatial configuration of the items in the stimuli
The total duration of fixations in original region
Total number of fixations in the original region
The total duration of fixations in changed region
Total number of fixations in the changed region
The total duration of fixations in the distractor 1 region
Total number of fixations in the distractor 1 region
The total duration of fixations in the distractor 2 region
Total number of fixations in the distractor 2 region
The average direction of Saccades
The average distance of Saccades
The average duration of Fixations
The average duration of Saccades
Average maximum velocity of Saccades
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MeanMeanVelS
MeanMinVelS
SPMS1
SMPS2
SMPS3
SMPS4
TMS1
TMS2
TMS3
TMS4
TMS5
TMS6

The average velocity of Saccades
The average minimum velocity of Saccades
Saccade movement type 1, when the region does not change
Saccade movement type 2, when the move is vertical (shortest distance)
Saccade movement type 3, when the move is horizontal (middle distance)
Saccade movement type 4, when the move is diagonal (farthest distance)
Target movement type 1, when the move is within original region
Target movement type 2, when the move is within changed region
Target movement type 3, when the move is from original to change or vice versa
Target movement type 4, when the move is from original to distractors or vice versa
Target movement type 5, when the move is from changed to distractors or vice versa
Target movement type 5, when the move is between distractors
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