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i. thepresenceof localminima(i.e.isolatedvalleys)in additiontoglobalminimum.SinceBack-
Propagationis basicallya hill-climbingtechnique,it runstheriskof beingtrappedin a local
minimum,whereeverysmallchangein synapticweightsincreasestheerrorfunction.But
somewhereelsein theweightspacethereexistanothersetof synapticweightsfor whichthe
errorfunctionis smallerthanlocalminimumin whichthenetworkis stuck. Clearly,it is














































havingto computetheHessianmatrix. Whentheperformancefunctionhastheformof a sumof
squares,thentheHessianmatrixcanbeapproximatedas:[6][3].
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Ie J:A Sampleot Rice YieldData totrain theNeural
Localitv Pests Diseases Weeds Yield
Al(1) 63.63 189.11 91.85 4223
B1(2) 538.46 283.51 236 4276
Cl(3) 151.61 224.38 326.7 3652
D1(4) 189.84 809.26 341.31 4686
E1(5) 176.66 334.08 280.5 3948
A2(6) 936.05 439.96 540.5 4625
B2(7) 868.85 555.59 622.35 4712
C2(8) 560.16 600.63 2507.6 4704
D2(9) 562.05 476.2 394.3 5344
E2(1O) 816.12 542.06 1958.59 4764
F2(11) 846.1 547.62 1759.2 4716
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G2(l2) 68.76 298.88 295.48 3998
H2(13) 297.45 455.05 434.95 4808
12()4) 317.87 505.23 892.26 4005
A3(I5) 9.37 668.71 126.61 3672
83(16) 302.9 495.91 992.5 5196
C3(17) 142.15 580.36 95.23 5226
D3(I8) 277.92 663.16 613.05 4406
E3(19) 239.5 516.06 76.8 3808
B(20) 549.95 379.32 374.8 5292
A4(21) 205'.44 528.04 154.53 4814
84(22) 255.85 703.12 193.16 4621
C4(23) 378.56 545.12 514.1 4675
D4(24) 440.25 760.78 753.03 5529
E4(25) 470.14 707.12 497 4456
F4(26) 392.2 750.29 345.94 4883
G4(27) 216.35 478.69 650.9 4747
- - . . - _-n _-_n_.- n- _u_- - ---
Localitv Pests Diseases Weeds
Al (I) 74.7 21.8 161.34
81(2) 90.74 22.95 136.94
C1(3) 88 26.54 124.97
D1(4) 56.81 53.21 305.4
E1(5) 138.03 204 323
A2(6) 459.95 31.5 476
82(7) 299.03 17.64 107.4
C2(8) 524.95 132 1174.3
D2(9) 369.8 0.1 175.4
E2(I0) 832.8 14.55 3136.62
F2(1I) 478 0.1 278
G2(12) 125.15 4.2 102.6
H2(13) 185.05 2.6 573.05
12(14) 102.2 8 269.25
A3(15) 18.26 0.6 81.94
83(I6) 152.52 51.25 789.9
C3(17) 361.21 0.1 221.32
D3(18) 225.79 0.5 707.45
E3(19) 31.02 0.48 37.76
F3(20) 114.19 4.89 141.05
A4(21) 211.49 157.1 182.3
84(22) 87.1 492.7 273.5
C4(23) 827.01 380 689
D4(24) 799.15 128 497
E4(25) 473.95 52.5 517.5
F4(26) 398.1 26.5 472.5
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Figure3: YieldversusLocalityofConjugateGradientDescent
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