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In the early part of the 20th century, 
the Harvard University Observatory 
employed a small army of women — 
they were known at the time as girl 
computers — to identify images of 
stars on photographic plates and 
then to record the intensity and 
location of each identified star. The 
job done by these girl computers has 
long since been taken over by the 
digital sort. We all know that digital 
computers are much better than we 
are at doing arithmetic, but over the 
past few decades computers have 
been taking over jobs, like playing 
chess or recognizing speech or 
carrying out symbolic mathematical 
manipulations, that we used to think 
of as the province of the human brain. 
How close are computers, like HAL 
in the movie 2001, to matching those 
things that now only our brains can 
do? Our goal here is to compare the 
capabilities and speeds of the brain 
with those of modern-day computers.
Hardware
Our starting point will be to compare 
the brain’s hardware with that of 
computers (see Table 1). Of course, 
because the architecture of the 
two sorts of computers are so very 
different (as described in more detail 
below), comparisons are difficult. 
The transistor is the basic active 
element upon which computer circuits 
are based. Modern very large scale 
integrated (VLSI) microprocessor 
circuits have about a million 
transistors per square millimeter of 
chip area, and the approximately ten 
layers of wires and circuit components 
covering the chip surface give an 
overall volume density of about  
0.3 × 109 transistors per microliter. 
In the brain, the smallest computer 
element that transmits and transforms 
information is the synapse, and the 
grey matter of most brain regions 
contains about 109 synapses per 
Primer microliter, a value not so different from the volume density of transistors. 
Each synapse requires around 3 to 
4 μm of wire (axon and dendrite) to 
support it, and each transistor on a 
microprocessor chip is supported 
by about 30 μm of wire. Again, the 
numbers are not so different and the 
wire diameters are also close to the 
same (on the order of 100 nm).
The difference between brains and 
computers arises not so much in 
the size of the elementary computer 
elements as in their numbers: where 
a modern microprocessor chip has 
109 transistors, the human brain 
contains about 1014 synapses (and a 
brain uses about as much power as 
a microprocessor). A state of-the-art 
microprocessor could have close 
to 30 km of total wire connecting its 
transistors, where the brain has 3 to 
4 × 105 km of wire (most of which is 
axons). The brain’s total wire, then, is 
about the same as the mean distance 
from the earth to the moon (a little less 
than 4 × 105 km). Clearly, although the 
sizes of the basic computer elements 
are not so different between brains 
and computers, what is vastly (a 
million fold) different is the number of 
elements.
To make a preliminary comparison 
of processing speeds, we can 
suppose that each neuron carries out 
an instruction each time it produces 
a nerve impulse. Since the neocortex 
contains about 1010 neurons, each of 
which fires nerve impulses at about  
10 Hz, that would give 1011 
‘instructions’ per second, about 
100 fold more than the 103 million 
instructions per second (MIPS) of a 
modern microprocessor with multiple 
cores (computing units). Despite 
the fact that brains have so many 
more synapses than computers have 
transistors, the computer is only 100 
times slower than the brain, by this 
measure, because of the computer’s 
multi-gigahertz processor speed. 
Architecture
What makes the comparison between 
brains and computers so hard is that 
they have such completely different 
designs. A few of the more important 
differences are considered here.
Modern computers are all based on 
what is known as the Von Neumann 
architecture, one central feature of 
which is the separation of the central 
processing unit (CPU) that does the 
actual computing, and the memory, 
where data and the instructions that 
govern the computations are stored. 
In sharp contrast, memory in the brain 
is embedded in the very neural circuits 
that carry out the computations. 
Rapid communication between 
neurons occurs at synapses, and the 
effectiveness of these synapses at 
transmitting information (their synaptic 
strength) can be modified by the 
brain’s own activity so that the same 
information supplied to a neural circuit 
can give, at various times, different 
results. The brain has available 
many different mechanisms to alter 
synaptic strength and to modify the 
computations carried out by its neural 
circuits. These various mechanisms 
change synaptic strength on many 
time scales from milliseconds to 
years, so the computations carried 
out by the circuit can be changed just 
temporarily or long-term.
Because computers employ the 
Von Neumann architecture in which 
memory is separate from the CPU, 
computers must act in a sequential 
way, one step at a time: at each time 
step, a new instruction about what 
is to be computed is fetched from 
memory and carried out. A single 
master clock marks the time that 
determines these steps (although 
some complicated steps may require 
a number of clock ticks), and all parts 
of the CPU must be kept informed 
about the current time so that one 
small step of the computation is 
completed before the next one is 
started. Neural circuits have no need 
for a central clock to keep actions 
exactly synchronized because any 
neural circuit in the brain has its own 
instructions embedded in the circuit 
itself: whenever it is presented with 
information, the circuit knows just 
what to do with it. Because the brain 
is not bound by the Von Neumann 
Table 1. Hardware comparison.
Brain Microprocessor
Synaptic density 109/μl 0.3 × 109/μl Transistor density
Wire/synapse 3-4 μm 30 μm Wire/transistor
Synapses/neocortex 1014 109 Transistors/chip
Wire/neocortex 3–4 × 105 km 30 km Wire/microprocessor
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architecture, exactly what a particular 
neural circuit computes can be 
modified on the fly without reference 
to other circuits (as when we shift 
our focus of attention from one thing 
to another) and can also remember 
things for a lifetime (how to ride a 
bicycle).
The fact that computers are based 
on the Von Neumann architecture and 
brain circuits are not is the first major 
difference between them. A second 
(see Table 2) major difference is that 
brains are massively parallel and 
computers are not. To see what this 
means, look at the problem (presented 
to the Harvard Observatory girl 
computers) of identifying the image 
of a star on a photographic plate. For 
a usual computer to do this, it has 
to examine the pixels representing 
the image one by one, but the girl 
computers processed all parts of the 
image at the same time. The brain 
generally presents vast quantities 
of data at a time to a neural circuit, 
and the circuit carries out all of the 
processing steps required by the 
data in parallel. What makes the brain 
‘massively’ parallel is this enormous 
quantity of data that can be handled 
at the same time. 
Digital computers have increased 
their processing speed (measured 
in MIPS) about a million fold since 
the first Von Neumann architecture 
computer was built 60 years ago 
(the Manchester Mark 1 in England), 
and most of that speed increase 
came first by new technology (VLSI) 
and then more recently by carrying 
out various sub-steps of a single 
computation step in parallel (so 
called instruction level parallelism). 
Many computers now on the market 
have taken this incorporation of 
parallel computing further by having 
two or four cores, which means 
two or four computers on a single 
chip working at the same time. 
And special subsidiary computers 
designed for carrying out particular 
types of computations — like the 
display processor that controls the 
computer’s screen display — have 
become very much faster by having 
many (256) processors working in 
parallel. Indeed, some of these special 
types of hardware can also be used 
as a general purpose computer with 
much more parallel computation than 
the usual computers. The problem 
with emulating the brain’s massive 
parallelism, however, is that we are not even close to being able to 
use the increased hardware power 
efficiently; how to program parallel 
computers is a very active subject 
now in computer science.
Computers have components 
with incredible reliability: trillions of 
operations are carried out without 
a single error, and many modern 
machines include circuits for checking 
and correcting the rare errors that 
do occur. The human brain, in 
contrast, operates probabilistically. 
For example, when a nerve impulse 
arrives at a typical synapse, it is 
common for that synapse to inform 
the postsynaptic neuron of the 
impulse arrival only one time in 
five. The four times out of five that 
information about a nerve impulse 
arriving at a synapse is not relayed 
on to the target cell by a synapse 
could be viewed as errors, but in 
fact synapses are designed this way. 
Neural circuits are highly redundant, 
with the same information arriving 
simultaneously at many synapses on 
different neurons so that, on average, 
neural components are predictable, 
in the same sense that a fair coin is 
predictable: you never know on a 
given flip whether heads or tails will 
turn up, but you can be sure that there 
will be very close to 500 heads out of 
a thousand flips.
Circuits that are redundant and 
that average over probabilistic 
components have an important 
advantage over the super-reliable 
computer circuits: the brain is very 
fault tolerant, so that failure of any 
individual component has effectively 
no impact on the overall computation 
whereas a single component failure 
can be catastrophic for computer 
circuits. Thus, many neurons can die 
(as inevitably happens over time), and 
yet the brain still is able to function at 
a high level. Because of another brain 
design principle, the fact that neurons 
with the same function are located 
close to one another in the brain (this 
is called the doctrine of localization 
of function), the brain is much more 
tolerant to random death of neurons 
than it is to focal injury (such as a 
bullet wound or a stroke).
The brain also employs the 
probabilistic nature of its synapses 
another way. To alter synaptic strength 
very rapidly, a synapse need not alter 
its structure but rather can just quickly 
change the probability with which 
information about nerve impulse 
arrivals is transmitted to the target 
neuron. Many mechanisms are used 
to store information for brief intervals 
by changing the probability of 
synaptic transmission, although most 
neurobiologists believe that actual 
structural changes are required for 
the long-term modification of synaptic 
strength.
There is a final big difference 
between the designs of computers 
and brains considered here. Every time 
the performance of a computer circuit 
is improved, major design changes are 
necessary. Even modest alterations, 
like modifying the thickness of the 
wires on the computer chip, mean the 
computing components on the chip 
must be rearranged (a very difficult 
process). For evolution to work, 
however, neural circuits must have 
what is called a scalable architecture. 
This means that the computing 
performance can be improved by 
simply increasing the number of 
components and enlarging the circuit 
in accordance with the original design. 
Brain circuits generally have scalable 
architectures so that, for example, we 
are not even aware of the usual two 
to three fold differences in the size of 
brain areas from one brain to the next.
The speed of thought
From the differences in computer and 
brain designs discussed above, it is 
clear that determining their relative 
speeds of processing cannot be 
achieved by comparing hardware 
specifications. The standard method 
for comparing computing apples 
and oranges is to determine the 
relative times for solving benchmark 
problems, and this is at least partly 
Table 2. Architecture comparison.
Brain Microprocessor
Memory location relative to computing circuits Embedded Separated 
Parallelism High Low
Component predictability Probabilistic Deterministic
Component redundancy High Low
Fault tolerance High Low
Scalability Very high Low
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possible for comparing brains and 
computers. 
For various commercial and security 
reasons, computer systems that can 
recognize faces automatically are of 
considerable value, and research in 
this area has been well supported 
for the last three decades. Starting 
in 1993, the National Institute of 
Standards and Technology has run 
a series of competitions to evaluate 
computer face-recognition technology, 
with the results for the last competition 
reported in 2007. The first year that 
fully automatic face recognition was 
achieved was 1997, at which time 
target faces were missed about half 
the time. In the decade that followed, 
this error rate (missing a face that 
the system is trying to detect) has 
dropped to about 1% under the best 
conditions and is better than 10% 
over a wide range of conditions. 
Detecting the face (again, depending 
on conditions) takes about a second.
Humans can detect a familiar face 
when it is placed within a string of 
unfamiliar faces presented at 10 Hz. 
The accuracy of the human and the 
computers is about the same when it 
is tested under the same conditions, 
so that would mean that the human 
processing speed is about 10-fold 
greater than the computer’s for face 
recognition. But this comparison is 
misleading, because the computer 
face recognition system is optimized 
just for that job, whereas the human 
visual system is designed to detect 
a very large number of objects. One 
of the most difficult things for a 
computer to do is to extract objects from a visual scene, but we do this so 
rapidly and effortlessly that we are not 
even aware that it is hard. When we 
look around, we automatically see a 
world full of objects.
Perhaps a more informative way to 
compare the capabilities of humans 
and computers is to examine tasks 
that humans can do easily and that 
are too hard for computers. At the 
dawn of the computer age, Alan 
Turing proposed a test, known as 
the Turing test, to get at the question 
of whether or not a computer can 
think. His test was to have a human 
judge ask questions of a computer 
and of a human; if the judge cannot 
tell from the answers which is the 
human, the computer has passed 
the test. Starting about a dozen 
years ago, being able to tell a 
human from a computer became 
commercially important, because 
internet companies needed to 
prevent computers from signing up 
for services, like email accounts 
that could be used to send spam, 
intended for humans. The idea was 
to develop questions that are very 
easy for humans to answers but that 
are too hard for computers. A variety 
of methods, known as ‘completely 
automated public Turing tests to 
tell computers and humans apart’ 
(CAPTCHAs), have been developed 
to do this. Most of these CAPTCHAs 
rely on the fact that humans can 
easily read letters that have been 
disguised by mixing fonts, distorting 
the letters or masking them with 
distracters, but this is a very difficult 
task for computers. The ease with which CAPTCHAs can be developed 
exposes obvious gaps between 
capabilities of computers and the 
brain.
The power of computers has been 
growing exponentially over the last 
60 years, and every year or so we 
find they can do something — like 
optical character recognition or 
speech recognition — that we never 
imagined they would be able to do. 
When will the computers catch up 
with our brains? It has been predicted 
that this will happen in the next 
several decades, but we believe the 
problem is not computer power and 
ability to program parallel machines, 
but rather our nearly total ignorance 
about what computations are actually 
carried out by the brain. Our view is 
that computers will never equal our 
best abilities until we can understand 
the brain’s design principles and the 
mathematical operations employed 
by neural circuits well enough to build 
machines that incorporate them.
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