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Executive Summary
District Heating Networks (DHN) can provide higher efficiencies and better
pollution control compared to local heat generation. However, there are still
many areas, which can be improved and optimized in these systems. A DHN
is a complex distributed system of different customer substations and compo-
nents such as boilers, accumulators, pipes, and in many cases also turbines for
electricity production. How to schedule the components with the objective
of maximizing the profit of heat and electricity production over a finite time
horizon is receiving increased attention, and is the problem that has been dealt
with in this work. This mixed integer linear programming (MILP) problem
has been formulated as a unit commitment problem (UCP), which involves
finding the most profitable unit dispatch regarding production costs and heat
and electricity sell prices, while simultaneously meeting the predicted district
heating demands and satisfying network operational constraints. The heating
demands within the optimization time horizon are predicted based on season
and weather forecasts.
In this work, the district heating plant in Uppsala, Sweden, owned by
Vattenfall AB, has been considered as a reference plant for modeling and op-
timization. The optimization model is formulated in Python using Pyomo
modeling language, and solved by Gurobi and GLPK solvers. An hourly-
based data of five consecutive days is used as the time horizon. The results
demonstrate the fact that with an accurate model of the DHN, it is possible to
significantly increase the revenue of theDHNby finding themost economical
way to dispatch different production components.
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Project Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Uppsala Power Plant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 The co-generation plant (KVV) . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Polyhedron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Accumulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Hot Water Boiler (HVC) . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Oil Boilers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Distributed Network: Pipes, Customers . . . . . . . . . . . . . . . 11
2.6 Gabriella (AFA). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Model and Optimization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 Sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4 Constraints. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4.1 Capacity Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4.2 Scheduling Constraints . . . . . . . . . . . . . . . . . . . . . . . . 15
3.4.3 Heat Demand Constraint . . . . . . . . . . . . . . . . . . . . . . 16
3.4.4 Stop and Start Trajectory Constraints. . . . . . . . . . . . . 16
3.4.5 Polyhedron Constraints . . . . . . . . . . . . . . . . . . . . . . . . 16
3.5 Objective Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Stochastic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.1 Problem data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Programming Language and Solver . . . . . . . . . . . . . . . . . . . . . . 22
5.1 Pyomo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 Gurobi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.3 GLPK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.4 Solvers Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6 Performance Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.1 Scenario 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2 Scenario 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.3 Scenario 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.4 Scenario 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.5 Scenario 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
8 Suggestions for Continued Research. . . . . . . . . . . . . . . . . . . . . . 41
1 Introduction
In 1987 [1], Andersen and Brydov defined the district heating as follows:
”District heating may be defined as space and water heating for a number of
buildings from a central plant. The heat produced in this plant is delivered to the
consumers as hot water through an insulated double pipeline system. The heated
water is carried in the forward pipe distribution system and having given up its
heat, the cooler water returns to the plant in the other pipe for re-heating.”
District heating networks (DHN) play an important role in covering the
heat demand in the Nordic countries. Optimal operation of these networks
has thus been of increasing interest over the last two decades. This subject is
by no means trivial, as DHN are inherently non-linear and non-stationary
andmoreover very diverse with respect to production facilities and operational
requirements. Therefore, every DHN brings a new challenging problem to
be solved. Here, we assume that the optimal operation of the district heating
system is to achieve the maximum profit without compromising the safe
operation of the network, adversely affecting the maintenance cost of the
network, or sacrificing customer satisfaction.
The current project is a collaboration of three companies. Vattenfall
AB who owns the Uppsala power plant, and provides all the technical
details and values of this studied DHN.Modelon AB who does the detailed
simulation of all the physical parts of the DHN, and takes care of the
non-linear optimization. SICS Swedish ICT who does the modeling and
optimization of the scheduling problem of all different units and provides a
solution for how to cope with the uncertainties in the load prediction. The
project is financially supported by Energimyndigheten, Värmeforsk AB
and Vattenfall AB. The following report is the summary of the technical
work and results done at SICS Swedish ICT Västerås AB for this project.
The final report of all different parts of this project may be given upon request.
In the rest of this chapter, some background and the goals of this project
is explained. In Chapter 2, the Uppsala power plant is introduced and some
units which are involved in the optimization model are explained. Chapter
3 defines all the UCP model components such as parameters, variables and
constraints. Chapter 4 describes the method of how the stochastic analysis
takes care of the load uncertainties. In Chapter 5, the programming model
language and the used solvers are introduced and the scalability of the solvers
are analyzed. Chapter 6 presents some specific scenarios and demonstrates
the results of our model for those scenarios. Finally, the conclusion of our
work and the possible future directions of this project are given in Chapter 7.
1
1.1 Background
Production planning today is aimed at finding a cost-optimal scheduling of
heating and electricity that meets both the district heating network requests
and operational constraints. Scheduling refers to the (on/off ) status of the
various production units as well as how all the components in the system such
as boilers, accumulators, coolers and valves to be controlled. A robust algo-
rithm for solving this optimization problem is not available. It is therefore
necessary to make reasonable assumption in both the modeling and compu-
tational approaches to get a manageable optimization problem. One assump-
tion is to break the problem into two sub problems:
1. The optimal production planning where decisions are made regarding
all production units status.
2. The optimal load distribution planning where the control of all the
components in the system are determined.
The typical today’s approach of scheduling optimization is to simplify
all the plant models to the point that most of the physical descriptions of
the plant are removed and hence the resulting optimization problems can be
solved with simple, linear optimization techniques that are considered to be
standard. In [3], the following commercial software are mentioned which use
this approach:
• Planner [www.vitec.se]
• Energy Optima 2000 [www.opticon.se]
• OPTIMAX PowerFit [www.abb.com]
• Dhot [www.optimizationpartner.se]
Along with the plant model, a prediction of the heat load over the
provided optimization horizon is also required. This is often generated by
a model that includes a description of the DHN and the effect of outside
temperature.
The simplifications in the models used in the current optimization of
the production scheduling is necessary for balancing accuracy, complexity
and computational approach, however there exists many limitations for the
current standard methods. The various heat-producing devices are described
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with static connection excluding storage dynamics (heat and fuel) and pos-
sibly transport delays in the distribution network. Influence of temperature
and flow in various parts of the system, such as in the supply line, is usually
not modeled. This is a major limitation when the supply temperature and
flow affects many critical parameters such as the energy that can be stored
in the network, the heat loss and the electricity generation efficiency of the
steam turbines. The simplified model formulation can be extended to take
into account the flow temperature, see [4], but this approach introduces
several problems in the current optimization approach.
An alternative approach to the current optimization strategy is to use the
new advanced optimization techniques based on non-linear programming,
which are capable to be used on a plant model that is based on physical laws
without significant simplifications. The model is described by the basic con-
servation laws in terms of mass flow rates, temperatures, enthalpies and pres-
sures and dynamics can be included to describe the actual dynamic behavior.
The main benefits of this alternative approach are:
1. The amount of modeling work is decreased, especially regarding the
process simplifications.
2. The resulting models describe the reality very well.
3. The models’ parameters have a physical meaning and are easier to be
calibrated.
4. The optimization problems can take into account the physical limita-
tions in both heating network and production facilities.
5. The optimizing target can be described in detail.
The studied unit commitment problem in this report provides input to
the non-linear optimization framework for an optimized scheduling of all
different units in the plant model. The project will also evaluate the sensitivity
of the production method for uncertain load forecasts.
1.2 Project Goals
The goal of the project is to derive a novel method for production planning of
district heating plants. The proposed method aims at substantially improv-
ing the standard approach by integrating physical models of the production
and distribution facilities and applying a non-linear dynamic programming
method. The chosen optimization algorithm allows for a careful plant de-
scription based on conservation laws in terms of mass flow and enthalpies
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instead of simple power. The potential of the method has been shown in a
previous Värmeforsk project [5]. The goal is now to support a distributed heat
production and cope with uncertainties in the load prediction in order to im-
plement the method as a decision support tool. In addition to the simple and
more accurate modeling phase, the expected results are a cost efficient pro-
duction planning, optimized supply temperature and flow, an efficient usage
of heat and improved planning of electricity production based on the time-
varying electricity price.
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2 Uppsala Power Plant
The Uppsala DHN in Sweden owned by Vattenfall is our studied reference
DHN. The power plant system in Uppsala is the largest one owned by Vat-
tenfall in Sweden. It is not only a DHN, but also produces steam, distributed
cooling network, and also electricity. Another feature of this DHN which
was of concern in this project is that it not only has a distributed customer
network, but also the power production units are spread in different parts of
the city. The red points in Figure 1 presents the location of production units
in Uppsala. As it can be seen in the figure, they are located in three different
parts in the town.
Figure 1: The power production units of Uppsala DHN are distributed in three different locations in the town.
The following chapter presents the units of Uppsala power plant involved
in the optimization model. This optimization model only considers the
DHN, however one main extension to this work is to also consider the
optimization of the steam and the distributed cooling system for the Uppsala
power plant. For each unit the presented description only considers the
behavior of that unit inside the unit commitment problem. For more infor-
mation on each unit, one can check the technical description of the power
plant [6].
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2.1 The co-generation plant (KVV)
The co-generation plant ’Kraft- och värmeverket’ (KVV) is one of the main
heat production units of the Uppsala power plant used in our model, and
it broadly contains of boilers, condensers, turbine with several stages, etc.
The co-generation plant generates both heat and electricity, however each
co-generation plant has its own characteristics on the amount of heat and
electricity it can produce in different conditions. This characteristic for our
studied KVV is defined thoroughly by physically modeling and simulating all
different parts of this KVV. The simulation results which indicate the per-
formance of the KVV for the return temperature range of 40C to 60C have
been provided by Modelon. We were responsible to model this characteristic
in the unit commitment problem. Figures 2, 3 and 4 show the simulation
runs provided to us.
Figure 2: The simulation result of the KVV polytope for the return temperature of 40C to 60C.
Based on the tables provided for each polytope, it is observable that all the
simulation conditions are the same for the three cases, and the only parameter
which changes is the return temperature.
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Figure 3: The simulation result of the KVV polytope for the return temperature of 40C.
In order to model these polytopes in the UCP, the first step is to linearize
the shape of the polytope. Another consideration is that the UCP model is
feasible only if the polytope is convex, therefore the parts which introduces
a concave behavior in the polytope should be also simplified or omitted
resulting to a convex shape polytope. Another assumption here is to neglect
all the white spaces inside each of those polytopes. This is a reasonable
assumption due to the fact that if the number of simulation iterations were
increased, those white spaces would have been also filled in as there exists no
physical limitation.
In the following subsection, our approach in modeling these polytopes in
the UCP formulation is presented.
7
Figure 4: The simulation result of the KVV polytope for the return temperature of 60C.
2.1.1 Polyhedron
In the previous studies, only a polytope which considered a linear estimation
of simulation of the heat and electricity production was used in the UCP
model. An example could be a polytope shown in Figure 5, which belongs to
the studied KVV. Of course, the more points to be considered for modeling,
the closer one gets to the actual performance of the KVV. However, the price
is the increase in the complexity of the model.
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Figure 5: The linear estimation of the polytope, and omitting the part with concave behavior.
In this study, we extended the previous works done in this area by adding
another dimension to the polytope. The performance of the KVV changes
for different return temperatures, so it can be assumed that for each return
temperature there exist such a polytope which can be modeled. While
considering a time horizon, as the return temperature is dependant on the
outdoor temperature, considering the same polytope for the whole time
horizon is an assumption which might influence the optimization results to
be far from reality. This is an important fact which has been considered in
our model.
In order to model a three dimensional polyhedron for the behavior
of the KVV, the previous three assumptions are still valid. This means
that the limits on the simulation results should be estimated by planes.
The resulted 3D shape polyhedron should be convex in order to be used
in the UCPmodel. Moreover, the white spaces inside the shape are neglected.
Our approach was to consider 4 points on the 40C polytope and 4 points
on the 60C polytope. Then we have formulated all planes passing through
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every combinations of three points. The polyhedron, which is shown in Fig-
ure 6, is the intersection of all these 18 planes.
Figure 6: The 3D polyhedron used for characterizing the behavior of the KVV.
The optimization solution of the UCP is always on one of the extreme
points of this polyhedron. One important observation here is that the
intersection of the planes omits some extreme points and introduce some
new ones which are less extreme in terms of KVV behavior. Therefore, one
can assume that the performance of the KVV might be better in reality than
what is modeled. There may exist better estimation of the polyhedron while
not omitting the extreme points. This is itself a new topic to be studied and
hence it is considered as possible future extensions of this project.
2.2 Accumulator
The accumulator is a unit inside the production plant, which allows storing
heat upto its capacity. It is worth mentioning that there is no possibility of
storing steam and electricity, however there is a possibility of storing heat in-
side the accumulator. The presence of an accumulator inside a DHN, intro-
duces a wide range of flexibility inside the optimization model. By producing
more heat and storing it, we increase the possibility of fulfilling higher de-
mands at the peak load. However, analyzing the optimization results become
much more complex while there is an accumulator in the system. This actu-
ally proves the necessity of using optimization models and solvers in order to
schedule an optimum routine for this unit.
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2.3 Hot Water Boiler (HVC)
The hot water boiler (HVC) is another heat production unit which runs with
pulverized fuel or oil. This unit is mainly used when the heat production of
the KVV does not satisfy the customers demand. The main characteristic of
this unit is in its start and stop trajectories. In our UCP model, the HVC
behavior shown in Figure 7 is formulated.
Figure 7: It takes 3 hours for the HVC to completely start running and 30 minutes to stop working.
2.4 Oil Boilers
There are two sets of oil boilers in Uppsala DHN, one is located in Husby-
borg and the other one is in Boland [see Figure 1]. The boilers constitute the
necessary reserve capacity in case other units could not satisfy the customers
demand. In addition, they are used for very cold weather when heating de-
mand is exceptionally large. The main advantage of using these boilers in
our studied model is their distance from the KVV, which allowed us to con-
sider the possibility of using these boilers for customers closer to these units
compared to KVV. More explanation on this is given in the next section.
2.5 Distributed Network: Pipes, Customers
One extension of this work compared to the previous projects, is the consid-
eration of a distributed network. In the previous projects, the demands of
the customer was fulfilled at the production unit. However, this is a large
simplification in terms of the performance of a DHN. For fulfilling the cus-
tomers demand in a distributed network, the following two factors should be
considered:
• Heat Loss: The heat loss is modeled based on the outdoor temperature
and pipe characteristics. The correlation between return- and outdoor
temperature is shown in Figure 8.
• Delay: The delay at the customer is modeled based on the distance from
the production unit.
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Figure 8: Customer return temperature as a function of the outdoor temperature
In the case for Uppsala power plant, not only the customers are distributed
but also the production units are spread in three different locations in town.
This opens a new challenge to be studied and optimized. Another interesting
studied aspect is the customer specific limitations on the received temperature.
2.6 Gabriella (AFA)
The Gabriella production unit in Uppsala is the main production part which
works with waste and contains many different units. Due to the policy of
Vattenfall, as they want this unit to be working full load all the time, this unit
will not be introduced inside the optimization model. However, for calculat-
ing the correct revenues the cost and production of this overall unit are added
as constant values inside the results.
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3 Model and Optimization
The scheduling problem of different production units in Uppsala DHN is
formulated as a unit commitment problem, which is a mixed integer linear
programming (MILP) problem. The model involves finding the most prof-
itable unit dispatch regarding production costs and heat and electricity sell
prices, while simultaneously meeting the predicted district heating demands
and satisfying network operational constraints. In this chapter, all different
components of the optimization model are explained in detail.
3.1 Sets
There are four main sets defined in this UCP model:
1. UNITS (K): consists of all the heat production units which are in-
volved in the UCP scheduling decision. Different specification of each
production unit can be defined as parameters inside this set.
2. TIME (T ): defines the studied time horizon in the model. For solving
technical problems of defining the specification of some units, such as
the accumulator and the units with start and stop trajectories, few more
time sets are also defined in the model.
3. CUSTOMERS (C): defines the set of customers which the model
should fulfill their demands in the distributed network.
4. SCENARIOS (S): This set has been only used for the models which
consider stochastic analysis. The scenario set represents the minimum,
nominal or maximum demand scenario predictions used for stochastic
analysis.
3.2 Parameters
There are many parameters used to model this UCP problem and they are
enumerated here. The values used for these parameters are the actual values
from the Uppsala power plant provided by Vattenfall.
1. FixedCost (k): Each unit k 2 K has a fixed cost to be turned on. The
fixed cost is constant in all time horizon.
2. VariableCost (0k): Each unit k 2 K has a variable cost depending on
the amount of heat it is producing. The variable cost is constant in all
time horizon.
3. Efficiency (k): Each unit k 2 K has an efficiency factor to be consid-
ered. The efficiency is constant in all time horizon.
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4. FuelCost (Fk): The fuel cost for running each unit k 2 K. The fuel
costs are constant in all time horizon.
5. StartStopCost (k): The stop and start cost for running each unit k 2
K. As the cost for starting up and shutting down each unit was the
same, we considered one parameter to present both action. The start
and stop cost is constant in all time horizon.
6. MinCapacity (Qmink ): The minimum heat production capacity of each
unit k 2 K. The minimum capacity is constant in all time horizon.
7. MaxCapacity (Qmaxk ): The maximum heat production capacity of each
unit k 2 K. The maximum capacity is constant in all time horizon.
8. HeatDemand (Dct): The demand of customer c in time t.
9. InitialStatus (U0k ): The binary value presenting the initial status of each
unit k 2 K.
10. ElPrice (El): The electricity price for the customer. The price of elec-
tricity is constant in all time horizon.
11. HeatPrice (H): The heat price for the customer. The price of electricity
is constant in all time horizon.
12. MinStorage (Smin): Minimum allowed heat storage in the accumula-
tor.
13. MaxStorage (Smax): Maximum allowed heat storage in the accumula-
tor.
14. MaxFlowIn (Qmaxin ): Maximum allowed flow of heat filling in the ac-
cumulator.
15. MaxFlowOut (Qmaxout ): Maximum allowed flow of heat emptying the
accumulator.
16. InitialStorage (S0): The initial heat storage of the accumulator.
17. FinalStorage (ST ): The final amount of heat storage in the accumula-
tor.
3.3 Variables
Here are the list of decision variables inside the UCP model:
1. qckt: produced heat at unit k at time t for customer c.
2. ukt (binary): 1 if unit k is running at time t, 0 otherwise.
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3. vkt (binary): 1 if unit k is turned on at time t, 0 otherwise.
4. zkt (binary): 1 if unit k is turned off at time t, 0 otherwise.
5. et: produced electricity from KVV at time t.
6. at: heat flow to/from accumulator at time t, positive when discharging,
negative when charging.
7. st: stored heat in the accumulator at time t.
3.4 Constraints
In this section, all set of constraints defined for different units and case studies
are explained in detail. Depending on the description of the scenario some of
these constraints may be added or deleted to present that specific scenario.
3.4.1 Capacity Constraints
All units in the DHNmust work in their defined capacity region. Therefore,
Constraint 1 exist in any scenario. In case the scenario has only one customer,
then the summation is simply deleted.
Qmink ukt 
X
c2C
qckt  Qmaxk ukt 8k 2 K; t 2 T (1)
Constraint 2 defines the capacity region and Constraint 3 gives the ca-
pacity range of the input and output flow of the accumulator. Of course these
two constraints are in the model in case the accumulator exist.
Smin  st  Smax 8t 2 T (2)
Qmaxin  at  Qmaxin 8t 2 T (3)
3.4.2 Scheduling Constraints
Constraints 4 and 5 define the start and stop status of each unit at any time.
uk;t 1   ukt + vkt  0 8k 2 K; t 2 T (4)
ukt   uk;t 1 + zkt  0 8k 2 K; t 2 T (5)
Constraint 6 defines the initial status of each production unit, and Con-
straints 7 and 8 define the initial and final values of the heat storage in the
accumulator.
uk0 = U
0
k 8k 2 K (6)
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s0 = S
0 (7)
sT = S
T (8)
3.4.3 Heat Demand Constraint
The heat demand constraint is one of the main constraints defined in the
model, as it defines how all the customer demands are satisfied by all the pro-
duction units. The heat loss (HLc) and the delay (dc) of the pipes in these
constraints are just defined as a parameter for each customer. The more de-
tailed definition of the heat loss and delay can be seen in the scenario defini-
tions and also the report from Modelon.X
k2K
qkt + at  Dc;t+dc +HLc 8c 2 C; t 2 T (9)
X
k2K
qkt + at =
X
c2C
(Dc;t+dc +HLc) 8t 2 T (10)
3.4.4 Stop and Start Trajectory Constraints
We have followed the constraint definitions in [2] in order to implement the
stop and start trajectory constraints for the HVC unit.
3.4.5 Polyhedron Constraints
Based on the explanation in the KVV section, we have implemented a polyhe-
dron which is the inside volume of the intersection of 18 planes. The standard
plane formulation is given in Constraint 11. The variable (rt) represents the
return temperature which is the third dimension added to the co-generation
polytope.
aet + bq1t + crt + d  0 (11)
3.5 Objective Function
The objective is to maximize the profit, therefore we can model the objective
function as the following term:
maxEl
X
t2T
et +H
X
t2T
X
c2C
Dct  
X
k2K
X
t2T
((Fk + 
0
k)=k 
X
c2C
qckt)
 
X
k2K
X
t2T
(kukt + kvkt)
(12)
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The first two parts of the summation calculates the amount of revenue
the DHN will earn by selling the produced heat and electricity. Of course,
there will be no extra benefit by producing more heat than what is demanded
by the customers. However, we assume that all the produced electricity will
be sold. The next term calculates the variable cost of running the DHN for
producing that much heat, and the final term calculates the cost of starting
and stopping all the units in the whole time horizon.
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4 Stochastic Analysis
In this section, we formulate a simple two-stage stochastic programming
model in which variations in electricity price and demand are considered.
Using this model, comparisons with a replanning approach are made on a
small sample case study using mock-up data. The objective of the study
is not to accurately model electricity price and demand variation, but only
to determine whether the stochastic nature of electricity price and heat
demand could theoretically have an impact on the profitability of running a
district heating plant. The method is based on stochastic programming, a
well-known method in the mathematical optimization community. For an
application to the unit commitment problem, see [7].
4.1 Problem data
In the study, a two-stage approach was set up, where the outcome in the first
stage is known, and the unknown demand and price in stage two is discretized
into three possible outcomes. We assume that a probability distribution for
the three outcomes in stage two is known. The problem setup is similar to
the one found in Sect. 6.3, and is as follows.
• Eight time steps, four in the first stage and four in the second stage,
• Two production units: one KVV and one HVC.
• A single customer, connected with pipes which incur a one-unit delay,
• Possibility to overproduce heat, since the heat demand can be unknown
at the time of production. The excess heat returns to the KVV from the
customer after one time unit, and is limited to at most 65 heat units.
• No startup/shutdown ramping.
• No heat losses.
The three outcomes contain data as outlined in Table 1. As can be seen,
at time 5 the heat demand spikes at 325 units in outcome 1, 300 units in
outcome 2, and 275 units in outcome 3. In all other aspects, the data is the
same as in Sect. 6.3.
4.2 Methodology
For the aforementioned case, the following three differentmethods were com-
pared using the resulting expected profit.
A. Three separate plans for the three outcomes, given that the outcomes
are known in advance. In other words, it is assumed that at the start of
stage 1, the planner already knows the outcome in stage 2.
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Stage 1
Time Demand
1 150
2 150
3 199
4 266
Electricity price 200
Stage 2
Time Demand
5 325 300 275
6 291 266 241
7 224 199 174
8 175 150 150
Electricity price 150 200 250
Probability 0.4 0.3 0.3
Table 1: Stochastic outcomes in stage two.
Approach Expected profit (SEK)
A 159974
B 154736
C 151818
Table 2: Expected profit from the three planning approaches.
B. Stochastic programming, as described above.
C. Wait-and-see, as follows:
(a) Stages 1 and 2 are optimized for the expected outcome in stage
2, computed using the maximum demand and expected price in
each time step.
(b) The solution to stage 1 is fixed.
(c) Stage 2 is re-optimized separately for each scenario, simulating a
robust approach where the maximum demand and the expected
price is used to plan, and replanning is done when the outcome in
stage 2 becomes known.
The results of the study are shown in Table 2.
Approach A gives an indication on what the possible gains are from im-
proving forecasting technology and gives an upper bound on the profit for
all correct methods using the defined setup, but is otherwise not useful for
planning in practice. Approach C corresponds to robust planning, and have
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Figure 9: Perfect prognostics results.
been considered as a practical alternative for a full stochastic programming ap-
proach. Approach C gives a lower bound on the profits of an optimal stochas-
tic programming method. Considering approach B, the results show that it
was, for this particular setup, possible to reach a marginally higher profit by
explicitly considering the possible outcomes in stage 2, and plan for them in
stage 1. The difference between approach B and C is approximately 1.9 % on
this particular setup. The difference can be compared to the theoretical max-
imum given by approach A, which is 5.4 % higher than the expected profit
from approach C.
The individual profiles for the three approaches are shown in Fig. 9,
Fig. 10 and Fig. 11. Comparing the results for the stochastic program-
ming approach in Fig. 10 to the results for the wait-and-see approach in
Fig. 11, we can see that in the latter case, the HVC starts up already at
time 3, while this does not happen in the former case. Instead, in the first
scenario, using the stochastic programming approach, the HVC runs at
time 5 in stage 2, which does not happen in the wait-and-see approach.
Starting the HVC at time 4 instead of 3 makes the return temperature
lower at time 5. This allows the KVV to produce at a higher level (thus
allowing the production of more electricity) in scenario 3 when the price is
high. As the expected price in stage 2 is only 195, this opportunity is not
taken into account in stage 1 in the wait-and-see approach, and as prepara-
tions have not been made, the opportunity is therefore lost when replanning
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Figure 10: Stochastic programming results.
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Figure 11: Wait-and-see approach results.
is finally made. at time 5. This illustrates the benefit of a stochastic approach.
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5 Programming Language and Solver
The aim of this chapter is to provide a short introduction to the program-
ming language and solvers used for the UCP problem. All the non-linear
simulation is done with Modelica language in Dymola in a continues one day
horizon by Modelon AB and hence it is not included in this report. The per-
formance scalability of an open source solver vs. a commercial one for solving
the studied MILP problem is also analyzed in this chapter.
5.1 Pyomo
The UCP problem in this project is implemented in Python using Pyomo
modeling language. To use Pyomo as the modeling language, three sets of
files should be prepared for an optimization process:
1. Model file in which all the sets, parameters, constraints and the objec-
tive function are defined.
2. Data file in which all the input data for a specific scenario is set. To be
more efficient in implementing these data files for different case studies,
a MATLAB code is constructed to generate them.
3. Run file in which the model and the data files together with the solver
are called to solve the optimization problem. How to handle the results
in terms of saving them or plotting them are also considered in this file.
5.2 Gurobi
The model has been solved by Gurobi commercial solver. The Gurobi Opti-
mizer is a commercial optimization solver formany type of optimization prob-
lems including mixed-integer linear programming (MILP) problems which
is the category of our studied model. The Gurobi Optimizer supports a va-
riety of programming and modeling languages including: object-oriented in-
terfaces for C++, Java, .NET, and Python and also matrix-oriented interfaces
for C, MATLAB, and R. Gurobi provides free license for academic purposes.
5.3 GLPK
The model has also been solved by GNU Linear Programming Kit (GLPK)
which is an open-source software package intended for solving large-scale lin-
ear programming (LP), mixed integer programming (MIP), and other related
problems. GLPK uses the revised simplex method and the primal-dual in-
terior point method for non-integer problems and the branch-and-bound al-
gorithm together with Gomory’s mixed integer cuts for (mixed) integer prob-
lems.
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5.4 Solvers Scalability
In this section, the scalability is being tested to see how well the open source
alternative GLPK stands against Gurobi in solving time. This is done is two
ways.
• Deterministic test case
• Stochastic test case
We start off with a pure deterministic approach, where we use the model
from Scenario 2. The number of customers in this first test is set to be 1000.
In Figure 12, we see that GLPK actually performs better when having fewer
timesteps. The reason for this is that Gurobi is spending more time prepro-
cessing the data before solving the optimization model. However, Gurobi
takes over and solves the problem faster than GLPK when the number of
timesteps increase. Nevertheless, the difference wasn´t remarkable in our de-
terministic test case.
Figure 12: Comparison of solving times between GLPK and Gurobi for a deterministic test case
To find out how well the solvers performs when the complexity increases,
we also conducted a scaling test with the stochastic model from chapter 4.
For simplicity, the heat demand scearios are assumed to be equally probable
for each number of scenarios. Figure 13 illustrates the results of this second
test.
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Figure 13: Comparison of solving times between GLPK and Gurobi for a stochastic test case
We see that both GLPK and Gurobi solves the problem in almost the
same time when we only have 2 scenarios in our stochastic model. However,
as we increase the number of scenarios, there´s a huge difference between
the solvers performance. For all approaches except ”wait-and-see”, the solver
time increases exponentially for GLPK, while only linearly for Gurobi. In
the case with 3 scenario, Gurobi finds the optimal solution about 5 times
faster. When having 7 scenarios, Gurobi outperforms GLPK completely and
is approximately 170 times faster for all approaches except ”wait and see”. The
reason that GLPK performs quite well in the ”wait and see” approach is due
to the lack of stochastic elements, since we here re-optimize separately for
each scenario.
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6 Performance Evaluations
One proper way to analyze the accuracy of the UCP model is to evaluate the
model performance with the simulation results from the EDP for simplified
scenarios. In order to do this, a same set of input data and case studies are
provided for both optimization models, and the results are compared to each
other. In this section the first three simplified optimization scenarios are de-
fined for analyzing important characteristics of the DHN implementation.
In these scenarios, the optimization time is set to 24 hours. Moreover to in-
vestigate the overall performance of the UCP and EDP model implemented
in this project, the last two scenarios also includes an accumulator and some
additional units. Due to the cost of running the oil boilers, the latter two
Scenarios have a time horizon of four consecutive days (96 hours), since we
want to postpone using them until it´s absolutely necessary.
For each case the customer heat demand is defined by a base load with
two peaks added, roughly corresponding to the heat demand expected from
a residential area. A simple outdoor temperature model is also used which
determines the heat loss in pipes and the temperature of the water leaving the
customers.
6.1 Scenario 1
In Scenario 1, we are interested to study the behavior of the KVV while con-
sidering one customer and having pipes in the system. This means that we
consider the fact that the customers are distant from the production unit. Fig-
ure 14 presents the configuration of Scenario 1.
Figure 14: The configuration of Scenario 1.
We once consider Scenario 1 without any pipes, to observe the heat pro-
duction changes when the heat loss and delay are not introduced. Figure 15
presents the heat and electricity production while there is no pipes and while
having only the KVV and one customer. From this figure it is observable that
the heat production exactly follows the customers demand. Based on this heat
production, we will produce electricity according to the polyhedron at every
time step.
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Figure 15: The heat production in Scenario 1 while pipes are not present.
Now, we consider Scenario 1 including the pipes to see the changes in the
heat production while we have heat loss and delays due to pipes. Figure 16
shows that in order for the KVV to fulfill the demand of the customer more
heat is generated at earlier time in order to satisfy the demand at the peaks.
In this figure, we observe that to compensate the heat loss, the KVV produces
more heat, and to compensate the delay, the heat is produced at an earlier step
in time.
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Figure 16: The heat production in Scenario 1 including pipes.
6.2 Scenario 2
In Scenario 2, we have extended Scenario 1 to have three customers with
three different sets of demand. Due to the presence of pipes, different heat
loss and delays are defined for each customer. Figure 17 shows the configu-
ration of Scenario 2. The table in Figure 18 gives the information about the
specification of all pipes in Scenario 2.
Figure 17: The configuration of Scenario 2.
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Figure 18: The pipes specification for Scenario 2.
We implemented the customer model and the results in Figure 19 look
similiar to the ones from case 1b. However, in Scenario 2 the heat production
during the demand peaks have a wider shape. This happens since we have
multiple customers, each with a different time delay due to their distance
from the KVV production unit.
Figure 19: The heat production in Scenario 2 when having multiple customers.
When looking at each customer separately, we see that every single de-
mand is being fullfilled in Figure 20. In this specific case, the majority of
the heat is produced for customer 2. Notice how the curve for the heat pro-
duction is shifted more and more to the left, as the time delay increases with
the distance to the customers. The further away a customer is allocated, the
earlier we need to produce heat so it will be there in time.
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Figure 20: The heat production for each customer in Scenario 2.
6.3 Scenario 3
In Scenario 3, we once again look at an extension of Scenario 1. As before,
we have the KVV plus pipes which have delays and heat loss. The addition
here is the introduction of another production unit, namely a hot water boiler
(HVC). This unit has specific start and stop trajectories and is turned on
during peaks to assist the KVV to fullfill the heat demand. Figure 21 shows
the configuration of Scenario 3.
Figure 21: The configuration of Scenario 3.
The results show how the HVC is assisting the KVV during the second
peak. Due to the predefined start and stop profile of the HVC, it needs to be
turned on for three hours until it can be used fully. In Figure 22, we can see
how the HVC first has an initial ramp up to 30 MW during 90 minutes and
then is locked there during additional 90 minutes.
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Figure 22: The heat production in Scenario 3, when introducing HVC as an unit.
The main goal of the UCP approach is to find when to switch on and off
different units. In Figure 23, the status of the units in Scenario 3 is being
shown. We see that the KVV is running constantly while the HVC only
assists during the second demand peak.
30
Figure 23: The status of the units in Scenario 3.
6.4 Scenario 4
In Scenario 4 we have a different configuration of units. In this scenario, the
time horizon is extended to a period of four consecutive days. Once again we
have the KVV and one single customer. Although we still have pipes in this
scenario, we don´t consider any heat losses. Further, we add the energy to
waste unit (AFA) which run at max capacity all the time, the oil boiler (OIL)
and an accumulator which can store energy for later usage. The initial and
final storage of the accumulator is here set to be 600 MW. Also notice that
the demand curve is increasing constantly during the time horizon.
Figure 24: The configuration of Scenario 4.
By looking at Figure 25, we see that the KVV run at almost max capacity
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already from the beginning. The reason for this early overproduction can be
explained in Figure 26. We see that the excessive heat production is being
used to charge the accumulator and use the stored energy during the demand
peaks. This illustrates the flexibility and added benefit that an accumulator
is providing to a DHN. As the demand increases, the stored energy is then
used instead of turning on the oil boilers, since they have a higher fuel cost.
However, since the flow in and out of the accumulator is restricted to 100
MW/h, the oil boiler are forced to be turned on after 30,5 hours to fullfill the
heat demand. As the demand continue to increase, the heat production from
the oil boilers are increasing stepwise. During the fourth day, we see that all
units are finally running at their max capacity.
Figure 25: The heat production of each unit in Scenario 4.
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Figure 26: The heat production and the accumulator storage in Scenario 4.
Figure 27 gives us an even better overview of the heat flow, to and from
the accumulator. When the heat demand is low, the accumulator is being
charged (negative heat flow), and during the demand peaks it´s discharging
(positive heat flow).
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Figure 27: The flow in and out the accumulator and it´s storage in Scenario 4.
In Figure 28, we see that the KVV andAFA is turned on during the whole
time horizon, while the oil boiler is activated after 30,5 hours. At this point
in time it´s is impossible to fullfill the heat demand in any other way.
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Figure 28: The status of the units in Scenario 4.
6.5 Scenario 5
Scenario 5 is a combination of Scenario 2 and 4. It means we have all the
production units and the accumulator from Scenario 4 together with a dis-
tribution network with multiple customers from Scenario 2. The oil boiler
is here restricted to only satisfy the demand for customer number 3. As in
Scenario 4, the accumulator once again has an initial and final storage of 600
MW. Figure 29 shows the configuration of this scenario, and Figure 30 gives
the specification of the pipes involved in this scenario. Once again, the time
horizon we are studying is four consecutive days.
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Figure 29: The configuration of Scenario 5.
Figure 30: The pipes specification for Scenario 2.
In Figure 31 we see that the results looks almost the ones in Scenario 4.
The major difference here is that the start of the oil boiler is postponed and
now happens after 36,5 hours instead of 30,5. This is due to the fact that
oil is much more expensive than peat which is used to heat the KVV. As we
want to minimize the production cost, it´s desireable to delay the start-up of
the oil boiler for as long as possible. Since we have multiple customers with
different time delays, the peaks are spread over more time steps, thus reducing
the height of the peaks. A plot of the heat production vs. the storage in the
accumulator can be seen in Figure 32).
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Figure 31: The heat production of each unit in Scenario 5.
Figure 32: The heat production and the accumulator storage in Scenario 5.
As seen in Figure 33 the accumulator once again helps out during the
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demand peaks as expected.
Figure 33: The flow in and out the accumulator and it´s storage in Scenario 5.
In Figure 34, the KVV and AFA units are running all the time. However,
the start-up of the oil boiler is here delayed with 6 hours compared to Scenario
4.
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Figure 34: The status of the units in Scenario 5.
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7 Conclusions
The report has treated the unit commitment problem of a real-case district
heating network, in particular one with a heat storage and a distributed net-
work. This is a problem of increasing importance, since the cost reduction
and efficient operation of such systems is becoming essential.
It has been shown how a short-term operation problemmay be formulated
as an optimal unit commitment. Moreover, a three dimensional polyhedron
is defined for characterising the behavior of the co-generation plant. This
means that we treat the return temperature factor also in modeling the co-
generation plant behavior.
In this report, focus has been on modeling different Scenarios, each with
a different configuration of units and customers. We started with a basic
Scenario with a single production unit (KVV) and a customer. Thereafter, we
implemented a pipe model both with and without heat loss to represent the
distribution network. When having multiple customers allocated at different
distances, we need to produce heat ahead in time due to the time delay, since it
takes time for the heat to reach the customers. This gives us production peaks
that are wider and with a decreased height, instead of the opposite (high peaks
during short periods). Introducing a distribution network of this kind would
contribute to a smoother production curve.
We have also seen the benefits of having an accumulator in the system,
which enables us to produce excess energy for later usage. By running the
units in an optimal way, the accumulator can be used more efficient and help
out during the most critial hours, when the demand is higher than normal.
Together, these implementations makes it possible to delay the start-up of
more expensive units like the oil boiler, and thus saving both money and the
environment.
Since the heat demand is strongly correlated with the weather and outdoor
temperature, the desire for a stochastic approach is understandable. There-
fore, in our report we have also included a study of different ways to handle
these uncertainties. From this limited experiment, it is clear that, at least in
theory, there exist situations where it can be profitable to use a stochastic ap-
proach. However, as the study was performed on an artificial case using a
highly simplified model, further experiments with more detailed models are
needed to draw definite conclusions and to perform a cost-benefit analysis.
Based upon the results of the scaling tests, it has been shown that the
open source solver GLPK works fine as an alternative to Gurobi when solv-
ing smaller problems. However, when dealing with more complex stochastic
problems, using a commercial tool like Gurobi will be really useful and save a
lot of time compared to GLPK.
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8 Suggestions for Continued Research
One line of extension to the following study, is to assume a more accurate
modeling of the polyhedron, where fewer extreme points are deleted from the
optimization model. This might be a hard problem to be solved, because the
behavior nature of the co-generation plant might have a concave format, and
how to deal with it is an open problem.
Another study of interest might be to create a model where the pipes are
able to store heat and behave as an additional accumulator, which is more like
how the system works in reality today.
Also, another extension could be to let the electricity price be stochastic
which would give us an incentive to produce more energy when the selling
price is higher, thus maximizing the revenue even more.
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