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Abstract
We prove the existence of a 2-parameter family of small quasi-periodic solutions of discrete
nonlinear Schro¨dinger equation (DNLS). We further show that all small solutions of DNLS
decouples to one of these quasi-periodic solutions and dispersive wave. As a byproduct, we
show that all small nonlinear bound states including excited states are unstable.
1 Introduction
In this paper, we consider small solutions of the discrete nonlinear Schro¨dinger equation (DNLS):
i∂tu = Hu+ |u|
6u, u : R× Z→ C, (1.1)
where, H = −∆+ V , ∆ is the discrete Laplacian:
(∆u)(n) := u(n+ 1)− 2u(n) + u(n− 1),
and
∑
n∈Z(1 + |n|
2)1/2|V (n)| <∞. We assume that σd(H) = {e1 < e2} with
e1 + n(e2 − e1) /∈ [0, 4], ∀n ∈ Z, (1.2)
where σd(H) is the set of discrete spectrum of H . Further, set φ1, φ2 to be the normalized real
valued eigenfunctions associated to e1, e2 respectively.
The aim of this paper is to study the long time behavior of small solutions of DNLS (1.1).
Before explaining our results, we briefly recall the known results for the “continuous” nonlinear
Schro¨dinger equations (NLS):
iut = Hcu+ |u|
2u, u : R× R3 → C.
Here, we set Hc = −∆ + V , V is a Schwartz function and assume σd(H) = {e1 < e2} with
e2 < 0. In this case, it is known that all small solutions decouple into a nonlinear bound state
and dispersive wave [20, 48, 49, 50, 51]. Here, a nonlinear bound state is a time periodic solution
with the form e−iωtφω(x) and a dispersive wave is a solution which tends to 0 in L
∞ (or l∞ in
the discrete case) as t → ∞. In particular, since dispersive wave vanishes locally, we see that all
solutions locally converges to some nonlinear bound state. Because the linear Schro¨dinger equation
has quasi-periodic solutions such as a1e
−ie1tφ1 + a2e
−ie2tφ2, it is striking that NLS has no small
quasi-periodic solutions. The mechanism which prevent the existence of quasi-periodic solution is
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due to the interaction between the continuous spectrum and the discrete spectrum. In particular,
when the frequencies e1 + n(e2 − e1) hit the continuous spectrum, there is a damping from the
discrete spectrum to the continuous spectrum [0,∞).
We now come back to the discrete case. For the discrete case there is a possibility that the
frequencies e1 + n(e2 − e1) never hit the continuous spectrum since the spectrum of the discrete
Laplacian is [0, 4]. This is assumption (1.2). In this case, there is no nonlinear interaction between
the continous spectrum and the discrete spectrum. Thus, we can expect there may exists a quasi-
periodic solution. Indeed, in this paper we show the existence of quasi-periodic solutions in the
form Ψ(z1, z2) ∼ z1φ1 + z2φ2, parametrized by small complex parameters z1, z2 (see, Theorem 1.3).
Using this family of quasi-periodic solutions, we also show that all solutions decouples into this
quasi-periodic solution and dispersive wave (Theorem 1.4).
We now prepare some notations to state our results precisely.
• For p ≥ 1, σ ∈ R, we set lp,σ(Z) :=
{
u = {u(n)}n∈Z | ‖u‖
p
lp,σ :=
∑
n∈Z 〈n〉
pσ |u(n)|p <∞
}
,
where 〈n〉 := (1 + n2)1/2. Further, lp(Z) := lp,0(Z).
• We define the inner-product of l2(Z) by 〈u, v〉 := Re
∑
n∈Z u(n)v(n).
• For a ∈ R, we set lae (Z) := {u = {u(n)}n∈Z | ‖u‖
2
lae
:=
∑
n∈Z e
2a|n||u(n)|2 <∞}.
• We often write a . b by meaning that there exists a constant C s.t. a ≤ Cb. If we have a . b
and b . a, we write a ∼ b.
• For a Banach space X equipped with the norm ‖ · ‖X , we set BX(δ) := {u ∈ X | ‖u‖X < δ}.
• For Banach spaces X,Y , we set L(X ;Y ) to be the Banach space of all bounded operators
from X to Y , and L(X) := L(X ;X). Further, we set Ln(X ;Y ) inductively by Ln(X ;Y ) =
L(X ;Ln−1(X ;Y )) and L0(X ;Y ) = Y .
• We set Cω(BX(δ);Y ) to be all real analytic functions from BX(δ) to Y . By real ana-
lytic functions, we mean that f : BX(δ) → Y can be written as f(x) =
∑
n≥0 anx
n with∑
n≥0 ‖an‖Ln(X;Y )r
n <∞ for all r < δ, where an ∈ Ln(X ;Y ) and anxn := an(x, x, · · · , x).
It is well known that there exist families of nonlinear bound states of (1.1). For the convenience
of the readers, we will give the proof in the appendix of this paper.
Proposition 1.1. Fix j ∈ {1, 2}. There exist a0 > 0 and δ0 > 0 s.t. for all z ∈ BC(δ0), there exists
e˜j ∈ Cω
(
BR(δ
2
0);R
)
and qj ∈ Cω
(
BR(δ
2
0); l
a0
e (Z;R)
)
s.t. 〈φj , qj〉 = 0 and
φj(z) := zφ˜j(|z|
2) = z
(
φj + qj(|z|
2)
)
, (1.3)
satisfies (
H − Ej(|z|
2)
)
φj(z) + |φj(z)|
6φj(z) = 0, (1.4)
where Ej(|z|2) = ej + e˜j(|z|2). Further, we have |e˜j(|z|2)|+ ‖qj(|z|2)‖la0e . |z|
6.
Remark 1.2. Notice that if φ satisfies (1.4), then e−iEjtφ is the solution of (1.1).
The first result of this paper is the existence of quasi-periodic solutions of (1.1).
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Theorem 1.3. There exist a1 ∈ (0, a0) and δ1 ∈ (0, δ0) s.t. there exist ψ ∈ Cω (BC2(δ1); l
a1
e (Z;C))
and εj ∈ Cω
(
BR2(δ
2
1);R
)
for j = 1, 2, s.t.
Ψ(z1, z2) := φ1(z1) + φ2(z2) + ψ(z1, z2),
is a solution of (1.1) if zj (j = 1, 2) satisfies
iz˙j =
(
Ej(|zj |
2) + εj(|z1|
2, |z2|
2)
)
zj. (1.5)
Further, for arbitrary θ ∈ R, we have
eiθψ(z1, z2) = ψ(e
iθz1, e
iθz2), (1.6)
and
‖ψ(z1, z2)‖la1e . |z1||z2|(|z1|
5 + |z2|
5), (1.7)
|εj(|z1|
2, |z2|
2)| . |z3−j|
2
(
|z1|
4 + |z2|
4
)
. (1.8)
The second result of this paper is about the asymptotic behavior of small solution of (1.1).
Theorem 1.4. Assume H is generic (for the definition see Lemma 5.3 of [26]). Then, there exists
δ2 ∈ (0, δ1) s.t. if ‖u0‖l2 < δ2, then the solution of (1.1) with u(0) = u0 exists globally in time and
there exist zj(t) : [0,∞)→ C, ρj,+ ∈ R≥0 for j = 1, 2 and v+ ∈ l2 s.t.
lim
t→∞
‖u(t)− Ψ(z1(t), z2(t))− e
it∆v+‖l2 = 0, lim
t→∞
|zj(t)| = ρj,+, (j = 1, 2).
Further, we have ‖v+‖l2 + ρ1,+ + ρ2,+ . ‖u0‖l2 .
Remark 1.5. Theorem 1.3 actually holds even if we replace the nonlinearity |u|6u to |u|2pu for p ∈ N.
However, for Theorem 1.4, we need p ≥ 3. For simplicity, we decided only to consider the case p = 3.
The assumption for H is used for the linear estimates of eitH . See section 5.
As a corollary of Theorem 1.4, we have orbital stability of nonlinear bound states φj(z). Here,
for fixed j and z, we say φj(z) is orbitally stable if for all ε > 0, there exists δ > 0 s.t. if ‖u(0)−
φj(z)‖l2 , then supt>0 infθ∈R ‖u(t)− e
iθφj(z)‖l2 < ε.
Corollary 1.6. Under the assumptions of Theorem 1.4, for j = 1, 2 and |z| . δ2, φj(z) is orbitally
stable.
Remark 1.7. For the case e1 < 0, one can show φ1(z) is trapped by the energy (i.e. φ1(z) is a
minimizer of the energy (given in (3.2)) under the constraint ‖u‖l2 = ‖φ1(z)‖l2). By a classical
argument by Cazenave-Lions [11], one can conclude that φ1(z) is orbitally stable. Similarly, if
e2 > 4, φ2(z) is a maximizer of the energy under the constraint ‖u‖l2 = ‖φ(z)‖l2 , and we can show
it is orbitally stable. However, the case e1 < e2 < 0 is interesting. In this case φ2(z) is not trapped
by the energy, which means that φ2(z) is not a minimizer (nor a maximizer) of energy E under
the constraint ‖u‖l2 = ‖φ(z)‖l2 . Therefore, in this case one cannot show the orbital stability by
variational methods.
We now recall the known results related to our results on continuous and discrete NLS. There
is a long list of papers on asymptotic stability of both large and small nonlinear bound states of
NLS [3, 6, 7, 8, 9, 10, 12, 13, 14, 15, 17, 18, 20, 22, 23, 25, 27, 29, 33, 34, 35, 36, 38, 39, 42, 43, 45,
46, 48, 49, 50, 51].
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The asymptotic stability for small nonlinear bound states of NLS was first proved by Soffer-
Weinstein [45]. They assume that the Schro¨dinger operator Hc = −∆+V has exactly one eigenvalue
and the initial data is small in some weighted space. Later, Gustafson-Nakanishi-Tsai [29] proved
the asymptotic stability in the energy space H1 for the 3 dimensional case. One of the main tool of
[29] was the endpoint Strichartz estimate [28, 31] which collapse in the 1 and 2 dimensional cases.
For 1 and 2 dimensional cases, Mizumachi [38, 39] prove the asymptotic stability result in the energy
space by replacing the endpoint Strichartz estimates to Kato type smoothing estimates. The results
[29, 38, 39] tells us that, under the assumption that Hc has exactly one eigenvalue, the dynamics of
small solutions of NLS is similar to the linear Schro¨dinger equation . This is because the solution of
linear Schro¨dinger equation also decomposes to a periodic solution associated to the eigenvalue and
dispersive wave associated to the absolutely continuous spectrum.
The situation changes drastically when Hc has more than two eigenvalues. Indeed, in this
case there exist quasi-periodic solutions of the linear Schro¨dinger equation associated to the two
eigenvalues of Hc. However, [44] proved that there exists no small quasi-periodic solution of NLS.
Further, [48], [50], [51], [49] proved that if Hc has two eignvalues with e1 < 2e2, all small solutions
in some weighted space decomposes to a nonlinear bound state and dispersive wave. Recently, [20]
extended these result to the caseHc has more than two eigenvalues and removed the assumption e1 <
2e2. See also related results for nonlinear Klein-Gordon equation (NLKG) [4, 21, 47] and nonlinear
Dirac equation [24]. The mechanism which prevents the existence of quasi-periodic solutions is the
nonlinear interaction between the eigenvalue and the absolutely continuous spectrum. The non-
degeneracy condition for such interaction is called Fermi Golden Rule (FGR) which all the above
papers assume.
We now turn to the known results of DNLS. For the case that the discrete Schro¨dinger operator
H has only one eigenvalue, [26, 32] proved the asymptotic stability result in the energy space
l2. See also [40] for asymptotic stability results in weighted space for lower power nonlinearity.
This result corresponds to the continuous case. However, for the case H has two eigenvalues with
e1 < 0 < 4 < e2, [16] proved that the ground state (which is φ1(z) in Proposition 1.1) is orbitally
stable but not asymptotically stable. For the continuous case, ground state is asymptotically stable,
so this result shows that in this case the small solution of continuous and discrete NLS has different
asymptotic dynamics. As mentioned in [16], the situation that the nonlinear bound state is orbitally
stable but not asymptotically stable suggests that there exist quasi-periodic solutions. Indeed,
Theorem 1.3 shows that there exists a 2-parameter family of quasi-periodic solutions which bifurcates
from the two eigenvalues ofH . Note that the fact that the standing wave is not asymptotically stable
is a direct consequence of the existence of quasi-periodic solution near standing waves.
Up to here, we have only discussed the nonlinear bound states and quasi-periodic solutions
which bifurcate from the eigenvalues of the Schro¨dinger operator. We note that it is known that
there exist different kinds of periodic and quasi-periodic solutions for DNLS (mainly considered in
the translation invariant case, i.e. V ≡ 0). First, if the nonlinearity is attractive, there exists a
nonlinear bound state which can be approximated by the nonlinear bound state of the continuous
NLS [2] (See also [5]). Second, in the “anticontinous limit” (which is the situation we are putting
ε ≪ 1 in front of ∆), there exists quasi-periodic solutions (See for example [3, 30, 37]). After
rescaling, the quasi-periodic solutions of this kind will have large amplitude.
We prove the existence of the quasi-periodic solutions starting from assuming that the quasi-
periodic solution can be written as
∑
n∈Z e
−i(E1+n(E2−E1))tvn, where Ej ∼ ej and solve (1.1) for each
frequency. Notice that the frequencies {E1+n(E2−E1)}n∈Z are generated from the two standing waves
and the nonlinearity. Further, there is no intersection between these frequencies and the continuous
spectrum of H because of (1.2). This assumption is crucial for the existence of quasi-periodic
solution. Indeed, for the continuous NLS case, condition (1.2) always fails because the continuous
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spectrum is [0,∞). Then, by the nonlinear interaction, we have a damping from the point spectrum
to the continuous spectrum which prevents the existence of the quasi-periodic solutions. By the same
reason, we conjecture that for the case H has more than 3 eigenvalues there will be no quasi-periodic
solution like
Ψ(z1, z2, z3) ∼ z1φ1 + z2φ2 + z3φ3.
This is because the nonlinear interaction between the point spectrum and absolutely continuous
spectrum arises again and there will be a damping.
For the asymptotic stability result Theorem 1.4, we start from a standard modulation argument
and adapt the nonlinear coordinate given in [29]. However, since our quasi-periodic solution is not
a standing wave, it seems to be difficult to get a simple equations for the modulation parameters
in this coordinate. To overcome this difficulty, we use the Darboux theorem which was introduced
in [17] and used in [3, 20, 19, 24]. In fact, after changing the coordinates by the Darboux theorem,
we get a well decoupled equations (see (4.34), (4.35)) which are easy to analyze. We note that
although we have made the change of coordinate with a real analytic regularity, we actually need
only C3. The real analyticity comes from the real analyticity of the nonlinearity. Therefore, for the
asymptotic stability, we do not need real analyticity. However, for the existence of the quasi-periodic
solution, we can only handle a polynomial nonlinearity because we have expanded the solution as∑
n∈Z e
−i(E0+n(E1−E0))tvn. Further, real analyticity reduces the amount of some computations for
the estimate of the derivatives of the coordinate change (see Lemma 4.11). These are the reasons
why we have adapted the real analytic framework for the change of coordinate.
We now mention about the difference between the proof of [3] whcih shows the asymptotic
stability of periodic solutions obtained by the anti-continuous limit (which is a large solutions) and
the proof of Theorem 1.4. The difference is that [3] uses the normal form argument infinite times
(the Birkhoff normal form). For this method, it is necessary to have the analyticity of the nonlinear
term for the convergence of the normal form steps. On the other hand, we only use the normal
form argument (the Darboux theorem) once. As mentioned before, our argument only requires C3
regularity for the coordinate change so it is not necessary to have a analytic nonlinearity for the
proof of asymptotic stability. However, we need the nonlinearity to be polynomial for the proof of
the existence of the quasi-periodic solution.
The paper is organized as follows: In section 2, we prove Theorem 1.3. In section 3, following
[29], we set up the nonlinear coordinate. In section 4, we prove the Darboux theorem and rewrite
DNLS in the new coordinate, the new system is given in (4.34)-(4.35). In section 5, we introduce
the linear estimates which were originally given in [26] and in section 6, we prove Theorem 1.4. In
the appendix we give the proof of Proposition 1.1, Lemma 2.4.
2 Proof of Theorem 1.3
In this section, we construct solutions of (1.1) under the following ansatz:
Ψ(z1, z2) = φ1(z1) + φ2(z2) +
∑
m≥0
(
zm+11 z2
mv1m + z1
mzm+12 v2m
)
, (2.1)
where, v1m, v2m are real valued and 〈vj0, φj〉 = 0 for j = 1, 2.
Remark 2.1. Notice that if vjm = vjm(|z1|2, |z2|2), then we have Ψ(eiθz1, eiθz2) = eiθΨ(z1, z2).
Since we want to reduce the problem of construction of quasi-periodic solution to the construc-
tion of solution of system elliptic equations, we assume that for εj ∈ R given below (see, (2.5)), zj
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(j = 1, 2) satisfies
iz˙j = Ejzj, (2.2)
where Ej = Ej(|zj |2) + εj = ej + e˜j(|zj |2) + εj . Then, we have
i∂tΨ(z1, z2) =
∑
j=1,2
Ejzj
(
φ˜j(|zj |
2) + vj0
)
+
∑
m≥1
zm+11 z2
m ((m+ 1)E1 −mE2) v1m + z1
mzm+12 ((m+ 1)E2 −mE1) v2m,
HΨ(z1, z2) =
∑
j=1,2
zj
(
Hφ˜j(|zj |
2) +Hvj0
)
+
∑
m≥1
(
zm+11 z2
mHv1m + z1
mzm+12 Hv2m
)
,
where φ˜j(|zj|
2) is given in (1.3). Further, for v = {vj,m}j=1,2,m≥0, we have
|Ψ(z1, z2)|
6Ψ(z1, z2) = |φ1(z1)|
6φ1(z1) + |φ2(z2)|
6φ2(z2) +N (|z1|
2, |z2|
2,v),
where
N (|z1|
2, |z2|
2,v) =
∑
m≥0
zm+11 z2
mN1m(|z1|
2, |z2|
2,v) +
∑
m≥0
z1
mzm+12 N2m(|z1|
2, |z2|
2,v), (2.3)
for some {Njm}j=1,2,m≥0 (see Lemma 2.4 below). Therefore, to construct a solution of (1.1) in the
form (2.1), it suffices to solve the system of equations of the coefficients of zm+11 z2
m and z1
mzm+12 .
In particular, we solve the system of elliptic equations
(H − ωjm) vjm =δ0mεj φ˜j(|zj |
2) + δ(j)m(e˜1(|z1|
2)− e˜2(|z2|
2) + ε1 − ε2)vjm
+ (e˜j(|zj |
2) + εj)vjm −Njm, (2.4)
where δ0m = 1 if m = 0 and 0 otherwise, δ(1) = 1, δ(2) = −1 and ω1m = (m + 1)e1 −me2 and
ω2m = (m+ 1)e2 −me1. Let Qjv = 〈v, φj〉φj . By applying Q to (2.4) with m = 0 , we have
εj = εj(|z1|
2, |z2|
2,v) =
〈
Nj0(|z1|
2, |z2|
2,v), φj
〉
. (2.5)
Therefore, it suffices to solve
(H − ωjm)vjm = δ0mεjqj + δ(j)m(e˜1 − e˜2 + ε1 − ε2)vjm + (e˜j + εj)vjm − (1 − δ0mQj)Njm, (2.6)
where εj is now given by (2.5).
Since we want to solve the system (2.6) by fixed point argument, we define a function space
Xar for a, r > 0 by
Xar := {v = {vjm}j=1,2,m≥0 | vjm ∈ l
a
e , ‖v‖ar :=
∑
j=1,2,m≥0
r2m+1‖vjm‖lae <∞}.
For v = {vjm}j=1,2,m≥0, we set
Pv := {(1− δ0mQj)vjm}j=1,2,m≥0,
and define Xcar := PXar. We next define the operator A,B on X
c
ar by
Av = {(H − ωjm)
−1vjm}j=1,2,m≥0,
Bv = {δ(j)m(H − ωjm)
−1vjm}j=1,2,m≥0,
where v = {vjm}j=1,2,m≥0. Notice that (H − ej) are invertible on (1 −Qj)lae (see Lemma A.3).
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Lemma 2.2. For sufficiently small a > 0, we have A,B ∈ L(Xcar, X
c
ar).
Proof. As written above, A and B are well defined on Xcar. By Lemma A.1, we have
‖(1 +m)(H − ωjm)
−1vjm‖lae . ‖vjm‖lae .
Therefore, we see that A and B are bounded on Xcar.
Using the above notations, we can rewrite (2.6) as
v = Φ(|z1|
2, |z2|
2,v), (2.7)
where
Φ(|z1|
2, |z2|
2,v) = Aq(|z1|
2, |z2|
2,v) +
∑
l=1,2
(
e˜l(|zl|
2) + εl(|z1|
2, |z2|
2,v)
)
1lAv (2.8)
+
(
e˜1(|z1|
2)− e˜2(|z2|
2) + ε1(|z1|
2, |z2|
2,v) − ε2(|z1|
2, |z2|
2,v)
)
Bv−APN (|z1|
2, |z2|
2,v),
where q(|z1|2, |z2|2,v) = {δ0mεj(|z1|2, |z2|2,v)qj(|zj|2)}j=1,2,m≥0 and 1lv = {δljvjm}j=1,2,m≥0.
To express N , we introduce the following multilinear operator on Xar.
Definition 2.3. For vk = {vkjm}j=1,2,m≥0, k = 1, 2, 3, we define M(|z1|
2, |z2|2,v1,v2,v3) =
{Mjm(|z1|2, |z2|2,v1,v2,v3)}j=1,2,m≥0 by the relation∑
m≥0
(
zm+11 z2
mM1m + z1
mzm+12 M2m
)
=
∑
m1≥0
(
zm1+11 z2
m1v11m1 + z1
m1zm1+12 v
1
2m1
)
×
∑
m2≥0
(
zm2+11 z2
m2v21m2 + z1
m2zm2+12 v
2
2m2
) ∑
m3≥0
(
zm3+11 z2
m3v31m3 + z1
m3zm3+12 v
3
2m3
)
. (2.9)
We inductively define M2k+1(|z1|2, |z2|2,v1, · · · ,v2k+1) for k ≥ 1 by M3 =M and
M2k+1(|z1|
2, |z2|
2,v1,v2,v3) =M(|z1|
2, |z2|
2,v1,v2,M2k−1(|z1|
2, |z2|
2,v3, · · · ,v2k+1)),
and M2k+1(|z1|2, |z2|2,v) :=M2k+1(|z1|2, |z2|2,v, · · · ,v).
Lemma 2.4. Let δ < r. Then, we have M2k+1 ∈ Cω(BR2(δ
2);L2k+1(Xar;Xar)) and
sup
(z1,z2)∈BC2(δ)
‖M2k+1(|z1|
2, |z2|
2, ·)‖L2k+1(Xar ;Xar) . 1.
We prove Lemma 2.4 in the appendix of this paper.
We set Φl(|z|2) = {δjlδ0mφ˜j(|z|2)}j=1,2,m≥0. Using, M7, we have
N (|z1|
2, |z2|
2,v) =M7(|z1|
2, |z2|
2,Φ1(|z1|
2) + Φ2(|z2|
2) + v) (2.10)
−M7(|z1|
2, |z2|
2,Φ1(|z1|
2))−M7(|z1|
2, |z2|
2,Φ2(|z2|
2))
We set Cj by Cjv = 〈φj , vj0〉. Then, since |Cjv| ≤ ‖vj0‖lae ≤ r
−1‖v‖ar, we have Cj ∈ L(Xar;R)
with ‖Cj‖L(Xar ;R) ≤ r
−1. Using Cj, we have
εj(|z1|
2, |z2|
2,v) = Cj ◦ N (|z1|
2, |z2|
2,v). (2.11)
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Proposition 2.5. There exists r0 > 0 s.t. for δ < r ≤ r0, we have Φ ∈ Cω(BR2(δ
2) ×Xcar;X
c
ar).
Further, there exists C0 > 0 s.t. for |z| ≤ δ, Φ(|z1|2, |z2|2, ·) is a contraction mapping on BXcar (Cr
7).
Proof. By Proposition 1.1, Lemma 2.4, (2.8), (2.10) and (2.11), we haveΦ ∈ Cω(BR2(δ)×X
c
ar;X
c
ar).
Next, notice that since ‖Φj(|zj |2)‖ar . r, for ‖v‖ar ≤ r, we have
‖N (|z1|
2, |z2|
2,v)‖ar ≤‖M7(|z1|
2, |z2|
2,Φ1(|z1|
2) + Φ2(|z2|
2) + v)‖ar
+ ‖M7(|z1|
2, |z2|
2,Φ1(|z1|
2))‖ar + ‖M7(|z1|
2, |z2|
2,Φ2(|z2|
2))‖ar . r
7.
Therefore, by (2.11), we have |ε(|z1|2, |z2|2,v)| . r6. Next, by Proposition 1.1, one can show
‖q(|z1|
2, |z2|
2, 0)‖ar . r
13. Thus, we have
‖Φ(|z1|
2, |z2|
2,v)‖ar . r
7. (2.12)
We set C0 > 0 to satisfy ‖Φ(|z1|2, |z2|2, 0)‖ar ≤ 2C0r7 for all z ∈ BC2(r/2).
Next, by the multilinearity of M7(|z1|2, |z2|2, ·), for v1,v2 ∈ BXcar (r), we have
‖N (|z1|
2, |z2|
2,v1)−N (|z1|
2, |z2|
2,v2)‖ar . r
6‖v1 − v2‖ar.
Thus, we also have |ε(|z1|2, |z2|2,v1) − ε(|z1|2, |z2|2,v2)| . r5‖v1 − v2‖ar. Combining the above
estimates, we have
‖Φ(|z1|
2, |z2|
2,v1)−Φ(|z1|
2, |z2|
2,v2)‖ar . r
6‖v1 − v2‖ar.
This implies that for r ≪ 1, Φ(|z1|2, |z2|2, ·) is a contraction mapping on BXcar (C0r
7).
Theorem 1.3 follows from Proposition 1.1 almost immediately.
Proof of Theorem 1.3. Let v(|z1|2, |z2|2) be the solutions of the fixed point problem (2.7). Then,
since Φ ∈ Cω(BR2(δ
2) × Xcar;X
c
ar), we have v ∈ C
ω(BR2(δ
2);Xcar). Now, for v(|z1|
2, |z2|2) =
{vjm(|z1|2, |z2|2)}j=1,2,m≥0, set
ψ(z1, z2) =
∑
m≥0
zm+11 z2
mv1m + z1
mzm+12 v2m,
and εj(|z1|2, |z2|2) = εj(|z1|2, |z2|2;v((|z1|2, |z2|2))), where εj in the r.h.s. is given by (2.11). Then, we
have ψ ∈ Cω(BC2(δ); l
a
e ) and εj ∈ C
ω(BR2(δ
2);R). The gauge property (1.6) is a direct consequence
of the form of ψ. Now, since v is a unique solution of (2.7) in BXcar (Cr
7), we see that v(|z1|2, 0) =
v(0, |z2|2) = 0. Further, we have ε(|z1|2, 0) = ε(0, |z2|2) = 0. Thus, the estimates (1.7) and (1.8)
follows from Proposition 2.5 and the analyticity. Finally the fact that Ψ(z1, z2) = φ1(z1) +φ2(z2) +
ψ(z1, z2) is a solution of (1.1) under the condition (1.5) follows from the construction of v.
3 Coordinate
In this section, we prepare the standard modulation argument for the proof of Theorem 1.4. We
show that for u ∈ l2 with ‖u‖l2 ≪ 1, there exists z1, z2 s.t. u = Ψ(z1, z2) + v, where v corresponds
to the dispersive wave. In particular, we define a “nonlinear continuous space” Hc[z1, z2] (see (3.6))
and show that we can choose z1, z2 s.t. v ∈ Hc[z1, z2] (Lemma 3.1). Further, since we want to fix
the space of the dispersive wave, we introduce a map R[z1, z2] : Hc[0, 0] → Hc[z1, z2] (Lemma 3.2)
so that we can express u as u = Ψ(z1, z2) +R[z1, z2]η for η ∈ Hc[0, 0]. As a conclusion, we obtain a
coordinate (z1, z2, η) ∈ C2 ×Hc[0, 0] on Bl2(δ) with δ ≪ 1 (Lemma 3.3).
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We first explain how to define the “nonlinear continuous space”. Since Ψ(e−iE1tz1, e
−iE2tz2) is
a solution of (1.1) for fixed z1, z2, we have
HΨ+ |Ψ|6Ψ = i
∑
j=1,2
(Ejzj,IDj,RΨ(z1, z2)− Ejzj,RDj,IΨ(z1, z2)) , (3.1)
where Dj,Af := ∂zj,Af for j = 1, 2, A = R, I.
Recall that (1.1) conserves the energy E and the l2 norm, where
E(u) =
1
2
〈Hu, u〉+
1
8
〈
|u|6u, u
〉
. (3.2)
Substituting, Ψ(z1, z2) + v, we have
E(Ψ + v) = E(Ψ(z1, z2)) + E(v) +
〈
HΨ(z1, z2) + |Ψ|
6Ψ, v
〉
+N(z1, z2, v)
= E(Ψ(z1, z2)) + E(v) +
∑
j=1,2
(Ejzj,I 〈iDj,RΨ, v〉 − Ejzj,R 〈iDj,IΨ, v〉) +N(z1, z2, v), (3.3)
where we have used (3.1) in the second equality and
N(z1, z2, v) =
7∑
k=2
∑
i+j=k, i≥j
〈
Gk,i,j(z1, z2), v
ivj
〉
, (3.4)
Gk,i,j(z1, z2) =
∑
l+r=8−k
Ck,i,j,l,rΨ(z1, z2)
lΨ(z1, z2)
r
, (3.5)
for some Ck,i,j,l,r ∈ R. We take the orthogonality condition for v to eliminate the first order term
of v in (3.3). Therefore, we set
Hc[z1, z2] := {v ∈ l
2 | 〈iv,Dj,AΨ〉 = 0, j = 1, 2, A = R, I}. (3.6)
Now, by a standard argument using implicit function theorem, one can choose z1, z2 to have
v ∈ Hc[z1, z2]. In the following, we use the notation φj,R := φj and φj,I = iφj for j = 1, 2.
Lemma 3.1. There exists δ > 0 s.t. there exists (z1(·), z2(·)) ∈ Cω(Bl2(δ);C× C), s.t.
v(u) := u−Ψ(z1(u), z2(u)) ∈ Hc[z1(u), z2(u)]. (3.7)
Proof. Set
F(u, z1, z2) :=


〈i(u−Ψ(z1, z2)), D0,RΨ(z1, z2)〉
〈i(u −Ψ(z1, z2)), D0,IΨ(z1, z2)〉
〈i(u−Ψ(z1, z2)), D1,RΨ(z1, z2)〉
〈i(u −Ψ(z1, z2)), D1,IΨ(z1, z2)〉


By implicit function theorem, to obtain z1(u), z2(u) which satisfy F(u, z1(u), z2(u)) = 0, it suffices
to show ∂F∂(z1,R,z1,I ,z2,R,z2,I)
∣∣∣
(u,z1,z2)=0
is invertible if ‖u‖l2 ≪ 1. Since for j, k = 1, 2, A,B = R, I,
Ψ = o(1), Dj,AΨ = φj,A + o(1) and Dj,ADk,BΨ = o(1) as ‖u‖l2 , |z1|, |z2| → 0, we have
∂F
∂(z1,R, z1,I , z2,R, z2,I)
∣∣∣∣
(u,z1,z2)=(0,0,0)
=


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 .
Therefore, there exists (z1(·), z2(·)) ∈ Cω(Bl2 (δ);C×C) s.t. F(u, z1(u), z2(u)) = 0 which is equivalent
to (3.7).
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Next, set
Pd :=
∑
j=1,2,A=R,I
〈·, φj,A〉φj,A, Pc := 1− Pd.
Notice that Hc[0, 0] = Pcl2 =: l2c .
We now define the inverse of the map Pc|Hc[z1,z2] which was used in [29].
Lemma 3.2. There exists δ > 0 s.t. there exists αj,A ∈ Cω(BC2(δ); l
a1
e (Z;C)) (j = 1, 2, A = R, I),
where, a1 is the constant given in Theorem 1.3, s.t.
‖αj,A(z1, z2)‖la1e . |z|
6,
Further,
R[z1, z2]η = η +
∑
j=1,2,A=R,I
〈αj,A(z1, z2), η〉φj,A. (3.8)
satisfies R[z1, z2] : l
2
c → Hc[z1, z2] and Pc|Hc[z1,z2] = R[z1, z2]
−1.
Proof. We define βj,A[z1, z2]η ∈ R (j = 1, 2, A = R, I) for η ∈ l2c to be the unique solution of〈
i

η + ∑
j=1,2,A=R,I
(βj,A[z1, z2]η)φj,A

 , Dk,BΨ(z1, z2)
〉
= 0, (3.9)
for k = 0, 1, B = R, I and set
R[z1, z2]η = η +
∑
j=1,2,A=R,I
(βj,A(z1, z2)η)φj,A
By the form of R[z1, z2], it is obvious that PcR[z1, z2] = idl2c . On the other hand for η ∈ Hc[z1, z2],
we have
R[z1, z2]Pcη = Pcη +
∑
j=1,2,A=R,I
(βj,A(z1, z2)Pcη)φj,A)
= η +
∑
j=1,2,A=R,I
((βj,A(z1, z2)Pcη)− 〈η, φj,A〉)φj,A.
Since Pcη +
∑
j=1,2,A=R,I 〈η, φj,A〉φj,A ∈ Hc[z1, z2], by the uniqueness of the solution of (3.9), we
have
βj,A(z1, z2)Pcη = 〈η, φj,A〉 , j = 1, 2, A = R, I.
Therefore, we have R[z1, z2]Pcη = η.
We finally prove (3.9) has a unique solution. (3.9) can be written as∑
j=1,2,A=R,I
(βj,A(z1, z2)η 〈φj,A, Dk,BΨ〉) = −〈iη,Dk,BΨ〉 = −〈iη,Dk,B(q0 + q1 + ψ)〉 , (3.10)
where k = 0, 1 and B = R, I. Writing (3.10) in the matrix form, one can see the coefficient matrix
becomes invertible. Therefore, we have a unique solution of (3.9) and the solution βj,A[z1, z2]η can
be expressed as 〈αj,A(z1, z2), η〉 where αj,A(z1, z2) are linear combinations of Dk,B(q0 + q1 + ψ) for
k = 0, 1 and B = R, I. This expression combined with Theorem 1.3 gives us the desired estimates
for αj,A for j = 1, 2 and A = R, I.
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Combining Lemmas 3.1, 3.2, we obtain a system of coordinates near the origin of l2.
Lemma 3.3. Let δ > 0 sufficiently small. Then there exits a Cω diffeomorphism
BC2×l2c (δ) ∋ (z1, z2, η) 7→ u = Ψ(z1, z2) +R[z1, z2]η ∈ l
2. (3.11)
Further, we have
|z1|+ |z2|+ ‖η‖l2 ∼ ‖u‖l2. (3.12)
In the following, we set (z1(u), z2(u), η(u)) ∈ C× C× l2c to be the inverse of the map (3.11).
4 Darboux theorem
In the previous section, we have introduced a coordinate (z1, z2, η) to express small l
2 functions.
Since, l2 is conserved by the flow of (1.1), we can study the dynamics of small solutions of (1.1)
in this coordinate. Indeed, since we have the equation (1.1) and four orthogonal conditions (3.6),
(1.1) becomes a system of one discrete evolution equation and four ODEs. However, due to the
complexity of the quasi-periodic solution itself, it seems to be difficult to handle this system directly.
Therefore, following [20], we make a change of coordinate to have a ”canonical” coordinate system
and moreover have a simple system of equations (4.34)-(4.35), given in the end of this section.
In the following, we introduce exterior derivatives and symplectic forms.
Definition 4.1 (Exterior derivative). Let F ∈ C∞(l2;B), where B be a Banach space (in particular
we are considering the case B = R,C, l2). We think F as a 0-form and define its exterior derivative
dF (u) (which is a 1-form) by dF (u) = DF (u), where DF (u) is the Fre´chet derivative of F . Next,
let ω(u) be 1-form. Then, we define its exterior derivative dω(u) (which is a 2-form) by
dω(u)(X,Y ) = LXω(u)(Y )− LY ω(u)(X), (4.1)
where LX is the Lie derivative (i.e. LXω(u)(Y ) =
d
dε
∣∣
ε=0
ω(u+ εX)(Y )).
Remark 4.2. In general, for the definition of the exterior derivative, we have to add −ω(LX(Y ))
to (4.1). However, our space l2 is flat and we only have to consider constant vector fields for the
definition, we can define dω as (4.1). See section 6.4 of [1].
We set the symplectic form Ω associated to (1.1) by
Ω(X,Y ) := 〈iX,Y 〉 ,
and
B(u)X :=
1
2
Ω(u,X).
Then,
dB(u)(X,Y ) = LXB(u)Y − LYB(u)Y =
1
2
Ω(X,Y )−
1
2
Ω(Y,X) = Ω(X,Y ). (4.2)
Therefore, we have dB(u) = Ω.
Next, we introduce a new symplectic form Ω0.
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Definition 4.3. We define the 1-form B0 and 2-form Ω0 by the following.
B0(u)X :=
1
2
Ω(Ψ(z1, z2), dΨ(z1, z2)(X)) +
1
2
Ω(η, dη(X)),
Ω0(X,Y ) = Ω(dΨ(z1, z2)(X), dΨ(z1, z2)(Y )) + Ω(dη(X), dη(Y )).
Remark 4.4. As (4.2), we see dB0(u) = Ω0.
Remark 4.5. The original symplectic form Ω do not depend on u. However, the new symplectic
form Ω0 depends on u. So, Ω0(X,Y ) should be written as Ω0(u)(X,Y ). However, we omit u since
there should be no confusion.
Our aim is to change the coordinate system (z1, z2, η) to have the new symplectic form Ω0. To do
so, we use the Moser’s argument. Let Γ s.t. Ω−Ω0 = dΓ and X
s satisfies iX s(Ω0+s(Ω−Ω0)) = −Γ,
where iXω(Y ) = ω(X,Y ). Then, if we set Ys to be the solution map of
d
dsYs = X
s(Ys), we have
d
ds
(Y∗sΩs) = Y
∗
s (LX sΩs + ∂Ωs) = Y
∗
s (diX sΩs + dΓ) = 0, (4.3)
where Ωs = Ω0 + s(Ω−Ω0). Thus, we have the desired change of coordinate Y = Y1 which satisfies
Y∗Ω = Ω0. By this argument, it may look like we have already have the change of the coordinate.
However, for the application to the asymptotic stability of the quasi-periodic solution, we need have
an estimate of Y in some weighted space.
In the following we construct Γ and X s directly.
Lemma 4.6. Let δ > 0 sufficiently small. Then, there exists Fη ∈ Cω(BC2×Pcl−a1e (δ); l
a1
e ) and
Fj,A ∈ C
ω(B
C2×Pcl
−a1
e
(δ); la1e ) (j = 1, 2, A = R, I) s.t. there exists C s.t.
B(u)−B0(u)− dC =
∑
j=1,2,A=R,I
〈Fj,A, η〉 dzj,A + 〈Fη, dη〉 =: Γ.
Further, for j = 1, 2, A = R, I, we have
‖Fη‖la1e . |z|
6‖η‖
l
−a1
e
, ‖Fj,A‖la1e . |z|
6. (4.4)
Proof. In the following, we write Σj=1,2,A=R,I as Σj,A. Further Σk,B and Σl,C will have the same
meaning. First, since
2B(u) =Ω(u, du)
=Ω(Ψ + η +
∑
j,A
〈αj,A, η〉φj,A, d(Ψ + η +
∑
k,B
〈αk,B , η〉φk,B))
=Ω(Ψ, dΨ) + Ω(η, dη) + Ω(Ψ, dη) + Ω(η, dΨ)
+
∑
k,B
Ω(Ψ, φk,B)d(〈αk,B , η〉) +
∑
j,A
∑
k,B
Ω(φj,A, φk,B) 〈αa,A, η〉 d(〈αk,B , η〉).
So, we have
2(B(u)−B0(u)) =Ω(Ψ, dη) + Ω(η, dΨ) +
∑
k,B
Ω(Ψ, φk,B)d(〈αk,B , η〉) (4.5)
+
∑
j,A
∑
k,B
Ω(φj,A, φk,B) 〈αa,A, η〉 d(〈αk,B , η〉).
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The first and second term of r.h.s. of (4.5) can be rewritten as
Ω(Ψ, dη) + Ω(η, dΨ) = dΩ(Ψ, η) + 2Ω(η, dΨ). (4.6)
The third term of r.h.s. of (4.5) can be rewritten as
∑
k,B
Ω(Ψ, φk,B)d(〈αk,B , η〉) = d

∑
k,B
Ω(Ψ, φk,B) 〈αk,B , η〉

+∑
k,B
〈αk,B , η〉Ω(φk,B , dΨ). (4.7)
The last term of (4.5) can be rewritten as∑
j,A
∑
k,B
Ω(φj,A, φk,B) 〈αa,A, η〉 d(〈αk,B , η〉)
=
∑
j,A
∑
k,B
Ω(φj,A, φk,B) 〈αa,A, η〉 (〈η, dαk,B〉+ 〈αk,B, dη〉) . (4.8)
Combining (4.6), (4.7) and (4.8), we have
2(B(u)−B0(u)) = d

Ω(Ψ, η) +∑
k,B
Ω(Ψ, φk,B) 〈αk,B , η〉

 (4.9)
+ Ω

2η +∑
k,B
〈αk,B , η〉φk,B , dΨ

+∑
l,C
∑
k,B
Ω(φl,C , φk,B) 〈αl,C , η〉 (〈η, dαk,B〉+ 〈αk,B , dη〉) .
Since dΨ =
∑
j,ADj,AΨdzj,A, dαk,B =
∑
j,ADj,Aαk,Bdzj,A and Ω(η,Dj,AΨ) = Ω(η,Dj,A(q0 + q1 +
ψ)) because Pcη = η, from (4.9), we have
B(u)−B0(u) = dC + 〈Fj,A, η〉 dzj,A + 〈F, dη〉 , (4.10)
where
C =
1
2

Ω(Ψ, η) +∑
k,B
Ω(Ψ, φk,B) 〈αk,B, η〉

 ,
Fj,A =− iDj,A(q0 + q1 + ψ) +
1
2
∑
k,B
Ω(φk,B , Dj,AΨ)αk,B (4.11)
+
1
2
∑
k,B
∑
l,C
Ω(φk,B , φl,C) 〈η,Dj,Aαl,C〉αk,B ,
Fη =
∑
k,B
∑
l,C
Ω(φk,B , φl,C) 〈αk,B, η〉αl,C (4.12)
The estimates of (4.4) follows from (4.11) and (4.12) and Lemma 3.2.
By lemma 3.12, we have
Ω− Ω0 = d(B(u)−B0(u)) = d(dC + Γ) = dΓ.
We set
Ωs = Ω0 + s(Ω− Ω0),
and try to find a solution X s of the equation iX sΩs = −Γ.
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Lemma 4.7. Let δ > 0 sufficiently small. Then, there exist X sη ∈ C
ω(B
C2×Pcl
−a1
e
(δ); la1e ) and
X sj,A ∈ C
ω(B
C2×Pcl
−a1
e
(δ);R) for j = 1, 2, A = R, I s.t. X s :=
∑
j,A X
s
j,A∂zj,A + X
s
η∇η satisfies
iX sΩs = −Γ. Further, we have
‖X sη ‖la1e +
∑
j,A
|X sj,A| . |z|
6‖η‖
l
−a1
e
.
Proof. We directly solve
Ω0(X
s, ·) + s (Ω(X s, ·)− Ω0(X
s, ·)) = −Γ. (4.13)
In the following, we omit the summation over j = 1, 2, A = R, I, etc. and j, k, l, r will always be 1, 2
and A,B,C,D will be R, I. First, we have
Ω0(X
s, ·) = Ω(dΨ(X s), dΨ) + Ω(X sη , dη)
= Ω(Dk,BΨ, Dj,AΨ)X
s
k,Bdzj,A +Ω(X
s
η , dη),
and
Ω(X s, ·) = Ω(d(Ψ + η + 〈αl,C , η〉φl,C)(X
s), d(Ψ + η + 〈αr,D, η〉φr,D))
= Ω(Dk,BΨX
s
k,B + X
s
η + 〈Dk,Bαl,C , η〉)φl,CX
s
k,B +
〈
αl,C ,X
s
η
〉
φl,C ,
Dj,AΨdzj,A + dη + 〈Dj,Aαr,D, η〉φr,Ddzj,A + 〈αr,D, dη〉φr,D)
= Ω0(X
s, ·) +
(
Gj,A,k,BX
s
k,B +
〈
Gj,A,η,X
s
η
〉)
dzj,A −X
s
k,B 〈Gk,B,η, dη〉
+Ω(φl,C , φr,D)
〈
αl,C ,X
s
η
〉
〈αr,D, dη〉
where
Gj,A,k,B =Ω(Dk,BΨ, φr,D) 〈Dj,Aαr,D, η〉+ 〈Dk,Bαl,C , η〉Ω(φl,C , Dj,AΨ)
+ 〈Dk,Bαl,C , η〉Ω(φl,C , φr,D) 〈Dj,Aαr,D, η〉 ,
Gj,A,η =− iDj,A(q0 + q1 + ψ) + Ω(φl,C , Dj,AΨ)αl,C +Ω(φl,C , φr,D) 〈Dj,Aαr,D, η〉αl,C .
Therefore, (4.13) can be written as
(Ω(Dk,BΨ, Dj,AΨ) + sGj,A,k,B)X
s
k,B +
〈
Gj,A,η,X
s
η
〉
= −〈Fj,A, η〉 (4.14)
iX sη + s
(
−X sk,BGk,B,η +Ω(φl,C , φr,D)
〈
αl,C ,X
s
η
〉
αr,D
)
= −Fη, (4.15)
where Fη and Fj,A are given in Lemma 4.6. We first solve (4.15) fixing |X sk,B | ≤ 1. Notice that
(4.15) can be rewritten as
(1 −A)X sη = −isX
s
k,BGk,B,η + iFη,
where
Aξ = isΩ(φl,C , φr,D) 〈αl,C , ξ〉αr,D.
Since ‖A‖la1e →la1e . |z|
6, we have ‖(1−A)−1‖L(la1e ) . 1 by Lemma 3.2. Therefore, we have
X sη = (1−A)
−1
(
−isX sk,BGk,B,η + iFη
)
. (4.16)
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Substituting, (4.16) into (4.14), we have(
Ω(Dk,BΨ, Dj,AΨ) + sGj,A,k,B −
〈
Gj,A,η, is(1−A)
−1)Gk,B,η
〉)
X sk,B
= −〈Fj,A, η〉 −
〈
Gj,A,η, i(1−A)
−1Fη
〉
. (4.17)
Considering Ω(Dk,BΨ, Dj,AΨ) + sGj,A,k,B +
〈
Gj,A,η, is(1−A)−1)Gη,k,B
〉
as a 4 × 4 matrix, this
matrix has the form 

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

+ o(1).
Since this matrix in invertible, we have the solution of (4.17). Therefore, we have the solution of
(4.13). Further, we have
|X sk,B | . ‖Fj,A‖la1e ‖η‖l−a1e + ‖Gj,A,η‖l2‖F‖l2 . |z|
6‖η‖
l
−a1
e
,
and
‖X sη ‖la1e . |X
s
k,B |‖Gη,k,B‖la1e + ‖F‖la1e . |z|
6‖η‖
l
−a1
e
.
We now construct the desired change of coordinate Y by the flow of X s. We consider the
following system
d
ds
rj(z1, z2, η; s) = X
s
j,A(z1 + r1(z1, z2, η; s), z2 + r2(z1, z2, η; s), η + rη(z1, z2, η; s)), (4.18)
d
ds
rη(z1, z2, η; s) = X
s
η (z1 + r1(z1, z2, η; s), z2 + r2(z1, z2, η; s), η + rη(z1, z2, η; s)), (4.19)
with j = 1, 2 and the initial condition r1(0) = 0, r2(0) = 0 and rη(0) = 0.
Lemma 4.8. Let δ > 0 sufficiently small. Then, there exists
(r1, r2, rη) ∈ C
ω(B
C2×Pcl
−a1
e
(δ);C([0, 1];C2 × l2c)),
s.t. (r1(z1, z2, η; ·), r2(z1, z2, η; ·), rη(z1, z2, η; ·)) is the solution of system (4.18)–(4.19) and∑
j=1,2
|rj(z1, z2, η; 1)|+ ‖rη(z1, z2, η; 1)‖la1e . |z|
6‖η‖
l
−a1
e
. (4.20)
Proof. We solve the system (4.18)–(4.19) by implicit function theorem. Let δ > 0 sufficiently small.
Let (x1, x2, ξ) ∈ C([0, 1];BC2×l2c (δ)) and set
Φ(z1, z2, η, x1, x2, ξ)(s)
= (Φ0(z1, z2, η, x1, x2, ξ)(s),Φ1(z1, z2, η, x1, x2, ξ)(s),Φη(z1, z2, η, x1, x2, ξ)(s)) ,
where
Φj(z1, z2, η, x1, x2, ξ)(s) = xj(s)−
∫ s
0
X τj (z1 + x1(τ), z2 + x2(τ), η + ξ(τ)) dτ, j = 1, 2,
Φη(z1, z2, η, x1, x2, ξ)(s) = ξ(s)−
∫ s
0
X τη (z1 + x1(τ), z2 + x2(τ), η + ξ(τ)) dτ.
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Notice that Φ ∈ Cω(B
C2×Pcl
−a1
e
(δ) × B
C([0,1];C2×Pcl
−a1
e )
(δ);C([0, 1];C2 × l2c)). By the estimate of
lemma 4.7 and the analyticity of X sη , we have
DξΦη(0, 0, 0, 0, 0, 0) = idC([0,1];l2c).
Therefore, there exists r˜η(z1, z2, η, x1, x2) s.t. Φη(z1, z2, η, x1, x2, rη(z1, z2, η, x1, x2)) = 0. Repeat-
edly, we will have r˜2(z1, z2, η, x1) and r1(z1, z2, η) with desired property. Therefore, setting r2 =
r˜2(z1, z2, η, r1(z1, z2, η)) and rη(z1, z2, η) = r˜η(z1, z2, η, r1(z1, z2, η), r˜2(z1, z2, η)), we have the solu-
tion of (4.18)–(4.19). We now prove (4.20). From
rj(z1, z2, η; s) =
∫ s
0
X τj (z1 + r1(z1, z2, η; τ), z2 + r2(z1, z2, η; τ), η + rη(z1, z2, η; τ)) dτ, (4.21)
rη(z1, z2, η; s) =
∫ s
0
X τη (z1 + r1(z1, z2, η; τ), z2 + r2(z1, z2, η; τ), η + rη(z1, z2, η; τ)) dτ, (4.22)
and Lemma 4.7, setting A(s) := supτ∈[0,s]
(
|r1(τ)| + |r2(τ)| + ‖rη(τ)‖la1e
)
, we have
A(s) ≤
(
|z|6 +A(s)6
)
(‖η‖
l
−a1
e
+A(s)). (4.23)
Combining (4.23) with the fact A(0) = 0, we have (4.20).
Now, define Ys by
Y∗s zj = zj + rj(z1, z2, η; s), j = 1, 2, Y
∗
s η = η + rη(z1, z2, η; s).
Then, Ys satisfies
d
ds
Ys = X
s(Ys),
which gives us the desired coordinate change by (4.3). Therefore, setting Y := Y1, we have
Y∗Ω = Ω0.
We set rj(z1, z2, η) := rj(z1, z2, η; 1) for j = 1, 2 and rη(z1, z2, η) := rη(z1, z2, η; 1).
Remark 4.9. We will say (z′1, z
′
2, η
′) := (Y∗z1,Y∗z2,Y∗η) = (z1+ r1, z2+ r2, η+ rη) is the ”original”
coordinate and (z1, z2, η) is the ”new” coordinate.
We set the pull-back of the energy by K. That is, we set
K(z1, z2, η) = E ◦ Y(z1, z2, η) = E(z1 + r1, z2 + r2, η + rη).
Now, we define the Hamiltonian vector field associated to F with respect to the symplectic form Ω0.
We define XF by
Ω0(XF , Y ) = 〈∇F, Y 〉 .
Further, set (XF )j,A := dzj,AXF for j = 1, 2 and A = R, I and (XF )η := dη(XF ). Then, if u is a
solution of (1.1), zj,A and η satisfies
z˙j,A = (XK)j,A, j = 1, 2, A = R, I, η˙ = (XK)η.
16
We now directly compute (XK)η. By the definition of XK , we have
Ω0(XK , Y ) =
∑
j,A
∑
k,B
Ω(Dk,BΨ, Dj,AΨ)(XK)k,Bdzj,AY +Ω((XK)η, dηY ),
and
〈∇K,Y 〉 =
∑
j,A
Dj,AFdzj,AY + 〈∇ηF, dηY 〉 .
Therefore, we have
η˙ = (XK)η = −i∇ηK. (4.24)
We will postpone the computation of (XK)j,A.
Our next task is to compute the pull-back of the energy K. Before computing, we make one
observation. The following lemma is corresponds to Lemma 4.11 (Cancellation Lemma) of [20].
Lemma 4.10. Let δ > 0 sufficiently small. Then, for any (z1, z2) ∈ BC2(δ), we have
∇ηK(z1, z2, 0) = 0.
Proof. First, notice that if η = 0, from Lemma 4.8, we have r1 = r2 = 0 and rη = 0. Therefore, the
new and original coordinate corresponds in this case.
Next, recall that if we have the initial condition u(z′1, z
′
2, 0) = Ψ(z
′
1, z
′
2), since Ψ is the quasi-
periodic solution, η′ will always be 0. Therefore, the new and original coordinate will correspond
for all time and further, we will have η = 0 for all time.
Now, suppose ∇ηK(z1, z2, 0) 6= 0. Then, from (4.24), we have
i
d
dt
∣∣∣∣
t=0
η = ∇ηK(z1, z2, 0) 6= 0. (4.25)
However, l.h.s. of (4.25) is 0 because η(t) ≡ 0. Therefore, we have the conclusion.
We prepare another lemma before computing K.
Lemma 4.11. Set
δΨ(z1, z2, η) := Ψ(z1 + r1(z1, z2, η), z2 + r2(z1, z2, η))−Ψ(z1, z2),
δη(z1, z2, η) := R[z1 + r1(z1, z2, η), z2 + r2(z1, z2, η)](η + rη(z1, z2, η))− η.
Then, we have
‖DmδΨ(z1, z2, η)‖la1e + ‖D
mδη(z1, z2, η)‖la1e . |z|
max(6−|m|)‖η‖la1e , (4.26)
‖DmDηδΨ(z1, z2, η)‖L(l−a1e ;la1e ) + ‖D
mDηδη(z1, z2, η)‖L(l−a1e ;la1e ) . |z|
max(6−|m|),
‖DmD2ηδΨ(z1, z2, η)(ξ1, ξ2)‖la1e . |z|
max(6−|m|)‖ξ1‖l−a1e ‖ξ1‖l−a2e ,
where m = (m1, · · · ,m|m|) with mj ∈ {(k,B) | k = 1, 2, B = R, I} and D
m = Dm1 · · ·Dm|m|.
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Proof. By the definition of δΨ and δη, we have
δΨ(z1, z2, η) =
∑
j,A
∫ 1
0
Dj,AΨ(z1 + sr1, z2 + sr2) dsrj,A,
δη(z1, z2, η) = rη +
∑
j,A
〈αj,A(z1 + r1, z2 + r2), η + rη〉φj,A.
Combining the above with Lemma 4.8, we have (4.26) with |m| = 0. The estimates for the derivative
respect to Dj,A and Dη also follows from Lemma 4.8 because of the analyticity.
We now compute the expansion of K.
Lemma 4.12. We have
K(z1, z2, η) = E(Ψ(z1, z2)) + E(η) +N (z1, z2, η), (4.27)
where N satisfies
|N (z1, z2, η)| . (|z|
6 + ‖η‖6l2)‖η‖
2
l
−a2
e
, (4.28)
|Dj,AN (z1, z2, η)| . (|z|
5 + ‖η‖5l2)‖η‖
2
l
−a2
e
, (4.29)
‖∇ηN (z1, z2, η)‖la2e . (|z|
6 + ‖η‖6l2)‖η‖l−a2e , (4.30)
for a2 = a1/3.
Proof. By Taylor expansion, we have
E(Ψ(z′1, z
′
2)) = E(Ψ(z1, z2)) +
∫ 1
0
〈∇E(Ψ(z1, z2) + sδΨ(z1, z2)), δΨ(z1, z2)〉 , ds,
E(R[z′1, z
′
2]η
′) = E(η) +
∫ 1
0
〈∇E(η + sδη(z1, z2, η)), δη(z1, z2, η)〉 ds.
Therefore, by (3.3), we have (4.27), with
N (z1, z2, η) =
∫ 1
0
〈∇E(Ψ + sδΨ), δΨ〉 ds+
∫ 1
0
〈∇E(η + sδη), δη〉 ds (4.31)
+
7∑
k=2
∑
i+j=k
i≥j
∑
l+r=8−k
Ck,i,j,l,r
〈
(Ψ + δΨ)l(Ψ + δΨ)r, (η + δη)i(η + δη)j
〉
.
It suffices to estimate each terms of r.h.s. of (4.31). We first estimate the second term of r.h.s. of
(4.31). ∣∣∣∣
∫ 1
0
〈∇E(η + sδη), δη〉 ds
∣∣∣∣ ≤
∫ 1
0
‖∇E(η + sδη)‖
l
−a1
e
ds‖δη‖la1e . ‖η‖l−a1e ‖δη‖l
a1
e
. |z|6‖η‖2
l
−a1
e
.
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One can also estimate the Dj,A derivative of this term in similar manner. We next compute the ∇η
derivative.〈
∇η
∫ 1
0
〈∇E(η + sδη), δη〉 ds, ξ
〉
=
〈
∇η
∫ 1
0
〈
Hη + sHδη + (η + sδη)4(η + sδη)3, δη
〉
ds, ξ
〉
= 〈Hξ, δη〉+
1
2
〈HDηδη(ξ), δη〉+ 4
∫ 1
0
〈
(ξ + s(Dηδη(ξ))) |η + sδη|
6, δη
〉
ds
+ 3
∫ 1
0
〈(
ξ + sDηδη(ξ)
)
|η + sδη|4(η + sδη)2, δη
〉
ds+
∫ 1
0
〈∇E(η + sδη), Dηδη(ξ)〉 ds.
Therefore, we have
‖∇η
∫ 1
0
〈∇E(η + sδη), δη〉 ds‖la1e . ‖δη‖la1e + ‖Dηδη‖L(l−a1e ;la1e )‖δη‖l
a1
e
+ (1 + ‖Dηδη‖L(l−a1e ;la1e ))(‖η‖
6
l∞ + ‖δη‖
6
l∞)‖δη‖la1e + ‖Dηδη‖L(l−a1e ;la1e )
∫ 1
0
‖∇E(η + sδη)‖
l
−a1
e
ds
. |z|6‖η‖
l
−a1
e
.
The third term of (4.31) can be bounded in similar manner. However, for example, the estimate of〈
Ψ, |η|7η
〉
, we have
|
〈
Ψ, |η|7η
〉
| ≤ |z|‖η‖5l∞‖η‖
2
l
a1/3
e
.
This is why we have to make a1 smaller and replace |z|j to |z|j + ‖η‖
j
l2 .
We finally estimate the first term of (4.31). Expanding ∇E(Ψ + sδΨ), we have∫ 1
0
〈∇E(Ψ + sδΨ), δΨ〉 ds = 〈∇E(Ψ), δΨ〉+
1
2
〈HδΨ, δΨ〉
+
∫ 1
0
〈
|Ψ+ sδΨ|6(Ψ + δΨ)− |Ψ|6Ψ, δΨ
〉
ds.
The last two terms, which has at least two δΨ can be estimated as before. Now, notice that the only
possible source of the first order term of η is 〈∇E(Ψ), δΨ〉. However, by Lemma 4.10, for arbitrary
ξ ∈ l2c , we have
0 = 〈∇ηK(z1, z2, 0), ξ〉 = 〈∇η 〈∇E(Ψ), δΨ(z1, z2, 0)〉 , ξ〉 = 〈∇E(Ψ), DηδΨ(z1, z2, 0)(ξ)〉
Therefore, by Taylor expansion, we have
〈E(Ψ(z1, z2)), δΨ(z1, z2, η)〉 =
∫ 1
0
(1 − s)
〈
E(Ψ), D2ηδΨ(z1, z2, sη)(η, η)
〉
ds,
〈∇η 〈E(Ψ(z1, z2)), δΨ(z1, z2, η)〉 , ξ〉 =
∫ 1
0
〈
E(Ψ), D2ηδΨ(z1, z2, sη)(η, ξ)
〉
ds.
Thus, by Lemma 4.11, we have
| 〈E(Ψ), δΨ〉 | . sup
s∈[0,1]
‖D2ηδΨ(z1, z2, sη)(η, η)‖la1e . |z|
6‖η‖2
l
−a1
e
,
‖∇η 〈E(Ψ), δΨ〉 ‖la1e . sup
s∈[0,1]
‖DηδΨ(z1, z2, sη)(η, ·)‖L(l−a1e ;la1e ) . |z|
6‖η‖
l
−a1
e
.
The estimate for Dj,A 〈E(Ψ), δΨ〉 can be obtained by similar manner. Therefore, we have the
conclusion.
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We now try to obtain the equations which zj satisfies. Set
{F,G} := dF (u)XG(u) = 〈∇F (u), XG(u)〉 = Ω(XF (u), XG(u))
for F : l2 → C. Then, if u is a solution of (1.1), we have
d
dt
F (u) = {F,K},
Therefore, setting
K(z1, z2, η) = K0(z1, z2) +K1(z1, z2, η),
where K0(z1, z2) = E(Ψ(z1, z2)). we have
z˙j = {zj,K0}+ {zj,K1}.
Now, since
Ω0(XKn , Y ) = dKn(u)Y =
∑
j=1,2,A=R,I
∂zj,AKnYj,A + 〈∇ηKn, Yη〉 , ,
and
Ω0(XKn , Y ) =
∑
j,k=1,2,A,B=R,I
Ω(Dk,BΨ(z1, z2), Dj,AΨ(z1, z2))(XKn)k,B(Y )j,A +Ω((XKn)η, Yη),
we have
(XF )z = A(z1, z2)
−1∂zF, (4.32)
where,
(XF )z =


(XF )1,R
(XF )1,I
(XF )2,R
(XF )2,I

 , ∂zF =


D1,RF
D1,IF
D2,RF
D2,IF

 ,
and
A(z1, z2) =


a1,R,1,R(z1, z2) a1,I,1,R(z1, z2) a2,R,1,R(z1, z2) a2,I,1,R(z1, z2)
a1,R,1,I(z1, z2) a1,I,1,I(z1, z2) a2,R,1,I(z1, z2) a2,I,1,I(z1, z2)
a1,R,2,R(z1, z2) a1,I,2,R(z1, z2) a2,R,2,R(z1, z2) a2,I,2,R(z1, z2)
a1,R,2,I(z1, z2) a1,I,2,I(z1, z2) a2,R,2,I(z1, z2) a2,I,2,I(z1, z2)

 ,
where aj,A,k,B(z1, z2) = Ω(Dj,AΨ(z1, z2), Dk,BΨ(z1, z2)). Notice that since
A(z1, z2) =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

+ o(1),
A(z1, z2) is invertible
We will not compute {zj,K0} directly but use the fact that Ψ(z1, z2) is the solution of (1.1).
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Lemma 4.13. We have
{zj ,K0(z1, z2)} = −iEj(|z1|
2, |z2|
2)zj
Proof. First, if η = 0, we have z′0 = z0 and z
′
1 = z1. Therefore, since Ψ(z1, z2) is the solution (1.1)
if iz˙j = E(|z1|2, |z2|2)zj , we have
−iE(|z1|
2, |z2|
2)zj = z˙j = {zj,K(z1, z2, η)}η=0 = {zj,K0(z1, z2)}η=0 + {zj,K1(z1, z2, η)}η=0.
On the other hand, from (4.32), we see that {zj ,K1(z1, z2, η)}η=0 = 0 because it consists from the
Dk,B derivative or K1 which is 0 if η = 0. Therefore, we have
−iE(|z1|
2, |z2|
2)zj = {zj,K0(z1, z2)}η=0.
Finally, since the symplectic form Ω0 do not depend on η (although it depends on zj), we have the
conclusion.
We set Rj = {zj,K1(z1, z2, η)}. Then, by (4.32), we have Rj = {zj,N (z1, z2, η)}. Futher,
combining (4.32) with (4.29), we have
|Rj | . (|z|
5 + ‖η‖l2)‖η‖l−a1e . (4.33)
As a conclusion of this section, we have the equations of zj and η.
iηt = Hη + Pc
(
|η|6η +∇ηN
)
, (4.34)
z˙j = −iE(|z1|
2, |z2|
2)zj +Rj , j = 1, 2. (4.35)
5 Linear estimates
In this section, we introduce the linear estimates for the proof of Theorem 1.4. Lemmas 5.2–5.5 can
be found in [26]. See also [41] and [32]. In the following we always assume H is generic in the sense
of Lemma 5.3 of [26].
Definition 5.1. We say the pair of numbers (r, p) is admissible if
2
r
+
1
p
=
1
2
, (r, p) ∈ [4,∞]× [2,∞].
We set
Xr,p := l
3
2
r(Z, L∞t ([n, n+ 1], l
p)), X ′r,p = l
( 32 r)
′
(Z, L1t ([n, n+ 1], l
p′)),
where p′ is the Ho¨lder conjugate of p (i.e. 1p +
1
p′ = 1).
Lemma 5.2 (Dispersive estimate). We have
‖e−itHPc‖L(l1;l∞) . 〈t〉
−1/3 .
Lemma 5.3 (Strichartz estimate). Let (p, r), (p1, r1) and (p2, r2) admissible. Then, we have
‖e−itHPcf‖Xr,p . ‖f‖l2,
and ∥∥∥∥
∫ t
0
e−i(t−s)HPcg(s) ds
∥∥∥∥
Xr1,p1
. ‖g‖X′r2,p2 .
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Lemma 5.4 (Kato Smoothing). Let σ > 1. Then, we have
‖e−itHPcf‖Ltl2,−σ . ‖f‖l2 ,
and ∥∥∥∥
∫ t
0
e−i(t−s)HPcg(s) ds
∥∥∥∥
L2t l
2,−σ
. ‖g‖L2l2,σ .
Lemma 5.5. Let σ > 1 and (r, p) admissible. Then, we have∥∥∥∥
∫ t
0
e−i(t−s)HPcg(s, ·) ds
∥∥∥∥
Xr,p
. ‖g‖L2t l2,σ .
6 Proof of Theorem 1.4
We are now in the position to prove Theorem 1.4 and Corollary 1.6.
Fix σ > 1 and set X = X4,∞ ∩X∞,2 ∩ L2l2,−σ.
Proposition 6.1. Under the hypothesis of Theorem 1.4, there exists ǫ0 > 0 s.t. if ‖u0‖l2 = ǫ < ǫ0,
we have
‖η‖X . ‖η(0)‖l2 , (6.1)∥∥∥∥ ddt |zj |2
∥∥∥∥
L1
. ǫ6‖η(0)‖2l2 , j = 1, 2. (6.2)
Proof. First, by the l2 conservation of (1.1) and (4.20) of Lemma 4.8, we have
|z1|+ |z2|+ ‖η‖l2 .
∑
j=1,2
|z′j|+ |rj(z1, z2, η)|+ ‖η‖l2 + ‖rη(z1, z2, η)‖l2
. ǫ+ |z|6‖η‖l2 .
Therefore, we have
|z1|+ |z2|+ ‖η‖l2 . ǫ, (6.3)
for all time t. By (4.34), for any admissible pair (r, p), we have
‖η‖Xr,p ≤ ‖e
−itHη(0)‖Xr,p + ‖
∫ t
0
e−i(t−s)HPc∇ηN ds‖Xr,p + ‖
∫ t
0
e−i(t−s)HPc|η|
6η ds‖Xr,p
. ‖η(0)‖l2 + ‖∇ηN‖L2l2,σ + ‖|η|
6η‖L1l2
. ‖η(0)‖l2 + ǫ
6‖η‖L2l2,−σ + ‖η‖L∞l2‖η‖
6
X4,∞ ,
where we have used Lemma 5.3 and 5.5 in the first inequality and (4.30) in the second inequality.
Again by (4.34) and Lemma 5.3, 5.4, we have
‖η‖L2l2,−σ . ‖η(0)‖l2 + ‖∇ηN‖L2l2,σ +
∫ ∞
0
‖|η|7‖l2 ds
. ‖η(0)‖l2 + ǫ
6‖η‖L2l2,−σ + ‖η‖
7
X14/3,14
,
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where we have use ‖η‖L7l14 ≤ ‖η‖X14/3,14 in the second inequality. Therefore, we have
‖η‖X . ‖η(0)‖l2 + ǫ
6‖η‖X + ‖η‖
7
X .
By continuity argument, we have (6.1).
Next, multiplying zj to (4.35) and taking the real part, we have
d
dt
|zj |
2 = Rjzj +Rjzj.
Therefore, by (4.33), we have
‖
d
dt
|zj |
2‖L1 ≤ (‖z1‖
6
L∞ + ‖z2‖
6
L∞ + ‖η‖
6
L∞l2)‖η‖
2
L2l2,−σ . ǫ
6‖η‖2L2l2,−σ .
Combining the above with (6.1), we obtain (6.2).
We now prove Theorem 1.4.
Proof of Theorem 1.4. By Proposition 6.1, we see that there exists ρj,+ and v+ s.t.
|zj(t)| → ρj,+, and ‖η(t)− e
it∆η+‖l2 → 0.
with ρ0,+ + ρ1,+ + ‖v+‖l2 . ǫ.
Now, by Lemma 5.2 we have ‖η(t)‖l−ae → 0 for any a > 0. Therefore, by Lemma 4.8, we see
‖η′(t)−η(t)‖l2 → 0 and
∣∣|zj(t)| − |z′j(t)|∣∣→ 0 as t→∞. Here, (z′1, z′2, η′) are the original coordinates
(see remark 4.9). Therefore, we have the conclusion.
We next prove Corollary 1.6.
Proof of Corollary 1.6. Fix j ∈ {1, 2} and fix zj ∈ C with |zj| ≪ 1. Now, let 0 ≪ ǫ ≪ |zj | and
assume ‖u(0) − φ2(zj)‖l2 . ǫ, then we have |z3−j(0)| + |zj − zj(0)| + ‖η(0)‖l2 . ǫ. Further, by
Proposition 6.1, we have
sup
t≥0
(
|z3−j(t)|
2 + ‖η(t)‖l2
)
. |z3−j(0)|
2 + ‖η(0)‖2l2 ,
and
sup
t≥0
(
|zj(t)|
2 − |zj |
2
)
. |zj(0)|
2 − |zj |
2 + |zj|
6‖η(0)‖l2 .
Therefore, going back to the original coordinate, we have the conclusion.
A Proof of Proposition 1.1
In this section, we prove Proposition 1.1. Before proving Proposition 1.1, we prepare an elementary
estimate.
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Lemma A.1. Let δ > 0. Then there exists a(δ) > 0 s.t. for a ∈ (0, a(δ)) and for λ /∈ (−δ, 4 + δ) ∪
(e1 − δ, e1 + δ) ∪ (e2 − δ, e2 + δ), we have
‖(H − λ)−1‖L(lae ) .δ 〈λ〉
−1
. (A.1)
Further, let j = 1, 2. Then, for sufficiently small a > 0, we have∥∥∥∥((H − ej)|φ⊥j
)−1∥∥∥∥
L(lae )
. 1. (A.2)
Proof. Set Ta,N by
(Ta,Nv)(n) = e
amin(|n|,N)v(n).
We first claim there exists Ba,N : l
2 → l2 s.t. ‖Ba,N‖l2→l2 . a (the implicit constant do not depend
on N) and
Ta,N (H − λ)T
−1
a,N = H − λ+Ba,N .
Indeed, setting Ba,N = Ta,N(−∆)T
−1
a,N +∆, we have
(Bau)(n) =
(
1− ea(min(|n|,N)−min(|n+1|,N))
)
u(n+ 1) +
(
1− ea(min(|n|,N)−min(|n−1|,N))
)
u(n− 1).
Since |1 − ea(min(|n|,|N |)−min(|n+1|,N))| . a and |1 − ea(min(|n|,N)−min(|n−1|,N))| . a, we have the
desired bound for Ba,N . Now, since
Ta,N(H − λ)
−1T−1a,N = (Ta,N (H − λ)Ta,N )
−1 = (H − λ+Ba,N )
−1
= (H − λ)−1(1 + (H − λ)−1Ba,N )
−1.
Therefore, by Neumann expansion and since ‖(H − λ)−1‖l2→l2 . δ
−1, if we take a > 0 sufficiently
small s.t. aδ−1 ≪ 1, we have
‖Ta,N(H − λ)
−1T−1a,N‖L(l2) . ‖(H − λ)
−1‖ .δ λ
−1
This implies that for u ∈ lae ,
‖Ta,N(H − λ)
−1u‖l2 .δ λ
−1‖Ta,Nu‖l2 ≤ λ
−1‖u‖lae .
Taking N →∞, we obtain (A.1).
Next, we prove (A.2). Suppose u, f ⊥ φj and (H − ej)u = f , u ∈ l
2, f ∈ lae . Set P := 〈·, φj〉φj
and Q = 1− P . Now, we have
Ta,Nf = (H − ej +Ba,N )Ta,Nu = (H − ej +Ba,N )(QTa,Nu+ 〈u, Ta,Nφ〉φ).
Therefore, we have
(H − ej)QTa,Nu = Ta,Nf −Ba,NQTa,Nu− 〈u, Ta,Nφ〉Ba,Nφ.
Now, by f, φ ∈ lae , where a > 0 is sufficiently small so that φj ∈ l
a
e , we have
‖QTa,Nu‖l2 . ‖f‖lae + a‖QTa,Nu‖l2 + a‖u‖l2.
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Thus, for a sufficiently small,
‖QTa,Nu‖l2 . ‖f‖lae + a‖u‖l2 ,
and
‖Ta,Nu‖l2 ≤ ‖QTa,Nu‖l2 + ‖PTa,Nu‖l2 . ‖f‖lae + ‖u‖l2 .
Finally, taking N →∞, we have
‖u‖l2e . ‖f‖la2 ,
where we have used the fact that ‖u‖l2 . ‖f‖l2 ≤ ‖f‖lae .
We now prove Proposition 1.1.
Proof of Proposition 1.1. For simplicity, we write φj as φ, ej as e and Ej as E. Consider a solution
in the form z(φ+ q(|z|2)) with real valued q with 〈φ, q〉 = 0. Now, substitute it in the equation and
we have
Hq + |z|6|φ+ q|6(φ+ q) = eq + (E − e)(φ+ q).
Then, we have
(|z|6|φ+ q|6(φ+ q), φ) = E − e,
Hq +Q
(
|z|6|φ+ q|6(φ+ q)
)
= Eq.
Therefore, we set
E(|z|2, q) := e+ |z|6
〈
|φ+ q|6(φ+ q), φ
〉
, (A.3)
and we have
(H − e)q = (E(z, q)− e) q −Q
(
|z|6|φ+ q|6(φ + q)
)
= |z|6 (f(q), φ) q − |z|6Qf(q),
where f(q) = |φ+ q|6(φ + q). We set F : Qlae × R→ Ql
a
e by
F(q, s) := (H − e)q − s3 (f(q), φ) q + s3Qf(q).
Then, F is real analytic with respect to q and s. Further, since
DqF(q, s)|(q,s)=(0,0) = H − q
is invertible in Qlae for sufficiently small a > 0, by implicit function theorem, for sufficiently small s,
there exists q(s) s.t. q(s) is real analytic with respect to s and F(q(s), s) = 0. Further, comparing
the Taylor series of
q(s) = s3(H − e)−1 ((f(q), φ) −Qf(q)) ,
we see ‖q(s)‖lae . s
3. Therefore, q(|z|2) is the desired solution. Finally, set E(s) = E(s, q(s)), where
the r.h.s. is given in (A.3). Then, since E(s, q) and q is both real analytic, E(s) also becomes real
analytic. The estimate |E(|z|2)− e| . |z|6 also follows from (A.3).
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B Proof of Lemma 2.4
Proof of Lemma 2.4. Set vk = {vkjm}j=1,2,m≥0, (k = 1, 2, 3). Then, using the relation (2.9), we have
M1m =
∑
l≥0
l+m≥m1≥0
|z1|
2l+2|z2|
2lv11m1v
2
1lv
3
1(l+m−m1)
+
∑
l−1≥m2≥0
|z1|
2l|z2|
2lv11(m+l)v
2
1m2v
3
2(l−m2−1)
+
∑
m2,m3≥0
m2+m3≤m−1
v11(m−m2−m3−1)v
2
2m2v
3
1m3 +
∑
l≥0
l+m≥m1≥0
|z1|
2l|z2|
2l+2v11m1v
2
2(l+m−m1)
v32l
+
∑
l−1≥m1≥0
|z1|
2l|z2|
2lv12m1v
2
1(l−m1−1)
v31(m+l) +
∑
l≥0
l+m≥m2≥0
|z1|
2l|z2|
2l+2v12lv
2
2m2v
3
1(l+m−m2)
+
∑
l≥m1≥0
|z1|
2l|z2|
2l+4v12m1v
2
2(m+l+1)v
3
2(l−m1)
,
and
M2m =
∑
l≥m1≥0
|z1|
2l+4|z2|
2lv11m1v
2
1(m+l+1)v
3
1(l−m1)
+
∑
l≥0
m+l≥m2≥0
|z1|
2l+2|z2|
2lv11lv
2
1m2v
3
2(m+l−m2)
+
∑
l−1≥m1≥0
|z1|
2l|z2|
2lv11m1v
2
2(l−m1−1)
v32(m+l) +
∑
l≥0
l+m≥m1≥0
|z1|
2l+2|z2|
2lv12m1v
2
1(l+m−m1)
v31l
+
∑
m2,m3≥0
m2+m3≤m+1
v12(m−m2−m3−1)v
2
1m2v
3
2m3 +
∑
l−1≥m2≥0
|z1|
2l|z2|
2lv12(m+l)v
2
2m2v
3
1(l−m2−1)
+
∑
l≥0
l+m≥m1≥0
|z1|
2l|z2|
2l+2v12m1v
2
2lv
3
2(l+m−m1)
.
Therefore, we can express M such as
M(|z1|
2, |z2|
2,v1,v2,v3) = m˜00(v1,v2,v3) +
∑
l≥0
(
|z1|
2(l+2)|z2|
2lm(l+2)l(v1,v2,v3)
+|z1|
2(l+1)|z2|
2lm(l+1)l(v1,v2,v3) + |z1|
2l|z2|
2lmll(v1,v2,v3)
+|z1|
2l|z2|
2(l+1)ml(l+1)(v1,v2,v3) + |z1|
2l|z2|
2(l+2)ml(l+2)(v1,v2,v3)
)
,
where m˜00 = {m˜00jm}j=1,2,m≥0 and m
l1l2 = {ml1l2jm }j=1,2,m≥0 are given by
m˜001m =
∑
m2,m3≥0
m2+m3≤m−1
v11(m−m2−m3−1)v
2
2m2v
3
1m3 , m˜
00
2m =
∑
m2,m3≥0
m2+m3≤m+1
v12(m−m2−m3−1)v
2
1m2v
3
2m3 ,
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and
m
(l+2)l
1m = 0, m
(l+2)l
2m =
∑
l≥m1≥0
v11m1v
2
1(m+l+1)v
3
1(l−m1)
, m
(l+1)l
1m =
∑
l≥0
l+m≥m1≥0
v11m1v
2
1lv
3
1(l+m−m1)
,
m
(l+1)l
2m =
∑
l≥0
m+l≥m2≥0
v11lv
2
1m2v
3
2(m+l−m2)
+
∑
l≥0
l+m≥m1≥0
v12m1v
2
1(l+m−m1)
v31l,
mll1m =
∑
l−1≥m2≥0
v11(m+l)v
2
1m2v
3
2(l−m2−1)
+
∑
l−1≥m1≥0
v12m1v
2
1(l−m1−1)
v31(m+l),
mll2m =
∑
l−1≥m1≥0
v11m1v
2
2(l−m1−1)
v32(m+l) +
∑
l−1≥m2≥0
v12(m+l)v
2
2m2v
3
1(l−m2−1)
,
m
l(l+1)
1m =
∑
l≥0
l+m≥m1≥0
v11m1v
2
2(l+m−m1)
v32l +
∑
l≥0
l+m≥m2≥0
v12lv
2
2m2v
3
1(l+m−m2)
,
m
l(l+1)
2m =
∑
l≥0
l+m≥m1≥0
v12m1v
2
2lv
3
2(l+m−m1)
, m
l(l+2)
1m =
∑
l≥m1≥0
v12m1v
2
2(m+l+1)v
3
2(l−m1)
, m
l(l+2)
2m = 0.
Now, we can estimate ‖m˜00‖ar as
‖m˜00(v1,v2,v3)‖ar =
∑
j=1,2,m≥0
r2m+1‖m˜00jm(v1,v2,v3)‖lae ≤
∑
j=1,2,m≥0
r2m+1
×

 ∑
m2,m3≥0
m2+m3≤m−1
‖v11(m−m2−m3−1)v
2
2m2v
3
1m3‖lae +
∑
m2,m3≥0
m2+m3≤m+1
‖v12(m−m2−m3−1)v
2
1m2v
3
2m3‖lae


≤ ‖v1‖ar‖v
2‖ar‖v
3‖ar.
Similarly, we have
‖m(l+2)l(v1,v2,v3)‖ar ≤ r
−(4l+4)‖v1‖ar‖v
2‖ar‖v
3‖ar,
‖m(l+1)l(v1,v2,v3)‖ar ≤ 3r
−(4l+2)‖v1‖ar‖v
2‖ar‖v
3‖ar,
‖mll(v1,v2,v3)‖ar ≤ 4r
−4l‖v1‖ar‖v
2‖ar‖v
3‖ar,
‖ml(l+1)(v1,v2,v3)‖ar ≤ 3r
−(4l+2)‖v1‖ar‖v
2‖ar‖v
3‖ar,
‖ml(l+2)(v1,v2,v3)‖ar ≤ r
−(4l+4)‖v1‖ar‖v
2‖ar‖v
3‖ar.
Therefore, we see that M uniformly converges in L3(Xar;Xar) if |z| ≤ δ < r. Thus, we have
the conclusion of Lemma 2.4 for k = 1. The cases k ≥ 2 follow from the inductive definition of
M2k+1.
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