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Hip protectors are an important injury prevention device used by those at risk of hip fractures. A 
hip protector is a padded device made of foam (soft-shelled), or made partially of foam covered by 
a hard shield (hard-shelled), placed over the hip exterior. When worn consistently hip protectors 
reduce hip fracture risk by attenuating force at the greater trochanter. As a consequence of being 
made of foam, hip protectors restrict movement of air, moisture and heat from the skin surface to 
the environment, leading to thermophysiological and general discomfort. Among other reasons, 
such as general unattractiveness of the device, poor fit, and incompatibility with certain illnesses, 
many individuals choose therefore to not wear the device. Investigations into textile use as impact 
attenuating materials within hip protectors are not common. Pile fabrics are a promising textile 
alternative, which in other applications such as carpets, show the propensity to attenuate repeated 
impact. 
  
Pre-clinical testing of impact attenuating materials usually involves an impact test. In this study, a 
drop-weight impact rig was used to impact pile fabrics, investigating the effect of variables on the 
amount of force absorbed by the sample. A factorial experimental design was used. The initial 
investigation included four variables, reduced to three variables for the second set of fabrics. The 
initial variables were pile height, yarn twist, stitch rate and yarn type, then reduced to include pile 
height, yarn twist, and stitch rate. Each sample was impacted twice to measure the effect of 
repeated impact. Samples underwent testing while positioned on top of a sample of polyethylene 
foam. Foam samples were replaced after each impact.  
 
The first investigation indicated pile height (high) and yarn twist (low) attenuated the most force. 
As yarn twist decreased the amount of yarn-yarn and fibre-fibre interactions between tufts 
increased, causing energy loss through friction. The thicker fabrics (high pile height) were also 
associated with an increase in force attenuated. No change in the amount of force attenuated was 
detected after repeated impact. In the second investigation pile height and yarn twist were again 
the most important variables. Fabrics with high pile height and low yarn twist attenuated more 
force than their low pile height and high yarn twist counterparts. In the second investigation, a 
difference in the force and deceleration was observed after the second impact, although this 
difference was small. Importantly, the amount of force attenuated by the fabrics was similar, in 
some cases better than hip protectors on the market existing at the time the investigation was 
conducted.  
 
This study provides promising results on the propensity of pile fabrics to absorb and dissipate 
energy from an impact. Further investigation is required to establish the thermal and moisture 
properties of the fabric, as well as testing beyond two impacts to observe deterioration of the fabric 
after multiple impacts. How the base fabric, in which the tufts are inserted, affects performance is 
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Figure i. Peritrotrochanteric anatomy (Shbeeb and Matteson, 1996) 
 
Young’s modulus: “the ratio of stress to strain in the intial linear, reversible 
part of a uniaxial (tensile or compressive) stress-strain 











Each year it is estimated that almost one third of all individuals worldwide aged 65 years and older 
will experience a fall. For those aged 80 years and over this proportion increases to half of all 
individuals (Hartholt et al. 2012, Lee et al. 2018). Furthermore, a third of those who fall will require 
medical treatment. One of the greatest risks for those who experience a fall is a fracture, specifically 
pelvic, femur shaft and hip fractures. Fractures of this kind are some of the most labour intensive 
for hospital staff to treat, are associated with long term recovery and a decrease in quality of life, 
while also being some of the most expensive for patients and governments. In the Netherlands, 
between 2007 – 2009, hip fractures on average cost approximately $51,490 NZD per admission for 
men and $57,500 NZD per admission for women, accounting for $707.5 million NZD of the total 
$1.634 billion NZD spent on fall related injuries1 (Hartholt et al. 2012). Recovery from a hip fracture 
can be long and arduous, with approximately 40% of patients continuing to struggle to walk 
unaided up to one year after the injury event, 60% struggling to participate in at least one essential 
daily activity, and 80% struggling to complete other instrumental daily activities (Veronese and 
Maggi 2018). 
 
Preventive techniques aimed to reduce or eliminate the risk of fall and fracture are at the forefront 
of research. Factors associated with hip fracture must first be identified (i.e. smoking, Parkinson’s 
disease, low body mass index (BMI) (Wiklund et al. 2016)), before researchers can develop and 
implement strategies for reducing said risks. The difficulty for researchers is in the complexity and 
number of illnesses individuals may have, many of which are confounding one another, increasing 
the risk of falling and fracture. Researchers often have to take a broad approach, trying to account 
for as many risk factors as possible.  
     
Measures which include specific exercises which increase muscle strength and overall balance have 
been shown to be effective in decreasing the risk of falls and increasing fall awareness in the elderly 
(Halvarsson et al. 2012, Morrison et al. 2012, Zhao et al. 2017). However, the perceived confidence 
gained by participants during and following the exercise regimes may lead to individuals taking 
more risks which, prior to exercise they would not have taken. Improvements in balance and 
muscle strength can also be short lived if exercise regimes are one-off events, allowing the risk of 
falling to return to the original value after an extended period. Therefore, it is paramount that those 
who are at a high risk of falling take numerous precautions necessary to protect themselves.  
 
                                                            




A protective device such as a hip protector is useful for those at a high risk of fracture but who still 
wish to maintain a healthy lifestyle not limited by the fear of falling. The hip protector has been 
proven to be effective at distributing impact energy away from the hip, resulting in significant 
reductions in fracture risk, particularly for individuals who experience recurring falls, or with a 
BMI lower than 19 (Koike et al. 2009). However, effectiveness of the device is reduced where uptake 
is limited, possibly because of discomfort or aggravation of health conditions caused by the device 
(Wardiningsih and Troynikov 2018).  
 
Carpets are a textile structure made up of yarns or fibres protruding from the carpet substrate (The 
Textile Institute 2018), and is commonly applied to surfaces for noise reduction, comfort and 
appearance. Over the carpet lifetime thousands of compression events will occur while acceptable 
appearance and walking comfort are expected to be retained (Gupta et al. 2017). Compression 
recovery is the most important property, as it effects both carpet appearance and walking comfort 
as it deteriorates (Dayiary et al. 2009). Common carpet types include cut pile or looped pile, which 
vary in pile height, density or twist. When undergoing compression, pile carpets convert 
mechanical energy through bending energy of pile deformation to frictional (loose) energy (Dayiary 
2015). The compression and recovery behaviour of pile structures is complex and primarily 
influenced by fibre and yarn properties, such as pile density, pile length and yarn diameter 
(Dayiary et al. 2009). Behaviour of cut pile structures have been thoroughly examined previously 
(Carnaby and Wood 1989, Dayiary et al. 2009, 2010, Dayiary 2015, Önder and Berkalp 2001), with 
interest focused around the energy absorbed under compressive and dynamic loading, and how 
properties of the pile structure, such as yarn length, yarn diameter and fibre type, affect the amount 
of energy absorbed over thousands of compressions.     
 
A statistic of particular interest is the rate at which hip fractures occur depending on the surface on 
which the fall occurred. Studies have suggested that falls which occur on carpeted floors present a 
lower relative risk of fracture when compared with those on un-carpeted floors, possibly due to 
lower peak forces reaching the hip during the fall (Choi et al. 2011, Simpson et al. 2004). When 
compared to rigid floors (i.e. concrete), wooden floors are estimated to decrease the amount of force 
reaching the hip by 7%, carpeted floors by 15%, and carpeted floors with underpadding by 24% 
(Glinka et al. 2013). However, results of other studies examining the fracture rate of falls on 
carpeted and uncarpeted floors are less conclusive (Warren and Hanger 2013). There has been little 
connection between measuring the effectiveness of carpet at reducing hip fracture, and the 
effectiveness of pile structures at absorbing energy. Quantifying the force that pile-like structures 
are able to absorb, while also evaluating the effect that different structural variables have, would 
provide valuable information about the viability of such structures to be used as part of impact 
reducing devices. Therefore, it is of interest to develop an understanding of how carpet-like textile 
structures, namely assemblies of variations of pile structures, distribute and/or dissipate the energy 
that occurs during an impact.  
 
 3 
Impacting devices are widely used in engineering, medical disciplines, product development, 
sports science and fabric science. Impact studies serve as a method to examine materials from both 
theoretical and experimental viewpoints (Ruiz-Herrero et al. 2005). Impact testing allows 
researchers to determine the capacity of objects to absorb impact through the dissipation and 
transfer of energy. Understanding the way impact is absorbed, dissipated and transferred through 
use of specific materials or techniques allows for development of new potentially valuable 
products. Many materials are expected to protect from impact and vibration, and are crucial to 
daily living, including items such as mouth guards, helmets, hip protectors and various types of 
composites i.e. foam composites and plastic reinforced composites (Kao et al. 2018, Omar et al. 2015, 
Radnić et al. 2014). Developing products, foams, and other objects expected to receive an impact 
requires extensive testing to determine suitability.  
 
To conduct a test which accurately approximates an impact, researchers have a range of available 
machines which apply a compression, shear or tension force at different strain rates. These include, 
but are not limited to, drop-weight impact rigs, the split Hopkinson pressure bar (SHPB), servo-
hydraulic machines, Charpy impact machines and Izod machines (Ruiz-Herrero et al. 2005). 
Properties measured include the deceleration peak, dynamic elastic modulus, absorbed energy, the 
time over which the impact occurs, and maximum deformation (Ruiz-Herrero et al. 2005).  
 
Drop weight and pendulum based systems have been developed for measurement of peak force 
generated during a hip impact. The complexity of drop-weight impact systems varies, some rigs 
accounting for effective body mass, pelvic stiffness, and soft tissue thickness (Robinovitch et al. 
2009). Such rigs provide a solution to the growing risk of hip fracture by aiding the development of 
fracture-reducing products such as hip protectors, and are a necessary development due to the 
ethical considerations associated with impact tests involving humans, or cadavers (Nasiri Sarvi and 
Luo 2017). The development of new impact systems that model hip impact could be used to test hip 
protectors, many of which have not been evaluated scientifically. 
 
The aims of this research were: 
 
- To measure the effect of variations in yarn twist, yarn type, stitch rate and pile height, on 
the amount of force attenuated by the pile samples.  
 
- To compare the amount of force transmitted through, and peak deceleration sustained by, 






Review of literature 
 
2.1 Ageing populations and societal effects 
2.1.1 Ageing population and population increase  
Since the 1940s, increasing life expectancy and reduced birth rates in many countries have been 
contributing to serious economic and social issues for the generations that follow (Dublin 1940). The 
global population of those aged 60 years and over has tripled since the 1950s, with population 
estimates in 2050 suggesting that it may almost triple again (Noorani et al. 2018). Population ageing 
is defined as “A process by which older individuals become a proportionally larger share of the 
total population” (United Nations Department of Economic and Social Affairs Population Division 
2017a). Virtually every nation has experienced some population increase in the past, and many will 
continue to experience a period of unprecedented growth in the forthcoming years. Estimates of 
population increase by 2050 and 2100 are available from the United Nations (2017b), and are 
displayed in table 2.1.  
 
The consequences of an ageing population, and population increase, will be particularly harsh in 
developing countries, where there is a decreasing timeframe in which to respond. Population 
growth in poorer countries will present a challenge for governments who struggle with poverty, 
inequality, lack of education, malnutrition, and the provision of basic health services (United 
Nations Department of Economic and Social Affairs Population Division 2017b). Of the 47 countries 
classified by the United Nations General Assembly as developing, 33 are in Africa. In the time 
period between 2017 and 2050, global population is expected to increase by an estimated 2.2 billion 
people, of which almost 60%, or 1.3 billion, will occur in Africa (United Nations Department of 
Economic and Social Affairs Population Division 2017b). By 2050, Nigeria is predicted to become 
the world’s third largest country, being surpassed only by China and India. This coincides with 
increases in average life expectancy at birth for all African countries, rising in average from 58.6 to 
68.8 years for males, and from 61.9 to 73.1 years for females between the years of 2015 and 2050 
(United Nations Department of Economic and Social Affairs Population Division 2017b).  
 
2.1.2 Societal effects of increasing proportion of elderly  
Ageing of the post war ‘baby boomer’ generation (born between mid 1946 and 1964) (Moller 2002, 
Sutton 2009, United Nations Department of Economic and Social Affairs Population Division 2017a, 
b), decreasing fertility rates (Diaconu 2015, Dublin 1940, Moller 2002, United Nations Department 




   
Table 2.1. Population estimates in 2015, and projected growth by 2050 and 2100  
Region Estimated population 
 2015 2050 2100 
Global  7,383,009,000 9,771,823,000 11,184,368,000 
Africa 1,194,370,000 2,527,557,000 4,467,588,000 
Asia 4,419,898,000 5,256,927,000  4,780,485,000 
Europe 740,814,000 715,721,000 653,261,000 
Latin America and the 
Caribbean  632,381,000 779,841,000 712,013,000 
North America 356,004,000 434,655,000 499,198,000 
Oceania 39,543,000 57,121,000 71,823,000 
Data from (United Nations Department of Economic and Social Affairs Population Division 2017b) 
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most countries are all contributing to the increasing number of elderly individuals (Diaconu 2015, 
Dublin 1940, Goodrick and Pelser 2014, He et al. 2016, Moller 2002, United Nations Department of 
Economic and Social Affairs Population Division 2017a, b). Changes in societal norms have further 
accelerated the rate at which the elderly are increasing. In particular, women in many developed 
countries are electing to have fewer children, reducing the fertility rate. In Germany, the average 
age at first birth increased from 26.6 to 28.2 years between 1990 and 2001 (Gordo 2009), with an 
older age at first birth associated with less successive births.  
 
Global fertility rate has decreased from approximately 5.0 live births per woman post second World 
War, to less than 2.5 in 2010 (United Nations Department of Economic and Social Affairs 
Population Division 2017b). Women are having fewer children, in part due to a reduction in 
premature infant deaths. Directly post second World War, 1945, the global fertility rate was 
approximately 5.0 live births per woman, while in Europe the fertility rate was approximately 2.7 
children in 1950. The fertility rate in Europe has since dropped to 1.5 in 2010, with projections of 
global fertility rate also decreasing from 2.5 in 2010 to 2.0 within the next century (United Nations 
Department of Economic and Social Affairs Population Division 2017b). Trends around marriage 
have also changed, with couples often living together before marriage, marrying later in life, and re-
marrying less frequently. In 2010, 40% of all births preceded marriage in both France and the 
United Kingdom, a large increase from the 6% in 1960 (Lesthaeghe 2010).  
 
No statistic of population growth is more emblematic than life expectancy. In the 1950s a 65-year-
old woman living in Canada or the United States was expected to live till 72 years old. By 2010 this 
had increased to over 82 years as a result of better health care and general standard of living, and is 
expected to continue to increase further, although at a slower rate (United Nations Department of 
Economic and Social Affairs Population Division 2017b). Other indicators that people are living 
longer and healthier lives include the disability-free life expectancy. Within the 22 years between 
1982 and 2004 the percentage of individuals in the 65 to 74-year-old age bracket with a disability 
had decreased from 14.2% to 8.9% in the United States (Sanderson and Scherbov 2010). 
Improvements in health care, hygiene conditions, reducing premature death, and reducing the 
prevalence of diseases all contribute to population increase and healthier ageing (Komp and 
Johansson 2016).  
 
Table 2.2 shows the current size of the 65+ years and 80+ years age groups in specific countries, and 
projects the population increase by 2050. Globally the 65+ age year group is projected to increase 
from 617.1 million by 2015, to 998.7 million by 2030, and to over 1.5 billion by 2050. Of the projected 
1.5 billion individuals in the 65+ age group in 2050, almost a third (447 million) will be 80 years or 
older (He et al. 2016). In Japan, elevated life expectancy at birth as well as an already existing aged 
population will result in the 65+ age group making up the largest proportion of the total population 
compared to any other country. In 2015 the 33 million individuals in this age bracket already  
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Table 2.2. Estimated population increase, and percentage of population, of those aged 65+ years 
and 80+ years between 2015 and 2050 
Age group 
Region 65+ years 80+ years  
 2015 2050 2015 2050 
Global 617,100,000 (8.5%) 1,566,000,000 (16.7%) 126,000,000 (1.7%) 447,000,000 (4.8%) 
New Zealand 648,000(14.6%) ~1,200,000 (23%) 164,000 (3.7%) 462,000 (8.9%) 
Australia 3,500,000 (15.5%) 6,500,000 (22.5%) 933,000 (4.1%) 2,300,000 (8.1%) 
United States 47,800,000 (14.9%) 88,000,000 (22.1%) 12,200,000 (3.8%) 33,600,000 (8.9%) 
Japan 33,000,000 (26.6%) 43,000,000 (40.1%) 10,000,000 (8.0%) 20,000,000 (18.3%) 
Tunisia 882,000 (8.0%) 3,000,000 (24.3%) 176,000 (1.6%) 828,000 (6.8%) 
Data from (He et al. 2016) 
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account for 26.6% of the total population. By 2050 the percentage of individuals in this age bracket 
is projected to include over 40% of the population, or 43 million people, all the while the total 
Japanese population is estimated to decrease by almost 20 million people. At the same time the 
percentage of those aged 80+ years in Japan will become the largest of any country in the world at 
over 18% (He et al. 2016). Large increases of the elderly population are also projected for Tunisia, 
where the percentage of those aged 65+ years will increase threefold from 8% to 24.3%, resulting in 
Tunisia becoming the most elderly nation in Africa (He et al. 2016). In many developed countries 
population ageing has been occurring since the 1960s and will continue to do so. However, in less 
developed countries growth in the 65+ age group has been slowed due to several factors such as 
lesser provision of health services, less availability of food, poorer sanitation, and poorer 
management and control of disease (Goodrick and Pelser 2014). But with increases in health care, 
sanitation and general standard of living in many developing countries, individuals are entering 
the 65+ age bracket at an increasing rate. In countries such as South Africa, Kenya, Brazil and 
Columbia the number of individuals aged 65+ is projected to increase by 140% between 2006-2030, 
whereas an increase of 51% is expected in more developed countries such as France, Sweden, and 
Australia (Goodrick and Pelser 2014).  
 
Such a large shift in the proportion of elderly has become, and will continue to be, an issue which 
effects all aspects of living. These issues range from health care, change in social structure, concerns 
regarding the balance of economically active and inactive individuals, the environment, and 
increased pressure on governments and the younger generation to support an ever-growing 
amount of people who are not working (Kuné 2009, Ofori-Asenso et al. 2018). With the old age 
dependency ratio expected to almost double for many countries within the Organisation for 
Economic Co-operation Development (OECD), pressure is mounting on governments to plan for 
projected increases in pensions and retirement age (Organisation for Economic Co-operation 
Development 2017). Spending on pensions is also expected to increase in 21 of the 35 OECD 
nations. Average spending on pensions are estimated to increase from 8.9% of GDP in 2013-2015, to 
9.5% in 2050, and 10.9% in 2060 (Vlasov and Mamedli 2018). In New Zealand, the percentage of 
public expenditure on pensions is expected to increase from 4.7% to 7.2% between 2015 and 2050 
(Organisation for Economic Co-operation Development 2017).  
 
In a developing country such as South Africa, issues will arise as the size of the elderly population 
increases. This includes the need for improved housing supply for those aged 65+, increased 
financial support from pensions, increases in health care focused on chronic and long-term 
conditions, preparation for slowed economic growth due to a smaller proportion of the population 
in paid employment, and recognition that a steadily declining portion of the population will have 




Population ageing, although viewed most often positively, also has the possibility to negatively 
affect the elderly due to the increased chance of developing chronic age-related illnesses associated 
with ageing. The anticipated increase in dependency on health care services and economic 
requirements to support ageing populations have become the focus of international groups such as 
the World Health Organization, which are increasing their focus on healthy ageing, and developing 
understanding of events which affect the way individuals age (Hurst et al. 2013). Healthy ageing is 
said to be strongly influenced by the maintenance of a person’s physical, cognitive, psychological 
and social wellbeing. Provided these are maintained, individuals tend to live independently for 
longer, have a higher quality of life, and have lower rates of morbidity and mortality (Hurst et al. 
2013). 
 
2.1.3 Supporting the elderly   
Many governments are increasingly aware of the associated potential economic costs required for 
those who are retired, or are set to retire in the coming years. In order to determine the extent to 
which governments will need to prepare for the increasing number of elderly people, specific 
indicators of population ageing have been developed. These include the total dependency ratio 
(TDR), elderly dependency ratio, potential support ratio, aging index (also known as the elder-child 
ratio), life expectancy, and median age, which are defined in table 2.3 (Naja et al. 2017).  In 2015 the 
global TDR was 73, indicating that every 100-people aged 20-64 are supporting 73 people who are 
not in the working population. By 2050 the TDR is projected to increase to 78, and although this is 
not a large increase changes in the composition of the 20-64 age group will worsen this statistic. 
Countries with a large proportion of ageing persons, and long-life expectancy, are projected to 
experience large increases in the number of individuals outside the working population. This is 
particularly evident in Asian countries such as Hong Kong, Japan and South Korea. Japan’s 
dependency ratio is projected to increase from 80 to 121 between 2015 and 2050. This coincides with 
the Japanese population becoming the most elderly in the world, as the Japanese average life 
expectancy at birth increases from 84.7 to 91.6 years (United Nations Department of Economic and 
Social Affairs Population Division 2017b).  
 
With the current forecast increase in elderly individuals it may become more common for those 
aged 65 years and older to continue to work, irrespective of the retirement age of the country they 
reside in. In the UK, the employment rate for men in the 55-64-year-old bracket increased from 47% 
in the 1990s to 61% in 2014 (Kjærgaard and Canudas-Romo 2017). Many governments are currently 
working on legislation which would increase the retiring age, including the United States which has 
already raised the retirement age to 66-years and plans to raise it further to 67 in 2027. In the UK, 
the government plans to raise the pension age to 68-years by 2044, in Germany from 65-years to 67-
years by 2031, and in Australia from 65-years to 67-years by 2023, and then to 70-years in 2035 




   
Table 2.3. Indicators of population ageing 
Population age indicator Age measurement Use of the indicator  
 
Elderly dependency ratio  
 
Ratio of the number of people aged 65 
years and older to the number of 
people aged 15 to 64, or 20-64 years 
 
(Chen et al. 2014) 
(Zeng 2011) 
(Cohen et al. 2001) 
(Bonasia and De Siano 2012) 
(Naja et al. 2017) 
 
Total dependency ratio  
 
Sum of youth and elderly dependency 
ratios 
 
(Cohen et al. 2001) 
(Restrepo and Rozental 1994) 
 
Potential support ratio  
 
Number of individuals aged 15-64, 
years per individual aged 65 years and 
above 
 
(Kjærgaard and Canudas-Romo 2017) 
(Długosz 2011) 
(Huguet 2003) 
(Ofori-Asenso et al. 2018) 
(Lewis and Walker 2011) 
(Bucher 2014) 
(Naja et al. 2017) 
 
Aging index (elder-child ratio) 
 
Number of individuals aged 65 years 
and older per 100 individuals aged 15 
years and under 
 
(Długosz 2011) 
(Ofori-Asenso et al. 2018) 
(Reynaud et al. 2018) 
(Mládek et al. 2012) 
(Bucher 2014) 




Number of additional years a person at 
a specific age is expected to live 
 
(Mládek et al. 2012) 
(Bucher 2014) 
(Zeng 2011) 
(Restrepo and Rozental 1994) 
(Bonasia and De Siano 2012) 
(Naja et al. 2017) 
(Blue and Espenshade 2011) 





Age at which a population can be 
divided into two equal sized groups  
 
(Cohen et al. 2001) 
(Naja et al. 2017) 





individuals at risk of injury in the workforce for longer periods of time, further raising the risk of 
injury.  
 
2.2 Health problems associated with ageing populations  
2.2.1 Prevalence of chronic illness and multi-morbidity in the elderly 
Age has long been known to be one of, if not, the largest influencer of health, and predictor of 
mortality and morbidity risk. Health status across elderly populations vary, influenced by the 
environment in which the individual grew up, genetic traits, risks they were exposed to, 
behavioural patterns and random variation (United Nations Department of Economic and Social 
Affairs Population Division 2017a). Although all elderly persons will eventually undergo a decline 
in health, some individuals may live without illness for many years, while others experience poor 
health and require extensive amounts of care in order to survive. Variations in disease severity and 
course of life among individuals are challenging health services even in high-income countries, 
many of which are currently implementing long-term care models that are unsustainable and 
inadequate (World Health Organization 2015). Comparisons of the average number of healthy 
years lived versus life expectancy are displayed in table 2.4. A distinction is made between these 
two, as healthy life expectancy is the number of years an individual is expected to live after taking 
into account the number of years they are expected to live with disease or injury (Salomon et al. 
2002), whereas life expectancy does not consider the individuals health status as they age.  
 
Illness and ageing are two inseparable aspects. For many elderly individuals, dealing with chronic 
illness will become a daily struggle. Chronic illnesses are defined as “diseases not passed from 
person to person, of long duration and slow progression, often with a long latency period and 
protracted clinical course; of multi-factorial aetiology with no definite cure, undergoing gradual 
changes over time while displaying heterogeneity in population susceptibility” (Martin 2007, pg. 
2086). The World Health Organization has identified four categories of non-communicable diseases, 
which are currently the leading causes of death worldwide. These are cardiovascular disease, 
cancers, chronic respiratory disease and diabetes (World Health Organization 2016). Of all deaths 
worldwide, 70% are caused by non-communicable diseases, many of which are directly correlated 
to modifiable behaviour such as tobacco use, unhealthy diet, lack of physical activity and harmful 
consumption of alcohol. In turn, this behaviour often leads to individuals becoming overweight 
and obese, raising blood pressure and ultimately causing disease (World Health Organization 
2016).    
 
The presence of two or more chronic conditions only increases the complexity and longevity of 
hospital stays for those in the ageing population. Individuals who are multimorbid are more likely 
to experience frequent hospital admissions, an increase in mortality, increase in risk of 
postoperative complications, higher dependency on polypharmacy, increase of costs associated 




Table 2.4. Life expectancy and healthy living statistics in years  
Region Male life 
expectancy at birth 
(2016)  
Female life 
expectancy at birth 
(2016) 
Average life 
expectancy at birth 
(2016) 
Healthy life 




74.2 72.0 63.3 
Africa 
 
59.6 62.7 61.2 53.8 
The Americas 
 
73.8 79.8 76.8 67.5 
South-East Asia 
 
67.9 71.3 69.5 60.4 
Europe 
 




67.7 70.7 69.1 59.7 
Western Pacific 
 
75.0 78.9 76.9 68.9 
Data from (World Health Organization 2018) 
 
 13 
status and general decrease in quality of life (Kingston 2018, Prados-Torres et al. 2012, Ruiz et al. 
2015). In the United States a study of chronic condition combinations in 8,782 patients aged 65+ 
revealed 291 unique combinations of chronic conditions, and recorded an average of 2.6 chronic 
conditions per individual (Quiñones et al. 2016). In England, it is estimated that in 2015 54% of the 
population experienced two or more concurring chronic illnesses. The percentage experiencing 
multiple chronic conditions increases from 45.7% for those aged 65-74 years to 68.7% for those aged 
85+ (Kingston 2018). Patients who experience multi-morbidity have a significantly higher risk of 
early mortality, experiencing disability, decline in functional status and a lowering of quality of life 
(Schäfer et al. 2010). Research evaluating the presence of multiple chronic illnesses in individuals 
has often resulted in the classification of groups of associated illnesses. One such study, conducted 
by Schäfer et. al. (2010) is displayed in table 2.5.  
 
Of the illnesses commonly associated with the elderly, obesity has become one of the most 
important contributors to non-communicable disease onset and severity. Its commonality has 
increased throughout both developed and developing countries, across all age groups (Amarya et 
al. 2014). Obesity is particularly harmful due to its contribution towards the early onset, or 
worsening, of other co-morbidities, and its connection with early mortality. Those who are obese 
are at a higher risk of increased heart size, cardiovascular disease, metabolic syndrome and type 2 
diabetes mellitus (Amarya et al. 2014, Donini et al. 2006). One aspect of obesity that researchers 
agree on is that the presentation between different obese patients is consistent; patients will 
experience reduced mobility, sometimes becoming completely immobile, resulting in sarcopenia 
around the trunk and lower limbs due to non-use (Donini et al. 2006). The general reduction in 
mobility caused by age is then exasperated further by the presence of obesity, and by the sedentary 
lifestyle that many elderly participate in, possibly causing sarcopenia and osteoporosis (Donini et 
al. 2006).  
 
For medical professional patterns of chronic illness range from well understood and 
straightforward, to complex and difficult to diagnose. Certain correlations between cardiovascular 
and metabolic disorders have been associated with one another since the 1980’s, whereas anxiety, 
depression and somatoform disorders represent illnesses which exhibit themselves in various 
forms, resulting in various diagnosis between patients (Schäfer et al. 2010). Other chronic 
conditions which are significantly correlated include dementia and depression, which are in turn 
significantly correlated with hip fracture and cerebrovascular disease (Marengoni et al. 2009). The 
coexistence of multiple medical conditions, which may or may not be furthering the progression of 
one another, or any number of other illnesses, demonstrates the difficulty of recognising and 






Table 2.5. Patterns of multimorbidity  
Illness grouping  Commonly associated illness types  
 Male Female  
Cardiovascular and metabolic 
disorders  
Hypertension 
Diabetes mellitus  
Obesity 
Chronic ischemic heart diseases   
Hypertension 




Lipid metabolism disorders  
 
Anxiety, depression, somatoform 
disorders and pain 
Chronic low back pain 
Joint arthrosis  





Chronic low back pain 
Migraine/chronic headache 
Depression 
Neuropsychiatric disorders  Urinary incontinence 
Dementia 
Parkinson’s disease 




Cardiac insufficiency  
Cerebral ischemia/chronic stroke 
 




2.3 Hip fractures in the elderly  
2.3.1 Commonality of hip fractures 
Hip fractures are a particularly debilitating injury commonly sustained by those who have had a 
fall. Approximately 30% of individuals aged 65 years or older, and 40% of individuals aged 80 years 
and older experience a fall each year (Tinetti et al. 1988), with women 2.2 times more likely to 
experience a hip fracture than men (Johnell and Kanis 2004). A fall is an unexpected and 
involuntary loss of balance, causing a person to come to rest at a lower, or ground, level (Brown 
1995). They are usually the result of multiple intrinsic and extrinsic factors (Formiga et al. 2008). 
Hip fracture incidence rates vary between 9.4 to 17.9 per 1000 person-years for women, and 
between 4.4 and 11.4 per 1000 person-years for men (Melton et al. 1998, Nguyen et al. 2005). The 
outcomes of hip fracture can be severe, and range from decreases in independency, to increases in 
disability, morbidity and early mortality (Leavy et al. 2017, Nguyen et al. 2005), with mortality in 
the first year post-fracture close to 30% (Thorell et al. 2014).  
 
2.3.2 Conditions which amplify risk of hip fracture 
The complexity, and breadth, of conditions which link falling and fractures are vast. They include 
the presence of chronic conditions, genetic traits, age, gender, drug and alcohol use, body mass 
index (BMI), muscle weakness, neurologic and musculoskeletal disabilities (Formiga et al. 2008, 
Melton et al. 1998, Nguyen et al. 2005, Thorell et al. 2014, Tinetti et al. 1988). Chronic conditions 
which increase the probability of hip fractures include bone diseases (i.e. arthritis, osteoporosis and 
arthrosis), the prevalence of which have been reported to be approximately 14.9% for women, and 
9.8% for men (Xiao-Xiao et al. 2017). In certain cohorts however, may be as high as 64% 
(Marventano et al. 2016).  
 
Conditions which increase the risk of fall or fracture are displayed in table 2.6. The most prominent 
factors that increase the risk of fracture are those which affect bone health or increase the chance of 
a fall. Physical inactivity is one of the most important contributors to an increased risk of fall and 
fracture. Many conditions contribute towards physical inactivity. These include arthritis or 
arthrosis, cardiac problems, cataracts, chronic obstructive pulmonary disease, asthma, and 
psychiatric disorders (Laan et al. 2013). In turn a decrease in physical activity influences overall 
health, muscle mass, muscle physiology, bone health, and typically also vitamin D exposure. 
Studies suggest that approximately 71% of multimorbid elderly woman, and 40% of elderly men, 
were participating in fewer activities of daily living, as determined by the Katz-15 score (Laan et al. 
2013). Studies have also placed those who are elderly and inactive at twice the risk of a hip fracture 





Table 2.6. Factors which increase risk of fracture or fall in elderly 




(Marengoni et al. 2009) 
(Yiannopoulou et al. 2012) 
(Formiga et al. 2008) 
 
End-stage renal disease  
 




(Barbosa et al. 2016) 
 
Impaired physical function/immobility    
 
(Formiga et al. 2008) 
(Thorell et al. 2014) 
(Pfeifer et al. 2000) 
(Schwartz et al. 1998) 
(Cummings et al. 1985) 
 
Low body mass index 
 








(Post et al. 2010) 
(Lane 1996) 





(Thorell et al. 2014) 
 
Secondary hyperparathyroidism  
 
(Pfeifer et al. 2000) 
 
Smoker   
 
(Schwartz et al. 1998) 
(Cummings et al. 1985) 
 
Type 2 diabetes mellitus  
 
 
(Reyes et al. 2014) 
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Muscle strength is one particularly important determinant of fall risk. Characteristics of those with 
low muscle strength include slow reflexes, an increased risk of bone fracture due to long-term 
impact on bone density and low muscle shock/impact absorption (Nielson et al. 2009). It is 
theorised that the tissue surrounding the hip may provide extra impact absorption in situations 
where falls occur, reducing the risk of a fracture. Those who are elderly and have a high BMI are 
associated with a large decrease in risk of hip fracture, while those who are elderly and have a low 
BMI are strongly associated with an increase in hip fracture risk (Laet et al. 2005). Low muscle mass 
is also associated with other health related conditions including low BMI (<18.5 kg/m!), which is 
commonly associated with malnutrition, sarcopenia, frailty and osteoporosis (Siddique et al. 2017). 
Low BMI has further health implications including lower endogenous oestrogen levels and other 
nutritional deficiencies affecting bone mineral density (BMD) contributing to osteoporosis and hip 
fracture rates (Nielson et al. 2009).  
 
Although the occurrence of inter-trochanteric hip fracture was higher in men with low trochanteric 
soft tissue thickness, the age-adjusted relative risk was non-significant. The positive correlation 
between trochanteric soft tissue thickness and low hip fracture rate in woman is most likely due to 
the genetic differences between women and men. Mean trochanteric soft tissue thickness in men 
was approximately 30mm (Nielson et al. 2009), whereas mean thickness for women who 
experienced a hip fracture was 40.4mm, and controls had an average thickness of 49.8mm 
(Bouxsein et al. 2007).    
 
Chronic conditions such as osteoporosis have a significant correlation with hip fracture due to a 
reduction in bone density making individuals more susceptible to fracture and breaks possibly 
caused by falls (Dretakis and Christodoulou 1983). Trochanteric hip fractures are also more likely to 
occur in those elderly which participate in less physical activity, possibly due to physical 
impairment related to chronic illnesses they may have (e.g. obesity or muscle weakness) (Dretakis 
and Christodoulou 1983). Other conditions including postural hypertension or orthostatic 
hypotension are linked to an increase in fall risk. These conditions are associated with dizziness, 
light-headedness, nausea, blurred vision and possibly fainting (syncope) leading to a fall, and 
therefore may also increase the risk of hip fracture (Ricci et al. 2015). Chronic conditions such as 
Parkinson’s disease, peripheral neuropathies, diabetes, hyperthyroidism and osteoporosis are all 
associated with an increase the risk of experiencing a fall, leading to a fracture (Marks 2010). 
 
2.3.3 Cost of hip fracture 
Fractures are associated heavily with health care spending, contributing approximately 87% 
towards the cost of fragility fractures, while being the costliest type of fracture associated with 
osteoporosis in both men and women (Sahota et al. 2012). In Switzerland 59.9% of patient days 
spent in acute care due to major osteoporotic fractures were hip related for women, and 60% for 
men. Hip fractures also accounted for 60%, 171.0 million CHF (2007), of the total costs associated 
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with major osteoporotic fractures in women, and 60% of the total costs, 58.2 million CHF (2007), for 
men (Lippuner et al. 2011).  
 
In the Netherlands hip fractures were the second most common injury experienced by both men 
and woman, occurring at a rate of 2.4 per 1000 for men, and 6.9 per 1000 people for women 
(Hartholt et al. 2012). A similar incidence rate has been reported in Finland, where the rate of hip 
fractures has increased over a period of 27 years from 1.6 per 1000 in 1970, to 5.1 per 1000 in 1997 
(Nilson et al. 2013). Worldwide estimates suggest that the number of hip fractures will increase to 
3.94 million in 2025, and between 4.50 to 6.26 million in 2050 (Cooper et al. 1992, Veronese and 
Maggi 2018).   
 
Health care associated with treatment of acute hip fracture was estimated to cost the US just over 
$17 billion in 2002. This includes costs associated with hospitalisation, rehabilitation, placement 
within nursing homes and others (Veronese and Maggi 2018). In the UK, median patient cost per 
episode was £9429 (2006 GBP). The total cost per patient is made up of the hospital bed day costs 
(median of £7129), operative costs (median of £1323) and investigation costs (median of £977) 
(Sahota et al. 2012). Approximately 22% of patients who suffered a hip fracture in the UK required 
to be moved into a nursing home following their hospital stay, increasing the median cost per 
injury to £14,435 (Sahota et al. 2012). In New Zealand, the average cost incurred for a woman in the 
60-year-old and above category was $17,637.30 (1995 NZD), which is divided into $11,121 towards 
hospitalisation and $6516.30 towards the 6 to 13 weeks of post discharge recovery (Lane 1996). This 
doesn’t include the $16,249.75 associated with 39 weeks of residential care and services required to 
look after patients, which raises the mean total cost of hip fractures to $33,887.05 (1995 NZD) (Lane 
1996).  
 
Estimates suggest that at least a third of those aged over 65 years or older will experience a fall each 
year, with one sixth experiencing multiple falls a year. Medical treatment is required for a third of 
those who experience a fall, with emergency department visits occurring at a rate of 30 per 1000 
person years, 17.4 in men and 39.4 in women (Hartholt et al. 2012). The incidence rate in older age 
brackets rises from 16.0 per 1000 in the 65 - 69 age group, to over 72.5 per 1000 in the 85+ age group 
(Hartholt et al. 2012). Of the 2.4 million people in the 65+ years age bracket in The Netherlands, as 
of 2008, an estimated 71,958 emergency hospital admissions caused by a fall occurred, with a mean 
cost of €9370 per hospital admission. The most prominent injury type sustained was a fracture, 
accounting for 41,557 of the total 71,958 hospital admissions. This includes hip, pelvic and femur 
shaft fractures, of which hip fractures were the most common, and second most costly at an average 
cost of €19,730. 
 
As well as being the most common injury sustained after a fall, injuries that involve a fracture also 
had the highest cost per admission, costing an average of €13000, therefore accounting for €540.2 
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million of the total €674.5 million associated with fall related injuries in The Netherlands (Hartholt 
et al. 2012). Costs associated with the approximately 300,000 yearly hip fractures occurring in the 
United States were estimated to be approximately 19 billion in 2000 (Hartholt et al. 2012), and 17 
billion in 2002 (Veronese and Maggi 2018). Total costs associated with fractures depend on the 
length of hospitalisation, the need for surgery, cost of medication and rehabilitation. For those who 
have suffered a hip fracture long term quality of life becomes a major concern, as the percentage of 
those who gain a permanent disability due to the fracture ranges from 32-80%. One-year post 
fracture up to 40% of patients may still struggle to walk without aid, 60% may still struggle with 
one daily activity essential to them, and 80% may still struggle with other daily activities (Veronese 
and Maggi 2018). The long recovery time may also seriously impact mental health and is therefore 
associated with an increase in the use of anti-depressants, some of which have side effects that may 
increase the risk of falls.    
 
2.4 Interventions to enable maintenance of health and minimise fall or fracture risk 
It has been theorised that for hip fractures to occur, a variety of conditions must be met. These are 
that the fall must be from a sufficient height in order to generate enough energy to break the hip. 
The energy generated by the fall must be large enough to overcome any local shock absorbing 
(from soft tissue protecting the hip). Any protective responses from the individual, and bone 
strength must be insufficient to resist any energy transmitted to it (Cummings and Nevitt 1989). 
Therefore, any device, technique or aid, which reduces the amount of energy that reaches the hip, 
increases the strength of the bone, or reduces the risk of a fall, will reduce the risk of fall and 
fracture. In most situations, multiple techniques are used in order to tackle the wide range of 
environmental and individual factors that influence the chance of falling or causing a hip fracture.  
 
Interventions employed by researchers working with the elderly may include balance improving 
and strengthening exercises aimed to improve overall balance in those who are at a particularly 
high risk, for examples those with diabetes. In one such study by Morrison et al (2012), these 
exercise routines consist of calf raises, lower back extensions, sit ups, standing on one leg with eyes 
closed, leg presses, knee extensions, latissimus pull-downs, chest-press and seated rows. The 
success of the exercise routine was examined using physiological profile assessment, which 
measures multiple personal characteristics including visual function, sensation, proprioception, 
lower limb strength, reaction time, postural motion and coordination. The variance in centre of 
pressure was measured using a balance plate. The test was conducted with eyes open and closed, 
and on a firm surface and softer surface made of foam, and was conducted before and after the 
exercise routines were undertaken. All groups of participants showed a reduced risk of falling post 
exercise routine.  
 
Other studies which also evaluate the effectiveness of balance training use explanatory variables 
such as gait speed, perceived fear of falling, step execution performance and probability of 
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depression to evaluate the effectiveness of such a technique (Halvarsson et al. 2012). Even 
participating in daily household activities for more than six hours a week is associated with a 
reduction in risk of hip fracture compared to those participating in less than three hours a week 
(Lagerros et al. 2017). Presence of certain dietary products has also been evaluated, in particular 
Carotenoids found in fruits and vegetables, which are associated with an improvement in bone 
health. Hip fracture risk decreased by up to 40% for men in the uppermost quartile, who also 
consumed the most green, yellow-orange and total amount of vegetables compared to those men 
who consumed the least amount of these (Dai et al. 2014). Dietary components, such as vitamin D, 
which are associated with an increase in bone density and strength, and proximal muscle strength 
are also associated with improvements in bone health (Nieves et al. 2012, Poole et al. 2014). It is 
suggested for those over the age of 70 may need to supplement their diet with up to 800 IU of 
vitamin D daily, with multiple studies reporting an increase in bone density and a decrease in hip 
fracture risk rate between 11 – 30%, up to 43% when combined with supplementary calcium 
(Fiechtner 2003, Poole et al. 2014, Rosen 2014).  
 
The close relationship between chronic conditions which decrease bone health, such as 
osteoporosis, and an increased chance of fracture particularly of the hip, spine, distal forearm and 
proximal humerus has resulted in a focus on treatment and reduction of the severity of such 
conditions (Lippuner et al. 2011). Although conditions which affect bone health increase the risk of 
fracture (one of the biggest risk factors in the elderly), up to 74% of hip fractures occur in patients 
that are non-osteoporotic (Laing and Robinovitch 2008a), and 90% of fractures are a direct result of 
a fall (Grisso et al. 1991).  
 
Falls which occur on carpeted surfaces often result in fewer fractures when compared to non-
carpeted floors (Simpson et al. 2004). Protective flooring systems have been designed for integration 
into care homes and high-risk areas for fracture. To do this successfully the floors have to be 
sufficiently rigid to support a patient while they are walking, and also provide sufficient energy 
dissipation when struck with the force created by a falling human. When compared to residential or 
commercial flooring, specialty safety floors are at least three times more effective at distributing the 
energy created during a fall (Glinka et al. 2013).  
 
One development which aimed to reduce the rate of hip fractures caused by a fall in the elderly is 
the hip protector. Hip protectors are a padded medical device used by the elderly, or those who are 
at a high risk of falling, designed to reduce the amount of force that reaches the hip during an 
impact (Wardiningsih and Troynikov 2019b). Figure 2.1 displays how a hip protector theoretically 
reduces the risk of a hip fracture caused by a fall (Cianferotti et al. 2015). Currently two types are 
available, hard and soft-shelled, with both commonly embedded into an undergarment 
(Wardiningsih and Troynikov 2019b). Hard-shelled hip protectors are comprised of a rigid shield 























































Figure 2.1. Representation of a sideways fall resulting in a hip fracture (a), and theoretical force 






and an interior made of soft foam to minimise the amount of force transferred directly to the greater 
trochanter, instead directing it towards the softer tissue in the surrounding area where it can be 
absorbed (Wardiningsih and Troynikov 2019b). Soft-shelled hip protectors are a more recent 
development where the energy created during the impact is absorbed by the padded material, as 
well as reducing the local stiffness of the greater trochanter through a “spring-in-series” mechanism 
reducing the risk of fracture (Laing and Robinovitch 2008a).  
 
2.5 Hip protectors - Effective or not?  
2.5.1 Hip protectors in clinical settings  
Hip protectors present an attractive solution for the at-risk elderly. However, often the effectiveness 
of hip protectors is debated due to limited uptake by participants in trials, some as low as 24% 
(Lauritzen et al. 1993). The effectiveness of hip protectors depends on two factors; mechanical 
features of the hip protector, and adherence to wearing the protector (Holzer et al. 2009). The 
consensus is that uptake of the device varies in clinical trials, possibly due to irritation caused by 
wearing the hip protectors for extended periods, inability to place the protectors correctly over the 
hip, a tendency of those in residential care to forget to wear them, cognitive impairment, and an 
incompatibility with those who have experienced a decline in health or are living with certain 
health conditions (Cianferotti et al. 2015, Doherty et al. 2004, Holzer et al. 2009, Laing and 
Robinovitch 2008a, Robinovitch et al. 2009, Wardiningsih and Troynikov 2019b). 
 
Opinions of individuals wearing the device, and of the care workers tasked with looking after these 
individuals provides valuable information on the pros and cons of hip protectors. Surveys have 
been used as an effective research tool providing opinions of both care workers and at-risk 
individuals. Perceptions of hip protector effectiveness from staff are largely positive, with 82% of 
respondents agreeing that the protectors keep residents safe, and 59% agreeing that the protectors 
provide peace of mind for the residents (Doherty et al. 2004). Concerns for the care workers still 
exist however, including the development of pressure ulcers, with 25% agreeing or strongly 
agreeing that wearing hip protectors may cause pressure ulcers. Other concerns include the 
suitability of wearing hip protectors at night, with 51% agreeing that hip protectors are unsuitable 
to be worn at night where the risk of falling is increased, and 54% agreeing the price of hip 
protectors are too expensive. There is also an overall negative perception regarding the 
attractiveness of hip protectors (Doherty et al. 2004, Wardiningsih and Troynikov 2019b).   
 
The effectiveness of hip protectors has been demonstrated in a randomised control trial where hip 
protectors were provided to 10 of the 28 wards in a nursing home, and the number of hip fractures 
recorded and compared between the control group and the hip protector group. Impact sustained 
directly to the hip while wearing the hip protector occurred in six different situations with no 
fractures occurring in any of the nursing home residents. Eight fractures occurred in the hip 
protector group due to a fall resulting in a direct impact to the hip, however in all eight situations 
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participants were not wearing a hip protector at the time of the fall. Although the risk of fracture 
was reduced by approximately 53% by wearing hip protectors, only 24% of the participants in the 
intervention group wore them regularly (Lauritzen et al. 1993).  
 
Other studies evaluating the effectiveness of hip protectors within nursing homes have reached 
similar conclusions. In studies where the uptake of hip protectors was high, significant differences 
in fracture rates have been observed. In one such study by Harada et al (2001) 131 falls occurred in 
88 individuals who were wearing a hip protector leading to three total fractures, only one of which 
was a hip fracture, giving an annual hip fracture rate of 1.2%. In the group not assigned hip 
protectors a total of 90 falls occurred in 76 individuals. A total of eight fractures were recorded, all 
of which were hip fractures, giving an annual hip fracture rate of 9.7%. This is a significant 
difference compared to the hip protector group (p ≤0.05). The single fracture which did occur in the 
hip protector assigned group occurred at a time when the resident was not wearing their hip 
protector. Harada et. al. (2001) indicated that 70% of individuals who were assigned hip protectors 
reported 24-hour wear, most likely due to care workers providing constant motivation and 
reminders to residents. With encouragement, residents themselves showed a concern for their 
health, especially those who have experienced falls in the past. Even those with dementia formed 
habits around the wearing of the protectors over time, whereas individuals with dementia are 
generally associated with forgetfulness and the tendency to forget to wear the protectors.  
 
In most situations, the effectiveness of hip protectors increases when combined with supplementary 
methods, and when worn by high-risk individuals. Supplementary methods include training 
sessions for the care staff and residents of the old age homes, individual risk assessment for those 
who are particularly prone to falls, and reminding residents to wear the hip protectors using 
leaflets (Doherty et al. 2004, Fortin et al. 2010, Fuchs et al. 1998, Rohrmann et al. 2008, Ward et al. 
2014). Hip protectors are also particularly effective when they are worn by individuals at a high risk 
of fracture, including those who have low BMI, or have reoccurring falls (Koike et al. 2009).  
 
2.5.2 Adherence to hip protector wear 
Situations which often deter individuals from regular hip protector wear include the development 
of skin irritation caused by the hard-plastic shell, with residents often reporting adverse skin 
reactions due to long term wear (Koike et al. 2009, Lauritzen et al. 1993). This is possibly due to the 
inability of many hip protectors to be made-to-order for the user, leading to an incorrect fit for 
many residents. Both of these issues were made known to researchers and lead to residents 
choosing to not wear the protectors (Doherty et al. 2004).  
 
Further issues include low initial uptake of the device in residential care homes and low adherence 
by the elderly, which ranges between 37% - 72% initially, and 20% - 92% for long term adherence. 
Situations which are associated with a decrease in the use of hip protectors include when fit of the 
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protectors is poor, possibly leading to the development of discomfort caused by long term wear, 
and situations where the elderly person suffers from urinary incontinence, physical weakness, or 
dementia (Cianferotti et al. 2015, O’Halloran et al. 2007).  
 
Discrepancies between results of clinical trials and laboratory assessment are another reason why 
hip protector effectiveness is still in contention. Laboratory assessment, although often complex, 
usually fails to account for individual differences observed by clinical trials. This includes 
parameters such as mass, height and trochanteric soft tissue thickness (Nasiri Sarvi and Luo 2017), 
all of which can vary greatly among individuals. Other fall parameters often unaccounted for 
during laboratory assessment include how the direction of the fall influences the effectiveness of the 
protector, what the cause of the fall was and how this will affect the directionality of the fall, and 
the height from which the fall took place (Nasiri Sarvi and Luo 2017).  
 
2.6 Impact testing  
2.6.1 Compression impact testing as a research method 
Impacting devices are widely used in engineering, medical disciplines, product development, 
sports science and fabric science. The purpose of laboratory impact testing is to develop 
understanding of materials from both theoretical and experimental perspectives (Ruiz-Herrero et 
al. 2005). Impact testing allows researchers to determine the capacity of objects to resist impact 
through the dissipation, absorption and transferring of energy. Understanding the way impact is 
minimised through use of specific materials or techniques allows for the development of new 
products. Many materials are expected to protect us from impacts of varying magnitudes, and are 
crucial to daily living, including items such as mouth guards, helmets and hip protectors, but also 
includes load bearing concrete structures (Radnić et al. 2014), and various types of composites i.e. 
foam composites and plastic reinforced composites (Kao et al. 2018, Omar et al. 2015). Development 
of products, foams, and other objects expected to receive an impact throughout their lifetime 
require extensive amounts of testing to determine suitability. One component of the testing 
required during product development includes characterisation of the stress and strain behaviour 
during and directly following an impact. Properties which are of interest to researchers includes the 
deceleration peak, dynamic elastic modulus, absorbed energy, maximum deformation, and the time 
over which the impact occurs (Ruiz-Herrero et al. 2005).  
 
Determining the compressive properties of materials requires a multifaceted approach and includes 
decisions around impact parameters, conducting the impact event in a repeatable manner, accurate 
data collection and analysis. The behaviour of test materials is largely determined by the strain rate 
applied to the object, the loading type, and the point at which material characteristics transition 
from quasi-static behaviour and strain rate effects begin (Perogamvros et al. 2016). Several 
instrumental methods are available depending on the required strain rate. Different machine types 




   
Table 2.7. Compression rate of various impact testing rigs  




















Direct impact using air gun  
 
 




machines, cam plastometer machines, drop test impact machines, SHPB and direct impact of 
samples using an air gun (Hamouda and Hashmi 1998). 
 
Difficulties that occur during the compressive testing of materials (e.g. composites, foams, concrete 
slabs, personal protective devices or equipment (PPE)) include generation of the desired stress rate, 
the inability to securely fix specimens to the test assembly, correct fixation of specimen geometry, 
test and equilibrium time, complexity of the failure mechanisms which the material may exhibit, 
accurate measurement of transient parameters, and difficulties around data collection, processing 
and interpretation (Hamouda and Hashmi 1998).  
 
2.6.2 Efficacy of filtering noise 
Success when filtering data is determined by the ability to separate the frequency of the noise from 
the frequency of the data, which are recorded simultaneously (Flyger and MacRae 2006). Strain rate, 
loading frequency and material behaviour should all be considered when data 
acquisition/sampling rate and bandwidth are being decided upon (Roeder 2013). The bandwidth is 
related to the frequency sensitivity. Data oversampling occurs when either the bandwidth or 
sampling rate are too high leading to large amounts of unnecessary data being generated, and the 
measurement of noise. Undersampling is also associated with problems, including 
underrepresentation of data points during the impact event, possibly missing important data points 
leading to false assumptions and incorrect results (Roeder 2013). In order to reduce the risk of 
generating data which may be inaccurate it is recommended that the data acquisition rate be less 
than 10 times the bandwidth (Roeder 2013).  
 
Noise can be generated by both the instrumental setup and during the impact itself, emphasising 
the importance of understanding the characteristics of the setup and therefore the sources of the 
noise (Burkhart et al. 2011). Other possible sources of noise also include vibrations that are created 
by the breaking of fibrous structures (e.g. composites) (Scarponi et al. 1996). A range of filtering 
techniques can be applied during data analysis or by the data recording setup, i.e. the charge 
amplifier. This reduces the amount of noise in the data spectrum, and produces a smoother curve, 
which assists interpretation of the data. When filtering noise from the data there is a risk of 
smoothing the peaks, removing the detail of the true force experienced by the specimen and also 
possibly phase-shifting the signal (Gardner et al. 1998, Ruiz and Mines 1985). The efficacy of using 
data filtering techniques is therefore often scrutinized due to the fact that removing certain signal 
frequencies is technically modification and distortion of data which was created during the test 
(Yang et al. 2014).  
 
Filtering is often a required component of “cleaning” the data before interpretation, but strict 
requirements need to be adhered to, with thought given to variables such as the designated start 
and end of the recorded data. Recommendations such as filtering of data above 600 Hz for 
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automotive impact testing could be problematic due to the “blanket approach” in various 
situations. This approach does not take into account instrumental differences and procedural 
differences that occur between testing facilities, such as resonance of the equipment, specimens and 
other instrumentation (Burkhart et al. 2011). The integration of modern digital control and 
recording systems also may lead to over-reliance on the automatic processes which take place with 
little, or no, questioning of the methods used, and no evaluation of whether the results generated 
are useful (Roeder 2013). The use of these digital systems should not be considered a replacement 
for skilled engineers and technicians who ought to be consulted before any testing, recording and 
analysis tales place.   
 
2.6.3 Operational principles of drop tower impact testing 
An impact refers to the meeting of two bodies with force. In the case of a drop weight impact test, 
this is the impactor and the specimen. Once collision occurs the contact force develops as the 
impactor indents the specimen (Chai and Manikandan 2014). In order to optimise the material for 
use as a component of other products its behaviour must be characterised. The drop weight impact 
test uses a weighted impactor, which falls from a predetermined height striking the specimen 
positioned on a test plate in the horizontal plane. Drop weight testing does not usually cause 
complete destruction of the sample, instead usually some rebounding occurs which may be of 
interest (Ahmed and Wei 2015). Non-destructive impact tests allow for further evaluation using 
visual and other measurement based methods including optical microscopy, X-ray, laser optics, 
acoustic emission and ultrasonic techniques (Ahmed and Wei 2015).     
 
Drop tower rigs are most useful to measure the compressive behaviour of objects while under 
medium strain situations, at a strain rate of approximately 0.1-500 s!! (Hamouda and Hashmi 
1998). They work by converting their gravitational potential energy, gained by raising the weight to 
a specified height, and then converted to kinetic energy as it is pulled towards a specimen by 
gravity. These typically employ a variable impacting device which can be raised to specific heights, 
in turn varying the velocity and force of the resultant impact event. The impactor is allowed to fall 
under its own weight while being guided towards the sample, while the impact force and 
acceleration data is recorded using a force sensor placed below the sample measuring the force 
transmitted through the sample, and accelerometers attached to the impacting device (Caserta et al. 
2011, Ruznan et al. 2018). However, to ensure that impact occurs at the desired location the device 
must be guided towards the sample, causing friction between the guide rails and the flight bridge 
to which the impactor is attached. It has been reported that energy loss between 12-14% is not 
uncommon (Feraboli 2006). This energy loss has potential to lead to miscalculations, and/or 
incorrect conclusions during and after analysis. 
 
In certain drop tests, it may be beneficial to use the item or material being measured as the 
impactor. Tests which use this method use accelerometers and force metres attached or integrated 
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into the object being tested. This is particularly useful when impact protecting devices such as 
helmets are being tested. Drop tests help develop understanding of how forces change as the 
surface being impacted changes, or how the angle of impact changes the amount of force 
transmitted through the device. Drop rigs also suffer from system ringing (Zhu et al. 2011) affecting 
how data is recorded, processed and interpreted. Sample stiffness, mass, support or impactor type 
may influence the amount of vibration during the test. Therefore before dynamic impact testing 
occurs it is recommended that modal testing be undertaken in order to identify the predominant 
frequencies of the hammer and sample (Zhu et al. 2009). Modal testing is the construction of 
mathematical models, using test data, in order to describe the vibrational properties of a structure.  
 
Impact testing using a drop rig follows a standard procedure in order to maximise the validity, 
repeatability and accuracy of each test. To accomplish this each of the various components of the 
assembly must be evaluated before testing occurs. For a drop rig this includes the accuracy of the 
accelerometer and force sensors, amplifier and method by which data is recorded. These 
components will most likely be kept constant during each test therefore any error which exists will 
be carried through the experiment if not corrected. Other components such as the impactor itself 
and material may be varied throughout the testing, but properties and life of both need to be 
considered to ensure that each test is valid.  
 
The drop weight impact rig available at the Centre for Materials and Science Technology at the 
University of Otago is displayed in figure 2.2. Permanent components of the impact rig include the 
500 kg concrete base and the 21 kg steel mass placed under the force sensor, both of which help 
absorb the vibrations created during the impact. This reduces the amount of unwanted vibrations 
measured by the force sensor (Flyger and MacRae 2006), which may be recorded as noise 
influencing the measured data. Variable components of the assembly include the striker, which has 
variable mass and shape. This is useful when trying to measure impacts of specific objects such as a 
hemisphere to represent a field hockey ball (Ruznan et al. 2018), or wedge shaped to simulate an 
impact against a sharp surface (Laing et al. 2008). Modifications to the striking plate are also 
possible. In one case an air compressor was used to apply a sideways force while an impact was 
occurring, simulating a scrape or graze (Laing et al. 2008). 
 
The piezoelectric load cell, located under the specimen plate, and the ceramic shear accelerometer 
attached to the drop assembly measure the impact force and deceleration as the striker impacts the 
object. Piezoelectric transducers, which includes accelerometers, force sensors, velocity sensors and 
torque sensors, use the piezoelectric effect. This occurs when a substance, such as single-crystal 
quartz is put under stress or strain, generating an electrical charge with an associated potential 
difference (de Silva 2006). In this case, the electrical charge is collected and transferred to a charge 
amplifier, which converts the associated electrical charge of the force sensor and accelerometer into 

















Figure 2.2. Drop-weight impact rig, University of Otago.   
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PC. The PowerLab facilitates recording, analysis and display of experimental data through its 
connection to a PC (ADInstruments 2014). Piezoelectric sensors may creep while under static 
conditions when no measurement is taking place. This is due to the sensor acting as a capacitor that 
discharges when under stress or strain, leading to small amounts of drift under static conditions 
(Flyger and MacRae 2006). A false signal generated from the interaction of two signal repetitions 
may occur if a low sampling rate is used (Flyger and MacRae 2006). This is known as aliasing. Data 
and anti-aliasing filters may improve the signal to noise ratio (Schmalzel and Rauth 2005), 
removing any noise from the signal, allowing the underlying signal measured during the impact to 
be observed. 
 
Once transferred to the PC the data can be manipulated, displayed, stored or exported to other 
format types. Rules of thumb that encourage production and collection of accurate data relate to the 
signal sampling rate and the maximum range of measurement. The frequency at which data points 
will be recorded should not exceed twice the rate of the highest frequency observed, and the 
estimated data range measured should not be more than double the highest expected amplitude 
generated during the impact (Flyger and MacRae 2006).  
 
Recording the data can take place at various sampling frequencies, with a maximum recording rate 
of 80 KHz for a single channel over the USB connection between the PC and PowerLab. This value 
is halved for the extra channel required giving a maximum recording rate of 40 KHz over two 
channels (one for the accelerometer and one for the force sensor). Once data has been generated and 
recorded, post-processing such as filtering may be required to remove any noise present in the data. 
When applying filters to the data researchers should take care as to not influence the underlying 
data, and remove only data which they know is a consequence of the system ringing. Ideally the 
filtering should occur after the data has been collected as filtering while generating data will reduce 
the maximum sampling rate (Flyger and MacRae 2006), and therefore should be applied digitally 
allowing the effect of the filtering to be evaluated (Robinovitch et al. 2009). Determining factors for 
which filtering method is used includes the frequency spectrum and the placement of the noise and 
signal within the recorded data (Flyger and MacRae 2006).  
 
Investigators may need to extract data from the curve using various equations. Information such as 
the maximum impact force, maximum transmitted force or impulse are some of the most important 
when impact testing (Ruznan et al. 2018, Tatar et al. 2014, Zahid and Chen 2014), but can also 
include time of impact, velocity of the striker, energy of the impact. In the past, equations would 
have been required in order to calculate these values, whereas currently it is possible for software to 
calculate these and other more difficult functions (e.g. calculating impulse using the integral 
function present in the Lab Chart ™ 7.4.2 software). The equations used for calculating force and 
velocity of the striker were first derived in the 16!! Century by Sir Isaac Newton (Hay 1993) and are 









𝐸! = 𝑚𝑔ℎ 
 
Where: 
 𝐸! is kinetic energy, measured in joules (J) 
 𝐸! is gravitational potential energy, measured in joules (J) 
 𝑚 is the mass of the assembly, measured in kilograms (kg) 
 𝑣 is the velocity of the striker, measured in metres per second (m/s)  
𝑔 is the acceleration due to gravity, and is a constant taken to be 9.805 m/s! (Hay 1993) 
(measured in m/s!) 
 ℎ is height or the distance of freefall, measured in metres (m)  
 
If the frictional effects (e.g. between the impactor and the air, or the guide rail and the impactor) can 
be ignored it can be assumed that all the gravitational potential energy is converted to kinetic 
energy when in contact with the material. Therefore, it is possible to assume that 𝐸! = 𝐸!.  
 
For PPE impulse is important when measuring the impact reducing properties of a material (Tatar 
et al. 2014). In the context of impact testing impulse is the amount of momentum transferred 
through a sample (Ruznan et al. 2018). Impulse can be defined via the equation: 
 
𝐼 = 𝐹∆𝑡 = 𝑚∆𝑣 
 
Where:  
 𝐼 is impulse, measured in newton second (N∙s) 
 𝐹 is force, measured in newton (N) 
 ∆𝑡 is a change in time, measured in seconds (s) 
 𝑚 is mass, measured in kilograms (kg) 
 ∆𝑣 is a change in velocity, measured in metres per second (m/s) 
 
Impulse can be calculated from the force-time curve recorded during the impact event. Using the 
integral method impulse can be defined as (Pavier et al. 2015): 
 





 𝑡! is the initial time signaling the start of the impact event 
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 𝑡! is the final time 
 𝐹 𝑡  is the transmitted force between 𝑡!  and 𝑡! 
 
Researchers may use software (e.g. LabChart!", Photron Motion Tools, or LabVIEW) (Flyger and 
MacRae 2006, Lamb and Hoshizaki 2009, Merrell et al. 2017) to complete these calculations. 
However, care needs to be taken when selecting the time period over which the integral is 
calculated. In one study, the initial time was measured from the first point of contact, and final time 
at the point where force had reached a maximum. The second half of the force-time graph was 
disregarded because it was assumed that the second half of the curve may be influenced by 
multiple impacts due to rebounding of the impactor, vibrations/reverberations which arose after 
the initial impact or general noise (Ruznan et al. 2018).        
 
Impulse is sometimes referred to as a change in momentum (𝑚∆𝑣) caused by the application of a 
force for an indiscriminate amount of time (𝐹∆𝑡). A rapid change in momentum is the major cause 
of many injuries including head injuries arising from accidents. When the head is brought to rest 
the impact can cause a variety of contact and inertial injuries (Ryan 1992). These range from 
fractures, contusions, lacerations found at the contact site, to diffuse axonal injuries, subdural 
haemorrhage and multifocal vascular injuries caused by inertial effects separate from the site of 
impact (Ryan 1992). One way in which foams and other impact attenuating materials reduce the 
force transmitted through a device is by increasing the time over which an impact occurs. For a 
given impulse, 𝐼, increasing the time, 𝑡, of the impact reduces the amount of force, 𝐹, transmitted 
through the sample.   
 
2.7 Principles of force attenuation and measurement  
2.7.1 Energy absorbing mechanisms   
Any energy converted from gravitational potential to mechanical when an impact occurs may be 
transmitted through the material. If energy does transmit through the object it has the potential to 
cause injury. To receive and absorb impacts is therefore the goal of all energy absorbing materials, 
particularly below a threshold, or upper limit, which lowers the risk of injury or object failure 
(Avalle et al. 2001). The end application of impact reducing devices, materials or techniques, will be 
highly dependent on the way they react in situations where said material, device or technique is 
exposed to high amounts of stress and force. Optimal energy absorbing materials are those which 
convert all, or most, of the kinetic energy into other forms. In order to meet these requirements 
many materials are designed to increase the amount of time over which the impact occurs (Lamb 
and Hoshizaki 2009).  
 
High impact loads or cyclic loading may initiate failure mechanisms such as cracking, elastic 
buckling, plastic collapse and cell fracture (Medding and Love 1996, Poapongsakorn and 
Kanchanomai 2013). Cracking mechanisms differ depending on the type of foam used. For 
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example, expanded polystyrene is a polymeric foam formed by the expansion of polystyrene beads. 
It is a commonly used foam in bicycle helmets as the biggest source of impact protection from head 
injury (Medding and Love 1996). Any low stress impacts above the damage threshold can cause a 
permanent change in the foam density, making the foam less effective at dissipating impact energy 
(Medding and Love 1996). The way in which the foam is expanded allows certain fracturing 
mechanisms to take place, which open and closed cell foams do not. In particular this includes 
trans-bead fracturing, fracturing along the bead boundary, and fracturing close to the bead 
boundary (Mills and Kang 1994).  
 
2.7.2 Properties of materials designed to dissipate energy    
Impacts which PPE are commonly subjected to are more often than not unexpected, short lived and 
influenced by the behaviour of the individual wearing the equipment (Verhagen et al. 2010). The 
complexity of the injury causing mechanisms means that many PPE types use a combination of 
materials that serve different purposes, while manipulating the properties associated with them. 
Physical properties of protective devices, such as a mouthguard, include shock absorbing 
capability, hardness, stiffness, tear strength and tensile strength (Knapik et al. 2007). The shock 
absorbing capability of the material is the ability of the material to reduce the force that travels from 
the surface of the material, to the individual or object it is supposed to be protecting. The extent to 
which the force travels through the material can be evaluated by examining both the rebounding 
behaviour of the impacting device, and also by measuring the amount of force that makes it 
through the protective device. If excessive rebounding occurs, it is indicative that some of the force, 
which would ideally be absorbed and dissipated by the material, is instead being transferred 
through the material with little dissipation occurring (Going et al. 1974, Knapik et al. 2007). Ideal 
materials are those which absorb 100% of the energy, however it is expected that some rebounding 
will always occur. Measuring the transmitted force, i.e. using a piezoelectric sensor, is another way 
to quantify the amount of force that the material absorbs. The more force that is absorbed as the 
impactor is slowed by the equipment, the more efficient the material is at absorbing and dissipating 
energy.   
 
Often combinations of hard and soft materials are used due to the different properties of each 
material, serving a different function in the overall product. Material hardness aids resistance to 
penetration when a load is applied (Knapik et al. 2007). Examples of material combinations include 
hard-shelled impact protectors such as versions of hip protectors and shin guards. The hard 
exterior is commonly designed to spread the force of the initial impact and resist penetration of 
objects reducing the amount of stress transmitted to the underlying soft layers (Knapik et al. 2007). 
The softer layers are more likely to deform or collapse due to the impact, resulting in the absorption 




Characteristics of materials such as density, Young’s modulus, modulus of elasticity, resistance to 
elastic and plastic deformation, or strain, are determining factors for the proportion of energy to be 
converted to other forms or transmitted through a sample. For objects made of hard materials, 
energy is dissipated through the permanent deformation of the surface which may result in 
deterioration, delamination, compression, cracking or breakage (Hassan and Cantwell 2012). Plastic 
deformation of cellular foams differs greatly from the deformation experienced by more dense 
foams or materials due to the cellular foam compaction. Plastic deformation of cellular foams is due 
cell collapse caused by buckling, cracking or plastic yielding (Rizov et al. 2005). Other softer 
materials used for impact protection, such as foams, may experience crushing, compression and 
permanent deformation including fracture if the strain is too great (Rizov 2013, Ruznan et al. 2018, 
Westerman et al. 1997).  
 
2.7.3 Characteristics of hard and soft material composites  
Products designed using both hard and soft materials, such as sandwich composite panels, are 
common due to the benefit of combining hard and soft materials. These products are designed to 
absorb energy, increase resistance to certain behaviours, including deformation and enhance the 
properties of conventional products. The success of composites has led to them featuring in the 
marine engineering, aerospace engineering, civil structures, automotive industry, transportation 
engineering and PPE areas (Flores-Johnson and Li 2011, Lee et al. 2018, Rajput et al. 2018, Rizov et 
al. 2005, Zhang et al. 2017). They feature as load bearing structures due to the good acoustic and 
thermal insulation they provide, as well as their ability to absorb large amounts of energy and their 
high resistance to corrosion (Hassan and Cantwell 2012, Rizov 2006).  
 
Generally, there are three impulse curves which characterise the impact behaviour of hard 
materials, i.e. thermoplastics. Figure 2.3 displays the three commonly observed impulse curves. The 
first (figure 2.3a) represents uniform deformation while force increases until failure indicated by the 
force falling to zero. This is followed by ringing which is a phenomenon caused by the transducer 
(Wolstenholme 1962). The second type (figure 2.3b) shows that the sample experiences plastic 
drawing (associated with plastic deformation) at a constant force once it has yielded, then tears 
when it fails. The last most common impulse diagram (figure 2.3c) is where no plastic drawing 
occurs and the elastic deformation is followed immediately by tearing (Wolstenholme 1962).  
 
Composites of hard and soft materials usually consist of a hard, external face sheet which 
sandwiches a low-density foam interior. The external face sheets help counter the external bending 
movement and in plane forces, while the internal structure helps resist transverse loading as well as 
providing bending stiffness, energy absorption, shear and fatigue characterisation (Kully 2016, 
Rizov 2006). There are however certain properties which make them less favourable to traditional 
materials, such as low transverse stiffness possibly leading to unwanted localised bending caused 






































































structures, and is often not visible on the surface of the composite but is present sub-surface (Rizov 
et al. 2005, Rizov 2006). The sub-surface damage has the possibility to affect the shear and 
compressive strength negatively impacting overall product performance. This is evident in foam 
core sandwich composites, which experience localised progressive crushing behaviour. Localised 
progressive crushing behaviour refers to the localisation of all foam crushing in the weakest layer of 
the composite when a force is applied. Once the weakest layer reaches a critical point of 
densification and the stresses increase rapidly the next weakest layer begins to experience the same 
phenomena (Rizov et al. 2005). 
 
2.7.4 Cellular materials  
Cellular materials can be classified by their morphology and topology. This includes classification 
by cell connectivity, e.g. open, closed, or semi-openness structures, and classification by cell 
arrangement. Cells can be arranged in 2D or 3D structures. 2D structures, such as honeycombs, 
contain cells arranged parallel to one another with a continuous thickness but can vary in size. 3D 
structures are connected by struts that form when the cells expand and interconnect, and vary in 
size in all dimensions (Lee et al. 2018).  
 
The impact attenuating properties of foams can be changed by introducing air cells into the 
structure, leading to a decrease in the force transmitted through the sample, while keeping other 
properties of the foam such as thickness the same. These can either be closed cell foams, where 
individual air pockets are introduced into the foam structure, or open celled foams, where the air 
pockets are allowed to increase in size until the individual cells join together creating larger air 
pockets within the structure (Westerman et al. 1997, Westerman et al. 2002). Many of these foam 
core sandwich composites use cellular foams due to the high porosity options available satisfying 
trends towards low weight and density while still being multi-functional (Lee et al. 2018). The 
porosity of cellular foams can range between 70-99.7%, demonstrating the highly interconnected 
cell network they possess, while porous foams have a porosity commonly less than 70% due to the 
discrete pores present within the structure (Lee et al. 2018). 
 
2.7.5 Behaviour of cellular structures under varying stress and strain rates 
As materials such as cellular foams are designed to absorb energy and impacts, both the dynamic 
and quasi-static properties are important to measure. This includes the compressive behaviour 
occurring at so called quasi-static (low velocity/strain-rate), transitional dynamic (medium 
velocity/strain-rate) and shock (high velocity/strain rate) strain-rates (Lee et al. 2018). Indentation, 
tests are one such test that can occur at quasi-static rates, used to measure the deformation and 
bending behaviour of a composite. The behaviour of foams is highly rate dependant. At quasi-static 
rates, many foams exhibit a linear increase in stress before reaching the plastic collapse stress which 




For many cellular materials, the plateau region starts due to the crush stress mechanism which 
causes cell wall failure, leading to densification (Donini et al. 2006). The densification of cellular 
materials is an important mechanical property to study due to its connection to other material 
properties such as energy absorption capacity during the stress plateau region (Donini et al. 2006). 
Densification strain is the strain value that corresponds to the stationary area of the stress-strain 
curve, which signals the efficiency maximum (Ha et al. 2015).   
 
In all situations that involve energy absorption and protection, densification and densification 
strain plays a part. Other behaviour such as the linear elastic response of closed-cell polymer foams 
(PVC in particular) is theorised to be due to the cell wall bending and cell face stretching. If stress 
continues to increase eventually failure occurs which is associated with the formation of plastic 
hinges and a sharp increase in stiffness and stress (Rizov 2006). An increase in the strain-rate, 
towards a low-velocity impact, is also associated with a significant increase in the plastic collapse 
stress and the plateau stress demonstrating the rate dependant stress behaviour of foams (Hassan 
and Cantwell 2012).  
 
2.8 Impact test applications in health-related interventions   
2.8.1 Fall related injuries  
The main determinant of many injuries occurring due to an impact is force transferred to the body. 
Most PPE is designed around requirements for force reduction whether used in sports (e.g. 
mouthguards, helmets and other headgear types, shin guards etc. (Knapik et al. 2007, Lamb and 
Hoshizaki 2009, Ruznan et al. 2018)), in workplaces (e.g. safety helmets, kneepads etc. (Gilchrist and 
Mills 1987, Porter et al. 2010)) or other environments (e.g. modern combat helmets, motorbike 
helmets, hip protectors etc. (Caserta et al. 2010, Caserta et al. 2011, Huang et al. 2006, Kannus and 
Parkkari 2006)). Many of these equipment types rely on foams, hard plastics, honeycomb type 
structures, or any combination of these and others, in order to absorb and dissipate energy.    
 
Falls, particularly among the elderly population, are associated with a high economic, social, 
physical and psychological cost, and are commonly associated with death or long-term disability 
(Kelly and Dowling 2004). Falling has been reported to be the number one cause of unintentional 
injury, and is one of the top five causes of external injury leading to death within the United States 
(Gardner et al. 1998, Rockett et al. 2012). Hip fracture is a commonly occurring fall related injury, 
particularly for those aged 65 and older, with fall-related injury being the sixth highest cause of 
death for those aged 65 and over (Savage and Matheis-Kraft 2001). Hip fractures are also 
particularly debilitating and expensive to treat with hospitalisations, nursing home admissions, 
physician visits and general medical attention becoming more frequent (Brown 1995). Hip fractures 




The hip protector is a product designed specifically to provide a protective barrier between the 
individual and the floor. They exist as soft-shelled, hard-shelled or a hybrid of both. Hard-shelled 
protectors usually consist of a polyurethane shell, designed to shunt and absorb the majority of the 
impact force, and a foam underside to absorb energy (Bulat et al. 2008, Quigley et al. 2007). Soft-
shelled protectors are designed to absorb and distribute the force of the fall (Bulat et al. 2008). Hip 
protectors, in specific environments, are a proven method for minimising the risk of hip fracture, 
specifically within nursing homes and for those at high risk of falls (Kannus and Parkkari 2006, 
Kelly and Dowling 2004). Patient compliance is the biggest issue associated with hip protector 
effectiveness (Kannus and Parkkari 2006, Kelly and Dowling 2004, Quigley et al. 2007, Robinovitch 
et al. 2009). This is most likely due to discomfort or irritation caused by long term wearing of the 
device, and the size of the device in some instances, negatively affecting the wearer’s body image 
and mobility.  
 
2.8.2 Hip protector design philosophy 
Currently, in North America, the range of available hip protectors varies significantly from one 
another. Although hard-shelled hip protectors were initially the most popular type of protector, 
soft–shelled protectors have become the most popular type worn by the elderly (Laing et al. 2011). 
The effectiveness of any impact attenuating device will be affected by external factors, and by the 
technical specifications of the device. In the case of hip protectors, external influences include the 
velocity of the impact, soft tissue properties of the individual and pelvic surface geometry (Laing et 
al. 2011). Hip protector foam geometry and type will also affect the way force is attenuated. In 
previous experiments an increase in foam thickness of 20mm increased the force attenuation by 
66% (Robinovitch et al. 1995).  
 
Characterisation of 26 different hip protectors, undertaken by Laing et al., (2011), gives insight on 
the variation that exists between different design types, and the effectiveness of each protector 
determined by an impact rig. Hip protector thickness ranged between 5 and 32 mm thick, and 
ranged greatly in shape, height and width. The most effective force attenuating hip protector tested 
at 3 and 4 m/s, was also the protector with the thickest foam. Univariate regression analysis 
confirmed that for 2, 3 and 4 m/s impacts the increase in pelvic width in the frontal plane when 
wearing the protector, was a significant factor (p ≤0.05) in the force reduction measured at the 
femoral neck.  The univariate regression analysis also suggested that for the 2 m/s impact, 
protector material type was a significant factor (p ≤0.05) in force reduction, and for 2 and 3 m/s 
impacts the protector geometry was a significant factor (p ≤0.05) in reducing the amount of force 
measured at the femoral neck (Laing et al. 2011).  
 
Previously conducted biomechanical studies of hip protectors suggest that certain hard-shelled 
protectors are significantly better than soft-shelled protectors at reducing the force transmitted to 
the greater trochanter (Kannus et al. 1999, van Schoor et al. 2006). However, nurses and laundry 
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personnel working within nursing homes both prefer soft-shelled protectors due to their ease of 
laundering and ease of replacement (Honkanen et al. 2006).    
 
2.8.3 Modelling hip impact using biomechanical methods  
The hip is a complex system made up of multiple components not easily modelled. Most hip 
fractures occur theoretically due to a direct impact to the greater trochanter located on the proximal 
femur (Majumder et al. 2008). However, the force that is transferred to the hip is also effected by 
soft tissue thickness (related to BMI), soft tissue stiffness, surface geometry of the hip, impact 
velocity, sex, presence of chronic conditions and low BMD (Majumder et al. 2008, Robinovitch et al. 
2009). In order to produce results that are representative of true hip impacts, the system should 
simulate as accurately as possible the pelvic anatomy, fall velocity, pelvic stiffness and the effective 
mass during the fall (Robinovitch et al. 2009). A lack of standardised test conditions and procedures 
has led to conflicting results regarding hip protector effectiveness and made it difficult for 
manufacturers to determine the effectiveness of their products (Robinovitch et al. 2009).  
 
Evaluating hip impact, and therefore the force attenuating ability of hip protectors, generally 
follows one of three principle methods, with each method associated with benefits and limitations. 
These are the mechanical testing of the protector using an impact device (Courtney et al. 1994, 
Holzer et al. 2009, Kannus et al. 1999, Laing et al. 2011, van Schoor et al. 2006), impacting 
participants in a controlled manner while they are wearing a hip protector (Laing and Robinovitch 
2008a, Parkkari et al. 1997), and the use of computer aided modelling, such as 3D finite element 
modelling (Keyak et al. 2001, Majumder et al. 2007). Computer modelling in particular is limited in 
scope, most often due to software, leading to complex interactions being unaccounted for. This 
includes the bone geometry and interaction between joints, bone heterogeneity, loading conditions, 
variable fracture location, pre-impact body movement and fall type (Keyak et al. 1997, Nasiri Sarvi 
and Luo 2017).  
 
Techniques which use participants, such as pelvic release experiments, displayed in figure 2.4 
(Laing and Robinovitch 2010), are limited primarily by the wellbeing of the participants. Although 
using living humans presents an attractive solution to limitations of cadaveric tests, they are also 
restricted by risks to participants health. Impact energy and participant age are carefully considered 
within these studies, and are strictly controlled due to ethical limitations required for keeping 
individual’s safe during testing. Due to these limitations only young adults are used, as older 
participants have an increased risk of injury, which may be caused by the experiment (Feldman and 
Robinovitch 2007, Laing and Robinovitch 2008a, Laing and Robinovitch 2010, Parkkari et al. 1997). 
Even when using young adults as participants the maximum load applied to the hip at impact is 
restricted to approximately 250 N, which is far from the 5200 N experienced during an impact 
caused by a sideways fall (Nasiri Sarvi and Luo 2017). At this loading rate, the trochanter will 




Figure 2.4. Experimental design used in pelvis release experiments to characterise pelvic 




most commonly used technique to measure hip protector effectiveness is the impact rig. A range of 
impact rig types and techniques are available, ranging in complexity from simple drop weight rigs 
(Holzer et al. 2009, Nabhani and Bamford 2002), to complicated hip impact simulators (Kannus et 
al. 1999, Laing et al. 2011), with some even implementing the use of cadaveric femora (Cheng et al. 
1997).  
 
Cadaveric studies have the benefit of using femurs from deceased individuals rather than using 
models, or substitutes, which are at best an approximation. They also allow researchers to directly 
apply the amount of force that an individual would experience during a fall and impact to the hip. 
However, changes in the skin and pelvic structure post-mortem are known to change the response 
of the femurs under impact (Nasiri Sarvi and Luo 2017). Cadaveric studies are also limited by the 
availability of samples, and the inability for replication. More often than not samples that are made 
available vary due to the natural variation that exists between humans, making comparisons 
between samples inconsistent.   
 
One solution to the issue of using cadavers has been the development of impact rigs that closely 
replicate the parameters of a fall. Most notably Robinovitch et al. (2009), have developed testing 
recommendations, in collaboration with the International Hip Protector Research Group (IHPRG) 
displayed in table 2.8. In turn, these recommendations have resulted in the development of 
pendulum or drop weight impact rigs such as the one available at Simon Fraser University, figure 
2.5a (Laing et al. 2011), designed based on said recommendations. However, complicated machines 
such as this are not always necessary. At its most basic, an impact rig consists of an impactor, an 
anvil on which the sample sits, and a force measuring device. It’s possible for researchers to modify 
a basic impact rig in order to introduce any number of the recommendations from Robinovitch et 
al., (2009). This includes, in particular, replication of pelvic soft tissue with foam or rubber, which 
has become popular in studies that evaluate hip protector effectiveness. It is important however, to 
recognise the differences between the stiffness of the foam and the stiffness of true human soft 
tissue, as well as the inability to reproduce the behaviour of the trochanter and the surrounding 
area during an impact. This inability often results in ignoring components such as ligaments and 
other connective tissues which provide stiffness and restrict movement during an impact (Nasiri 
Sarvi and Luo 2017).  
 
2.8.4 Principles of drop weight impact  
In order to maximise the validity, repeatability and accuracy of each test impact testing using a 
drop rig must follow a standard procedure. To accomplish this each of the various components of 
the assembly must be evaluated before testing occurs. Prior to any drop-weight testing the accuracy 
of the accelerometer and force sensors, amplifier, and any other method by which data is recorded, 
must be confirmed. Because these components will most likely be kept constant during each test 





Table 2.8. Recommended design parameters for biomechanical testing of hip protectors  
Parameter Recommended value or type 
 
Impact rig design 
 
Drop-weight or pendulum impact rig 
 
Effective (drop) mass 
 
28 kg (acceptable range 23-33 kg) 
 
Effective pelvic stiffness 
 
47 kN/m (acceptable range 39-55 kN/m) 
 
Soft tissue covering  
 
Polyethylene or polyurethane foam   
 
Minimum soft tissue thickness 
 






Peak compressive force for unpadded impact 
 
3.5 - 4.5 kN 
 
Time to reach peak compressive force in unpadded impact  
 
30 – 50 milliseconds 
 
Filtering of force signals  
 
 
Low pass recursive, cut off frequency = 50 Hz  
 
Data from (Robinovitch et al. 2009) 
Note. All parameters have been used in impact testing by: 
(Laing et al. 2011) 






























































Figure 2.5. Pendulum (a) and drop tower (b) systems for measuring ability of hip protectors to 







unaccounted for. Other components such as the impactor itself and material may be varied 
throughout the testing, but properties of both need to be considered to ensure that each test is valid.  
 
Many of the new hip protection products make claims of protective ability with little to no scientific 
basis, and very seldom are testing either in vitro or using impacting devices to quantify the amount 
of energy absorbed by the device. Product designers are also leaning towards thinner protectors, 
increasing user acceptability, but sacrificing impact resistant properties (Kannus and Parkkari 
2006). This is most likely done due to the aesthetic and comfortability being two of the biggest 
barriers to hip protector acceptability and therefore effectiveness (Kannus and Parkkari 2006, Kelly 
and Dowling 2004, Quigley et al. 2007, Robinovitch et al. 2009), however without impact testing the 
protective ability of a thinner product will not be known. In many situations impact testing may be 
ignored due to barriers such as access to the machines or access to individuals with enough 
experience to run the tests.   
 
In the majority of cases hip fractures are theorised to occur due to a sideways fall, causing a direct 
impact to the greater trochanter, located on proximal femur (Majumder et al. 2008). In order to 
evaluate the effectiveness of hip protectors methods have been developed that replicate as closely 
as possible the characteristics of an elderly person’s hip. Drop weight and pendulum impact rigs 
have been used as substitutes for other testing methods involving humans, cadavers, or human 
substitutes made of foam. It provides benefits over methods which involve humans and cadaver’s 
due to limitations in the number of samples available to test, reduction in maximum force applied 
to the hip, while also being customisable allowing it to model different hip parameters.  
 
Modelling hip impact using drop weight or pendulum based impact rigs requires the system to as 
accurately as possible replicate the pelvic anatomy, fall velocity, pelvic stiffness and effective mass 
during the fall (Robinovitch et al. 2009). Two models developed by Robinovitch et al. (2009) are 
displayed in figure 2.5. The pendulum (a) and drop-weight (b) based impact rigs combine 
traditional impact components such as a weighted impactor, with other components such as 
springs, foams and femur substitutes intended to simulate pelvic stiffness, soft tissue stiffness and 
soft tissue thickness.  
 
Suggested fall velocity at impact, estimated from experimental data, is approximately 3 m/s 
assuming that no compensatory behaviour occurs during the fall (Feldman and Robinovitch 2007). 
The effective mass is the summation of all the body segments which contribute to the impact 
moment (Nasiri Sarvi and Luo 2017). Effective mass is influenced by body section anthropomorphic 
parameters including mass of the specific segments, centre of mass, and the mass moment of inertia 
(Nasiri Sarvi and Luo 2017). Estimating effective mass has mostly been through pelvic release 
experiments using young adults, due to ethical and experimental limitations. Data from said 
experiments found if the knee and hand were to contact the ground just before the hip, then the 
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effective mass striking the ground would be approximately 33 kg for a young female (Robinovitch 
et al. 2009). Pelvic stiffness is related to three main components of the pelvic region; the 
compressive stiffness of the soft tissues overlying the hip region, the compressive stiffness of the 
pelvic bones themselves and the stiffness of the articulations between the trunk, pelvis and lower 
extremities (Robinovitch et al. 2009).  
 
2.8.5 Future of hip protectors 
Current hip protector designs vary immensely in shape, size, material and thickness. Within a 
relatively small amount of time hip protector design philosophy has changed, initially 
implementing hard-shelled designs, which have now mostly given away to soft-shelled designs 
(Laing et al. 2011). Many brands sell multiple variations of hip protectors aimed at the different at-
risk individuals within the elderly cohort. With the popularity of hip protectors increasing, 
innovation within this sector is strong, and novel hip protector designs are finding validation 
warranting further testing and development. One such design includes the use of an “airbag” like 
inflatable hip protector (Arjmand Boroujeni 2012), which acts like a spring. Variations on the design 
may also include a valve, or a vent, which allows air to escape when undergoing compression, and 
may also be filled with an open-celled foam aiding the re-inflation of the air cell (Tanaka et al. 2009).  
 
There is also a strong focus on hip protectors which solve the issue of user compliance. In fact, hip 
protector effectiveness is plagued by non-compliance, with adherence varying from 20-92% 
(O’Halloran et al. 2007). Although adherence to wearing the protectors is possibly influenced by a 
range of factors, most often it is caused by problems relating to comfort, fit and health related issues 
(Doherty et al. 2004), with the most common reason given for failing to wear the device being the 
device was causing discomfort (Villar et al. 1998). This possibly has played a part in the increased 
popularity of soft-shelled hip protectors as they are perceived to be more comfortable, therefore 
leading to increased adherence (Parkkari and Kannus 2009).  
 
Spacer fabrics and shear thickening fluids are two promising solutions which aim to reduce the 
amount of discomfort caused by hip protectors. Spacer fabrics consist of two different warp or weft 
knitted substrates that are joined by spacer yarns (Wardiningsih and Troynikov 2019b). They are 
used in a range of industries including medical textiles, sports textiles and undergarments (Yip and 
Ng 2008). Theoretically, spacer fabrics will increase the perceived comfort of hip protectors as they 
do not restrict air flow as much as closed cell foams, which are currently being used in most hip 
protectors (Yip and Ng 2008). Restriction of air flow around the skin surface may cause a build-up 
of moisture leading to further problems, particularly if skin health is already compromised.  
 
Shear thickening fluids are another attractive solution for use in impact protection. Shear thickening 
behaviour is non-Newtonian, and is characterised by the viscosity of the material increasing with 
the rate of shear strain that is applied. The behaviour is a consequence of concentrated suspensions 
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of particles which flow in the direction of the shear causing a decrease in viscosity (Wardiningsih 
and Troynikov 2019b). At a critical shear rate the particles are able to overcome the weak 
electrostatic repulsive forces and congregate, forming hydroclusters, allowing the fluid to exhibit 
solid like behaviour (Haris et al. 2018, Wardiningsih and Troynikov 2019b). Once the shear rate has 
decreased below the critical level the shear thickening fluid will return to its original liquid state 
making the material suitable for multiple impacts, yet remaining more comfortable while in a 
viscous state (Haris et al. 2018).  
 
One of the most important predictive factors for whether a fracture is likely to occur is the type of 
surface on which the fall happens (Marks 2010). Softer surfaces are associated with increased force 
attenuation and therefore decreased risk of fracture. The impact attenuating ability of certain 
surfaces are so great that the force transmitted to the femur is reduced below the level at which a 
fracture may occur, even when no hip protector is worn (Li et al. 2013). Of particular interest is the 
impact attenuation ability of carpet-like thick pile fabrics, which are significantly better at 
attenuating force than other floor surfaces under testing procedures which simulate hip impacts 
(Maki and Fernie 1990). The increased force attenuating ability of these surfaces associates them 
with a decrease in the proportion of hip fractures which occur on them. In one study evaluating hip 
fracture incidence rates on varying surfaces, the fracture incidence rate on 7 mm pile carpet was less 
than 1%, compared to over 6% on concrete (Gardner et al. 1998). The relative risk of falling is also 
significantly greater for concrete floors compared wooden floors, and the risk of hip fracture 
decreases from 2.31 fractures per 100 falls on carpeted wooden floors, to 4.36 fractures per 100 falls 
on carpeted concrete floors (Simpson et al. 2004).  
 
2.8.6 Energy absorption behaviour of carpet 
Carpets are a desirable wall and floor covering in many households, which are expected to undergo 
thousands of compressions within its life while still maintaining an acceptable appearance and 
walking comfort (Gupta et al. 2017). The compression and recovery behaviour of pile structures are 
complex, influenced by the fibre, yarn and fabric properties. Although not easily done, modelling 
the compression and recovery behaviour of a carpet is an important technique for prediction of 
carpet behaviour and recovery, and development of new carpet types. These models often evaluate 
total energy of pile deformation (Dayiary et al. 2009, Dayiary et al. 2010), and the effect which fibre, 
yarn and fabric variables have on the total energy of pile deformation. In particular pile length 
(height), pile density, and yarn diameter have been theoretically and experimentally evaluated.  
 
Increases in pile height are said to correspond with increases in fibre and yarn frictional area, 
increasing the amount of frictional dissipated energy that occurs as the tufts come in contact with 
one another (Dayiary et al. 2009). Theoretically pile density works on a similar, although not 
entirely the same principle, where an increase in density results in an increase in the frictional 
dissipative effect (Dayiary et al. 2010). Pile density, while playing a seemingly important role, is 
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also dependent on the other yarn variables, in particular yarn diameter. When combining high pile 
density with low yarn diameter (yarn diameter possibly being related to yarn twist and type), the 
effect of high pile density is less significant due to low yarn diameter eliminating some of the pile 
contacts between one another, reducing the frictional effects (Dayiary et al. 2010). Little 
manipulation has been undertaken beyond the scope of carpet manufacturing in order to apply it to 
other applications, for example impact protection.  
 
2.9 Summary 
Many illnesses commonly occurring as a result of ageing increase the risk of sustaining a potentially 
life threatening injury such as a hip fracture. As the proportion of elderly individuals continues to 
increase in many countries there will be continuous pressure for primary, secondary and tertiary 
medical institutions to keep up with patient admissions. If preventative measures, including the hip 
protector, continue to be promoted as a device with the potential to reduce high cost injuries such 
as hip fractures, some of the increasing pressure may be elevated.  
 
As previously mentioned, many hip protectors currently available fall into one of two categories; 
soft shelled or hard shelled. Although within these categories naturally some variation occurs, 
modern innovation of hip protector design and materials may help discredit any doubts regarding 
hip protector effectiveness, or drastically improve hip protector compliance. With the development 
of modern testing regimes and equipment by the IHPRG (Robinovitch et al. 2009), standard testing 
procedures and measures make it easier to compare performance of new and novel materials or hip 
protectors. Of particular interest is the use of fibrous textiles, which are easier to wash, more 
flexible, and better at thermoregulation than foam counterparts. If this technology was to be 
developed further, and proven effective at energy absorption and dissipation, it may challenge the 





Materials and methods 
3.1 Materials  
3.1.1 Material specifications   
Fabric set 1 
Yarn lengths were produced by the AgResearch Bioproduct and Fibre department on a Ramella 
spinning frame2. Nineteen large samples of fabric were tufted from the yarn lengths by Carpet 
Development (International) Ltd3 using a Modra Mtuft G24, commissioned by the AgResearch 
Bioproduct and Fibre department (table 3.1). The sample structures varied in pile height, stitch rate, 
twist rate, and yarn type. Each sample consisted of 100% wool, tufted into a polyester plain weave 
base.  
 
Fabric set 2 
Yarn lengths for fabric set 2 were produced by the AgResearch Bioproduct and Fibre department on 
a Ramella spinning frame. All yarns were 600/3 Tex. Low twist yarns were produced at 120 
turns/m, and high twist yarns produced at 220 turns/m. 8 fabric samples were produced by Carpet 
Development (International) Ltd using the yarn lengths on a Modra Mtuft G2 tufting machine. 
These are displayed in table 3.2. High pile height samples were shorn by Carpet Development 
(International) Ltd to a pile height of 12 mm, and low pile height samples shorn to a pile height of 
8mm. Photos of fabric parameters are displayed in figure 3.1.  
 
Foam 
A 20 mm thick polyethylene foam5, with a density of 30 kg/m!, was chosen based on 
recommendations from relevant literature (table 3.3). In literature foam or silicon usually functions 
as an artificial flesh substitute, replicating the anatomy of the greater trochanter area. The intention 
of the foam in this case was to provide protection for the impact rig components from the high 
velocity and force impacts. Use of the polyethylene foam allowed the drop height to be increased, 
thus increasing the velocity of the impact to approximately 4.2 m/s. Testing at this velocity is more 
representative of a fall an elderly individual may have.  
                                                            
2 Pietro Ramella and Company – Officina meccanica Pietro Ramella di Scipioni Giuseppe and Company, Via 
Santa Maria di Campagnate, 14, 13900 Biella, Italy 
3 Carpet Development (International) Ltd – Unit 2, Stanley Court, Alan Ramsbottom Way, Great Harwood, 
Lancashire, England 
4 Modra Technology – 10 Neilson Court, Warragul, Victoria, 3820, Australia 




Table 3.1. Sample parameters of fabrics available for part 1 
Sample ID Pile height Stitch rate Yarn twist Yarn type Yarn type 
Sample #1 Low Medium Low 600/1 Single 
Sample #2 Low Medium Low 600/2 Folded 
Sample #3 Low Medium Low 600/3 Folded 
Sample #4 Low Medium Low 600/2/3 Cabled 
Sample #5 Low High Low 600/2/3 Cabled 
Sample #6 Medium Medium Low 600/2 Folded  
Sample #7 Medium Medium Low 600/3 Folded 
Sample #8 Medium Medium Medium 600/1 Single  
Sample #9 Medium Medium High 600/1 Single 
Sample #10 Medium High  Low 600/2 Folded  
Sample #11 Medium High  Low 600/3 Folded 
Sample #12 Medium High  Medium 600/1 Single  
Sample #13 Medium High  Low 600/2/3 Cabled  
Sample #14 High Medium Low 600/1 Single 
Sample #15 High Medium Low 600/2 Folded 
Sample #16 High Medium Low 600/3 Folded 
Sample #17 High Medium Medium 600/1 Single 
Sample #18 High High Low 600/2/3 Cabled 




Table 3.2. Sample parameters of fabrics tested during part 2 
Sample ID Pile height Yarn twist Stitch rate Replicates 
HHH High High High A, B, C, D, E 
HHL High High Low A, B, C, D, E 
HLH High Low High A, B, C, D, E 
HLL High Low Low A, B, C, D, E 
LHH Low High High A, B, C, D, E 
LHL Low High Low A, B, C, D, E 
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Figure 3.1. Comparisons of fabric set 2 parameters.  





Table 3.3. Foam types and thicknesses in simulated hip impact 
Foam type Foam thickness  Foam density Author 
Polyethylene     
Polyethylene  
 
Minimum of 18 mm 
 
Not reported (Robinovitch et al. 2009) 
Low density polyethylene   5 mm 
 
40 kg/m! (Bulat et al. 2008) 
Low density polyethylene 5 mm 
 
3 lb/ft!  
(32 kg/m!) 
(Wiener et al. 2002) 
Polyethylene  20 mm 
 
Not reported (Kannus et al. 1999) 
 




80 kg/m! (Laing and Robinovitch 2008b) 
Closed cell polyethylene (LD-45) 24 mm 
 
45 kg/m! (Laing and Robinovitch 2008b) 
Plastazote (closed cell polyethylene) 12 mm 
 
Not reported (Gardner et al. 1998) 
Polyurethane     
Polyurethane  
 
Minimum of 18 mm 
 
Not reported (Robinovitch et al. 2009) 
Polyurethane 15.89 mm  
 
Not reported (Wardiningsih and Troynikov 
2018) 
 
Open cell re-bond polyurethane  24 mm 
 
96 kg/m! (Laing and Robinovitch 2008b) 
CF-45 Blue CONFOR  1 inch (~25 mm) and half 
inch (~13 mm) 
 
6 kg/m! (van Schoor et al. 2006) 
Other    




59 kg/m! (Laing and Robinovitch 2008b) 




88 kg/m! (Laing and Robinovitch 2008b) 





22 kg/m! (Laing and Robinovitch 2008b) 
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3.2 Material characterisation  
3.2.1 Fabric pile height  
Standard test methods for determination of fabric thickness were deemed unsuitable due to the 
amount of pressure exerted by the thickness gauge, causing compression of the pile. A method that 
minimised pile compression was considered more applicable. A modified pile height measuring 
method was developed, and used to avoid any pile compression. A 44 mm x 44 mm piece of stiff 
silicon (1.5 mm thick, weighing 5.4 g), which was lowered on the pile sample and used to indicate 
the height of the pile. Ten measurements per specimen were taken, with three specimens available 
per fabric sample (except fabric sample 4 except fabric set 1 where only one sample was available).   
 
3.2.2 Specimen weight  
Fabric and foam specimens were weighed using a Mettler Toledo AT400 balance6 accurate to 0.001 
g. For both fabric set 1 and 2 three samples per fabric were weighed (except fabric sample 4 in fabric 
set 1, where only one sample was available). Ten foam samples were weighed for before both the 
first and second tests. Foam and fabric samples were all 150 mm!.  
 
3.3 Experimental design, test environment, and materials 
3.3.1 Experimental design 
Fabric set 1 
Eight of the nineteen available fabric samples were selected in order to determine which of pile 
height, stitch rate, yarn twist and yarn type was significantly affecting the force attenuated during 
an impact. A list of the fabrics tested is displayed in table 3.4. Samples 3, 7 and 16 were selected to 
allow the effect of low, medium and high pile heights to be measured, while keeping all other 
variables constant. Samples 9 and 12 were selected to allow the effect of medium and high stitch 
rates to be measured, while keeping all other variables constant. Samples 8 and 9 were selected to 
allow the effect of medium and high twist rates to be measured, while keeping all other variables 
constant. And samples 1, 3 and 4 were selected to allow the effect of single, folded and cabled yarn 
types to be measured, while keeping all other variables constant. Three specimens (replicates) were 
tested per fabric sample, excluding sample 4, for which only one specimen (replicate) was available.  
 
The experimental design included ten foam tests of the foam only; five conducted at the start of the 
experiment before any fabric tests had been undertaken, and five conducted at the end after all the 
fabric samples had undergone testing. These tests gave confidence that the test equipment was not 
“drifting” between the start and end of the test procedure. 
 
  
                                                            





Table 3.4. List of fabrics tested in part 1 
List of tested set 1 fabrics  
Sample ID Pile height Stitch rate Twist Yarn type Yarn type Replicates 
 
Sample #1 Low Medium Low 600/1 Single A, B, C 
Sample #3 Low Medium Low 600/3 Folded A, B, C 
Sample #4 Low Medium Low 600/2/3 Cabled A 
Sample #7 Medium Medium Low 600/3 Folded A, B, C 
Sample #8 Medium Medium Medium 600/1 Single  A, B, C 
Sample #9 Medium Medium High 600/1 Single A, B, C 
Sample #12 Medium High  Medium 600/1 Single  A, B, C 
Sample #16 High Medium Low 600/3 Folded A, B, C 




Fabric set 2 
The second fabric set was manufactured with a 2x2x2 factorial design in mind. The two different 
levels of pile height, stitch rate and yarn twist were designated low and high. A total of 8 fabrics 
were produced, and are displayed in table 3.2. The experimental design allowed for comparisons 
among all variable levels. The experimental design included ten foam tests of the foam only; five 
conducted at the start of the experiment before any fabric tests had been undertaken, and five 
conducted at the end after all the fabric samples had undergone testing.  
 
3.3.2 Test environment  
Unless otherwise stated, tests were conducted in a standard environment (20 ± 2 ℃, 65 ± 4% R.H.). 
Foam and fabric samples were conditioned in a standard environment in accordance with ISO 
139:2005 (International Organization for Standardization 2005). As the impact testing was unable to 
be conducted in a standard environment, each specimen was transferred to the ambient testing 
laboratory in sealed bags and removed from the bag only once the test was ready to be conducted.  
Impact testing was undertaken in ambient laboratory conditions, recorded using a Tiny Tag 
environmental recorder7 (Gemini Data Loggers).  
 
3.3.3 Test procedure  
Fabric set 1 
Three fabric specimens were impact tested per fabric, except for fabric 4 for which only one sample 
was available. Each fabric specimen was situated on top of a foam specimen of equal size. All foam 
and fabric specimens were conditioned in accordance with ISO 139:2005 (International 
Organization for Standardization 2005). Six control tests were conducted, three of these before the 
testing regime had begun, and three after the testing regime had been completed. A control test was 
defined as an impact of foam only, with no fabric specimen placed on top. This was used to 
measure consistency of the impact rig throughout the testing regime, help determine from which 
drop height 3.5 kN of force is generated, and confirm consistency of the testing procedure. 
 
Fabric set 2 
Five fabric specimens were tested per sample during the second test. Each fabric specimen was 
situated on top of a foam specimen of equal size. Ten control tests were conducted, five before 
testing the fabrics, and five after. All foam and fabric specimens were conditioned in accordance 
with ISO 139:2005 (International Organization for Standardization 2005). 
 
Test procedure common to both fabric set 1 and 2 
Fabric and foam specimens were randomly assigned to one another, and the test order of all 
specimens was randomised. Each foam specimen was only subjected to a single impact. Transport 
                                                            
7 Tiny Tag – Energy Engineering, 3 Ross Street, Remuera, Auckland, New Zealand 
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of fabric and foam pairs from the standard environment to the impact rig was done with both in a 
sealed plastic bag. The fabric and foam pairs were removed from the sealed bag when ready to be 
tested. After being impacted the fabric samples were placed back into their plastic bag and re-
sealed. Fabric samples were then re-conditioned for at least 24-hours in accordance with ISO 
139:2005, and randomly assigned new foam specimens before randomising test order and 
undergoing another set of impact tests with the identical setup to the first impact.   
 
3.4 Impact testing  
Impact rig setup and principles 
Impact testing was carried out using a free-fall drop-weight impact rig. The impact rig consists of 
the flight bridge (weight of 1.135 kg), a 500 kg concrete block and 21 kg steel platform both 
intended to reduce vibration during an impact event (Flyger and MacRae 2006). A flat-faced 3.865 
kg steel impactor was used (diameter of 130 mm), giving a total impact weight of 5 kg including the 
1.135 kg flight bridge.  
 
In many tests, there can be considerable energy loss, possibly as high as 12-14% (Feraboli 2006). 
This energy loss has potential to lead to miscalculations, and/or incorrect conclusions during and 
after analysis. For these reasons two proprietary measuring devices, the piezoelectric load cell and 
the ceramic shear accelerometer, were also used to measure the impact. The impact rig uses two 
sensors a piezoelectric load cell (Kistler type 9331B, range ± 20 kN), located under the striking 
plate, and a ceramic shear accelerometer (Kistler type 8268, range ± 2000 g), placed on the flight 
bridge. The piezoelectric load cell measures the force of the impact, and a ceramic shear 
accelerometer measures the deceleration. The potential difference generated during the impact is 
fed into a charge amplifier (Kistler Charge Amplifier Type 5037), which converts the potential 
difference into a voltage. Recording of the voltage was facilitated by a PowerLab 16 SP which is 
connected to a PC. The maximum recording rate of the Kistler charge amplifier available at the 
University of Otago is 40 kHz over the two USB channels. All data collection and post processing 
(including filtering) was done using LabChart!"7.4.2 for Windows (ADInstruments 2014).  
 
If frictional effects (e.g. air resistance, or the flight assembly and the guide rail) can be ignored it can 
be assumed that all the gravitational potential energy is converted to kinetic energy when it comes 
in contact with the material (i.e. 𝐸! = 𝐸!). This allows the impact height, velocity and energy of the 
impact to be calculated. The principles of gravitational potential and kinetic energy were initially 
derived by Sir Isaac Newton in the 16!" Century, and are governed by the equations (Flyger and 
MacRae 2006, Zahid and Chen 2014):  
 









 𝐸! is kinetic energy, measured in joules (J) 
 𝐸! is gravitational potential energy, measured in joules (J) 
 𝑚 is the mass of the assembly, measured in kilograms (kg) 
 𝑣 is the velocity of the striker, measured in metres per second (m/s)  
𝑔 is the acceleration due to gravity, and is a constant taken to be 9.805 m/s! (Hay 1993) 
(measured in m/s!) 
ℎ is height or the distance of freefall, measured in metres (m).  
 
The mean force required to fracture the proximal femur of an older adult as measured across 
multiple cadaveric studies, is approximately 3.5 kN. This amount of force also easily reaches the 
peak force required to cause a fracture at the proximal femur of an adult female, while being 
slightly below the peak force required to fracture the proximal femur of an adult male (Robinovitch 
et al. 2009). A force around 3.5 kN also represents the estimated force an elderly person generates 
when falling from standing.  
 
Each specimen was placed on top of a 150 mm x 150 mm sample of closed-cell polyurethane foam 
before being impacted from a drop height of 880 mm by an impactor with a diameter of 130 mm, 
weighing 3.865 kg. The resultant total impact weight was 5 kg including the flight bridge, resulting 
in a measured force of 3.5 kN. Examples of specimen setup and drop height are displayed in figure 
3.2. Each foam sample was impacted once only before being replaced by a new sample.  
 
3.5 Analysis of results 
3.5.1 Export of impact data 
Important determinants of impact ability such as maximum force (N), maximum deceleration 
(m/s2), and impulse (N∙s) (Ruznan et al. 2018, Tatar et al. 2014, Zahid and Chen 2014), were all 
extracted using LabChart!" 7.4.2 software or calculated using the software. The maximum force of 
each impact was calculated by subtracting the baseline force from the maximum force (Flyger and 
MacRae 2006). In situations where the baseline was non-zero due to noise, the baseline was 
calculated as the mean of the first 2000 data points after the flight bridge release, but before the 
impact (Ruznan et al. 2018). Where applicable, impulse was calculated using the integral function 
available as a part of LabChart!" 7.4.2 software, with the beginning of the measurement taken as 
the 100th data point prior to the point where the force of the impact had reached 100 N. Any noise 
present throughout the experiment was mitigated using the Chart software package, made 
available as part of LabChart!" 7.4.2 software. In particular the Savitzky-Golay smoothing function 








Figure 3.2. Examples of impact rig drop height (a), and fabric and foam placement (b) 
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3.5.2 Identification and interpretation of principal variables  
Repeated-measures ANOVA was used in order to determine whether the force attenuating ability 
of each sample had deteriorated after being impacted a single time. The repeated measures analysis 
was used to detect any difference between mean peak force, mean peak deceleration and mean 
impulse (only during fabric set 1). Impulse was calculated only for fabric set 1 as it was decided that 
the computational method for calculating impulse was not robust enough. This is particularly in 
reference to determining the start point of the data, and also in reference to the high levels of 
distortion occurring on occasion during the impact event, which is possibly why no significant 
results were generated from the impulse data, in disagreement with the force and deceleration data. 
Once it was understood whether or not there was any difference in force, deceleration or impulse 
during the second impact univariate ANOVA was implemented to measure which variables were 
significantly affecting the outcomes of each impact. Both statistical procedures were undertaken 
using IBM SPSS Statistics for Windows, Version 25.0 software (IBM Corp. and 2017). Once 
determined whether or not there was a difference between the first and second impact, univariate 
ANOVA was used to determine which variables were significantly affecting how much force was 





Fabric set 1 results and discussion  
 
4.1 Results  
4.1.1 Structural properties   
Characteristics of materials (pile height and specimen weight) are presented in table 4.1, along with 
their associated standard deviation (SD) and coefficients of variation (CV%). Pile height ranged 
from 8.2 mm to 13.9 mm. Specimens labelled ‘Low’ pile height had a mean pile height of 8.4 mm, 
those labelled ‘Medium’ pile height had a mean pile height of 9.1 mm, and those labelled ‘High’ 
pile height had a mean pile height of 13.9 mm. The mean specimen weight ranged from 24.12 g per 
150 mm! to 41.28 g per 150 mm"  . All specimens were 150 mm x 150 mm in size.  
 
4.1.2 Impact testing 
Peak force (N), peak deceleration (m/s2), and calculated impulse (N∙s) for both first and second 
impacts are displayed in table 4.2 along with their associated SD and CV%. Figure 4.1a displays the 
mean peak deceleration of both impacts 1 and 2 including SD. Figure 4.1b displays the mean peak 
force of both impacts 1 and 2 along with the associated SD.  
 
4.1.3 Effect of multiple impacts  
Mean peak force  
Figure 4.1a displays the mean peak force of impact 1 and 2. Tests for equality of variances 
(Mauchly’s Test of Sphericity) for mean peak force is displayed in table C.1a (appendix). 
Greenhouse-Geisser statistic was used due to no Mauchly’s W value being generated. The 
Greenhouse-Geisser statistic reported no significant difference between the force attenuated 
between the first and second impact (F1,15	= 2.295, p ≥ 0.05), and no significant interaction effects 
between the structural variables and peak force (table 4.3). Tests of normality (Shapiro-Wilk) 
confirm that residuals were normally distributed (table C.1b) (appendix).  
 
Mean peak deceleration  
Figure 4.1b displays the mean peak deceleration of impact 1 and 2. Tests for equality of variances 
(Mauchly’s Test of Sphericity) for mean peak deceleration is displayed in table D.1a (appendix). 
Greenhouse-Geisser statistic was used due to no Mauchly’s W value being generated. Tests for 
differences in deceleration between impact 1 and 2 (table 4.4) displays which structural variables 
are significant. At the 95% significance level a statistically significant difference was reported 
between the peak deceleration of impact 1 and impact 2 (F1,15	 = 7.934, p ≤0.05), as well as a 
significant deceleration * stitch rate interaction effect (F1,15	 = 6.924, p ≤0.05). Tests of normality 












Table 4.1. Structural features of set 1 pile fabrics  
 Pile height (mm)  Fabric weight (g/150mm2) 
Sample # Mean SD CV %  Mean SD CV % 
Sample 1 
(LPH, MSR, LT, 600/1) 
 
8.57 0.29 3.43 
 
24.12 0.39 1.63 
Sample 3 
(LPH, MSR, LT, 600/3) 
 
8.33 0.24 2.91 
 
25.53 0.61 2.40 
Sample 4 
(LPH, MSR, LT, 600/2/3) 
 
8.20 N/A N/A 
 
27.32 N/A N/A 
Sample 7 
(MPH, MSR, LT, 600/3) 
 
9.35 0.23 2.45 
 
27.85 0.23 0.82 
Sample 8 
(MPH, MSR, MT, 600/1) 
 
9.00 0.18 1.95 
 
27.35 0.53 1.94 
Sample 9 
(MPH, MSR, HT, 600/1) 
 
8.77 0.36 4.15 
 
29.80 0.21 0.70 
Sample 12 
(MPH, HSR, MT, 600/1) 
 
9.47 0.15 1.56 
 
34.08 0.61 1.78 
Sample 16 
(HPH, MSR, LT, 600/2/3) 
 
13.88 0.25 1.80 
 
41.28 1.59 3.84 
LPH – low pile height 
MPH – medium pile height 
HPH – high pile height  
MSR – medium stitch rate  
HSR – high stitch rate  
LT – low yarn twist  
MT – medium yarn twist 







Table 4.2. Fabric set 1 mean force, deceleration, and impulse  
        Impact 1        Impact 2 
Sample # Mean SD CV %  Mean  SD CV % 
Force (N)        
Initial Control 3415.7 50.55 1.48  3586.1 96.35 2.69 
Sample 1 3009.1 27.76 0.92  2991.8 57.61 1.93 
Sample 3 2964.8 78.34 2.64  2991.6 74.33 2.48 
Sample 4 2940.5 N/A N/A  2938.5 N/A N/A 
Sample 7 2910.9 64.65 2.22  2969.6 35.00 1.18 
Sample 8 2950.1 41.57 1.41  2925.9 35.16 1.20 
Sample 9 3006.9 34.06 1.13  3072.0 5.46 0.18 
Sample 12 2879.2 7.50 0.26  2868.6 46.91 1.64 
Sample 16 2715.4 30.75 1.13  2794.8 69.24 2.48 
Final Control  3521.6 76.88 2.18  3685.6 70.71 1.92 
        
Deceleration (m/s2)        
Initial Control 70.7 0.87 1.22  74.2 1.78 2.40 
Sample 1 62.8 0.61 0.97  62.2 0.69 1.11 
Sample 3 62.0 1.90 3.06  62.3 1.27 2.04 
Sample 4 61.6 N/A N/A  62.2 N/A N/A 
Sample 7 60.9 1.56 2.56  62.0 0.87 1.41 
Sample 8 61.2 1.08 1.76  61.5 0.91 1.48 
Sample 9 63.5 0.55 0.87  63.8 0.31 0.48 
Sample 12 60.9 0.82 1.34  59.7 0.85 1.43 
Sample 16 57.0 0.60 1.06  58.0 1.50 2.58 
Final Control  73.1 1.87 2.56  76.3 1.83 2.40 
        
Impulse (N.s)        
Initial Control 14.27 0.42 2.96  13.8 0.83 5.99 
Sample 1 14.12 0.44 3.12  13.7 0.44 3.19 
Sample 3 14.16 0.16 1.15  14.2 0.14 1.00 
Sample 4 14.66 N/A N/A  14.8 N/A N/A 
Sample 7 13.93 0.66 4.70  14.2 0.80 5.63 
Sample 8 14.14 0.10 0.68  14.0 0.78 5.58 
Sample 9 14.31 0.41 2.88  14.2 0.46 3.22 
Sample 12 14.64 0.35 2.38  14.2 0.57 4.04 
Sample 16 14.80 0.14 0.95  13.3 0.34 2.56 




Table 4.3. Test for differences in force between first and second impact (repeated measures) 
Source 
Type III Sum  
of Squares df Mean Square F p-value Sig. 
Force Greenhouse-Geisser 4372.707 1.000 4372.707 2.295 .152 NS 
Force * pile height Greenhouse-Geisser 2495.681 2.000 1247.841 .655 .535 NS 
Force * stitch rate Greenhouse-Geisser 115.320 1.000 115.320 .061 .809 NS 
Force * yarn twist Greenhouse-Geisser 5681.101 1.000 5681.101 2.981 .106 NS 
Force * yarn type Greenhouse-Geisser 1777.260 2.000 888.630 .466 .637 NS 




Table 4.4.  Test for differences in deceleration between first and second impact (repeated 
measures) 
Source  
Type III Sum  
of Squares df Mean Square F p-value Sig. 
 
Deceleration Greenhouse-Geisser 75.402 1.000 75.402 7.934 .014 p ≤0.05 
 
Deceleration *  
pile height Greenhouse-Geisser 9.938 2.000 4.969 .523 .604 NS 
 
Deceleration * 
stitch rate Greenhouse-Geisser 65.801 1.000 65.801 6.924 .020 p ≤0.05 
 
Deceleration *  
yarn twist Greenhouse-Geisser 3.521 1.000 3.521 .370 .552 NS 
 
Deceleration *  
yarn type Greenhouse-Geisser 7.704 2.000 3.852 .405 .674 NS 







Figure 4.1. Fabric set 1 mean peak force (SD) across impact 1 and 2 (a) and mean peak 
















































4.1.4 Determination of fabric variable significance  
Mean peak force  
Univariate ANOVA was conducted on the combined mean peak force of impact in tests 1 and 2, 
after repeated measures analysis confirmed that impact force between the impact 1 and 2 did not 
differ significantly. The ANOVA included the control variable level labelled “foam only”, which 
refers to an impact test of foam only, and did not include fabric sample 4A, for which only one 
replicate was tested. Table 4.5 displays the tests for significance of fabric set 1 variables. Pile height 
(F2,20	= 16.2, p ≤0.01) and yarn twist (F1,20	= 6.2, p ≤0.05) are the two most significant variables in 
determining the amount of force attenuated during an impact, while neither stitch rate and yarn 
twist were significant.  
 
Tukey’s HSD was used to determine which levels of each variables were different from one 
another. Tukey’s HSD for pile height, yarn twist, stitch rate and yarn type are displayed in table 4.6. 
Pile height, yarn twist and linear density have been divided into 3 distinct subsets, while stitch rate 
was split into 2 subsets. Variables in subset 1 were associated with the lowest mean force, and 
include high pile height, medium and low twist, high and medium stitch rate, and the 600/3 yarn 
type. Variables in subset 2 or 3 were associated with the higher, or highest, mean impact force, and 
always included the foam only test. Variables grouped into the same Tukey’s subset indicated no 
difference. In this case low and medium pile height, low and medium yarn twist, and high and 
medium stitch rate have been grouped together.  
 
4.2 Discussion 
Results of the first round of impact tests suggested that only pile height and yarn twist were 
significantly affecting the force attenuated during the impact test, with pile height was significant at 
the 99% level, and yarn twist at the 95% level. Both stitch rate and yarn type were non-significant. 
An imperfect experimental design due to the unavailability of specific samples, particularly for 
high stitch rate where only three samples were tested, and low stitch rate where no samples were 
tested, limited which comparisons were able to be made. It is possible that the number of samples 
available for specific variables affected the sensitivity of statistical significance to be detected. 
However, three samples were enough to detect statistical significance for certain levels of high pile 
height and yarn twist. In future tests, the imbalance of sample numbers was corrected. As Tukey’s 
indicated significant differences in variable levels those which are grouped together, and therefore 
are not significantly different from one another, were reduced to only include one of the two levels.  
 
When trying to measure the effectiveness of a device during an impact test, particularly of hip 
protecting devices, peak force is considered the most important main outcome variable. In the best-
case scenario, addition of a pile fabric was enough to reduce the force transmitted through the foam 





Table 4.5. Tests for significance of fabric set 1 structural variables 
Univariate ANOVA Tests of Between-Subjects effects on mean force* 
Source Type III Sum of Squares df Mean Square F p-value Sig. 
Corrected Model 1947111.9a 7.000 278158.8 108.8 0.00 p ≤0.01 
Intercept 227454554.9 1.000 227454554.9 88932.0 0.00 p ≤0.01 
Pile height 82799.1 2.000 41399.5 16.2 0.00 p ≤0.01 
Stitch rate 5735.0 1.000 5735.0 2.2 0.15 NS 
Yarn twist 15795.3 1.000 15795.3 6.2 0.02 p ≤0.05 
Yarn type 915.1 1.000 915.1 0.4 0.56 NS 
Error 48594.8 19.000 2557.6    
       
a. R Squared = .976 (Adjusted R Squared = .967) 
* including controls, not including sample 4A 
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Table 4.6. Groupings of force variable levels displaying significant differences (first impact, 
fabric set 1) 
a. Pile height 
First impact force  
Pile height Number of samples 
Subset 
1 2 3 
High (~14mm) 3 2762.7   
Medium (~9mm) 12  2952.1  
Low (~8mm) 6  2994.0  
Control (foam only) 6   3556.6 
Sig.  1.000 0.542 1.000 
 
b. Yarn twist  
First impact force 
Yarn twist Number of samples 
Subset 
1 2 3 
Medium 6 2909.7   
Low 12 2924.2   
High 3  3043.2  
 Control (foam only) 6   3556.6 
Sig.  0.965 1.000 1.000 
c. Stitch rate 
First impact force 
Stitch rate Number of samples 
Subset 
1 2 
High 3 2878.8  
Medium 18 2946.8  
Control (foam only) 6  3556.6 
Sig.  0.095 1.000 
d. Yarn type 
First impact force 
Yarn type Number of samples 
Subset 
1 2 3 
600/3 9 2896.8   
600/1 12  2967.2  
Control (foam only) 6   3556.6 
Sig.  1.000 1.000 1.000 
 
Means for groups in homogeneous subsets are displayed. 
Based on observed means. 
The error term is Mean Square(Error) = 2557.623. 
a. Uses Harmonic Mean Sample Size = 5.333. 
b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed. 




transmitted through the foam by 12%, or 400 N.   
 
Impact experiments of this kind are not commonly undertaken, particularly testing of pile fabrics. 
In this case where few direct experimental comparisons are available, investigations on tests which 
evaluate the compression of carpets experimentally and theoretically were used due to the 
similarities in behaviour between the cut pile fibres which make up carpets, and the fibrous 
interventions of the fabrics which have been impact tested. These types of experiments often 
consider pile height (or length), stitch density (or pile density) and yarn diameter (correlated with 
yarn twist) as some of the main determinants of the compressive behaviour of pile fabrics (Dayiary 
et al. 2009, 2010).  
 
Theoretically, energy is lost during pile compression through three mechanisms (figure 4.2) 
(Dayiary 2015):  
 
The initial bending of the pile fibres and yarns (a). 
 
Frictional loose energy caused by the interaction between adjacent fibres and yarns (b). 
 
The end of the bending movement of the pile fibres and yarns (called the jamming 
mode) (c).  
 
Frictional loose energy is one of the biggest contributors to energy loss caused by the compression 
of pile fibres and yarns. It occurs as the straight portion of the pile fibres and yarns come in contact 
with one another resulting in friction, causing a loss in stored energy (Dayiary et al. 2009). The 
amount of stored energy lost during compression is dependent primarily on the pile height, stitch 
density and yarn diameter. Any increase of a parameter which results in an increase of friction 
between the pile fibres and yarns will therefore result in an increase in the amount of energy lost 
during compression. Other methods through which energy is lost during compression include the 
jamming mode, occurring when the yarns are most compressed, and through yarn resistance to 
bending (bending energy). Yarn characteristics which affect the bending behaviour of the pile yarns 
includes most notably the length of the yarn (pile height).  
 
Increases in pile height should be associated with an increase in the amount of energy dissipated by 
the fabric samples. It is likely that taller pile fabrics will result in an increase in the frictional energy 
dissipated during compression, as well as an increase in the energy lost through resistance to yarn 
bending, causing less energy to be transferred through the fabric sample. Experimental data 
generated during the impact testing of the first set of fabrics demonstrated this, the increased pile 



































































energy to be converted into thermal and other energy types, through friction.  
 
Yarn twist (yarn diameter) was also associated with a change in the force and deceleration 
dissipated by the fabric samples. In particular, low yarn twist (or increasing yarn diameter) lead to 
an increase in the amount of force dissipated by the fabric sample. Those samples which had a low 
yarn twist experienced more yarn-yarn and fibre-fibre interactions, causing more energy to be lost 
through frictional loose energy. High yarn twist samples are less likely to experience as much yarn-
yarn interactions, therefore less energy was lost through friction.   
 
During the impact test of the first set of fabrics, stitch rate was the only non-statistically significant 
variable. As pile density/stitch rate increased so dis the number of pile yarns, leading to an increase 
in the amount of yarn-yarn and fibre-fibre interactions, leading to more energy loss through friction 
(Dayiary et al. 2010). It would be expected then that testing samples with high stitch rates will result 
in a greater reduction in force and deceleration when compared to the medium stitch rate samples. 
However, this was not the case, as the effect of stitch rate was non-significant. Keeping all other 
variables constant, samples with a high stitch rate (sample 12) were not significantly different when 
compared to samples with medium stitch rate (sample 8). The effect of stitch rate may also be 
effected by yarn twist, particularly when yarn twist is high. When yarn twist is high the effect of 
stitch rate may be more important due to the reduction in interactions between yarns, particularly 
at low stitch rates where yarns are more spread out, limiting the effect of stitch density (Dayiary et 






Fabric set 2 results and discussion 
  
5.1 Results 
5.1.1 Structural properties 
Table 5.1 display the means, standard deviation (SD) and coefficient of variation (CV%) structural 
features of the fabric specimens. The mean foam weight was 14.5 g per 150 mm! (SD of 0.31 g, CV% 
of 2.14%). The measured pile height of fabrics designated as low pile height was 10.9 mm, with a 
range of 10.3 mm - 11.9 mm (fabrics designated as low pile height were reportedly shaved to a pile 
height of 8 mm by Carpet Development (International) Ltd). Fabrics designated as high pile height 
measured had a mean of 14.8 mm, with a range of 14.4 mm – 15.1 mm (high pile height fabrics were 
reportedly shaved to a pile height of 12 mm by Carpet Development (International) Ltd). Mean 
fabric weight ranged from 38.5 g per 150 mm! to 53.1 g per 150 mm! for low pile height fabrics, and 
ranged between 54.4 g per 150 mm! to 77.1 g per 150 mm!. 
  
5.1.2 Impact testing   
Figure 5.1 displays mean peak force of impact 1 and 2 (a), and the mean peak deceleration of impact 
1 and 2 (b). Figure 5.2 displays minimum and maximum force values for the first (a) and second (b) 
impact tests, while figure 5.3 displays the minimum and maximum deceleration values of the first 
(a) and second (b) tests (including the initial control, CI, and final control, CF). The low pile height, 
high twist, high stitch rate specimens reduced the least amount of force (mean peak force of 2944.2 
N), while the high pile height, low twist, low stitch rate specimens reduced the most force (mean 
peak force of 2595.4 N). The difference in force between the worst performing and best performing 
fabrics was 12% for both the first and second impacts. On average the high pile height specimens 
attenuated approximately 7% more force than their low pile height counterparts during the first 
and second impacts. Table 5.2 displays results of the impact tests measured in mean peak force and 
mean peak deceleration along with their associated SD and CV%. The CV% was less than 2% for 
75% of specimens during the first impact, and 85% of specimens during the second impact.  
 
5.1.3 Analysis of effect of multiple impacts  
Mean peak force  
Mauchly’s test for equality of variances (Test of Sphericity) is displayed in table C.1 (appendix). The 
Greenhouse-Geisser value was non-significant, therefore equality of variances can be assumed. 
Tests for significant differences between the first and second impacts are displayed in table 5.3. A 
significant result (F!,!" = 5.216, p ≤0.05), was reported for the ‘mean peak force’ measure suggesting 
a significant difference occurring between the first and second test was observed. No other 




Table 5.1. Structural features of set 2 pile fabrics 
 Pile height (mm)  Fabric weight (g per 150mm2) 
Sample ID Mean SD CV %  Mean SD CV % 
HHH 
(HPH, HT, HSR) 14.4 0.75 5.22  77.1 1.97 2.55 
HHL 
(HPH, HT, LSR) 15.1 0.17 1.15  59.6 1.74 2.93 
HLH 
(HPH, LT, HSR) 14.7 0.67 4.52  70.6 0.57 0.81 
HLL 
(HPH, LT, LSR) 15.1 0.45 2.99  54.4 0.64 1.17 
LHH 
(LPH, HT, HSR) 10.3 0.44 4.28  53.1 0.46 0.87 
LHL 
(LPH, HT, LSR) 11.1 0.40 3.63  41.2 0.36 0.88 
LLH 
(LPH, LT, HSR) 10.8 0.36 3.32  50.6 1.12 2.22 
LLL 
(LPH, LT, LSR) 11.3 0.29 2.54  38.5 0.20 0.51 
HPH – high pile height  
LPH – low pile height 
HT – high yarn twist 
LT – low yarn twist  
HSR – high stitch rate  











Figure 5.1. Fabric set 2 mean peak force (SD) across impact 1 and 2 (a), and mean peak 






































































































































Figure 5.3. Fabric set 2 minimum and maximum deceleration values across first (a) and second 













































































Table 5.2. Fabric set 2 mean force and deceleration 
 
First Impact  Second Impact 
Sample ID Mean SD CV %  Mean  SD CV % 
Force (N)        
Initial Control  3520.8 112.01 3.18 
 3446.6 24.55 0.71 
HHH 2712.6 10.54 0.39 
 2703.9 20.16 0.75 
HHL 2744.1 34.71 1.26 
 2733.3 8.75 0.32 
HLH 2625.4 38.00 1.45 
 2604.3 15.64 0.60 
HLL 2593.3 27.72 1.07 
 2597.5 21.10 0.81 
LHH 2949.0 22.05 0.75 
 2939.4 51.72 1.76 
LHL 2908.1 68.54 2.36 
 2870.7 16.83 0.59 
LLH 2792.7 17.35 0.62 
 2828.2 97.73 3.46 
LLL 2799.6 59.84 2.14 
 2778.3 16.28 0.59 
Final Control  3518.3 39.76 1.13 
 3458.2 43.76 1.27 
 
Deceleration (m/s2) 
Initial Control  74.0 2.00 2.70 
 72.3 0.73 1.01 
HHH 57.1 0.67 1.17 
 56.6 0.43 0.76 
HHL 57.5 0.96 1.67 
 57.5 0.42 0.72 
HLH 54.9 0.66 1.20 
 54.8 0.48 0.87 
HLL 54.7 0.69 1.26 
 54.9 0.44 0.79 
LHH 62.0 0.79 1.27 
 61.9 1.40 2.26 
LHL 60.9 1.00 1.65 
 60.3 0.71 1.18 
LLH 59.1 0.48 0.82 
 59.9 1.65 2.75 
LLL 58.8 1.21 2.06 
 58.3 0.09 0.15 
Final Control  74.5 0.61 0.81  72.3 0.76 1.05 
HHH – high pile height, high yarn twist, high stitch rate  
HHL – high pile height, high yarn twist, low stitch rate 
HLH – high pile height, low yarn twist, high stitch rate  
HLL – high pile height, low yarn twist, low stitch rate 
LHH – low pile height, high yarn twist, high stitch rate 
LHL – low pile height, high yarn twist, low stitch rate  
LLH – low pile height, low yarn twist, high stitch rate  
LLL – low pile height, low yarn twist, low stitch rate  
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Table 5.3. Test for differences in force between first and second impact (repeated measures) 
Source 
Type III Sum 
of Squares df Mean Square F p-value Sig. 
Force Greenhouse-Geisser 11502.087 1.000 11502.087 5.216 0.028 p ≤0.05 
Force * pile height Greenhouse-Geisser 127.908 1.000 127.908 0.058 0.811 NS 
Force * yarn twist Greenhouse-Geisser 658.472 1.000 658.472 0.299 0.588 NS 
Force * stitch rate Greenhouse-Geisser 1873.3 1.000 1873.3 0.849 0.362 NS 
Error (Force) Greenhouse-Geisser 88214.536 40.000 2205.363 
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Mean peak deceleration 
Repeated measures ANOVA was performed on the mean peak deceleration data. Equality of 
variances was confirmed (non-significant Greenhouse-Geisser value) using Mauchly’s Test of 
Sphericity (table D.1) (appendix). A significant result (F!,!" = 6.518, p ≤0.01) was reported for the 
‘deceleration’ measure (table 5.4), suggesting there is a difference between the amount of 
deceleration attenuated during the first and second impacts. No other variables were significantly 
different between first and second impacts. 
 
5.1.4 Determination of fabric variable significance 
Univariate ANOVA was performed separately for both impact 1 and impact 2 force and 
deceleration data after repeated measures ANOVA reported significant differences between 
impacts 1 and 2 for both deceleration and force. The ANOVA revealed which variables were 
significantly affecting the amount of force dissipated by the fabric sample. During the first impact 
pile height (F!,!" = 136.554, p ≤0.01), and yarn twist (F!,!" = 57.588, p ≤0.01) were the only two 
variables significantly reducing the transmitted force (table 5.5). Similarly pile height (F!,!" = 
166.002, p ≤0.01) and yarn twist (F!,!" = 60.974, p ≤0.01) were the only two variables significantly 
reducing the amount of deceleration transmitted through the fabric samples during the first impact 
(table 5.7). During the second impact both pile height (F!,!" = 234.081, p ≤0.01) and yarn twist (F!,!" 
= 74.614, p ≤0.01) were significantly affecting the amount of force transmitted (table 5.9), however 
the pile height * stitch rate interaction effect (F!,!" = 7.722, p ≤0.01) was also significant. Pile height 
(F!,!" = 244.512, p ≤0.01), yarn twist (F!,!" = 64.907, p ≤0.01), stitch rate (F!,!" = 4.310, p ≤0.05) and the 
pile height * stitch rate (F!,!" = 15.845, p ≤0.01) were all significantly effecting the amount of 
deceleration transmitted through the fabric samples (table 5.11) during the second impact.   
 
Tukeys HSD confirmed that low and high stitch rate variables were not significantly different for 
both deceleration and force during impacts 1 and 2 (tables 5.6c, 5.8c, 5.10c, 5.12c). Differences in low 
and high pile height (tables 5.6a, 5.8a, 5.10a, 5.12a) as well as low and high yarn twist (tables 5.6b, 
5.8b, 5.10b, 5.12b) were all significantly different for both deceleration and force during impact 1 
and impact 2.  
 
5.2 Discussion 
The purpose of investigating fabrics in set 1 was to identify which variables had a significant effect 
on fabric performance during impact, and so determine parameters to include in manufacture of set 
2 fabrics. The second set of fabrics was manufactured with a 2x2x2 experimental design (pile height, 
yarn twist and stitch rate), allowing for comparisons of effects to be made across all three variables. 
The yarn type variable was eliminated based on results from set 1, and the number of levels for 





Table 5.4. Test for differences in deceleration between first and second impact (repeated 
measures) 
Source 
Type III Sum  
of Squares df Mean Square F p-value  Sig. 
Deceleration Greenhouse-Geisser 6.518 1.000 6.518 7.523 0.009 p ≤0.01 
Deceleration * pile height Greenhouse-Geisser 0.030 1.000 0.03 0.035 0.853 NS 
Deceleration * yarn twist Greenhouse-Geisser 0.357 1.000 0.357 0.412 0.525 NS 
Deceleration * stitch rate Greenhouse-Geisser 0.624 1.000 0.624 0.72 0.401 NS 
Error (Deceleration) Greenhouse-Geisser 34.654 40.000 0.866 





   
Table 5.5. Fabric set 2 first impact force – significance of structural variables 
 
Univariate ANOVA test for significance of variables 
Source 
Type III Sum 
of Squares df Mean Square F p-value Sig. 
Corrected Model 5088645.709 8 636080.714 239.093 0.000  
Intercept 420444503.843 1 420444503.843 158038.329 0.000  
Pile height 363287.485 1 363287.485 136.554 0.000 p ≤0.01 
Yarn twist 153207.731 1 153207.731 57.588 0.000 p ≤0.01 
Stitch rate 724.923 1 724.923 0.272 0.605 NS 
Pile height * yarn twist 434.810 1 434.810 0.163 0.688 NS 
Pile height * stitch rate 675.490 1 675.490 0.254 0.617 NS 
Yarn twist * stitch rate 150.055 1 150.055 0.056 0.813 NS 
Pile height * yarn twist * 
stitch rate 7508.365 1 7508.365 2.822 0.101 NS 
Error 106415.832 40 2660.396    
a. R Squared = .980 (Adjusted R Squared = .975) 
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Table 5.6. Tukey’s HSD test for significant differences in force variable levels (first impact, 
fabric set 2) 
a. Pile height 
First impact force  
Pile height Number of samples 
Subset 
1 2 3 
High (~15mm) 20 2668.83   
Low (~11mm) 19  2857.83  
Control 10   3519.54 
Sig.  1.000 1.000 1.000 
 
b. Yarn twist 
First impact force 
Yarn twist Number of samples 
Subset 
1 2 3 
Low (120 turns/m) 20 2702.76   
High (220 turns/m) 19  2822.11  
 Control 10   3519.54 
Sig.  1.000 1.000 1.000 
 
c. Stitch rate 
First impact force 




(48 stitches per 100mm) 
19 2760.51  
Low  
(34 stitches per 100mm) 
20 2761.29  
Control 10  3519.54 
 Sig.  0.999 1.000 
 
Means for groups in homogeneous subsets are displayed. 
 Based on observed means. 
 The error term is Mean Square(Error) = 2660.396. 
a. Uses Harmonic Mean Sample Size = 14.805. 
b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed. 
c. Alpha = .05. 




Table 5.7. Fabric set 2 first impact deceleration – significance of structural variables 
 
Univariate ANOVA test for significance of variables 
Source 
Type III Sum  
of Squares df Mean Square F p-value  Sig. 
Corrected Model 2319.461a 8 289.933 292.278 0.000  
Intercept 186091.019 1 186091.019 187596.480 0.000  
Pile height 166.002 1 166.002 167.344 0.000 p ≤0.01 
Yarn twist 60.485 1 60.485 60.974 0.000 p ≤0.01 
Stitch rate .858 1 0.858 0.865 0.358 NS 
Pile height * yarn twist .007 1 0.007 0.007 0.932 NS 
Pile height * stitch rate 1.171 1 1.171 1.180 0.284 NS 
Yarn twist * stitch rate .007 1 0.007 0.007 0.932 NS 
Pile height * yarn twist * 
stitch rate 1.105 1 1.105 1.113 0.298 NS 
Error 39.679 40 0.992    




Table 5.8. Tukey’s HSD test for significant differences in deceleration variable levels (first 
impact, fabric set 2) 
a. Pile height 
First impact deceleration  
Pile height Number of samples 
Subset 
1 2 3 
High (~15 mm) 20 56.05   
Low (~11 mm) 19  60.09  
Control 10   74.25 
Sig.  1.000 1.000 1.000 
 
b. Yarn twist 
First impact deceleration 
Yarn twist Number of samples 
Subset 
1 2 3 
Low (120 turns/m) 20 56.87   
High (220 turns/m) 19  59.23  
Control 10   74.25 
Sig.  1.000 1.000 1.000 
 
c. Stitch rate 
First impact deceleration 








(48 stitches per 100 mm) 
19 58.07 
 
Control 10  74.25 
 Sig.  0.957 1.000 
Means for groups in homogeneous subsets are displayed. 
 Based on observed means. 
 The error term is Mean Square(Error) = .992. 
a. Uses Harmonic Mean Sample Size = 14.805. 
b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed. 
c. Alpha = .05. 






Table 5.9.  Fabric set 2 second impact force – significance of structural variables   
Univariate ANOVA test for significance of variables 
Source 
Type III Sum 
of Squares df Mean Square F p-value Sig. 
Corrected Model 4388812.223a 8 548601.528 339.771 0.000  
Intercept 422650475.281 1 422650475.281 261764.593 0.000  
Pile height 377952.481 1 377952.481 234.081 0.000 p ≤0.01 
Yarn twist 120472.576 1 120472.576 74.614 0.000 p ≤0.01 
Stitch rate 5769.604 1 5769.604 3.573 0.066 NS 
Pile height * yarn twist 635.209 1 635.209 0.393 0.534 NS 
Pile height * stitch rate 12467.961 1 12467.961 7.722 0.008 p ≤0.01 
Yarn twist * stitch rate 190.096 1 190.096 0.118 0.733 NS 
Pile height * yarn twist * 
stitch rate 1896.129 1 1896.129 1.174 0.285 NS 
Error 66199.440 41 1614.620    
a. R Squared = .985 (Adjusted R Squared = .982) 
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Table 5.10. Tukey’s HSD test for significant differences in force variable levels (second 
impact, fabric set 2) 
a. Pile height  
Second impact force 
Pile height Number of samples 
Subset 
1 2 3 
High (~15 mm) 20 2659.75   
Low (~11 mm) 20  2854.16  
Control 10   3452.42 
Sig.  1.000 1.000 1.000 
 
b. Yarn twist 
Second impact force 
Yarn twist Number of samples 
Subset 
1 2 3 
Low (120 turns/m) 20 2702.07   
High (220 turns/m) 20  2811.83  
Control 10   3452.42 
Sig.  1.000 1.000 1.000 
 
c. Stitch rate 
Second impact force 








(48 stitches per 100 mm) 
20 2768.96 
 
Control 10  3452.42 
 Sig.  0.242 1.000 
Means for groups in homogeneous subsets are displayed. 
 Based on observed means. 
 The error term is Mean Square(Error) = 2660.396. 
a. Uses Harmonic Mean Sample Size = 14.805. 
b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed. 
c. Alpha = .05. 
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Table 5.11. Fabric set 2 second impact deceleration – significance of structural variables   
Univariate ANOVA test for significance of variables 
Source 
Type III Sum of 
Squares df Mean Square F p-value  Sig. 
Corrected Model 1858.950a 8 232.369 337.171 0.000  
Intercept 186652.918 1 186652.918 270836.978 0.000  
Pile height 168.510 1 168.510 244.512 0.000 p ≤0.01 
Yarn twist 44.732 1 44.732 64.907 0.000 p ≤0.01 
Stitch rate 2.970 1 2.970 4.310 0.044  p ≤0.05 
Pile height * yarn twist .072 1 0.072 0.105 0.748 NS 
Pile height * stitch rate 10.920 1 10.920 15.845 0.000 p ≤0.01 
Yarn twist * stitch rate .506 1 0.506 0.735 0.396 NS 
Pile height * yarn twist * 
stitch rate .462 1 0.462 0.671 0.418 NS 
Error 28.256 41 0.689    







Table 5.12. Tukey’s HSD test for significant differences in deceleration variable levels (second 
impact, fabric set 2) 
a. Pile height 
Second impact deceleration 
Pile height Number of samples 
Subset 
1 2 3 
High (~15 mm) 20 55.97   
Low (~11 mm) 20  60.08  
Control 10   72.30 
Sig.  1.000 1.000 1.000 
 
b. Yarn twist 
Second impact deceleration 
Yarn twist Number of samples 
Subset 
1 2 3 
Low (120 turns/m) 20 56.97   
High (220 turns/m) 20  59.08  
Control 10   72.30 
Sig.  1.000 1.000 1.000 
 
c. Stitch rate  
Second impact deceleration 
Stitch rate 
 Subset 
Number of samples 1 2 
Low 




(48 stitches per 100 mm) 
20 58.30 
 
Control 10  72.30 
 Sig.  0.183 1.000 
Means for groups in homogeneous subsets are displayed. 
Based on observed means. 
The error term is Mean Square(Error) = .689. 
a. Uses Harmonic Mean Sample Size = 15.000. 
b. The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed. 
c. Alpha = .05. 
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medium, or medium and high variables together in set 1. Although not statistically significant in set 
1, two levels of stitch rate were included in set 2 fabrics. 
 
Intuitively stitch rate would have an effect on the force attenuated by the fabric as the parameter 
approaches extremes of low and high density, therefore the variable was included in set 2. If stitch 
rate approaches zero the amount of force attenuated will decrease as less tufts are interacting, and 
there is less resistance absorbing and dissipating energy of the impact. If stitch rate were increased 
density of the fabric would eventually reach a maximum where the proximity of the pile yarns 
would remove an avenue through which energy is attenuated, causing them to be unable to interact 
and absorb impact through friction or yarn bending.   
 
Mechanisms by which cut pile fabrics attenuate impact energy are also theorised to, in part, depend 
on pile density/stitch rate. The association between increasing pile density and the number of pile 
yarns per unit area results in more fibre-fibre and yarn-yarn interactions, causing more energy loss 
through frictional means (Dayiary et al. 2010). However, when yarn diameter is low, the ability for 
fibre-fibre and yarn-yarn interactions to occur is reduced. Neither force nor deceleration in both 
impact 1 and 2 were significantly affected by a yarn twist * stitch rate interaction effect. It is possible 
that the non-availability of samples with a low stitch rate lead to there being no difference between 
stitch rate levels in set 1. However, differences in high and low stitch rate for set 2 fabrics were still 
unable to generate a significant result.  
 
The use of textiles as substitutes for traditional impact reducing materials could provide a 
promising alternative to improve the adherence of hip protectors, particularly in the elderly cohort, 
who commonly state discomfort as the primary reason why hip protectors are not worn (Doherty et 
al. 2004). As a result of the ageing population, impact testing of hip protectors and other impact 
reducing materials have become increasingly common. The presence of textiles and fibre products 
designed to reduce energy seems to be limited, with most of the focus on furthering development 
of new or existing protectors, and increasing user perception of hip protectors. Textiles which do 
feature include spacer fabrics (Ertekin and Marmaralı 2018, Guo et al. 2013, Wardiningsih and 
Troynikov 2019a, b) and 3D non-woven fabrics (Wardiningsih and Troynikov 2018). Of the studies 
examining textile effectiveness as a hip protecting device, stitch rate, pile height and yarn twist 
variables do not seem to have been addressed. Furthermore Guo et al. (2013), is the only study to 
undertake a multiple factorial design where each factor was a fabric variable. However, as the 
fabric structure of spacer and non-woven fabrics differ fundamentally from pile fabrics, therefore 
the variables examined by Guo et al. (2013) are not directly comparable to set 1 and set 2 fabrics.  
 
An approach often taken when designing hip protectors is consideration of the worst-case scenario. 
Any result exceeding the worst-case scenario would be deemed a failure, and may result in the 
device being considered unable to meet standards. Definitions of what constitutes suitability differ 
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among device types, and are based upon research in relevant areas. In the case of hip protectors, the 
strength of the proximal femur is the most important parameter that determines the risk of hip 
fracture. The ability for a hip protector to reduce force in or around this body site is one such 
method for indicating suitability. One way in which proximal femur strength has been determined 
is through the impaction of cadaveric femurs. Sixteen cadaveric studies form the basis of 
Robinovitch et al. (2009) work regarding recommended common practices for biomechanical testing 
of hip protectors. Through these studies the mean force leading to fracture of the proximal femur, 
in a non-padded impact, was estimated to be approximately 3500 N - 4500 N. Femur strength, 
however, varies depending on age and sex, as well as any health conditions the individual may be 
experiencing.  
 
Although in an ideal case each parameter recommended by Robinovitch et al. (2009) would be 
fulfilled, the most important parameter which determines whether a hip fracture occurs is whether 
or not the peak axial compressive force at the proximal femur is above the critical force value. In 
this case each fabric set 2 sample was impacted with 3500 N of force, enough to cause a hip fracture.  
During the first impact in the present study, no specimen had a peak force greater than 3000 N. The 
worst performing fabric was the low pile height, high twist, high stitch rate (LHH) sample, which 
had a mean transmitted force of 2949 N during impact 1, and 2939 N during impact 2. The best 
performing fabric was the high pile height, low twist, low stitch rate (HLL) sample, which had a 
mean transmitted force of 2593 N during impact 1, and 2597 N during impact 2. Each fabric sample 


















6.1 Testing methods   
6.1.1 Standard methods for determining pile height 
Standard methods for measuring pile height, such as ISO 1765:1986 (International Organization for 
Standardization 1986), and ISO 1766:1999 (International Organization for Standardization 1999), 
were deemed unsuitable due to two reasons. Firstly, the standard 2 ± 0.2 kPa of pressure may cause 
unwanted compression to the tufts; and secondly it was required to exclude from the measurement, 
the polypropylene base fabric into which the tufts are inserted. Pile fabrics have a greater 
proportion of three-dimensional structure than conventional knitted or woven textiles, therefore 
unnecessary application of a compression force to the pile will result in inaccurate measurement of 
fabric thickness as the pile compresses, as well as possibly affecting the behaviour of the pile tufts 
during an impact test. Standard test methods for determining fabric thickness, such as ISO 5084: 
1996. Textiles – Determination of thickness of textiles and textile products (International 
Organization for Standardization 1996), fail to adequately account for the compressibility of the pile 
base fabric, applying a recommended pressure of 1 ± 0.01 kPa, but up to 10 kPa.  
 
Standards for determining carpet thickness, such as ISO 1765:1986 (International Organization for 
Standardization 1986), and ISO 1766:1999 (International Organization for Standardization 1999), 
relate directly to measuring pile thickness above a carpet substrate. These methods however require 
measuring fabric thickness before and after shaving the pile from the substrate (ISO 1766:1999), or 
require a digital carpet thickness tester (ISO 1765:1986) such as the WRONZ (Wool Research 
Organisation of New Zealand) pile-thickness probe (Lappage et al. 1984). Due to the way in which 
the pile is only loosely fixed to the polypropylene base fabric, use of ISO 1766:1999 for the present 
study was considered unsuitable for determining pile height. Other concerns with ISO 1766:1999 
include the requirement for two separate measurements of thickness to be made, initially of the 
total fabric thickness then a measurement of the fabric backing after the tufts have been shorn. 
Multiple measurements increase the potential error involved (Lappage et al. 1984). Shearing of pile 
tufts is also difficult to perform consistently and depends on both operator skill and the type of 
shearing device used. The test is also destructive and can be time consuming.      
  
The WRONZ carpet thickness probe was designed as a non-destructive test method to measure pile 
thickness (height). The device consists of thin needle-like legs that penetrate the pile structure, 
without disturbing or crushing it, and a central foot, which sits on top of the backing. Pile height is 
measured from the central foot as it comes to rest on top of the tufts, relative to the probe legs. The 
probe eliminates the need for multiple measurements to be taken on the different elements of the 
structure, as well as the irreversible damage that occurs while using ISO 1766:1999, making it a 
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favourable measuring method. However, in accordance with other ISO fabric thickness standards 
there is recommendation to apply 1.961 kPa of pressure to the surface pile and therefore it was 
decided not suitable for use when measuring the pile fabric samples as the pile tufts may deform 
under this pressure.   
 
Selected aspects of the WRONZ probe method were incorporated into the pile height measuring 
method used in the present study. In particular, the technique of inserting a probe which sits on top 
of the specimen backing material was implemented, with a 150 mm steel rule used to indicate pile 
height. A 44 mm x 44 mm piece of stiff silicon was cut with a slot in the middle allowing it to be 
raised and lowered along the steel rule without resistance. A small handle was added to aid 
lowering of the device on top of the pile. Thickness of the silicon was 1.5 mm, and the whole silicon 
assembly weighed just 5.4 g. The aim of the newly-designed pile height method was to apply as 
little compressive force as possible to the pile fabric in order to measure the “true” pile height.  
 
6.1.2 Comparisons of pile height measuring methods on reported pile height 
The pile height, as measured using the custom pile height method, for fabrics in set 1 was 8.4 mm 
for samples labelled low pile height, 9.1 mm for samples labelled medium pile height and 13.9 mm 
for samples labelled high pile height. CV% of fabrics in set 1 ranged from 1.5-4.2%, with means of 
3.2% for low pile height samples, 2.5% for medium pile height samples, and was 1.8% for the 
singular high pile height sample. The pile height, as stated by the manufacturer, for fabrics in set 2 
was 8 mm for samples with low pile height, and 12 mm for samples with high pile height.  
 
The mean measured pile height of samples in fabric set 2 was 10.9 mm for samples labelled as low 
pile height, and 14.8 mm for samples labelled as high pile height. Both high and low pile height 
fabrics in set 2 were measured to approximately differ by 2.8-2.9 mm from the manufacturer’s 
stated pile height, as measured using the silicon method. The CV% of high pile height fabrics 
ranged from 1.2-5.2%, with a mean of 3.5%, while the low pile height fabrics ranged from 2.5-4.3%, 
with a mean of 3.4%. The range of CV% in fabric set 1 and 2 were similar in range to the pile height 
CV% measured by the WRONZ pile thickness gauge, or other pile thickness measuring devices, 
which range from 1-4.6% (Çelik 2017, Lappage et al. 1987).   
 
6.2 Attenuation of force relevant to hip fracture and laboratory simulation 
The effectiveness of hip protectors is determined by the attenuation of force and the reduction of 
hip fracture rate in a clinical setting. There is however, a distinct lack of consensus regarding the 
ability of hip protectors to reduce fracture rate in clinical environments, most likely due to lack of 
short-term and long-term compliance from participants, lack of study population control, and 
limitations due to cost (Cianferotti et al. 2015, Robinovitch et al. 2009). This is confounded by the 
inability to directly test the effectiveness of hip protectors while being worn by elderly individuals, 
due to ethical considerations, thus requiring researchers to search for alternative testing methods. 
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The development of standardised parameters for in vitro biomechanical impact testing has removed 
some of the uncertainty surrounding hip protector testing in a pre-clinical setting. 
 
As a result of the recommendations presented in Robinovitch et al. (2009), experts at Simon Fraser 
University developed an impact rig following each IHPRG parameter, and used by several groups 
e.g. Laing et al. (2011), Choi et al. (2010) and Arjmand Boroujeni (2012). These studies offer a 
detailed examination of current and experimental hip protectors undergoing simulated impact 
based on the profile of an elderly woman falling. The detail of the Simon Fraser University rig is not 
easily replicable, particularly in simulating hip geometry, or variation of soft tissue thickness across 
the hip/upper leg area. Depending on the aim of the impact test, specific parameters will be 
followed or included when impact testing is occurring at the pre-clinical stage. Most commonly this 
includes the application of an artificial tissue (often referred to as flesh) layer over the force sensor 
(Fleps et al. 2018, Wardiningsih and Troynikov 2019a, b).  
 
Another addition to the impact rig regime in the present investigation was the inclusion of a 
polyethylene foam layer under the pile samples. Some direction had been provided regarding the 
use of artificial tissue substitutes, however these often strayed from recommendations in favour of 
more realistic skin substitutes, particularly silicone. Furthermore, commonly there is no comment 
regarding whether or not the artificial tissue is new, used or aged, or regarding the number of 
events to which the tissue had been exposed. Although a time interval of at least 3 minutes between 
impacts is recommended to allow the soft tissue components to “rebound”, high-energy impacts 
can permanently deform rubber or foam materials. This is particularly important with foam, which 
readily undergoes permanent deformation due to impact. To avoid permanent foam damage in the 
present study, foam samples were replaced by a new sample for each test. Foam samples were 
randomly assigned to reduce the chance of variation among the foam having a confounding effect.  
Although the addition of the foam layer was not intended to function as artificial tissue, it served as 
a method to reduce impact force just as the layer of soft tissue surrounding the greater trochanter 
does during a fall. Further, it also allowed the drop height, and in turn drop velocity, to be 
increased without increasing the risk of damaging the rig.  
 
The rig used to impact our fabric samples was set in such a way to meet as many recommendations 
from Robinovitch et al. (2009) as possible. The impact rig is based on a free-fall drop-weight design 
which releases the striker once triggered, and striking the sample with an amount of force 
determined by the height from which the striker is released. Impacting the samples with 3500N was 
the most important aspect to replicate. There was concern regarding the possibility for the striker 
and guide rails to bind. When this happens considerable energy loss around 12-14% can occur as 
the free-fall portion of the rig interacts with the guide rails (Feraboli 2006). Peak impact force of the 
controls across fabric set 1 and set 2 combined was 3519.1 N, with a SD of 86.1 N and CV% of 2.4% 
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respectively. With the CV% being low, it is safe to assume that the free-fall portion of the rig and 
the guide rails did not affect the impact force significantly.  
 
6.3 Comparisons of experimental investigations into low energy absorption 
With the confidence that each fabric sample was impacted with approximately 3500 N, comparisons 
between the controls and the fabric tests were also able to be made with confidence. In fabric set 1 
the best performing sample, high pile height, medium stitch rate, low twist, 600/3 folded yarn type 
(sample 16), attenuated over 800 N, or 23%, of the force the sample was impacted with. While in 
fabric set 2 the best performing sample, high pile height, low twist, low stitch rate (sample HLL), 
attenuated 927.5 N or 26% of the force the sample was impacted with. The calculated final velocity 
of the impact from the 0.88 m drop height is approximately 4.2 m/s. Testing at this velocity is 
commonly associated with a severe fall (Laing et al. 2011). 
 
An evaluation of hip protector effectiveness was previously completed by Laing et al. (2011), where 
effectiveness was measured as the percentage of force attenuated at the femoral neck. Baseline 
unpadded force during the 4 m/s test was approximately 2700 N. A total of 26 hip protectors were 
tested at 4 m/s, with the force attenuated ranging between 2.4% and 30.1%. During the present 
study, the attenuated force ranged between 13.2% - 21.7% in fabric set 1, and between 16.2% - 26.3% 
in fabric set 2. Of the 26 hip protectors tested in Laing et al. (2011), only 10 attenuated more than 
16.2% of the impact force, and only 2 attenuated more than 26.3% of the impact force. One of these 
was a hard-shelled hip protector, and the other a soft-shelled hip protector. The soft-shelled hip 
protector had a thickness of 32 mm, more than double the thickness of the high pile height samples 
in the present study. The hard-shelled protector had a thickness of 5 mm. The HipEase soft-shelled 
hip protector is said to be made of high-density foam with a vinyl cover, and the HIPS hard-shelled 
hip protector is said to be made of flexible plastic. The pile fabrics in the present study are more 
comparable to soft-shelled hip protectors.  
 
Further evaluation of experimental and conventional impact reducing materials at 4.5 m/s has been 
conducted in two other cases (Wardiningsih and Troynikov 2019a, b), including testing of spacer 
fabrics, and materials treated with shear thickening fluid. In both cases, the baseline test force was 
approximately 2500 N – 2600 N, and included a 20 mm thick layer of soft silicone. The attenuated 
force of the experimental fabrics ranged between approximately 0% - 30.8%. Although more 
conventional impact rigs were used in the current study, along with Wardiningsih and Troynikov 
(2019b) and Wardiningsih and Troynikov (2019a), performance of the experimental fabrics are 
comparable to the devices tested by Laing et al. (2011). This demonstrates the ability for the spacer 




6.4 Textile application in hip protectors 
Importantly included in the studies by Wardiningsih and Troynikov, are evaluations of fabric 
properties related to comfort. These include dry thermal resistance and evaporative resistance, 
properties which relate to comfort, and which influence wearer perception of the garment. 
Discomfort caused by the perception of the pads being too hot, or becoming sweaty, are some of the 
primary reasons individuals choose not to use hip protectors. In both studies the knitted spacer 
fabrics, treated and untreated, performed better in the sweating guarded hot plate than the 
polyurethane closed-cell foam, polyurethane viscoelastic closed-cell foam, and the polypropylene 
closed-cell foam, demonstrating lower evaporative resistance. The ability for textile hip protectors 
to provide other advantages over traditional foam hip protectors may make them a more attractive 
solution than traditional hip protector materials.  
 
The use of textiles as substitutes for traditional hip protector materials provides a promising 
alternative for those aiming to decrease the perception of hip protectors as being uncomfortable or 
unattractive to wear. One of the most common complaints from those wearing hip protectors is that 
the device is too bulky and unattractive to wear under clothes. Reducing the thickness of hip 
protectors comes at cost to the amount of force attenuated during an impact. Of the soft-shelled hip 
protectors present in Laing et al. (2011) thickness ranged from 6.5 mm to 32 mm, with only 8 of the 
21 soft-shelled protectors having a thickness of 15 mm or less, the thickness of high pile height 
fabric samples in set 2. As demonstrated by a univariate regression analysis, those samples which 
are associated with attenuating more force were significantly correlated (p ≤0.05) with hip protector 
thickness (Laing et al. 2011). In the present study, univariate ANOVA pile height was significantly 
associated with a difference in attenuated force in both fabric set 1 and 2.  
 
Importantly however, is the distinction that fabrics from the present study demonstrate the ability 
for thinner pile structures to perform on par with, or better than foam counterparts with similar 
thicknesses. Other examples of fabrics are presented by Wardiningsih and Troynikov (2019b) and 
(2019a), where the woven spacer fabrics were of similar thickness, or thinner, than the polyurethane 





Summary, conclusions and recommendations 
 
7.1 Summary 
The hip protector is an important device used to assist in safeguarding the health of wearers, those 
who are at increased risk of falling or fracture. Pile textile structures, such as those examined in this 
thesis, seem to have been overlooked in impact protection, rarely featuring in publications until 
recently. The objective of this investigation was to identify the propensity of pile fabrics to absorb 
and dissipate low levels of impact energy, similar to that experienced by an elderly person during a 
fall. 
 
Two sets of cut pile fabrics were prepared and tested. Factorial experimental designs were used for 
both fabric sets in order to identify which variables had the most effect on dissipation of impact 
energy. Comparisons among all variable levels were not possible for fabric set 1 as samples were 
not available in equal numbers. Two levels (high and low) of pile height, of yarn twist and of stitch 
rate were evaluated in fabrics which comprised set 2. Impact testing was conducted using a drop-
weight impact rig, a common method for measuring the force attenuating ability of materials. All 
samples were impacted with 3500 N of force, the median femoral strength of an elderly woman. 
Failure to attenuate a reasonable force below 3500 N designates the sample as being unsuitable for 
use as a part of hip protector technology. Individuals who have previously experienced a fall are at 
an increased risk of experiencing one or more further falls later in life. Thus, hip protectors must be 
sufficiently durable to withstand multiple impact events. Samples were tested twice in order to 
evaluate the ability of the fabric samples to attenuate force multiple times, in this case, at least 
twice.  
 
In fabric set 1, significant differences were observed between high and low pile heights, yarn twist 
and stitch rates. However, pile height and yarn twist were the only variables significantly affecting 
force attenuation. There was no significant difference in the force and deceleration attenuated 
between the first and second impacts. Yarn structure was excluded from fabric set 2, as it did not 
significantly affect force attenuation. In the second set of fabrics significant differences in pile height 
and yarn twist were also observed. A significant difference in attenuated force between the first and 
second impacts was evident. This difference was small however, possibly not important. In both 
fabric set 1 and 2 samples with high pile height and low twist attenuated the most force.  
 
One of the principal mechanisms by which force is absorbed by pile structures is friction. When 
undergoing compression fibres and yarns come into contact with one another generating friction. 
As this happens, energy as heat is released, dissipating the impact energy. As increases in pile 
height and decreases in twist were associated with more energy absorbed or dissipated, it was 
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assumed friction, caused by increased fibre-fibre and yarn-yarn interactions, was the explanation. 
Decreasing twist level results in fibres spreading at the fabric surface. As fibres were close enough 
to adjacent fibres, more fibre-fibre interactions resulted during the impact. High twist samples were 
less efficient at absorbing energy as there was less interaction between adjacent yarns.  
 
The present study demonstrates the ability of pile fabrics to absorb and dissipate low energy 
impacts from a drop-weight rig. Considering variations in test method and instrumentation, the 
fabrics have proven as effective, in some cases more effective, than other experimental hip 
protectors or materials. Impacting the samples with greater force than in other experimental work 
reported in research publications gives further confidence in these fabrics. Furthermore, it 
demonstrates the extent to which pile height and yarn twist affect the amount of force absorbed and 
dissipated by a fabric. The low standard deviations and coefficients of variation (SD, CV%) 
associated with the impact testing gives confidence in the results and differences detected through 
the careful experimental design and statistical analysis. Although the scope of this work focused 
particularly on the hip protector, with further development there is no reason why fibrous textiles 
may not be included in other areas where impact attenuation is required. This could include the 
likes of motorcycle safety clothing, or safety clothing worn when skiing. The potential benefits of 
enhanced thermoregulation in these scenarios where high levels of physical exertion are occurring 
should be investigated. Further future work could focus on the effect of different fabric substrates, 
impact testing at different forces, and further analysis of stitch rate. 
 
7.2 Conclusions  
Several conclusions can be made from the current work: 
 
1. The force attenuated by the pile fabrics depended on two fabric variables. For both set 1 and 2 
fabrics: these are pile height and yarn twist. Stitch rate and yarn structure did not affect force 
attenuation in any test. In particular the high pile height and low twist levels were associated with 
the greatest force reduction. It is theorised that increasing pile height and lowering twist results in 
increased friction as fibre-fibre and yarn-yarn interactions occur more frequently.  
 
2. The fabric structures can sustain at least two impact events with little decrease in force 
attenuation. In the first fabric set, no statistical difference was detected between impacts 1 and 2. In 
the second fabric set, a marginal decrease in force attenuation occurred after the first impact. The 
difference in force attenuated between the first and second impact was on average approximately 
just 20 N. The low SD and CV% illustrate consistent experimental and operational processes 
throughout, allowing small differences to be detected. These differences, although significant are 




3. Samples with the highest percentage of force attenuated, performed at a similar level to, or better 
than, publicly available hip protectors. The high pile height, low twist, low stitch rate (HLL) sample 
attenuated more than 25% of the 3500 N impact force. The percentage of force attenuated by hip 
protectors reported in the literature reviewed as part of the present study, ranging between 0% - 
30.8%. Although these types of comparisons are indicative and of interest only, a baseline has been 
established as velocity of impact and impact energy are comparable among the various studies.    
 
4. The experimental method for determining pile height produced consistent results among all 
fabric types. Benefits of this method over traditional methods for determining fabric thickness are 
that minimal pressure is applied at the fabric surface, and that thickness of the fabric backing is 
taken into account.  
  
7.3 Recommendations  
Recommendations for further research are as follows: 
 
1. Perform tests relevant to thermophysiological comfort including thermal resistance and 
evaporative resistance, using a sweating guarded hot plate in accordance with ISO 11092 
(International Organization for Standardization 2014), and water vapour permeability via 
evaporative dish method in accordance with BS 7209 (British Standards Institution 1990). 
 
2. Replace the base fabric with a material structure which is more flexible. Further testing relating to 
impact attenuation and thermal comfort would be required to measure the effect of this parameter 
on impact energy absorption.  
 
3. Conduct impact testing beyond two impacts to measure impact attenuation after multiple 
sustained impacts.  
 
4. Test hip protectors at lower forces based upon recommendations from published literature and 
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A.1. Cost of multi-morbidity 
Because of the strong correlation that exists between chronic medical conditions and spending on 
health care it should be no surprise that the rising population of elderly will significantly increase 
spending on health care. In the United States spending on chronic conditions is estimated to have 
accounted for almost 75% of all health care spending, while in Switzerland spending related to 
seven chronic conditions was estimated at $35.5 Billion USD, or 51.1% of all health care spending in 
2011 (Bähler et al. 2015). Individuals living in Singapore who experience more than one chronic 
condition, on average visit primary care more often, spend more time in hospital care, and are more 
time consuming for social workers. They also incur almost twice as much health care costs than 
those with only one chronic condition, and more than six times than those with no chronic 
conditions (Picco et al. 2016). Studies suggest that the relationship between chronic conditions and 
associated costs are curvilinear or nearly exponential, with spending close to doubling for each 
additional chronic condition (Wittenberg 2015). 
 
One issue which inflates the costs of multimorbidity is the prescription of multiple unnecessary 
medications, or polypharmacy, to those who are experiencing multiple chronic medical conditions. 
Polypharmacy has become a leading issue to general practitioners in many parts of the world, and 
comes at a high cost to patient health and governments, which subsidise prescription medication. 
Issues with polypharmacy range from unknown drug-drug or drug-disease interactions, adverse 
drug effects, imperfect information on medications being taken by the patient, incorrect diagnoses 
of symptoms, or the occurrence of a side effect leading to prescription of further medication (called 
a prescribing cascade) (Lavan et al. 2016, Webber 2017). Symptoms of prescription drug interactions 
may increase the risk of injury. In particular antidepressants, antipsychotics, benzodiazepines and 
opioid agonists are known to cause muscle weakness, dizziness, drowsiness, blurred vision or loss 
of consciousness, increasing the potential of falls leading to fractures. Nursing home residents on 
average take 8.8 medications per day, woman taking more than men on average (8.9 vs 8.6), with 
93% of nursing home residents also dealing with three or more chronic conditions at any given 
time. This puts them at a particularly high risk of prescribing errors (Moore et al. 2014). A 
breakdown of prescribing error classifications and causes is provided in table A.1 (Lavan et al. 
2016). 
 
Costs associated with polypharmacy not only include the costs of taking multiple prescription drug 
types, but also the cost of any illness or injury as a result of taking multiple prescription 
medications. This includes injuries such as fractures, which can be caused by common side-effects 
of various drugs. Prochlorperazine is one such drug commonly prescribed to provide symptomatic 
relief of acute vertigo, nausea and dizziness, with over 850,000 prescriptions dispensed in 2007 in 
Australia (Caughey et al. 2010). It is not recommended for long-term use, particularly for the 
elderly due to its potential dystonic and extra pyramidal side effects. It is also associated with 
adverse side effects such as drowsiness, hypotension, blurred vision, and central nervous system  
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Table A.1. Prescribing errors and their causes  
Classification of error type Definition 
Omission error Deletion of a drug previously used  
 
Commission error Addition of a drug not previously used 
 
Dosing error  Incorrect dose 
 
Frequency error  Incorrect frequency  
 
Form error  Incorrect drug form  
 
Substitution error A drug from one class substituted for another from the same class not 
previously used  
 
Duplication error  Two drugs from the same class being prescribed 
 
 
Classification of factors that predispose 
to prescribing errors  
Possible causes of error  
Individual and team factors  Prescriber knowledge of medications   
 
Prescriber knowledge of patient comorbidities 
 
Responsibility for prescribing often placed on the most junior 
member of teams  
 
Patient-related factors  Patient’s knowledge of their medication  
 
Patient’s honesty regarding medication use 
 
Patient’s ability to communicate their medication use 
 
Patients comorbidities   
 
Work-environment factors Sufficient staffing  
 
Sufficient time allocated for prescribing  
 
Comfortable workload  
 
Easy in-hours and out-of-hours access to pharmacist, GP and medical 
records   
 
Task-related factors  Prescription type required  
 
Legibility of prescription  
 
Clear explanation for pharmacist and patient   
 




suppression. Given the extra pyramidal side effects and other associated adverse side effects it may 
not be surprising that the relative risk of hospitalisation following the use of prochlorperazine 
increases by 49% (Caughey et al. 2010). 
 
Costs associated with the 65+ age group are magnified due to many of the elderly not being part of 
the working population and therefore contributing less tax, decreasing the revenue generated for 
the government (Lopreite and Mauro 2017). It is therefore crucial to understand how the increase in 
elderly will affect future government spending and policies, particularly how chronic conditions 
will influence ageing and how multiple chronic conditions interact.  
 
A.2 Hospital care and ageing populations 
In England, the number of patients admitted to hospital aged 75 and over increased by almost two 
thirds in the ten years between 2002 and 2012, with 65% of those admitted to hospital aged 65 and 
over, and accounting for 70% of the total bed days (Ruiz et al. 2015). In particular the prevalence of 
chronic conditions in the elderly population puts stress on health systems. 64.7% of those aged 65+ 
aged Medicare beneficiaries in the United States had multiple chronic conditions accounting for 
95% of the total Medicare health spending. In the U.S. nearly three quarters of the 28 million 
hospital discharges in 2009 were related to individuals with multiple chronic conditions 
(Sambamoorthi et al. 2015). 
 
In Switzerland 98.5% of individuals who are multimorbid had at least one health care consultation 
a year, compared to only 68.7% of individuals who have one or no chronic conditions. Those who 
are considered multimorbid are also 5.6 times more likely to be hospitalised than those who are not. 
They are also almost twice as likely to have visited a primary health care physician or specialist 
compared to those who are not multimorbid, with 22% of those with more than one chronic 
condition seeing a primary health care physician more than once, and 54% having contact with 
more than one specialist (Bähler et al. 2015). The mean number of consultations per year also 
increases from 4.4 to 15.7 for patients with multiple chronic conditions. These averages were higher 
for women than men (16.0 compared to 15.3 for those who are multimorbid, and 4.6 compared to 
4.1 for those with one or less chronic conditions). An increase of 3.7 consultations per year is 
associated with each extra chronic condition, and the associated cost of each extra chronic condition 










B.1. Impact rig types and components  
Although impact rigs differ, some basic components are common to all. These include the impactor, 
sensors (such as accelerometers or force sensors), and a recording device which facilitates recording 
and post-processing of the data created during the impact event.  
 
If using a drop tower/free fall impact rig, differences in impactor shape, size and weight change the 
velocity, force and severity of impact applied to a material during the impact event. Examples of 
specific impactor shapes include a hockey ball shaped impactor (Ruznan et al. 2018), a wedge-
shaped impactor simulating sharp edge (Laing et al. 2008), or a hammer shaped impactor to 
simulate a blunt force impact (Daroux et al. 2010). Other components specific to the drop-weight 
impact rigs are the accelerometer and force sensor. Both of these measure data during the impact 
event, which may be amplified before being transmitted to a sampling device, recording the impact 
data, allowing it to be displayed or further manipulated.  
 
In most impact events either the acceleration or generated force, and sometimes both, are of 
interest. Tests in which devices intended for protection of the head are evaluated will measure the 
peak negative acceleration generated during an impact. This is because peak negative acceleration 
is often the parameter of interest, and is a criterion used by researchers and industry to standardise 
PPE. In such situations accelerometers will be used (Caserta et al. 2011, Foster et al. 2018, Knouse et 
al. 2003, Viano and Halstead 2012). Accelerometers measure forces generated by impact rigs via 
gravity, pneumatic or other methods. Strain rate differences between impact generating devices is 
dependent on the instrument crosshead velocity, system compliance, specimen compliance, 
specimen length and specimen cross-sectional area (Roeder 2013).      
 
The SHPB can be used for studying the strain rate behaviour of ductile materials and other uniaxial 
compressive tests at high strain rates in the range of 200 - 10! s!!. A common SHPB set up is 
displayed in figure B.1. In this case it contains four cylindrical bars, the striker bar, incident bar, 
transmission bar, and the damping bar. Usually these are made of a material with known 
properties, commonly steel. The technique uses the incident and transmission bars to compress a 
sample between them, after a pulse has been applied to the striker bar. The pulse may be generated 





























Figure B.1. Design of split-Hopkinson pressure bar (Jung et al. 2009). 
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interface, some of the stress wave is reflected back down the incident bar and some through the 
specimen into the transmission bar (Roeder 2013). The incoming, reflected and transmitted energy 
waves are all measured using gauges attached to each bar, generating a stress – time graph 
(Hamouda and Hashmi 1998, Jung et al. 2009, Sharpe and Hoge 1972). The transmitted pulse occurs 
due to the difference in material impedance between the specimen and the bars (Kully 2016). The 
strain rate from the reflected wave signal can then be calculated using the concept of one 

















The axial stress of the specimen, as a function of time, is calculated form the transmitted wave 









 𝐶! is the speed of sound in the bars 
l is the length of the specimen  
 𝐴! is the cross-sectional area of the incidence/transmission bar 
 𝐴! is the cross-sectional area of the specimen 
 𝐸! is the elastic modulus of the bars’ material  
  
The SHPB can also be modified for use in compressive forces that replicate high energy soft tissue 
impacts such as sports accidents, bullet impacts and automobile collisions (Kadhane and Warhatkar 
2017). The strain rate of the SHPB can be varied through changing of the impact velocity and 
specimen size (Roeder 2013).  
 
Although servo-hydraulic machines are unable to match the high strain rates of SHPB and certain 
free fall impact rigs they, are able to test at a larger range of low-to-medium strain rates, up to 1 s!! 
for conventional machines. A servo-hydraulic tester works via an oil flow into the hydraulic 
actuator controlled by an arbitrary voltage waveform. The voltage waveform set by the controller 
determines the amount of deflection of the rod (Czop and Sławik 2011). Ideally the oil supply is 
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located separately from the machine in order to reduce the risk of noise, vibrations or temperature 
affecting the tests.  
 
Certain phenomena affect the accuracy of the data measured when using servo-hydraulic machines. 
Most noticeably, this relates to stress waves, which propagate through the system at its natural 
frequency causing ‘ringing’, a type of noise. The oscillatory response is due to the engagement of 
the upper part of the load train, which occurs suddenly, resulting in the overlay of a ‘false’ signal 













Table C.1. Fabric set 1 repeated measures analysis for force  
a. Mauchly's Test for equality of variances (Test of Sphericity)	
     
 
 Epsilon  
Within  
Subjects Effect Mauchly's W Approx. Chi-Square df Sig. 
Greenhouse-
Geisser Huynh-Feldt Lower-bound 
 Force 1.000 .000   0     . 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
 
a. Design: Intercept + pileheight + stitchrate + yarntwist + yarntex + pileheight * stitchrate + pileheight * yarntwist + 
pileheight * yarntex + stitchrate * yarntwist + stitchrate * yarntex + yarntwist * yarntex + pileheight * stitchrate * yarntwist 
+ pileheight * stitchrate * yarntex + pileheight * yarntwist * yarntex + stitchrate * yarntwist * yarntex + pileheight * 
stitchrate * yarntwist * yarntex  
 
Within Subjects Design: Force 
 
b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b. Shapiro-Wilk test of residual normality 
Shapiro-Wilk 
 
Statistic df p-value Sig. 
Residual for mean impact  .977 21 .880 NS 
 
*. This is a lower bound of the true significance. 














Table D.1. Fabric set 1 repeated measures analysis for deceleration 
a. Mauchly's Test of Sphericity 
Within 
Subjects Effect Mauchly's W Approx. Chi-Square df Sig. 
Epsilon: 
Greenhouse-
Geisser Huynh-Feldt Lower-bound 
Deceleration 1.000 .000 0 . 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
 
a. Design: Intercept + pileheight + stitchrate + yarntwist + yarntex + pileheight * stitchrate + pileheight * yarntwist + 
pileheight * yarntex + stitchrate * yarntwist + stitchrate * yarntex + yarntwist * yarntex + pileheight * stitchrate * yarntwist 
+ pileheight * stitchrate * yarntex + pileheight * yarntwist * yarntex + stitchrate * yarntwist * yarntex + pileheight * 
stitchrate * yarntwist * yarntex  
 
Within Subjects Design: Deceleration 
 
b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
b. Shapiro-Wilk tests of normality for deceleration   
Shapiro-Wilk 
 Statistic df p-value Sig. 
Residual for Dec1 .922 22 .082 NS 
Residual for Dec2 .979 22 .900 NS 
*. This is a lower bound of the true significance.  










Table E.1. Fabric set 2 repeated measures analyses for force 
Mauchly’s test for equality of variances for force (Test of Sphericity) 
Within  
Subjects Effect Mauchly's W Approx. Chi-Square df Sig 
Epsilonb 
Greenhouse-Geisser Huynh-Feldt Lower-bound 
Force 1.000 0.000 0 . 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
 
a. Design: Intercept + PileHeight + YarnTwist + StitchRate + PileHeight * YarnTwist + PileHeight * StitchRate + YarnTwist * 
StitchRate + PileHeight * YarnTwist * StitchRate  
 
Within Subjects Design: Force 
 
b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 









Table F.1. Fabric set 2 repeated measures analyses for deceleration  




W Approx. Chi-Square df Sig. 
Epsilonb 
Greenhouse-Geisser Huynh-Feldt Lower-bound 
Deceleration 1.000 0.000 0 . 1.000 1.000 1.000 
Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is 
proportional to an identity matrix. 
 
a. Design: Intercept + PileHeight + YarnTwist + StitchRate + PileHeight * YarnTwist + PileHeight * StitchRate + YarnTwist * 
StitchRate + PileHeight * YarnTwist * StitchRate  
 
Within Subjects Design: Deceleration 
 
b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the 
Tests of Within-Subjects Effects table. 
 
 
 
 
 
 
 
