Abstract. This document discusses the process of image registration. The definition is provided and application areas mentioned. Image registration process is viewed through four main components of most image registration methods, i.e. selected feature space, transformation model, similarity metric and search strategy. A broad overview of possible solutions is presented for each of the components. Implementation issues that can improve the results of image registration methods are described as well. To illustrate the discussed notions, three complete registration methods are described into details.
Introduction
A problem of aligning two or more different images of the same scene, acquired from different viewpoints, at different times and/or with different kind of imaging sensors, arises frequently in many research areas dealing with image processing or analysis. The process of aligning the images and compensating for the differences caused by different acquisition conditions is called image registration. An example of registering two images taken from different viewpoints using a method by Wolberg and Zokai [1] is presented in figure 1 .
(a) (b) (c) Image registration algorithms appear in every image analysis task where additional information is required and gained from combination of various image data sources. Image registration is heavily used in remote sensing, computer vision and medical imaging research areas to name the most typical.
We can roughly divide image registration applications into four groups according to the manner of image acquisition. For images of the same scene taken from different viewpoints, the aim of registration is to gain a larger 2D view or a 3D representation of the scene. This is applied in remote sensing domain, for mosaicking of images of the surveyed area, or in computer vision for object shape recovery from stereo images. When images are taken at different times, image registration allows evaluation of changes in the scene that appeared in between the two different image acquisitions. For instance, in remote sensing, we can monitor global land usage and landscape planning. Computer vision can automatically detect changes in security monitoring. In medical imaging domain, registration allows to monitor the healing therapy or evaluation of a disease progress. When different sensors are used for imaging of the same scene, registration provides the means for integration of information from different sources, modalities, and thus makes it possible to obtain a more complex and detailed scene representation. In remote sensing, multi-spectral satellite images can be registered together. Medical imaging takes advantage of image registration to register information from sensors recording anatomical body structure with information from sensors monitoring functional and metabolic body activities, like registering magnetic resonance image (MRI) with positron emission tomography (PET) image. Finally, image registration is also used for image to scene registration, where image is localized in a scene. In remote sensing we can apply this to localize satellite images in maps, in computer vision to match templates with real-time images for automatic quality inspection of products and in medical imaging to compare image of a patient with digital anatomical atlases.
In the last couple of decades we have witnessed a rapid development of image acquisition devices. We are dealing with ever growing amount and diversity of images and consequently an increasing demand for accurate and robust image registration techniques which can be seen from the vast amount of research carried out on the topic. In this document an introduction to the problem of image registration is presented and certain relevant reference and state-of-the-art methods are reviewed. The selection of the methods presented has been made according to their relevance and it is by no means exhaustive. The methods provide interesting solutions and give a comprehensive insight into different problems and solutions encountered in image registration.
The structure of the document is as follows. In chapter 2 we discuss the theory behind image registration. The definition and methodology behind image registration is given. In chapter 3 individual image registration algorithm components and certain important solutions and approaches are discussed. To illustrate the procedure of developing a complete image registration solution, chapter 4 provides three state-of-the-art complete image registration algorithms. Conclusions are drawn in chapter 5.
Image registration in theory 2.1 Definition
Image registration can be defined as determination of one-to-one mapping between the coordinates in one image space and those in another, such that points in two image spaces that correspond to the same scene point are mapped to each other. In case of image to scene registration, image coordinates are mapped to the corresponding points in the scene.
Figure 2: Image registration
Thus the registration problem is to find the optimal spatial transformation that matches the images, either for the purpose of determining the parameters of matching transformation or to expose the differences between the images.
An example of 2D image registration is presented in figure 2 where two images of the same object are presented, image 1, frequently called the sensed image, with spatial coordinates x 1 ,y 1 and image 2, the reference image, with coordinates x 2 ,y 2 . The images differ in two obvious ways. The orientation of the object is different in the two images and a part of the object is missing in image 2. Image 1 has been rotated so that the object appears in the same orientation in both images in order to emphasize the difference in orientation of image spaces relative to the object. The images are obviously taken from different viewpoints. The difference in shape could be the result of object deformation through time, in case the images are acquired at different times, or the result of different physical properties of that part of the object introduced to the image due to different sensor types. The goal of image registration is now to define the mapping from coordinates x 1 ,y 1 in the sensed image to the coordinates x 2 ,y 2 in the reference image such that they correspond to the same physical points in the scene. One of these points is represented in figure 2 by a black dot. A small exception is image to scene registration, where coordinates x 2 ,y 2 would directly represent the coordinates of the physical space of the scene.
Methodology
The diversity of images to be registered and various possible types of degradations make image registration a complex process where single universal method seems to be still far from reality. There exist numerous image registration approaches, more or less specific to the task at hand. Nevertheless the majority of the image registration methods consists and can be viewed as a combination of the following four distinctive components according to Brown [2] :
-Feature space -Search space or transformation model -Similarity metric -Search strategy
The feature space represents the information in the images that will be used for image matching. Search space or transformation model is the class of transformations that are capable of aligning the images for matching. The search strategy decides how to choose the next transformation from this space, to be tested in the search for the optimal transformation. The similarity metric determines the relative merit for each test. Search continues according to the search strategy until a transformation is found whose similarity measure is satisfactory.
The implementation of each registration step has its typical problems that need to be considered. Features used for registration need to be frequently spread over the image and easily and robustly detectable. The detected feature sets in images being registered need to have enough common elements even when the overlap of imaged scenes is small, or when object occlusions occur. Furthermore, the features need to have accurate localization property and should be immune to expected image variations. The transformation model or search space should be chosen according to the a priori known information about the acquisition process and expected image variations as well. If no a priori information is available the model should be general enough to handle all possible variations that might occur. Acceptable approximation error needs to be considered here as well, since the complexity of the transformation directly relates to the complexity of the task for the search strategy and can lead to high computational costs and sub optimal solutions given the information provided by similarity metric on selected feature space. While considering the available computational resources, search strategy has to yield a robust solution which is as close as possible to the optimal one. Finally, the selection of appropriate similarity metric is another problem that needs to be addressed. Several different feature descriptors and similarity measures can be used to evaluate possible solutions and to denote the optimal one. This step is very sensitive to image degradations and erroneous feature detection. The choice of similarity metric needs to consider that the features corresponding to the same physical structures can be dissimilar due to different imaging conditions or types of imaging sensors. The similarity metric needs to be invariant to such possible degradations. Moreover it needs to be unambiguous enough to distinguish among different features and stable enough so as not to be influenced by slight unexpected feature variations and noise.
It can be seen that each of these components contributes significantly to the final result and has to be designed carefully according to the registration problem. The type of variation that is expected between the images being registered determines the selection of individual components. Furthermore the components are not independent and selection of one can direct the selection of others. All in all the development of image registration method is a complex problem of different interrelated components that have to be designed carefully to form a system that will give the best results given the problem at hand. Individual image registration components and certain existing solutions will be discussed in the upcoming chapters.
Image registration components
In this chapter existing image registration solutions will be reviewed according to the classification presented in the previous section. Moreover, some additional method implementation measures that can significantly influence the registration results will be discussed at the end. Note that only basic concepts are presented here. For more comprehensive overview of the methods one can refer to [2] , [3] , [4] , [5] , [6] , [7] , [8] .
Feature space
Feature space relates to the type of information in the images that is used for registration. Existing image registration methods can largely be classified as intensity-based and feature-based according to the feature space used. In addition, several hybrid methods, combining the merits of both intensity and feature based methods, have been proposed.
Intensity based methods
Intensity based methods operate directly on raw image intensity values. The strength of this approach is in using all available image information. Furthermore, they are in general fully automatic, without the need for user interaction. However, these methods tend to have high computational cost due to the need for optimization in a complex, non-convex search space. The result is therefore heavily dependent on the selection of suitable search strategy, which in turn has to be selected by keeping in mind the expected behavior of metric values in the search space of the transformation. Intensity based methods are recommended if the image does not contain enough distinctive and easily detectable objects. As opposed to remote sensing and computer vision, medical imaging is an area where images are not so rich on such details and therefore usually employs intensity based registration methods.
Feature based methods
Feature based method use sparse geometric features to compute the optimal transformation. Most commonly the registration is based on correspondence of limited set of salient points, landmarks, or on alignment of segmented binary structures in images being registered. These methods are relatively fast, but the drawback can be the robustness of feature extraction and the accuracy of feature matching. Furthermore, extracted features need to be invariant to possible image deformations.
Landmark based methods involve the determination of the coordinates of corresponding points in different images being registered. Using these correspondences the geometric transformation is estimated. Landmarks are salient, accurately locatable points of the morphology of the scene. Corners, local curvature extrema, line intersections, gravity centers of certain closed-boundary regions, local extrema of wavelet transform or some other most distinctive points with respect to a specified measure of similarity are used as salient points. In addition, easily detectable artificial objects can be introduced into the imaged space to help with registration. This is frequently used in medical imaging, where objects are attached to the patient to guide the registration. Feature points are generally localized in an automatic fashion, though in some cases the user has to determine them interactively. Landmark based methods are mostly used to find rigid or affine transforms. Theoretically they can be used for more complex transforms as well, if the number of extracted points is large enough. Binary segmented structures from two images, corresponding to the same physical structure, are used for image registration as well. The transformation is determined by aligning the corresponding structures in an optimal way. The structure alignment can be rigid or we can elastically deform an extracted structure from one image to fit the structure in the second image. While the first approach is suitable for finding global rigid transform, the latter is suitable for finding local curved transformation. A drawback of such segmentation based methods it that they rely heavily on the accuracy of the segmentation step. Furthermore, segmentation often requires some interaction from the user, such as selecting the appropriate structure to base the matching upon.
Hybrid methods
In contrast to using purely sparse geometric features or exclusively image intensities for matching, several methods that combine the merits of both approaches have been presented as well. For instance in method by Huang et. al. [9] , thoroughly described in chapter 4.2, first a small number of salient region features are extracted and matched in both images based on regional intensity values. Optimal registration is then the result of using only feature pairs that yield the best match of image intensities in a global sense. A different approach is presented by Hellier [10] , where optimal registration is achieved by finding the transformation that simultaneously matches image intensity values and relevant segmented brain structures.
Search space or transformation model
An important constituting part of each image registration method is the transformation model. The model defines the geometric misalignment between the images that can be compensated for. By adjusting the parameters of this model, we look for the transformation that overlays one image over another and the selected features become optimally aligned. The transformation model parameter space is therefore the search space in which we look for optimal solution using the selected similarity metric and optimization method.
Since available geometric transformations between the images are constrained by the transformation model, we have to be careful to choose a model that reflects expected variations between the two images. The model has to be general enough to handle all expected variations that might occur, up to the acceptable approximation error.
There exist several transformation models, basically differing in the complexity of the transformation, i.e. degrees of freedom of the model, and in the scope of their influence. Figure 4 presents different examples of 2-D transformations. Global transformation model applies to the whole image in the same fashion while for local transformations parameters vary across the image. The most common types of transformation models used in image registration are described in this section. 
Global mapping models
The transformation is called global when it applies to the entire image. This means that a change in any of the transformation parameters influences the transformation of the image as a whole. The transformation can be rigid, affine, projective or curved.
Rigid transformation preserves the distance of any two points in the first image, when they are mapped onto the second image. Rigid transformation can be decomposed into translation, rotation and (mirror) reflection. Equation 1 presents rigid transform of mapping 2-D point (x 1 ,y 1 ) from sensed image into point (x 2 ,y 2 ) in the reference image. The transformation for higher dimensional images follows the same principle. In equation 1, φ denotes the rotation angle and (a x ,a y ) the translation vector. Scaling factor s is unity in this case. If uniform scaling factor is not equal to 1, the new transformation is called similarity transformation or shape-preserving mapping. As the name indicates, angles and curvatures in the image are preserved.
Slightly more general but still linear model is an affine transformation, defined by equation 2. The transformation consists of linear transformation, a real-valued matrix with elements a, and a translation, vector (a x ,a y ). Property of affine transformation is that it maps straight lines onto straight lines and preserves parallelism. An example of such transformation is for instance non-uniform scaling and shearing. It can be used to register images taken from different viewpoints, assuming the distance from the camera to the scene is large in comparison to the size of the scanned area, the camera is perfect pin-hole camera, the scene is flat and there are no local image deformations. 
The order of the polynomial transformation depends on the trade-off between accuracy and cost of optimization. In practice, polynomials of up to third order are used. Because of their unpredictable behavior when the degree of the polynomial is high, they are only useful for low-frequency deformations.
The major limitation of global mapping models is the fact that they can not account for local geometric deformations between the images. In case we use salient point correspondence for image registration, global image transformation is determined as the one that on average, by using for instance least squares method, overlays all the feature point pairs the most. Unfortunately this means that local deformations become spread throughout the entire image. This can be solved by computing local mapping models, which depend only on feature correspondences in local image neighborhoods.
Local mapping models
Global transformation is characterized by a single mapping transformation with one set of parameters independent of the position in the image. In contrast, local mapping transformation varies across different regions of the image, thus accounting for distortions which differ across the image. Considering that salient feature point correspondence is used as a base for registration, which is mostly the case when using local mapping models, the transformation in each part of the image is influenced only by the feature point matches sufficiently close or their influence is weighted by their proximity. Local methods are therefore more powerful and can handle distortions that global methods can not. Of course, there is the trade-off between the power of such methods and their computational complexity.
Class of techniques most commonly used to account for local geometrical distortions by salient feature point matching is piecewise interpolation. Here a spatial mapping transformation is calculated for each image coordinate by interpolating between certain set of matched coordinate values of corresponding feature points. For N corresponding feature points in 2-D image, two bivariate functions are constructed to map the coordinates, while taking on the desired values at feature points, as in equation 5.
Methods applied must be designed for irregularly scattered feature points. A general spline approach to piecewise interpolation is frequently used. This requires the selection of a set of basis functions and a set of constraints to be satisfied such that solving a system of linear equations will specify the interpolating function. The spline surface is presented in equation 6, where B i represents the basis functions and V i the feature points, i.e. x i2 or y i2 from equation 5. S can represent either of the two coordinates, x 2 or y 2 , in 2-D case.
The basis function are mostly constructed using low-order polynomials, for which the coefficients are computed using constraints derived by satisfying end conditions and various orders of spatial continuity.
In the simplest case, a weighted sum of neighboring points is computed where the weights are related inversely with the distance, as in linear interpolation. This approach is called inverse distance weighted interpolation. Similar concept is used in local weightedmean method, where a polynomial of degree n is found for each feature point which fits its n-1 nearest feature points. A point in the registered image is then computed as the weighted mean of all these polynomials, where the weights correspond to the distance to each of the feature points and are chosen such that they guarantee smoothness everywhere. An alternative to these methods is to determine the set of neighboring feature points by some partitioning of the image, such as triangulation. The mapping transformation is then computed for each point in the image from interpolation of vertices of the image patch to which it belongs.
Although these methods compute local interpolation values, they may or may not use all the feature points in the calculation. If they use all points, they are generally more complex and may not be suitable for large feature point sets. However, since global information might be important, several local mapping methods, i.e. methods which look for local registration transformation, employ parameters computed from global information. These techniques include mapping by means of radial basis function, which will be discussed in detail in next subsection.
All local methods presented so far can be categorized as curved transformations. Local rigid, affine or projective transforms are very rare in literature. Sometimes local rigid transformation can appear embedded in local curved transformation, as used by Periaswamy [11] , or it can be used for registration problems that are intrinsically locally rigid. For instance registering rigidly individual bones of patient's skeleton can be solved by splitting the image into subsections meeting rigid constraints. Special care has to be taken to prevent transformation discontinuities.
In comparison to the global methods presented in the previous section, the optimization of local methods is much more complex. Because the parameters of the transformation depend on the location in the image, a separate calculation is performed for parameters of each sub-region, using global or local feature alignment and in the meantime considering certain global constrains, related to consistency of transformation for instance. Furthermore, local methods are heavily dependent on accurate match of corresponding feature points, considering we use salient points as registration features. For instance they are very sensitive to missing feature point matches. The number of feature matches and their positioning in the image is of grate importance as well.
Mapping by radial basis function
Radial basis functions are representatives of local curved transforms which employ parameters calculated using global information, i.e. all feature point correspondences. The mapping function has a form of linear combination of translated radially symmetric function and a low degree polynomial, as is presented in equation 7.
Here c i are weights of individual radial functions g which relate to each of the N feature point correspondences and a are parameters of accompanying affine transform. In 2-D S represents either one of the two coordinates in the reference image, x 2 or y 2 , while X is a vector of an image point in the sensed image composed of its spatial coordinates x 1 and y 1 . X i represents each individual feature point vector in the sensed image.
Originally developed for interpolation of irregular surfaces, radial basis functions have an important property, as their name suggests, that the function value at each point depends just on its distance to individual feature points and not on its particular position. These functions have very small global influence and even significant local deformations can be well registered using this approach. In image registration several radial basis functions have been used, such as multiquadrics, inverse multiquadrics, Gaussians and thin-plate splines. The latter are the most commonly used radial basis function in image registration.
Thin-plate splines, presented by equation 8, are radial basis functions which minimize a so-called bending energy, i.e. the amount of function variation represented by its quadratic variation functional of potential energy. The name thin plate spline refers to a physical analogy involving the bending of a thin sheet of metal. The transformation can be viewed as a metal plate fixed at feature point positions in sensed image at heights given by the corresponding feature point coordinate x 2 or y 2 in the reference image. Regularization may be used to relax the requirement that the interpolant passes through the data points exactly.
Models based on continuum mechanics
Another approach to registration of images with considerable complex local distortions is to comply the transformation with the laws of continuum mechanic, either elastic or fluid.
Instead of searching for the parameters of the transformation that yield the best feature alignment in the two images, elastic methods model the transformation as deformation of an elastic material. One image is viewed as a rubber sheet on which external forces stretching the image and internal forces defined by stiffness or smoothness constraints are applied to bring it into alignment with the other image by using minimal amount of bending and stretching. In figure 5 we can observe an example, taken from [12] , of elastically deforming a 2-D square into a rectangle. The amount of bending and stretching is characterized by an energy state of the elastic material. The goal is therefore to determine the minimum-energy state, whose resulting deformation defines the registration. The energy equilibrium is presented in equation 9. There is close relation to interpolation methods mentioned above since energy minimization satisfying constraints of an elastic model can be solved using splines. cost = deformation energy -similarity energy (9) More specifically, elastic registration solution should basically obey Navier equation, i.e. equation 10. u is the displacement field we are estimating, λ and μ are Lame coefficients and F is the sum of external forces applied to the system. The external forces are computed as the gradient vector of a local similarity function, most commonly based on intensity values or correspondence of segmented structures.
Displacement field u determines the transformation based on equation 11, where X 1 is a vector of a point in the sensed image and X 2 a vector of corresponding point in the reference image.
When using elastic registration approach, feature matching and mapping function design are done simultaneously. Feature correspondence is not performed explicitly in a preliminary step. The energy minimization is achieved in iterative fashion.
The problem of this model is that it can not handle large deformations. The equation of Navier is only valid for small displacements. Therefore we should apply preliminary rigid registration, to provide this model with good initialization, or solve the problem using multiscale approach. These measures are described in detail in section 3.5. Another problem of elastic registration appears when image deformations are very localized, since the stiffness of the material prevents large local deviations. This can be handled by means of fluid registration. An example by Bro-Nielsen [12] of registering a 2-D image of a square and a rectangle by means of fluid registration is presented in figure 6 . Fluid registration methods make use of the viscous fluid model to control the image transformation. One image is here modeled as a thick fluid that flows out to match another one based on the external forces computed as the gradient vector of a local similarity function. The transformation obeys Navier-Stokes equation of incompressible fluid flow, equation 12.
Here ν is the fluid viscosity, w is velocity field, related to the displacement field, and p is the pressure, representing external forces.
In contrast to elastic models the strain in fluid models is history dependent. Elastic models are characterized by spatial smoothing of the displacement field. Fluid models, on the other hand, are characterized by spatial smoothing of the velocity field. In practice, this means that any displacement can be obtained given enough time because the internal stresses in the fluid disappear temporarily. In other words, fluid constantly forgets about its initial position [12] .
Similarity metric
Similarity metric is a measure which can indicate individual feature point correspondences. Based on these correspondences registration transformation can be calculated. Moreover, similarity metric is also used to evaluate alignment of segmented binary structures or alignment of intensity values from the two images. The transformation coinciding with the maximal alignment, as indicated by the metric, results in optimal registration. Suitable similarity metric selection is closely related to the choice of feature space, since it measures the similarity of selected features. The invariant properties of the image, its intrinsic structure, are extracted by both, the feature space and similarity metric. For this reason, similarity metrics will be discussed in the context of different types of features. Furthermore, feature descriptors will be reviewed here as well, since selection of certain metric entails the type of input information.
Similarity metrics for intensity based methods
Intensity based methods operate on full image content, without prior extraction of certain salient objects. The process can be described as template matching. One image or a part of it, representing a template, is geometrically deformed using specified transformation model and compared to the corresponding window in the other image. Similarity metric evaluates the agreement and its maximum in the parameter space of the transformation model relates to optimal transformation. Several different metrics have been used to determine the similarity, comparing different properties of matched image areas. Here we describe the most widely used metrics.
Similarity using raw image intensities
Sum of absolute differences and cross-correlation coefficient are two similarity metrics which straightforwardly compare raw image intensities of corresponding image elements from the two images, the transformed sensed image and the reference image. Furthermore, sum of squared differences presented in chapter 4.3 is commonly used in this context.
The sum of absolute differences is equal to Minkowski metric of order one and is presented in equation 13 . Note that this metric actually measures the dissimilarity, meaning that optimal transformation corresponds to minimal value of the metric.
In equation 13 D denotes the dissimilarity measure, while I 2 and I 1 are the intensity values in the reference and the sensed image. Individual intensity of an element (x 1 ,y 1 ) in the sensed image is compared to its counterpart T α (x 1 ,y 1 ) in the reference image, where T α is the geometrical transformation we are evaluating and which relates the two elements. The summation is calculated over the whole range of coordinates in the template image x 1 , y 1 of size M×N. This is only valid when the sensed image is completely enclosed in the reference image, otherwise we have to be careful to sum only over the overlapped area. As we mentioned before, it is also possible to compare only parts of the images.
The cross-correlation coefficient is a distance metric of order two and is defined by equation 14, where 1 I and 2 I are the intensity averages in particular images. 
Value of S spans on the interval [-1,1] and the closest the intensities in the compared parts of the images vary together, the higher this number is. Strong part of this measure is that it measures the similarity on an absolute scale, which enables to quantitatively measure confidence or reliability of the match. An example by Foroosh et al. [13] is presented in figure 7 , where cross correlation metric, figure 7c, in parameter space of horizontal and vertical translation for two translated images 7a and 7b is depicted. Maximal value corresponds to the misalignment between the images.
The main drawback of these methods is the assumption that the intensity values remain constant across different image acquisitions. This is not always true, due to change in conditions in which the images are obtained. Furthermore, the similarity measure maximum in the transformation parameter space is relatively flat, resulting in difficulties to accurately determine the optimal parameters. Though there exist several measures to sharpen the peak, by preprocessing of the images or incorporating edge correlation information. Despite these limitations, the methods are still often in use, particularly due to their easy hardware implementation making them useful for real-time applications. 
Fourier transform similarity
The approach to image registration described here exploits several nice properties of the Fourier transform. Translation, scale and rotation all have their counterparts in the Fourier domain. In contrast to methods described before, the optimal match is sought for according to the information in the frequency domain. By using the frequency domain these methods achieve excellent robustness against correlated and frequency-dependant noise. Furthermore, efficient hardware implementation is possible by using the Fast Fourier transform. However, this approach is applicable only to the images which have been at most rigidly misaligned.
The most basic method exploiting Fourier transform for registration is phase correlation method. It is based on Fourier Shift Theorem and was proposed for registration of translated images. The theorem is presented in equation 15 where two shifted images i 1 and i 2 and their respective Fourier transforms I 1 and I 2 are provided. The images are shifted for a vector (d x , d y ) .
We can observe that the images have the same Fourier magnitude, while the phase difference is directly related to their translational displacement. The displacement is extracted through the cross-power spectrum of the two images as explained in equation 16. 
Representation of this cross-power spectrum in its spatial form, i.e. by computing its inverse Fourier transform, approximates an impulse function. The function is roughly zero everywhere except at the displacement of the two images. An example of phase correlation of two translated images is given in figure 7d .
Further extensions to phase correlation method were introduced to account for rotational misalignment as well as for scale change. Rotation and scale invariance of the magnitude spectrum can be achieved by means of log-polar mapping, which corresponds to calculating the Fourier-Mellin transform, equation 17 .
Log-polar mapping of spatial image coordinates is introduced in equation 17 as well, where
, r is the radial distance from the coordinate space center, and θ is the angle. Using this notation, scaling and rotation of an image coincide with translation in the new coordinate space, as depicted in equation 18 by Ruanaidh and Pun [14] and illustrated in figure 8 , where polar transforms of two rotated images are given. It can be observed that rotation in Cartesian space corresponds to a circular shift in polar space.
By combining Fourier-Mellin transform with phase correlation method, the translation can be estimated and consequently, rotation and scale parameters. The problem is that image coordinate centers have to coincide. If the images are translated, special measures have to be taken to calculate appropriate transform as in the method by Wolberg and Zokai [1] . In addition, the conversion between the two spaces requires some sort of interpolation, which might lead to a resampling error. 
Mutual Information
Mutual information is a similarity metric originating from information theory. It has been extensively used in image registration, especially for multi-modal image registration tasks. The basis for its calculation is so called Shannon's entropy defined by equation 19.
Shannon's entropy represents a measure of the average information content associated with a random variable, where p i are the probabilities of individual events of this discrete random variable. The logarithmic term signifies the amount of information gained from an event with associated probability p i . The information is inversely related to the probability, meaning that the less the event is probable the more information it contains. The resulting entropy is then the average amount of information gained from certain set of possible events.
The Shannon entropy can be calculated for an image based on the probability distribution of gray values in the image. Probability distribution of gray values can be estimated from an image by counting the number of times each gray value occurs in the image and normalizing the result by total number of all occurrences. An image containing almost a single intensity has a low entropy value as it contains very little information. An image with high texture of different intensity values on the other hand will yield a high entropy value, since it contains a lot of information. And in this manner, Shannon's entropy can be viewed as a measure of dispersion of probability distribution, since a distribution with a single sharp peak corresponds to low entropy, whereas dispersed distribution results in a high entropy value.
Considering now two different images of the same scene, regions with similar physical properties are presented in both images by regions of similar intensity values. In general, and especially when different sensors are used for image acquisition, the intensity representation of a certain region can be different in the two images, but the ratio of the two representation values is expected to be approximately consistent over the region. Consequently, the idea is to minimize the variance of this ratio to achieve registration.
To observe the ratio between intensity representations in different images, a 2-D joint histogram of the overlapping images is constructed. This histogram contains the frequency of combinations of gray values for all corresponding image points. Such joint histogram changes when the alignment and consequently corresponding points in two images change. When the images are correctly aligned and representations of certain physical structures in the scene are aligned in the images, the joint histogram is expected to show certain clusters of gray values, reflecting these structures. On the other hand, when the images are misaligned, the clustering in the joint histogram becomes dispersed. In an example in figure 9 joint histogram is calculated for two different images, 9a and 9b, when they are registered and when they are misaligned by 1 pixel. Joint distribution of registered images is a straight line cluster of values, while translation causes significant dispersion. 
Finally, by finding transformation T α that minimizes the joint entropy, the images should be registered.
A problem using Shannon's entropy for image registration is that low value can be found for complete misregistration. An extreme example would be the case where only one element is in the overlapping area of the two images. The element would produce one sharp peak in the joint distribution and consequently low entropy value. To avoid such cases, mutual information measure was presented. One of the definitions is presented in equation 21 where I( ) is mutual information measure for images I 1 and I 2 , aligned by transformation T α . Unlike other similarity metrics operating on image intensities mentioned so far, mutual information metric does not make any limiting assumptions about the nature of the relationship between the image intensities of corresponding pixels, and is purely based on their statistical dependency. This makes mutual information a metric of choice in multimodal image registration. However it is suitable for mono-modal registration as well, especially as the assumption that corresponding pixel values in mono-modal images are identical is often violated in practice when image acquisition conditions change. On the other hand, the drawback of mutual information that needs to be mentioned is the fact that sufficiently large number of overlapped image elements is needed for reliable estimate of mutual information statistic. An extensive overview on mutual information based image registration is presented by Pluim et al. [8] and Maes et al. [15] .
Point feature match metrics
Registration based on point features relies on mapping together corresponding feature points. With an exception of intrinsic artificial markers, feature points that can be uniquely found in both images and tolerant to possible distortions are selected for registration either in manual or automatic way, as we have mentioned in one of the previous chapters. At this point we assume that feature points have been determined and the goal is now to match each feature point in one image to the feature point in the other. Based on this, the optimal geometric transformation can be inferred.
The pair wise correspondence between automatically detected feature points is obtained by using either their spatial relations or various invariant feature descriptors. Intrinsic artificial markers and manually detected feature points on the other hand are usually matched manually.
Methods using spatial relations of feature points
As oppose to mapping each feature point individually, these methods map a set of feature points in one image to their corresponding set in the other image. This means that information from all points and their relative locations is used to determine the best matching solution. Consequently, the registration transformation parameters are simultaneously determined with finding the best match. In cases when we match ambiguous features such as corners or when local distortions make matching unreliable, this approach is advantageous because the assumed transformation type constrains the matching. Unfortunately, these methods are associated with high computational costs because many possible feature point pair combinations have to be considered. Several measures are taken, such as using only a subset of feature points, limiting geometric transformations to simple mapping models and the most important, using efficient search strategies for finding the optimal parameters.
Matching using scene coherence is the first of the three most commonly used methods indicated by Goshtasby [16] . If we assume that two 2D images are misaligned by an affine transformation, equation 2, we need to determine 6 transformation parameters. Because of the scene coherence, it is enough to know the correspondence of three non-collinear points from two feature point sets to find the correspondence of other points. In ideal case, if the corresponding point pairs are aligned, other points should align as well. When using scene coherence method, three point pairs are used to determine the transformation parameters and the transformation is applied to one of the images. The likelihood of the transformation is evaluated by observing the distance between the two complete feature point sets after the mapping. The distance can be measured using Hausdorff distance, where we observe the maximum of minimum distances between the points in the two sets. Different possible three feature point combinations from the two sets are tested, and the one leading to minimal distance is used for registration. Due to the outliers, i.e. feature points that do not have pairs in the other image, because of the noise or other factors, points that have no pairs in close vicinity after the mapping, can be discarded from calculation of the Hausdorff distance. Another approach is to use only a limited number of best matches when calculating the distance. After mapping with the best parameter set, the features points are usually not perfectly aligned because of the noise. To improve the final result, only the feature point correspondences can be determined in this way and the final transformation parameters calculated afterwards using least squares method.
Another common approach of determining the transformation parameters from feature point correspondences is through a voting process or clustering. We can calculate transformation parameters, 6 in case of 2D affine transformation, for a number of different possible three feature point pairs. Accumulator array is assigned to each of the parameters and initially set to 0. For every calculated parameter set, the matching entries in the accumulator arrays are increased by 1. After evaluating several combinations of three feature point pairs, the entry showing the peak count in each array is used as the transformation parameter. Similar measure can be taken to speed up the search and make it more accurate as in the previous method.
Last but not least, matching using invariance can be applied to feature point sets to determine the transformation parameters. Considering three non-collinear feature points q 1 , q 2 , q 3 in the sensed image, the relation to other points q in the image can be written using equation 22. 
Through this affine invariant property, combinations of three point pairs are again selected from the images and the relation between remaining points in each image with respect to the selected three can be calculated and compared. This is done by quantifying the relation obtained for each image into a 2D histogram of α parameters, where parameters of individual feature points are represented. The correctness of the three initial correspondences is estimated by comparing their respective parameter histograms.
All these methods can be applied on 3D images, as well as on more complex transforms, such as projective transformation, equation 3. The extension is quite straightforward and is presented in [16] . Of course more feature point pair correspondences have to be assessed to calculate additional transformation parameters. Unfortunately this leads to a rapid increase in computational costs which seems to be a weak point of these methods.
Methods using invariant feature descriptors
As an alternative to the methods exploiting the spatial relations, the correspondence of feature points can be estimated using their descriptions, invariant to expected image deformations. According to Zitova and Flusser [4] these descriptions should fulfill four basic conditions. Apart form their invariance to expected image deformations, they should be unique, where two different features have different representations, stable, meaning that the description of slightly deformed feature should remain similar, and should exhibit independence in the sense that when the feature description is a vector, the elements should be functionally independent. In practice, these conditions are seldom satisfied at the same time, therefore some trade-off is needed. When searching for the correspondence of feature points in the space of feature descriptors, the minimum distance rule in combination with a threshold is usually applied.
The simplest and most common feature description is based on image intensity values in close neighborhood of the feature point. Any of the metrics presented for intensity based registration methods can be used, as for instance mutual information of the neighborhoods. In case when feature points correspond to points of local curvature extrema, the patterns of curvature extrema on individual curves can be matched to find their correspondences as in method by Lie and Chuang [17] . If feature point represents an intersection of several structures, the angles between them can be compared and used for matching. When gravity centers of certain closed-boundary regions are used as feature points, different region descriptors can be used. Chain code representations of region boundaries and several moment invariants, such as Hu moment invariants, can be used in such case. Figure 3 is an example of registration based on invariant feature descriptors of salient feature points. Corners are detected and correspondences established based on complex moment invariants in their neighborhoods [4] . The numbers in images 3a and 3b represent matched feature points.
After the feature point matches are know, determination of transformation parameters is quite straightforward, similarly as with the methods using spatial relations of feature points. Methods based on feature point matches use a set of such matches to generate a single optimal transformation. Complex search strategy to find the parameters is therefore not needed. The transformation parameters using feature point pairs can be calculated either through approximation or through interpolation.
In approximation, certain expected type of transformation is assumed and its parameters are calculated such that matched feature point pairs are mapped together as closely as possible. Least squares regression analysis is typically used for the calculation of parameters. The approximation approach assumes that the matches are distorted by local noise, causing them to be slightly misaligned. The number of matched points should therefore be sufficiently greater than the number of parameters being approximated in order to have enough statistical information to make the approximation reliable.
If we are confident in the accuracy of the feature point matches, as in the case of manually detected landmarks or artificially introduced intrinsic markers, interpolation can be used to calculate the parameters of the transformation. Interpolation results in a transformation which aligns two images such that control point pairs are exactly mapped together. The greatest advantage of determining feature point correspondences without the constraint of underlying spatial transformation is that basically arbitrary complex transformation can be derived if only enough accurate correspondences are available. For calculation of transformation parameters there must be exactly one matched feature pair for each independent parameter of the transformation to solve the system of equations. Usually we are dealing with a small number of exact feature point matches, but when their number is large, the number of constraints to be satisfied is large as well. If polynomial transformations are used, this means higher order polynomials with unexpected behavior. In this case, splines, radial basis functions or other piecewise interpolation methods described earlier are preferred.
Segmented structure match metrics
The idea behind registration based on segmented structures is similar to the one of the methods using spatial relations of feature points for registration. Segmented structures are represented as sets of points in the image space and the registration is achieved by minimizing certain distance metric between the sets. The trivial case is when certain correspondences between points from the two sets are known. The optimal transformation can be calculated through interpolation or in a least squares sense. On the other hand, when correspondences are unknown, an iterative approach is usually adopted. The process involves shifting structures in one image over the structures in the other image, calculating some distance metric, and iteratively continuing the search towards the transformation where the selected metric is minimal.
Searching for the optimal transformation can be performed in a gradient-descent direction or using any other kind of smart search, as will be described in the next chapter. One common variant of registration method based on matching binary segmented structures in two images is the iterative closest point (ICP) matching. Let P be the binary shape in the sensed image and X the shape in the reference image to be registered with. Both shapes are decomposed into point set form. If N P and N X are the number of points constituting each shape, P and X are defined by N P -tuple P ={p 1 , p 2 ,…,p NP } and N X -tuple X ={x 1 , x 2 ,…,x NX }. There is no pre-established correspondence between the points in two sets. ICP algorithm finds the transformation, rotation R and translation t, which aligns the structures in both images by minimizing the sum of squared differences distance metric in equation 24.
In equation 24, y i is a point on the structure in the reference image that corresponds to the point p i in the sensed image. Given that the a priori point correspondence between the two sets is not known, an iterative search is applied to solve the problem. At each iteration, the correspondence is established by means of the correspondence operator C. The correspondence operator is typically the closest point operator presented in equation 25, where point a from shape P in a sensed image corresponds with the point closest to it in shape X from a reference image.
When point correspondences are determined, the transformation which minimizes the mean square metric is computed. The sensed image is transformed using this transformation and the process is repeated until a minimum distance error threshold is achieved or a maximum number of iterations is reached, as stated by San-Jose et al. [18] . An example of ICP algorithm on two segmented lines is presented in figure 10 . Black straight lines connect corresponding points. 
Search strategy
It was already indicated in the text that the solution to the image registration problem, the optimal transformation parameters that align the images in the best way given the transformation model, can be obtained either in the closed-form or by solving a multidimensional optimization problem. Which approach is used is in many ways determined by selected features used in the process of matching the images.
Closed-form solution
Finding the optimal parameters of the transformation in the closed-form does not exactly agree with the term search strategy since the parameters are determined by solving a system of equations yielding one final solution. Determining parameters of an affine transformation that aligns two 2-D images based on know correspondence of three noncollinear feature point pairs is an example a closed-form solution. Other solutions based on interpolation are further cases of closed-form solution.
The advantage of closed-form solution is that calculation is straight forward and fast in most cases. Furthermore, the solution is exact. This can also be its disadvantage, if the data on which the solution is based on is not accurate. Therefore we have to make sure that the feature matches, used for determining the parameters, are accurate, otherwise we have to find them using a search strategy, which leads to the best fit approximation.
Optimization problem
The registration problem typically comes down to determining the matching transformation parameters by traversing the search space looking for the maximum of the similarity metric. This procedure equals a multidimensional optimization problem, where the number of dimensions corresponds to the degrees of freedom of the underlying transformation model. The optimization problem is a known mathematical problem with numerous solutions, which have been more or less successfully adopted for image registration. We will not go into details of these methods as this is not the goal of this document. Even though it needs to be mentioned, that careful consideration is required when adopting certain solution into the registration frame, since the final result depends heavily on the capabilities of the selected search strategy. Basically we need to select the method that is able to find the similarity metric maximum in the transformation space, which is not well behaved function in most of the cases. Such an example is given in figure 7c where cross correlation metric is presented. It can be seen that finding the maximum is not a trivial task, since the method usually needs to avoid several local maximums of the function. And note that the example is given for one of the simplest parameter spaces, a translation consisting of just two parameters. Moreover, computational costs attached to the method need attention as well, since time of calculation and hardware requirements can be a limiting factor.
The most straightforward and the only approach that guarantees the global optimal solution is exhaustive search over the whole parameter space. Although it is computationally demanding, it is frequently used if only translation parameters are to be estimated as in [1] . When this is not feasible, techniques such as Gauss-Newton numerical minimization, gradient descent method, Levenberg-Marquardt optimization method and Powell's multidimensional direction set optimization method among others, have been successfully applied in the image registration solutions [4] . Some methods are described in chapter 4.3.
Implementation issues
Here we discuss some important implementation issues that can or need to be considered when developing an image registration method and can significantly influence the final result.
Multiresolution pyramid
Registering images in multiresolution way is frequently used measure which can improve the result and decrease the complexity of the algorithm. Multiresoultion pyramid is a set of images representing an image in multiple resolutions. The original image, sitting at the base of the pyramid, is downsampled by a constant scale factor in each dimension to form the next level. This is repeated from one level to the next until the tip of the pyramid, the coarsest meaningful image representation, is reached. Registration is first performed on the coarsest level and then the procedure is carried on to the finer levels. Parameter estimations at each level are passed as initial estimates for the next level where small corrections due to new finer details are integrated.
Applying registration in this fashion results in two major advantages. First, the number of pixels is reduced at coarser levels, which simplifies the computations. This results in large computational gains since most of the search iterations are usually executed in the coarser levels. Second, by downsampling and successive smoothing of the image, only large-scale features are preserved, causing the similarity metric to be computed on smoother images. This property can prevent the search algorithm to get stuck in local minimums in the search space.
In figure 11 such multiresolution structure is presented. The image belongs to a method presented by Hellier and Barillot [10] , where in addition to multiresolution approach they also adopted multigrid minimization scheme. The idea behind multigrid scheme is similar to multiresolution one, only that it is applied in horizontal direction instead of vertical. At each resolution level, they divide the image into different sized local neighborhoods on which local transformation parameters are calculated. At each resolution level this division is guided by the visual content of the image representation. 
Combining different techniques
Multiresolution approach reduces computational load and improves the accuracy of the registration method. Similar effect can be achieved by combining different techniques at certain levels of registration procedure. Different transformation models or different search strategies can be combined to produce one final registration result.
When applying local transformation models it is required in most of the cases that images are already in relatively good alignment, since their mapping range is limited by declaration of local neighborhood. Multiresolution approach can compensate large misalignments to certain extent, but it sometimes useful to first align the images using simple global mapping transformation. This is implemented in Romeo Algorithm by Hellier [19] , where rigid registration step maximizing mutual information is followed by elastic registration.
Different search strategies can be applied as well, in order to improve the results and decrease the costs of the registration method. At the beginning of the search procedure, the transformation parameters are searched for in a coarse manner using simple search strategy. The results are then refined by an accurate, though more complex, search strategy.
Resampling
Resampling is an important aspect of each registration technique. When we are searching for optimal transformation T α , we have to evaluate for each set of parameters, how good reference image matches the transformed sensed image. For comparison, corresponding points in the transformed image have to be determined for each pixel in the reference image. Since after the sensed image is transformed, image grids do not coincide, apart from certain exceptional cases, the transformed sensed image needs to be resampled. Different methods have been developed to estimate the intensity values of transformed sensed image at discrete locations corresponding to the grid of a reference image. These values are calculated from the intensities of a small number of surrounding pixels using interpolation methods such as nearest neighbor, bilinear interpolation, cubic convolution, cubic spline interpolation, and radial symmetric resampling methods among others. Methods are in detail described in Goshtasby's book [16] .
State-of-the art image registration methods
A couple of complete image registration algorithms are presented in this chapter. The methods show how some of the concepts mentioned in this document can be combined to provide a complete image registration solution.
Elastic Registration in the Presence of Intensity Variation
Periaswamy and Farid [11] have presented a locally affine and globally smooth elastic registration method based on intensity matching. In addition the registration model explicitly accounts for local and global variations in image intensities. The method is presented for 2-D images, but it can be straightforwardly extended to 3-D.
Overview
Geometrically the image transformation is initially modeled with local affine transformation leading to a globally elastic registration. As it was mentioned, the advantage of local transformations is their capability of modeling highly nonlinear global transformations without the numerical instability of high order nonlinear global mapping models. Unfortunately the disadvantage is the computational inefficiency due to significantly larger number of model parameters needed for estimation. Furthermore, global consistency constraint is another problem that needs to be tackled.
In addition to geometrical transformation, intensity variations between the images are explicitly modeled with local changes in brightness and contrast. Modeling intensity variations allows for effective registration in the presence of noise, causing local intensity variations, as well as registration of certain multi-modal images.
Registration model parameters are simultaneously estimated for each pixel in the image allowing the registration to capture nonlinear distortions, in geometry and intensity values. As a similarity metric for parameter estimation a sum of squared differences metric on intensity values is employed. The minimization in the parameter space consists of two steps. First, the parameters are estimated in a closed-form fashion using least squares method on a linearized sum of squared differences model. The solution is used as initialization for further refinement in iterative nonlinear way.
Last but not least, the method adopts a multiresolution framework, allowing the detection of both large and small scale transformations.
Algorithm
Geometrical transformation is modeled using local affine transforms. At this point it is considered that the images are related by pure geometric transformation alone, without any intensity variation between the representations in different images. The affine transformation from one image to the other was presented in equation 2 and is repeated in equation 26 using notation from motion estimation framework. 12 , a 21 , a 22 , a x and a y are linear affine transformation parameters as described in equation 2. Parameter t-1 denotes the sensed image and t the reference image .
The transformation parameters are estimated locally in the image, for small spatial neighborhoods Ω. The similarity metric, defined as the sum of squared intensity differences between corresponding points in the two images, is used for alignment evaluation, as is presented in equation 27.
[ ]
The error function in equation 27 is nonlinear in its unknowns and it can not be solved analytically, unless the sensed image representation is approximated using a first-order truncated Taylor series expansion, as in equation 28. 
The solution assumes that the first term in equation 30 is invertible, which is in most cases guaranteed by integrating over a large enough spatial neighborhood Ω containing sufficient image content.
The model used so far assumes that the image intensities of corresponding parts in reference and source image are unchanged. This assumption is invalid in a number of circumstances, either due to the noise or different capturing modalities of the two images. To account for intensity variation, an explicit change of brightness and contrast is incorporated into the model. A new model containing additional contrast and brightness parameters a c and a b is given in equation 31. So far the method assumes that the transformation parameters are constant in a given spatial neighborhood Ω. Size of the area is of great importance, since a larger area makes it more likely that equation 30 is solvable, while a smaller area increases the probability that assumption of constant transformation parameters within the area holds. Finding the suitable tradeoff can be avoided by replacing the constancy assumption with a smoothness assumption, stating that the model parameters vary smoothly across the image. Smoothness constraint on contrast and brightness parameters has an additional benefit of avoiding a degenerate solution, where pure brightness modulation is used to describe the mapping between the images. [
Now the error metric and unknown parameters relate to individual pixels and the summation over the neighborhood can be discarded. Parameter λ is a constant controlling the smoothness of individual elements a i from vector a r .
The new error function is minimized by differentiating it with respect to the model parameters and setting the result to 0. Differential of ) (a E b r remains the same, while ) (a E s r is differentiated by first expressing its partial derivatives with discrete approximation a a r r − , where a r is component-wise average of a r over a small spatial neighborhood. The derivative
r is presented in equation 34. L is a diagonal matrix containing individual λ parameters on the diagonal.
Unfortunately solving the minimization problem for each individual pixel yields an enormous linear system, difficult to solve analytically. For this reason, an iterative scheme is employed, using equation 35 which is directly related to the analytical solution. 
Implementation issues
The presented method integrates some additional measures to improve the final result. Spatial derivatives used in error minimization step have finite support, thus limiting the amount of motion that can be estimated. A coarse-to-fine scheme through multiresolution Gaussian pyramid is adopted as a solution. A Gaussian pyramid is built for source and target image and the parameters are estimated first for the coarsest level. Images are registered and the procedure continues at the next finer level. Furthermore, since the error function ) (a E b r was approximated with truncated Taylor series expansion, iterative scheme is applied at this level as well. At each resolution level the transformation parameters are estimated for each pixel using iterative scheme from equation 35 (inner iterative loop). After convergence, the sensed image is warped towards the reference image. This procedure is then repeated a few times on each resolution level (outer loop), before continuing on a finer level. This further improves the result of final registration. Some results on medical images of the same modality (top row) and results for the multi-modal case (bottom row) are presented in figure 12.
Hybrid Image Registration based on Configural Matching of Scale-Invariant Salient Region Features

Overview
The method proposed by Huang et al. [9] aligns images based on finding correspondences between image region features. In contrast to using purely sparse geometric features or exclusively image intensities for matching, such a hybrid method integrates the merits of both approaches. The method uses a small number of automatically extracted scale-invariant salient region features, whose interior intensities are matched using mutual information as a similarity measure. Moreover, a global consistency of the transformation is used to constrain individual feature matches in order to eliminate false ones. The algorithm consists of two steps, region component matching (RCMP) and region configural matching (RCFM). In the first step correspondences between individual region features are obtained. Using generalized Expectation-Maximization framework, the second step detects a joint correspondence between multiple pairs of salient region features resulting in the best global image match. Transformation parameters are estimated based on the region feature pairs in the optimal correspondence set.
Through this approach the authors want to deal with some typical registration problems. First, they note that image registration is difficult in case of structures appearing/disappearing in the scene being imaged. For instance tumor growth in medical images, constructions appearing in remote sensing images and occlusions in natural images lead to significant differences in local image appearance. Second, multimodal images are hard to register since the images produced by different sensors may vary significantly. Finally, given two images misaligned by an arbitrary transformation, it is difficult to efficiently recover globally optimal transformation due to the large transformation parameter search space. They argue that integration of sparse geometric feature based methods and image intensity based methods is attractive because of their complementary nature. Intensity based methods are superior in multi-modal image matching and exhibit superior robustness to image noise and intensity inhomogeneity, while feature based methods are more natural to handle the structure appearing/disappearing problem, occlusions and partial matching. Furthermore, they are efficient in aligning the images despite of their initial poses.
The method presented here is developed for recovering arbitrary similarity transform, equation 1, mapping together two 2D images. It is also resilient to intensity inhomogeneity, structures appearing/disappearing in the images and able of matching multi-modal images.
Algorithm
Scale-invariant region features are used as a base for image matching. The salient regions are found through an entropy-based detector, which aims to select regions with highest local saliency in both spatial and scale spaces. For each pixel x on an image, a probability density function p(s,x) is computed from the intensities in a circular region of a certain scale, defined by a radius s centered at x.
The local entropy of such region is defined by equation 36, where i takes on all values in the set of possible intensity values.
The best scale S x , equation 37, for the region centered at pixel x is calculated as the one that maximizes the local entropy.
Saliency value for region of the best scale is defined by the entropy value, weighted by the best scale and a differential self-similarity measure in the scale space, as is presented in equation 38.
Such saliency value is calculated for each pixel x and local maximas are detected in the image space. Since the saliency metric is applicable over both spatial and scale spaces, saliency values of different region features at different locations and of different scales are comparable. The algorithm picks N most salient ones in each image, which are used in further processing. The main advantage of the salient region features is that they are theoretically invariant to rotation, translation and scale. Examples of extracted salient region features are marked by yellow circles in figure 13 and figure 14 . In the RCPM step, the likelihood L local (C i,j ) of each hypothesized correspondence C i,j between individual salient region features, i from reference image I r and j from the sensed image I s , is estimated. The likelihood is proportional to the similarity between the interior intensities of the two salient regions. Before measuring the similarity, their scales are normalized by supersampling the smaller region to match the scale of the larger one, which results in scale-invariant matching. The translation invariance is intrinsic by aligning the region centers. To achieve rotational invariance, one region is rotated by a certain set of angles, and the angle resulting in the largest similarity measure is used. A normalized form of mutual information, the Entropy Correlation Coefficient (ECC) presented in equation 39, is used as a similarity measure. ith region on I r is denoted as A and jth region on I s as B. B θ is the scale-normalized region B after rotation for an angle θ.
Likelihood values of all possible feature correspondence hypotheses C i,j are calculated and sorted in descending order. Top M such hypotheses are then chosen to be used for further processing. Note that possible global similarity transformation can be inferred from each local feature correspondence hypothesis. Translation can be estimated by the displacement of the region centers, scaling can be induced by the ratio of the scales and rotation angle was estimated when searching for the best match of the two regions.
In the RCFM step, the algorithm evaluates likelihoods of different joint correspondences C i1,,j1 ∩C i2,,j2 ∩…C ik,,jk between multiple pairs of region features and looks for the one that results in maximum likelihood in terms of global image alignment. The likelihood of each hypothesized joint correspondence of n feature pairs is calculated using ECC measure on entire overlapping part of the images I r and the transformed image I s , where transformation parameters T n are derived from all region feature pairs in the joint correspondence. Likelihood calculation is presented in equation 40. The advantage of looking for a region feature pair set that results in best global image alignment is in the fact that possible false individual region feature correspondences, which tend to occur frequently, are eliminated and do not influence the final result.
When searching for the optimal global solution, a generalized Expectation-Maximization algorithm is used. First correspondence is defined as the feature pair from M hypothesized correspondences that maximizes equation 40. An example of first selected correspondence from a set of hypothesized correspondences is presented in figure 13e and 13f for sensed and reference image. First selected correspondence resulting in best global image match is not necessarily the pair of region features displaying the closest similarity as defined by equation 39. Algorithm then iteratively adds additional feature correspondences from hypothesized correspondences pool which further improve the likelihood from equation 40. The procedure stops when additional region feature pairs do not improve global image alignment anymore. Optimal matching transformation is then the transformation calculated from feature pairs in the joint correspondence yielding maximum likelihood. Example of feature pairs selected for transformation estimation after the convergence of the algorithm are presented in figure 13g and 13h and in figure 14e and 14f. Note that only a small subset of all detected region features is used.
Results of the method for aerial and clinical images are presented in figure 13 and figure  14 . Transformation calculated from region feature correspondences, figure 13g, 13h and figure 14e, 14f, is applied on the sensed image, figure 13c and 14c, resulting in images 13j and 14g. Edge map of transformed sensed images is superimposed on reference images 13a and 14a, and the results presented in figure 13l and 14h. We can observe that after the transformations edges match with the underlying image structure. 
Image registration Using Log-Polar Mappings for Recovery of Large-Scale Similarity and Projective Transformations
Overview
An image registration method for recovering large similarity transformations and moderate perspective deformations among image pairs is presented by Zokai and Wolberg [20] . The method is twofold. First they recover large similarity transformations using logpolar space technique in the spatial domain. They refine the result through sub-pixel accurate registration based on sum of squared differences of intensity values. The parameters are calculated in efficient way using modified version of Levenberg-Marquardt optimization algorithm. To allow for compensation of larger displacements the method is further implemented in a multiresolution way.
Their solution is motivated by the problem of registering airborne images. These images are taken at vastly different times, altitudes and directions. Therefore a solution that is able to handle registration in the presence of arbitrary rotation angles and large scale changes (up to 5X zoom) is needed. Since the terrain appears flat from moderately high altitude, the images can be registered using perspective transformation model.
Algorithm
Modified Levenberg-Marquardt Algorithm
To recover perspective transform parameters, a modified version of LevenbergMarquardt (LMA) nonlinear least-squares optimization algorithm is used. The algorithm is able to align images with subpixel accuracy, when initial displacement is relatively small. LMA uses sum of squared differences of corresponding pixel intensities of the two images as the similarity measure. The discrete version is presented in equation 41. 
Parameter λ is a nonnegative damping factor that is adjusted at each iteration. If reduction of function is rapid, a smaller number is used, bringing the algorithm closer to GaussNewton method, whereas if an iteration gives insufficient reduction in the residual, λ can be increased, giving a step closer to the gradient descent direction. Simple gradient descent method suffers from various convergence problems, but is not very sensitive to initialization, while Gauss-Newton method is known to converge rapidly if properly In the standard LMA, initial estimates for the unknown parameters are chosen using the identity matrix as initial guess for point P 0 in the parameter space. The derivatives in equation 47 are calculated and used in equation 46 to retrieve parameter updates . The updates are added to the initial parameter estimate, the identity matrix, moving from point P 0 to P 1 on the curve. Image I 2 is warped towards I 1 using the newly calculated transformation parameters. Since I 2 changes, derivatives for equation 47 need to be recalculated to find new transformation parameter updates . The result produces a new A Δ that is always added to the identity matrix I, the initial guess for point P 0 in the parameter space. Since I 2 remains unchanged, the derivatives from equation 47 do not need to be recalculated completely at each iteration. Minimization using modified LMA is presented in figure 16 , where it can be observed how global minima moves towards the initial guess point P 0 , which remains constant. We can observe that gradients g x and g y of image I 2 form a big part of the minimization. Because this image remains unchanged through each iteration, we save enormous computational time by calculating the gradients only at the first iteration.
Finially, in order for presented method to work, the images have to be in a fairly good initial alignment.
Registration module based on log-polar transform
To bring the images into approximate alignment even in the presence of large scale changes, as well as arbitrary rotations and translations, a preprocessing step is introduced. The module is based on log-polar transform of the images. Instead of looking for the solution in the transformed domain, as in the case of using Fourier-Mellin transform and phase correlation method, described in chapter 3.3.1.2, the solution is derived in the spatial domain. In order to speed up the process of finding the solution, multiresolution framework is applied.
The algorithm first crops a circular template from the reference image and computes its log-polar transformation. The radius and the center of the template are arbitrary. In the examples, the centre of the template corresponds with the image center and radius equals 25% of the image width. Such template is marked in figure 17a . Then the same circular region is cropped for all possible positions in the sensed image, figure 17b , and their respective log-polar transforms are calculated. To retrieve the transformation, log-polar representations are compared as in figure 17c.
As it was mentioned in chapter 3.3.1.2, scaling and rotation coincide to translation in the new coordinate space. These translation parameters are recovered by using the crosscorrelation coefficient from equation 14. For each cropped region in the sensed image the cross-correlation coefficient is calculated for different translations in a log-polar space. The instance leading to the maximal correlation is then used to calculate the transformation parameters. Translation equals the displacements of the two cropped regions. Scale is calculated from the translation in the scale dimension, while rotation from the translation in the rotation dimension of the log-polar space. More results of the method are presented in figure 18 . 
Conclusion
Image registration, a process of aligning two images and compensating for differences caused by different acquisition conditions, is presented in this document. Following the definition of image registration, common situations causing the need for finding the solution to the problem of aligning images were mentioned and certain application areas pointed out. Methodology common to most of the image registration methods was presented. Image registration methods were divided into four distinct components and the most common approaches and solutions were described in that framework. Furthermore, some implementation issues that can improve the results were discussed. At the end, some stateof-the-art image registration techniques were presented, giving an insight into developing a full working solution.
From studying all these different solutions, it can be observed that developing an image registration algorithm is a complicated task, where all constituting parts have to be designed carefully, considering compatibility among them and suitability to the specifics of the problem being solved. But examples of image registration algorithms in this document show that solutions yielding very good results exist and are possible to develop through a careful design. In tables 1 to 3, a general overview on image registration methods presented in this document is given. The tables should serve as a general framework and a reference for further research.
Unfortunately, for now methods are still very much task dependent, meaning that they are good at solving tasks they were designed to solve, but can fail in some other types of problems. If we look into the future, the goal could be to develop an all around registration method, able to recognize the type of given task and to decide by itself about the most suitable solution. 
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