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Abstract 
 
Computational modeling of behavior under uncertainty: Commonalities and differences 
between anxiety and depression 
 
by  
 
Christopher R. Gagne  
 
Doctor of Philosophy in Psychology 
 
University of California, Berkeley  
 
Professor Sonia Bishop, Chair  
 
Individuals who are prone to experiencing high levels of anxiety and depression often exhibit 
dysfunctional behavior. For example, anxious individuals often avoid situations that have even 
the slightest chance of a highly negative outcome (e.g. a plane crash), and depressed individuals 
often show a reduced pursuit of activities that most people find enjoyable. Progress can be 
made in understanding dysfunctional behavior by using formal, mathematical frameworks of 
decision making, which break down behavior into its computational components, and in which 
we can start to pinpoint the specific abnormalities associated with anxiety and depression. 
Chapter 1.2 and 1.3 review prior literature, highlighting some of the computations that seem to 
be altered, such as the overestimation for the probability that rare, extremely negative events 
will occur. Chapter 2 and Chapter 3 empirically examine behavior in situations that require 
individuals to accurately estimate the probability that an outcome will (or will not) occur as a 
result of their actions. In a task where individuals have to estimate action-outcome probabilities 
by trial-and-error (Chapter 2), individuals with high overall levels of anxiety and depression 
show a reduced ability to align the rate at which they learn to the rate of change in the 
environment (i.e. the level of volatility). In a task where individuals have to choose between 
options that have known (risky) versus unknown (ambiguous) probabilities (Chapter 3), 
individuals who have high levels of physiological anxiety tend to avoid the ambiguous options 
more than other individuals, as information is removed about those probabilities. On the other 
hand, individuals who are prone to experiencing mania are more likely to make the opposite 
choice, seeking ambiguity, when the outcomes are rewarding. Chapter 4 examines possible 
sources for dysfunctional beliefs, as opposed to behaviors. In a hypothetical vocational setting 
where individuals estimate their rank relative to others, individuals with high levels of 
anhedonia-related symptoms show initial beliefs that are more negative relative to the beliefs 
of others. Individuals with high levels of anxiety, on the other hand, show negatively biased 
updating of those beliefs in response to unbiased information. Chapter 5 summarizes the 
empirical findings and discusses more broadly how anxiety and depression seem to impact 
behavior (and its underlying computations) in uncertain situations. 
 1 
 
Chapter 1: Introduction and Background  
 
Chapter 1.1: Brief introduction  
Mood and anxiety disorders are extremely prevalent. Over the course of any twelve-
month period, over 9% of adults are diagnosable with an anxiety disorder and 18% with a mood 
disorder (Kessler et al., 2005). These disorders cause substantial disruption to daily life, 
interfering with social life, work, and even basic activities. Yet despite the magnitude of this 
problem, treatments for mood and anxiety disorders remain only partially effective (Ballenger 
et al., 1999; DeRubeis et al., 2005; Hollon et al., 2005). Better treatments require a better 
understanding of the source of this disruption. 
A large part of the disruption to daily life involves dysfunctional behavior. Anxiety is 
often associated with avoidance behaviors, for example, avoiding flying for fear of a plane crash 
and opting to stay at home instead. Depression, on the other hand, is often associated with the 
reduced pursuit of pleasurable activities, for example, going out to see friends or even enjoying 
a meal on one’s own. As a result of the actions they take, individuals with both anxiety and 
depression often experience poorer outcomes and less satisfaction in life than others. 
One promising approach to understanding this dysfunctional behavior involves the use 
of formal, mathematical frameworks of decision making, which have been used classically in 
economics and engineering and have been more recently popular in neuroscience and 
psychology. These frameworks break down the complex decision making process into simpler, 
more abstract components (i.e. decision variables and the computations that act on them). The 
source of aberrant behavior and decisions can then be pinpointed to dysfunction in one or 
more components. 
For example, the decision of whether to fly to a relative’s for the Holidays can be 
thought of in terms of actions (fly or stay at home), potential outcomes (safe flight or plane 
crash), the probabilities of those outcomes, and the different values of those outcomes should 
they occur, all of which needs to be estimated and weighed up. Although decisions like this may 
be easy for some, individuals with anxiety and depression routinely struggle with this type of 
decision and often make choices (e.g. staying at home) that they later regret. Dissecting 
decisions using formal frameworks can help us understand why. Continuing the example, 
anxiety might lead an individual to overestimate the probability of a plane crash, while 
depression might lead him or her to underestimate of the value of visiting. If anxiety and 
depression are truly associated with these differences, the optimal tack for treatment would be 
quite different. 
Chapter 1.2 (published in Annual Reviews of Neuroscience) reviews evidence for which 
computations are likely to be altered in anxiety and depression. It also reviews some of the 
neural mechanisms that likely underly these alterations. Finally, it repeats the call for the need 
to disentangle anxiety and depression, which are highly comorbid (Kessler et al., 2005). To that 
end, we highlight some computations that seem to be altered in both anxiety and depression, 
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and others that seem uniquely altered in one or the other. This differentiation of shared versus 
unique aspects of anxiety and depression is a theme for the empirical chapters of this 
dissertation. 
Chapter 1.3 (published in Current Opinions in Behavioral Science) is more narrowly 
focused. In it, analogies are drawn between the more formalized notions of simulation and 
replay in reinforcement learning and the different types of persistent, negative thoughts that 
are characteristic of anxiety and post-traumatic stress disorder (PTSD). For anxiety, worry is 
proposed to be analogous to biased simulation, leading to the overestimation of the 
probabilities that rare, extremely negative events occur (e.g. plane crashes). This, in turn, 
results in more avoidance behavior and a further reliance on (biased) simulation. For PTSD, 
intrusive recollections are proposed to reflect over-generalized and/or unchecked updating of 
world models (and the values of states and actions contained in them) via simulation and 
replay. 
Both Chapter 2 and Chapter 3 empirically investigate how individuals with anxiety and 
depression make decisions involving uncertainty. Difficulties in handling uncertainty have been 
associated with both anxiety and depression (Gentes & Ruscio, 2011; Carleton et al., 2012), but 
most of the previous work has relied on methods that did not differentiate between possible 
types of uncertainty or look at how these different types might impact decision making. Two 
main types of uncertainty are typically distinguished. First-order uncertainty refers to the case 
when outcomes occur probabilistically, rather than with certainty. Second-order uncertainty 
refers to the case when the probabilities themselves are unknown. Chapter 2 investigates one 
particular type of second-order uncertainty, referred to as volatility, which reflects change in 
probabilities over time. Chapter 3 investigates another type of second-order uncertainty, 
referred to as ambiguity, which reflects missing information about probabilities.    
Chapter 2 (to be submitted as a journal article) looks at how individuals, differing in 
their levels of mood and anxiety symptoms, adjust their rate of learning about probabilities 
between periods differing in their level of volatility. Individuals with high levels of anxiety have 
previously been observed to have a difficulty aligning their learning rate to the level of volatility 
(Browning et al., 2015), either learning too quickly when things are stable or too slowly when 
they are rapidly changing (volatile). This mismatch can lead to inaccurate estimates and poorer 
choices. In Chapter 2, we show that this deficit extends to clinical levels of both anxious and 
depressive symptomatology, providing evidence that it acts as a transdiagnostic vulnerability 
factor to both types of disorders. This chapter also advances the computational modeling of 
both behavior and symptomatology, by combining state-of-the-art methods from each domain. 
Chapter 3 looks at how individuals, differing in their levels of anxiety and mania-related 
symptomatology, make decisions involving ambiguity. We look at differences in attitudes 
towards first-order uncertainty (called risk in this study) and second-order uncertainty arising 
due to missing information (i.e. ambiguity). Attitudes towards risk and ambiguity have long 
been studied in economics, but they only recently have started to be used to understand why 
individuals with anxiety seem to be avoidant and why individuals prone to mania tend to 
engage in risky behaviors. For decisions involving potential financial gains or losses, we show 
that symptoms of mania and symptoms of physiological anxiety are associated with partially 
opposite attitudes towards ambiguity, but no differences in risk attitudes. If replicated in future 
work, this would provide a clearer picture of why individuals who have these different 
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symptoms exhibit different behavior in the real world. We additionally leverage our dataset to 
weigh in on questions that are still being investigated in economics surrounding typical 
attitudes towards ambiguity. We show that individuals, on average, tend to be ambiguity 
averse for decisions involving gains and ambiguity seeking or neutral for decisions involving 
losses depending on the level of missing information. This finding mirrors a more well-known 
one for risk attitudes (Kahneman & Tversky, 1979), but has been much less well characterized 
to date. 
Chapter 4 (to be submitted as a journal article) looks at potential sources for negative 
beliefs and judgements that have been reported by individuals with high levels of anxiety and 
depression. These beliefs can also be seen as inputs to the decision making processes studied in 
the earlier chapters. Specifically, we look at whether these individuals tend to bring negative 
prior beliefs to new situations or whether they update their beliefs using new information in a 
biased way. An additional aim of this chapter is to examine dysfunction in a more realistic 
(‘ecologically valid’) setting. To that end, we used a novel task in which participants imagined 
themselves in a hypothetical internship, competing against their undergraduate classmates. We 
show that higher levels of depression are associated with more negative prior beliefs relative to 
others, but no differences in updating beliefs. In contrast, higher levels of anxiety were 
associated with overweighting negative versus positive beliefs during belief updating, but not 
with differences in prior beliefs.  
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Chapter 1.2: Anxiety, Depression, and Decision Making: A 
Computational Perspective (A review of the literature)  
 
Previously published as:  
 
Bishop, S.J., Gagne, C. (2018) Anxiety, Depression, and Decision Making: A Computational 
Perspective. Annu Rev Neurosci. doi: 10.1146/annurev-neuro-080317-062007. Epub 2018. Apr 
25. PubMed PMID: 29709209.  
 
The following slight formatting modifications have been made for the sake of coherence as part 
of this dissertation: section numbers and capitalizations. 
 
1.2.1 Introduction  
1.2.1.1 Overview  
Anxiety and depressive disorders are highly comorbid (Brown et al. 2001, Kessler et al. 
2005) yet also distinctive in their symptomatology. Individuals suffering from both anxiety and 
depression show difficulties with decision making. In this article, we use the computational 
decision making literature to outline the component processes that inform our decisions, and 
consider evidence pertaining to the influence of anxiety and depression on these processes. 
Although previous authors have considered alterations to decision making in anxiety or 
depression (Hartley & Phelps, 2012; Huys et al., 2015), there has been little attempt to review 
both in conjunction. We believe this is an important step if there is to be progress in 
characterizing unique, versus common, alterations to decision making in anxiety and depression 
and how these alterations might in turn contribute to the maintenance and distinctive features 
of these disorders. To this end, we also provide a schematic framework that can be used to 
integrate and further explore influences of anxiety and depression on both reward- and threat-
related decision making. We note that, moving forward, it will be important to identify 
alterations in decision making specific to different subdimensions of anxiety or depression 
(examples of such subdimensions can be found in Bijsterbosch et al., 2014). We do not 
emphasize this finer differentiation in this review, given the current lack of pertinent empirical 
evidence. We do, however, highlight the few studies that have begun to investigate correlates 
of specific subdimensions of anxiety or depression.  
1.2.1.2 Decision-Making Processes that Guide Reward Seeking and Threat Avoidance 
Our actions, and those of other species, can be described in terms of attempts to obtain 
rewarding, or positive, outcomes and to avoid aversive, or negative, outcomes. Maybe we want 
a promotion, someone to say yes to a date, to escape being mugged, or to avoid being laid off 
at work. We can rarely be certain that a given action will achieve our goal. Further, it might be 
the case that no single action will suffice and we need to consider how alternate action 
 5 
sequences will play out. Computational approaches to decision making provide us with a 
framework within which to understand the processes that inform our action selection.  
Through our interactions with our environment, we gain information about the value of 
potential outcomes, the probability that those outcomes will be obtained following different 
actions, and the effort that different courses of action require. Multiple studies have provided 
evidence that such inputs are indeed used to inform action selection by humans and other 
animals (Camerer 1995; Chong et al., 2016; Schultz 2015). In many cases, the information 
needed to precisely calculate outcome value, probability, and effort costs is not fully available 
and these parameters must be estimated under varying levels of second-order uncertainty 
(Bach et al., 2011). Further, people vary in the subjective valuation of outcomes and the relative 
weighting of outcome probability and outcome value (i.e., risk aversion) (Kahneman & Tversky 
1979). This raises the possibility that not only differences in the accuracy of parameter 
estimation but also differences in parameter weighting might characterize the decision making 
of anxious or depressed individuals.  
Individuals might also vary in their reliance on different methods for estimating the 
potential value of alternate actions. Here, a distinction has been drawn between model-free 
and model based decision-making processes (Daw et al., 2005). In model-free learning, the 
individual is held to use the outcome of past actions (i.e., how often a given action has been 
followed by a rewarding or aversive outcome and the magnitude of that outcome) to update 
current estimates of the value of alternate actions. In model-based decision making, the 
individual is held to form a model of the world that includes the probability of transitions 
between states and the outcomes linked to each state in question (Daw & Dayan, 2014; Sutton 
& Barto, 1998). This enables the individual to evaluate actions using the summed long-run value 
that would be obtained by traversing a series of states. When we think of complex real-life 
situations (e.g., choosing between jobs or places to live), model-based reasoning provides an 
intuitively appealing formulization of the decision processes involved. However, full model-
based reasoning is intractable; it rapidly becomes unmanageable to evaluate every possible 
series of states that might follow a given initial choice. It has been argued that off-line 
simulation of state transitions and associated outcomes might simplify in-the-moment 
comparison of the long-run value of alternate actions. It has further been proposed that recall, 
or replay, of actual experiences of state-to-state transitions and state–outcome associations 
might also inform these long-run value estimates (Foster & Wilson, 2006; Johnson & Redish, 
2005; Lin 1992; Sutton 1990). The choice of which state transitions and state–outcome 
associations to replay or simulate might vary across individuals, as might also the extent to 
which replay or simulation is engaged. Similarly, in-the-moment comparison of alternate 
actions might also be influenced by the effects of mood on the accessibility of different states 
and outcomes.  
1.2.1.3 Structure of the Review  
In Section 1.2.2, we review the evidence for whether anxiety or depression influences 
the rate of model-free learning. In Section 1.2.3, we consider the evidence for whether anxiety 
or depression influences the accessibility of particular states and outcomes during simulation 
and recall, given the proposed role of these processes in model-based decision making. We also 
consider whether the extent of engagement in simulation or recall might be altered in anxiety 
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or depression. In the remaining sections, we review findings pertaining to the influence of 
anxiety and depression on the subjective valuation and weighting of parameters that likely 
inform both model-free and model-based decision making. Specifically, we review the evidence 
for whether anxiety or depression is associated with altered valuation of rewarding or aversive 
stimuli (Section 1.2.4), and with different willingness to engage in various levels of effort to 
achieve the desired outcome (Section 1.2.5). We also consider studies of risk aversion and the 
evidence for whether anxiety or depression is associated with differential weighting of outcome 
magnitude versus probability (Section 1.2.6). In Sections 1.2.7 and 1.2.8, we conclude with the 
provision of a schematic framework that can be used to characterize and further investigate the 
influences of anxiety and depression on the component computational processes that guide our 
decision making.  
 
1.2.2 Influences of anxiety and depression on the rate of model-free learning 
One way that anxiety and depression might affect action values is through model-free 
learning and the rate at which estimates of action values are updated following an unexpected 
outcome. Activity in the dopamine system and brain regions innervated by this system, 
including the striatum and regions within the frontal cortex, signals how much outcomes 
received diverge from outcomes expected (Schultz 1998; Schultz et al., 1997). This signal is 
called a prediction error, and changes in both outcome probability and outcome magnitude 
influence the size of this signal in the context of reward (Rushworth & Behrens, 2008). Similar 
prediction error signals are generated when aversive outcomes differ from expectation (Li et 
al., 2011; Mirenowicz & Schultz, 1996; Seymour et al., 2004) (though see Schultz 2016 for 
caveats regarding the interpretation of dopaminergic prediction errors for aversive outcomes 
and Dayan & Huys, 2009 for the potential role of serotonergic systems in aversive prediction 
errors).  
The extent to which we use prediction errors to update our estimates of expected value 
depends on our current rate of learning. For optimal performance, we need to take into 
account levels of second-order uncertainty (Bach et al., 2011). The more confident we are in 
our value estimates, the slower we should be to change them. One source of second-order 
uncertainty is contingency volatility. If action-outcome contingencies are noisy but stable, such 
as when a given action leads to a given outcome three-quarters of the time, the lower the 
learning rate that is adopted, the less likely an actor is to suboptimally change behavior 
following intermittent unexpected outcomes. In contrast, when the probability or magnitude of 
outcome linked to a given action is rapidly changing, a high learning rate is required for the 
actor to avoid becoming stuck in a pattern of behavior that is no longer optimal. It might seem 
a tall order for individuals to be able to differentiate contingency volatility from contingency 
noise and adjust their behavior by moderating their learning rate accordingly. However, in the 
cases of both reward and aversive learning, healthy participants are remarkably accurate in 
their ability to do this (Behrens et al., 2007; Browning et al., 2015). Findings from the human 
and basic neuroscience literature implicate the anterior cingulate cortex (ACC) and the 
amygdala in the use of contingency volatility to modulate rate of learning (Behrens et al., 2007; 
Li et al., 2011; Roesch et al., 2012). 
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In contrast to low-trait anxious individuals, high-trait anxious individuals struggle to 
adapt their learning rate to current levels of volatility, especially in the case of aversive 
outcomes (Browning et al., 2015). There is no difference between high- and low-anxious 
individuals in mean learning rate, and high-anxious individuals do not show impaired prediction 
error generation—modulation of both pupil dilation and next-trial reaction time by outcome 
surprise (i.e., the unsigned prediction error) is unaffected by trait anxiety (Browning et al., 
2015). The association between anxiety and impoverished adaptation of learning rate has been 
shown to also hold in the case of reward loss but not reward gain (Pulcu & Browning, 2017).  
Turning to depression, a recent meta-analysis concluded that there was little evidence 
that learning rate differs between patients with major depressive disorder (MDD) and controls 
or varies as a function of level of anhedonic depression (Huys et al., 2013). However, the task 
used in the studies reviewed did not manipulate contingency volatility. Hence, this leaves open 
the question of whether depression, like anxiety, might be linked to a specific deficit in ability to 
adjust learning rate to contingency volatility. In the study reported by Browning et al. (2015), 
both the anxious arousal and the anhedonic depression subscales of the Mood and Anxiety 
Symptom Questionnaire showed the same inverse relationship to adjustment of learning rate 
as that reported for the State Trait Anxiety Inventory trait subscale (C. Gagne & S. Bishop, 
unpublished data). Further analysis revealed that learning rate adjustment was linked primarily 
to the shared variance of these two subscales. Given the high correlations (r ≥ 0.6) between 
scores on the different scales, we need to establish whether this result replicates in a larger 
sample. For now, this finding provides tentative evidence that impoverished adjustment of 
learning rate to match environmental volatility might represent a common vulnerability linked 
to both anxiety and depression. 
An inability to adapt learning rate to current levels of volatility is likely to result in 
individuals being less able to determine the best course of action when faced with unexpected 
outcomes. That this can affect high-trait anxious individuals’ decision making even when 
contingencies are stable is supported by existing findings (Browning et al., 2015). One potential 
response may be to simply treat all environments as highly volatile; indeed, there is evidence 
that anxious participants do sometimes select this approach (Huang et al., 2017). If individuals 
either incorrectly treat stable environments as volatile or have high levels of uncertainty around 
their estimates of volatility (high meta-volatility), the breadth of distribution of potential values 
of a given action derived from model-free learning will be increased. This in turn might reduce 
subjective confidence in action value estimates.  
 
1.2.3. Evidence for influences of anxiety and depression on simulation and recall 
processes  
Tversky and Kahneman (Kahneman & Tversky, 1982; Tversky & Kahneman, 1974) 
introduced the idea that individuals might use availability heuristics when judging the 
probability of future events. Here, the contention is that the more instances we can recall of a 
given event having happened in the past, or the easier we find it to simulate the given event 
happening in the future, the higher our subjective judgment of the event’s probability will be. 
When an event type is rare, we are generally less likely to recall or simulate instances of the 
event’s occurrence; hence, we judge the event as less probable. In terms of current theories of 
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model-based decision making, our judgment of the probability of a given outcome is influenced 
by the number of state sequences sampled that result in that outcome.  
Considerable evidence indicates that the emotional salience of events affects their recall 
(Cahill et al., 1996; Dolcos et al., 2017). Within the anxiety and depression literatures, it has 
been argued that mood-congruent biases might affect the relative ease with which individuals 
recall or simulate negative and positive events and that this in turn might influence judgments 
of the future probability of events. In the terminology of model-based decision making, anxiety 
and depression might influence the states and outcomes we consider when we engage in 
simulation and recall processes and when we use these processes to inform long-run estimates 
of the probability of various outcomes and the consequent summed value of a given course of 
action. We break down the empirical evidence in support of this claim below.  
First, anxious and depressed individuals do indeed show altered judgments of the future 
probability of real-world emotional events. Patients with generalized anxiety disorder (GAD) 
and MDD and individuals with high subclinical levels of anxiety and depression show elevated 
estimates of the probability that they will experiences negative events (Butler & Mathews, 
1983; MacLeod et al., 1996; Muris & van der Heiden, 2006). Here, there is some evidence that 
estimates of the future probability of negative events are more strongly linked to anxiety than 
to depression when the two are teased apart (Muris & van der Heiden, 2006). Depression is 
also strongly linked to reduced estimates of the future probability of positive events, with 
evidence indicating this association is specific to depression rather than shared with anxiety 
(MacLeod et al. 1996; Muris & van der Heiden, 2006).  
Other findings meanwhile link both ease of simulation and ease of recall to judgments of 
the future probability of real-world events. Macleod et al. (1991) reported that participants’ 
ability to generate reasons why events might or might not occur significantly predicted their 
estimates of the probability of both future negative and future positive events. Similarly, ease 
of recall of past negative or past positive events has also been found to predict estimates of the 
probability of future events (MacLeod & Campbell, 1992). In addition, studies of simulation and 
recall in anxiety and depression have revealed valence-specific biases. When asked to generate, 
in a limited time, events that might happen in the future, anxious individuals show increased 
generation of negative events relative to control participants (MacLeod & Byrne, 1996). 
Meanwhile, groups characterized by depressed mood show reduced generation of positive 
events (Bjarehed et al., 2010; MacLeod & Byrne, 1996; MacLeod & Salaminiou, 2001; Moore et 
al., 2006). Multiple studies have also linked elevated depression levels to heightened recall of 
negative events and stimuli (Bradley & Mathews, 1983; Clark & Teasdale, 1982; Teasdale et al., 
1980), with some additional evidence for depression being linked to reduced recall of positive 
events and stimuli (Bishop et al., 2004). We note that in the studies reviewed, it is difficult to 
dissociate the influence of mood-congruent biases on recall or simulation from the influences 
of differences in life experiences on recall or simulation. However, putting aside the origin of 
these biases, it does appear that anxiety and depression are associated with differences in the 
output of the recall and simulation processes central to model based decision making. In 
relation to negative events, in particular, there is some suggestion that recall biases might be 
more evident in depression and future-oriented simulation biases might be more evident in 
anxiety. However, the robustness of this dissociation and the relative influence of recall 
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processes versus simulation processes on judgments of the future probability of negative 
events remain to be established.  
Additional potential evidence of alterations to simulation and recall processes in anxiety 
and depression comes from clinical studies of the role of repetitive cognitions, specifically 
worry and rumination, in anxiety and depressive disorders. Although both rumination and 
worry tend to be focused on negative outcomes, rumination is largely a past-oriented form of 
repetitive thought and worry is future-oriented in its focus (Watkins et al., 2005). Multiple 
cross-sectional and longitudinal studies have linked extent of rumination to levels of both 
current and future depressive symptomatology; worry has similarly been linked to both current 
and future anxiety symptomatology (for a comprehensive review of this literature, see Watkins 
2008). However, many of these studies focused selectively on depression and rumination or on 
anxiety and worry. One exception was a study by Hong (2007). Here, the author found that 
worry predicted both future depressive and anxiety-related symptomatology, whereas 
rumination was more uniquely associated with future risk for depression. It has since been 
proposed that rumination and worry might be different facets of a transdiagnostic risk factor 
(McEvoy et al., 2013). In line with this, Kircanski et al. (2015) reported that rumination and 
worry were equally elevated across patients with GAD, patients with MDD, and patients 
comorbid for GAD and MDD, relative to healthy control participants.  
Rumination and worry have been interpreted by some as maladaptive attempts at 
problem solving (Szabo & Lovibond, 2006; Treynor et al. 2003; Watkins 2008). In particular, the 
worry literature throws light on how simulation processes might become pathological in nature. 
Here, a focus on negative outcomes has been linked to both elevated reported frequency and 
uncontrollability of worrying (Szabo & Lovibond, 2006). Difficulty with terminating the 
simulation process also appears to be of importance. In model-based decision making terms, 
this difficulty might reflect failure to achieve a given stopping criterion. Szabo & Lovibond 
(2006) reported that worry characterized as uncontrollable was associated with failure to settle 
on a good solution to the problem being worried about. In addition, children with clinically 
significant levels of anxiety were more likely to report an inability to stop worrying until the 
perceived threat was removed (Szabo & Lovibond, 2004). In adults, anxiety has also been linked 
to an increased number and duration of periods spent worrying (Verkuil et al. 2007). These 
findings suggest that anxiety, and possibly depression, given its similar association with worry 
and rumination (Kircanski et al., 2015), might be characterized by a perceived or actual failure 
to successfully complete attempts at model-based decision making, leading to prolonged 
engagement in simulation and replay.  
 
1.2.4. Sensitivity to threat and reward in anxiety and depression 
Alterations to model-free or model-based decision making in anxiety and depression 
might interact with altered subjective valuation of rewarding or aversive outcomes. The main 
evidence pertaining to whether subjective valuation of aversive and rewarding outcomes is 
altered in anxiety and depression comes from studies of sensitivity to threat and sensitivity to 
reward. We review these in turn.  
It has long been suggested that anxiety is linked to increased threat sensitivity, 
potentially as a result of amygdala hyperresponsivity to threat (Etkin et al., 2004; Mathews & 
 10 
Mackintosh, 1998). However, an increasing number of studies are beginning to challenge this 
assumption. Blair & Blair (2012) reviewed studies examining both physiological and neural 
responses to visual threat stimuli in patients with GAD relative to healthy control subjects. Most 
studies reviewed reported either no difference in threat responsivity between groups or 
reduced threat responsivity in the GAD group. In other anxiety disorders, amygdala 
hyperresponsivity has been reported most consistently in response to disorder-related stimuli 
(e.g., social stimuli in social anxiety disorder, trauma-related cues in post-traumatic stress 
disorder). In these cases, it is difficult to dissociate elevated threat sensitivity from differential 
prior Pavlovian learning of conditioned responses to the stimuli in question (Blair & Blair, 2012; 
Shin & Liberzon, 2010). Within the pain literature, researchers have addressed whether 
sensitivity to primary aversive stimuli is altered in individuals with preexisting anxiety or 
depression. However, here, investigations of whether individuals with anxiety and depressive 
disorders show altered pain sensitivity have also produced inconsistent findings including both 
hyper- and hyposensitivity to pain (Wiech & Tracey, 2009).  
The studies reviewed above examine the response to aversive stimuli upon 
presentation. The effects of anxiety on threat responsivity have also been studied during 
expectation of aversive stimuli. Studies of both rodents and humans have reported anxiety-
related increases in the magnitude of physiological responses while subjects are waiting for the 
occurrence of aversive stimuli, especially when the delivery of these stimuli is unpredictable 
(Davis et al. 2010; Grillon et al. 2008). Further, anxiety has been linked to elevated estimates of 
the aversiveness, as well as of the probability, of potential future real-life negative events 
(Butler & Mathews, 1983). One possible explanation for these findings is that anxiety influences 
expectations about the subjective value of aversive outcomes, as opposed to modulating the 
immediate response to outcomes of a given magnitude. If this is the case, we would need to 
address why nonpathological responses to experienced outcomes do not lead to successful 
updating of expected outcomes. Arguably, this might arise from a combination of deficits in 
model-free learning (see Section 1.2.2) and heightened accessibility of aversive outcomes 
during model-based simulation (see Section 1.2.3). We further explore this possibility in Section 
1.2.7.  
Alterations in reward sensitivity have been studied primarily in relation to depression 
rather than anxiety. Self-reported anhedonia, the inability to derive pleasure from normally 
rewarding activities, is a diagnostic feature of MDD (Am. Psychiatr. Assoc. 2013) and a major 
dimension of depressive symptomatology. However, experimental studies have found little 
evidence for reductions in primary reward sensitivity in MDD. For example, several studies have 
failed to find reductions in pleasantness ratings of sucrose, or chocolate, in patients with MDD 
relative to control participants (Amsterdam et al., 1987; Potts et al., 1997; Scinska et al., 2004). 
Although we need to be cautious when interpreting null results, one possibility is that 
depression is associated primarily with altered processing of social rewards. This would still fit 
with depressed patients’ reduced participation in normally rewarding activities as these tend to 
be social in nature. However, studies have also failed to find an influence of depression on 
perceived intensity of socially rewarding stimuli (Branco et al., 2017; Schaefer et al., 2010). An 
alternate possibility is that, in parallel to anxiety and threat, depression might be linked to 
biases in estimation of future reward value, as opposed to altered responsivity to actual 
outcomes. In line with this possibility, MacLeod & Salaminiou (2001) found that patients with 
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MDD gave lower estimates of the pleasure they would experience from various life events than 
did control participants, whereas Peeters et al. (2003) found that patients with MDD actually 
reported greater increases in positive affect after experiencing positive events than did control 
participants. This pair of findings is consistent with depression being linked to a lower 
expectation of reward value and a positive prediction error upon reward receipt. Here, again, 
the natural question is why would a positive prediction error not lead to updating of expected 
reward value over time. In parallel to the argument for anxiety and threat sensitivity outlined 
above, this could arise as a result of impaired model-free learning in conjunction with reduced 
sampling of states linked to highly rewarding outcomes during model based simulation and 
recall. As reviewed in Section 1.2.2, there is less evidence for altered model-free updating in 
the case of depression and rewarding outcomes than in the case of anxiety and aversive 
outcomes. An alternative possibility is that, in depression, elevated subjective valuation of 
effort costs might reduce engagement in actions aimed at obtaining reward and decrease 
opportunities for model-free updating based on actual experiences of reward. In line with this, 
Peeters et al. (2003) report that MDD patients experience fewer positive events than do 
controls. We further consider the evidence for altered valuation of effort in depression versus 
anxiety in the next section.  
 
1.2.5. Valuation of effort: opposing effects of anxiety and depression  
In depression, reduced participation in normally rewarding activities might reflect 
increased subjective valuation of the effort costs involved in pursuing these activities. Findings 
suggest that depression is associated with reduced preference for high-magnitude rewards that 
require high effort expenditure over low-magnitude rewards that require low-effort 
expenditure (Treadway et al., 2009; 2012). However, these findings might reflect either altered 
subjective effort costs or altered subjective valuation of rewarding outcomes. 
In recent work on apathy, Husain and colleagues have used computational modeling to 
tease apart the influences of reward magnitude and required effort. Findings from these 
studies suggest that apathy is linked primarily to increased valuation of effort, as opposed to 
differential sensitivity to the magnitude of reward (Bonnelle et al., 2015, 2016; Chong et al., 
2016). Given that individuals with MDD often show high levels of apathy, an important question 
is how much do apathy levels mediate differences in willingness to exert effort to obtain reward 
in patients with depression relative to healthy controls. Moving forward, larger-scale studies 
are required to disentangle the relationship between overall levels of depressive 
symptomatology, specific levels of apathy and of anhedonia, and effort valuation versus reward 
sensitivity. Investigation of the influences of anxiety on effort–reward trade-offs is also much 
needed.  
At the neural level, ACC dysfunction is a strong potential candidate for contributing to 
altered effort–reward trade-offs in depression. ACC lesions, disconnection of the ACC and NAc 
core, and disconnection of the amygdala and ACC have all been demonstrated to result in a 
shift in behavior toward lower-effort, lower-reward options (Floresco & Ghods-Sharifi, 2007; 
Hauber & Sommer, 2009; Walton et al. 2003, 2009). Human neuroimaging findings have also 
reported altered ACC structural and functional connectivity in individuals with high levels of 
apathy (Bonnelle et al., 2016).  
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With regard to aversive outcomes, increased willingness to exert effort to avoid aversive 
outcomes is commonly observed in animal models of anxiety (Servatius et al. 2008). The forced 
swim test, more commonly associated with animal models of depression, measures exertion of 
physical effort when subjects are placed in water without the ability to reach a platform 
(Porsolt et al., 1977). Reduced time spent immobile in the forced swim test is a predictor of 
antidepressant effectiveness (Cryan et al., 2005; Porsolt et al. 1977), suggesting that 
neurochemical changes determining recovery from depression may be linked to alterations in 
the level of effort that an individual is willing to exert. Recent work has revealed that elevated 
anxiety leads to above-baseline levels of locomotion in the forced swim test and that this is 
reduced by anxiolytic agents (Lee et al., 2017). These findings are of interest because they 
reveal opposing effects of anxiolytics and antidepressants. This suggests that willingness to 
exert effort to avoid aversive outcomes might be a domain where differential correlates of 
depression and anxiety will potentially be observed in humans. Research, in human 
participants, into the trait correlates of willingness to deploy effort to avoid aversive outcomes 
is in its early stages. Initial findings suggest that negative affect is linked to increased 
deployment of effort (Nord et al., 2017). Further studies are required to tease apart the effects 
of anxiety and depression as well as to control for potential inter-subject differences in 
outcome valuation both prior to action selection and upon receipt.  
 
1.2.6. Increase risk aversion in anxiety 
Differences in the relative valuation of outcome magnitude versus outcome probability 
might also lead to differences in how individuals weigh competing options. One area where this 
has been studied is in relation to risk aversion and its association with anxiety. Patients with 
anxiety disorders report fewer risk-taking behaviors than patients with depressive disorders or 
healthy control participants (Maner et al., 2007). In the context of reward-based decision 
making, risk aversion has been studied by assessing participants’ preferences for higher-
probability, lower-value outcomes over lower-probability, higher-value outcomes. Although 
many individuals show some degree of risk aversion, several studies have reported that risk 
aversion is more pronounced in individuals with high levels of anxiety (for a review, see Hartley 
& Phelps, 2012).  
When analyzing risk aversion findings, it is important to consider the computations that 
might give rise to apparent risk aversion. Individual differences in risk aversion might reflect 
preference for actions with high-probability outcomes, altered subjective valuation of low-
magnitude versus high-magnitude outcomes, or a combination of both. In addition, if 
participants need to estimate outcome probability, individual differences in learning rate, or 
adaptation of learning rate to second-order uncertainty (both volatility and level of information 
available with which to estimate outcome probability), might come into play. Finally, if there is 
the possibility for loss of reward, then individual differences in valuation of reward gain versus 
reward loss are also likely to be pertinent.  
Raghunathan & Pham (1999) investigated risk aversion using a simple paradigm in which 
information about outcome probability was directly provided. Participants chose between a 
high-risk (i.e., low-probability), high-magnitude reward option and a low-risk (i.e., high-
probability), low-magnitude reward option using a simple gamble matched on expected value 
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(i.e., the product of outcome probability by outcome magnitude). Raghunathan & Pham (1999) 
found that induced anxiety led to increased selection of the low-risk, low-reward option, in 
contrast to induced sadness, which was associated with greater selection of the high-risk, high-
reward option. One limitation of this study is that participants were presented with only a 
single gamble. In contrast, recent studies have typically adopted more complex paradigms with 
multiple trials. 
One task commonly used to investigate risk aversion is the balloon analog risk task. 
Participants choose how far to pump up a virtual balloon, increasing their financial payout with 
each pump but losing all their winnings for a given balloon if they reach the unknown point at 
which the balloon explodes (Lauriola et al., 2014). Individuals with elevated levels of anxiety 
and worry tend to have earlier stopping points (Maner et al., 2007). This finding is taken as 
indicative of increased risk aversion. In this task, participants can use their experience with prior 
balloons to update their estimates of how likely a balloon is to pop at any given point. This 
popping point is unknown and variable (often drawn from two or more probability 
distributions); hence, the probability that the balloon will pop at any point needs estimating 
and there is considerable second-order uncertainty around this estimate. If anxious individuals 
are less able to choose an appropriate learning rate under such circumstances, as discussed in 
Section 1.2.2, one possible heuristic might be to adopt a safe early stopping point. Hence, risk 
aversion in this task might reflect either a deficit in learning or a preference for low risk despite 
uncompromised learning. This is difficult to disentangle. Further, the amount of money already 
gained and that will be lost if the balloon explodes increases with each pump. It is well 
established that many individuals weight potential losses more than potential gains (Tversky & 
Kahneman, 1992; for a review, see Schultz 2015). Individual differences in risk aversion versus 
loss aversion are also difficult to differentiate within the balloon analog risk task.  
In a recent elegant computational study, Charpentier et al. (2017) teased apart the 
effects of risk aversion from those of loss aversion while investigating the correlates of both 
anxiety and depression. Patients with GAD showed elevated risk aversion relative to healthy 
control participants but did not differ from controls in how much they valued losses relative to 
gains. Patients with GAD and a concurrent diagnosis of MDD showed a level of risk aversion 
that fell in between that of patients with GAD alone and that of control participants. Analyses 
using continuous measures of trait anxiety and depression revealed that anxiety levels were 
positively correlated with risk aversion when controlling for depression, but depression levels 
showed no significant relationship with risk aversion when controlling for anxiety. The 
experimental power of these analyses was relatively low, and replication of these results is 
needed. However, taken together with the other findings reviewed here, these results suggest 
that anxiety is linked to increased preference for low-risk options. In contrast, there appears to 
be little evidence of a unique relationship between depression and risk aversion. 
 
1.2.7. A schematic framework of altered computations underlying decision making 
in anxiety and depression 
In the sections above, we have reviewed findings pertaining to the influences of anxiety 
and depression on the component processes involved in decision making. In this penultimate 
section of the article, we put forward a schematic framework of altered decision making in 
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anxiety and depression. Our intention is to both integrate the findings reviewed above and 
provide a framework of potential value to future computational psychiatry studies. In Figure 
1.2.1, we illustrate how the altered computations underlying decision making (ACDM) 
framework can be applied to account for reduced engagement in rewarding activities in 
depression and increased engagement in avoidance behaviors in anxiety and the vicious circles 
that might consequently ensue and contribute to maintenance of psychopathology. We expand 
our discussion of this framework within the rest of this section and in Section 1.2.8. We note 
that the ACDM framework is easily extended to address altered decision making in other forms 
of psychopathology.  
The ACDM framework illustrates how model-free and model-based decision making 
processes might interact to contribute to altered action selection in both anxiety and 
depression. Some of the choices we face in everyday life reoccur only intermittently. This 
influences the potential frequency of model-free updating of action values following actual 
outcomes. Further, if we choose not to act, we gain no new evidence about outcome value or 
probability or the effort that would be required and hence do not have the opportunity to 
update our action values. Similarly, if we act to avoid a given outcome, we gain no new 
information about how bad or probable that outcome would have been in the absence of the 
action taken. The potential consequences of such path dependency for anxiety and depression 
are outlined in Figure 1.2.1 and further considered below.  
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Figure 1.2.1 The altered computations underlying decision making (ACDM) schematic framework: accounting for 
reduced reward-seeking behaviors in depression and increased threat-avoidance behaviors in anxiety. (a) 
Engagement in potentially rewarding activities. Model-free estimates of action value are updated over time on the 
basis of the individual’s experiences. These estimates are influenced by the frequency with which the action in 
question has a positive outcome, how subjectively rewarding the outcome is, and the level of subjective effort 
required. Model-based recall and simulation mechanisms enable off-line updating of estimates of the probability 
that a given action will directly, or indirectly, result in one or more outcomes, as well as of the relative subjective 
value of those outcomes and the level of effort that achieving them, directly or indirectly via the action in question, 
will entail. These model-based estimates are also updated over time as a result of the individual’s experience. 
However, in addition, current mood affects which state transitions and state–outcome associations are sampled 
during off-line simulation and recall and in-the-moment evaluation of alternate actions. An interplay between 
model-free and model-based processes occurs, with the relative influence of these processes on action selection 
varying across individuals and situations. Depressed mood is predicted to reduce availability of simulated states 
associated with future positive outcomes, especially those of high value, resulting in decreased estimates of the 
probability and value of rewarding outcomes. Difficulties recalling past experiences of reward following 
engagement in similar activities are also expected to affect these estimates. We speculate that depressed mood 
might similarly increase recall or simulation of state transitions involving high effort costs. On the basis of the 
forced swim test literature, we also propose a direct effect of depression on maximal effort levels that an 
individual is willing to exert. Together these influences are expected to lead to reduced engagement in actions that 
have the potential to result in rewarding outcomes. As a result, experience-based updating of model-free and 
model-based estimates will decrease, leaving calculations of action value increasingly susceptible to the influences 
of depressed mood state on simulation and recall processes. For now, we remain agnostic about whether 
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depression also affects confidence in action value estimates through failure to adjust model-free learning rates to 
environmental volatility. (b) Avoidance of aversive outcomes. Many of the aversive outcomes that we worry about 
are relatively rare. Hence, we are likely to have low certainty in our estimates of their probability and severity. This 
leaves room for simulation processes to have a strong influence on these estimates. Anxiety is hypothesized to 
modulate this influence through increased simulation of future states associated with feared outcomes, leading to 
overestimation of aversive outcome probability and magnitude. Anxiety is also predicted to increase the effort an 
individual is willing to commit to avoidance behaviors. Given the relative infrequency of aversive events, 
engagement in avoidance behaviors is likely to be reinforced by the nonoccurrence of aversive outcomes, 
especially if effects of anxiety on simulation processes have upwardly biased estimates of aversive outcome 
probability and magnitude. In addition, opportunities will be missed for learning an association between inaction 
and aversive outcome nonoccurrence. Finally, anxiety also affects the adjustment of the rate of learning to match 
the stability, or volatility, of the current environment, potentially also impairing the ability to learn from actual 
experience. Both engagement in avoidance behaviors and disrupted learning from actual outcomes are predicted 
to leave calculations of action value increasingly susceptible to influences of anxiety on simulation processes, 
enabling a vicious circle to develop. 
 
Experience-based learning also informs model-based estimates of state-to-state 
transition probabilities and state–outcome associations. However, during both off-line 
simulation and recall and in-the-moment selection between alternate actions, the relative ease 
with which different states and outcomes are accessed is held to be susceptible to fluctuations 
in mood state and affected by mood-congruent biases linked to both anxiety and depression 
(findings linking anxiety to increased accessibility of negative outcomes when simulating future 
events and depression to decreased accessibly of positive outcomes when simulating future 
events are reviewed in Section 1.2.3). This might contribute to biases in model-based estimates 
of both outcome probability and value (see Sections 1.2.3 and 1.2.4) and potentially also affect 
model-based estimates of effort costs. We note that the ACDM framework includes a reciprocal 
influence between model-free and model-based estimates of action value. This reflects the 
contention that output from simulation- and recall-based processes influences model-free 
estimates of action value (Sutton 1990), as well as evidence that model-free action value 
estimates are integrated into model-based calculations under certain circumstances (Keramati 
et al., 2016).  
In Figure 1.2.1, we illustrate how influences of anxiety at various stages of the decision-
making process might lead to increased engagement in actions aimed at avoiding aversive 
outcomes. Learning theorists have long argued that avoidance behaviors play a key role in 
maintaining anxiety disorders (for a review, see Krypotos et al., 2015). Within the ACDM 
framework, selection of avoidance related actions reduces opportunities for updating estimates 
of the value of aversive outcomes, or their probability of occurrence in the absence of the 
avoidance behavior engaged, on the basis of actual experiences. This maintains high levels of 
second-order uncertainty around these estimates, which is likely to be compounded by anxious 
individuals’ difficulty in using second-order uncertainty to inform learning rate (Browning et al., 
2015). The predicted consequence is that estimates of action value will be highly susceptible to 
influences of mood-congruent biases on simulation processes. As reviewed in Section 1.2.3, 
anxiety is linked to increased time spent worrying about potential future negative outcomes 
(Verkuil et al., 2007). In the ACDM framework this translates to heightened engagement in 
simulation processes, especially ones focused on the occurrence of aversive outcomes. This 
heightened engagement is expected to lead to an increasing imbalance between model-free 
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and model-based influences on decision making and to a vicious circle of greater valuation, and 
selection, of avoidance behaviors, worsening anxiety, and increased time spent worrying, with 
estimates of the probability and severity of future possible aversive events becoming 
increasingly reliant on mood-congruent simulations and decreasingly based on actual 
experience.  
The ACDM framework also illustrates how a distinct vicious circle may maintain the 
association between depression and reduced pursuit of rewarding activities. On the basis of the 
findings reviewed in Sections 1.2.3–1.2.5, depression is proposed to be associated with both 
increased valuation of effort costs and decreased estimates of the expected value of potentially 
rewarding outcomes. The latter might initially reflect effects of low positive affect on the ability 
to simulate experiencing and enjoying future rewarding outcomes (MacLeod & Salaminiou, 
2001; MacLeod et al., 1996). Decreased estimates of expected value and increased estimates of 
effort costs are expected to decrease the choice to pursue reward. This in turn reduces 
opportunities for updating the action value of engaging in potentially rewarding activities on 
the basis of actual experience. As a result, action values may become increasingly reliant, across 
time, on output from simulation processes susceptible to mood-congruent biases. 
 
1.2.8. Caveats and Conclusions  
The schematic portrayal of the effects of anxiety and depression on decision-making 
processes provided in Figure 1.2.1 is inevitably highly simplified. The studies reviewed in this 
article support differential influences of anxiety versus depression on threat avoidance versus 
reward seeking. However, the evidence is far from clear-cut and our ability to draw conclusions 
is hampered by the relative lack of studies, in humans, addressing influences of anxiety on 
decision making about rewarding outcomes and influences of depression on decision making 
about aversive outcomes. It would be of value for future studies to seek to remedy this 
imbalance.  
One area where evidence is mixed concerns whether depression, and not just anxiety, is 
linked to elevated estimates of the probability and subjective value of real-world aversive 
outcomes. Here, we note that clinical studies have revealed that patients with MDD show levels 
of worry similar to those shown by patients with GAD (Kircanski et al., 2015). Further, 
depression is also highly associated with rumination (Kircanski et al., 2015; Watkins 2008) and 
increased recall of negative events and stimuli (Bradley & Mathews, 1983; Clark & Teasdale 
1982; Teasdale et al. 1980). However, even if elevated levels of rumination or worry exert an 
influence on depressed individuals’ estimates of the expected value of aversive outcomes, an 
important predicted difference between anxiety and depression pertains to the willingness to 
exert effort to avoid aversive outcomes. Within the ACDM framework, influences of depression 
on estimated effort costs are predicted to reduce engagement in the active avoidance 
behaviors that are thought to play a key role in the maintenance of anxiety disorders. 
Effectively, in depression, a bias toward inaction may counteract a bias toward overvaluation of 
aversive future outcomes, facilitating learning about the nonoccurrence of the feared event 
when avoidance behaviors are not engaged.  
In Figure 1.2.1, we also do not consider how the ACDM framework can encompass 
effects of anxiety on reward-related decision making. As reviewed in Section 1.2.6, anxious 
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individuals are more risk averse than healthy control participants when pursuing reward. This 
effect appears to be unique to anxiety, as opposed to shared with depression (Charpentier et 
al., 2017). In the context of our ACDM framework, risk-averse behavior is predicted to increase 
feedback about, and hence decrease uncertainty about, the expected value of low-risk reward 
outcomes. In other words, over time, low-risk options will also become more information rich 
(i.e., lower in estimation uncertainty) than high-risk options. Both unpublished empirical data 
from our laboratory and findings from the clinical literature (Dugas et al., 1998) suggest that 
anxiety is associated with avoidance of information-poor options. Hence, increases in the 
relative information level of low-risk versus high-risk options might potentially augment anxious 
individuals’ engagement in risk-averse behaviors.  
Inevitably, this review is not exhaustive in its scope. Availability-based heuristics are 
unlikely to be the only heuristics to influence decision making regarding rewarding and aversive 
outcomes. In addition, we have not covered the literature on Pavlovian learning or on the 
influences of Pavlovian-to-instrumental transfer on willingness to engage in approach or 
avoidance behaviors (Talmi et al., 2008). The role of temporal discounting in decision making is 
an additional topic that we have not had space to discuss. Finally, we have focused largely on 
how depression and anxiety influence the component processes supporting decision making, as 
opposed to discussion of the underlying brain mechanisms. Whereas computational 
neuroscience studies have advanced our understanding of the neural substrate of decision-
making component processes in healthy subjects (for reviews, see Rushworth & Behrens, 2008; 
Schultz 2015), there is currently limited evidence pertaining to the specific influences of anxiety 
and depression on this neural circuitry, especially in humans. Over the next few years, the 
burgeoning field of computational psychiatry will hopefully provide further insight into the 
neural substrate of anxiety- and depression-related deficits in decision making. In particular, we 
look forward to being able to draw more concrete conclusions about the relative role of 
cingulate, striatal, and amygdala dysfunction. 
To conclude, our review had two primary objectives. The first was to bring together 
studies that provide insight into which of the computations supporting decision making are 
altered in anxiety and depression as well as to highlight areas in which our knowledge is lacking. 
The second was to provide a schematic framework of how these alterations might lead to 
decreased engagement in potentially rewarding activities in depression and increased 
engagement in threat-avoidance behaviors in anxiety. Our review of the literature produced 
little compelling evidence for altered valuation of primary rewarding or aversive outcomes in 
anxiety or depression upon outcome receipt. In contrast, anxiety, and possibly depression, 
appears linked to increased estimates of the future probability and value of aversive outcomes, 
with depression also being linked to lower estimates of the future probability and value of 
rewarding outcomes. Findings from studies of rumination and worry and of recall and 
simulation in anxiety and depression suggest that increased engagement in recall and 
simulation processes, and mood-congruent influences on state and outcome accessibility, 
might contribute to these estimate biases. Differential effects of anxiety and depression on 
willingness to exert effort might additionally contribute to increased engagement in avoidance 
behaviors in anxiety and reduced engagement in potentially rewarding activities in depression. 
This in turn might affect opportunities for updating action value estimates on the basis of actual 
outcomes in a manner that sustains these maladaptive behavioral patterns. Problems with 
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adjusting learning rate to match levels of second-order uncertainty in anxiety might further 
impair learning from actual outcomes.  
Additional research is needed to establish whether depression also affects use of 
second-order uncertainty to adjust learning rate for either aversive or rewarding outcomes. It 
would also be of value to better understand the potential three-way trade-offs of outcome 
value, outcome probability, and effort costs and whether these trade-offs vary as a function of 
anxiety or depression levels. Finally, further research is needed to determine whether the 
effects of anxiety or depression on specific components of decision-making processes are 
mediated by levels of worry, rumination, apathy, or anhedonia, as well as other dimensions of 
interest. Results from such research might enable us to better predict patterns of difficulties 
with decision making and behavioral symptoms across patients with different profiles on these 
dimensional measures. We hope that the framework we have put forward will be of value in 
guiding such future studies and in interpreting their findings.  
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Introduction 
In modern life, aversive events vary both in their frequency and severity. Shootings, 
terrorist incidents and plane crashes are rare, extremely negative events that might threaten 
our survival if experienced even just once. Avoiding exposure to such events and handling them 
appropriately if they occur is critical to our survival and well-being but, we argue, surprisingly 
hard to integrate smoothly into the course of our day-to-day lives. Here, we lay out this 
computational problem as a form of approximate Bayesian decision theory (BDT) (Berger 1985) 
and consider how miscalibrated attempts to solve it might contribute to anxiety and stress 
disorders.  
According to BDT, we should combine a probability distribution over all relevant states 
of the world with estimates of the benefits or costs of outcomes associated with each state. We 
must then calculate the course of action that delivers the largest long-run expected value. 
Individuals can only possibly approximately solve this problem. To do so, they bring to bear 
different sources of information (e.g. priors, evidence, models of the world) and apply different 
methods to calculate the expected long-run values of alternate courses of action. Avoiding 
catastrophic events poses unique difficulties above those in other situations framed in BDT 
because the rarity of these events renders methods that work well in more typical situations, 
such as model-free learning, relatively less useful. As a result, model-based processes that more 
efficiently re-use and extend experience, such as replay and counterfactual simulation, become 
especially important both before and after these events.  
In part 1, we discuss the computations required to take into account the potential 
future occurrence of yet-to-happen rare, extremely negative events as we plan and navigate 
our daily lives. We consider how individual differences in these computations might confer 
vulnerability to anxiety. In part 2, we focus on the computations required to update our models 
of the world and action policies after the occurrence of rare, extremely negative events. We 
explore how the re-experiencing symptomatology characteristic of Post Traumatic Stress 
Disorder (PTSD) might be understood in the context of these computations.  
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Part 1: anxiety and predicting the future  
The survival circuits that are the focus of this issue provide rich, hard-wired (sometimes 
called Pavlovian) policies that directly determine particular actions in the face of immediate 
mortal threat. However, waiting until threats materialize is rarely wise; maximizing our chances 
of survival and well-being requires estimating the probability and cost of extreme negative 
events and developing strategies for ameliorating or avoiding them ahead of time.  
When estimating the expected value of avoidance behaviors, one should weight 
outcome costs by outcome probabilities. In the case of rare, extremely negative events, the 
costs are so high that even small differences in probability estimates will have a huge impact on 
these expected values. High trait anxious children and adults produce higher estimates of the 
probability that future negative events (e.g. being involved in a road accident) will occur to 
them than do low trait anxious participants (Butler & Matthews, 1983; Macleod et al., 1996; 
Muris et al., 2006). Such differences in probability estimates might result in increased selection 
of avoidance behaviors despite the associated disruption to everyday life activities.  
There are a number of potential sources of these anxiety-related differences in 
probability estimates; these include differences in the method of estimation used, in initial 
biases in the estimates (priors) and in the precision of estimate calculation. The probability of 
rare, extremely negative events is hard to calculate precisely because similar events have 
rarely, if ever, been actually experienced. Thus, probability estimates are likely to be broad, 
with weak upper bounds. If the world is rapidly changing, that is, volatile, these bounds should 
be weaker still, as only very recent outcomes are pertinent (Behrens et al., 2007). In anxiety, 
there is evidence for difficulties in estimating environmental volatility (Browning et al., 2015; 
Pulcu et al., 2017) and increased adoption of high volatility priors (Huang et al., 2016). Hence, 
anxious individuals might have even weaker upper bounds than other individuals for probability 
estimates of rare, extremely negative events. One strategy for robustly avoiding catastrophic 
failures is to adopt a worse-case scenario (H1 control; Doyle et al., 1989), that is, to rely on the 
upper bound as opposed to the mean or median of the distribution of outcome probabilities. 
Consistent with this, clinically anxious individuals are reported to engage in catastrophizing, 
focusing on worst case outcomes (Sandin et al., 2015). If anxious individuals do indeed show a 
combination of widened bounds for probability estimates of rare, extremely negative events 
and reliance on upper bounds during action selection, this might promote more frequent 
selection of avoidance behaviors.  
If we seek to weigh up the benefits of certain behaviors (e. g. going on vacation in 
London) against the potential probability and cost of rare, extremely negative events (e.g. a 
plane crash or terrorist incident), we must calculate the long-run values of alternate actions. 
Long-run values take into account outcomes that might only arise several steps after the initial 
choice. The methods used for this are often conceived as living on a spectrum between so-
called model-free and model-based computations (Doya 1999; Daw & Dayan, 2005). Model-free 
and model-based methods both aim to produce appropriate policies (which specify the actions 
that should be taken in different situations), however, they use information from the world 
differently to do so. Model-free methods such as temporal difference learning (Sutton 1988; 
Sutton & Barto, 1998) cache information during experience of the environment. They thereby 
create policies that are computationally straightforward to use to guide subsequent on-the-
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spot action selection and have the speed to be well suited to the avoidance or mitigation of 
extremely negative events. However, use of model-free methods to create multi-step action 
policies aimed at avoidance of rare, extremely negative events is heavily compromised by the 
reliance of these methods on past experience, given the typical absence of past experience for 
such events.  
In contrast, model-based methods construct internal representations of alternate states 
of the world, and of how alternate future courses of action might play out depending on the 
initial state encountered (Sutton & Barto, 1998; Daw & Dayan, 2015). Construction of such 
models of the world is informed by direct experience. However, indirect evidence such as 
vicarious experience or intuitive knowledge about the physical world can also be incorporated 
(Battaglia et al., 2013). Sampling from the model can be used to play out what might transpire 
given selection of a particular initial action, even if that action has not been taken in real life. 
Thus, model-based methods can anticipate states and outcomes that have never been 
experienced, a characteristic of particular value for working out how to avoid rare, negative 
events. Such sampling can be used directly for planning (Kocsis et al., 2006). However, it has 
also been suggested that sampling during off-line periods (such as quiet wakefulness or sleep) 
can be used to train model-free estimates of action values (Sutton 1990). The putative benefit 
of this is to create model-free action policies that are fast to use but nevertheless reflect the 
knowledge contained within the model. However, if the model, or samples drawn from it, is 
biased, then not only will model-based planning be biased, but the model-free policy trained on 
the basis of the samples drawn will become biased too.  
Biased sampling is likely to impact all of us, to some extent, but might be a particular 
problem for individuals at risk for anxiety disorders. Given the impossibility of exploring all 
potential future states, we need strategies for restricting the states we consider. It has been 
suggested that we focus on states that are easily available (Kahneman et al., 1982). The 
frequency with which states have been encountered in the past is likely to impact their 
availability. This may result in low frequency outcomes being overlooked during the estimation 
of action values. However, relying on state frequency alone might be suboptimal in some 
situations, and it has been suggested that this might be offset by the oversampling of 
emotionally salient outcomes, especially those involving extreme (i.e. rare, high value) events 
(Lieder et al., 2018). In line with this, emotional salience has been shown to facilitate recall of 
past events (Dolcos et al., 2017), in particular in the case of extreme events such as terrorist 
attacks (Lichtenstein et al., 2011; Madan et al., 2014). That increased availability of such events 
might impact action valuation is indicated by findings that availability of positive and negative 
events during simulation and recall predicts estimates of the future probability of these events 
(Macleod et al., 1991; 1992). A current example is the reported drop in Southwest bookings the 
week after an engine broke apart resulting in the death of a passenger on one of their flights.  
Anxious individuals potentially oversample negative extreme outcomes and associated 
antecedents to a greater extent than individuals low in anxiety. In line with this, participants 
with high anxiety levels selectively generate more negative possible future life events than low 
anxious participants within a limited period of time (Macleod et al., 1996). If anxiety is linked to 
oversampling of negative outcomes and their antecedents, the frequency of such simulation 
might also moderate the extent to which estimates of the values of avoidance behaviors are 
influenced by sampling biases. Worry, repetitive thinking focused on future potential threat, 
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imagined catastrophes and their possible prevention (Watkins 2008), is a common form of 
simulation of the real world. Elevated levels of worry are a defining feature of Generalized 
Anxiety Disorder and also characterize other anxiety disorders (Am. Psychiat. Assoc. 2013). 
Anxious adults report more worry episodes and greater overall time engaged in worry (Verkuil 
et al., 2007), and anxious children report being unable to stop worrying until the focus of worry 
is removed (Szabo et al., 2006).  
Frequent, uncontrollable simulation of negative outcomes and their antecedents might 
contribute to the maintenance of anxiety disorders by increasing the subjective valuation, and 
selection, of avoidance behaviors. If anxious participants also show increased reliance on upper 
bounds of probability estimates for rare negative events (as discussed above), this will have a 
converging influence upon the overvaluation of avoidance behaviors. These behaviors, in turn, 
will reduce opportunities for anxious individuals to collect data showing that extreme negative 
events almost never occur, even if avoidance behaviors are not engaged. Therefore, there will 
not be the observations needed to correct estimation biases and stabilize a potentially 
detrimental cycle of increasing miscalibration of action value estimates and selection of 
avoidance behaviors. Such decision-theoretic path dependencies have been implicated in 
various other psychiatric contexts (Huys et al., 2015; Dayan et al., 2018).  
 
Part 2. PTSD and replaying the past  
Despite our best efforts, extremely negative events do occasionally occur. If such an 
event is survived, the balance of planning activities should shift toward avoiding the event 
being experienced again. This is both because the events occurrence might contain information 
useful for avoiding similar events in the future and because there might be autocorrelation in 
the occurrence of extremely negative events (e.g. when new predators enter an environment; 
Travis et al., 2013).  
Off-line replay of prior experiences and simulation of counterfactual actions and 
associated outcomes provide a means to update action values following the occurrence of an 
extremely negative event (Sutton 1990). It has been argued that previous states should be 
prioritized for replay based on how much that replay would change value estimates (Mattar & 
Daw, 2018). One way to accomplish this is by tagging states based on how much their 
successors value has changed (Moore et al., 1983). If change in value estimates determines 
priority for replay, the astronomically large discrepancy in outcome value occasioned by the 
occurrence of a rare, extremely negative event would be expected to result in prioritized replay 
of that events antecedents (see Figure 1.3.1).  
By replaying the states that preceded a rare, extremely negative event, we can ascribe 
more negative values to these states and the actions selected within them that led up to the 
events occurrence. Equally, actions that were not taken can be simulated, together with the 
possible outcomes of these actions. Should similar states be encountered again, the model-free 
system can use the updated action values to choose swiftly a safer course of action. However, 
this may not be entirely straightforward. Specifically, exposure to a rare, extreme event might 
increase the salience and availability of similar outcomes and increase the probability, from an 
otherwise negligible level, of such outcomes being simulated following various actions. This 
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might result in many courses of action being evaluated more negatively than before the 
experience of the extreme negative event.  
Findings from the traumatic stress literature indicate that most individuals do indeed 
replay the antecedents of extreme negative events after their occurrence. Following extreme 
negative (also termed ‘traumatic’) events, such as motor-vehicle accidents, over 50% of 
individuals report intrusive recollections, flashbacks, or nightmares up to three months 
following the event (Ehlers et al., 1998; Bryant 2000). These phenomena are collectively 
referred to as re-experiencing symptomatology. It is also common for people to ruminate 
repeatedly on their experience, thinking about the events causes and ways that it might have 
been prevented, for example, ‘I was running late so I cut through town, if I had gone the long 
way round . . . ’ (Ehlers et al., 1998; Ehlers & Clark 2000; El Liethy et al., 2006).  
Some degree of re-experiencing, rumination and counterfactual thinking about the past 
might be functional in the wake of an extremely negative event, or trauma. Indeed, 
psychological accounts have argued that repetitive thinking in the wake of a traumatic event 
might be important for resolving the discrepancy between the event and pre-existing core 
beliefs or assumptions. Horowitz (1985) describes this process as ‘cognitive processing’ and 
Janoff-Bulman (1992) describes it as ‘integration’, resulting in what Tedeschi and Calhoun 
(2004) describe as ‘post-traumatic growth’. Critically, whereas reexperiencing symptoms decay 
rapidly over time for some individuals, for others they remain frequent and cause significant 
levels of distress and disruption to everyday life. Researchers have struggled to identify aspects 
of the re-experiencing process or content that predict post-traumatic growth versus disorder 
(Dekel et al., 2011). Here, we suggest that the re-experiencing symptomatology and negative 
cognitions (e.g. rumination and counterfactual reasoning) observed following an extreme 
negative event can be computationally operationalized in terms of replay and simulation. In the 
rest of this section, we consider how this operationalization might shed light on the potential 
determinants of healthy versus dis-ordered responses to the experience of an extremely 
negative event.  
 
 
Figure 1.3.1. A replay and simulation account of PTSD. When a traumatic event is experienced, the difference in 
value between the expected and actual outcome is calculated (box 2). Given the high negative value of the 
traumatic event and its low prior probability of occurrence, a large negative prediction error (𝛿) will be 
experienced. This prediction error triggers the replay of the antecedent state and action (box 3). During this replay, 
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the antecedent state and action will be ascribed a more negative value. Alternate actions will also be simulated in 
order to identify a better counterfactual course of action from the antecedent state. The action values employed 
when the initial decision was made (box 1) will be updated. Pre-trauma, the sampling, and hence consideration 
during action valuation, of traumatic outcomes is unlikely. Post-trauma, the increased salience and availability of 
such outcomes will make their sampling more probable. Even very small increases in the estimated probability of 
actions leading to the same, or other, traumatic outcomes will result in substantial negative revision of action 
values given the large negative value of such outcomes. Replay and simulation will continue until a counterfactual 
action is found with a sufficiently large expected value (𝑄(𝑆%, 𝑎)) or until the prediction errors (𝛿) resulting from 
the replay and simulations have sufficiently diminished. Increased estimates of the probability of traumatic 
outcomes and associated downward revision of action values may result in many actions being considered in 
search for one with an acceptable value. Stopping criteria (thresholds for 𝑄(𝑆%, 𝑎) or 𝛿) may vary across individuals 
and may potentially be influenced by external factors (e.g. novel stressors). Other states that share perceptual or 
semantic features with the state antecedent to the traumatic event will likely also be replayed or simulated and 
their associated actions may be ascribed a more negative value to the extent that shared features increase the 
availability, during simulation, of traumatic outcomes (box 4). The change in value of the state immediately 
antecedent to the traumatic event (𝑆%) will entail that the values of states and actions (starting from 𝑆%, 𝐴%) before 
that state will also need to be updated (Mattar & Daw, 2018; Moore et al., 1983). This will result in the replay and 
re-valuation of increasingly earlier states and actions (box 5). Generalization of values to similar states and the 
simulation and revaluation of alternate courses of action will also occur from these more distant antecedents. This 
cycle of replay will continue, with gradual discounting as more temporally distant states are revisited, until 
prediction errors (𝛿) sufficiently diminish or until counterfactual actions can be found at each temporal point in the 
antecedent chain and at each level of generalization with sufficiently high expected values. This process of replay 
of chosen action paths and simulation of alternate action paths might be phenomologically experienced as 
intrusive thoughts, dreams, rumination and counterfactual reasoning. Red text is used to signify points where 
individual differences might confer vulnerability to elevated PTSD symptomatology. (a) Individuals may differ in 
stopping criteria; for example, individuals vulnerable to PTSD might be reluctant to take actions with even the 
slightest possibility of future catastrophe or might have a lower tolerance for negative changes in action or state 
values. (b) A reduced rate of discounting of the prediction error as more temporally distant antecedents are 
considered and (c) a shallower generalization slope when re-valuing states or actions that resemble those 
antecedent to the trauma are likely to increase the number of states and actions replayed resulting in higher levels 
of re-experiencing, avoidance and hyper-vigilance. 
 
Several psychological accounts of PTSD posit that individuals with rigid beliefs about the 
positive nature of the world are more likely to experience PTSD after a traumatic event due to 
their assumptions or schema about the world being unable to flexibly accommodate or 
integrate the traumatic experience (Janoff-Bulman 1992; Park et al., 2012). According to BDT, if 
an individual has a much lower prior expectation of the occurrence of extremely negative 
events, this will generate a larger discrepancy between the value of the expected outcome and 
the value of the actual outcome (the traumatic event), strongly prioritizing the replay of the 
events antecedent states and actions (Mattar & Daw, 2018; Moore et al., 1983) and likely 
resulting in greater re-experiencing symptomatology. If rigidity is associated with an 
unwillingness to update state and action values to make them more negative, then negative 
prediction errors will stubbornly persist. 
Individuals who go on to develop PTSD endorse more negative world views in the 
immediate aftermath of trauma (Ginzburg 2004). Moreover, elevated pre-trauma levels of 
anxiety and depression have been found prospectively to predict levels of post-traumatic stress 
symptomatology (Orr et al., 2012). Since anxiety and depression are linked to negative, not 
positive, biases in beliefs, interpretations of ambiguous events and judgements about the 
future (Beck 1976; Teasdale 1983; Mathews & Macleod, 2005), it seems unlikely that the 
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magnitude of the prediction error occasioned by experiencing a traumatic event is a key 
predisposing factor, at least for these individuals. Indeed, there is little empirical evidence that 
pre-trauma possession of optimistic priors confers vulnerability to PTSD.  
There are other ways in which individual differences might influence extent of 
engagement in replay and simulation. One possibility is that individuals with a pre-trauma 
history of anxiety or depression might be more prone to difficulties with terminating 
disadvantageous replay or simulation processes. Such stopping difficulties might confer 
vulnerability to PTSD as well as to anxiety disorders (as described in Part 1) and depressive 
disorders. In line with this, both anxiety and depression are characterized by elevated levels of 
repetitive thoughts (worry and rumination) (Kircanski et al., 2015). Further, pre-trauma 
engagement in repetitive thinking is a significant predictor of post-trauma levels of PTSD 
symptomatology (Spinhoven et al., 2015). In the anxiety literature, difficulty finding a potential 
course of action with a sufficiently positive expected value has been associated with increased 
uncontrollability of worry (Szabo 2006). Post-trauma, inability to identify one or more 
counterfactual courses of action with high enough expected values to terminate simulation and 
replay might similarly be linked to elevated PTSD symptomatology (Figure 1.3.1).  
An increased propensity for repetitive thinking might be further compounded by a 
disposition to over-generalization (Watkins 2011). Clinical accounts of PTSD describe how 
everyday sounds, like a balloon popping or a car backfiring, that resemble a gunshot can lead to 
extreme physiological and emotional responses in individuals for whom the traumatic event 
involved combat or gun violence. This has led to suggestions that over-generalization might be 
a key vulnerability factor in PTSD (Ehlers & Clark, 2000). In terms of the replay and simulation 
framework put forward here (see Figure 1.3.1), when an individual uses replay and simulation 
to update the value of states and actions that preceded a traumatic event, a key issue will be 
determining how far to go in also updating the value of other states and actions that share 
features with the antecedent states and actions. Other states may be related to antecedent 
states at a very concrete level (e.g. a similar looking street-corner to where the accident 
occurred) or at a very abstract level (e.g. any form of transportation in which you are not in 
control). Both selection of an abstract level and, at any given level, adoption of less steep 
(dis)similarity gradients might result in larger numbers of states and actions being re-evaluated 
both off-line and on-line when the individual encounters a state that shares features with a 
state antecedent to the traumatic event. Future planning would suffer from a similar problem.  
There is strong evidence linking both forms of overgeneralization described above to 
anxiety, depression and PTSD. Patients with GAD, Panic Disorder, and PTSD have been shown to 
generalize from a conditioned stimulus across a wider range of perceptually similar shapes than 
healthy controls (Lissek 2012; Lissek et al., 2014; Kaczkurkin et al., 2016). In addition, over-
general autobiographical recall has been shown to characterize both patients with depressive 
disorders and individuals with a history of trauma (Williams et al., 2007). Further, levels of 
rumination have been shown to increase the influence of over-general memory on both future 
depressive and posttraumatic stress symptomatology (Hamlat et al., 2015; Kleim & Ehlers 
2008). Trauma-analog studies have also reported that participants asked to ruminate abstractly, 
versus concretely, after viewing a traumatic video show both prolonged negative mood and 
more negative intrusions (Ehring et al., 2008; 2009).  
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In addition to re-experiencing, PTSD is also characterized by hyper-arousal and 
avoidance behaviors, together with other symptoms (DSM-V). Within a replay and simulation 
account of PTSD, both over-generalization and going further back in the chain of antecedent 
states as part of the replay process (see Figure 1.3.1) will result in more states and associated 
actions being re-evaluated as potentially dangerous. This, in turn, could lead to an increased 
sense of current threat, associated physiological reactivity and avoidance of multiple situations.  
One important question for future research is whether individuals with a prior history of 
anxiety or depression are equally likely to show over-generalization between perceptually 
similar stimuli or states and over-abstract levels of simulation, or if the former might be more 
associated with anxiety and the latter with depression. In addition, the extent to which 
individuals vary in stopping criteria for terminating replay and simulation, and the role of this in 
anxiety, depression and PTSD, remains to be established. 
 
Conclusion  
In order to survive and maximize our wellbeing, we need to weigh up actions aimed at 
avoiding life threatening events against the pursuit of rewarding activities and avoidance of 
more minor aversive outcomes or losses. Here, we have outlined the computational processes 
involved in action valuation both in advance of, and subsequent to, the occurrence of rare, 
extremely negative events, and discussed how both anxiety and PTSD might be understood 
within this computational framework. Future work would valuably extend our computational 
analysis to consideration of potential neurobiological markers of disease risk. Given the 
putative role of hippocampal function in off-line model-based simulation processes (Wilson & 
McNaughton, 1994; Foster & Wilson, 2006; Ambrose et al., 2016) and evidence for 
hippocampal dysfunction in both anxiety (Gray & McNaughton, 2003; Khemka et al., 2017; Bach 
et al., 2014; Oler et al., 2010) and PTSD (Shin et al., 2006; Kheirbek et al., 2012; Stevens et al., 
2018), this is a particular structure of interest. 
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Chapter 2: Decision Making Under Volatility 
 
Introduction 
Both mood and anxiety disorders substantially disrupt the daily lives of individuals 
afflicted by them. Part of this disruption comes from the uncertainty as to what might transpire 
following different courses of action. Both individuals with high levels of anxiety and those with 
depression report that uncertain situations evoke distress and disrupt their ability make 
decisions (Dugas et al., 2001; Birrell et al., 2011; Gentes & Ruscio, 2011; Carleton et al., 2012). 
Another part of this disruption seems to come from a differential emphasis of negative versus 
positive outcomes. For example, both anxious and depressed individuals report that negative 
outcomes are more likely to occur to them, relative to others, across a variety of different 
situations (Butlers & Matthews, 1983); healthy individuals, on the other hand, tend to have 
optimistic expectations when making similar judgments (Sharot et al., 2011). Although a 
general difficulty in processing uncertainty and a differential processing of positive and negative 
outcomes has long been recognized in relation to anxiety and depression, it has only recently 
been investigated more precisely using the tools afforded by a computational approach to 
psychiatry (Montague et al., 2012; Wang et al., 2014; Huys et al., 2016). 
Difficulties in processing uncertainty, in relation to anxiety, have recently been 
examined by Browning et al. (2015) who dissociated the impact of two different forms of 
uncertainty—contingency noise and contingency volatility—on the decision making of low and 
high anxious individuals. Within computational frameworks of decision making (Yu & Dayan, 
2005; Behrens et. al., 2007; Nassar et al., 2012; Payzan-LeNestour et al., 2013), contingency 
noise refers to the inherent probability in action-outcome associations (e.g. action 1 leads to 
outcome 1 with a p=0.75), and contingency volatility refers to the rate of change in these 
associations over time. Both noise and volatility should be taken into account in order to learn, 
effectively, action-outcome contingencies through experience. When volatility is low (i.e. 
contingencies are stable), unexpected outcomes should be more often attributed to noise, but 
when volatility is high (i.e. contingencies are changing frequently), unexpected outcomes 
should be more often attributed to a change in the contingencies. Whether an individual is 
making accurate attributions can be measured by the difference in their learning rates between 
volatile and stable periods, estimated within the context of a reinforcement learning model of 
their behavior (Behrens et. al., 2007; Browning et al., 2015). In Browning et al. (2015), low 
anxious individuals were observed to have lower learning rates during stable periods and higher 
learning rates during volatile periods, consistent with an accurate of attribution of unpredicted 
outcomes to noise when conditions were stable and to changes in contingencies when 
conditions were volatile. High anxious individuals, on the other hand, seemed less able to adjust 
their attributions in this manner. This deficit in learning rate adjustment to volatility led to more 
negative outcomes during the experiment, and likely contributes to a self-reported difficulty in 
handling uncertain situations (Dugas et al., 2001; Birrell et al., 2011). 
Other recent computational studies of decision making in depression and anxiety have 
started to examine differences in processing both the absolute and the relative valence of 
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outcomes. Absolute valence refers to the type of outcome, either potential rewards or 
punishments, whereas relative valence refers to whether outcomes are better or worse than 
the average value within the context of each outcome type. For reward contexts, relatively 
better outcomes (referred to here as good outcomes) might be the receipt of a monetary 
reward, whereas for punishment contexts, relatively better outcomes might be the avoidance 
of an electric shock. Depression-related abnormalities, such as a reduced sensitivity to rewards, 
have been identified in the context of rewards (Huys et al., 2013), and anxiety-related 
abnormalities, such as increased punishment learning rates, have been identified in the context 
of threat-related outcomes (Mkrtchian et al., 2017). Abnormalities in processing relative 
valence in outcomes have also been observed. For example, Korn et al., (2014) measured 
differences in updating beliefs following desirable or undesirable information for the probability 
that adverse life events would occur. They observed that healthy individuals, relative to 
individuals diagnosed with major depressive disorder, had a bias in updating favoring desirable 
information, whereas this bias was absent in patients. 
In most of these previous computational studies, either symptoms of anxiety or 
symptoms of depression were investigated, despite the increasing recognition in the clinical 
literature that their high rate of co-occurrence needs to be taken into account (Kotov et al., 
2017). Within the clinical literature, bifactor analysis has become a recently popular tool for 
dealing with symptom co-occurrence, because it partitions symptom variance into that which is 
shared between anxiety and depression and that which is unique to one or the other. It 
represents shared variance using a general factor, which typically contains loadings from many 
different symptoms, and represents unique variance using one or more specific factors, which 
typically contain loadings from a single cluster of symptoms. Bifactor analysis has been applied 
within different groups (e.g. adolescents, students, community members, outpatients, etc.) and 
to different self-report measures of anxious or depressive symptomatology (e.g. BAI, BDI, IDAS, 
MFQ etc.) (Clark et al., 1994; Steer et al., 1995; Zinbarg & Barlow, 1996; Steer et al., 1998; 
Simms et al., 2008; Steer et al., 2008; Brodbeck et al., 2011). It has consistently revealed a 
substantial amount of shared variance, often termed ‘general distress’ or ‘negative affect’, 
which has been proposed as a trait vulnerability factor to both mood and anxiety disorders 
(Clark et al., 1994). In addition, separate specific factors for depression and anxiety have been 
consistently observed, with the depression-specific factors most often comprised of symptoms 
of anhedonia (Clark et al., 1994; Steer et al., 1998; Steer et al., 2008) and anxiety-specific 
factors most often comprised of symptoms of anxious arousal (Clark et al., 1994; Steer et al., 
1998; Steer et al., 2008) or worry (Brodbeck et al., 2011). 
In the current study, we used bifactor analysis along with a reinforcement learning 
model of behavior to investigate individual differences in processing volatility, the absolute 
valence of outcomes, and the relative valence of outcomes, in individuals with pathological 
levels of anxious and depressive symptoms. Our first research question was whether a deficit in 
learning rate adjustment to volatility, previously linked to trait anxiety (Browning et al., 2015), 
is related specifically to anxiety or to both anxiety and depression. We operationalized 
specificity to anxiety, specificity to depression, and generality to both anxiety and depression by 
using separate scores for participants on three latent factors from the bifactor analysis: a 
general factor, a depression-specific factor, and an anxiety-specific factor. Given that 
maladaptive responses to uncertainty have recently been argued to be a transdiagnostic 
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marker for both anxiety and depressive disorders (Gentes & Ruscio, 2011; Carleton et al., 2012; 
Boswell et. al, 2013), we predict that learning rate adjustment to volatility will relate to the 
general factor, rather than the anxiety specific factor. 
Our second research question was whether the relationship between learning rate 
adjustment to volatility and mood and anxiety symptoms is additionally modulated by absolute 
valence in outcomes (i.e. different learning rate adjustments in the context of rewards or 
aversive outcomes). In the previous study, the relationship between trait anxiety and learning 
rate adjustment was observed in the context of aversive outcomes and not rewarding 
outcomes (Browning et al., 2015). However, in our current experiment, we included individuals 
who were diagnosed with either major depression (MDD) or generalized anxiety disorder 
(GAD), and hence had more severe levels of symptoms than in the previous study. Therefore, 
we might expect that a deficit in learning rate adjustment to volatility also extends to rewarding 
contexts for individuals with high levels of depressive symptoms or for individuals with high 
levels of overall symptomatology (i.e. general factor scores). 
Our third research question was whether learning rate adjustment to volatility and its 
potential relationship to mood and anxiety symptoms was additionally modulated by relative 
outcome valence (i.e. good or bad outcomes) within the context of rewards or aversive 
outcomes or across both. We did not have a specific prediction for how relative outcome 
valence may impact learning rate modulation to volatility. However, given the previous work 
linking depression to a lack of a bias in updating beliefs following desirable versus undesirable 
information (Korn et al., 2012), we might expect that the depression specific factor or the 
general factor is related to differences in learning following good versus bad outcomes.  
To answer these three questions, we first fit a bifactor model to a set of standard self-
report measures of anxious and depressive symptomatology. Using this bifactor model, we 
calculated a score for each participant on each of the three factors: the general, the depression-
specific, and the anxiety-specific factors. We then used a reinforcement learning model to 
estimate differences in participants’ learning rates as a function of volatility level, absolute 
outcome valence, and relative outcome valence. The relationship between these differences 
(and their potential interactions) were estimated in a hierarchical Bayesian framework. We first 
addressed these three research questions in an in-lab participant sample (experiment 1), 
consisting of healthy controls, patients diagnosed with major depression or generalized anxiety 
disorder, and a community sample. We then tested the replicability of our findings in an 
independent online sample (experiment 2). 
 
Methods  
Participants  
For experiment 1, participants between the ages of 18 and 55 were recruited 
continuously from the local community until a pre-designated end date of August 2017. By the 
end date, we had recruited 58 participants in total: 12 participants who met diagnostic criteria 
for Generalized Anxiety Disorder (GAD), 20 participants who met diagnostic criteria for Major 
Depressive Disorder (MDD) )(three with a secondary diagnosis of GAD), and 26 healthy controls 
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(i.e. screened to not meet any DSM diagnostic criteria) from the same community. To increase 
the number of subjects, 30 additional community recruited participants were added from a 
separate unpublished dataset. The procedure for these subjects was similar. However, they 
completed the task during an fMRI scanning session and were not screened for psychiatric 
condition, allowing for the possibility that some of these individuals might have had a 
diagnosable condition at the time of the experiment. See Supplemental Table 2.1 for detailed 
demographics.  
For experiment 2, 172 participants from Amazon’s Mechanical Turk were recruited to 
perform an online version of the experiment. 
Our third dataset consisted of mood and anxiety questionnaire data from 199 additional 
participants from UC Berkeley’s psychology research pool. This data was used to test the 
generalizability of the factor structure that was estimated in the in-lab participant sample. This 
dataset originally contained 325 participants, but only 199 participants had no missing 
responses, which were required for the confirmatory factor analysis. 
 
Experimental Protocol  
 Experiment 1 was conducted in lab. Screening for psychiatric diagnosis and taking of 
informed consent was done during the first experimental session. Diagnoses were determined 
using the research version of the structured clinical interview for DSM-IV-TR (SCID) 
administered by trained staff and supervised by an experienced clinical psychologist. We 
excluded participants if they were currently receiving treatment for psychiatric illness or had 
been prescribed psychotropic medication within the past 3 months. Participants meeting 
diagnostic criteria for OCD, PTSD, bipolar disorder, substance abuse, or showing any psychotic 
symptomatology, were also excluded. Those meeting criteria for inclusion in the study, were 
invited back for two additional sessions. During the second session, participants completed the 
aversive-learning version of the task. One control participant dropped out during this session. 
During the third session, participants completed the reward-learning version of task. The 
sessions were spaced at least 1 day, but no more than 1-week, apart. 
 Experiment 2 was conducted online. Participants were directed from Amazon’s 
Mechanical Turk to an externally hosted website. There, participants completed both a reward 
and a loss version of the experiment within the same session. Participants were required to 
take two 5-minute breaks, one after filling out the questionnaires and another before 
completing the second task. The order of the gain and loss task was randomized across 
participants.  
 
Participant Exclusion 
We excluded data from either the reward or aversive task if there was equipment 
malfunction or if a participant reported after the session that he/she did not understand the 
task. In experiment 1, data from the aversive-learning task were excluded for 8 participants (4 
patients and 4 controls). Data from reward-learning task were excluded for 5 participants (3 
patients and 2 controls). Only two participants (both control subjects) had data excluded from 
both tasks. These exclusions left 86 participants in total for experiment 1.  
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For experiment 2, 25 participants were excluded from the online dataset for having 
greater than ten missed responses in each task, leaving 147 participants.  
 
Self-report Measures of Mood and Anxiety Symptoms  
Participants in experiment 1 completed several standardized self-report measures of 
negative affect and anxiety and depression symptomatology. Measures included: the 
Spielberger State-Trait Anxiety Inventory (STAI form Y; Spielberger, 1983), the Beck Depression 
Inventory (BDI; Beck et al., 1961), the Mood and Anxiety Symptoms Questionnaire (MASQ; 
Clark et al., 1995; Watson & Clark, 1991), the Penn State Worry Questionnaire (Meyer, Miller, 
Metzger, & Borkovec, 1990), the Center for Epidemiologic Studies Depression Scale (CESD; 
Radloff, 1977), and the Neuroticism subscale from the 80-item Eysenck Personality 
Questionnaire (EPQ; Eysenck & Eysenck, 1975).  
Online participants in experiment 2 completed the BDI, MASQ, and STAI. These 
participants had similar distributions of scores as the in-lab participant. For STAI, the 25%, 50%, 
and 75% percentiles (in-lab; online) were (33;33), (48;42), (59;53). For BDI, they were (2;3), 
(9;7), (23;15). For the MASQ anhedonia subscale, they were (42,49), (68,64), (79,78).  
The 199 additional participants from UC Berkeley’s psychology research pool completed 
the same measures as the in-lab participants. 
 
Bifactor Analysis of Mood and Anxiety Symptoms  
The goal of the bifactor analysis was to create three sets of orthogonal scores for 
participants: one representing the overall level of mood and anxiety symptoms (i.e. common 
variance), a second representing the level of depression-specific symptoms (relative to the 
overall level of symptoms), and a third representing the level of anxiety-specific symptoms (also 
relative to the overall level of symptoms). These three sets of scores were calculated from  
three latent factors, which were estimated as part of a bifactor model. The three factors are 
referred to as the general factor, the depression-specific factor, and the anxiety-specific factor. 
The data used for the bifactor analysis consisted of 128 individual questions from the 
following questionnaires or subscales within the questionnaires: the MASQ anhedonia subscale, 
MASQ anxious arousal subscale, the STAI, the BDI, the CESD, the PSWQ, and the EPQ-N 
neuroticism subscale. Responses were either binary (0-1), quaternary (0-4), or quinary (0-5). 
Response categories that were endorsed by fewer than 2% of the participants were collapsed 
into the adjacent category, in order to mitigate the effects of extreme skewness. Positively 
coded responses, such as “I feel happy”, were reversed to ease the interpretation of factor 
loadings. Polychoric correlations were used to calculate the correlation matrix to adjust for the 
fact that categorical variables cannot have correlations in the full range of -1 to 1. 
Before estimating the bifactor model, we specified its structure to have three factors 
(one general and two specific). This decision was guided by prior work (Clark & Watson, 1991) 
together with the results of eigenvalue decomposition of the covariance matrix. Only the first 
three eigenvalues were significantly greater than chance (as determined by comparison against 
eigenvalues obtained from a random normal matrix of equivalent size; Humphreys & 
Montanelli, 1975; Floyd & Widaman, 1995) (Supplemental Figure 2.14). 
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Following model specification, the Schmid-Leiman (SL) procedure was to estimate the 
loadings of the individual items onto each factor (Schmid & Leiman 1956). This procedure 
performs oblique factor analysis followed by a higher-order factor analysis on the lower-order 
factor correlations to extract a single higher-order factor (i.e. a general factor). Both steps were 
done using external software: the ‘omega’ function from the Psych package in R. 
Factor scores for each participant were calculated using the Anderson-Rubin method 
(Anderson & Rubin, 1956), which is a weighted-least squares solution that maintains the 
orthogonality of the general and specific factor scores. Scores for the participants in the online 
behavioral validation dataset (experiment 2) were calculated using the questions (k=80) from 
the subset of three measures (MASQ, STAI, BDI) administered to them. To check that factor 
scores could be reliability estimated on this smaller set of items, we calculated factor scores on 
the combined in-lab participant sample (n=86) and UC Berkeley student sample (n=199; which 
was used for validating the factor structure) separately using the full and using the reduced set 
of items. We obtained extremely similar scores for the general factor (r=0.98), the depression-
specific factor (r=0.96), and moderately similar scores for the anxiety-specific factor (r=0.59) 
between the full and reduced sets. Prior to the calculation of the scores, each individual 
question was normalized across both datasets to make the resulting scores commensurate 
between datasets. 
 
Experimental Tasks 
Participants in experiment 1 completed both reward and aversive versions of a 
probabilistic learning under volatility task (Behrens et al., 2007; Browning et al., 2015).  Each 
task was divided into a stable and volatile block of trials, each 90 trials long. On each trial, 
participants chose between two shapes with the aim of either accumulating monetary bonus in 
the reward version of the task or avoiding the delivery of a mildly painful electric shock in the 
aversive version of the task. Participants were instructed to consider the magnitude of the 
potential outcome, shown as a number inside each shape (Figure 2.1a), as well as the 
probability that the outcome would occur if the shape was chosen. Outcome magnitudes varied 
from 1 to 99 independently of the outcome probability and corresponded to different sizes of 
reward or to different intensities of electric shock. For the aversive task, the magnitudes were 
mapped different intensities of electric stimulation. The intensity of electric stimulation was 
calibrated before the task, so that the magnitudes between 1 and 99 mapped onto a subjective 
pain scaled from 1 (mildy unpleasant) to 7 (very unpleasant). Outcome probabilities could be 
inferred from the relative number of occurrences that the outcome followed the choice of one 
shape and not the other. In the stable block (90 trials), one of the two shapes delivered the 
outcome on 75% of the trials (i.e. with a 75% probability) and the other shape delivered the 
outcome on the remaining trials. In the volatile block (90 trials), the identity of the shape 
delivering the outcome with an 80% probability and the identity of the shape delivering the 
outcome with a 20% probability switched every 20 trials (Figure 2.1b). The order of the stable 
and volatile blocks was randomized across participants and between tasks. 
The online versions of the two tasks in experiment 2 were similar to those used in 
experiment 1. The intra- and inter-trial timings for the online task were shortened slightly. In 
the reward-gain task, participants started with a total of 0 points. Outcomes with magnitudes 
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between 1 and 99 either increased this total or kept it the same. In the reward-loss task, 
participants started with 5000 points, and the magnitudes between -99 and -1 either decreased 
the total or kept it the same. The summed total number of points that participants had left at 
the end of both tasks was compared across all the participants. A bonus of $3 was awarded to 
participants that scored in the top 5%, $1 was awarded to those in the top 10%, and $0.25 was 
awarded to those the top 50%. Participant performance on the tasks, measured by the percent 
of rewarded trials (or trials on which electric stimulation or loss was avoided), was similar 
between the online and in-lab participant samples (see Supplemental Figure 2.13). 
 
 
 
Figure 2.1 Task. (a) On each trial, participants chose between two shapes. Only one of the two shapes led to the 
outcome on each trial. The magnitude of the potential outcome was shown as a number inside each shape and 
corresponded to the size of the reward in the reward learning task or intensity of the electric shock in the aversive 
learning task. (b) Within each task, trials were organized into two 90-trial blocks. During the stable block, the one 
shape resulted in the outcome on 75% of the trials (i.e. with a 75% probability), while the other shape resulted in 
the outcome on the remaining trials. During the volatile block, the identity of the shape delivering the outcome 
with an 80% probability and the identity of the shape delivering the outcome with a 20% probability switched 
every 20 trials. 
 
Estimating Differences in Learning Rates as a Function of Volatility Level, Absolute 
Outcome Valence, and Relative Outcome Valence   
Our primary goal in modeling participants’ choice behavior was to examine how learning 
rates were modulated by three experimental factors: absolute outcome valence, volatility level, 
and relative outcome valence. This corresponded to looking at differences in learning rates 
between the reward and aversive tasks, differences between the volatile and stable blocks 
within each task, differences between trials that followed good and bad outcomes within each 
task and block, and the three two-way interactions of these differences. In other words, for 
each participant, we estimated seven components for learning rate: (1) a baseline learning rate 𝛼+,-./01.,  (2) a difference in learning rates between the volatile and stable blocks 𝛼23/,%0/.4-%,+/., (3) a difference in learning rates between the reward and aversive tasks 𝛼5.6,574,2.5-02., (4) a difference in learning rates between trials following good and bad 
 35 
outcomes 𝛼83374+,7, (5) the interaction of volatility and absolute valence 𝛼(23/,%0/.4-%,+/.)9(5.6,574:,01), (6) the interaction of volatility and relative valence 𝛼(23/,%0/.4-%,+/.)9(83374+,7), and (7) the interaction of absolute and relative valence 𝛼(5.6,574:,01)9(83374+,7).  On any given trial, a participant’s combined learning rate, denoted 
simply as 𝛼, was calculated as follows:  
 
Eqn 1.  𝛼 = 	logistic(𝛼+,-./01.  +	𝛼	(23/,%0/.4-%,+/.)𝜒(23/,%0/.4-%,+/.)		+	𝛼(5.6,574:,01)𝜒(5.6,574:,01)	+	𝛼(83374+,7)𝜒(83374+,7)	+	𝛼(23/,%0/.4-%,+/.)9(5.6,574:,01)𝜒(23/,%0/.4-%,+/.)9(5.6,574:,01)		+	𝛼(23/,%0/.4-%,+/.)9(83374+,7)𝜒(23/,%0/.4-%,+/.)9(83374+,7)	+	𝛼(5.6,574:,01)9(83374+,7)𝜒(5.6,574:,01)9(83374+,7))		
In Eqn 1.,  𝜒(23/,%0/.4-%,+/.), for example, takes on a value of 1 when the trial is in the volatile 
block and a value of -1 when the trial is in the stable block.  
The division of learning rate into seven components was supported by a model 
comparison analysis, in which we found that all seven of these differences were necessary for 
minimizing approximate leave-one-out cross validation error (LOO; Vehtari et al., 2017; see 
Supplemental Methods: Model Comparison).  
 
Full Behavioral Model  
 Learning rates were estimated along with several other parameters by fitting a 
reinforcement learning model to participants choices in the two tasks. On each trial, 
participants were assumed to update an estimate 𝑝% for the probability	that the outcome 
would result from choosing shape 1 and not shape 2. Probability estimates were updated using 
the delta-rule (given in Eqn. 2), where the combined learning rate 𝛼 determined how much the 
estimate was revised by the prediction error (i.e. the difference between the previous estimate 𝑝%4G and the most recent outcome 𝑂%4G). 
 
Eqn. 2  𝑝% = 𝑝%4G + 𝛼	(𝑂%4G − 𝑝%4G) 
 
The difference between the probability estimate for shape 1 (𝑝%) and shape 2 (1 − 𝑝%) 
was combined with the difference between the magnitudes of the potential outcome 
associated with each shape (𝑀G −𝑀L) (in Eqn. 3). The mixture weight 𝛾 ∈ [0,1] specified 
whether magnitude or probability was weighted more heavily in calculating the total outcome 
value for each shape. The mixture weight was also divided into the same seven parameter 
components; this division was also supported in the model comparison analysis.  
The difference in magnitudes was also nonlinearly transformed using 𝑟 to allow for 
different impacts of large and small differences (note that the sign for the difference was 
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temporally removed before exponentiating and then added back again). The nonlinearity 
parameter, 𝑟, was divided into a baseline across all conditions and a difference between reward 
and aversive learning tasks; we included this parameter, because it also improved LOO (see 
Supplemental Results: Model Comparison).  
 
Eqn. 3 𝑣% = 	 (𝛾)(𝑝% − (1 − 𝑝%)) + (1 − 𝛾)(𝑀G −𝑀L)5		 
 
 
Participants were also assumed to update a choice kernel 𝑘%	on each trial using the 
delta-rule (given by Eqn. 4). The update rate 𝜂	determined how much to update the kernel 
using the participant’s most recent choice 𝐶%4G. The choice kernel keeps track of a participant’s 
tendency to choose one shape over the other, which can influence subsequent choice in 
addition to outcome value. A single baseline update rate, 𝜂, shared across tasks and blocks was 
estimated for each participant. Adding the choice kernel improved LOO, but further allowing for 
different update rates for different conditions caused issues with non-convergence in 
parameter estimation; this indicated that participants’ data did not contain enough information 
to estimate differences in update rates across conditions.  
 
Eqn. 4  𝑘% = 𝑘%4G + 𝜂	(𝐶%4G − 𝑘%4G) 
 
Finally, the outcome value 𝑣% and the choice kernel 𝑘% on the current trial were 
combined using two inverse temperatures, 𝜏 and 𝜏X, to calculate the probability of choosing 
shape 1 (using Eqn. 5). The outcome value inverse temperature, 𝜏, was divided into the same 
seven components as learning rate, whereas the choice kernel inverse temperature, 𝜏X, was 
only divided into a baseline and a difference between reward and aversive tasks. These 
parameter divisions were again justified by model comparison.  
 
Eqn. 5  𝑃(𝐶% = 1) = 	 11 + exp	(−(𝜏𝑣% + 𝜏X]𝑘% − (1 − 𝑘%)^)) 
 
The full model (Eqn. 2 through Eqn. 5), with parameters taking on different values 
depending on the condition, was fit to each participant’s data across both the reward and 
aversive learning tasks. Variables were coded to have similar interpretations. The outcome was 
coded such that 𝑂% = 1 if shape 1 was chosen and followed a good outcome (i.e. delivery of 
reward or absence of electric stimulation) or if shape 2 was chosen and followed by a bad 
outcome (i.e. absence of reward or delivery of electric stimulation).	𝑂% = 0 codes for the 
opposite two cases in each task. 
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Hierarchical Bayesian Estimation of Parameters in Behavioral Model    
Individual parameter components (e.g. 𝛼23/,%0/.4-%,+/.) were estimated using a 
hierarchical Bayesian approach, which estimates a group-level distribution (with a mean 𝜇 and 
a variance	𝜎L across participants) for each parameter component (see Eqn. 6 for an example). 
These group-level distributions can help to prevent overfitting in individual participants, 
because parameter components that are not found to be important for explaining behavioral 
variation in a large number of participants would be estimated to have a group mean and 
variance near zero; this would effectively be like removing them from the model altogether.  
The relationship between symptom factor scores (general, anxiety-specific, and 
depression-specific) and parameter components were modeled by allowing the mean of each 
group-level distribution to vary as a function of the three factors. The three factor scores are 
denoted by (𝑋8, 𝑋7, 𝑋,) in Eqn 6, where subscripts denote the general factor, depression-
specific factor, and anxiety-specific factor, respectively. The strength of the linear relationship 
between the factor scores and the parameter components are given by the group-level 
regression coefficients b𝛽8, 𝛽7, 𝛽,d. 
 
Eqn. 6  𝛼23/,%0/.4-%,+/.	~	𝑁𝑜𝑟𝑚𝑎𝑙]𝜇 + 𝛽8𝑋8 +	𝛽7𝑋7 +	𝛽,𝑋,	, 𝜎L^ 
 
The parameters were transformed to the appropriately constrained space before they 
were used in the behavioral model (Eqns. 2-5). A logistic transform was used for {𝛼, 𝛾, 𝜂} to 
bound them between [0,1], and a log transform was used for 𝑟, 𝜏, 𝜏X} to constrain them to be 
positive. 
The hyperpriors for these group-level parameters (𝜇, 𝛽8, 𝛽7, 𝛽,) were uninformative 
Normal(0,10), which is effectively uniform over the space of reasonable parameter values. The 
hyperpriors for the population variances, 𝜎L, were Cauchy(2.5).  
Models were fit using PyMC3 (Salvatier et al., 2016), a Python Bayesian statistical 
modeling software package, which is similar to STAN. Hamiltonian Monte-Carlo was used to 
sample from the posterior. Four chains were run with 250 tuning steps and 1000 samples. 
Visual inspects of the traces as well as Gelman−Rubin statistics (𝑅m) were used to assess 
convergence (Gelman & Rubin, 1992). There were no group-level parameters with	𝑅m values 
greater than 1.1 (most were below 1.01). There were only 8 out of the 2236 participant-level 
parameters (from two participants) with 𝑅m values greater than 1.1, and these were for	𝜂  and 𝜏X, which were not the focus of the main analysis. 
The marginal posterior distributions for the group-level parameters (𝜇, 𝛽8, 𝛽7, 𝛽,) were 
used to assess the statistical significance.	Group-level parameters with a 95% highest posterior 
density (HDI) intervals that did not contain zero were deemed statistically significant (see 
Patzelt et al., 2018 and Aylward et al., 2019 for similar treatment of posterior credible 
intervals). 
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Results 
A validation of the general, anxiety-specific, and depression-specific factors from 
the bifactor analysis  
 Before analyzing participants’ behavioral data in the two tasks, we first assessed 
whether the three factors estimated in our bifactor model were similar to factors that have 
been estimated in previous bifactor models, whether they captured differences in patient 
diagnoses, and whether they generalized to an independent participant sample.  
In line with previous literature (Clark et al., 1994; Steer et al., 1995; Zinbarg & Barlow, 
1996; Steer et al., 1998; Simms et al., 2008; Steer et al., 2008; Brodbeck et al., 2011), the 
general factor had moderate loadings (>0.2) for almost every symptom item, and it had high 
loadings (>0.4) both on anxiety-related items and on depression-related items. One specific 
factor had high loadings (>0.4) on questions related to anhedonia and depressed mood (in 
agreement with Clark et al., 1994; Steer et al., 1995; Steer et al., 2008). The other specific factor 
had high loadings (>0.4) on questions related to worry and anxiety (in agreement with 
Brodbeck et. al, 2011). 
Scores on the three latent factors (general, depression-specific and anxiety-specific) 
were calculated for each participant (Figure 2.2). It can be seen from Figure 2.2 that the 
combined patient group (i.e. participants diagnosed with either MDD or GAD) tended to have 
higher scores on the general factor dimension (mean=0.85; median=0.76) than the healthy 
controls (mean=-0.50; median=-0.79) and the community sample (mean=-0.45; median=-0.76). 
Participants diagnosed with GAD also had a higher average score on the anxiety-specific 
dimension (mean=0.93; median=0.87) than patients diagnosed with MDD (mean=-0.26; 
median=-0.12; t=2.5, p=0.02 for difference). Conversely, participants diagnosed with MDD had 
a higher average score on the depression-specific factor (mean=0.63; median=0.68) than 
participants diagnosed with GAD (mean=-0.19; median=-0.19; t=3.2, p=0.003 for difference). 
We tested the generalizability of this factor structure using an independent online 
dataset (n=199). Participants were students at UC Berkeley (120 females, mean age=20±4). This 
group was fairly distinct from our first sample, differing in nationality, being more homogenous 
in age and educational status and less homogenous in ethnicity, and not including individuals 
recruited to meet diagnosis for either GAD or MDD. Replicability of the factor structure across 
these two datasets is hence a strong test of its generalizability across the population. We first 
tested how well the factor structure fit in the UC Berkeley student sample. This resulted in a 
good fit as measured by the comparative fit index (CFI=0.962), the root mean square error of 
approximation (RMSEA=0.065), and the standardized root mean square residual (SRMR=0.11). 
Factor scores calculated for these participants using this structure can be seen in Figure 2.2 to 
extend across a similar range to the in-lab participants’ scores on each of the three dimensions. 
Next, we re-estimated the factor structure in just the student sample to see if a similar 
structure would emerge. Indeed, the new loadings were highly congruent with the original 
loadings (cosine-similarity=0.98 for the general factor loadings, 0.83 for the depression-specific 
factor loadings, and 0.91 for the anxiety specific factor loadings). 
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Figure 2.2: Bifactor analysis of self-report anxiety and depression symptoms. Eigenvalue decomposition was 
applied to the covariance matrix of 128 individual items from self-report standardized measures of anxiety and 
depressive symptomatology administered to in-lab participants (n=86). Eigenvalues from the data were compared 
to eigenvalues from a random normal matrix of equivalent size, providing evidence that there were three 
dimensions distinguishable from noise. A bifactor model with three factors, one general and two specific, was 
estimated from the covariance matrix. The factor structure was confirmed in an independent sample of online 
participants (n=199) from UC Berkeley, resulting in a good fit (Comparative Fit Index = 0.96). Item loadings from 
the bifactor model were used to calculate scores for individual participants for the general factor (x-axis in a and 
b), the depression-specific factor (y-axis in a), and the anxiety-specific factor (y-axis in b). These plots show that 
there is a similar range of scores between the in-lab and UC Berkeley datasets (n=199; denoted by x’s). We also 
calculated scores for the online Mturk dataset (n=147), which had only a subset of the questionnaires and which 
was used in experiment 2 to test the replicability of the relationships between symptoms and decision-making. 
MDD=major depressive disorder; GAD=generalized anxiety disorder.  
 
Learning rates differences by volatility level, absolute outcome valence, and 
relative outcome valence: Group-level findings (Experiment 1) 
After fitting our reinforcement learning model to participants’ choice behavior in both 
tasks, we first looked at whether learning rates differed on average across participants, 
between blocks (i.e. stable or volatile), tasks (i.e. reward or aversive), or trials categorized by 
relative outcome valence (i.e. trials following good or bad outcomes). Figure 2.3 (left panel) 
shows the posterior means, along with their 95% highest posterior density intervals (HDI’s), for 
the group-level average differences and interactions between conditions. The HDI’s significantly 
excluded zero for differences in learning rates for block	(𝛼23/,%0/.4-%,+/.;	posterior mean for 𝜇=0.16, 95%-HDI=[0.04,0.3]), task (𝛼5.6,574,2.5-02.; 𝜇=-0.2, [-0.38,-0.04]) and relative outcome 
valence	(𝛼83374+,7; 𝜇=0.49, [0.31,0.65]). This means that, on average, participants had higher 
learning rates during the volatile block than the stable block, higher learning rates during the 
aversive task then the reward task, and higher learning rates on trials following good versus bad 
outcomes. Higher learning rates for volatile than for stable blocks confirmed that, on average, 
participants were able to infer the level of volatility and correspondingly adjust learning rates in 
line with previous work (Behrens et al., 2007; Browning et al., 2015). There were no significant 
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interactions in the differences in learning rate between block, task, or relative outcome 
valence. 
 
 
Figure 2.3: Group-level parameters (𝝁,𝜷𝒈, 𝜷𝒅, 𝜷𝒂) for learning rate components (in-lab participant sample, 
n=86). For the group-level averages 𝜇 (first panel), the 95% highest posterior density intervals (HDI) significantly 
excluded zero for the learning rates differences for block 𝛼23/,%0/.4-%,+/.,	task 𝛼5.6,574,2.5-02., and relative 
outcome valence 𝛼83374+,7. This means that participants had higher learning rates during the volatile block than 
the stable block, higher learning rates during the aversive task then the reward task, and higher learning rates on 
trials following good versus bad outcomes. For the general factor group-level regression coefficient 𝛽8 (second 
panel), the HDI excluded zero for learning rate differences for block 𝛼23/,%0/.4-%,+/.,	relative outcome valence 𝛼83374+,7, and the interaction of the two differences 𝛼(83374+,7)9(23/,%0/.4-%,+/.). This meant that participants 
with low scores on the general factor (i.e. low levels of mood and anxiety symptoms) had higher learning rates in 
volatile than in stable blocks, following good versus bad outcomes, and highest learning rates following good 
outcomes in volatile blocks. There were no significant differences in learning rate associated with the depression-
specific or anxiety-specific regression coefficients {𝛽7, 𝛽,} (third and fourth panels).   
 
Learning rates differences by volatility level, absolute outcome valence, and 
relative outcome valence: Relationship to mood and anxiety symptoms 
(Experiment 1) 
To address our first research question—that is, whether a lack of learning rate 
adjustment to volatility is related to both symptoms of anxiety and depression or to just 
symptoms of anxiety—we looked at whether the difference in learning rates between the 
volatile and stable blocks depended significantly on the general factor scores or on the anxiety-
specific factor scores. For the learning rate difference between blocks, 𝛼23/,%0/.4-%,+/., only the 
HDI for the general factor regression coefficient significantly excluded zero (𝛽8=-0.19, [-0.33, -
0.05]). Neither the anxiety-specific factor coefficient (𝛽,=0.03, [-0.12,0.16]) nor the depression-
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specific factor coefficient (𝛽7=-0.05, [-0.18, 0.08]) had a significant relationship. This 
relationship with the general factor scores meant that individuals with low scores (i.e. low 
overall levels of mood and anxiety symptoms) demonstrated higher learning rates during the 
volatile than stable block, whereas individuals with high scores did not, with their estimated 𝛼23/,%0/.4-%,+/.’s close to zero (see Supplemental Figure 2.1 for individual participants’ 
parameters). This result suggests that the ability to appropriately adjust learning rates to the 
level of volatility, previously linked to trait anxiety in Browning et al., (2015), likely underpins 
both anxiety and depression. 
To address our second research question—that is, whether absolute outcome valence 
(reward or aversive) modulates the relationship between learning rate adjustment to volatility 
and symptoms of anxiety and depression—we looked at the interaction of differences in 
learning rates for task and volatility level, 𝛼(5.6,574,2.5-02.)9(23/,%0/.4-%,+/.). This was not 
significantly related to any of the three factor scores (𝛽8=-0.01 [-0.14,0.11]; 𝛽,=-0.05 [-
0.18,0.07]; 𝛽7=-0.06 [-0.19,0.05]). Furthermore, there were no significant differences in 
learning rates, on average, between the reward and aversive tasks related to any of the three 
factors (𝛼5.6,574,2.5-02.; 	𝛽,=-0.13 [-0.3,0.04];	𝛽7  =-0.19 [-0.36,0.01];  𝛽8=0.09 [-0.12,0.27]). 
To address our third research question—that is, whether relative outcome valence 
(good or bad) modulates the relationship between learning rate adjustment to volatility and 
symptoms of anxiety and depression—we looked at the interaction of differences in learning 
rates for relative outcome valence and volatility level, 𝛼(83374+,7)9(23/,%0/.4-%,+/.). This 
parameter component was significantly related to the general factor (𝛽8=-0.19 [-0.29, -0.09]), 
but not to the anxiety specific factor or to the depression specific factor. This interaction meant 
that individuals with varying general factor scores showed different degrees of learning rate 
adjustment to volatility on trials following good versus bad outcomes. We also looked at the 
difference in learning rates following good versus bad outcome, independently of volatility, i.e. 𝛼83374+,7.  Again, the general factor, but not the anxiety-specific or depression-specific factors, 
was significantly related to the learning rate difference for relative outcome 
valence	(𝛼83374+,7;	𝛽8=-0.22 [-0.38, -0.06]). This meant that individuals with low scores on the 
general factor also updated their action-outcome contingency estimates a greater extent 
following good outcomes, on average, across blocks. 
In order to more easily visualize the combined effects on learning rate associated with 
the general factor, we calculated the expected mean learning rate for each condition for scores 
that were ±1 standard deviation above or below the mean on the general factor. Figure 2.4 
(blue) clearly shows that low general factor scores are associated with higher learning rates 
during volatile than stable blocks and higher learning rates following good versus bad 
outcomes. Furthermore, it shows that the difference between the volatile and stable block was 
more pronounced on trials following good outcomes. In contrast, individuals with high scores 
on the general factor (Figure 2.4 red) were associated with a lower baseline learning rate (the 
effect for 𝛼+,-/01.  was indeed significant; 	𝛽8=-0.4 [-0.84, -0.01]) and smaller differences in 
learning rate between volatile and stable blocks and following good and bad outcomes.  
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Figure 2.4. Expected mean learning rates per condition for participants with low (-1 std) or high (+1 std) scores 
on the general factor scores (in-lab participant sample, n=86). The expected mean learning rates for participants 
with ±1 standard deviation above or below the mean on the general factor were calculated per condition (large 
data points). These expected means were calculated in the context of the hierarchical Bayesian model using the 
group-level 𝜇’s	and	𝛽8′𝑠 relevant to each condition; for example, the negative estimated value for 𝛽8 for 𝛼23/,%0/.4-%,+/. leads to a difference in learning rates between volatile and stable blocks observed for individuals 
with low general factor scores (blue) and also to the lack of difference for individuals with high general factor 
scores (red). The term ‘expected mean’ refers to the posterior expectation of the estimate of the group-level 
mean. Error bars represent the posterior standard deviation for these means (akin to the s.e.m.). Individual 
parameters for participants who were above or below the mean on the general factor are also plotted (small data 
points), along with their distributions, in order to visualize individual variability. 
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Learning rates differences by volatility level, absolute outcome valence, and 
relative outcome valence: Relationship to mood and anxiety symptoms 
(Experiment 2) 
We fit the behavioral model from experiment 1 to an independent online sample of 
participants, in order to test whether the findings replicated in an online version of the reward-
learning task and whether they generalized to an alternative aversive-learning task, with 
monetary loss in lieu of primary aversive outcomes. At a group level, learning rates were 
significantly higher for good versus bad outcomes, 𝛼83374+,7  (𝜇=0.56 [0.41,0.7]), but were not 
significantly different between volatile and stable blocks, 𝛼23/,%0/.4-%,+/.  (𝜇=-0.03 [-0.15,0.1]) or 
between the gain and loss tasks, 𝛼8,014/3-- (𝜇=0.14 [-0.02,0.28])(see Figure 2.5 left panel).  
Although there was no effect of volatility at the group level, there was a significant 
interaction of volatility by participant general factor scores. As in experiment 1, the difference 
in learning rates between volatile and stable blocks, 𝛼23/,%0/.4-%,+/., had a significant negative 
relationship with the general factor scores (𝛽8=-0.14 [-0.3, -0.01]). In other words, individuals 
with low general factor scores again showed greater adjustment of learning rates to volatility 
(learning faster in the volatile block than the stable block), than participants with high general 
factor scores. Also as observed in experiment 1, neither anxiety nor depression specific scores 
were related to the adjustment to volatility (𝛽,=0.03 [-0.08,0.15];	𝛽7=0.01 [-0.13,0.14]).  
Similarly to experiment 1 with regards to our second question, none of the three factors 
were significantly linked to differential learning in the reward gain versus reward loss condition 
(𝛽8=- 0.03 [-0.15,0.21]; 𝛽,=-0.13 [-0.28,0.02]; 𝛽7=0.0 [-0.13,0.14]). 
With regards to our third question, there was partial agreement between experiment 1 
and experiment 2. Unlike in experiment 1, there was no association between general factor 
scores and learning for good versus bad outcomes, 𝛼83374+,7  (i.e. a main effect independent of 
its interaction with volatility). As can be seen in Figure 2.6 (red), participants with high scores 
on the general factor indeed showed higher learning rates following good outcomes. 
Nonetheless, there was still a significant association between the interaction of volatility and 
relative outcome valence, 𝛼(83374+,7)9(23/,%0/.4-%,+/.) and scores on the general factor (𝛽8=-
0.13 [-0.23, -0.01]). This meant that in both experiments, individuals with low general factor 
scores increased learning rates in volatile relative to stable conditions to a greater extent 
following good versus bad outcomes, and again, that this pattern was absent in individuals with 
high general factor scores (see Figure 2.6). Neither anxiety-specific nor depression specific 
scores were associated with this interaction (𝛽7=-0.07 [-0.17,0.03; 𝛽,=-0.0 [-0.09,0.09]), further 
supporting the observation from experiment 1 that a lack adjustment to volatility and its 
modulation by relative outcome valence is a shared feature of both anxiety and depression. 
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Figure 2.5: Group-level parameters (𝝁,𝜷𝒈, 𝜷𝒅, 𝜷𝒂) for learning rate components (online participant sample, 
n=147). For the group-level averages 𝜇 (first panel), the 95% highest posterior density intervals (HDI) significantly 
excluded zero for the learning rates differences for relative outcome valence 𝛼83374+,7, but not block 𝛼23/,%0/.4-%,+/.,	or task 𝛼8,014/3--. Similarly to experiment 1, the HDI for the general factor regression coefficient 𝛽8 (second panel) significantly excluded zero for learning rate differences for block 𝛼23/,%0/.4-%,+/.	and the 
interaction of block and relative outcome valence 𝛼(83374+,7)9(23/,%0/.4-%,+/.). In contrast to experiment 1, the 
relationship between the general factor and the (main effect) difference between relative outcome valence 𝛼83374+,7 was not significant. Similarly to experiment 1, there were no significant differences in learning rate 
associated with the depression-specific or anxiety-specific regression coefficients {𝛽7, 𝛽,}(third and fourth panels).   
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Figure 2.6. Expected mean learning rates per condition for participants with low (-1 std) or high (+1 std) scores 
on the general factor scores (online participant sample, n=147). The expected mean learning rates for 
participants with ±1 standard deviation above or below the mean on the general factor were calculated per 
condition (large data points). Error bars represent the posterior standard deviation for these values (akin to the 
s.e.m.). Individual parameters for participants who were above or below the mean on the general factor are also 
plotted (small data points), along with their distributions, in order to visualize individual variability. The pattern of 
learning rates across conditions for online participants with low scores on the general factor is consistent with that 
found in experiment 1 for participants with general factor low scores. Online participants with high scores show 
higher baseline learning rates than participants in experiment 1, but similarly did not exhibit higher learning rates 
for the volatile versus the stable block or following good outcomes in the volatile block. 
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Other differences between experiment 1 and 2 
As mentioned above, the behavioral model contained five other parameters to account 
for individual differences in other aspects of choice behavior. None of these other parameters 
(inverse temperature 𝜏, mixture weight for probability versus magnitude 𝛾, choice kernel 
update rate 𝜂, choice kernel inverse temperature 𝜏X, or the subjective magnitude parameter 𝑟) 
showed consistent across-dataset relationships to any of the three factors. However, there are 
a few significant relationships to parameters within one or the other dataset. These results are 
detailed in the supplemental materials along with other group-level findings (see Supplemental 
Results). 
 
Discussion 
In this study, we examined individual differences in learning across individuals with 
varying levels of anxiety and depression. Specifically, we examined individual differences in 
learning rates as a function of volatility level (stable or volatile blocks), absolute outcome 
valence (reward or aversive tasks), and relative outcome valence (good or bad outcomes). We 
used three latent factors to differentiate whether individual differences in learning rates were 
specifically associated with anxiety, specifically associated with depression, or associated with 
both. 
Consistently across both experiment 1 (in-lab participants, including patients) and 
experiment 2 (online participants), we observed that individuals with low levels of overall mood 
and anxiety symptoms (i.e. low general factor scores) adjusted their learning rates to be higher 
in volatile than stable conditions, whereas individuals with high levels of overall symptoms did 
not. Neither the anxiety-specific nor the depression-specific factors were related to this 
adjustment, suggesting that the deficit is a general feature of both anxiety and depression, 
rather than being specific to anxiety, as might be inferred from Browning et al. (2015). We also 
observed, consistently across both experiments, that individuals with low levels of overall 
symptoms had larger learning rate adjustments to volatility following good outcomes. We 
discuss the implications of this below. Contrary to our expectations, we did not observe any 
baseline differences in learning rates, in individuals with high levels of anxious or depressive 
symptoms, related to absolute outcome valence. Moreover, we did not observe any interaction 
of absolute outcome valence with the modulation of learning rate by volatility or by relative 
outcome valence, meaning that the learning rate alterations in individuals with high levels of 
overall symptoms were consistent across reward and aversive contexts. 
That a deficit in learning rate adjustment to volatility is associated with both anxiety and 
depression broadens our understanding of the range of those who may have difficulty making 
decisions in noisy and volatile real-world situations. Learning rate adjustment to volatility can 
more accurately align an individual’s internal estimate of action-outcome contingencies with 
the true underlying reality, which can lead to better decisions and outcomes in the long run. 
This may be relevant to a broad range of real-world situations, such as interpersonal settings, in 
which you might need to decide whether an unexpected outcome reflects a one-off occurrence 
or a fundamental change in your relationship. Volatility is also likely to occur in a vocational 
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setting, in which your recent performance might sometimes reflect luck (good or bad) and 
sometimes reflect a true change in your effectiveness. Given the ubiquity of volatility in the 
real-world, targeting behavior in this type of setting might be useful as part of a transdiagnostic 
treatment for both anxiety and depression. In addition, experimentally measuring learning rate 
adjustment to volatility might be a useful complement to the self-report measures, such as the 
intolerance to uncertainty scale (IUS), which are being investigated for use as transdiagnostic 
markers for treatment success (Boswell et al., 2013).  
As observed in our experiment, a lack of learning rate adjustment to volatility may be 
associated with different average learning rates across individuals. In experiment 1, we 
observed that individuals with high levels of mood and anxiety symptoms (individuals with high 
general factor scores mainly consisting of patients) had significantly lower baseline learning 
rates across all conditions than the controls, whereas in experiment 2, similarly high-
symptomatic individuals did not significantly differ in baseline learning rates relative to low-
symptomatic individuals. This difference between experiments could potentially reflect 
different assumptions that individuals resort to when they are unable to accurately infer the 
level of volatility. High-symptomatic individuals in experiment 1, on average, may have 
erroneously assumed that things were always stable, which could be related to individual 
differences in attributional style (i.e. whether someone believes in more global and stable 
causes for negative outcomes; Abramson et al., 1978). On the other hand, high-symptomatic 
participants online may have been more heterogeneous in their assumptions, with some 
participants erroneously assuming things were always stable and others erroneously assuming 
things were always volatile. Evidence that anxiety is associated with treating noisy contexts as 
more volatile has been previously observed (Huang et al., 2017). It would be interesting for 
future work to explore the factors or other individual differences that could lead to one default 
assumption over the other. 
In both experiment 1 and experiment 2, we also observed that individuals with low 
levels of mood and anxiety symptoms learned more following good outcomes than bad 
outcomes, specifically in volatile contexts. In our experimental task, this behavior does not 
confer the same advantage as learning rate adjustment to volatility, because bad outcomes 
were equally informative as to whether contingencies had changed or not. However, this 
asymmetric learning for good and bad outcomes may reflect a more general attitude adopted 
by individuals with low levels of mood and anxiety symptoms in situations characterized by 
other types of second order uncertainty (of which volatility is one type). For example, higher 
learning rates for positive versus negative prediction errors has been previously used to explain 
differences in risk preferences, because higher positive than negative learning rates tend to 
lead to the overestimation of an action’s value when outcomes are noisy versus certain, leading 
to risk seeking behavior (Mihatsch & Neuneier, 2002; Niv et al., 2012). Similarly in our model, a 
higher learning rate for good outcomes would lead to an exaggerated difference in outcome 
probability between the two shape’s (e.g. estimates of p=0.9 and p=0.1 versus the true p=0.8 
and p=0.2 for shape 1 and shape 2). This might lead to something like an optimism for the 
current course of action. Whether advantageous or not, it would be interesting for future work 
to explore the relationship between asymmetric learning and volatility, and whether a lack of 
asymmetry is similarly associated with mood and anxiety symptoms in other learning contexts 
containing second order uncertainty. 
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Regarding our second research question, we did not observe different learning rates or 
a change in the learning rate adjustment to volatility associated with the absolute outcome 
valence (i.e. rewards, primary aversive outcomes, or financial losses) – i.e., implying that we 
found no evidence that depression is more associated with the absence of rewards and anxiety, 
the presence of punishments. This null result is contrary to some proposals that depression is 
associated with biased learning from feedback (Elliot et al., 1997; Steele et al., 2007), however, 
it is in line with a recent review that cites mixed evidence for the relationship between 
anhedonia and differences in reward versus punishment learning (Robinson & Chase, 2017).  
This null result reemphasizes the need to identify factors that truly differentiate anxiety 
and depression. We propose that one differentiating factor may be related to decisions 
involving effort (Bishop & Gagne 2017; Chapter 1.2). Specifically, a reduction in the willingness 
to exert effort to pursue rewards may be more strongly associated with depression, whereas an 
increase in willingness to exert effort to avoid punishment may be more strongly associated 
with anxiety. 
Two previous studies that have linked trait anxiety to learning rate adjustment to 
volatility (Browning et al., 2015; Pulcu et al., 2017) observed a significant correlation in the 
context of aversive outcomes (electric stimulation or financial loss, respectively) and a non-
significant trend in the context of rewards. Using a larger sample size in the current study, we 
confirmed these trends, providing evidence that the link between the learning rate deficit and 
anxiety (and now also depression) extends to reward contexts. Nonetheless, it would be useful 
to further investigate whether a deficit in learning rate adjustment to volatility is amplified in 
certain contexts and what additional factors might drive that amplification. 
In summary, we showed that a deficit in learning rate adjustment to volatility is related 
more broadly to internalizing symptomology (i.e. anxiety and depression), rather than being 
specifically related to anxious symptomology. This has different implications for how and in 
whom this deficit might impact decision making under volatility. We also observed that 
individuals, specifically those with low levels of internalizing symptoms, adjust their learning 
rate to volatility more following good rather than bad outcomes within both the context of 
rewards and aversive outcomes. Further work is needed to determine whether this represents 
an adaptive strategy, like learning rate adjustment to volatility on its own can be seen to be, or 
whether it carries over from other individual differences that covary with mood and anxiety 
symptoms. 
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Supplementary Results 
Model Comparison: Alternative Behavioral Models  
We compared fourteen alternative models, including the one from the main text (the 
full list of models can be found in Supplemental Table 2.2). Since the model space was too 
large to search exhaustively, we performed a series of pairwise comparisons between similar 
models. For each comparison, we chose the model with the best approximate leave-one-out 
cross-validation (LOO) (Vehtari et al., 2017).  
We started with a Model #1 that was similar to the one used in Browning et al. (2015), 
except that it was fit using the Bayesian Hierarchical framework. Model #1 calculated the 
estimated outcome probability in the same way as the main model (Eqn. 2 in main text). In 
Model #1, the outcome probability estimate was then adjusted to account for differences in 
risk preference (using Eqn S1). Following that, the expected value for each shape was 
calculated, multiplying the outcome probability and outcome magnitude, before calculating the 
difference in expected value between shapes (all using Eqn. S2).  
 
Eqn. S1  𝑝%z = min	(max](𝑝% − 0.5)} + 0.5, 0^ , 1) 
 
Eqn. S2  𝑣% = 𝑝%z𝑀1 − (1 − 𝑝%z)𝑀2 
 
We first compared Model #1 with Model #2, which calculated the differences in 
magnitude and probability separately for each shape and then combined them as a mixture 
(using Eqn. 3 in the main text; excluding 𝑟). Each model was composed of three parameters, 
each of which was divided into four components: a baseline, a difference between volatile and 
stable blocks, a difference between the reward and aversive task, and the interaction of block 
and task. The 𝜆 parameter in both models determined the relative weight given to outcome 
magnitude and outcome probability, yet in different ways. LOO was substantially improved for 
the Model #2 (Model #1-Model #2; dLOO=2055). 
Next, Model #2 was compared to Model #3, which additionally divided learning rate 𝛼 
to allow for differences on trials following good versus bad outcomes (i.e. outcome valence) 
and for the interaction of that difference with task and block. Model #3 substantially improved 
LOO (Model #2-Model #3; dLOO=617). We also compared Model #4, which broke down inverse 
temperature 𝜏 and the mixture weight 𝛾 by outcome valence instead of learning rate. Model #4 
also improved LOO, albeit to a lesser extent than Model #3 (Model #2-Model #4; dLOO=122). 
Combining the two models together, that is, breaking down all three parameters by outcome 
valence, achieved even better LOO (Model #2-Model #5; dLOO=704). Adding the triple 
interaction between block, task, and outcome valence, however, slightly worsened the fit 
(Model #5-Model #6; dLOO=-27). 
Next, we tried Model #7 that non-linearly transformed the difference in magnitudes 
between the shapes (using Eqn. 3 in the main text; including 𝑟). 𝑟 was divided into a baseline 
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and a difference between task. LOO was substantially improved by adding this non-linearity 
(Model #5 vs Model #7; dLOO=295).  
Next, we tried Model #11 included a choice kernel to account for people’s tendency to 
repeat past choices regardless of outcomes (Lau & Glimcher, 2005; Ito & Doya, 2009; Akaishi et 
al., 2014; calculated using Eqn. 4 in the main text). The choice kernel update rate 𝜂 was 
composed of a single baseline, while the choice kernel inverse temperature 𝜏X was divided into 
a baseline and a difference between tasks. This model improved LOO over a model that was 
equivalent in all respects except for the inclusion of the choice kernel (Model #7 vs Model #11; 
dLOO=103). 
Next, we tried including a lapse parameter 𝜖, which can account for mistakes that 
participants make that do not reflect the value differences between the shapes. 𝜖 could be 
added to any model by transforming the choice probability using Eqn S3. Neither adding 𝜖 to 
Model #7 (without choice kernel) and Model #11 (with choice kernel), improved fit (Model 11#-
Model #12; dLOO=-11) or the model without it (Model #7-Model #8; dLOO=-8).  
 
Eqn. S3  𝑃′(𝐶%) = (1 − 𝜖)	𝑃(𝐶%) + 𝜖/2 
 
For the next few comparisons, we tried alternative forms for the estimation of outcome 
probabilities (Eqn. 2 in the main text). The primary behavioral model assumes that participants 
have a single estimate for the probability that shape 1 and not shape 2 is followed by the 
outcome. Alternatively, participants could have two separate stimulus-specific probability 
estimates, one for shape 1 and one for shape 2. Using two separate estimates would be akin to 
using Q-values (Li & Daw, 2011; Mkrtchian et al., 2017; Aylward et al., 2019). We tried two 
versions of a model that update stimulus-specific probability estimates. 
In the first version, the outcome probabilities for each shape were updated using Eqn S4 
substituted for Eqn 2 in the main text. After the update, both probability estimates were 
decayed towards 0.5 using Eqn S5. The decay parameter 𝛿 ∈ [0,1] was composed of a baseline 
and a difference between task. This version of the model did not improve LOO either with a 
choice kernel (Model #11-Model #13; dLOO=-193), or without a choice kernel (Model #7-Model 
#9; dLOO=-220).  
 
Eqn. S4  𝑝%	 = 𝑝%4G	 + 𝛼(𝑂%4G − 𝑝%4G	)		if participant chose shape 1 𝑞%	 = 𝑞%4G	 + 𝛼(𝑂%4G − 𝑞%4G	)  if participant chose shape 2 
 
Eqn. S5 𝑝%z = (1 − 𝛿)𝑝%	 + (𝛿) ∗ 0.5 𝑞%z = (1 − 𝛿)𝑞%	 + (𝛿) ∗ 0.5 
 
The second version used a Beta-Bernoulli Bayesian model to calculate the outcome 
probability estimates for each shape. Outcome probabilities were estimated by keeping track of 
the counts of good or bad outcomes that occurred following the choice of each shape (counts 
were updated using Eqn S6). The outcome probabilities for each shape were calculated as the 
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mean of the Beta distribution using Eqn S7. These probabilities were also decayed towards 50% 
using Eqn S5. This second version did not improve LOO with (Model #7-Model #10; dLOO=-165) 
or without the choice kernel (Model #11-Model #14; dLOO=-149). 
 
Eqn. S6 𝑎%	 	= 𝛿𝑎%4G + 𝛼		  If participant chose shape 1 and received good outcome 𝑏%	 	= 𝛿𝑏%4G + 𝛼      If participant chose shape 1 and received bad outcome 𝑐% 	= 𝛿𝑐%4G + 𝛼		   If participant chose shape 2 and received good outcome 𝑑% 	= 𝛿𝑑%4G + 𝛼      If participant chose shape 2 and received bad outcome 
 
Eqn S7. 𝑝% = 	 𝑎%	 + 1𝑎% + 𝑏% + 	2							𝑞% = 	 𝑐%	 + 1𝑐% + 𝑑% + 	2 
 
All fourteen alternative models were estimated hierarchically with the three symptom 
factors entered into the group-level distribution for each parameter component. We also fit the 
winning model (i.e. the one described in the main text) without symptom factors (𝜇 only; 
LOO=24,647), with just the general factor (𝜇 and	𝛽8; LOO=24,668), and with just the significant 
learning rate effects for the general factor (𝜇 for all parameters and	𝛽8 for the four significant 
learning rate effects; LOO=24,640). We compared these alternative models to the one used in 
the main text (LOO=24,681). The best LOO was obtained by the model that just included the 
significant learning rate effects for general factor (dLOO=-7, compared to second best model). 
 
Model Parameter Recovery  
Parameter recovery was performed to check that the parameters were both identifiable 
and estimable (i.e. identifiable given the level of noise in our dataset). The posterior means for 
each participant’s parameter components (e.g. 𝛼+,-./01.,  𝛼23/,%0/.4-%,+/.	etc.) were used to 
simulate new choice data from the main behavioral model. Each simulated dataset had 86 new 
participants. The simulated datasets were fit with the same model to estimate new parameters. 
The original parameters from the actual dataset (referred to as the ‘generative’ parameters) 
were correlated with the newly estimated parameters (referred to as ‘recovered’ parameters) 
for each simulated dataset. An example for one simulated dataset can be seen in Supplemental 
Figure 2.3 for learning rates and in Supplemental Figure 2.5 for the other parameters. This 
procedure was repeated with 10 simulated datasets. The mean correlation across simulated 
datasets and parameters was r=0.76 (std=0.15). The average correlation was slightly higher for 
learning rate parameters (r=0.88, std=0.13). We also looked at our ability to identify and 
estimate the four types of group-level parameters (𝜇, 	𝛽8, 𝛽,, 𝛽7	). In Supplemental Figure 2.4 
and in Supplemental Figure 2.6, it can be seen that the means and ranges of the recovered 
parameters were very similar to the original estimates. This provides good evidence that the 
symptom-parameter relationships can also be reliably estimated. 
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Model Reproduction of the Number of Switch Trials 
The number of trials on which a participant stays with the same choice or switches to 
the other choice is a basic qualitative feature of the data that our model should be able to 
reproduce (even though it was not optimized to do so). In each of the simulated datasets 
described in the previous section, we counted the number of trials on which each simulated 
participant switched from one choice to the other. The number of switch trials made by the 
simulated participants and those made by the actual participants were extremely correlated 
(r’s>0.88 for all conditions and datasets), demonstrating that the model can indeed reproduce 
basic features of the data. The correlation between switch trials for each participant (simulated 
and real) in one of the simulated datasets can be seen in Supplemental Figure 2.7.  
 
Additional Group Average Differences between Tasks 
In addition to learning rate differences discussed in the main text, there were a few 
other notable differences in participant behavior between tasks. On average, participants in 
experiment 1 tended to use probability more than magnitude (𝛾5.6,574,2.5-02.; 𝜇=0.27 
[0.03,0.51]) and make choices that were more deterministically based on outcome value 
(𝜏5.6,574,2.5-02.; 𝜇=0.26 [0.05,0.49]) during the reward task compared to the aversive task. 
Participants, on average, also tended not to repeat their previous choice as much in the 
aversive task compared to the reward task (indexed by the choice kernel inverse temperature, 𝜏X	5.6,574,2.5-02.; 𝜇=-0.52 [-0.93,-0.17]). These differences suggest that participants may have 
had an easier time estimating and employing outcome probability when learning about rewards 
rather than aversive outcomes. 
In experiment 2, online participants, on average, also tended to use probability more 
than magnitude during the gain task relative to the loss task (𝛾8,014/3-- 𝜇=0.31 [0.06,0.59]). 
However, they made choices that were less deterministic as a function of total outcome value 
during the gain task (𝜏8,014/3-- 𝜇=-0.16 [-0.25,-0.09]). Therefore, it was less clear in experiment 
2, whether participants had an easier time learning and utilizing outcome probabilities in the 
context of gains or losses. None of these parameter differences varied as a function of the 
general, anxiety-specific or depression-specific factor scores. 
 
Additional Relationships between the General Factor and Model Parameters  
In experiment 1, there was a significant dependence on the general factor for the 
difference in mixture weight on trials following good versus bad outcomes 𝛾83374+,7  (𝛽8=-0.39 
[0.78,-0.0]), meaning that participants with low scores on the general factor tended to use 
probability slightly less following good outcomes (see Supplemental Figure 2.8). However, this 
effect, which counteracts the effect on learning rate 𝛼83374+,7  (i.e. learning more following 
good outcomes), only slightly reduced model fit when removed (dLOO=-30, se=26), compared 
to removing the same effect for learning rate (dLOO=-112, se=40). This effect was also not 
replicated in experiment 2 (also shown in Supplemental Figure 2.8). 
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In experiment 1, there was also a significant dependence on the general factor for the 
interaction between task and outcome valence for inverse temperature 
(𝜏(5.6,574,2.5-02.)9(83374+,7); 𝛽8=-0.36 [-0.71,-0.03]). This was because participants with high 
scores on the general factor had particularly low inverse temperatures on the trials following 
bad outcomes in the pain task (see Supplemental Figure 2.9). However, this effect was not 
observed in the loss task in experiment 2 and removing outcome valence modulations on 
inverse temperature had a very small change on overall model fit (dLOO=-7, se=22).   
In experiment 1, the general factor was associated with a lower baseline mixture 
weight, 𝛾+,-./01.  , and also a lower baseline inverse temperature, 𝜏+,-./01.  (𝛽8=-0.36 [0.71, -
0.03]; 𝛽8=-0.39 [-0.78, -0.0]). A lower baseline inverse temperature can indicate a deficient 
model fit, which along with a lower mixture weight (i.e. relying mostly on outcome magnitude 
instead of outcome probability), can make it difficult to estimate a participant’s learning rates. 
We performed two checks to reduce concerns that these effects were resulting in the low 
learning rates observed in individuals with high scores on the general factor (and therefore 
driving the observed associations between learning rate adaption to volatility and the general 
factor scores). First, we showed that model fit (which was easier to interpret than inverse 
temperature), mixture weight, and baseline learning rate were not strongly correlated (r=0.24, 
r=0.31, r=0.33). Moreover, as can be seen in Supplemental Figure 2.12, there were a number of 
participants with high scores on the general factor who seemed to have genuinely lower 
baseline learning rates—i.e., they also had good model fit and high values for the mixture 
weight. Secondly, we refit the model after removing the 11 participants who fell below 66.5% 
correctly predicted choices (a threshold at a clear break in the histogram; chance=50%) and the 
11 more participants that had a baseline mixture weight less than -2 (a threshold corresponding 
to less that 12% reliance on probability versus magnitude and that was at another clear break in 
the histogram). In the model fit on this subset of participants, the learning rate difference 
between volatile and stable blocks 𝛼23/,%0/.4-%,+/.  and the interaction of that difference with 
outcome valence 𝛼(83374+,7)9(23/,%0/.4-%,+/.) still had significant correlations with the general 
factor. 
In experiment 2, the general factor was associated with the interaction of block and 
outcome valence 𝛾(83374+,7)9(23/,%0/.4-%,+/.)	(𝛽8=0.11 [0.0,0.21]) and the interaction of task 
and outcome valence for the mixture weight 𝛾(5.6,574,2.5-02.)9(83374+,7) (𝛽8=0.12 [-0.23,-
0.0]) (these can be seen in Supplemental Figure 2.8). These effects were not observed in 
experiment 1 and removing modulations of mixture weight by outcome valence had a smaller 
change on overall model fit (dLOO=-60, se=30) than removing the same modulations from 
learning rate (dLOO=-126, se=31). 
 
Additional Relationships between the Anxiety-Specific and Depression-Specific 
Factors and Model Parameters 
In experiment 1, the depression specific factor was associated with an interaction 
between task and block for the inverse temperature parameter 𝜏(5.6,574,2.5-02.)9(23/,%0/.4-%,+/.)	 (𝛽7=-0.12 [-0.22,-0.03]) (see Supplemental Figure 2.10). 
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However, this effect was not observed in experiment 2. Moreover, removing this interaction 
had a very little change on overall model fit (dLOO=-15, se=20). 
In both experiment 1 and experiment 2, the anxiety specific factor scores were 
associated with a negative difference between the volatile and stable blocks for the mixture 
weight parameter 𝛾(23/,%0/.4-%,+/.) (𝛽,=-0.12 [-0.23,-0.01]; 𝛽,-0.14 [-0.28,-0.0]). However, the 
difference was driven by qualitatively different relationships in each experiment. In experiment 
1, high anxiety scoring participants had a higher reliance on probability during all blocks, except 
the volatile blocks in the aversive-learning task, and low scoring participants had relatively flat 
mixture weights across all conditions within each task (see Supplemental Figure 2.11). In 
experiment 2, high anxiety scoring participants had relatively flat mixture weights across 
conditions and low anxiety scoring participants had higher mixture weights for the volatile 
blocks (also see Supplemental Figure 2.11).  
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Supplemental Table 2.1: Demographics 
Participant 
Group 
 
 
 
MDD 
(in-lab) 
GAD 
(in-lab) 
Healthy 
Controls 
(in-lab) 
Unselected 
Community 
Sample  
(in-lab) 
Mturk 
Online 
(experiment 
2)  
UC 
Berkeley 
online 
(bifactor 
model 
validation) 
Female (total N) 10 (20) 11 (12) 16 (26) 14 (30) 65 (147) 120 (199) 
Age 
Mean±SD [Min, 
Max] 
31±10 
[20,51] 
32±9 
[19,45] 
27±6  
[20,46] 
27±5  
[18,40] 
Not recorded 21±4  
[18,53] 
STAI 
 
59±6 
[48,73]  
58±9  
[40,74]  
 
40±12  
[20,63]  
 
36±12 
 [20,64]  
 
43±13  
[20,76]  
 
44±9  
[23,73] 
 
BDI 24±9 
[3,42]  
20±11  
[5,42]  
 
7±7  
[0,31]  
 
6±8  
[0,28]  
 
11±11 
 [0,44]  
 
7±6  
[0,29]  
 
MASQ-AD 80±10 
[55,96]  
74±16  
[35,93]  
 
55±18  
[26,84]  
 
53±19  
[27,91]  
 
64±18  
[22,103]  
 
54±15 
 [24,97]  
 
MASQ-AS 28±7 
[17,43]  
33±10 
[17,53]  
 
21±4  
[17,37]  
 
22±6  
[17,37]  
 
22±7  
[17,50]  
 
24±8 
 [4,57] 
 
General Factor 1.1±0.8  
[-0.8,2.4] 
 
1.3±1.0  
[-0.3,2.7] 
 
-0.3±0.8  
[-1.3,1.8]  
 
-0.3±0.8  
[-1.2,1.9]  
 
-0.1±1.0  
[-1.6,3.2]  
 
-0.1±0.9  
[-1.7,2.7]  
 
Depression 
Specific Factor 
0.8±1.0  
[-1.2,2.2]  
 
-0.1±0.8  
[-1.5,1.0]  
 
0.1±1.1  
[-2.1,2.2]  
 
-0.2±0.9  
[-2.1,2.1]  
 
0.4±1.0  
[-2.0,2.7]  
 
-0.2±0.9  
[-2.4,2.7]  
 
Anxiety Specific 
Factor 
-0.5±1.1  
[-2.6,1.4]  
 
0.8±0.9  
[-0.4,2.4]  
 
-0.2±0.9  
[-1.8,1.7]  
 
-0.4±1.0  
[-1.7,2.5]  
 
-0.1±1.0  
[-2.7,2.9]  
 
0.1±1.0  
[-2.7,2.3] 
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Supplemental Table 2.2: Model Comparison  
14 total models were fit to the behavioral data. Models were fit hierarchically and compared 
using approximate leave-one-out cross validation (LOO). The model with the lowest LOO was 
selected for the main analyses.  
 
Model (Number) and Name Parameters # of Parameter 
Components  
LOO 
(#1) Expected value  
(most similar to Browning 2015) 
𝛼, 𝑟, 𝜏1 12 27,838 
 
(#2) Probability difference and magnitude 
difference  
 
𝛼, 𝛾, 𝜏 12 25,783 
 
(#3) Probability difference and magnitude 
difference, good/bad learning rates  
𝛼8+, 𝛾, 𝜏 15 25,166 
(#4) Probability difference and magnitude 
difference, good/bad inverse 
temperature and mixture weight 
𝛼, 𝛾8+, 𝜏8+  18 25,661 
 
(#5) Probability difference and magnitude 
difference, good/bad all three  
𝛼8+, 𝛾8+, 𝜏8+ 21 25,079 
 
(#6) Probability difference and magnitude 
difference, good/bad all three and triple 
interaction 
𝛼8+, 𝛾8+, 𝜏8+ 24 25,106 
 
(#7) Probability difference and nonlinear 
magnitude difference, good/bad all three  
𝛼8+, 𝛾8+, 𝜏8+, 	𝑟5:	31/  23 24,784  
(#8) Probability difference and nonlinear 
magnitude difference, good/bad all three, 
lapse parameter 
𝛼8+, 𝛾8+, 𝜏8+, 	𝑟5:	31/, 𝜖5:	31/ 25 24,792  
(#9) Stimulus-specific probability 
difference and nonlinear magnitude 
difference, good/bad all three  
𝛼8+, 𝛾8+, 𝜏8+, 	𝑟5:	31/, 𝛿 27 25,004  
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(#10) Stimulus-specific Bayesian 
probability difference and nonlinear 
magnitude difference, good/bad all three 
𝛼8+, 𝛾8+, 𝜏8+, 	𝑟5:	31/, 𝛿 27 24,949  
(#11) Probability difference and nonlinear 
magnitude difference, good/bad all three, 
choice kernel 
(primary model used in main text) 
𝛼8+, 𝛾8+, 𝜏28+, 	𝑟5:	31/, 𝜏X5:	31/, 𝜂+,-./01.   26 24,681 
(#12) Probability difference and nonlinear 
magnitude difference, good/bad all three, 
choice kernel, lapse parameter 
 
𝛼8+, 𝛾8+, 𝜏28+, 	𝑟5:	31/, 𝜏X5:	31/, 𝜂+,-./01. , 𝜖5:	31/ 
28 24,692 
 
(#13) Stimulus-specific probability 
difference and nonlinear magnitude 
difference, good/bad all three, choice 
kernel 
𝛼8+, 𝛾8+, 𝜏28+, 	𝑟5:	31/, 𝜏X5:	31/, 𝜂+,-./01., 𝛿 
 
32 24,874 
 
(#14) Stimulus-specific Bayesian 
probability and magnitude difference, 
good/bad all three, choice kernel 
𝛼8+, 𝛾8+, 𝜏28+, 	𝑟5:	31/, 𝜏X5:	31/, 𝜂+,-./01., 𝛿 
 
32 24,830 
 
 
Note. 
1:Unless otherwise stated, each parameter is divided into 4 parameter components: a shared baseline parameter 
across blocks and tasks, and differences in the parameter between stable and volatile blocks (volatile-stable), 
between the reward and aversive tasks (reward-aversive) and an interaction of those differences (reward-
aversive)x(volatile-stable). 
gb: For each parameter with this superscript, three additional parameter components were added for difference in 
the parameter on trials following good versus bad outcomes (good-bad) and the interactions of this difference 
with block type (volatile-stable)x(good-bad), and task (reward-aversive)x(good-bad). 
rp only: For each parameter with this superscript, only differences in the parameters between the reward and 
aversive task versions were included (reward-aversive). 
baseline:  For each parameter with this superscript, only one single baseline parameter was used, across both task 
versions and volatile and stable blocks. 
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Supplemental Figure 2.1: Learning rate parameter components for individual participants (in-lab participants, 
n=86). Note that parameters exhibit strong linear relationships, because they were estimated using the general 
factor in the group-level distribution. Hence, statistical tests were not done on these parameter estimates, but 
instead were done using the posterior distribution for the group-level parameters (i.e. 𝛽8).  
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Supplemental Figure 2.2: Learning rate parameter components for individual participants (online Mturk dataset, 
n=147). Note similarity to in-lab participant sample (previous figure) for 𝛼23/,%0/.4-%,+/.	and 𝛼(83374+,7)9(23/,%0/.4-%,+/.).  
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Supplemental Figure 2.3: Recovery of individual-level learning rate parameters. Parameter components 
estimated from the actual dataset for each participant (i.e. generative parameters) were used to simulate new 
behavioral data. Ten datasets with 86 participants each were simulated. Within each simulated dataset, newly 
estimated parameters (i.e. recovered parameters) were correlated with the generative parameters. A single 
example dataset is shown here. The average correlation between generative and recovered parameters across the 
10 datasets for learning rate components was r=0.88 (std=0.13), confirming that parameters were recoverable. 
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Supplemental Figure 2.4: Recovery of group-level learning rate parameters. Parameters estimated from the 
actual dataset for each participant were used to simulate new behavioral data. Ten simulated datasets with 86 
participants each were generated. Recovered group-level averages 𝜇	and regression coefficients {𝛽8, 𝛽7, 𝛽,}  (i.e. 
their mean and range across 10 datasets shown as blue error bars) were very similar to the actual estimates from 
the real dataset (black data points). 
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Supplemental Figure 2.5: Recovery of other (non-learning rate) individual-level parameters. Parameter 
components estimated from the actual dataset for each participant (i.e. generative parameters) were used to 
simulate new behavioral data. Ten datasets with 86 participants each were simulated. Within each simulated 
dataset, newly estimated parameters (i.e. recovered parameters) were correlated with the generative parameters. 
A single example dataset is shown here. The average correlation between generative and recovered parameters 
across the 10 datasets for all parameters was r=0.76 (std=0.15), confirming that parameters were largely 
recoverable. 
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Supplemental Figure 2.6: Recovery of group-level learning rate parameters. Parameters estimated from the 
actual dataset for each participant were used to simulate new behavioral data. Ten simulated datasets with 86 
participants each were generated. Recovered group-level averages 𝜇	and regression coefficients {𝛽8, 𝛽7, 𝛽,}  (i.e. 
their mean and range across 10 datasets shown as blue error bars) were very similar to the actual estimates from 
the real dataset (black data points). 
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Supplemental Figure 2.7: Comparing actual and model generated numbers of switch trials. Parameters estimated 
from the actual dataset for each participant were used to simulate new behavioral data. Ten simulated datasets, 
with 86 participants each, were generated. The number of switch trials for each simulated participant was 
correlated with the number of switch trial for each actual participant. One of the ten simulated datasets is shown 
here as an example. The correlations between actual and generative switch trials were high (r’s>0.88 across the 
four conditions shown above and across all datasets), demonstrating that the model can reproduce basic 
qualitative features of the data.  
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Supplemental Figure 2.8: Expected mean for the mixture weight (usage of probability versus magnitude) varying 
as a function of the general factor in the in-lab and online participant samples. The expected mean for the 
parameter for each condition was calculated in the same way as Figure 2.4.  
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Supplemental Figure 2.9: Expected mean for the inverse temperature varying as a function of the general factor in 
the in-lab and online participant samples. The expected mean for the parameter for each condition was calculated 
in the same way as Figure 2.4.  
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Supplemental Figure 2.10: Expected mean for the inverse temperature varying as a function of the depression-
specific factor in the in-lab and online participant samples. The expected mean for the parameter for each 
condition was calculated in the same way as Figure 2.4. 
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Supplemental Figure 2.11: Expected mean for the mixture weight (usage of probability versus magnitude) varying 
as a function of the anxiety-specific factor in the in-lab and online participant samples. The expected mean for the 
parameter for each condition was calculated in the same way as Figure 2.4. 
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Supplemental Figure 2.12:  Baseline learning rate, baseline mixture weight, and model fit. Red data points 
denote individual participants who have scores on the general factor above the mean; Blue data points denote 
individuals with scores below the mean on general factor. High scoring (and low scoring) participants on the 
general factor occupy each part of the parameter space, which is important for ensuring accurate estimation of the 
relationship between learning rates and factor scores. Dotted lines correspond to the breaks in the histograms at 
the bottom of the plot. Participants below the horizontal line (or to the left of the vertical line) were excluded and 
the model was re-fit to ensure that the learning rate effects associated with the general factor were not driven by 
these poorer fitting participants. 
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Supplemental Figure 2.13: Performance on each task and block for the in-lab (n=86) and online datasets (n=147). 
The percent of rewarded trials (or trials on which no shock or a loss was delivered) is a basic measure of 
performance. There is a large range for the percentages, reflecting different learning and choice behavior across 
participants. However, the distributions are similar for in-lab and online participants.  
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Supplemental Figure 2.14: Scree plot for the eigenvalue decomposition of the covariance matrix of individual 
items from self-report symptom measures (in-lab participant sample, experiment 1). This suggests, along with 
the parallel analysis (described in the main text), that there were three dimensions of symptom variation that were 
distinguishable from noise.  
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Chapter 3: Decision Making Under Ambiguity  
 
Introduction 
We often have to make decisions under uncertainty. Two types of uncertainty have 
been classically distinguished from one another in economics. The first type of uncertainty, 
called risk, arises when outcomes occur probabilistically rather than deterministically. The 
second type of uncertainty, called ambiguity, arises when the outcome probabilities are 
themselves unknown. In general, people tend to be averse to both types of uncertainty when 
making decisions, preferring certain or highly probable outcomes to low probability outcomes 
and preferring outcomes with known probabilities to outcomes with unknown probabilities. 
These two types of aversion, known as risk aversion and ambiguity aversion, have been used to 
explain many behavioral phenomena from finance to medicine (Dow & Werlang, 1991; 1992; 
Curley et al., 1984; see Camerer & Weber, 1992 for review). 
 There is also substantial variability in individual attitudes towards risk and ambiguity. 
One source of variability is the framing of the decision, that is, whether financial outcomes are 
construed as gains or losses. It is well established that most individuals tend to be risk averse 
when the decision involves potential gains, but many people switch to being risk seeking when 
the decisions involve potential losses (Kahneman & Tversky, 1979; 1992; reviewed in Fox et al 
2015). A gain-loss framing effect has also been observed for ambiguity (Cohen, Jaffray, & Said, 
1985; Einhorn & Hogarth, 1986), but it is less well established and tends to be ignored in 
theoretical economic models (Kocher et al., 2018). Moreover, it is unclear how the gain-loss 
framing effect depends on level of ambiguity—most studies that have reported ambiguity 
seeking (or neutrality) in the case of loss contrasted known (risky) with completely unknown 
probabilities (completely ambiguous), without varying the level of possible information about 
the probabilities (partial ambiguity). Hence, the first aim of the current study was to investigate 
how individual attitudes towards ambiguity (i.e. aversion or seeking) under reward gain or 
reward loss vary as a function of ambiguity level (i.e. the level of missing information). 
Differences in attitudes towards risk and ambiguity are also implicated in various forms 
of psychopathology. Anxiety disorders have been classically associated with risk avoidant 
behavior (Raghunathan et al., 1999; Maner et. al, 2007; Giorgetta et. al, 2012) and an 
intolerance for uncertainty (Birrell et al., 2011). However, most of the previous work on anxiety 
did not use direct behavioral measures of risk aversion or ambiguity aversion. One previously 
used task to study risk aversion is the balloon analog risk task (BART), in which participants 
choose how much to pump up a virtual balloon, increasing financial payout with each pump but 
losing everything if the balloon is inflated too much and explodes (Lauriola et al., 2014). In this 
task, both individuals with high levels of trait anxiety and individuals diagnosed with an anxiety 
disorder choose to pump fewer times than individuals with lower levels of anxiety, receiving a 
lower payout as a result of their cautious (risk averse) behavior (Maner et al., 2007). However, 
in the BART, the probability that the balloon explodes is always ambiguous, so ambiguity 
aversion and risk aversion cannot be teased apart. Moreover, each pump presents both the 
possibility of a gain in reward (if the balloon inflates successfully) and a loss in reward (if the 
 73 
balloon explodes), so any potential impact of gain-loss framing for ambiguity (or risk) cannot be 
examined in relation to anxiety. 
Two recent studies have used computational approaches to directly examine anxiety-
related differences in risk aversion and ambiguity avoidance, although in separate studies. One 
study modeled risk aversion using a variant of a prospect theory model (Kahneman & Tversky, 
1979) and observed that individuals with pathological anxiety were more risk averse than 
healthy controls, preferring certain smaller rewards to the risky larger rewards (Charpentier et 
al., 2017). Another study modeled two separate effects of ambiguity: an average (or 
categorical) aversion and an aversion that depends on the level of missing information 
(Lawrance et al., in review). In this study, elevated levels of trait anxiety were associated 
specifically with the information level dependent ambiguity aversion and not the categorical 
ambiguity aversion, for decisions involving primary aversive outcomes. 
In light of these two more recent computational studies and the earlier studies 
investigating risk avoidance (e.g. Maner et al., 2007), there are a number of open questions 
regarding anxiety and its relation to ambiguity and risk. For one, do individuals with high levels 
of anxiety show elevated ambiguity aversion for decisions involving loss? This might be 
expected given the association between ambiguity aversion and anxiety for decisions involving 
primary aversive outcomes (Lawrance et al., in review) and the association between risk 
avoidant behavior and anxiety in the BART task, which mixes gain with loss and mixes risk with 
ambiguity. If so, does this potential relationship between anxiety and ambiguity aversion vary 
as a function of missing information, like it did in Lawrence et al. (in review)? Third, do 
individuals with high levels of anxiety show risk aversion for decisions involving only losses, 
given that they show risk aversion for decisions involving only gains and decisions involving a 
mixture of gains and losses (Charpentier et al., 2017). The second aim of the current study 
addresses these three related questions.  
In contrast to anxiety, individuals experiencing symptoms of mania or hypomania (a less 
severe form of mania; Am. Psychiatr. Assoc. 2013) often show risk-taking behaviors (e.g. buying 
sprees or sexual indiscretions). Engagement of risky behavior even constitutes part of the 
diagnosis for manic episodes (see the DSM-V; Am. Psychiatr. Assoc. 2013). Experimentally, this 
behavior has been studied using Iowa gambling task (IGT), in which participants choose 
between two ‘risky’ decks of cards (both containing large potential gains and losses, but a 
negative expected value on average) and two ‘safe’ decks of cards (both containing small gains 
and losses, but a positive expected value on average). Bipolar patients have been shown to 
select the risky decks more often than healthy controls (Adida et al., 2008; 2011), but the 
evidence for this effect is inconsistent across studies, especially for patients who are not in the 
midst of experiencing a manic episode (i.e. euthymic patients; see Edge et al., 2013 for a meta-
analysis). The BART task has also been used to examine differences associated with hypomania 
(Devlin et al., 2015), but the results from this study were somewhat contradictory across 
measures; individuals with higher levels of hypomania made fewer balloon pumps (i.e. were 
risk averse) in the BART, even though these same individuals reported that they were more 
likely to engage in risky real-world behaviors. Real-world risk-taking behaviors and risk-related 
behavioral differences in the IGT and BART tasks are typically thought to reflect altered reward 
processing (Johnson et al., 2012), which broadly includes a number of individual differences, 
such as in the willingness to expend effort in pursuit of reward, the elevation in mood following 
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the receipt of reward, etc. However, it is unknown whether ambiguity and risk sensitivity might 
also be involved, potentially contributing to risk-taking behavior alongside alterations in reward 
processing. The third aim of the current study is to test whether individuals with elevated 
mania-related symptoms show differences in attitudes towards risk and ambiguity. Given the 
association between mania and altered reward processing, we might expect individual 
differences specifically in the context of financial gains, rather than losses. This contrasts with 
our expectations for anxiety, which are that individual differences will occur in the context of 
losses, given the association between anxiety and enhanced threat-sensitivity (Barlow 2002). 
 
Methods 
Participants 
Participants (N=1400; 565 females) participants were recruited from Amazon’s 
Mechanical Turk (Mturk) platform and completed the experiment on an externally hosted 
website, within a single session. 1150 participants identified as white for their race/ethnicity, 85 
as black or African American, 72 as Asian, 76 as more than one race, and 17 chose not to 
respond. Participants’ ages were not recorded. 
 
Self-Report Measures of Anxiety, Depression, Mania, and Schizophrenia-related 
Symptoms 
 Participants completed a number of standardized self-report symptom questionnaires: 
the Spielberger State-Trait Anxiety Inventory (STAI form Y; Spielberger, 1983), the Mood and 
Anxiety Symptoms Questionnaire (MASQ; Clark et al., 1995; Watson & Clark, 1991), the Penn 
State Worry Questionnaire (Meyer, Miller, Metzger, & Borkovec, 1990), the Center for 
Epidemiologic Studies Depression Scale (CESD; Radloff, 1977), the Hypomanic Personality Scale 
(HPS; Eckblad & Chapman, 1986), and the Oxford-Liverpool Inventory of Feelings and 
Experiences (OLIFE; Mason 1995).  
 Trait anxiety scores (i.e. the STAI-trait) had a mean of 40 (SD=12) across participants, 
which is slightly higher than has previously been observed in a large community sample 
(mean=33, SD=7.8; Knight 1983), but is in line with the observation that Mturk participants 
report higher levels of anxiety (Shapiro et al., 2013). 17% of our participants scored higher than 
55 on the STAI, which was the mean score for pathologically anxious participants in Charpentier 
et al. (2017), suggesting that our sample likely includes individuals diagnosed (or diagnosable) 
with a mood or anxiety disorder. 
Hypomanic personality scale scores (i.e. the HPS) had a mean of 13 (SD=8.1), which is 
slightly lower than has been observed previously (M=20, SD=12; Eckblad & Chapman, 1986). 
Fewer than 1% of our participants had HPS scores greater 36, which has been previously used 
as cutoff for ‘high’ levels of hypomania, and above which a participant is likely to have had at 
least one hypomanic episode (Eckblad & Chapman, 1986). Therefore, participants in our sample 
who have medium to high scores on the HPS should be considered at-risk rather than 
diagnosable with bipolar disorder. 
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Using Bifactor analyses to estimate symptom factor scores  
In order to determine whether any potential relationship to risk aversion or ambiguity 
aversion was specific to anxiety or shared with depression given the substantial comorbidity 
between the two (Kessler et al., 2005), we applied bifactor analysis to the questionnaire 
subscales related to mood and anxiety disorders (8 subscales: STAI anxiety, STAI depression, 
MASQ anxious arousal, MASQ anhedonia, MASQ anxious symptoms, MASQ depressive 
symptoms, CESD, and PSWQ). In this bifactor analysis, we estimated a general factor to 
represent shared variance, which we refer to as the negative affect general factor. The general 
factor explained 77% of the total variance captured by the bifactor model. In previous work, it is 
often the case that only two specific factors are estimated in addition to the general factor, one 
for anxiety and one for depression (see Chapter 2). In the current study, however, we were able 
to estimate three specific factors: a physiological anxiety factor, a cognitive anxiety factor, and 
a depression factor. Constraining the model to estimate only two specific factors from our 
dataset did not result in a single anxiety factor containing both physiological anxiety and worry, 
like some previous work, but instead resulted in the PSWQ (i.e. worry) questionnaire loading 
onto the depression specific factor. Hence, we felt that the construct validity was improved by 
retaining three specific factors. 
Scores were estimated for each participant on each of these four factors. Supplemental 
Figure 3.2 shows the correlations between participant factor scores and their scores on 
questionnaires subscales. The negative affect general factor scores correlated broadly with all 
the subscales related to mood and anxiety symptoms. The depression factor scores correlated 
most strongly the anhedonia-related items from the MASQ (Supplemental Figure 3.2d; r=0.64), 
in line with the tripartite model (Watson & Clark, 1991). The two anxiety-related factor scores 
(physiological anxiety and cognitive anxiety) correlated most strongly with the anxious arousal 
subscale from the MASQ (r=0.57) and the PSWQ (i.e. worry) questionnaire. Similar specific 
factors have been observed separately in previous bifactor analyses (Clark & Watson, 1994; 
Steer et al., 2008 for anxious arousal; and Brodbeck et al., 2011 for worry). 
We applied a second bifactor analysis to the mania- and schizophrenia-related 
questionnaire subscales (5 subscales: HPS, OLIFE unusual experiences (e.g. delusions and 
hallucinations), OLIFE introverted anhedonia (i.e. negative or depressive symptoms), OLIFE 
impulsive nonconformity (e.g. antisocial or impulsive behavior), and OLIFE cognitive 
disorganization (e.g. poor attention and concentration)). Both mania and symptoms of 
schizophrenia relate more broadly to a dimension of psychopathology that is referred to as 
thought disorder symptomatology (Kotov et al., 2011). For this bifactor analysis, we estimated a 
general factor and two specific factors from these five subscales. Trying to estimate more 
factors resulted in a factor containing loadings all equal to zero, meaning that we could not 
extract more than three factors from the five subscales. Scores were estimated for each 
participant for each of three factors. Scores on the thought-disorder general factor were 
correlated positively with scores on four out of the five subscales (with the exception of OLIFE 
anhedonia). Scores on the mania-related factor correlated most strongly with the hypomanic 
personality scale (HPS; r=0.86), but also correlated with the OLIFE impulsive nonconformity 
subscale (r=0.38) and weakly correlated with the OLIFE unusual experiences subscale (r=0.2). 
The mania-related factor can therefore be thought of as a broadened measure of mania-related 
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symptoms, which includes some variance related impulsivity, and which is orthogonal to the 
shared (thought-disorder related) variance. It is also orthogonal to the other specific factor, the 
negative and cognitive symptoms factor, which correlated with the OLIFE anhedonia subscale 
(r=0.8) and the OLIFE cognitive disorganization subscale (r=0.69). 
In contrast to the negative affect general factor, which explained 77% of the total 
variance captured by the bifactor model, the thought disorder general factor explained only 
41%. Given the apparently lower level of shared variance between mania-related and 
schizophrenia-related subscales, we also used the hypomanic personality scale (HPS) to relate 
to behavior; however, the results using these two measures were expected to be very similar, 
given high correlation (r=0.86) between them. 
 
Task: Decision Making under Risk and Ambiguity  
The experimental task was adapted from the classic Ellsberg urn task (Ellsberg 1961) and 
consisted of 300 trials. On half the trials, participants could gain points, and in the other half of 
trials, participants could lose points. At the end of the experiment, points were converted to a 
monetary bonus between $0-$5. Participants with point totals in the top 5% received $5, those 
with point totals in the top 25% received $2.50, and those with point totals the top 50% 
received $1. Gains or loss trials were grouped into blocks of 5 trials. The order of these blocks 
was pseudorandomized with the condition that there could be no more than 4 blocks of the 
same type in a row. The type of trial was indicated by the background color of the screen (blue 
for gain, red for loss). 
On each trial, participants were asked to make a choice between two “urns”, each of 
which was filled with 50 tokens (X and O symbols) (see Figure 3.1 for an example). When one of 
the two urns was chosen by the participant, a token was drawn uniformly at random from that 
urn. If an ‘O’ was drawn, the participant’s point total remained unchanged. If an ‘X’ was drawn, 
the participant’s point total was either increased if the trial was a gain trial or decreased if the 
trial was a loss trial. The amount of potential increase or decrease was displayed as a number 
above each urn and referred to as outcome magnitude. Outcome magnitudes ranged from 0 to 
150. Participants were instructed that the number of X’s divided by the total number of tokens 
determined the probability that they would receive an outcome (a gain or loss in points versus 
no change in points). Participants were encouraged to consider both the outcome probability 
and the magnitude of the potential outcome when making their decision. 
On half of the trials, the outcome probability for one of the two urns was rendered 
ambiguous by hiding some of the tokens using an ‘=’ sign. Participants were instructed that 
there was a still a true but unknown probability of receiving an X, but that they couldn’t 
observe this probability directly. Instead, they had to infer the underlying probability from the 
tokens whose identities were shown. There were 6 different levels of ‘missing information’ 
(𝑀𝐼). This was defined as:  𝑀𝐼 = 	1 −  1, where 50 is the total number of tokens and 𝑛 could 
be: 1, 3, 5, 10, 20 or 40 tokens revealed. This definition was used to match Lawrance et al. (in 
review). Outcome probability and magnitude were manipulated orthogonally to missing 
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information level. 
 
Figure 3.1: Two example trials from the task. On unambiguous trials (shown on the left), participants choose 
between the two ‘urns’, each containing a different number of tokens (X’s and O’s). After the participant chooses 
an urn, a token is drawn uniformly at random. If an X is drawn, the number shown above the urn (e.g. 40 or 120) is 
added to the participant’s point total, otherwise the total remains the same. To maximize their point total, 
participants are instructed to consider both the probability that an X will be drawn and the amount of points that 
would be delivered if it is. Points are added to the total on gain trials (designated by a blue background; not 
shown) and points are subtracted on loss trials (designated by a red background and negative signs in front of the 
outcome magnitudes; not shown). On ambiguous trials, the probability for one urn (on the far right) is made to be 
ambiguous by covering some of the tokens with ‘=’. Participants are told that the tokens that they can see are a 
random sample from the urn and can be used to infer the true underlying probability (ratio of X’s to the total 
number of tokens). The number of tokens revealed could be: 1, 3, 5, 10, 20 or 40, which correspond to different 
levels of missing information. 
 
Participant Exclusion 
Data from participants was excluded if they failed to answer all four ‘catch questions’ 
correctly on the self-report measures, failed to make a choice between the two urns before 8 
seconds expired on more than 5% of the trials, or failed to achieve better than 85% accuracy on 
‘no brainer’ trials in both the first and second half of the experiment. ‘Catch questions’ 
instructed the participants to select one of the possible answers. For example, on the STAI, one 
question instructed participants to select “almost always”, which was one of the four possible 
answers. Three other similar catch questions were included, two questions in the MASQ and 
one question in the PSWQ. ‘No brainer’ trials were unambiguous trials that had one urn that 
was clearly better than the other in that it was associated with a better outcome and a higher 
probability of obtaining that outcome. There were 34 ‘no brainer’ trials in total. After applying 
these exclusion criteria, roughly one quarter of participants (n=359) remained for the analyses. 
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Modeling Choice Behavior  
To measure attitudes (aversion or seeking) towards risk and ambiguity, we fit 
participant’s choice behavior using a modified expected utility model. In the model, we assume 
that participants first calculate the expected utility (𝐸𝑈) of each urn by multiplying the outcome 
magnitude (𝑀) by the outcome probability (𝑃) (Eqn. 1a-b; urn identity is denoted by subscript). 
The magnitudes were exponentiated using a risk parameter 𝜆, converting nominal values into 
subjective values (i.e. utilities). We estimated separate risk parameters for gain and loss trials 
(denoted as 𝜆8,01 and 	𝜆/3-- in the text). On gain trials, a risk parameter less than one (𝜆8,01 <1) creates a concave utility function, corresponding to risk aversion, and a risk parameter 
greater than one (𝜆8,01 > 1) creates a convex utility function, corresponding to risk seeking. On 
loss trials, the correspondence between the risk parameter and the risk attitude is reversed 
since EU is multiplied by -1 (𝜆/3-- < 1 implies risk seeking and 𝜆/3-- > 1 implies risk aversion). 
 
Eqn. 1a-b (for unambiguous trials)  𝐸𝑈G = 𝑀G}𝑃G	  (for urn #1) 𝐸𝑈L = 𝑀L}𝑃L	  (for urn #2) 
 
When choosing between urns, we assume that participants take the difference between 
the expected utilities (EU) of the two urns and choose probabilistically according to logistic 
choice function (Eqn. 2). The inverse temperature parameter 𝛽 (again separated for gain and 
loss trials: 𝛽8,01 and 𝛽/3--), determines the degree to which choices were driven by the 
difference in EU between the two urns. 
 
Eqn. 2 (for unambiguous trials)  
 𝑃(𝑐ℎ𝑜𝑖𝑐𝑒	51	#G) = 	 11 + exp	(−𝛽(𝐸𝑈G − 𝐸𝑈L)) 
 
On ambiguous trials, the outcome probability for one of the two urns is only partially 
observable, and therefore needs to be estimated from the information given. As an estimate 
for this probability, we use the posterior mean (denoted as 𝑃, in Eqn. 3b) from a Bayesian 
(beta-binomial) model: 𝑏𝑒𝑡𝑎(𝐾 + 1,𝑁 − 𝐾 + 1), where K is the number of revealed X’s and N 
is the total number of revealed tokens. The effect of using this Bayesian estimate is that the 
observed probability (ratio of X’s to total number of tokens) is adjusted towards 50% by an 
amount determined by the level of missing information. Although participants may not be using 
this approach exactly to estimate the probability, we use it so that we can define ambiguity 
aversion (or seeking) as an effect above and beyond what is normative (i.e. rational). Indeed, 
ambiguity aversion is typically defined as a ‘preference’ or ‘attitude’ that cannot be explained 
by subjective expected utilities (SEU; Savage 1954), which combines subjective (Bayesian) 
probabilities and subjective values (utilities) to create a rational model for choice. The Bayesian 
adjusted expected utility is denoted by SEU in Eqn. 3a-b, in reference to subjective expected 
utility.  
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Eqn. 3a-b. (for ambiguous trials)  
  𝐸𝑈 = 𝑀}𝑃	  (for the unambiguous urn) 𝑆𝐸𝑈, = 𝑀,}𝑃,	  (for the ambiguous urn) 
 
Having incorporated ambiguity into choice using a simple, yet rational Bayesian 
approach, ambiguity aversion (or seeking) was then modeled using two additional parameters 
(see Eqn. 4). 𝛽0 represents a tendency to choose or avoid choosing the ambiguous urn at an 
average level of ambiguity, above and beyond differences in the subjective expected utility. 𝛽3 
represents an additional dependence on the level of missing information (𝑀𝐼), which is z-
scored. These two parameters are also separated for gain and loss trials (𝛽0/3-- and 𝛽08,01, 𝛽3/3-- and 𝛽38,01). 
 
Eqn. 4 (for ambiguous trials)  
 𝑃]𝑐ℎ𝑜𝑖𝑐𝑒	1,+083-	51^ = 	 11 + exp	(−1 ∗ (𝛽(𝐸𝑈 − 𝑆𝐸𝑈,) + 𝛽0 + 	𝛽3 ∗ 𝑀𝐼)) 
 
All trials were concatenated for parameter estimation. Weak independent priors, either a 
Normal(mean=0, sd=10) or a HalfNormal(mean=0, sd=10) distribution, were used to prevent 
extreme outliers. Parameters were estimated by maximizing the likelihood multiplied by these 
priors (i.e. using Maximum A Posteriori). All but one of the parameters had distributions of 
fitted values that deviated from normality (Shapiro-Wilk test, p’s<0.05). Therefore, Spearman’s 
rank correlation was used.  
Confirming that participants’ behavior was fit reasonably well by our model, the average 
number of choices predicted correctly by the model was 77%±4% SD (SE=0.1%), and the 
average pseudo 𝑅L was 0.30±0.04 SD (SE=0.0002). 
 We note that the main model had a better penalized fit (BIC) than the model used 
previously (Lawrance et al., in review) for the current dataset (but not the previous dataset). 
Including ambiguity effects (𝛽0 and 𝛽3) also provided a better penalized fit than a model that 
omitted the effects of ambiguity (see Supplemental Figure 3.1).  
 
Results 
Risk aversion versus risk seeking under conditions of reward gain and reward loss: 
group level findings 
Before addressing of our three aims, we first tested whether we could replicate the 
previously observed finding of a gain-loss framing effect for risk attitude. We measured this in 
our model using the risk parameters, 𝜆8,01 and 𝜆/3--. We observed that participants’ risk 
parameters, on average, were significantly less than one for both gain (𝜆8,01 < 1, t(358) = -9.2, 
p<0.001) and loss trials (𝜆/3-- < 1, t(358) = -4.2, p<0.001)(Figure 3.3a). In line with prior work 
(Kahneman & Tversky, 1979; Tversky & Kahneman, 1992), this corresponded to a concave utility 
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function on gain trials and a convex utility function on loss trials, on average across participants 
(Figure 3.3b). This meant that participants tended to be risk averse in the context of gains, 
preferring high probability small gains to low probability large gains, and that participants 
tended to be risk seeking in the context losses, preferring the opposite. 
We also observed this gain-loss reversal at the individual participant level (Figure 3.3c).  
Most participants (64.9%, SE=2.5%; z-test for proportions against 50%, z(358) = 5.9, p<0.001) 
had risk parameters that were both less than one (𝜆8,01 < 1 and 𝜆/3-- < 1), meaning that most 
individuals switched from being risk averse to risk seeking. Eleven percent (11%) of participants 
showed the reverse pattern, nineteen percent (19%) of participants were risk averse in both 
cases, and six percent (6%) of participants were risk seeking in both cases. 
We validated the reversal results reported above using a model-agnostic exploration of 
the performance on trials where the two urns had very similar expected values (there were no 
trials with exactly equivalent expected value). This represented 25% of unambiguous trials (see 
Supplemental Table 3.1 for individual trials). On gain trials where the two urns had very similar 
expected values, participants tended to choose the urn with the higher probability outcome 
(mean proportion of times higher probability urn chosen=66.7%, between participant SD=15%, 
and between participant SE=0.7%; one sample t-test against 50%, t(358) = 21, p<0.001). 
Conversely, on loss trials, on which the two urns had very similar expected values, participants 
only chose the urn with the higher probability 35% of the time (SD=18%, SE=0.9%; one sample 
t-test against 50%, t(358) = -14, p<0.001). The difference between these percentages was highly 
significant (paired sample t-test, t(358) = 21, p<0.001). Moreover, this effect was present even 
on the trials on which the expected value difference worked against the effect. On gain trials, 
on which the higher probability outcome had slightly lower expected value, participants still 
chose it 73% of the time. On loss trials, on which the higher probability outcome had slightly 
higher expected value, participants still only chose it 36% of the time.  
 
Figure 3.3: Risk avoidance versus risk seeking on gains and loss trials. A utility function transforms nominal values 
for outcome magnitudes into subjective values. The curvature of this function, which is determined by the risk 
parameters (𝜆8,01, 𝜆/3--), is used to model risk averse and risk seeking behavior (as concave and convex utility 
functions, respectively). (a) Median risk parameters for both gain and loss trials were significantly less than one 
(𝜆8,01 < 1, p<0.001; 𝜆/3-- < 1, p<0.001). Thick error bars represent bootstrapped standard error, while thin error 
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bars represent 25th and 75th percentiles across participants. (b) The utility function implied by the median group 
risk parameters is shown (magnitudes 0 to 1.5 in the model correspond to 0-150 points in the experiment). This 
median utility function is concave for gain trials and convex for loss trials, corresponding to risk aversion for gains 
and risk seeking for losses, respectively. (c) Individual parameter estimates show that the majority (68%) of 
participants have risk parameters that are both less than one (𝜆8,01 < 1 and 𝜆/3-- < 1), which means that most 
people switch from being risk averse in gains to risk seeking in loss. 
 
Ambiguity aversion versus ambiguity seeking under conditions of reward gain and 
reward loss across different levels of missing information: Group level findings 
 The first aim of the current study was to explore the effects of gain-loss framing on 
ambiguity aversion (or seeking), and the potential modulation of that effect by missing 
information level. To that aim, we estimated separate ambiguity parameters for average 
ambiguity aversion (versus seeking) (𝛽0), and ambiguity aversion (versus seeking) as a function 
of level of missing information (𝛽3). Separate parameters were estimated for reward gain trials 
and reward loss trials. 
On reward gain trials where one of the two urns had missing information (i.e. 
ambiguous trials), 𝛽08,01 was significantly greater than zero on average across participants 
(𝛽08,01 > 0; one sample t-test, t(358) = 26; p<0.001; Figure 3.4a). Moreover, 𝛽08,01 was 
greater than zero for the vast majority of participants (94%, SE=1.2%; z-test for proportions 
against 50%, z(358) = 36, p<0.001), implying that most participants would choose an 
unambiguous urn over an ambiguous urn containing the average level of missing information 
(around 10 tokens revealed), when the two urns were equated for subjective expected utility. 
As the level of missing information in the ambiguous urn increased, participants on average 
tended to choose the unambiguous urn to an even greater extent (𝛽38,01 > 0; t(358) = 7.5, 
p<0.001; Figure 3.4b). The 𝛽38,01 parameter was also greater than zero in the majority of 
participants (65%, SE=2.5%; z-test for proportions against 50%, z(358) = 5.7, p<0.001). The 
combined attitude toward ambiguity as a function of missing information (𝛽0 + 𝛽3 ∗ 𝑀𝐼) can 
be seen in Figure 3.4c for the group mean (thick line) and for individual participants (blue thin 
lines). As shown in this figure, for gains, most participants exhibited some degree of ambiguity 
aversion at all levels of missing information (i.e. (𝛽0 + 𝛽3 ∗ 𝑀𝐼) > 0). 
On reward loss trials where one of the two urns had missing information (i.e. ambiguous 
trials), we observed the reverse pattern for the categorical effect of ambiguity (𝛽0), which was 
below zero, on average (𝛽0/3-- < 0; t(358) = -6.2, p<0.001; Figure 3.4a), and for the majority of 
participants (63%, SE=2.5%; z-test for proportions against 50%, z(358) = 5.3, p<0.001). This 
implies that most participants would choose an ambiguous urn containing an average level of 
missing information over an unambiguous urn of equivalent (negative) subjective expected 
value. This reversal from categorical ambiguity avoidance for gains to categorical ambiguity 
avoidance for losses mirrors that the loss gain reversal observed in relation to risk. As the level 
of missing information increased on loss trials, however, participants tended to become more 
ambiguity averse (𝛽3/3-- > 0; t(358) = 14.8, p<0.001; 79% of participants, SE=2.1%; Figure 
3.4b), similar to their behavior on gain trials. Figure 3.4d shows that participants, on average 
(thick line), were ambiguity seeking ((𝛽0 + 𝛽3 ∗ 𝑀𝐼) < 0) at low levels of missing information 
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(40 to 20 tokens revealed) and approximately ambiguity neutral ((𝛽0 + 𝛽3 ∗ 𝑀𝐼) ≅ 0) at 
higher levels of missing information. 
To validate these observations, we examined the percentage of trials where participants 
chose the unambiguous over the ambiguous urn at each level of missing information. As shown 
in Supplemental Figure 3.3, on gain trials, the middle 50% of participants (i.e. those between 
the 1st and 3rd quartiles) chose the unambiguous more often than the ambiguous urn at each 
level of missing information, except at n=10 tokens revealed. On loss trials, however, the 
middle 50% of participants chose the ambiguous urn more often than the unambiguous urn for 
the lowest level of missing information (i.e. 40 out of 50 revealed tokens). For higher levels of 
missing information (20 or fewer tokens revealed), the middle 50% of participants did not all 
choose the ambiguous over the unambiguous urn, on average across trials. In general, these 
results support those involving 𝛽0 and 𝛽3. 
We also observed a high degree of correlation among the four ambiguity parameters 
across participants. On gain trials and loss trials separately, the categorical effect of ambiguity 
was positively correlated with the information-level dependent effect ({𝛽08,01, 𝛽38,01}, rs(358) 
= 0.49, p<0.001); {𝛽0/3--, 𝛽3/3--} rs(358) = 0.46, p<0.001; rs denotes rank correlation), meaning 
that participants’ aversion to average levels of ambiguity was related to their information-level 
dependent aversion (Figure 3.4e-f). Across gain and loss trials, the four ambiguity parameters 
were all positively correlated as well (rs’s>0.2, p’s <0.001; only 𝛽08,01 to 𝛽0/3-- and 𝛽38,01 to 𝛽3/3-- are shown in Figure 3.4g-h), suggesting that individuals have a generalized tendency to 
be more or less averse across the domains.  
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Figure 3.5: Ambiguity parameters on gain and loss trials (a-b) Median parameters for average ambiguity 
parameter (𝛽0) and missing information-level dependent ambiguity parameter (𝛽3), for both gain and loss trials. 
Thick error bars are bootstrapped standard error; thin error bars are 25th and 75th percentiles. (c-d) Combined 
attitude towards ambiguity (aversion or seeking) as a function of missing information (𝛽0 + 𝛽3 ∗ 𝑀𝐼) is plotted for 
group-level median parameters (thick lines), and for individual participants (thin lines). On gain trials, most 
participants show ambiguity aversion ((𝛽0 + 𝛽3 ∗ 𝑀𝐼) > 0) at all levels of missing information. On loss trials, 
most participants show ambiguity seeking ((𝛽0 + 𝛽3 ∗ 𝑀𝐼) < 0)	at low levels of missing information, but have a 
more neutral attitude at higher levels of ambiguity (𝛽0 + 𝛽3 ∗ 𝑀𝐼) ≅ 0. (e-h) Individual ambiguity parameters, 
within each domain (e-f) and across domains (g-h) are significantly correlated. 
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Correlation between attitudes towards risk and attitudes towards ambiguity 
To explore the relationship between attitudes towards risk and attitudes towards 
ambiguity, we examined the correlations of risk and ambiguity parameters within each 
outcome domain (gains or losses). On gain trials, the risk parameter (𝜆8,01) was positively 
correlated with both ambiguity parameters (𝛽08,01, rs(358) = -0.12, p=0.02; 𝛽38,01, rs(358) = -
0.19, p<0.001). On loss trials, the risk parameter (𝜆/3--) was only weakly related to the average 
ambiguity parameter (𝛽0/3--,	 rs(358) = -0.1, p=0.05), and not at all related to the information 
level dependent parameter (𝛽3/3--, rs(358) = 0.05, p=0.25). These results suggest that the 
relationship between attitudes towards risk and attitudes towards ambiguity differ depending 
on whether decisions are framed as gains or as losses. 
 
 
Figure 3.6: The relationship between attitudes towards risk and attitudes towards ambiguity. For gain trials, the 
risk parameter (𝜆8,01) was significantly, but moderately, correlated with both ambiguity parameters (𝛽08,01, rs=-
0.12, p=0.02; 𝛽38,01, rs=-0.19, p<0.001). For loss trials, the risk parameter (𝜆/3--) was only marginally correlated 
with the categorical ambiguity parameter (𝛽0/3--, rs=-0.1, p=0.05) and uncorrelated with the information-level 
dependent ambiguity parameter (𝛽0/3--, rs=0.05, p=0.25).  
 
Anxiety-related symptoms and attitudes towards risk and ambiguity  
Under the second aim, our first question was whether individuals reporting higher levels 
of anxiety-related symptoms would show elevated ambiguity aversion for decisions involving 
potential loss. Our second question was, if so, whether the relationship between anxiety and 
ambiguity aversion would be modulated by the level of missing information. We observed no 
correlation between the categorical ambiguity parameter (𝛽08,01, 𝛽0/3--) and either the 
physiological anxiety or the cognitive anxiety factor scores (all p’s>0.17). In other words, 
participants with higher levels of anxiety did not show elevated aversion to ambiguity at the 
average level of missing information. However, there was a modest but significant correlation 
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between scores on the physiological anxiety factor and the information-level dependent 
ambiguity parameter, for losses (𝛽3/3--,	 rs(358) = 0.12, p=0.029) as well as for gains (𝛽38,01, 
rs(358)= 0.12, p=0.024; p-values are uncorrected; see Figure 3.7). That is, individuals who 
reported higher levels of physiological anxiety, relative those with lower levels, showed a faster 
rate of increase in their aversion to ambiguity as levels of missing information increased. Scores 
on the cognitive anxiety factor, as well as the depression factor and the negative affect general 
factor, were not correlated with the information-level dependent ambiguity parameter for 
either gain or loss trials (p’s>0.19), suggesting specificity to physiological anxiety related 
symptoms. 
 Our third question, under the second aim, was whether anxiety would be related to risk 
aversion for decisions involving only loses, given the previous association between risk aversion 
and anxiety for gain-only and mixed gain-loss decisions (Charpentier et al., 2017). We did not 
observe any significant correlations of the physiological anxiety or cognitive anxiety factor 
scores (or the depression or general factor scores) with the risk parameters 
(𝜆8,01	, 𝜆/3--	;	p’s>0.16, uncorrected). These correlations as well as the ones for other 
parameters and factors can be found in Supplemental Figure 3.3. 
 
Mania-related symptoms and attitudes towards risk and ambiguity  
Under the third aim, we tested whether mania-related symptoms were related to 
differences in attitudes towards risk or ambiguity for decisions involving reward gain or loss, 
given the previous associations between risk-taking behavior and bipolar disorder. Analogously 
to our procedure for mood and anxiety symptoms, we measured mania-related symptoms in 
the context of other closely related symptoms (i.e. those related to schizophrenia).  
There was no significant correlation of scores on the mania-related factor with risk 
parameters for either gain (𝜆8,01) or loss (𝜆/3--) trials (p’s>0.2; see Supplemental Figure 3.3). 
Similarly, the scores on the HPS were not significantly correlated with the risk parameter on 
loss trials (𝜆/3--, rs(358) = -0.01, p= 0.87). However, correlation on gain trials was trend-level 
significant (𝜆8,01, rs(358)=0.1, p=0.06), which, if replicated, would imply that higher scores on 
the hypomanic personality scale are associated modestly with less risk aversion. 
For decisions involving ambiguity, there were no significant correlations between the 
mania-related factor and the categorical ambiguity parameter (𝛽08,01, 𝛽0/3--, p’s>0.07). 
However, we observed that scores on the mania-related factor were negatively correlated with 
the information-level dependent ambiguity parameter (𝛽38,01) on gain trials (rs(358) = -0.12, 
p=0.05), but not on loss trials (𝛽3/3--,	rs(358) = 0.01, p=0.81). As can be seen in Figure 3.7, 
participants with higher mania-related factor scores had 𝛽38,01 values that were closer to zero. 
This meant that, in the context of potential gains, these individuals showed a smaller rate of 
increase in ambiguity aversion as the level of missing information increased. A weaker trend-
level relationship between scores on the HPS and 𝛽38,01 was also observed (rs(358) = -0.1, 
p=0.06), suggesting that the mania-related correlation was largely driven by scores on the HPS. 
This relationship also survives controlling for any of the mood or anxiety factors (physiological 
anxiety, cognitive anxiety, depression, or general factor) by including them individually as 
regressors alongside the mania-related factor (p’s<0.05); this was important to test, because 
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concomitant mood and anxiety symptoms likely modulate reward- or threat-related processing 
biases in bipolar disorder (Johnson et al., 2012). 
 
 
Figure 3.7: Information-level dependent ambiguity parameter and scores on the physiological and mania-related 
factors. Scores on the physiological anxiety factor were significantly correlated with the information-level 
dependent ambiguity parameter for both gain (top left; blue) and loss trials (top right; red). This meant that 
individuals with higher scores exhibited ambiguity aversion that increased at a faster rate to increases in the level 
of missing information, relative to individuals with lower scores. In contrast, scores on the mania-related factor 
showed the opposite pattern for gain trials (bottom left; blue). Participants who had high scores on this factor 
showed less sensitivity to missing information—meaning that they did not increase their aversion to ambiguity as 
quickly as the level of missing information increased (less sensitivity is indicated by 𝛽38,01 parameter values near 
zero). 
 
Discussion 
The current study had three aims. Under the first aim, we looked at how a gain-loss 
framing effect for ambiguity, observed in a few previous studies, might change based on the 
level of ambiguity (i.e. missing information). Under the second aim, we explored the 
relationship of anxiety with both ambiguity aversion and risk aversion. We asked whether 
individuals with higher anxiety showed elevated ambiguity aversion for decisions involving loss, 
and if so, whether the aversion depended on the level of missing information. We also 
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examined whether anxiety was related to risk aversion for decisions involving loss, given 
previous associations risk aversion and anxiety for decisions involving gains or mixed gains and 
losses (Charpentier et al., 2017). Under the third aim, we tested whether mania-related 
symptoms were related to differences in attitudes towards risk or ambiguity, especially for 
decisions involving financial gains, given previous associations between risk-taking behavior, 
altered reward processing, and bipolar disorder. Under both aims two and three, we used 
factor scores derived from bifactor analyses to test whether anxiety- or mania-related 
symptoms were associated uniquely, or together with co-occurring symptoms (i.e. depression 
or schizophrenia-related symptoms), to differences in attitudes towards risk and ambiguity. 
In line with prior theory (Kahneman & Tversky, 1979), most participants in our study 
exhibited behavior consistent with a concave utility function for gains and convex utility 
function for losses. In other words, they exhibited risk aversion for gains and risk seeking for 
losses. In addition to replicating previous results, our study supports this theory in a relatively 
under-utilized experimental paradigm. Most previous studies that explored gain-loss reversals 
in risk attitudes asked participants to choose between a risky option and certain alternative 
with equal or greater expected value (Fishburn & Kochenberger, 1979; Cohen, Jaffray, & Said, 
1985, Tversky & Kahneman, 1992). In contrast, we asked participants to choose between two 
risky options, which complicates the decision and the measurement of risk attitude; 
nonetheless, we showed that a risk attitude reversal is robustly observable for this type of 
decision. 
Regarding attitudes towards ambiguity, we extended previous work (Cohen, Jaffray, & 
Said, 1985; Einhorn & Hogarth, 1986; Kocher et al., 2018) by investigating how gain-loss 
reversals are potentially modulated by the level of missing information; most previous studies 
have investigated these reversals using complete ambiguity and did not include decisions 
involving partial ambiguity. For decisions involving gains, we observed that participants tended 
to be averse to ambiguity across all levels, with the aversion increasing at higher levels of 
missing information. For decisions involving loss, on the other hand, we observed that 
participants were ambiguity seeking at low levels of missing information, but they became 
more averse to ambiguity (being approximately neutral towards ambiguity) at higher levels. In 
other words, the attitudes towards ambiguity did not seem to reverse entirely under conditions 
of gain and loss; for losses relative to gains, average ambiguity attitude moved from aversion 
towards seeking, but the effect of missing information had the same direction of effect. This 
suggests potentially two different mechanisms—for example an instinctual attitude towards 
ambiguity and a graded attitude that might reflect further calculations involving the amount of 
missing information. In either case, the influence of ambiguity on choice was not captured by a 
simple, yet rational, adjustment of expected utilities using Bayesian (subjective) probabilities. 
In Lawrance et al. (in review), we previously observed that individuals with higher trait 
anxiety, relative to those with lower trait anxiety, showed a higher rate of increase in ambiguity 
aversion as the level of missing information increased for decisions involving primary aversive 
outcomes. This effect was captured by a parameter that corresponded to the 𝛽3 parameter in 
our model. In the current study, we recruited a large enough sample size to examine whether 
ambiguity aversion related to different subdimensions of anxiety (i.e. physiological or cognitive) 
or to negative affect more broadly (i.e. the general factor). We observed that the same 𝛽3 
parameter was weakly, but significantly related to scores on the physiological anxiety factor 
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under conditions of both gain and loss. If replicated, this finding has a number of interesting 
implications.  
The fact that we observed anxiety-linked ambiguity aversion for decisions involving both 
gains and losses, in addition to decisions involving threat (Lawrance et al., in review), suggests 
that this attitude may contribute to avoidance behavior in anxious individuals in a variety of 
different situations, both experimental and real-world. For example, in the balloon analog risk 
task (BART), which involves ambiguity, the avoidance behavior (Maner et al., 2007) may be 
driven by ambiguity aversion rather than (or in addition to) risk aversion, loss or threat 
sensitivity, or differences in learning about the probabilities across trials. For real-world 
decisions, ambiguity aversion may also contribute to avoidance, for example, of unfamiliar 
social settings or during travel, alongside the overestimation of the probability that negative 
events will occur (proposed in Chapter 1.2 and 1.3). 
That the physiological anxiety factor was primarily involved and not the cognitive 
anxiety factor was an unexpected result—we might have predicted that cognitive anxiety would 
be related to ambiguity aversion, given our proposal that worry relates to biased (model-based) 
simulations and to the overestimation of the probability that uncertain negative outcomes will 
occur (Chapter 1.2 and 1.3). We speculate, however, that physiological anxiety may be relevant 
in the context of the current experiment, because decisions were made on a very short time 
scale (typically under 2 seconds). A historically influential theory of decision making (the 
somatic marker hypothesis: Bechara & Damasio, 2005) argued that decisions are driven to a 
large extent by feedback involving physiological (somatic) information. A process like this, 
which is likely to be computationally faster than a model-based simulation, might be more 
heavily relied on in our task, therefore implicating physiological anxiety rather than cognitive 
anxiety like we observed. 
In contrast to Charpentier et al. (2017), we did not observe a significant association of 
risk attitude with either the anxiety (or the depression) factors. There are a few possible 
reasons that we did not observe this association. One could be that our participant sample did 
not contain as many participants with clinical levels of anxiety; however, 17% of our 
participants reported STAI trait anxiety scores that were above the mean score in the 
pathologically anxious group from Charpentier et al. (2017), so this is unlikely to be the main 
reason. Another possible reason is that risk attitudes may change when participants are also 
dealing with ambiguity. Differences in probability between a risky and certain alternative, which 
may normally evoke aversion in anxious individuals, may be overshadowed by the difference 
between known probabilities and unknown probabilities, which occurred on half of the trials in 
our task. 
In our study, we also observed a weak, but significant relationship between attitudes 
towards ambiguity and scores on our mania-related factor, which were predominantly related 
to variance in the hypomanic personality scale (HPS; correlation r=0.86 between the two). We 
observed that high scores on the mania-related factor were associated with a slower rate of 
increase in ambiguity aversion as the level of missing information increased for decisions 
involving gains but not losses. To our knowledge, no previous study has investigated ambiguity 
attitude at various levels of missing information and its relation to symptoms of mania. Our 
finding, if replicated, would suggest another potential driver, among those related to altered 
reward processing (Johnson et al., 2012), for risk-taking behavior during episodes of mania. 
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Risk-related behavior, in relation to bipolar I disorder, has been previously studied 
experimentally using the Iowa Gambling Task (IGT; Rubinsztein et al., 2006; Adida et al., 2008; 
2011). In the IGT, both patients experiencing acute mania and those who were euthymic (not 
experiencing an episode of mania), tended to select cards from risky decks over safer decks 
more often than heathy controls (Adida et al., 2008; 2011). This effect has been observed at a 
meta-analytic level (Edge et al., 2013), however the authors conclude that the IGT is likely to be 
an insufficiently sensitive measure of differences between euthymic patients and healthy 
controls. Many of these previous studies suggest that risky choices (both in the IGT task and in 
the real-world) arise from altered reward processing (Edge et al., 2013; reviewed in Johnson et 
al., 2012). Our result suggests that in addition to other potential individual differences in 
reward processing, a vulnerability to experience mania may also be associated with a decreased 
sensitivity (i.e. aversion) to ambiguity. This aversion, which may normally contribute in part to 
the selection of the safer choices in healthy individuals, may not be there to put on the breaks 
for these individuals. 
 
Limitations 
One caveat regarding our findings on risk attitudes is that risk attitudes typically follow a 
fourfold pattern (Fox et al, 2015): risk aversion for gains and risk seeking for losses for 
moderate to high probabilities (p>0.5), and risk seeking for gains and risk aversion for losses for 
low probabilities (p<0.1). In our study, we only had 3 unambiguous trials with probability less 
than 0.1, so we would be unable to estimate whether participants showed different risk 
attitudes for low probabilities. 
To model attitudes towards ambiguity, we chose a particular form for how ambiguity 
impacts choice, namely that ambiguity and missing information contribute additively to 
subjective expected value. There are a dozen or more alternative theoretical models for the 
effects of ambiguity that we could have based our model on, each with their advantages and 
disadvantages (see Camerer & Weber, 1992 for a review). However, the aim of the current 
study was not to test alternative specific accounts for the way ambiguity influences choice—
doing that effectively would require a task designed to amplify subtle differences between 
models. Instead, our aim was to capture the essential differences in attitudes towards 
ambiguity between the domains of gains and loss, and how those differences related to 
symptoms of psychopathology. To that aim, we chose a simple, interpretable model that 
measured risk attitude and ambiguity attitude separately, and that measured ambiguity 
attitude in a way that was translatable to our previous work (Lawrance et al., in prep). 
Another caveat is that we did not include diagnostic measures, such as the General 
Behavior Inventory for bipolar disorder (Depue et al., 1981). It is therefore difficult to know 
whether attitudes towards ambiguity differ between the group of individuals who meet criteria 
for a diagnosis and the group of individuals who have elevated symptoms but do not meet that 
same criteria. 
Finally, we note that the statistical significance for the symptom-to-parameter 
correlations do not survive correction for multiple comparisons. Replication would be required 
before strong conclusions can be drawn regarding anxiety and mania and attitudes towards 
ambiguity.  
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Supplemental Results 
  
(a) Gain trials with |EV difference < 2|                               (b) Loss trials with |EV difference < 2|
  
Supplemental Table 1: Model agnostic analysis of risk aversion for gains and risk seeking for losses. Risk aversion 
for gains implies that when deciding between two options (both with unambiguous probabilities) of equivalent or 
near equivalent expected value, participants will tend to choose the urn with the higher probability (denoted as P1 
above) but lower magnitude (denoted as M1 above) outcome. Risk seeking for losses implies that participants will 
tend to choose the urn with the lower probability (denoted as P2 above) but larger absolute magnitude (denoted 
as M2 above) outcome. The table above lists the 17 gain trials and 17 loss trials, constituting 25% of the 
unambiguous trials, which had an absolute expected value difference less than 2 (|EV difference| < 2) between the 
urns; (|EV difference| ranged from 0.04 to 85 across all trials). (a) On 14 out of the 17 gains trials, more than 50% 
of participants selected the urn with the higher probability (denoted as % chose P1). Averaged across trials and 
participants, the urn with higher probability was selected 66.7% of the time (between participant SE=1.1%). (b) On 
14 out of the 17 loss trials, fewer than 50% of participants chose the urn with the higher probability. Averaged 
across trials and participants, the urn with higher probability was chosen only 34.6% of the time (between 
participant SE=1.3%). The difference between the gain and loss trials for the average percentages was highly 
significant (binomial test; p<0.001). Importantly, the tendency to choose the high probability (P1) urn on gains and 
the low probability (P2) urn on loss trials was present even on trials where the expected value difference worked 
against this effect (in the table above, these trials were those where EV1-EV2 < 0 for gains, and those where EV1-
EV2 > 0 for losses). 
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Supplemental Figure 1: Model comparison. Four models were compared using penalized fit averaged across 
participants (AIC; left plot; lower = better) and exceedance probability (Stephan 2009; right plot; higher = better), 
which better takes into account heterogeneity in fit across participants. The model used in the main text is labeled 
as "EU + Ambig". The model used in Lawrance et al is labeled as "Diff + Ambig” and assumes that participants 
separately compare the difference in magnitude and the difference in probability between the two urns (see Eqn. 
S1 and S2 below), rather than use the expected utility difference. We also compared a version of each model that 
did not have effects of ambiguity (no 𝛽0 or 𝛽3); these two models are labeled as “EU” and “Diff”. The main effect 
for AIC of using expected utility (“EU”, “EU + Ambg”) versus probability and magnitude differences (“Diff”, “Diff + 
Ambig”) and the main effect of using ambiguity parameters v/s not were both significant (F=34, p<0.001; F=29, 
p<0.001; left panel). In the panel on the right, we see that the exceedance probability, that the “EU + Ambig” 
model is more prevalent than any of the other three models, is p>0.99. (k=4, for example, denotes the number of 
parameters). 
 
Eqn. S1 (Diff + Ambig Model, for unambiguous trials)  𝑝(𝑐ℎ𝑜𝑖𝑐𝑒	51	#G) = 	 11 + exp	(−1 ∗ (𝛽1(𝑀G −𝑀L) + 𝛽2(|log|(𝑃G − 𝑃L)) 
 
Eqn. S2 (Diff + Ambig Model, for ambiguous trials)  𝑝]𝑐ℎ𝑜𝑖𝑐𝑒	1,+083-	51^ = 	 11 + exp	(−1 ∗ (𝛽1(𝑀, −𝑀) + 𝛽2(|log|𝑃, − 𝑃) + 𝛽0 + 𝛽3 ∗ 𝑀𝐼	) 
 
Note: The log modulus function (|log|(𝑃, − 𝑃)) compresses larger probability differences in a way that is 
symmetric about zero but also signed. This was used in Lawrance et al. Removing it does not appreciably impact 
model fit.  
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Supplemental Figure 2: Correlation between factor scores and questionnaire subscales. Two bifactor different 
analyses were applied to the data to separate common from unique variance (represented by general factors and 
specific factors, respectively). In the first bifactor analysis, participant scores for a general factor and three specific 
factors were estimated from several mood and anxiety related questionnaire subscales: STAI anxiety (anx), STAI 
depression (dep), MASQ anxious arousal (aa), MASQ anhedonia (ad), MASQ anxious symptoms (as), MASQ 
depressive symptoms (ds), CESD, and PSWQ. The correlations between the questionnaire subscale scores and the 
scores on the four mood and anxiety factors and are shown in the top four rows. A second bifactor analysis was 
applied to the hypomanic personality scale (HPS) and four subscales of the OLIFE (which measures symptoms 
related to schizophrenia): OLIFE unusual experiences (ue), OLIFE introverted anhedonia (ia), OLIFE impulsive 
nonconformity (in), and OLIFE cognitive disorganization (cd). A general factor and two specific factors were 
estimated for this second bifactor analysis. The correlation between the questionnaire subscale scores and the 
scores on these three additional factors are shown in the bottom three rows. 
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Supplemental Figure 3: Percentage of trials on which the unambiguous urn was chosen over the ambiguous urn 
(y-axis).  This percentage provides a rough measure of ambiguity aversion (if above 50%) or ambiguity seeking (if 
below 50%). Percentages for each participant were averaged over trials at each level of missing information. The 
1st and 3rd quartiles, which bracket the average percentages for the middle 50% of participants, are plotted as thin 
error bars. The standard errors for the means are plotted as thick error bars. On gain trials (in blue), the middle 
50% of participants chose the unambiguous urn more often than the ambiguous urn (above dotted line) at all 
levels of missing information except at n=10 tokens revealed. On loss trials (in red), the middle 50% of participants 
chose the ambiguous urn more often than the unambiguous urn (below dotted line) at the lowest level of missing 
information (corresponding to 40 tokens revealed). However, the middle 50% of participants became more 
ambiguity neutral at higher levels of missing information, with some participants in the middle 50% choosing the 
unambiguous or and others the ambiguous urn more often. Statistical significance for differences can be inferred 
from the standard errors; all differences would be significant, except at n=10 tokens.  
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Supplemental Figure 3: Rank Correlations between model parameters and symptom factors. The x-axis contains 
the parameters from the model. (𝛽8,01, 𝛽/3--) are the inverse temperature parameters, (𝜆8,01, 𝜆/3--) are the risk 
parameters, (𝛽08,01, 𝛽0/3--) are the categorical (or average) ambiguity parameters, and (𝛽38,01, 𝛽3/3--)	are the 
information-level dependent ambiguity parameters. The y-axis contains the symptom factors. The rank 
correlations and p-values (in parentheses) between the symptom factor scores and model parameters are 
displayed in each cell. Significant rank correlations (uncorrected for multiple comparisons) are shown in red or 
blue, depending on whether the correlations are positive or negative. The effects related to (𝛽38,01, 𝛽3/3--)  are 
discussed in the main text. The significant positive correlation between the mania-related factor and 𝛽/3-- mean 
that higher scores are associated with choices that are better predicted by the model on loss trials. 
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Supplemental Figure 4: The relationships between scores on the mania-related factor and model parameters. 
These plots were included to show the range for parameters that were not shown in the main text.  
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Supplemental Figure 5: The relationships between scores on the physiological anxiety factor and model 
parameters. These plots were included to show the range for parameters that were not shown in the main text. 
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Supplemental Figure 6: Parameter recovery for main model. A range of different parameter values were selected 
at random and used to generate new choice data from the model. The same procedure that was used to estimate 
parameters from the actual participants’ data was used to estimate parameters from the simulated data. The 
parameters values used to simulate data (referred to as generative on x-axes above) were strongly correlated with 
the parameter values that were estimated from the simulated data (referred to as recovered on y-axes above).  
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Chapter 4: Prior Beliefs and Belief Updating  
 
Introduction 
In both clinical and subclinical populations, individuals with depressed mood show 
reduced estimates of the likelihood that positive things will happen to them in the future, and 
increased estimates of the likelihood that negative things will happen to them in the future, 
relative to non-depressed individuals (Butlers & Matthews, 1983). Individuals with high levels of 
anxiety have also been reported to show increased estimates for the likelihood of future 
negative events happening to them, with there being more mixed evidence for decreased 
estimates regarding future positive events (Butlers & Matthews, 1983). 
But why should adults with high levels of anxiety or depression show systematically 
altered, self-referential judgements? One possibility is that they developed and then stabilized 
dysfunctional schema, likely in childhood, and so have inflexible negative self-referential beliefs 
that are applied automatically and globally to many different situations (Beck 1976; Abramson 
et al., 1989). These would act as priors. For example, before a new job interview, an individual 
with depression might reflexively think “I will never be a success”, negatively biasing their 
expectations. These negative priors may or may not reflect actual differences in the experience 
of adverse life events. Another possibility is that they have biased updating in the light of 
unbiased experience, for instance weighing the news of not getting a job more heavily than the 
news of getting it. 
There has been some investigation of biased weighting of positive versus negative 
information during belief updating with regards to potential future events (Sharot et. al, 2011), 
however, various criticisms (Harris et al, 2011; 2017; Shah et. al, 2016) make it desirable to 
investigate beliefs for which there is a clear ground truth and experimental control over the 
information concerned. As a step in this direction, Eil & Rao (2010) asked healthy participants to 
estimate their true rank relative to other participants for performance on an IQ test and how 
highly others rated them in terms of physical attractiveness. They then gave participants 
objective feedback, whether or not they ranked higher or lower than another randomly 
selected participant, and then asked them to update their beliefs. Participants incorporated 
negative feedback into their beliefs to a lesser extent and less reliably than positive feedback. In 
a similar design, Mobius et al. (2010) gave participants probabilistic feedback about whether 
they were in the top half of performers on an IQ test, and similarly observed that participants 
asymmetrically update more for positive than for negative information and are conservative in 
updating relative to a Bayesian reference point (Mobius et al., 2010). 
Our current study was informed by the work of Eil & Rao (2010) and Mobius et al. (2010) 
but extended this previous work to investigate the basis of negative self-referential beliefs in 
individuals with high levels of anxiety and depression. We employed a novel experimental 
paradigm, which we hoped would be highly ecologically valid for our student participants by 
virtue of investigating beliefs that were likely to have direct importance, namely beliefs about 
how they compared against their peers in a competitive hypothetical internship. Ecological 
validity is critical since it has also been argued that negative biases associated with depression 
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are more strongly evident in studies with high ecological validity (Dobson & Franche, 1989). 
Indeed, in both Eil & Rao (2010) and Mobius et al. (2010), the positive bias observed in belief 
updating was more prominent for beliefs about the self than for neutral beliefs, such as the 
performance of a robot on the same IQ test. 
We used this new paradigm in conjunction with a refined, bifactor analysis that better 
disentangles the substantial comorbidity of affective disorders to investigate whether elevated 
levels of depression and/or anxiety were associated with negative initial beliefs, prior to the 
receipt of any feedback, and whether these prior beliefs were subject to revision in response to 
concrete information. We further investigated whether belief updating, if observed, was 
biased—that is whether anxiety and/or depression were linked to greater belief change 
following negative versus positive feedback. 
 
Results 
During the experiment, participants were asked to imagine themselves in a hypothetical 
internship, vying against one another to be selected as partners. In the first session, 
participants made profiles about themselves, which consisted of their actual grades, SAT scores, 
and a brief description of why they would be a good candidate for the internship. In the second 
session, participants were shown pairs of other participants’ profiles and were asked to choose 
with whom they would rather work of each pair. In the third and final session (depicted in 
Figure 4.1), they were shown the results (i.e. feedback), one pair at a time, of whether other 
participants had chosen to work with them or not. Beliefs about the likelihood of being in the 
top (or bottom) half of participants, in terms of how often they were selected to work with, 
were elicited from participants before any feedback (i.e. prior beliefs) and following each piece 
of feedback (i.e. belief updating).  
 Participants were also administered several questionnaires, which were selected to 
measure a wide range of mood and anxiety symptomatology (see Methods for a list). We 
analyzed participants’ item-level responses on these questionnaires using a variant of the 
bifactor model that we had previously used (Chapter 2; see Methods for details about this 
model and the statistically minor variations associated with the use of a slightly different 
collection of questionnaires). This bifactor model, consistent with others (see Clark et al., 1994 
for anhedonia and Brodbeck et. al, 2011 for worry), separates out a general factor, representing 
shared variance, and two specific factors, one for depression-specific variance (i.e. anhedonia) 
and one for anxiety-specific variance (i.e. worry). We calculated scores for participants on each 
of these three factors to test whether differences in initial beliefs or belief updating were 
associated uniquely with depression, uniquely with anxiety, or with both. The correlations 
between the factor scores and the full set of questionnaire subscales can be found in 
Supplemental Figure 4.1. 
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Figure 4.1: Experimental Session 3. Participants were first asked to estimate their likelihood of being in the more 
popular half of students; these estimates were considered their starting (i.e. prior) beliefs. Participants reported 
their beliefs using a “slider” that when moved presented values from 0% to 100% on the screen. Participants were 
then shown a pair of profiles, containing their profile and another participant’s profile, and whether or not they 
had been chosen by a third participant during session 2 (depicted by a black outline, as shown above). After the 
receiving this feedback, participants were again asked to estimate their likelihood of being in the more popular half 
of students. Participants were given twenty pieces of feedback in total and asked to update their belief each time. 
 
Model Agnostic Analyses of Beliefs and Belief Updating 
Starting Beliefs 
Before participants were shown any feedback, we asked them to estimate their 
likelihood of being in the more popular half of students (i.e. their starting or prior belief). Scores 
on the depression-specific factor were negatively correlated with starting belief (r=-0.36, 
p=0.003). This meant that individuals with high depression factor scores were more likely 
initially to endorse the belief that they were among the 50% of participants least selected as 
project partners. Neither the general factor nor the anxiety-specific factor scores correlated 
 101 
with starting belief (Figure 4.2). For the interested reader and to aid comparison across studies, 
we report correlations with individual questionnaire scales in the Supplementary Materials (see 
Supplemental Figure 4.2). These analyses, together with the correlations between factor scores 
and questionnaire measure (Supplemental Figure 4.1) suggest that more negative starting 
beliefs relate predominantly to anhedonic depressive symptomatology. 
 
Figure 4.2: Participants’ standardized scores (x-axes) for the general factor, anxiety-specific factor and depression-
specific factor (columns) are plotted against their reported beliefs at the start of the feedback period, the end of 
the feedback period, and the difference between beliefs at the start and the end (y-axes and rows).   
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Starting Beliefs and Ground Truth: Depressive Realism? 
Depressive realism is the hypothesis that the negative beliefs held by individuals with 
depression are actually more accurate, as opposed to being negatively biased, than the 
positively biased belief held by healthy individuals (Alloy & Abramson, 1979). We can examine 
this by measuring the number of times that a participant was actually chosen as a potential 
partner in session 2. This gives us an index of actual ‘profile competitiveness’. Scores on the 
depression-specific factor were weakly correlated with profile competitiveness (r=-0.21, p=0.1). 
However, profile competitiveness did not mediate the relationship between scores on the 
depression-specific factor and the negative starting beliefs (p=0.4). The lack of mediation can be 
attributed to the lack of correlation between profile competitiveness and starting belief across 
participants (r=-0.07, p= 0.52). There was also no relationship between anhedonia and accuracy 
at predicting one’s own profile competitiveness (see Supplemental Figure 4.3). 
Updating of beliefs following feedback 
After reporting their initial belief about the likelihood of being in the more popular half 
of students, participants saw a balanced set of ten instances of positive feedback and ten 
instances of negative feedback, selected from a larger set of possible feedback available from 
session 2 and delivered in one of two possible pre-randomized sequences. Participants varied in 
amount that they updated their beliefs in response to this feedback. The average absolute 
belief change, following each instance of feedback, ranged between 1-10% (mean=4.86%) 
across participants. Six participants fell outside this range (four participants updated between 
10-20% and two participants updated between 0-1% on each trial). None of the three factor 
scores correlated with the average absolute value of the trial-to-trial updating (p’s>0.19). 
We next looked at participants’ change in belief from start to end. On average, 
participants changed their beliefs in one direction or the other by an overall amount of +/- 12% 
(std=9%) by the end. Because the feedback was balanced, we expected participants to move 
their estimates towards 50%. Indeed, by the end, participants reported beliefs somewhere 
between their starting value and 50% (see Figure 4.3). Neither scores on the depression specific 
factor nor scores on the general factor were significantly correlated with the difference 
between ending belief and starting belief (r=0.04, p=0.77; r=0.13, p=0.28; Figure 4.2). There 
was a trend towards a negative relationship between scores on the anxiety-specific factor and 
change in beliefs from start to end of the feedback period, but this did not reach significance 
(r=-0.23, p=0.065). 
By the last feedback presentation, anxiety-specific scores were significantly negatively 
correlated with the reported beliefs (r=-0.24, p=0.049) and depression-specific scores were still 
significantly negatively correlated with the reported beliefs (r=-0.26, p=0.034). In the case of 
anxiety, this relationship was absent (r=-0.05, p=0.68) at the start of the feedback period and 
hence was driven at least to some extent by the marginally significant change in belief as a 
result of feedback. In the case of depression, the persistence of the relationship likely reflects 
the fact that most participants did not substantially move their beliefs from start to end; 
indeed, (n=43) participants ended with a belief on the same side of 50% as their starting belief 
(these participants can be seen in bottom-left and top-right quadrants in Figure 4.3). General 
factor scores were not correlated with ending belief (Figure 4.2). 
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Figure 4.3: Regressing participants’ starting beliefs against their ending beliefs shows that participants update in 
the direction of but not completely to a neutral belief (i.e. 50%) after receiving twenty instances of balanced 
feedback (10 positive and 10 negative instances). The slope of the regression line was significantly greater than 0 
and significantly less than 1, indicating partial updating towards 50%.  
 
Effects of Feedback Order 
There were two distinct sequences of feedback that different participants saw. The 
positive-first feedback sequence started with positive feedback for the first two trials and had a 
total of six positive feedbacks in the first ten trials. The negative-first feedback sequence was 
exactly the opposite. There was a significant difference in the ending minus starting belief 
between the groups of participants receiving different feedback sequences (t=3.36, p=0.001). 
Participants who received positive feedback first shifted their beliefs more in the positive 
direction from start to end. Across the entire participant sample, however, these biases seemed 
to cancel out; there was no significant difference in the ending minus starting belief on average 
(t=-0.01, p=0.98). Moreover, feedback order did not interact significantly with any of the 
symptom factors in their influence on aggregate bias (p’s>0.6). 
 
Other-related beliefs  
After engaging in the task described above, participants underwent the same procedure 
for updating beliefs about another randomly chosen participant. They were first shown the 
anonymized profile and asked to estimate the likelihood that the other participant is in the 
more popular half of students. They were then given ten instances of positive and ten instances 
of negative feedback (i.e. profile pairings where the other individual had or had not been 
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selected) in one of two new possible sequences. None of the three factors (general, anxiety or 
depression) were correlated with other-related starting beliefs, ending beliefs or starting minus 
ending beliefs (see Supplemental Table 4.1). 
 
Modeling Starting Beliefs and Bias in Belief Updating  
The model-agnostic measures in the previous section characterized individual 
differences in belief updating using two point-estimates given by the subjects: one at the start 
and one at the end of the feedback period. In these, participants reported the likelihood that 
they were in the top or bottom half of potential teammates. In this section, we analyze the 
trial-to-trial updating of beliefs using models that have to make a few additional assumptions 
about the nature of peoples’ beliefs and the way that they update them, but can thereby draw 
conclusions based on the entire sequence of participant reports. 
To model belief updating, we assume that participants report an estimate for the 
probability that they were in the top half of participants based on a distribution of possible 
values that they consider plausible. We then assume that participants update this belief 
distribution in response to feedback using one of four models, based on either a more exact or 
a more approximate Bayesian inference, and with or without a bias. The more exact Bayesian 
inference (which we just call ‘Bayesian’) integrates prior expectations with the information on 
the current trial (i.e. the likelihood) to generate a posterior, which then becomes the prior for 
the next trial. This produces distributions of belief that become narrower as information is 
progressively incorporated, and so the updates become smaller over trials. The more 
approximate form of inference uses the Rescorla-Wagner (RW) rule, which can be derived as a 
form of Bayesian inference but with a fixed update size. This is associated with distributions of 
belief that have a constant width. 
We adjusted both Bayesian and RW updating to account for any additional potential 
bias in responding to positive or negative feedback. For Bayesian updating, the bias was 
parameterized as 𝜔 and 1/𝜔 for positive and negative feedback (a value of 𝜔 = 1 corresponds 
to a lack of bias). For the RW updating, the bias was parameterized by changing the feedback 
values from {0,1} for negative and positive feedback to {0, 𝑟} (𝑟 = 1 also corresponds to 
unbiased updating). 
We compared the resulting four models according to their exceedance probabilities 
(Stephan et al., 2009). The biased RW model provided a conclusively better fit to the data than 
the other three models (exceedance probability>0.99). It also provided a better qualitative fit to 
the data; simulating data from both models showed that the biased RW model better matched 
the distribution of average (per participant) belief updates following positive and negative 
feedback (see Supplemental Figure 4.5). It also had a higher exceedance probability than a 
variety of other alternative models (Supplemental Figure 4.7), which we nevertheless excluded 
from our main analyses, because model recovery simulations showed that they were not 
suitably distinguishable from one another in our task.  
In the biased RW model, the parameter for the mean of the belief distribution prior to 
feedback, 𝜇, was significantly correlated with both the starting belief reported by participants 
(r=0.97, p<0.001) and the depression-specific factor scores (r=-0.36, p=0.003; Figure 4.4), 
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matching the model-agnostic results of the previous section. The bias parameter 𝑟 significantly 
correlated with the model-agnostic measure of belief updating (ending-starting beliefs; r=0.51, 
p<0.001). The bias parameter 𝑟 was also significantly negatively correlated with the anxiety-
specific factor scores (r=-0.32, p=0.008), meaning that high anxiety scores were associated with 
negatively biased updating, an effect that we observed at a trend-level of significance when 
using the model-agnostic measures of the previous section. The relationships between the 
factor scores and the two other parameters of the biased RW model were non-significant (see 
Supplemental Figure 4.4). 
 
Figure 4.4: Participants’ standardized scores (x-axes) for the general factor, anxiety-specific factor and depression-
specific factor (columns) are plotted against the estimated parameters in the biased RW model. 𝜇 is the estimated 
mean of the participant’s belief distribution at the start of the feedback period and 𝑟 represents a bias in updating 
in response to feedback (𝑟 > 1 corresponds to a positive bias, whereas 𝑟 < 1 corresponds to a negative bias). 
 
 
 
 
 
 106 
Discussion 
In this study, we looked at whether participants with high levels of anxious and 
depressive symptoms reported more negative beliefs prior to receiving any feedback, whether 
they updated those beliefs in response to concrete feedback, and if so, whether they exhibited 
a bias in updating following negative or positive feedback. We devised a novel experiment task 
resembling a scenario that we expected our undergraduate participants to find to be important, 
namely a hypothetical internship in which they were compared to their peers. We observed 
that prior to receiving feedback, individuals with high scores on a depression-specific factor 
reported beliefs about themselves that were more negative than the beliefs reported by others. 
This relationship continued to persist until the end of the feedback period, with no differential 
updating to positive or negative feedback (i.e. no bias) associated with depression-specific 
scores. Individuals with high scores on the anxiety-specific factor, on the other hand, were 
associated with biased updating in our computational model, updating to a greater extent 
following negative rather than positive feedback. By the end of the experiment, this bias 
resulted in significantly more negative beliefs being reported by individuals with high scores on 
the anxiety-specific factor. 
The association between depression-specific factor scores and the negative beliefs, 
reported prior to receiving feedback, raises the question of where these beliefs come from. 
Although our current study cannot fully address the origins of these beliefs, classic cognitive 
theories (Beck 1976) would argue that they are generalized from more global beliefs that 
participants might have about themselves. Depression has been associated with negative, non-
specific beliefs, such as “no one really likes me’’ or ‘‘I will never be a success”, which may be 
being relied heavily upon prior to feedback. Depression has also been associated with 
negatively biased retrieval from memory (Mathews & MacLeod, 2005), which may also have 
impacted beliefs at the start of the experiment. 
That negative initial beliefs were specific to depression and not related to anxiety-
specific scores or general factor scores is noteworthy and may be because the content of the 
beliefs in this experiment were strongly tied to conceptions of self-worth and competence. 
Although negative beliefs and schemas are thought to underly both anxiety and depression, the 
content of those schemas is thought to differ, with failure being one of the central themes in 
depressive schemas and vulnerability to threat being a central theme in anxious schemas (Beck 
2005; Clark & Beck, 2010). It would be interesting to conduct a similar experiment that targeted 
anxious schemas, perhaps by shifting the focus to something more akin to threat, or from past 
to future rejection by peers, to see if the relationship with initial beliefs switches to anxiety. 
During belief updating, anxiety-specific factor scores, rather than depression-specific 
scores, were associated with biases in responding to negative versus positive feedback, with 
individuals with high levels of anxious-specific symptomology exhibiting larger updates 
following negative than positive feedback. This finding is generally fits with proposals that 
anxiety is characterized by hypervigilance to external threats (Barlow 2000), and the finding 
that children who are vulnerable to developing anxiety disorders are more likely to exhibit  
‘monitoring’ behavior, seeking (as opposed to avoiding) information about potential danger 
(Muris et al., 2000). It would be interesting for future work to investigate if those who exhibit 
monitoring behavior are also those who exhibit biased updating.  
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It would be also interesting in future work to investigate how beliefs change over the 
course of longer time scales. Individuals with levels of depression symptoms, might for 
example, have their beliefs drift back to their initial negative state, even if they have been 
updated to a more neutral value during a particular situation (like our experiment). This might 
be hypothesized to occur given the biases in memory retrieval associated more strongly with 
depression than anxiety, as mentioned above (Mathews & MacLeod, 2005). 
In our previous work, we observed that scores on the general factor, but not the 
anxiety-specific factor nor the depression-specific factor, were related to a deficit in learning 
rate adjustment to volatility (Chapter 2). In contrast, we observed no association between 
general factor scores and behavior in the current study. Instead, we observed that the 
depression-specific scores were related to biases in initial belief and the anxiety-specific scores 
were related to biases in belief updating. Both studies together provide evidence for a triple 
dissociation between different aspects of symptomology and different biases. Investigating all 
three in the same study, such as one in which a person’s popularity in the hypothetical 
internship is volatile, would interesting for future work. Furthermore, this dissociation was 
likely made more easily detectable by the use of an extremely similar bifactor model (modified 
only slightly to accommodate differences in the number of items) in both studies. This suggest 
that in addition to being a useful tool for understanding which aspects of symptomatology is 
shared versus unique (Clark & Watson, 1994; Steer et al., 1995; Brodbeck et al., 2011), bifactor 
models may also be useful as a general tool for categorizing potential biases and deficits along 
similar lines. 
Eil & Rao (2010) and Mobius et al. (2010) did not investigate how symptoms of anxiety 
and depression impact initial beliefs or belief updating. However, they did look at belief 
updating in undergraduate participants in an experiment that was similar to ours. In contrast to 
our study, both previous studies observed that participants, on average, showed a positivity 
bias during belief updating. However, these two previous experiments differed from ours in a 
number of key respects, which may have given rise to differences in average biases. Eil & Rao 
(2010) asked participants to assign individual probabilities, required to sum to one, to each 
possible rank they could be in (rank #1 through #10), whereas we asked participants for a point 
estimate for the probability that they were in the top (or bottom) half. Asking participants to 
visualize and manually edit their entire belief distribution may have led participants to update 
their beliefs very differently. Mobius et al. (2010) also asked participants for a point estimate, 
similarly to our study, but delivered a probabilistic signal as feedback (that was correct 75% of 
the time) for whether a participant was in the top or bottom half. Another key difference 
between our study and the two previous studies is the content of the beliefs that participants 
were updating. Both Eil & Rao (2010) and Mobius et al. (2010) looked at beliefs about IQ, and 
Eil & Rao (2010) additionally looked at beliefs about beauty. Our study looked at beliefs about 
competitiveness in a hypothetical internship. Although undergraduates may find IQ, beauty, 
and competitiveness in a workplace-like setting to be similarly important, they may not have 
had much experience with the latter. A lack of experience may have reduced a potential 
optimism bias on average in our study. Finally, there may also have been differences in the 
overall levels of anxiety or depression symptomatology between participants in our study and 
theirs, which we could not compare directly. 
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Methods 
Participant Recruitment  
Participants were UC Berkeley students recruited during three separate semesters, 
Spring 2018, Fall 2018, and Spring 2019. Each session of the experiment had different numbers 
of participants, because only students passing quality assurance checks and who desired to 
continue in the experiment were advanced to subsequent sessions. In Spring 2018, 110 
participants completed session 1. 73 participants wanted to come back for session 2, but only 
64 were invited (9 excluded because of failed multiple catch questions). 41 participants came 
back to complete session 2, all of whom were invited back for session 3. 26 participants came 
back to complete session 3. In Fall 2018, 118 participants completed session 1. 74 participants 
wanted to come back, but only 66 were invited (so 8 excluded because of failed multiple catch 
questions). 41 participants came back to complete session 2, all of whom were invited back for 
session 3. 17 participants came back to complete session 3. In Spring 2019, 121 participants 
completed session 1. 92 participants wanted to come back, and all were invited (no one failed 
multiple catch questions). 63 participants came back to complete session 2, and all were invited 
back for session 3. 32 participants came back to complete session 3.  
 
Experimental Task 
Session 1: Participants construct a personal profile 
UC Berkeley students enrolled in our study by using the Psychology department's 
Research Participation Program. In session 1 of the experiment, participants visited the website 
that we used for the experiment. On the website, participants were asked to read about and 
consent to the experiment, following which they were presented with a backstory about the 
‘hypothetical internship’ that they would be a part of for the experiment. Participants were told 
that they would be selecting amongst one another to choose teammates for the internship 
project and that participants would use personal profiles to select amongst each other. In this 
session, participants answered questions about their working style, their grades and SAT scores, 
and wrote a brief three sentence explanation about why they should be chosen to work with. 
We told participants that we would use this information to construct a profile for them that 
would be shown to the other participants. Participants also filled out the Penn-State Worry 
Questionnaire (PSWQ) and Dysfunctional Attitudes Scale (DAS). They were told (truthfully) that 
the answers to these questionnaires would not be shown to other participants. 
 
Session 2: Participants choose who to work with 
Participants who wanted to continue the study and who passed quality assurance 
checks, returned to the website 1-3 weeks later. They viewed 26 pairs of profiles from the other 
participants and while viewing each pair chose one of the two people that they’d prefer to work 
with in the hypothetical internship. They also filled out several more mood and anxiety 
symptom questionnaires, the MASQ, the STAI, and the CESD.  
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Session 3: Participants receive feedback and update their beliefs 
Participants who wanted to continue the study and who passed additional quality 
assurance checks, were invited into the lab to complete the final part of the experiment 2-6 
weeks after session 2. They were told that their profile along with a competitor's profile was 
shown to the other participants in the experiment and each time either they or the competitor 
had been selected. They were told that their goal is to estimate their likelihood of being in the 
more popular half of students (in terms of how many times they were chosen to work with in 
session 2). Some participants were asked about the being in less popular half instead of the 
more popular half. Participants were first asked to estimate this probability just based on how 
confident they were about their profile, not knowing anything about how many times they had 
been chosen to work with but having seen profiles of 52 other participants in the second part of 
the experiment. Then, they were given 20 instances of positive or negative feedback and asked 
to update their estimate each time. For each instance of feedback, they were shown their 
profile and the competitor’s profile and which profile was selected by a third participant, along 
with a statement such as Classmate #29 compared you and classmate #14. You were chosen to 
work with!. Participants were shown actual pairs of profiles and choices made by other 
participants. However, the sequence of pairs shown were chosen to be balanced (there were 10 
positive and 10 negative instances of feedback), and they were presented in only one of two 
predetermined sequences. Participants all repeated the same procedure for another 
participant’s profile after doing it for their own profile, judging the probability that this other 
participant is in the top half. During session 3, participants also filled out the STAI and CESD for 
a second time. 
 
Participant Exclusion 
Seventy-five (n=75) UC Berkeley students voluntarily completed all three experimental 
sessions. Prior to conducting analyses, we excluded participants who had poor data quality. To 
check whether participants were following the instructions about reporting their beliefs, we 
looked at the percentage of trials on which the participant updated his/her belief in the correct 
direction or kept his/her belief the same. 48 participants made a directionally wrong update on 
2 trials or fewer. Another 25 participants made between 3 and 8 directional errors. Three 
participants made 9 or more directional errors and were excluded. One participant was 
additionally excluded because he reported misunderstanding the task in the post-experiment 
interview. To check whether participants were paying attention to the self-report 
questionnaires, we looked at ‘catch questions’. Catch questions instructed the participant to 
select a particular response (e.g. ‘sometimes’) from the set of available responses (e.g. ‘never’, 
’sometimes’, ’almost always’, ‘always’). Four participants did not answer at least 2 out of the 4 
of the “catch questions” questions correctly. One participant answered all 2’s for the MASQ. 
This left a total of 66 participants whose data we analyzed in detail. 
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Mood and Anxiety Symptom and Trait Measures 
The full set of questionnaires includes: the Penn-State Worry Questionnaire (PSWQ) 
(administered in session 1), the Dysfunctional Attitudes Scale (DAS) (administered session 1), 
the Mood and Anxiety Symptom Questionnaire (MASQ) (administered in session 2), the 
Speilberger Trait-State Anxiety Inventory (STAI) (administered in session 2 and session 3), and 
the Center for Epidemiologic Studies Depression Scale (CESD) (administered in session 2 and 
session 3). There were 227 questions in total (40 of these were repeats from STAI and CESD 
given again in session 3). 
 
Calculating Factor Scores from the Previous Established Factor Loadings 
To calculate factor scores for participants in the current study from the previously 
estimated bifactor model (Chapter 2), we regressed the current participant’s responses onto 
the previous factor loadings. We used the Anderson-Rubin method (Anderson & Rubin, 1956) 
to preserve orthogonality. The previous bifactor model used 128 questions coming from the 
STAI, the CESD, the BDI, the MASQ anxious arousal subscale, the MASQ anhedonic depression 
subscales, the PSWQ, and neuroticism items from the EPQ. The BDI or the EPQ were not 
administered in the current study, so their loadings could not be used for calculating the factor 
scores in this dataset. Nonetheless, scores calculated in the previous dataset from the full set of 
items (n=128) and the reduced set of items (n=95) were extremely correlated (r>=0.98 for each 
of the three factors). Participants in the current study completed the STAI and the CESD in two 
different sessions, so the responses in each session were concatenated in order to calculate the 
factor scores (averaging the scores across session yielded extremely similar factor scores; 
r>0.98 for each factors). Therefore, the score calculation in this dataset relied on 135 total (95 
unique) questions. 
Administering STAI and CESD in two different sessions also allowed us to calculate test-
retest reliability. The test-retest reliability for STAI was very good (r=0.91), whereas it was more 
moderate for CESD (r=0.53). The CESD test-retest reliability varied widely across individual 
items, ranging from r=0.69 for “I could not get going” to r=0.2 for “my appetite was poor”, 
partially motivating the use of individual items as opposed to subscales in the factor analysis.  
 
Computational Models of Belief Updating 
In all of the computational models, we assume that participants distribute their belief 
over different possible values for the probability 𝑞 ∈ [0,1] that they are in the top half of 
participants. This belief distribution is parameterized as a Beta distribution with two 
parameters, 𝛼% and β%. When reporting their beliefs on a trial t, participants are assumed to 
sample a probability estimate 𝑞% from the belief distribution (sampling is denoted by Eqn. 1). 
 
Eqn. 1  𝑞%	~Beta(α%, β%) 
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The mean 𝜇% and precision 𝑣% (i.e. belief certainty) of this belief distribution are related 
to 𝛼%	and β% through Eqn. 2a-b.  
 
Eqn. 2a-b  𝜇% = 	 𝛼%	𝛼% + 𝛽% 
 𝑣% = 	𝛼% + 𝛽% 
 
The Bayesian models, discussed next, update 𝛼%	and β% in response to feedback, which 
indirectly change both the mean and the precision. The RW models, discussed after that, 
update 𝜇% directly in response to feedback and estimate a separate, constant value for the 
precision. 
 
Bayesian Updating Model  
The two Bayesian models assume that participants update their belief distribution using 
Bayes rule. After observing either positive or negative feedback 𝑋%	on trial t (𝑋% = 1 denotes 
positive feedback; 𝑋% = 0	denotes negative feedback), participants update 𝛼%	and β% according 
to Eqn. 3a-b. (Note that Bayes rule can be reduced to this specific form, because we are using a 
Beta-Bernoulli model). 
 
Eqn. 3a-b 𝛼% = 	𝛼%4G 	+ 𝑋%	 𝛽% = 	𝛽%4G 	+ (1 − 𝑋%)	 
 
Following each update, participants sample a new probability estimate, again according 
to Eqn. 1. The only two free parameters in this model, which are used to characterize individual 
differences, are the belief distribution parameters before the participant has received any 
feedback (on trial 0):  𝛼 ∈ [0,500] and 𝛽 ∈ [0,500]	.  
 
Biased Bayesian Updating Model 
To assess whether participants show biased updating (i.e. have different rates of 
updating following positive or negative feedback), we include a bias parameter 𝜔. This is 
achieved by replacing Eqn. 3a-b with Eqn. 4a-b below (𝜔 = 1 represents unbiased updating, 
whereas negative and positive bias are given by 𝜔 < 	1and 𝜔 > 1, respectively). The free 
parameters for this model are 𝛼 ∈ [0,500], 𝛽 ∈ [0,500], and 𝜔 ∈ [0.1,10]. 
 
Eqn. 4a-b 𝛼% = 	𝛼%4G 	+ 𝜔𝑋%	 𝛽% = 	𝛽%4G 	+ 1𝜔 (1 − 𝑋%)	 
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Rescorla-Wagner (RW) Model 
In the Rescorla-Wagner models, participants update the mean of their belief distribution 
based on a difference between the feedback 𝑋% ∈ [0,1] and the mean of the belief distribution 
on the previous trial. This difference, called the prediction error, is scaled by a learning rate 
parameter 𝜂. 
 
Eqn 5.   𝜇% = 	𝜇%4G 	+ 𝜂(𝑋% − 𝜇%4G)	 
 
Participants are assumed to use a fixed precision for their belief distribution 𝑣, which is 
a parameter of the model. Then, after each update, participants sample a new belief from the 
distribution, using Eqn. 1, with 𝛼% = 𝜇% ∗ 	𝑣, and 𝛽% = 	𝑣 − 𝛼% . The free parameters for this 
model are the precision of the belief distribution 𝑣 ∈ [2,1000], the mean of the distribution on 
the trial before any feedback 𝜇 ∈ [0,1], and the learning rate 𝜂 ∈ [0,1].   
 
Biased Rescorla-Wagner (RW) Model 
To incorporate a bias into the Rescorla-Wagner model, we scaled the feedback 𝑋% by 𝑟 ∈[0,5] (replacing Eqn. 5 with Eqn. 6); a value of 𝑟 < 1 will bias beliefs in the negative direction 
and 𝑟 > 1  will bias beliefs in the positive direction. 
 
Eqn 6.  𝜇% = 	𝜇%4G 	+ 𝜂(𝑟𝑋% − 𝜇%4G)	 
 
The free parameters for this model are the precision of the belief distribution 𝑣 ∈[2,1000], the  mean of the distribution on the trial before any feedback 𝜇 ∈ [0,1], the learning 
rate 𝜂 ∈ [0,1], and the feedback bias 𝑟 ∈ [0,5].  
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Supplemental Results 
Supplemental Table 4.1: Beliefs about the Other Participant  
 General Factor Depression-Specific Anxiety-Specific 
Starting Belief r=-0.08, p=0.531 
 
r=-0.14, p=0.25 
 
r=0.06, p=0.619 
 
Ending – Starting 
Belief 
r=-0.11, p=0.378 
 
r=0.06, p=0.648 
 
r=-0.09, p=0.486 
 
Ending Belief  r=-0.15, p=0.226 
 
r=-0.06, p=0.605 
 
r=-0.02, p=0.857 
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Supplemental Figure 4.1: Correlation of questionnaire subscales with factor scores calculated using loadings from 
a concurrent study (Chapter 2). The general factor scores correlate with most of the subscales. The depression-
specific factor scores correlate most strongly with the anhedonia-related subscales (e.g. MASQ anhedonia). The 
anxiety-specific factor scores correlate most strongly with a worry-related questionnaire (i.e. the PSWQ).  
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Supplemental Figure 4.2: Correlations of starting belief, ending belief minus starting belief, and ending belief with 
individual subscales and factor scores. P-values are shown in parentheses underneath correlation values. In line 
with the factor score results, all of the anhedonia related measures were negatively correlated with starting belief 
(CESD anhedonia, MASQ anhedonia, STAI depression). The subscales that measure more cognitive or somatic 
symptoms of depression (CESD depression, CESD somatic and MASQ-DS) were only weakly related to starting 
belief. The STAI state anxiety measure from session 3 was uncorrelated with starting belief, suggesting that 
negative starting beliefs are associated with traits rather than temporally depressed or anxious mood. 
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Supplemental Figure 4.3: Testing for Depressive Realism. (a) Scores on the depression-specific factor were weakly 
correlated with ‘profile competitiveness’ (r=-0.21, p=0.1), which is defined as the percentage of times that a 
participant was actually chosen as a potential partner in session 2 (denoted as ‘true % selected’ y-axis). (b) The 
relationship between scores on the depression-specific factor and the negative starting beliefs was not, however, 
mediated by profile competitiveness (p=0.4). (c) The lack of correlation between profile competitiveness and 
starting belief across participants (r=-0.07, p= 0.52) is responsible for the lack of mediation. (d) The depression-
specific factor is also not related to belief error, calculated as the root squared error between profile 
competitiveness and the starting beliefs. 
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Supplemental Figure 4.4: Participants’ standardized scores for the general factor, anxiety-specific factor and 
depression-specific factor (columns and x-axes) are plotted against the two other parameters in biased RW model. 𝜂 is the estimated learning rate, which measures the absolute amount that beliefs are updated in response to 
feedback, and 𝑣- is the estimated precision of the reporting belief distribution, which measures how closely 
participants report beliefs to the mean of their belief distribution.  
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Supplemental Figure 4.5: Qualitative model comparison. (Left subplot) Simulated data from the biased Bayesian 
model (black points) fails to match the distribution of positive and negative updates averaged across trials per 
participant (blue points). (Right subplot) Simulated data from the biased RW model provides a better match to the 
distribution. In each plot, average updates in the all but the bottom right quadrant are in the wrong direction (e.g. 
updating negatively to positive feedback). For each participant, 100 new beliefs were simulated for each trial from 
the participant’s estimated parameters (hence the larger number of black data points than blue datapoints). 
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Supplemental Figure 4.6: Confusion matrix for model recovery simulations. For each model on the y-axis, data 
from 100 new participants was simulated; (new parameter values were chosen for each simulated participant by 
sampling from distributions informed by the distribution of actual parameter estimates). These models, listed 
again on the x-axis, were each fit to the data of each simulated participant, and the percentage of participants for 
which the model had the best penalized fit (BIC) compared to all other models is shown in the cells of the matrix. 
The percentages add up to 100% for each simulated dataset (i.e. across the rows in the matrix). A high percentage 
along the diagonal indicates high model recoverability—i.e., that the model that generated the data was chosen as 
the best fitting model against all others. The first two Bayesian models and the first two RW models were used in 
the main text. 
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Supplemental Figure 4.7: Quantitative model comparison. The y-axis is the exceedance probability that a 
particular model is more prevalent in the population than the others (see Stephan et al. 2009 for more details). 
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Supplemental Materials 
 
Alternative Bayesian Models  
Bayesian + Bias + Decay Neutral  
In this model, the belief distribution decays (using Eqn. 7) towards a neutral distribution 
Beta(1,1) after updating each feedback (using Eqn. 4). The parameter 𝛾 ∈ [0,1] determines the 
degree to which 𝛼% and 𝛽% persist versus decay from one trial to the next.  
 
Eqn. 7 𝛼% = 	𝛾𝛼% 	+	(1 − 𝛾) ∗ 1 𝛽% = 	𝛾𝛽% 	+	(1 − 𝛾) ∗ 1	  
Bayesian + Bias + Decay Prior   
In this model, the belief distribution decays (using Eqn. 8) towards the prior distribution 
estimated for each participant Beta(𝛼,	𝛽) after updating each feedback (using Eqn. 4). The 
parameter 𝛾 ∈ [0,1] determines the size of the decay. 
 
Eqn. 8 𝛼% = 	𝛾𝛼% 	+	(1 − 𝛾)𝛼 𝛽% = 	𝛾𝛽% 	+	(1 − 𝛾)𝛽	  
Bayesian + 2 Distributions (separate reporting and updating distributions)  
This model divides the belief distribution that participants used for both reporting 
beliefs (Eqn. 1) and updating beliefs (Eqn. 3a-b) into two separate distributions, one for 
reporting and one for updating. The rationale for this separation is to capture behavior like the 
following: a participant may update his beliefs substantially to new information (i.e. have a 
wide updating distribution), but he may report beliefs close to the mean of the distribution (i.e. 
have a narrow reporting distribution). 
The reporting distribution is still given by Eqn. 1. The new distribution for updating is 
denoted by 𝐵𝑒𝑡𝑎(𝛼%, 𝛽%), where the superscript u denotes ‘updating’ and is used to 
differentiate these parameters from the 𝛼% and 𝛽% of the reporting distribution. The parameters 
of the updating distribution are updated according to Eqn. 9a-b, which replaces Eqn. 3a-b.  
 
Eqn. 9a-b 𝛼% = 	𝛼%4G + 𝑋%	 
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𝛽% = 𝛽%4G 	+ (1 − 𝑋%)	 
 
The 𝛼% and 𝛽% from the reporting distribution are no longer updated. Instead, they are 
calculated using the updating distribution parameters (using Eqn 10 and 11a-b), where 𝜈 
controls the width of the reporting distribution.  
 
Eqn. 10 𝜇% = 	 𝛼%	𝛼% + 𝛽% 
 
Eqn. 11a-b α£ = 	𝑣 ∗ 𝜇% β% = 	𝑣 − α 
 
The free parameters for this model are 𝛼 ∈ [0,100], 𝛽 ∈ [0,100],	and 𝑣 ∈ [1,1000]. 
Bayesian + Bias + 2 Distributions (separate reporting and updating distributions) 
This model is the same as the previous model except that it uses a bias 𝜔 in Eqn 9a-b. 
The free parameters for this model are 𝛼 ∈ [0,100], 𝛽 ∈ [0,100], 𝜔 ∈ [0.1,10], 𝑣 ∈[1,1000]. 
Bayesian + Bias + Decay Neutral + 2 Distributions (separate reporting and updating 
distributions)  
This model decays the updating distribution back to a neutral distribution centered 
around 50% using Eqn 7. The free parameters for this model are 𝛼 ∈ [0,100], 𝛽 ∈ [0,100], 𝜔 ∈ [0.1,10], 𝛾 ∈ [0.2,1],  𝑣 ∈ [1,1000]. 
Bayesian + Bias + Decay Prior + 2 Distributions (separate reporting and updating distributions)  
This model decays the updating distribution parameters 𝛼, 𝛽 back to their starting 
values using Eqn 8. The free parameters for this model are 𝛼 ∈ [0,100], 𝛽 ∈ [0,100], 𝜔 ∈[0.1,10], 𝛾 ∈ [0.2,1],  𝑣 ∈ [1,1000]. 
Bayesian + 2 Biases + Decay Neutral + 2 Distributions (separate reporting and updating 
distributions)  
This model has two bias parameters, one for positive and one for negative feedback. 
The free parameters for this model are 𝛼 ∈ [0,100], 𝛽 ∈ [0,100], 𝜔:3- ∈ [0.1,10],	𝜔1.8 ∈[0.1,10], 𝑣 ∈ [1,1000]. 
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Alternative Rescorla-Wagner Models 
Rescorla-Wagner (RW) Model + 2 Learning Rates  
This model is similar to the Rescorla-Wagner model, but has two separate learning rate 
parameters 𝜂:3- and 𝜂1.8, for updates following positive and negative feedback respectively.  
Rescorla-Wagner (RW) Model + 2 Biases  
This model is similar to the biased Rescorla-Wagner model, however the values for 
positive and negative feedback have been changed from {0, 𝑟} to {𝑟:3-		, 𝑟1.8}.  
 
Eqn. 12a-b  𝜇% = 	𝜇%4G 	+ 𝜂(𝑟:3-𝑋% − 𝜇%4G) 𝜇% = 	𝜇%4G 	+ 𝜂(𝑟1.8(1 − 𝑋%) − 𝜇%4G) 
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Chapter 5: Brief General Discussion 
 
The broad aim of the empirical Chapters (2, 3, and 4) was to examine dysfunctional 
behavior associated with anxiety and depression using computational frameworks of decision 
making. All three chapters investigated behavior (or beliefs) under second order uncertainty 
(i.e. uncertainty regarding probabilities). Chapter 2 investigated volatility, which arises when 
probabilities change over time. Chapter 3 investigated ambiguity, which arises when 
information is missing about those probabilities. Chapter 4 also investigated ambiguous 
probabilities but focused on how individuals may bring different prior beliefs to new situations 
and update their beliefs differently as information is incrementally provided. Although the 
results from all three studies (especially in Chapter 3) are preliminary, a few words can be said 
in summary about how dysfunctional behavior and beliefs associated with anxiety and 
depression seem to be impacted by second order uncertainty. 
Before that, it is worth pointing out that another core aim of the empirical studies was 
to disentangle anxiety and depression. To that aim, each of the three studies used bifactor 
factor analysis to calculate scores for participants on a general factor and two or more specific 
factors. Scores on the general factors represent the broad elevation of both mood and anxiety 
symptoms, and scores on the specific factors represent the elevation of a smaller set of more 
closely related symptoms (e.g. those related to anhedonia, worry, or physiological anxiety, 
etc.). By using general and specific factor scores, rather than the pre-existing anxiety and 
depression measures, we hoped that we might identify processes that may differentially confer 
vulnerability to common or unique aspects of symptomology. Indeed, we implicated a general 
factor in processing volatility in Chapter 2, an anxiety-specific factor in processing ambiguity in 
Chapter 3, another anxiety-specific factor in belief updating in Chapter 4, and a depression-
specific factor in holding more negative prior beliefs also in Chapter 4. 
In Chapter 2, higher scores on the general factor, but not the anxiety-specific factor nor 
depression-specific factor, were associated with a lack of learning rate adjustment to volatility 
(i.e. not having higher learning rates in the volatile versus stable block), during the course of 
learning about action-outcome probabilities. This means that individuals with high levels of 
anxious symptoms, or depressive symptoms, or both, might have difficulties making optimal (or 
even good) decisions in real-world situations containing volatility (e.g. personal relationships, 
jobs, etc.). Worse life experiences as a result of the poorer choices made could, in turn, lead to 
the development of (or the exacerbation of pre-existing) mood and anxiety disorders. 
In Chapter 3, higher scores on an anxiety-specific factor (i.e. physiological anxiety), but 
on not the general factor, were linked to ambiguity aversion. Both the ambiguity task and the 
volatility task involve processing second order uncertainty, in some sense. This raises the 
question of why did we not see any general factor effects in the ambiguity task, or see any 
anxiety-specific effects in the volatility task? 
First, in addressing this question, it is important to clarify what processing second order 
uncertainty (SOU) might mean in both tasks, and how that might be reflected in our primary 
behavioral measurements (i.e. learning rate adjustment and ambiguity aversion).  
One aspect of processing SOU could be the creation a distribution around one’s (first order) 
probability point estimates. Difficulties here might come in the form of having too much or too 
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little uncertainty in this second-order distribution (i.e. its width), which would be reflected in 
the two tasks in different ways. 
In the volatility task (Chapter 2), differences in the amount of uncertainty in a second-
order distribution should translate into differences in learning rates, with more uncertainty in 
one’s existing estimates leading to higher learning rates, because new observations are given 
more relative weight (Kalman 1960). A lack of learning rate adjustment would then be observed 
if someone has consistently too much second-order uncertainty, consistently too little, or an 
amount that fluctuates but does not track the actual level of volatility, changing throughout in 
the experiment. Interestingly, in our in-lab experiment, higher scores on the general factor 
were associated with lower average learning rates, but in the online experiment, no differences 
in average learning rates were associated with the general factor. This suggests that some 
individuals, who had high general factor scores, had too much SOU and others too little. Either 
way, their miscalibration manifested as a lack of an appropriate adjustment in learning rate to 
volatility level. 
In contrast, in the ambiguity task (Chapter 3), neither having too much nor too little SOU 
would necessarily lead to ambiguity aversion—it would depend on the probabilities in the 
decision. For example, if the ambiguous probability (e.g. p=0.9) is slightly higher than the 
unambiguous probability (e.g. p=0.8) for a rewarding outcome, high amounts of SOU can lead 
to ambiguity aversion if the participant adjusts the probability estimate towards 50% on the 
basis of that uncertainty (e.g. from p=0.9 to p=0.7); on the other hand, if the ambiguous 
probability (e.g. p=0.2) is slightly lower than the unambiguous probability (e.g. p=0.25), high 
amounts of SOU would lead to ambiguity seeking as the ambiguous probability is adjusted 
towards 50% (e.g. from p=0.2 to p=0.3). The reverse argument can be made for low amounts of 
SOU. Therefore, given the indirect relationship between the amount of SOU and ambiguity 
aversion, it is perhaps not surprising after all that there was no relationship between general 
factor scores and ambiguity aversion. 
 In response to the same question, it is also important to note that second order 
uncertainty entered into the two experimental situations very differently. For the ambiguity 
task, the SOU (i.e. the amount of missing information) is presented clearly, and all at once, to 
the participant. For the volatility task, the SOU (i.e. coming from potential change in action-
outcome contingencies) must be estimated from incremental experience with the environment. 
For first order probabilities, different modes of delivery lead people to treat probabilities very 
differently; this is often referred to as the ‘description-experience’ gap (reviewed in Fox et al., 
2015). Thus, another reason for the apparent dissociation between the physiological anxiety 
factor and the general factor may be that the general factor is more closely related to 
difficulties inferring and using SOU from incremental experience, and physiological anxiety is 
more related to an attitude towards SOU when it is presented all up front. 
Finally, it is also worth pointing out that some people may choose to avoid options that 
involve second order uncertainty when given the chance regardless of their ability to estimate 
or use it correctly, because it is computationally intensive to process. The ambiguity task 
involves a choice between a risky and an ambiguous urn, so some participants could 
occasionally have chosen the unambiguous option to avoid spending the effort deliberating 
between the two urns; this would be picked up as ambiguity aversion, on average, because the 
two urns were balanced for expected value across trials. In contrast, in the volatility task, both 
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options were subject to the same volatility since their probabilities were p and 1-p, so 
participants could not avoid processing SOU. If individual differences in a willingness to expend 
effort doing computations relates to the general factor or to the physiological factor, this could 
additionally contribute a difference in effects between the two tasks. 
In Chapter 4, higher scores on the depression-specific factor (i.e. anhedonia symptoms), 
but not scores on the anxiety factor nor on the general factor, were associated with negatively 
biased prior beliefs relative to other participants. That the depression factor was solely 
implicated may be due to the fact that this experiment, unlike the others, involved beliefs 
about self-worth or competence relative to others. A key feature that has been proposed to 
distinguish depression from anxiety is the content of the dysfunctional beliefs (Beck 1979), 
which are thought to revolve around hopelessness and worthlessness for depression and threat 
and vulnerability for anxiety (Clark & Beck, 2010). 
In Chapter 4, we also observed that the scores on the anxiety-specific factor were 
associated with negatively biased updating in response to objective feedback. One might expect 
that the anxiety-specific factor would have therefore been related to increased learning rates 
following bad outcomes as opposed to good outcomes in the volatility task. However, the 
presence of volatility and the interaction of that with asymmetric learning rates for good versus 
bad outcomes, may have obscured any potential relationship between anxiety-specific variance 
and asymmetric learning in the volatility task. 
In closing, the work in this dissertation hopefully makes a small contribution to the 
understanding of why individuals who suffer from anxiety or depression make decisions, hold 
beliefs, and behave in dysfunctional ways. It will also hopefully inspire future work in examining 
dysfunction related to second order uncertainty or using similar computational methods. 
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