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Abstract
Mixture models are probabilistic models aimed at uncovering and representing
latent subgroups within a population. In the realm of network data analysis, the la-
tent subgroups of nodes are typically identified by their connectivity behaviour, with
nodes behaving similarly belonging to the same community. In this context, mix-
ture modelling is pursued through stochastic blockmodelling. We consider stochastic
blockmodels and some of their variants and extensions from a mixture modelling
perspective. We also survey some of the main classes of estimation methods avail-
able, and propose an alternative approach. In addition to the discussion of inferential
properties and estimating procedures, we focus on the application of the models to
several real-world network datasets, showcasing the advantages and pitfalls of differ-
ent approaches.
Keywords: Community Detection; Mixture Models; Network Analysis; Stochastic Block-
models.
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1 Introduction
The underlying idea of a mixture model is rather simple. Instead of assuming that the
target variable follows a plain distribution, one considers a mixture of multiple distributions.
Specifically, for a random variable Y , one assumes
Y ∼
K∑
k=1
pikfk(y), (1)
where pik is a weighting coefficient, with
∑K
k=1 pik = 1, and fk(·) is the k-th mixture distri-
bution. Commonly, the mixture components come from the same distributional family but
differ in their parameters, that is fk(·) = f(·|θk) where θk parametrizes the kth mixture
component. An early (maybe the first) reference in this direction dates back to Pearson
(1894) and focuses on the estimation of a mixture of two normal distributions. An early
mathematical treatment of the topic, more in the style of convolution, is provided in Rob-
bins (1948). In a series of papers, Teicher (1960) discusses identifiability issues, where the
cited work puts the focus on finite mixtures in the style of (1). A first survey on mixture
models is provided by Gupta and Huang (1981), presenting the different estimation rou-
tines that had been developed and used by that time. A central algorithm in this respect,
which is not included in the above survey article (certainly because of simultaneous time of
publication), is the work of Aitkin and Wilson (1980) (see also Aitkin, 1980) who propose
the use of the at the time recently developed EM algorithm (see Dempster et al., 1977)
to estimate the finite mixture distribution. Though the focus of their paper lies in the
modelling of outliers, the authors make use of the idea that a finite mixture model can be
comprehended as a missing data problem. Under this modelling framework, one assumes
that the discrete valued random variable Z takes values {1, ..., K} with
P (Z = k) = pik (2)
for
∑K
k=1 pik = 1. Conditional on Z = k one then observes Y from the k-th mixture
component, i.e.
Y |(Z = k) ∼ fk(y) for k = 1, ..., K.
Treating Z as unobserved (or unobservable) enables the framing of estimation in a missing
data situation, where the considered likelihood (1) can be maximized with the EM algo-
rithm. The results are generalized and extended towards hypothesis tests in Aitkin and
Rubin (1985). A comprehensive overview on finite mixture models is given in the early book
of Everitt and Hand (1980), followed by the monographs of Renshaw et al. (1987), Lindsay
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(1995), Bo¨hning (1999), McLachlan and Peel (2000), or Fru¨hwirth-Schnatter (2006). We
also refer to the recent Handbook of Mixture Analysis (Fru¨hwirth-Schnatter et al., 2019).
For software implementations of mixture models, Leisch (2004) is a central reference (see
also Benaglia et al., 2009). Allowing the mixture components and/or the mixing propor-
tions pik to depend on additional covariates extends mixture models towards regression
models. The resulting model class is also known as mixture of experts, tracing back to
Jacobs et al. (1991). A survey from the perspective of Machine Learning can be found in
Masoudnia and Ebrahimpour (2014). See also Gormley and Fru¨hwirth-Schnatter (2019)
for more details.
While most of the literature cited above deals with a univariate response variable Y ,
in this paper we aim to look at multivariate data with Y expressing a network. Network
data have a simple binary structure resulting from a network as follows. Assume a set of
N actors, where we define with V = {v1, ..., vN} the set of nodes in a network. We call
E ⊂ V × V the edge set, and the resulting network can be represented with an adjacency
matrix Y such that Y ∈ {0, 1}N×N and
Yij =
{
1 if (vi, vj) ∈ E
0 otherwise.
If the network is undirected, Yij = Yji holds. Furthermore, the diagonal of Y often remains
undefined, meaning that self-loops are not contemplated. The statistical analysis of network
data has achieved increasing interest in the last decade: we refer to Kolaczyk (2009) and
Kolaczyk and Csa´rdi (2014) for a general introduction to the topic (see also Goldenberg
et al., 2009, Hunter et al., 2008, Fienberg, 2012, Lusher et al., 2013, or Biagini et al., 2019).
If we consider Y as set of random variables {Yij, 1 ≤ i, j ≤ N, i 6= j}, we can transfer
the mixture model setting (1) towards network data. This leads to so-called (a posteriori)
stochastic blockmodelling, which can be seen as a tool for performing community detection.
A survey on the latest theoretical developments in this field has recently been published
by Abbe (2018). While community detection and stochastic blockmodels have a lot in
common, the latter specifically focusses on the modelling aspect and will therefore be
considered here. A stochastic blockmodel (SBM) is in fact a mixture model where each
mixture component is specified by the group or community membership. Hence, we assume
the independent discrete group indicator coefficients Zi ∈ {1, ..., K} for i = 1, ..., N with
P(Zi = k) = pik for k = 1, ..., K
and, as above,
∑K
k=1 pik = 1. An edge between node i and j then exists with probability
Yij|Z = z ∼ Bernoulli(pzizj), (3)
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where P = [pkl]k,l=1,...,K is the K ×K dimensional block-probability matrix. For commu-
nity detection one typically assumes that pkk > pkl for l 6= k, but this is not a requirement
for stochastic blockmodels in general. In fact, the block structure may describe clusters
of nodes that behave similarly from a connectivity standpoint without necessarily being
more densely connected, thus allowing for other types of structures, such as disassortative
communities and core-periphery.
The class of stochastic blockmodels evolved from its deterministic counterpart, which
dates back to White et al. (1976). The stochastic version of the blockmodel was intro-
duced by Holland et al. (1983) in the statistical literature. Similar modelling proposals,
developed independently, trace back to the computer science literature, see e.g. Bui et al.
(1987). Wang and Wong (1987) were the first to apply the stochastic blockmodel to di-
rected graphs, even though they still assumed the block structure to be known. The
first steps towards so-called a posteriori blockmodelling, that is, modelling with initially
unknown group structure, were taken by Snijders and Nowicki (1997) and Nowicki and
Snijders (2001), who proposed estimation routines for, respectively, two groups and any
known number of groups. From there, the model class gained traction. Recent literature
on the classical version of stochastic blockmodels include Gormley and Murphy (2010) or
Aitkin et al. (2014), using Bayesian approaches (see also Vu and Aitkin, 2015).
Stochastic blockmodels have been extended in various ways, some of which we will dis-
cuss in this paper. Well known is the degree-corrected stochastic blockmodel, introduced by
Karrer and Newman (2011). In their work, the authors show how the standard stochastic
blockmodel implicitly assumes the degree structure within communities to be relatively ho-
mogeneous. This, combined with the fact that many real world networks exhibit extremely
skewed degree distributions (Simon, 1955; Baraba´si and Albert, 1999), leads the model
to often only be able to find core-periphery type block structures, with nodes grouped
mostly on the basis of degree similarity. To bypass this issue, Karrer and Newman (2011)
introduced the idea of degree correction, making the probability of an edge depend not
only on group membership, but also on node-specific heterogeneity parameters. Other no-
table extensions of the stochastic blockmodel include the mixed membership model (Airoldi
et al., 2008), in which nodes can belong to multiple communities simultaneously, and the
hierarchical stochastic blockmodel (Peixoto, 2017), in which communities are comprised
of meta-communities, leading to a hierarchical block-structure. It is also possible to add
covariates to the analysis, as initially proposed by Tallberg (2005). All of the mentioned
specifications can be applied to binary data as well as to valued and count data (see e.g.
Nowicki and Snijders, 2001). In this paper, we do not concentrate on these extensions, but
focus on more “classical” SBMs.
The rest of the paper is organized as follows: Section 2 describes the blockmodelling
framework in more detail. Section 3 presents some real-world network datasets together
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with the potential questions that we face in the analysis of the networks. Section 4 com-
pares the different estimation routines that are available to answer the questions posed
in Section 3, as well as proposing an alternative method for the estimation of stochastic
blockmodels. The results from the analyses are contained in Section 5. Finally, Section 6
ends the paper with some comments and conclusive remarks.
2 Variants of the Stochastic Blockmodel
The “original” stochastic blockmodel is given in (3). For estimation, a numerically simpler
setting results by approximating the binomial distribution through a Poisson distribution.
This approximation is justified since the network density is usually low, implying that pkl
is typically small. In this case, (3) is replaced by
Yij|(Z = z) ∼ Poisson(λij) (4)
where λij = exp{ωzizj} with Ω = [ωkl]k,l=1,...,K as block-connectivity parameter matrix.
A further extension of (4) and hence (3) results through so-called degree-corrected
stochastic blockmodels, which allow for node-specific heterogeneity effects. More precisely,
the original version of the degree-corrected SBM can be written in the same way as (4),
but in this case
λij = exp{γi + γj + ωzizj}. (5)
In this notation exp{γi} quantifies the heterogeneity specific of node i, and exp{ωzizj} can
be viewed as a measure of the propensity to form ties between the groups to which nodes i
and j belong. All three versions, namely (3), (4), and (5), will be applied to data examples
introduced in the next section.
3 Data Description
In order to demonstrate the capabilities of stochastic blockmodels we have chosen net-
work datasets pertaining to three different domains, namely political science, biology and
sociology. Despite the different domains, the networks share the presence of some form
of underlying community structure, or at least the appearance thereof. They all therefore
lend themselves to be modeled through the use of mixture components. General descriptive
measures of the examples are given in Table 1, which shows that all three networks are of
medium size and range from very dense to relatively sparse.
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Alliances Butterflies E-Mails
Nodes 141 832 548
Edges 1703 86528 5433
Density 0.173 0.250 0.036
Table 1: Descriptive statistics for the studied networks.
3.1 International Alliances Network
The first network that we introduce is constructed using data from the Alliance Treaty
Obligations and Provisions project (Leeds et al., 2002). The dataset provides information
on military alliance agreements pertaining to all countries of the world. For the analysis
we consider alliances that were in force in the year 2016. The countries are taken as
nodes, and an edge between two countries is present if the two countries take part in a
“strong” military alliance treaty. More specifically, the alliances that we consider strong
are defensive and offensive ones. This means, respectively, “alliances in which the members
promise to provide active military support in the event of attack on the sovereignty or
territorial integrity of one or more alliance partners” and “alliances in which the members
promise to provide active military support under any conditions not precipitated by attack
on the sovereignty or territorial integrity of an alliance partner, regardless of whether the
goals of the action are to maintain the status quo” (see Leeds et al., 2002).
Looking at this network from a blockmodelling perspective, there are several questions
that we can pose. First of all, do the alliances between countries induce a partition of
the network that is meaningful from a geopolitical perspective? Moreover, will the blocks
found be in line with geographic proximity and political affinity, or will there be some other
characteristics driving the grouping? And finally, what can the resulting block-structure
tell us about the global system of alliances?
3.2 Butterfly Similarity Network
The second real-world instance is a butterfly similarity weighted network, constructed us-
ing the data presented by Wang et al. (2009) and available from Zittnik et al. (2018).
Nodes represent butterflies and valued edges depict visual similarities between them. The
similarity scores lie in the interval [0, 1], with a higher value implying a higher level of
similarity. Scores are computed using butterfly images, as described in Wang et al. (2009).
Information on the species to which each butterfly belongs is also available, with each
unit belonging to a single species. A total of 10 species are present, implying a “natural”
partition of the network in 10 blocks.
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In this case, there is one clear question that emerges: are the communities found by
using visual similarity scores in agreement with how biologists categorized butterfly species?
In other words, are we able to recover the “ground truth” communities of the network via
stochastic blockmodelling?
3.3 Email Exchanges Network
The last network consists of anonymized email data from a large European research insti-
tution collected between October 2003 and May 2005 (Leskovec and Krevl, 2014). Each
node in the network represents a person, and an edge between nodes i and j is present
if person i sent person j at least one email in the examined period. The nodes featured
in this network are all members of the institution, meaning that only emails within the
institution itself are considered. Moreover, only nodes belonging to the largest ten depart-
ments are included. Since department memberships are known and individuals from the
same department are expected to behave similarly, we can consider the departments as
“ground truth” communities for the network. Given that, the questions that we pose are
straightforward: are we able to find some form of meaningful community structure in the
network considering emails alone? And if so, will the structure recovered be similar to the
partition induced by department memberships? And finally, what can email exchanges tell
us about the structure of the institution and the relationships between departments?
Before analysing this and the other previously introduced networks and examining the
correspondingly raised questions, we introduce the estimation procedures which are used
to fit the appropriate model variants.
4 Estimation Techniques
4.1 Variational Methods
The EM algorithm proved to be a powerful and numerically efficient way for estimating
parameters in mixture models (see Aitkin, 1980 or Friedl and Kauermann, 2000). Unfor-
tunately, this does not extend to the estimation of stochastic blockmodels. The complete
data log-likelihood resulting from (4) in the case of an undirected network equals
lC(Ω,pi) =
N∑
i=1
N∑
j=i
K∑
k,l=1
1{zi=k}1{zj=l}(yijωkl − exp{ωkl}) +
N∑
i=1
K∑
k=1
1{zi=k} log pik (6)
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with the side constraint
∑K
k=1 pik = 1. Applying the EM algorithm would in this case mean
calculating the posterior distribution
P (Zi = k, Zj = l |Y = y)
with y being the observed adjacency matrix. This posterior, due to the resulting depen-
dence structure of Zi and Zj, is numerically intractable (Mariadassou et al., 2010). To
circumvent such numerical hurdles, Jordan et al. (1999) proposed variational methods,
which are based on an approximation of the likelihood. Let P (y; Ω,pi) be the probability
of the data, resulting through
P (y; Ω,pi) =
K∑
k1=1
. . .
K∑
kN=1
pik1 ...pikN
N∏
i=1
N∏
j>i
λ
yij
kikj
exp{−λkikj}
which is apparently too complex from a numerical perspective. We define the lower bound
function
J(P˜ (z; ξ); Ω,pi) = logP (y; Ω,pi)−KL(P˜ (z; ξ), P (z |y; Ω,pi))
where KL( , ) defines the Kullback-Leibler divergence. If we choose P˜ (z, ξ) to be the
posterior distribution of Z given ξ, we obtain J( ; ) to be equal to the log-likelihood of the
observed data. Since this is numerically problematic, we compute the posterior distribution
of Z given ξ through independence:
P˜ (z; ξ) =
N∏
i=1
K∏
k=1
ξk
1{zi=k}
where
∑K
k=1 ξk = 1. The parameter vector ξ = (ξ1, . . . , ξK) is known as variational param-
eter, and needs to be chosen such that J(P˜ (z; ξ); Ω,pi) is maximized with respect to all
parameters. It can be shown that J( ; ) can, up to an intractable constant, be written in
a simple numerical form which allows for fast and numerically feasible estimation. The re-
maining unknown component expresses the approximation error which is typically difficult
to quantify (see Lee et al., 2020).
4.2 Vertex Switching Algorithms
Another possibility for the estimation of stochastic blockmodels is to maximize the like-
lihood through vertex switching routines. The basic idea of this type of local heuristic
algorithms is the following: starting from an initial, possibly random group assignment, a
starting value of the likelihood is computed. From there, one or more vertices are moved
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from one group to another, and the likelihood is computed again. The new allocation is
then accepted or rejected based on a function of the two likelihoods, and such procedure
runs iteratively until a maximum is found meaning until convergence is reached. Algo-
rithms of this type include single-vertex Monte Carlo and a local heuristic routine inspired
by the KernighanLin algorithm used in minimum-cut graph partitioning (Kernighan and
Lin, 1970; Karrer and Newman, 2011). In principle, computing the likelihood that many
times may seem quite expensive. On the other hand, it is not always necessary to calculate
the complete likelihood at each step. Depending on the model specification, it is often
possible to write the change in the likelihood in a computationally efficient way, so that
the algorithm becomes quite competitive in terms of speed.
The chief issue with this type of algorithm is that, given the heuristic maximization
routine, it is not possible to obtain a measure of uncertainty for group assignments. The
procedure will only produce the graph partitioning that maximizes the likelihood, without
any additional information. This is fine if the problem at hand is one of pure community
detection, but can become problematic if the goal is proper mixture modelling, as the
stochastic component of the mixture is lost. Another potential issue is the possibility to
get stuck at local maxima, which usually is tackled by running the procedure several times
with different (random) starting points.
4.3 Monte-Carlo-based EM Estimation
A third somewhat novel estimation routine is to estimate the block structure using an
EM-type algorithm including Gibbs sampling in the E step. As mentioned above, EM-
based algorithms in mixture models are generally a natural choice, although numerically
demanding. We therefore make use of approximations based on MCMC simulations. To do
so, we slightly reformulate the SBM, relating it to graphon estimation (see e.g. Latouche
and Robin, 2016 or, for a reverse link, Olhede and Wolfe, 2014 and Airoldi et al., 2013). We
here want to follow the estimation approach of Kauermann and Sischka (2019), applying
it to SBMs. Regarding the reformulation, we introduce Ui with i = 1, . . . , N as continuous
random variables within [0, 1] and divide the interval [0, 1] into K sub-intervals, with 0 =
τ0 < τ1 < . . . < τK = 1 as boundaries. Model (3) is then rewritten to
Ui ∼ Uniform[0, 1] i.i.d.
Yij|U = u ∼ Bernoulli(p(ui, uj)),
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where p : [0, 1]× [0, 1] → [0, 1] is a function (sometimes called graphon) which is assumed
to be local constant in the rectangles defined by the K groups, that is
p(ui, uj) =
K∑
k=1
K∑
l=1
1{τk−1≤ui<τk}1{τl−1≤uj<τl}pkl (7)
with pkl as defined above for k, l = 1, . . . , K. An instance of such relationship can be given
through the following illustration:
pi = (0.5, 0.2, 0.3)
P =
0.6 0.1 0.30.1 0.5 0.2
0.3 0.2 0.4

 ⇐⇒
It is not difficult to see how this model formulation is equivalent to SBMs. As such, we
obtain the group probabilities through
pik = τk − τk−1.
The idea is now to make use of model (7) to estimate both pkl as well as the interval
boundaries τ1, . . . , τK−1. Assume the matrix P = [pkl]k,l=1,...,K to be given (or set to a
current value in the algorithm). Then, from (7), the full conditional posterior can be
formulated as
gj(uj|u1, . . . , uj−1, uj+1, . . . , uN ,y) ∝
N∏
i=1
N∏
j>i
p(ui, uj)
yij(1− p(ui, uj))1−yij .
This allows for MCMC Gibbs sampling in a straightforward manner. We give details in the
Appendix. We define the posterior mode in the m-th iteration with uˆ
(m)
j for j = 1, . . . , N ,
where uˆ
(m)
j = τ
(m)
k′−1+(τ
(m)
k′ −τ (m)k′−1)/2 with index k′ defined as arg maxk
∑
t 1{τ (m)k−1<u<t·r>m ≤τ
(m)
k }
.
The M step then is carried out by maximizing the likelihood, which is easily done by
setting
pˆ
(m+1)
kl =
∑N
i=1
∑N
j=1 1{τk−1≤uˆ(m)i <τk}
1{τl−1≤uˆ(m)j <τl}
yij∑N
i=1
∑N
j=1 1{τk−1≤uˆ(m)i <τk}
1{τl−1≤uˆ(m)j <τl}
.
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It remains to update τk, or equivalently, pik. To do so, we set
pˆi
(m+1)
k = δ
(m+1)
∑N
i=1 1{τk−1≤uˆ(m)i <τk}
N
+ (1− δ(m+1)) 1
K
,
where δ(m+1) induces a step-size adaptation with δ(m+1) ∈ [0, 1] and δ(m+1) > δ(m). Such
step-size adaptation is recommendable to prevent the community size to shrink too substan-
tially before the structure of the community has been evolved properly. In general, δ(m+1)
is chosen to be one in the last iteration. As it is done for the vertex switching algorithms,
we run this MCEM algorithm several times with varying initial values and then choose
the outcome with the highest likelihood, which should here also prevent getting stuck at
a local maximum. The advantage of the reformulation of model (3) or (4) to model (7) is
that the graphon function p( , ) could also be made more complex, i.e. instead of just being
local constant one could allow for more complex structures within each interval. This is
not further discussed in this paper, but we refer to this new research strand discussed e.g.
in Vu et al. (2013).
In contrast to deterministic estimation routines, such as the vertex switching algorithm
discussed in Subsection 4.2, this modelling approach naturally yields information about
the inherent uncertainty of the proposed group allocation. In order to achieve this, we
run the E step one more time after the algorithm has converged. The resulting Gibbs
sampling sequence of this last iteration then reveals the distribution of the node allocation
with respect to the model estimate (pˆ( , ), τˆ = (0, τˆ1, . . . , τˆK−1, 1)). A normalised Gini
coefficient calculated over the assignment frequencies of a single vertex can then be used
as a measure of uncertainty, where a value near one (zero) implies a low (high) level of
uncertainty.
4.4 Choosing the Number of Blocks
A general big challenge in mixture models (and hence also in stochastic blockmodels) lies in
the choice of the number of mixture components (blocks). In fact, all the variants presented
so far require that number to be known a priori. This is typically not true in real-world ap-
plications. In mixture models the question of choosing the number of mixture components
is tackled, for instance, in Aitkin (2011). In the field of stochastic blockmodels, approaches
based on penalized likelihood criteria have emerged. In particular, Wang and Bickel (2017)
consider an approach based on the log-likelihood ratio statistic, enabling the use of a
likelihood-based model selection criterion that is asymptotically consistent. Other tech-
niques are also available: Chen and Lei (2018) develop a network cross-validation approach
which is based on a block-wise node-pair splitting technique, combined with an integrated
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step of community recovery using sub-blocks of the adjacency matrix. Mariadassou et al.
(2010) base the choice on an Integrated Classification Likelihood (ICL) criterion. Finally,
Riolo et al. (2017) present a method for estimating the number of communities in a network
using a combination of Bayesian inference and an efficient Monte Carlo sampling scheme.
While other approaches have been proposed, we will not go into further detail here. For
modelling the previously described networks, we select K such that the resulting number
of blocks is reasonable and allows for appropriate interpretation.
5 Applications
5.1 International Alliances Network
To model the network, we use the standard version of the stochastic blockmodel, as in
(3). In this case, we have opted for a relatively small number of communities (seven to be
precise) to try and capture the larger blocks of military alliances. Estimation was performed
using the Monte-Carlo-based EM routine. The resulting fitted block decomposition is given
in Figure 1. The associated world map is shown in Figure 2, where countries are coloured
by block. States coloured in grey on the map are isolates in the network, meaning that they
are not involved in any strong military alliance in 2016. Moreover, China, Cuba and North
Korea (coloured in pink) are only connected to each other, and are thus isolated from the
rest of the network and therefore excluded from the model fitting. The plots show how
the blocks recovered by the stochastic blockmodel are very much related and in accordance
with the geopolitical structure of the modern world. The network can be visually split into
two large components. In the first component, on the left side of the plot in Figure 1, the
central blue block contains most European countries together with Canada. This block is
very densely linked, as most of the countries inside it belong to NATO and other major
alliances. The orange block pretty much coincides with Central and South-America, and it
is also quite dense. The European and the American block are linked by the USA, which,
given its unique connectivity behaviour, constitutes a block on its own. The yellow block
includes mostly Asiatic countries as well as some Pacific states. The other component of
the network, on the right side of Figure 1, is made out of three blocks. The light green block
contains all countries from the Middle East together with Northern African countries such
as Libya, Tunisia, Egypt and Morocco. The red block includes countries from Central and
Western Africa. Finally, the dark green block is composed of Southern African countries.
This Southern block and the Northern African one are bridged by Sudan. As an additional
note, we can observe that the two major components of the network are linked exclusively
through France, that, while belonging to the European block, acts as a bridge between
12
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Figure 1: Global network of political alliances in 2016. Two countries are connected if they
have taken part in a strong alliance treaty. Labels indicate country codes, while nodes are
coloured by block memberships found through the standard stochastic blockmodel.
Africa and Europe itself.
In addition to the block structure, we also investigate the uncertainty of the node alloca-
tion, using the Monte-Carlo-based posterior samples. We therefore consider the last Gibbs
sampling sequence after the algorithm has converged. We investigate the three countries
with the lowest values of the normalised Gini coefficient calculated over the allocation fre-
quencies, which in turn implies the highest uncertainty. These countries are Libya (LBY),
Algeria (DZA) and Comoros (COM), which all belong the light green Arabic block. The
switching of communities exhibited by Lybia throughout the posterior sampling is illus-
trated as an example in Figure 3. It shows that the sample for uLybia mostly appears
within [0.87, 1] (the interval of the light green block), but also exhibits some stages where
it is within [0, 0.13] (the interval of the red block). The posterior frequencies for Libya as
well as for Comoros and Algeria with respect to the different groups are shown in Table 2,
which also comprises the corresponding Gini coefficients. The table shows how all three
countries have a substantial tendency to move to the Central and Western African block.
According to the fitted blockmodel, in 15 to 18 percent of the MCMC sample stages the
three countries are assigned to this red block. Turning our attention to all other coun-
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DZA
COM
LBY
Figure 2: World map with countries coloured by block. Colours are kept consistent with
Figure 1. Countries coloured in grey are isolates, meaning that they were not part of any
strong military alliance as of 2016. The isolated group formed by China, Cuba and North
Korea is coloured in pink. Purple labels indicate the countries with the highest uncertainty
in block-membership.
tries, we observe Gini coefficients which are close to one and thus exhibit only very little
uncertainty in block-membership. Altogether, this reveals how the estimated community
structure appears to be quite strong.
5.2 Butterfly Similarity Network
To model this network, we use the Poisson version of the standard stochastic blockmodel as
in (4), taking advantage of the fact that this variant is suitable to treat multi-edged networks
as well as binary ones. To fit this model, underlying similarity measures were discretized
into count data through binning. Estimation was performed using the Variational EM
approach developed by Mariadassou et al. (2010) and implemented in R by Leger (2016).
In this case, since we know that the real number of species is ten, we can simply use the
same number of communities for the estimation. Figure 4 shows the results of the model
fit compared with the partition of butterflies into species.
At a first glance, we can see that the communities recovered mirror the real species
relatively well. The most evident difference is the fact that two species (orange and yellow)
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Figure 3: Posterior sample of the latent quantity U for Libya plotted against the number
of MCMC stages. Horizontal lines represent community boundaries.
are apparently really similar, and are therefore split up by the blockmodel. Other than
that, the structure that was found does not appear to present major differences from the
biological classification of the species. To quantify the goodness of the recovered block-
structure compared to the “ground-truth” communities, several measures are available (we
refer to Jebabli et al. (2018) for a comprehensive survey). Here we opted for the Rand
Index, a measure of similarity between two data clusterings that can simply be described
as the number of agreements in classifying pairs divided by the total number of pairs
(Rand, 1971). The index takes values between 0 and 1, and in this case it is equal to 0.91,
Country
Community Gini
red blue cyan dark green yellow orange light green coefficient
Comoros 0.1748 0 0 0 0 0 0.8252 0.9417
Libya 0.1598 0 0 0 0 0 0.8402 0.9467
Algeria 0.1558 0 0 0 0 0 0.8442 0.9481
Table 2: Posterior frequencies for the three countries with the highest uncertainty in their
community memberships. The corresponding normalised Gini coefficient is depicted in the
rightmost column.
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(a) Species (b) Found Communities
Figure 4: Comparison between “ground truth” communities (species) and groups found by
the poisson stochastic blockmodel in a network of butterflies, with weighted edges repre-
senting the degree of visual similarity between them.
indicating that, given two Butterflies chosen at random, the blockmodel is able to correctly
identify if they belong to the same species or not 91% of times.
5.3 E-Mail Exchanges Network
The network of e-mails within a research institution exhibits a skewed degree distribution
that is typical of social networks. As explained above, one way to circumvent this issue
is to use degree-correction. For this application, we therefore made use of the original
version of the degree-corrected stochastic blockmodel as in (5) (Karrer and Newman, 2011).
The results of the model fitting, together with the partitioning of the network into real
departments, are visualized in Figure 5. Looking at the plots, it is evident how the model
with degree-correction is able to recover the communities quite accurately. Comparing
the partition discovered by the SBM with the actual departments, one small department
(yellow) merges into another one (blue), and an additional community is therefore found in
the central area of the network, splitting a department (grey) into two. Other than that,
the structure found is remarkably similar to the partition induced by the departments, with
some exceptions due to the existence of disconnected components within departments. In
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(a) Real Departments (b) Found Communities
Figure 5: Comparison between “ground truth” communities (departments) and groups
found by the degree-corrected stochastic blockmodel in a network of e-mail exchanges
within a large European research institution.
this case the Rand Index is equal to 0.95, indicating a very high level of agreement among
the partitions.
6 Conclusions
Mixture modelling can be extended to network data through stochastic blockmodels. Net-
works are rather complex structures, leading to computationally demanding estimation
routines. Several algorithms specific for this class of problems have emerged over time,
some of which are discussed in this paper. We also provided an overview of different
types of blockmodels by applying them to real-world network datasets. Among others, one
of the models that we showcased is the degree-corrected stochastic blockmodel, which is
particularly well-suited for networks with a highly skewed degree structure.
Considering stochastic blockmodels (and community detection problems) as mixture
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models opens up a new avenue of extensions and novel models. Looking at the many model
proposals in the field of mixture, ranging from mixing different distributions towards the
mixture of experts, it is evident that these extensions can be brought forward in network
modelling with mixtures as well. In fact, block-wise constant connectivity probabilities
could be extended towards non-constant ones. Moreover, covariates could also be included.
These extensions lie well beyond the scope of this paper, but it is evident how the long
history of mixture models, which started with Pearson (1894), has not come to an end, and
extends promisingly in the realm of networks.
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Appendix
Details on MCMC Sampling
Assuming u<t> = (u<t>1 , . . . , u
<t>
N ) to be the current state of the Markov chain, we up-
date the j-th component as follows. At first, we set u<t+1>l = u
<t>
l for l 6= j, while for
component uj we draw a new potential state u
∗
j from a uniform proposal with regard to
[0, 1] \ [τk(j,<t>)−1, τk(j,<t>)) and with [τk(j,<t>)−1, τk(j,<t>)) being the sub-interval that in-
cludes u<t>j . This leads to the acceptance probability
min
{
1,
N∏
l 6=j
[(
p(u∗j , u
<t>
l )
p(u<t>j , u
<t>
l )
)yij ( 1− p(u∗j , u<t>l )
1− p(u<t>j , u<t>l )
)1−yij]
· 1− (τk(j,<t>) − τk(j,<t>)−1)
1− (τk(j,∗) − τk(j,∗)−1)
}
, (8)
where [τk(j,∗)−1, τk(j,∗)) represents the sub-interval which includes u∗j . In the event of re-
jection we remain with the previous value u<t>j . Running the Markov chain, we get a
simulation-based estimate of the group mode, which concludes the E step. It should be
mentioned that in the beginning the number of Gibbs sampling stages taken into account
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for approximating the mode can be rather small, since the early model configurations are
potentially far from the truth and thus already imply a deviating reallocation.
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