With the rapid development and extensive use of the Internet, network security is the key point of the current research of computer researchers. The router is the key interconnection equipment in the Internet system, and it is necessary to improve the security of the router itself. The routing protocol is used in the packet switching network. Computer communication is implemented by each switching node in the network to forward data packets. At present, most of the router intrusion detection systems are based on the machine learning method. This paper proposes a Long Short Term Memory (LSTM) architecture applied to the Recurrent Neural Network (RNN), and uses the KDD Cup 1999 data set to train the IDS model. Through performance testing, the ability to efficiently and accurately classify network traffic into attacks and normal capabilities.
INTRODUCTION
Network security is one of the key challenges facing computer researchers. With the widespread use of computer networks, network security has become the most concerned problem of network developers and users. Therefore, the difficulty of intrusion detection has attracted the attention of researchers, and its purpose is to deploy efficient intrusion detection system IDS (Intrusion Detection Systems). The currently available intrusion detection mechanism suffers from high dimensional data; it is difficult to understand the underlying structure. In addition, high-dimensional data storage, transmission and processing exert a strenuous demand of system. These aspects are the most urgent problems in computing and data analysis. [1] .
The intrusion detection study began about thirty years ago. James P. Anderson is considered a pioneer in intrusion detection [2] . James P. Anderson has proposed certain types of threats to computer system security that can be determined by reviewing the information contained in the system audit trail, and many operating systems automatically create reports that detail the activities that occur on the system. In 1987, Dorothy Denning and Peter Neumann proposed a model, which was _________________________________________ considered a milestone in the field of intrusion detection. They define the basic elements of intrusion detection. IDS can be classified as misuse detection and anomaly detection. In addition, IDS can also be divided into host-based, network-based data sources. In addition, there are two techniques available, based on Statistical-Based Intrusion Detection (SBID) and Rule-Based Intrusion Detection (RBID) [3] .
The rest of the article is organized as follows: Section 2 discusses the work of deep learning and routing protocol detection in the field of intrusion detection. The third section introduces the form and the existing problems of RNN, and proposes Long Short Term Memory model to solve the problem. Section 4 discusses the settings of the KDD99 dataset. Section 5 discusses experiments and results. Finally, section 6 presents conclusions and recommendations for future work.
RESEARCH STATUS Intrusion Detection Based on Depth Learning
Over the past three decades, research on IDS has been actively pursued, generating a large number of mature applications, some of which have been commercialized. In recent years, deep neural networks have achieved great success in a variety of applications, in the field of visual and phonetic information [4] , triggering a boom in deep learning [5] .
Routing protocol detection
The routing protocol is used for computer communication in the Packet Switched Data Network (PSDN) and is implemented by each switching node in the network to forward data packets. In the Internet, these nodes are called routers.
There are two broad categories of routing protocols: distance vector routing protocol and link state routing protocol. In a distance vector routing protocol such as a Routing Information Protocol (RIP), each node periodically communicates reachability information with its neighbors, whereas, in a link state routing protocol such as the Open Shortest Path First (OSPF) protocol and the Intermediate System to Intermediate System (IS-IS) protocol, the connectivity information is passed between the nodes to build the connectivity map.
The link state routing protocol is typically used for intra-domain routing, which is used to transfer routing information between routers in the same routing domain, also known as Autonomous Systems (ASs), which are network areas under a single admin domain.
In an OSPF-based autonomous system, each router periodically floods immediate connection information to all other routers in the autonomous system through Link State Advertisement (LSA) messages contained in the Link State Update (LSU) message. The LSA message contains routing information, and each router builds a consistent view of the network topology from the routing information to route the packets correctly from the source to the destination.
At present, there are several methods known in the literature on the implementation of anomaly detection of routing protocols, most of which are based on known statistical methods such as the so-called Next-generation Intrusion Detection Expert System / Statistics (NIDES / STAT) Intrusion Detection System (IDS) or socalled OSPF-oriented detection methods [6] .
In particular, the statistical anomaly detection method of the link state routing protocol based on NIDES / STAT IDS is disclosed in the statistical anomaly detection of the link state routing protocol, and the OSPF protocol is tested mainly for the simulated shortest path first simulated internal attack.
LONG SHORT TERM MEMORY
Recurrent Neural Network (RNN) is a hotspot in the research of serial data training model, but conventional RNN cannot solve the problem of long-term dependency. This section briefly describes the form of RNN and the existing problems, and proposes Long Short Term Memory model to solve the problem.
Recurrent Neural Network
Recursive neural network is an extension of conventional feedforward neural network. Unlike the feedforward neural network, RNN introduces a directional loop that can handle the problems associated with the input data before and after, and thus has a strong model training capability. Assuming that the input sequence, the hidden vector sequence, and the output vector sequence are denoted by X, H, and Y, respectively, the input sequence is marked as X = (x 1 ,x 2 ,...,x T ), the hidden vector sequence is marked as H = (h 1 , h 2 ,...,h T ), and the output vector sequence is marked as Y=(y 1 ,y 2 ,...,y T ). The traditional RNN calculation for t = 1 to T function is:
Where the function σ is a nonlinear function, W is a weight matrix, and b is a deviation term.
The conventional RNN processes the variable length sequence input data with Back Propagation Training Time (BPTT) [7] . In BPTT, the training data is first used to train model, and then the output error gradient is saved for each time span. RNN is difficult to train, but it causes the gradient to explode or disappear while using the BPTT algorithm. Bengio et al. proposed and solved this problem [8] .
Long Short Term Memory
Long Short Term Memory (LSTM) is a model proposed by Hochreiter and Schmidhuber [9] . Fig.1 shows a single LSTM unit. We describe the equations that calculate the values of the three gates and the unit states. 
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σ is a logarithmic sigmoid function, i, f, o and c are input gate, forget gate, output gate and cell states, respectively. W ci , W cf , and W co represent the weight matrix for peering hole connections. In LSTM, three gates (i, f, o) control the flow of information. The input gate determines the input ratio. When calculating the unit state, the ratio has an effect on equation (5) . Forget gate passes through the previous memory h t-1 or not. The ratio of the previous memory is calculated in equation (4) and used in equation (5) . The output gate determines whether the output is passed through the memory cell. Equation (7) shows the process. By using LSTM, we can solve the problem caused by the disappearance of three doors and the explosion gradient. In the LSTM-RNN architecture, the cyclic hiding layer is replaced by the LSTM unit.
DATASET
KDD Cup 1999 data has been the most widely used in the assessment of network traffic analysis for intrusion detection, which was proposed by Stolfo et al. [10] , based on data captured in the DARPA IDS evaluation program. Since many intrusion detection test results are using this data set despite its old age, the data set can provide good comparison for each intrusion detection system model, and this is the reason why this paper chose KDD-99 data set.
The full KDD Cup training data set contains 4898431 connection records. Each record is associated with 41 features, classified into 22 categories according to the features. Before using the training data set, we normalize all instances from 0 to 1. The input vector is 41 features, and the output vector consists of four attacks and one nonattack. Therefore, the input dimension is 41 and the output dimension is 5. Table 1 shows the categories of attacks. DoS attacks can run out of the target server's resources and enable them to reject any services. R2L attacks allow unauthorized access from a remote machine. U2R attempts to get superuser privileges. Detection exploits are used to find vulnerabilities in the target server.
Because the data in the original data set is too large, this paper uses 10% of KDD-99 data for training and testing. However, the attack data in the DoS attack rate is the highest, the remaining data ratio is only 1%, as shown in Fig. 2 . Therefore, the traffic training weights in the IDS model can not be balanced, and DoS attacks and normal records are easier to detect than other types.
To solve this problem, we need to generate a new training data set on average, extracting 300 instances from each attack category. Due to the lack of U2R attacks records, only 30 data can be extracted from the U2R category, and 1,000 normal records are added. 
EXPERIMENT
In this section, we will first establish the IDS detection model, and use the training data set for learning and training, and then use the test set to test the model. The experimental environment is as follows:
• 
The model performance is enhanced with the increasing DR and the deceasing FAR. So new measurement efficiency (Ef) is introduced. By using this metric, we can get a more comprehensive assessment of the model:
Hyper-parameter value
In the experiment, we used normal training data set, we normalize all instances from 0 to 1. The input vector is 41 features, and the output vector consists of four attacks and one non-attack. Therefore, the input dimension is 41 and the output dimension is 5. We apply the LSTM architecture to the hidden layer. The time step, batch size, and age are 50, 100, and 500. We use the softmax output layer and the Stochastic Gradient Decent (SGD) optimizer. The loss function is the Mean Square Error (MSE).
The IDS model set up
For the test, according to the 10 test data sets selected from the KDD Cup, each data set contains 5,000 randomly selected instances. Fig. 3 shows the test rate and false alarm rate for each test data set. The results in Table 2 are summarized and the average detection rate is 0.982735. This means that the percentage of attack detection is 97.7% in the total attack instance. The average false positive rate was 0.054802. Approximately 5% of the normal instances are misclassified. Fig. 4 shows the average percentage of each attack detection, where DoS and normal instance detection are good, U2R instance detection rate is low, proved that 30 U2R instances are still too few to meet the needs of model training.
In order to make an objective evaluation, we compare the results with other classifier algorithms, as shown in Table 3 , even if the false alarm rate is higher than other algorithms, the percentage of detection rate and accuracy is the best.
CONCLUSION
This paper realizes the intrusion detection algorithm based on LSTM-RNN and evaluates the IDS model. For the training phase, the data set is generated by extracting the instance from the KDD Cup 1999 data set, and the data is processed by the twodimensional processing of the data to facilitate the convolution of the neural network. For the test phase, 10 test data sets are extracted and the performance is detected. Compared with other IDS classifiers, the intrusion detection model based on LSTM-RNN has the highest detection rate and accuracy, which proves that the long short memory network is feasible in intrusion detection. Starting from the white-listed detection rules, the false alarm rate can be reduced in the future by adding the model's normal learning data, while real data for learning and testing is provided.
