Recently, forecasting time series has attracted considerable attention in the field of analyzing financial time series data, specifically within the stock market index. Moreover, stock market forecasting is a challenging area of financial time-series forecasting. In this study, a hybrid methodology between Empirical Mode Decomposition with the Moving Average Model (EMD-MA) is used to improve forecasting performances in financial time series. The strength of this EMD-MA lies in its ability to forecast non-stationary and non-linear time series without a need to use any JIBC April 2017, Vol. 22, No.1 -2 -transformation method. Moreover, EMD-MA has a relatively high accuracy and offers a new forecasting method in time series. The daily stock market time series data of 10 countries is applied to show the forecasting performance of the proposed EMD-MA. Based on the five forecast accuracy measures, the results indicate that EMD-MA forecasting performance is superior to traditional Moving Average forecasting model.
INTRODUCTION
In financial time series analysis, one of the primary issues is modelling and forecasting financial time series data specifically stock market index. Usually, the transformation of a financial time series, rather than its original scale, is taken for describing its dynamics. Proper transformation is necessary to convert original non-stationary processes to stationary processes and subsequently to utilize mathematical and statistical properties for stationary processes.
The hybrid models combine strengths of few traditional models to get a better forecasting accuracy. Recently, several hybrid models were applied EMD in the literature for time series forecasting. That by using EMD to decompose the nonstationary and non-linear time series data into Intrinsic Mode Functions (IMFs) and residual components. And then use forecasting model to forecast each component. Then all these forecasted values were aggregated to produce the final forecasted value of the original time series.
Such as in Abadan et al. [1] used a hybrid EMD-ARIMA (Autoregressive integrated moving average) to forecasting the monthly prices of rice data [2] . Also, Li and Wang [3] also used the same methodology, but with wind speed data. A hybrid EMD-AR (Autoregressive) model was developed by coupling an AR model with the EMD technique in Duan et al. [4] . A hybrid EMD-LSSVR (least squares support vector regression) forecasting model has been applied on foreign exchange rate in Lin et al. [5] . While in Tatinati and Veluvolu [6] used a hybrid of EMD, LS-SVM (Least SquaresSupport Vector Machines), and AR model with Kalman filter to predict wind speed data.
With regard to all those literature reviews, this study attempts to apply a hybrid of EMD-MA to forecast the daily stock market data of 10 countries. In order to assess the performance of forecasting, and the proposed method is compared with traditional Moving Average forecasting model. Experimental results show that the proposed method is superior to existing method in terms of three accuracy forecasting measure. Section 2 introduces methods is used in methodology in this paper which are EMD, IMF and Moving Average Model. Section 3 presented the proposed methodology with flowchart explain the steps. Section 4 analyzes the daily stock market time series data of 10 countries with a discussion the result showing the capability of EMD-MA. Finally, in Section 5 some concluding remarks are addressed.
METHODOLOGY
In this section, the various steps for the implementation of the EMD-MA forecasting method are described in detail. Which are Empirical Mode Decomposition and Moving Average Model?
Empirical Mode Decomposition [EMD]
EMD was described by Huang et al. [7] , and this method has been modified by Jaber et al. [8] and Lu [9] . The main idea of EMD is the decomposing of nonlinear and nonstationary time series data into several of simple time series. And it analyzing time series with keeping the time domain of the signal. It supplies a strong and adaptive process to decompose a time series into a combination of time series that known as intrinsic mode functions (IMF) and residual. Later, the original signal can be constructed back as the following:
Where x(t) represents the original time series, r(t) represents the residue of the original time series data decomposition and IMF i represent the i th intrinsic mode function (IMF) series.
In order to estimate these IMFs, the following steps should be initiated and the process is called the sifting process of time series x(t) are shown below:
1. Start the first step by taking the original time series x(t) for sifting process and assuming the iteration index value is i=1 2. Then, evaluate all of local extreme values of the time series x(t) 3. After that, form the local maxima (local upper) envelope function u(t) by connecting all local maxima values using a cubic spline line. In a similar way, form the local minimum (local lower) envelope function l(t), and then form the mean function m(t) by using this following;
4. Next, define a new function h(t) using the mean envelope m(t) and the signal x(t) on this formula:
Check the function h(t) is an IMF, according to IMF conditions (shown in the second part of this section). If the function h(t) has satisfied IMF conditions, then go to step 5. If not, go back to step 2 and renew the value of x(t) such that became h(t), repeat steps 2 again until 4.
5. In step 5, firstly save the result of the IMF obtain from the last step. Secondly, renew the iteration index value such that became i=i+1. Thirdly attain the residue function r(t) using the IMF and the signal x(t) on the formula.
IMF i (t)=h(t)r i+1 (t)=x(t)IMF i (t)
6. Finally, make a decision whether the residue function r(t) that acquire from step 5 is a monotonic or constant function. Then, save the residue and all the IMFs obtained. If the residue is not monotonic or constant function, return to step 2.
The steps 1 to 6 which were discussed above allow the sifting process (EMD algorithm) to separate time-altering signal features. Figure 1 summarizes all the steps.
Intrinsic Mode Function (IMF)
Based on the EMD algorithm presented in the previous section, the IMF produces by the sifting process need to satisfy two conditions. 
where u(t) represents the envelope function generated by using cubic spline line on all local maxima, l(t) represents the envelope function generated by using a cube spline line on all local minima, m(t) represents the mean function that it was obtained by evaluating the mean of u(t) and l(t), and ε is a very small positive number that close to zero, sometime equal zero.
Moving Average Model (MA)
A moving-average of time series data is the result of calculating the average for a number of past data observation.
On other word, a moving-average model is a model of linear regression uses past error value of the time series.
The moving average model of order q is denoted by MA(q), is formally given by [2] :
where µ is the mean of the series, and θ 1 ,…, θ q are the parameters may be positive or negative. And the εt, ε t−1 ,…, ε t−q , are white noise error terms. The value of q is called the order of the MA model. This can be written using the backshift operator B as
The autocorrelation function is used to determine the order q.
PROPOSE METHODOLOGY AND DATA
Data
In this study, nonlinear and non-stationary time series data from the daily stock market of 10 countries are used. Table 1 presents the names of countries with the Basic statistics and the number of observations for each country, where SD is Standard Deviation, Sk is Skewness, Kts is Kurtosis and N is Number of observations. The data are extracted from the Yahoo finance website. Figure 2 shows the time series plot of these countries. The daily closing prices are used as a general measure of the stock market over the past six years. The whole data set for each country -covers the period from 9 February 2010 to 7 January 2016. The data set is divided into two parts. The first part (n observations) is used to determine the specifications of the models and parameters. The second part, on the other hand, (h observations) is reserved for out-ofsample evaluation. This part is used comparison of performances among various forecasting models. Singapore stock market data are taken as example. Where the number observation is N=1501, the first part is n=1500, 1499, 1498, 1497, 1496 and 1495 and the second part is h=1, 2, 3, 4, 5 and 6 respectively, are used. 
Propose Methodology
The proposed methodology consists of three stages. 
RESULT AND DISCUSSION
In this study, stock market time series data of 10 countries are used to present the forecasting accuracy of the EMD-MA method. 
CONCLUSION
Time series forecasting still remains as one of the most difficult area due to the nonstationary and non-linearity of financial time series data. In this study, we have presented a new hybrid method, a composite of empirical mode decomposition with Moving Average model (EMD-MA) for non-stationary and nonlinear time series forecasting. EMD-MA was tested on daily stock market time series data of 10 countries based on the comparison of five of forecast accuracy measurements. It was found that EMD-MA is able to outperform the traditional Moving Average model. Thus, this paper has strengthened the idea that EMD-MA forecasting method is suitable for nonstationary and nonlinear time series.
