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NAKAYAMA AUTOMORPHISMS OF ORE EXTENSIONS OVER
POLYNOMIAL ALGEBRAS
LIYU LIU AND WEN MA
Abstract. Nakayama automorphisms play an important role in several math-
ematical branches, which are known to be tough to compute in general. We
compute the Nakayama automorphism ν of any Ore extension R[x;σ, δ] over
a polynomial algebra R in n variables for an arbitrary n. The formula of ν is
obtained explicitly. When σ is not the identity map, the invariant EG is also
investigated in term of Zhang’s twist, where G is a cyclic group sharing the
same order with σ.
1. Introduction
In the past three decades, a great deal of research appears on Artin–Schelter reg-
ular algebras arising from noncommutative projective algebraic geometry and on
noetherian Hopf algebras. Associated to these algebras, there are automorphisms
that play an important role in studying and/or classifying them. They are related
with the study of rigid dualizing complexes, Hopf algebra actions, noncommuta-
tive invariant theory, Zariski cancellation, and so forth. Such automorphisms are
nowadays called Nakayama automorphisms in the literature. Examples of algebras
that have Nakayama automorphisms are: noetherian Artin–Schelter Gorenstein
algebras, many noetherian Hopf algebras, some (co)invariant subalgebras of Artin–
Schelter regular algebras under Hopf algebra actions, Poincare´–Birkhoff–Witt de-
formations of some graded algebras. In general, Nakayama automorphisms are
known to be tough to compute. We refer to [1], [2], [3], [8], [10], [11], [13], [14], [15],
[16] and the references therein for the progress on this topic during the past years.
Nakayama automorphisms, which turn out to be unique up to inner for an alge-
bra, are related with twisted Calabi–Yau algebras (or skew Calabi–Yau algebras);
in particular, a homologically smooth algebra whose Nakayama automorphism is
inner is Calabi–Yau in the sense of Ginzburg [4]. Calabi–Yau algebra is an alge-
braic structure arising from the geometry of Calabi–Yau manifolds and homological
mirror symmetry. It has attracted much interest in recent years.
On top of the examples we mentioned above, one can construct new algebras
belonging to the class via a given algebra having a Nakayama automorphism; for
instance, by Ore extensions. In order to study right coideal subalgebras of quantized
enveloping algebras and 5-dimensional Artin–Schelter regular algebras, Wang, Wu
and the first author proved that if A is twisted Calabi–Yau with Nakayama auto-
morphism νA then the Ore extension E = A[x;σ, δ] has Nakayama automorphism
νE such that νE |A = σ
−1νA and νE(x) = λx + b for an invertible λ ∈ A and
b ∈ A [9]. The only drawback is that λ, b are not completely determined. This
result was improved by several professionals in different contexts, cf [5], [6], [18],
etc. Among them, Zhu, Van Oystaeyen and Zhang showed that λ is equal to the
homological determinant hdet(σ) of σ, introduced by Jørgensen and Zhang [7], for
any trimmed graded Ore extension A[x;σ] over a Koszul Artin–Schelter regular
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algebra A. Notice that there are numerous automorphisms that are not graded for
a specific graded algebra, even for a polynomial algebra. Besides, the parameter b
is still unknown for non-trimmed Ore extensions.
In this paper, we partially make up for the deficiency of the result in [18]. We
focus on Ore extensions R[x;σ, δ] where R is the polynomial algebra k[z1, . . . , zn],
but we do not impose any restrictive conditions about the automorphism σ and the
σ-derivation δ. By regarding R as a noncommutative algebra, we introduce in §2 a
noncommutative version of partial derivation ∆p with respect to each variable zp
(1 ≤ p ≤ n). In terms of ∆p, there is a determinant J which is analogous to the
classical Jacobian determinant. We call J the noncommutative Jacobian determi-
nant, and discuss relations between it and the classical one. Following the idea in
[9], we construct a bounded resolution of E = R[x;σ, δ] by finitely generated free
left Ee-modules in §3. The differentials of this resolution are expressed explicitly,
by using ∆p and J.
In §4, we compute the Nakayama automorphism ν of E, completely determining
the two parameters λ and b. We capture λ and b in several different cases. The
results are summarized as follows (Theorems 4.2, 4.5, and Corollary 4.3):
Theorem 1.1. Let E = R[x;σ, δ] be an Ore extension, and J the Jacobian deter-
minant of σ. Then the Nakayama automorphism ν satisfies ν|R = σ
−1 and
(1) ν(x) = x+∇ · Xδ if σ = id, where Xδ is a vector field determined by δ and
∇ · Xδ stands for the divergence of Xδ.
(2) ν(x) = Jx + Jκ − σ−1q (κ) if σ 6= id, where κ is in the quotient field of R
and σq is an extension of σ. Both κ and σq are uniquely determined.
As a consequence, E is Calabi–Yau if and only if σ = id and ∇ · Xδ = 0.
Suppose σ 6= id, and let G be a cyclic group of order equal to that of σ (also equal
to that of ν). There is aG-action on E naturally. We investigate the invariantEG in
§5. In this section, we first extend σ, δ to the quotient field Rq of R. The extended
automorphism is denoted by σq, and the extended σq-derivation is denoted by δq,
respectively. A larger Ore extension Eq = Rq[x;σq, δq] is hence obtained. Next we
show that the invariant EGq is isomorphic to the Zhang’s twist tw(R̂q, σ̂q) of a graded
algebra R̂q via a graded automorphism σ̂q. Later on, we discuss the subalgebra E
G
of EGq in two cases. The case κ ∈ R is very easy, under which we deduce that E
G
is isomorphic to the Zhang’s twist tw(R̂, σ̂); the other case κ /∈ R is quite subtle
because sometimes EG carries a graded algebra structure in a natural way but
sometimes not. If EG is not graded, we equip it with a filtration, whose associated
graded algebra grEG is proven to be a graded subalgebra of tw(R̂, σ̂). The graded
subalgebra may happen to be tw(R̂, σ̂) itself. The results are summarized as follows
(Theorem 5.4):
Theorem 1.2. Let E = R[x;σ, δ] be an Ore extension with σ 6= id. Then
(1) grEG is isomorphic to a graded subalgebra of tw(R̂, σ̂),
(2) grEG is isomorphic to tw(R̂, σ̂) if either ν(x) = Jx or σ is of finite order
r with chark ∤ r.
Throughout this paper, k is a field and all algebras are over k unless stated
otherwise. Unadorned ⊗ means ⊗k.
2. Preliminaries
Let A be an algebra andM an A-bimodule. The group of algebra automorphisms
of A is denoted by Aut(A). For any σ ∈ Aut(A), denote by σM (resp. Mσ) the
left A-module (resp. right A-module) whose ground k-module is the same with M
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and whose left (resp. right) A-action is twisted by σ, that is, a ⊲ m = σ(a)m (resp.
m ⊳ a = mσ(a)) for any a ∈ A, m ∈M .
Let Aop be the opposite algebra of A, and Ae = A⊗Aop the enveloping algebra
of A. We will often identify A-bimodules with left or right Ae-modules, for conve-
nience. Recall that A is homologically smooth if A as a left (or equivalently, right)
Ae-module, admits a finitely generated projective resolution of finite length.
Definition 2.1. An algebra A is called ν-twisted Calabi–Yau of dimension d for
ν ∈ Aut(A) and d ∈ N if
(1) A is homologically smooth,
(2) there are isomorphisms of A-bimodules
ExtiAe(A,A
e) ∼=
{
Aν , i = d,
0, i 6= d,
in which the regular left module structure on Ae is used for computing
the Ext-group, and the right one induces the A-bimodule structure on the
Ext-group.
Let R be an algebra. Given an endomorphism σ on R and a σ-derivation δ,
one obtains an extension E = R[x;σ, δ] over R which is called an Ore extension.
We assume that the reader is familiar with this topic. For details we refer to [12].
Since E will inherit nice properties from R if σ is an automorphism, we require in
this paper that σ is always an automorphism when Ore extensions are mentioned.
Customarily, an Ore extension is called trimmed if δ = 0, called differential if
σ = id. In both cases, we write R[x;σ] and R[x; δ] respectively.
Lemma 2.1. Let E = R[x;σ, δ] be an Ore extension. Then there is a short exact
sequence
0 −−→ Eσ ⊗R E
ρ¯
−−→ E ⊗R E −−→ E −−→ 0
of E-bimodules where ρ¯(1 ⊗ 1) = x⊗ 1− 1⊗ x.
Theorem 2.2. [9, Thm. 2] Let E = R[x;σ, δ] be an Ore extension. If R is νR-
twisted Calabi–Yau of dimension d, then E is νE-twisted Calabi–Yau of dimension
d+ 1 where νE is determined by νE |R = σ
−1νR and νE(x) = λx+ b with λ, b in R
and λ invertible. Moreover, λ depends only on σ, and b depends on both σ and δ.
Remark 2.1. The parameters λ and b have not been completely determined so far.
Though, other professionals improve Theorem 2.2 a lot, mainly dealing with the
first parameter λ in several contexts. As far as the author knows, the following two
are of importance and of interest:
(1) [5] If σ = νR and δ = 0, then νE(x) = x. As a consequence, every twisted
Calabi–Yau algebra admits a trimmed Ore extension that is Calabi–Yau.
(2) [18] If R is graded Koszul, σ ∈ GrAut(R), and δ = 0, then ν(x) = hdet(σ)x.
From now on, let R = k[z1, z2, . . . , zn] be the polynomial algebra in n variables.
Denote σi = σ(zi) and δi = δ(zi). Then σ is completely determined by the n-tuple
(σ1, . . . , σn), and respectively, δ is determined by (δ1, . . . , δn).
For any polynomial ϕ in R, we write dϕ = 1 ⊗ ϕ − ϕ ⊗ 1; it is called the
noncommutative 1-form of ϕ in noncommutative geometry. For each 1 ≤ p ≤ n,
define the linear map ∆p : R→ R ⊗R by
∆p(z
i1
1 · · · z
in
n ) =
ip∑
s=1
zip−sp z
ip+1
p+1 · · · z
in
n ⊗ z
i1
1 · · · z
ip−1
p−1 z
s−1
p .
4 LIYU LIU AND WEN MA
Lemma 2.3. For any polynomial ϕ, one has dϕ =
n∑
p=1
∆p(ϕ)dzp.
Proof. Straightforward. 
If µ is the multiplication map of R, then we can check µ∆p = ∂/∂zp. Hence ∆p
is sometimes called the noncommutative partial derivation with respect to zp, and
Lemma 2.3 is analogous to the total differential formula in calculus.
We will introduce a determinant J in terms of ∆p which are somewhat Jacobian-
like. By definition, J = |∆j(σi)|n×n, and we called it the noncommutative deter-
minant of σ. In fact, µ(J) is equal to the common Jacobian determinant J of σ.
For any pair of sequences (i1, . . . , ip) and (j1, . . . , jp) in {1, 2, . . . , n}, define J
i1...ip
j1...jp
to be the determinant of order p whose (u, v)-entry is ∆jv (σiu).
3. Free resolutions
In this section, we follow the idea used in [9] to construct a free resolution of E
as an Ee-module.
Let KR
•
be the Koszul resolution of R, i.e., KRp is free over R ⊗ R with basis
{ei1...ip | 1 ≤ i1 < · · · < ip ≤ n}. Then K• := E ⊗R K
R
•
⊗R E is a left E
e-projective
resolution of E ⊗R E (here we identify E-bimodules with left E
e-modules) whose
differentials are given by
dp(ei1...ip) =
p∑
v=1
(−1)vdzivei1...îv ...ip .
Likewise, denoting by e′i1...ip a copy of ei1...ip , we then have an E
e-projective reso-
lution K′
•
of Eσ ⊗R E whose differentials are given by
d′p(e
′
i1...ip) =
p∑
v=1
(−1)vσdziv e
′
i1...îv ...ip
,
where σdzi = 1⊗ zi − σi ⊗ 1. Let us lift ρ¯ to a morphism ρ : K
′
•
→ K
•
of complexes
for trimmed and differential Ore extensions respectively.
Proposition 3.1. Let E = R[x;σ] be a trimmed Ore extension, and ρ¯ as given in
Lemma 2.1. Define ρ = {ρp : K
′
p → Kp}0≤p≤n to be
ρp(e
′
i1...ip) = (x⊗ 1)ei1...ip − (1 ⊗ x)
∑
j1<···<jp
J
i1...ip
j1...jp
ej1...jp .
Then ρ is a lifting of ρ¯.
Proof. Let us compute ρp−1d
′
p(e
′
i1...ip) and dpρp(e
′
i1...ip) for all p. We have
ρp−1d
′
p(e
′
i1...ip) = ρp−1
( p∑
v=1
(−1)vσdziv e
′
i1...îv ...ip
)
=
p∑
v=1
(−1)vσdziv
(
(x⊗ 1)ei1...îv ...ip −
∑
j1...jp−1
(−1)v(1⊗ x)J
i1...îv ...ip
j1...jp−1
ej1...jp−1
)
= (x⊗ 1)
p∑
v=1
(−1)vdziv ei1...îv ...ip − (1⊗ x)
p∑
v=1
∑
j1...jp−1
(−1)vdσivJ
i1...îv ...ip
j1...jp−1
ej1...jp−1 ,
and
dpρp(e
′
i1...ip) = dp
(
(x ⊗ 1)ei1...ip − (1⊗ x)
∑
j1...jp
J
i1...ip
j1...jp
ej1...jp
)
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= (x⊗ 1)
p∑
v=1
(−1)vdzivei1...îv ...ip − (1⊗ x)
p∑
v=1
∑
j1...jp
(−1)vdzjvJ
i1...ip
j1...jp
ej1...ĵv ...jp
.
In order to prove that they are equal, it suffices to show
(3.1)
p∑
v=1
∑
j1...jp−1
(−1)vdσivJ
i1...îv ...ip
j1...jp−1
ej1...jp−1 =
p∑
v=1
∑
j1...jp
(−1)vdzjvJ
i1...ip
j1...jp
ej1...ĵv ...jp
.
Notice that by Lemma 2.3, we have
p∑
v=1
(−1)vdσivJ
i1...îv ...ip
j1...jp−1
=
n∑
l=1
p∑
v=1
(−1)v∆l(σiv )dzlJ
i1...îv ...ip
j1...jp−1
= −
n∑
l=1
dzlJ
i1...ip
lj1...jp−1
,
where the last equality holds by expanding the determinant J
i1...ip
lj1...jp−1
along the
first column. Since J
i1...ip
lj1...jp−1
= 0 for all l ∈ {j1, . . . , jp−1}, we have
LHS of (3.1) = −
∑
j1...jp−1
n∑
l=1
dzlJ
i1...ip
lj1...jp−1
ej1...jp−1
= −
∑
lj1...jp−1
dzlJ
i1...ip
lj1...jp−1
el̂j1...jp−1
+
∑
j1l...jp−1
dzlJ
i1...ip
j1l...jp−1
ej1 l̂...jp−1
+ · · ·+
∑
j1...jp−1l
(−1)pdzlJ
i1...ip
j1...jp−1l
ej1...jp−1 l̂
= RHS of (3.1). 
Proposition 3.2. Let E = R[x; δ] be a differential Ore extension, and ρ¯ as given
in Lemma 2.1. Define ρ = {ρp : K
′
p → Kp}0≤p≤n to be
ρp(e
′
i1...ip) = (x⊗ 1− 1⊗ x)ei1...ip +
n∑
s=1
p∑
u=1
(−1)u∆s(δiu)esi1...îu...ip .
Then ρ is a lifting of ρ¯.
Proof. Like in the proof of Proposition 3.2, we have
ρp−1d
′
p(e
′
i1...ip) = ρp−1
( p∑
v=1
(−1)vdziv e
′
i1...îv ...ip
)
=
p∑
v=1
(−1)vdziv
(
(x⊗ 1− 1⊗ x)ei1...îv ...ip +
n∑
s=1
v−1∑
u=1
(−1)u∆s(δiu)esi1...îu...îv ...ip
+
n∑
s=1
p∑
u=v+1
(−1)u−1∆s(δiu)esi1...îv ...îu...ip
)
= (x⊗ 1− 1⊗ x)
p∑
v=1
(−1)vdzivei1...îv ...ip −
p∑
v=1
(−1)vdδiv ei1...îv ...ip
+
n∑
s=1
∑
1≤u<v≤p
(−1)u+v
∣∣∣∣∣∆s(δiu) dziu∆s(δiv ) dziv
∣∣∣∣∣ esi1...îu...îv ...ip ,
and by Lemma 2.3,
dpρp(e
′
i1...ip) = dp
(
(x ⊗ 1− 1⊗ x)ei1...ip +
n∑
s=1
p∑
u=1
(−1)u∆s(δiu )esi1...îu...ip
)
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= (x⊗ 1− 1⊗ x)
p∑
v=1
(−1)vdzivei1...îv ...ip +
n∑
s=1
p∑
u=1
(−1)u∆s(δiu)
(
−dzsei1...îu...ip
+
u−1∑
v=1
(−1)v+1dzivesi1...îv ...îu...ip +
p∑
v=u+1
(−1)vdziv esi1...îu...îv ...ip
)
= (x⊗ 1− 1⊗ x)
p∑
v=1
(−1)vdzivei1...îv ...ip −
p∑
u=1
(−1)udδiuei1...îu...ip
+
n∑
s=1
∑
1≤u<v≤p
(−1)u+v
∣∣∣∣∣∆s(δiu) dziu∆s(δiv ) dziv
∣∣∣∣∣ esi1...îu...îv ...ip .
Therefore, ρp−1d
′
p = dpρp holds true for all p. 
Corollary 3.3. Let E and ρ be in Propositions 3.1 or 3.2, cone(ρ) is a free reso-
lution of E as a left Ee-module.
4. Nakayama automorphisms
In order to compute the Nakayama automorphism ν of trimmed or differential
E (or equivalently the cohomological group Extn+1Ee (E,E
e)), let us observe the
differential dρn+1 : cone(ρ)n+1 → cone(ρ)n. By Corollary 3.3, we know
Extn+1Ee (E,E
e) = Hn+1HomEe(cone(ρ), E
e) = Ee/ imdρ∨n+1
where dρ∨n+1 = HomEe(d
ρ
n+1, E
e) is the dual of dρn+1. The E-bimodule structure on
Ee/ imdρ∨n+1 inherits from the multiplication on E
e from right, i.e.,
e1 ⊲
(∑
x1 ⊗ x2 + im d
ρ∨
n+1
)
⊳ e2 =
∑
x1e2 ⊗ e1x2 + im d
ρ∨
n+1.
On the other hand, Extn+1Ee (E,E
e) ∼= Eν is proven in Theorem 2.2.
Lemma 4.1. Let E be trimmed or differential whose Nakayama automorphism is
ν. For any a, f in E, ν(a) = f if and only if a⊗ 1− 1⊗ f ∈ im dρ∨n+1.
Proof. We choose an automorphism θ : Ee/ im dρ∨n+1 → E
ν , and suppose θ−1(1) =∑
y1 ⊗ y2 :=
∑
y1 ⊗ y2 + im d
ρ∨
n+1 and θ(1 ⊗ 1) = k. It follows that
1 = θ
(∑
y1 ⊗ y2
)
=
∑
y2 ⊲ θ(1⊗ 1) ⊳ y1 =
∑
y2kν(y1) = k
∑
y2ν(y1).
Necessarily, k ∈ k \ {0}, and without loss of generality, we assume k = 1. Hence
ν(a) = f ⇐⇒ θ(1⊗ 1) ⊳ a = f ⊲ θ(1⊗ 1)
⇐⇒ θ(a⊗ 1) = θ(1 ⊗ f)
⇐⇒ a⊗ 1 = 1⊗ f
⇐⇒ a⊗ 1− 1⊗ f ∈ im dρ∨n+1. 
4.1. Trimmed case. As free Ee-modules, cone(ρ)n+1 and cone(ρ)n are of rank 1
and n respectively. By Proposition 3.1,
dρn+1(e
′
12...n) = ρn(e
′
12...n) + d
′
n(e
′
12...n)
=
(
x⊗ 1− (1⊗ x)J
)
e12...n +
n∑
i=1
(−1)iσdzie
′
1...ˆi...n
.
The differential is thus represented by the matrix (multiplying from right)
M =
(
x⊗ 1− (1⊗ x)J,−σdz1,
σ
dz2, . . . , (−1)
nσ
dzn
)
.
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We then immediately have f ⊗ 1 − 1 ⊗ σ−1(f) ∈ im dρ∨n+1 for all f ∈ R. It follows
from Lemma 4.1 that ν(f) = σ−1(f), in accordance with Theorem 2.2. For ν(x),
we write J =
∑
g1 ⊗ g2 and recall that the Jacobian determinant J of σ satisfies
J = µ(J) =
∑
g1g2. Hence
x⊗ 1 ≡ (1⊗ x)J =
∑
g1 ⊗ g2x
≡
∑
1⊗ g2xσ
−1(g1) =
∑
1⊗ g2g1x
= 1⊗ Jx (mod im dρ∨n+1).
By Lemma 4.1, ν(x) = Jx.
Remark 4.1. When σ is a graded algebra homomorphism, J is equal to the homo-
logical determinant hdet(σ) (cf. [7]). Hence, the formula ν(x) = Jx coincides with
[18, Prop. 3.15].
4.2. Differential case. In this case, by Proposition 3.2,
dρn+1(e
′
12...n) = ρn(e
′
12...n) + d
′
n(e
′
12...n)
=
(
x⊗ 1− 1⊗ x−
n∑
u=1
∆u(δu)
)
e12...n +
n∑
i=1
(−1)idzie
′
1...ˆi...n
,
and thus
M =
(
x⊗ 1− 1⊗ x−
n∑
u=1
∆u(δu),−dz1, dz2, . . . , (−1)
n
dzn
)
.
Similar with the trimmed case, we have ν(f) = f for any polynomial f ∈ R, in
accordance with Theorem 2.2.
Since in the differential case
δ =
n∑
i=1
δi
∂
∂zi
,
we then have the vector field Xδ = (δ1, δ2, . . . , δn) on the affine space A
n
k
, and then
∇ · Xδ denotes the divergence of this vector field.
Theorem 4.2. Let E = R[x; δ] be a differential Ore extension. The Nakayama
automorphism ν of E is then given by ν|R = id and
ν(x) = x+∇ · Xδ.
Proof. It is sufficient to show the expression of ν(x) given in the theorem is true.
In fact, let us write
∑
f1 ⊗ f2 for
∑n
u=1∆u(δu). Then
x⊗ 1 ≡ 1⊗ x+
∑
f1 ⊗ f2
= 1⊗ x−
∑
df1(1 ⊗ f2) + 1⊗
∑
f1f2
≡ 1⊗ x+
n∑
u=1
1⊗ µ(∆u(δu))
= 1⊗
(
x+
n∑
u=1
∂δu
∂zu
)
= 1⊗ (x+∇ · Xδ) (mod im d
ρ∨
n+1). 
Corollary 4.3. Let E = R[x;σ, δ] be an Ore extension. Then E is Calabi–Yau if
and only if σ = id and ∇ · Xδ = 0.
Proof. The necessity follows from Theorem 2.2, and the sufficiency from Theorem
4.2. 
8 LIYU LIU AND WEN MA
4.3. Non-differential case. We are going to compute the Nakayama automor-
phism of E = R[x;σ, δ] with σ 6= id. First of all, let us present a lemma about
σ-derivations.
Lemma 4.4. Let σ 6= id and δ be a σ-derivation. Then there is a unique κ in the
quotient field Rq of R such that δ(h) = κ(σ(h)− h) for all h ∈ R.
Proof. Since R is commutative, by applying the Leibniz’s rule to δ(fg) and δ(gf),
we have
δ(f)(σ(g) − g) = δ(g)(σ(f) − f)
for all f , g ∈ R. Choose any f such that σ(f) 6= f . If δ(f) = 0, then δ = 0, and
we hence obtain κ = 0. If δ(f) 6= 0, then δ(g) 6= 0 if and only if σ(g) 6= g. So
the quotient δ(f)/(σ(f)− f) is independent of the choice of f , which is the desired
κ. 
Notice that the automorphism σ on R extends to Rq naturally, we write σq ∈
Aut(Rq) for the extension.
Theorem 4.5. Let E = R[x;σ, δ] be an Ore extension with σ 6= id, and κ as in
Lemma 4.4. Then the Nakayama automorphism ν of E is given by ν|R = σ
−1 and
(4.1) ν(x) = Jx+ Jκ− σ−1q (κ).
Proof. We have proven the theorem in §4.1 for δ = 0. When δ 6= 0, we know that
ν(x) = Jx + b for an undetermined b ∈ R by Theorem 2.2. Let f ∈ R be such
that σ(f) 6= f . We then apply ν to the relation xf = σ(f)x+ δ(f), obtaining that
(Jx + b)σ−1(f) = f(Jx + b) + σ−1δ(f), or equivalently, Jδσ−1(f) + bσ−1(f) =
fb+ σ−1δ(f). Hence
b = J
δσ−1(f)
f − σ−1(f)
−
σ−1δ(f)
f − σ−1(f)
= Jκ− σ−1q
(
δ(f)
σ(f)− f
)
= Jκ− σ−1q (κ),
and it follows that ν(x) = Jx+ Jκ− σ−1q (κ), as desired. 
Remark 4.2. As a consequence, we have
σrq(κ) ≡ J
−rκ (mod R)
for all integers r. This equation is trivial if κ ∈ R, however, this is not obvious
if κ /∈ R. The authors have not yet found a proof of it without using Nakayama
automorphism.
Corollary 4.6. The orders of σ and of ν are equal.
Proof. Denote by o(α) the order of an automorphism α. Then o(σ) ≤ o(ν) since
ν|R = σ
−1. For o(σ) ≥ o(ν), we may assume o(σ) is finite, say m. It follows from
(4.1) that νr(x) = Jrx+ Jrκ− σ−r(κ) for all integers r. Hence νm(x) = x, forcing
o(ν) ≤ m, as required. 
5. Invariants under Nakayama automorphisms
In the present section, we suppose σ 6= id, and let κ be as in Lemma 4.4. Let
G be a cyclic group of order equal to that of σ, then by Corollary 4.6, we have
G-actions on R and on E naturally.
Our goal is to study the invariant EG = {a ∈ E | ν(a) = a}. For the purpose,
let us construct a subsidiary Ore extension as follows. Since σq is an automorphism
on Rq, we define δq : Rq → Rq by δq(c) = κ(σq(c)− c) for all c ∈ Rq. It is evident
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to check that δq is a σq-derivation and δq|R = δ. So we have an Ore extension
Eq = Rq[x;σq, δq] that contains E as a subalgebra.
The group G acts on Eq via νq where νq ∈ Aut(Eq) is the unique extension
of ν. We will determine EGq . Let S
r
s(a1, a2, . . . , as) be the elementary symmetric
polynomial of degree r in variables a1, a2, . . . , as, where 1 ≤ r ≤ s. We adopt
S
0
s(a1, a2, . . . , as) = 1.
Lemma 5.1. For all r ∈ N, (x+ κ)r =
r∑
i=0
S
r−i
r (κ, σq(κ), . . . , σ
r−1
q (κ))x
i.
Proof. Let us prove it by induction on r. When r = 0, this is clearly true. Now let
r ≥ 1 and assume that the lemma holds true for r − 1. We then have
(x + κ)r = (x+ κ)
r−1∑
i=0
S
r−1−i
r−1 (κ, σq(κ), . . . , σ
r−2
q (κ))x
i
=
r−1∑
i=0
σq
(
S
r−1−i
r−1 (κ, σq(κ), . . . , σ
r−2
q (κ))
)
xi+1
+
r−1∑
i=0
δq
(
S
r−1−i
r−1 (κ, σq(κ), . . . , σ
r−2
q (κ))
)
xi
+
r−1∑
i=0
κSr−1−ir−1 (κ, σq(κ), . . . , σ
r−2
q (κ))x
i
=
r−1∑
i=0
S
r−1−i
r−1 (σq(κ), σ
2
q(κ), . . . , σ
r−1
q (κ))x
i+1
+
r−1∑
i=0
κσq
(
S
r−1−i
r−1 (κ, σq(κ), . . . , σ
r−2
q (κ))
)
xi
=
r∑
i=1
S
r−i
r−1(σq(κ), σ
2
q(κ), . . . , σ
r−1
q (κ))x
i
+
r−1∑
i=0
κSr−1−ir−1 (σq(κ), σ
2
q(κ), . . . , σ
r−1
q (κ))x
i
=
r∑
i=0
S
r−i
r (κ, σq(κ), . . . , σ
r−1
q (κ))x
i,
namely, the lemma also holds true for r. 
By virtue of Lemma 5.1, any element ofEq can be uniquely expressed as
∑
i gi(x+
κ)i for some gi ∈ Rq. Since (4.1) can be rewritten as νq(x + κ) = J(x + κ), it is
easy to verify that
∑
i gi(x+κ)
i ∈ EGq if and only if σq(gi) = J
igi for all i. For the
sake of convenience, for any endomorphism α on a vector space V and any λ ∈ k,
denote Λαλ(V ) = {v ∈ V | α(v) = λv}. We obtain
Lemma 5.2. For an element c :=
∑
i gi(x + κ)
i in Eq, c ∈ E
G
q if and only if
gi ∈ Λ
σq
Ji (Rq) for all i. Moreover, E
G
q is an N-graded algebra with (E
G
q )0 = R
G
q .
Proof. It is sufficient to prove the last assertion. We have
EGq =
⊕
i∈N
Λ
σq
Ji (Rq)(x+ κ)
i
as vector spaces. For any f ∈ Λ
σq
Ji (Rq) and g ∈ Λ
σq
Jj (Rq),
f(x+ κ)i · g(x+ κ)j = fσi(g)(x+ κ)i+j .
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So EGq is graded by the fact σ
(
fσi(g)
)
= J ifσi(Jjg) = J i+jfσi(g). The equality
(EGq )0 = R
G
q is obvious. 
In order to study equivalence between categories of graded modules over graded
algebras, J.J. Zhang introduced a notion of twist algebra [17]. This notion is called
Zhang’s twist nowadays. Here, we are not going to repeat the original definition
of Zhang’s twist. Instead, we will introduce a special kind of Zhang’s twist which
is related with EGq . Let A be an N-graded algebra and τ a graded automorphism.
Define a new multiplication ∗τ on A by a ∗τ b = aτ
deg a(b) for all homogeneous a,
b. Then ∗τ , which turns out to be associative and preserve the grading, makes A
into a new graded algebra. The new algebra is called Zhang’s twist of A. We write
tw(A, τ) for it.
The external direct sum
⊕
i∈N Λ
σq
Ji (Rq) is a graded algebra via the multiplication
on Rq, and we denote it by R̂q. Since σq(Λ
σq
Ji (Rq)) = Λ
σq
Ji (Rq), σq induces a graded
automorphism on R̂q. The graded automorphism is denoted by σ̂q. By the proof
of Lemma 5.2, we have EGq
∼= tw(R̂q, σ̂q).
Next let us pay attention to EG as well as relations with EGq . In a similar
procedure, we obtain a graded algebra R̂ as well as a graded automorphism σ̂
induced by σ. The situation κ ∈ R is very easy because EG is a graded subalgebra
of EGq . From Lemma 5.2, we conclude
Proposition 5.3. Suppose that κ ∈ R. The invariant EG is a graded subalgebra
of EGq , more precisely, E
G =
⊕
i Λ
σ
Ji(R)(x + κ)
i with (EG)0 = R
G. Equivalently,
EG ∼= tw(R̂, σ̂).
The situation κ /∈ R is subtle. It is possible that EG is still a graded subalgebra
of EGq or not. We give the following example to indicate the possibility.
Example 5.1. Let R = k[z1, z2] and q ∈ k \ {0, 1}. Define σ by σ(z1) = qz1,
σ(z2) = z2, and define δ by δ(z1) = q− 1, δ(z2) = 0. Then κ = z
−1
1 /∈ R and J = q.
(1) If q is not a root of unity, then ΛσJi(R) is spanned by monomials z
i
1z
j
2 for all
j ∈ N. So ΛσJi(R)(x+κ)
i ⊂ EG∩(EGq )i, namely, E
G is a graded subalgebra
of EGq . Moreover, E
G ∼= tw(R̂, σ̂).
(2) If q is a primitive rth root of unity, then xr ∈ EG. However, if we express xr
as the form
∑
i gi(x+κ)
i, then gr = 1 ∈ Λ
σ
Jr (R). The fact that (x+κ)
r /∈ E
forces EG not to be a graded subalgebra of EGq .
Although EG is not a graded subalgebra of EGq in general, it admits a filtration
from the latter. In fact, since EG ⊂ EGq , we equip E
G with a filtration by FiE
G =
EG ∩ (EGq )≤i. It follows that the associated graded algebra grE
G is a graded
subalgebra of EGq
∼= tw(R̂q, σ̂q). Furthermore, for any c =
∑i
j=0 gj(x+κ)
j ∈ FiE
G,
we have gi ∈ Λ
σ
Ji(R). As a consequence, grE
G is isomorphic to a graded subalgebra
of tw(R̂, σ̂). The fact is illustrated schematically:
grEG

j
//
 _

tw(R̂, σ̂)
 _

EGq
∼=
// tw(R̂q, σ̂q)
where the map j is injective. It is natural to ask: Is j bijective? Or equivalently,
do we have grEG ∼= tw(R̂, σ̂)?
The following example gives a negative answer to it.
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Example 5.2. Let R = k[z1, z2] and chark = 0. Define σ by σ(z1) = z1 + z2,
σ(z2) = z2, and define δ by δ(z1) = z1, δ(z2) = 0. Then κ = z1z
−1
2 and J = 1. For
all i ∈ N, tw(R̂, σ̂)i = Λ
σ
1 (R) = k[z2]. We claim that 1 ∈ tw(R̂, σ̂)1 does not belong
to im j. In fact, if yes, there would be ϕ ∈ (EGq )0 such that x+ z1z
−1
2 +ϕ ∈ E. But
this is impossible because (EGq )0 = R
G
q = k(z2).
Finally, let us close this section by a theorem showing when the isomorphism
grEG ∼= tw(R̂, σ̂) holds.
Theorem 5.4. Let R, E, ν be as above. Then
(1) grEG is isomorphic to a graded subalgebra of tw(R̂, σ̂),
(2) grEG is isomorphic to tw(R̂, σ̂) if either ν(x) = Jx or σ is of finite order
r with chark ∤ r.
Proof. Assertion (1) has been proven before. Let us prove assertion (2) now.
The first case: ν(x) = Jx. For any homogeneous gi ∈ tw(R̂, σ̂)i, we have
gi ∈ Λ
σ
Ji(R). It follows that gix
i ∈ EG and gix
i = gi(x+κ)
i+lower terms ∈ FiE
G,
and we have grEG ∼= tw(R̂, σ̂).
The second case: σ is of finite order r with chark ∤ r. In this case, σ is semisimple
(i.e., diagonalizable). Choose any rth primitive root ζ of unity, and hence we have
R =
⊕
j∈Z/rZ Λ
σ
ζj (R). For the same reason, E =
⊕
j∈Z/rZ Λ
ν
ζj (E). Clearly, J = ζ
s
for a unique s ∈ Z/rZ.
For any homogeneous gi ∈ tw(R̂, σ̂)i, we decompose gix
i as
∑
j∈Z/rZ pj with
pj ∈ Λ
ν
ζj (E). All pj ’s are expressed as polynomials in x with coefficients in R.
Denote by l the highest degree of these polynomials. Namely,
pj = fl,jx
l + fl−1,jx
l−1 + · · ·+ f0,j
with f•,• ∈ R and at least one fl,j 6= 0. Obviously, l ≥ i. Since pj ∈ Λ
ν
ζj(E), and
ν(pj) = J
lν(fl,j)x
l + lower terms,
ζjpj = ζ
jfl,jx
l + lower terms,
we have J lν(fl,j) = ζ
jfl,j. It follows that σ(fl,j) = ζ
ls−jfl,j , i.e., fl,j ∈ Λ
σ
ζls−j(R).
If l > i, then 0 =
∑
j fl,j ∈
⊕
j∈Z/rZ Λ
σ
ζls−j (R) =
⊕
j∈Z/rZ Λ
σ
ζj (R). Thus all fl,j ’s
are equal to zero, a contradiction. So l = i, and together with the fact gi ∈ Λ
σ
is(R),
we conclude that fi,0 = gi and fi,j = 0 for all 1 ≤ j ≤ r. Therefore,
p0 = fi,0x
i + fi−1,0x
i−1 + · · ·+ f0,0 = gi(x+ κ)
i + lower terms
which belongs to FiE
G. Consequently, we have grEG ∼= tw(R̂, σ̂). 
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