We discuss a modified gravity model which fits cosmological observations at a level statistically indistinguishable from ΛCDM and at the same time predicts very large deviations from General Relativity (GR) in the propagation of gravitational waves (GWs) across cosmological distances. The model is a variant of the RT nonlocal model proposed and developed by our group, with initial conditions set during inflation, and predicts a GW luminosity distance that, at the redshifts accessible to LISA or at a third-generation GW detectors such as the Einstein Telescope (ET), can differ from that in GR by as much as 60%. An effect of this size could be detected with just a single standard siren with counterpart by LISA or ET. At the redshifts accessible to the LIGO/Virgo/Kagra network the effect is smaller but still potentially detectable.
1. Introduction. Attempts at modifying GR at cosmological scales are motivated by the hope of obtaining a dynamical understanding of dark energy (DE). Modified gravity theories give rise to a different cosmological evolution, with respect to the standard paradigm provided by ΛCDM. At the background level these modifications are usually encoded in a nontrivial DE equation of state w DE (z). Furthermore, any concrete modified gravity model will also predict modifications for the cosmological perturbations, both in the scalar and in the tensor sectors. The search for deviations from ΛCDM in the background evolution and in scalar perturbations has been a main theme of cosmological observations over the last decades, with probes such as the cosmic microwave background (CMB), type Ia Supernovae (SNe), Baryon Acoustic Oscillations (BAO), large scale structures, and many others. These observations indicate that deviations from ΛCDM, both in the background evolution and in scalar perturbations, cannot exceed a few percent (although a most notable discrepancy exists between the local measurement of H 0 and the value inferred by Planck assuming ΛCDM [1] ). For instance, using the simple parametrization of w DE (z) as a constant w 0 , the Planck 2015 results, combined with other datasets, give w 0 = −1.006±0.045 [2] , i.e. the deviation from ΛCDM is bounded at the 4.5% level. Similar results are obtained for deviations in the scalar perturbations; e.g., the DES Y1 results [3] put bounds at the level of 7% on the deviation of scalar perturbations from ΛCDM. Tensor perturbations, i.e. GWs propagating on a cosmological background, are instead still a rather virgin territory, that we are beginning to explore thanks to the extraordinary recent observations of GWs from coalescences of binary black holes (BHs), as well as the first binary neutron star (NS) coalescence GW170817 [4] [5] [6] [7] .
A basic tool for studying tensor perturbations is their free propagation equation over a Friedmann-Robertson-Walker (FRW) background, that in GR reads
whereh +,× (η, k) is the GW amplitude for the two po-larizations, η is conformal time, h = ∂ η h, H = a /a and a(η) is the FRW scale factor. In modified gravity this equation is in general different. However, a modification of the coefficient of the k 2 term gives a propagation speed of GWs different from the speed of light, which is now excluded by GW170817 at the level |c gw − c|/c < O(10 −15 ) [7] , and indeed this has ruled out a large class of modifications of GR [8] [9] [10] [11] . Still, many modified gravity theories give a propagation equation of the form
with some function δ(η). This behavior has been obtained in several explicit models [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] and recent studies have found that it is completely generic in modified gravity theories [23] (similar effects emerge from GW propagation in theories with extra dimensions [24, 25] ). An important consequence of this modification is that, in the waveform of a coalescing binary, the factor 1/d em L (z), where d em L (z) is the standard luminosity distance measured by electromagnetic probes, is replaced by a 'GW luminosity' distance d gw L (z). The relation between d gw L (z) and d em L (z) is given by [17] d gw
For comparing with observations it is useful to have a parametrization of the effect in terms of a small number of parameters, rather than a full function δ(z). A very convenient parametrization, in terms of two parameters (Ξ 0 , n), has been proposed in [19] ,
This parametrization was originally proposed because it fits perfectly the behavior of d gw L /d em L in the RT and RR nonlocal models that we will mention below. However, it is much more general; its limiting behavior d gw L /d em L → 1 as z → 0 is fixed by the fact that, as the redshift of the source goes to zero, there can be no effect from modified arXiv:1907.02047v1 [astro-ph.CO] 3 Jul 2019 propagation. In the limit of large redshifts, in eq. (4) d gw L /d em L goes to a constant value Ξ 0 . This is motivated by the fact that in typical DE models the deviations from GR only appear in the recent cosmological epoch, so δ(z) goes to zero at large redshift and, from eq. (3), d gw L (z)/d em L (z) saturates to a constant. Indeed, in ref. [23] have been worked out the predictions of some of the best-studied modified gravity models such as several examples of Horndeski and DHOST theories, nonlocal infrared modifications of gravity, or bigravity theories. It has been found that all these models predict a propagation equation of the form (2), with functions δ(z) such that d gw L (z)/d em L (z) is very well fitted by eq. (4) (with the exception of bigravity, where the interaction between the two metrics gives rise to an interesting phenomenon of oscillations).
The parametrization (4) has been used in [19, 26] to forecast the sensitivity to modified GW propagation of a network of second generation GW detectors composed by advanced LIGO/Virgo, Kagra and LIGO India (HLVKI) at their target sensitivity, and of a third generation detectors such as the Einstein Telescope (ET), using as standard sirens the coalescence of binary neutron stars (BNS) with an observed electromagnetic counterpart. Using state-of-the-art mock catalogs for the GW events and for the detection of an associated GRB, it is estimated that the HLVKI network can reach an accuracy on Ξ 0 of order 20% over a few years of data taking, while ET could measure it to about 1%. In [23] has been studied the sensitivity of LISA, using as standard sirens the coalescence of supermassive black holes (SMBH), and it has been found that Ξ 0 could be measured to (1 − 4)% accuracy, depending on assumptions on the population of SMBH black hole binaries.
The crucial question is therefore what is the size of the deviations from the GR value Ξ 0 = 1 that one could expect from modified gravity models that provide a viable explanation for dark energy, and that can therefore be taken as potential alternatives to ΛCDM. As we mentioned above, for such models the deviations from ΛCDM are bounded at the level of (4 − 5)% for the background evolution and 7% for scalar perturbations, so one might expect that the deviations in the tensor sector will be of the same order. Indeed, among the viable models analyzed in [23] , the 'minimal' RT model, that we will discuss below, gives Ξ 0 0.934, which differs from the GR value Ξ 0 = 1 by 6.6%. Other models might give appreciable deviations from Ξ 0 = 1 only in regions of parameter space where they do not produce accelerated expansion, as in the bigravity case discussed in [23] , or where they lack screening and therefore are not consistent with Solar System tests, as in Horndeski theories [27] . However, below we will present a model that is fully viable, and which nevertheless can give deviations larger than 60% in the tensor sector. This is excellent news for GW detectors, since it means that the new window on the Universe which is being opened by GW observations might reserve surprises from the point of view of cosmology, to the ex-tent that advanced GW detectors could become the best instruments for detecting deviations from GR at cosmological scales.
2. The RT nonlocal gravity model. Among the plethora of existing modified gravity models, a class of modifications that has been much developed in the last few years are nonlocal infrared modifications of gravity. The underlying idea, that in different forms goes back to old works [28] [29] [30] [31] [32] , is that quantum gravity at large distances could induce cosmological effects, related to the emergence of IR divergences in spacetimes of cosmological interest such as de Sitter space. These quantum effects generate nonlocal terms in the quantum effective action. This could in principle lead to the appearance of terms involving the inverse of the d'Alembertian operator, 2 −1 , that are relevant in the infrared and can therefore affect the cosmological evolution. A first-principle understanding of these infrared effects is currently very difficult, so the work in this direction has been mostly of phenomenological nature, trying to identify models with interesting cosmological properties. However, building a viable model turns out to be highly nontrivial. A nonlocal gravity model based on this idea was proposed in [33] (see also [34] for earlier work), but is now ruled out [35] . A more recent twist of the idea is that infrared effects might generate dynamically a mass, associated to nonlocal terms. The first viable model of this type was proposed in [36] , elaborating on earlier work in [37, 38] , and is defined by the nonlocal equation of motion
Here m is a mass scale, eventually taken of order H 0 , that replaces the cosmological constant, and the superscript 'T' denotes the extraction of the transverse part of a tensor, based on the fact that any symmetric tensor S µν can be decomposed as
We refer to it as the 'RT' model, where R stands for the Ricci scalar and T for the extraction of the transverse part of S µν ≡ g µν 2 −1 R. Detailed discussions of the reasoning that led to this specific structure (that corresponds to a dynamical mass generation for the conformal mode), of conceptual aspects related to the appearance of these nonlocal terms (that respect causality and do not introduce extra degrees of freedom), and of its cosmological consequences can be found in the reviews [39, 40] . Here we limit ourselves to recalling that several studies [36, [40] [41] [42] [43] [44] [45] [46] [47] [48] have shown that the RT model has a viable cosmological background evolution, where the nonlocal term acts as an effective dark energy density and drives accelerated expansion in the recent epoch; it has stable cosmological perturbations both in the scalar and in the tensor sector (a nontrivial condition that ruled out many modified gravity models); tensor perturbations propagate at the speed of light; the model fits CMB, BAO, SNe and structure formation data at a level statistically equivalent to ΛCDM; and it reproduces the successes of GR at solar system and laboratory scales. Studies of possible variations of the idea have singled out the RT model as the only known nonlocal model that passes all these tests. A related model, called the RR model [49] , based on the addition of a term proportional to m 2 R2 −2 R in the quantum effective action, also shared all these good features, but was recently ruled out (together with the model of ref. [33] ) by the comparison with Lunar Laser Ranging, which imposes limits on the time variation of Newton's constant. In contrast, the RT model has an effective Newton's constant that reduces to G at small scales and therefore passes also this test [35] .
A point that will be important in the following is that nonlocal models have a hidden freedom related to the choice of initial conditions for some auxiliary fields that are introduced to write the equations of motion in local form (or, equivalently, there is an implicit freedom in the definition of 2 −1 ). Once again, we refer the reader to [36, 39, 40] for full discussions. However, the bottom line is that, if one had an explicit derivation of the effective nonlocal terms of the quantum effective action from the fundamental underlying local theory, one could derive these initial conditions explicitly. In the absence of such an explicit derivation, these initial conditions must be treated as phenomenological parameters. This, however, does not introduce as much freedom as one might fear. Indeed, if we start the evolution of the model during the radiation dominated (RD) phase, the evolution is fully determined because the freedom in the initial conditions either corresponds to re-introducing a cosmological constant, that we set to zero because, at least in the minimal setting, we want to reproduce the accelerated expansion without reintroducing a cosmological constant, or else corresponds to irrelevant directions in parameter space (the same happens at the level of cosmological perturbations). The situation is different if we start the evolution in a primordial inflationary phase; in this case, because of the presence of a growing mode, if we start with initial conditions of order one at some time during inflation, when there are still ∆N e-folds until the end of inflation, an auxiliary field gets a value of order e α∆N when inflation ends and RD begins, where α is a known constant. The subsequent evolution during RD therefore inherits a dependence on ∆N . Full details are given in sect. 7.4.1 of [39] . The model that we study below is indeed the RT model with initial conditions set during inflation. For inflation taking place at a scale M , assuming instantaneous reheating, the minimum number of efolds required to solve the flatness and horizon problems is given by ∆N 64 − log 10 16 GeV M . In the following, beside the 'minimal' model defined by initial conditions of order one during RD, which corresponds to ∆N = 0, we will study also the cases ∆N = {34, 50, 64} that, in the above approximation, correspond to inflationary scales M = {10 3 , 10 10 , 10 16 } GeV, respectively. The corresponding results for the background evolution, i.e. for w DE (z), were already given in [39] , and we reproduce them in Fig. 1 . We see that, in the minimal model, [44] and, for the minimal model, they were implemented into a Markov Chain Monte Carlo (MCMC) and compared with data in [46, 47] . We present here the analysis for the cases ∆N = 34, 50 and 64. We use the same cosmological datasets as in our previous works, namely the 2015 Planck CMB data, JLA supernovae and a compilation of BAO data, and we vary the standard set of cosmological parameters (see [40] for details), including the sum of neutrino masses, that in our previous work on the RT model was kept fixed to the minimal value allowed by oscillation experiments. The results are shown in Table I . From the mean values of the parameters we see that, for all values of ∆N , the RT model is very close to νΛCDM (i.e. ΛCDM where also the neutrino masses are allowed to vary), and even more so for large ∆N . In the last line we give ∆χ 2 , defined as the difference of the χ 2 of a given model, with respect to νΛCDM. According to the conventional Jeffreys' scale, a difference |∆χ 2 | ≤ 2 implies statistically equivalence between the two models compared, while |∆χ 2 | 2 suggests "weak evidence", and |∆χ 2 | 6 indicates "strong evidence". Thus, all models shown in Table I fit the CMB+BAO+SNe data at a statistically equivalent level. Observe also that the RT model does not relieve the tension with the local H 0 measurement, particularly at large ∆N . Indeed, recent work seems to indicate that it might not be possible to solve the H 0 tension solely with a modification of the late-Universe dynamics [50] and that, if the solution of the tension re- quires a modification of the cosmological model, changes in the two decades of scale factor evolution prior to recombination are likely to be important [51] . We next discuss tensor perturbations. The equation for tensor perturbations in the RT model was given in [47] , and is of the form (2), with δ(η) determined by the evolution of the auxiliary fields of the model. Performing the numerical integration of the equations of motion we obtain δ(z); the result is shown in Fig. 2 for the minimal model (∆N = 0) as well as for ∆N = 34, 50, 64. Using eq. (3) we then obtain d gw L (z)/d em L (z), see Fig. 3 (the plot for the minimal model was already shown in [23] ). The result is quite surprising: for large ∆N the ratio d gw L (z)/d em L (z) becomes larger than one (while it was smaller in the minimal case), corresponding to a smaller GW amplitude compared to the GR prediction. What is most remarkable, however, is the size of the deviation. All the curves are perfectly fitted by eq. (4). For the minimal model, {Ξ 0 0.93, n 2.59} while for ∆N = 34, 50, 64 we get, respectively, {Ξ 0 1.28, n 2.07}, {Ξ 0 1.50, n 1.99} and {Ξ 0 1.67, n 1.94}. The deviation from the GR value Ξ 0 = 1, that in the minimal model was about 6.6%, for ∆N = 64 is now at the level of 67%, one order of magnitude larger! Similarly, we find δ(z = 0) = {0.15, −0.47, −0.77, −0.97} for ∆N = {0, 34, 50, 64}, respectively.
3.
Detectability of the effect. The estimates of detector sensitivities to Ξ 0 mentioned above show that deviations from GR at this level are measurable at 3G detectors, and possibly even at 2G detectors. The analysis of ref. [26] , using mock catalogs of joint GW-GRB detections and assuming the functional form (4), which fits perfectly the prediction of the RT model, shows that the HLVKI network in 10 yr of run could measure Ξ 0 to an accuracy ∆Ξ 0 0.1, while a shorter and more realistic time span, say 2-3 years, could still be enough to reach ∆Ξ 0 0.2. This would be sufficient to detect with some confidence the difference between the prediction Ξ 0 = 1.6 of the ∆N = 64 scenario, and the GR value Ξ 0 = 1. Observe that in [26] were only studied the coincidences of GW events with GRBs. For well-localized events, several more joint detections can be obtained by searching the counterpart with optical/IR telescopes. Note also that, at the redshifts accessible to the HLVKI network, we are not yet in the asymptotic regime d gw L (z)/d em L (z) Ξ 0 , a fact that is anyhow taken into account by the use of the parametrization (4) in the analysis. Observe that being able to detect events at not-too-small redshifts is crucial here. In fact, to first order in z, eq. (3) becomes d gw L (z)/d em L (z) 1 − zδ(0), so the deviation of d gw L (z)/d em L (z) from 1 is linear in z. An event such as GW170817, at z 0.01, therefore gives a measure of δ(0) with an error 10 times larger than an event at z = 0.1 with a comparable observational error. Since the overall error scales with the number of similar events roughly as 1/ √ N , a single event at z = 0.1 contributes as much as O(100) events at z = 0.01.
For a 3G detector such as ET the perspectives look extremely interesting. ET could see hundreds of BNS with counterpart up to z 2, where d gw L (z)/d em L (z) Ξ 0 , with an observational error ∆d gw L /d gw L of order (5−10)% (see sect. 2.3.1 and Fig. 5 of [26] ). With this sensitivity, already a single event with electromagnetic counterpart, or just a few of them, could be enough to discriminate between Ξ 0 1.6 and Ξ 0 = 1, and with the few hundreds of joint GW-GRB detection estimated in [26] one can reach ∆Ξ 0 /Ξ 0 1% or better.
Also for LISA the perspectives are quite exciting. From Table 2 of [23] we see that, LISA could measure Ξ 0 with an error ∆Ξ 0 {0.023, 0.036, 0.044} in three different scenarios for SMBH formations that lead to catalogs containing, respectively, N = {32, 12, 9} events. These numbers are well reproduced by ∆Ξ 0 0.13/ √ N , so each single event gives a measure of Ξ 0 with an average accuracy of about 13% (which becomes 6% if we use a more optimistic scenario for the error on the redshift determination of the source). This indicates that just a single SMBH event at LISA could be sufficient to detect the effect.
It is remarkable that such a measurement would reveal the nature of dark energy, and at the same time would give information on primordial inflation through its dependence on ∆N .
