This paper incorporates conditional heteroscedasticity properties in the long memory model and applies the model on squared returns of BRICS (Brazil, Russia, India, China, and South Africa), UK and USA equity markets to capture the volatility of stock return. The conditional first-and second-order moments are provided.
Introduction
The volatility of stock returns reflects the response to macroeconomic news and rumors. Engle and Patton (2001) , and Poon and Granger (2003) stress that volatility surface has empirically been proved to have persistence for a long time against market shocks. The long-memory phenomenon in time series is first considered by Hurst (1951 Hurst ( , 1956 . In these studies, he explains the long-term storage requirements of the Nile River. He shows that the cumulated water flows in a year depend not only on the water flows in recent years, but also on water flows in years much earlier prior to the present year. Mandelbrot and Van Ness (1968) explain and advance Hurst's studies by employing fractional Brownian motion. In analogy with Mandelbrot and Van Ness (1968) , Granger (1980) , Granger and Joyeux (1980) and Hosking (1981) 
develop Autoregressive
Fractionally Integrated Moving Average (ARFIMA) models to account for the long memory in time series data.
However, an empirical study regarding the usefulness of ARFIMA model is conducted by Bhardwaj and Swanson (2006) , who find strong evidence in favor of ARFIMA in absolute, squared and log-squared stock index returns. In this regard, Ding and Granger (1996) point out that a number of other processes can also have the long-memory property. Further, a fractionally integrated generalized autoregressive conditional heteroskedasticity (FIGARCH) is primarily developed by Baillie, Bollerslev and Mikkelsen (1996) , but later modified by Chung (1999) . Nevertheless, Quoreshi (2014) develops an Integer-valued ARFIMA (INARFIMA) model to account for the long-memory property in a high frequency count data framework. This paper incorporates conditional heteroscedasticity properties in the long memory model and applies the model on squared returns of BRICS (Brazil, Russia, India, China, and South Africa), UK and USA. The new model is called Fractionally Integrated Moving Average Conditional Heteroskedasticity (FIMACH). This model is designed, in a similar fashion to Quoreshi (2014) , for non-integer data. The main difference between the introduced model and model in ARFIMA class is that this model class can study the heteroskedasticity property on the level series, while the ARFIMA-FIGARCH class studies the same on the fractionally differenced series through Fourier transformation. One obvious advantage of the FIMACH model over the ARFIMA-FIGARCH class is that the model can easily be extended to multivariate settings for the level series. The model may additionally be used to measure the reaction times for macro-economic news or rumors, and captures information spread through the system. The model is specified in terms of first and second order moments conditioned on historical observations. We perform a Monte-Carlo simulation, where we find that ARFIMA or FIGARCH is not suitable for data that are generated according to the FIMACH model. Empirically, we find evidence of long memory for squared stock return of UK, USA and BRICS countries. It is also found that the FIMACH model outperforms both FIGARCH and ARFIMA models in terms of eliminating serial correlations.
The paper is organized as follows. The ARFIMA-FIGARCH model class is discussed, and the FIMACH model is introduced in section 2. The estimation procedure of FIMACH is discussed in section 3. Section 4 presents a brief Monte Carlo experiment. The description of the empirical data is presented in section 5. The empirical results on the stock return volatilities are presented in section 6, and the concluding comments are included in section 7.
Model
We assume that = − −1 is a stock index return time series, where is price for the index at time .
Let
2 be the degree of index return volatility, proxied by the squared return 2 , which has a slow decaying autocorrelation function. The moving average representation of ARFIMA (0,d,0) of the series is
where = 2 , t = 1, . . . , T time intervals and 2 has long memory properties. Note that 2 has long memory in a sense that the variable has a slow decaying autocorrelation function and the parameters = Γ( + )/[Γ( + 1)Γ( )], = 0, 1,2, … where 0 = 1. The is i.i.d. sequence of random variables with unconditional mean ( ) = and variance ( )= 2 ∅ 2 where ( ) = ( ) 2 -2 =∅ 2 . Conditionally, it function for absolute return of stock is illustrated by Ding et al. (1993) , although the authors assume a smooth function for explaining the autocorrelation. The model can be extended with random parameters as
where capture the long memory properties and have the same definitions as in equation 1. The , = 1,2, …, comprise the random parameters and are independent of each other. These parameters capture the short term deviation from the long memory trend. We name this model FIMACH(d, p) model. The conditional mean and variance of the random coefficients of FIMACH(d, p) representation can be written as
Note that the moments are conditioned only on the previous observations, −1 . The same stationary condition is applicable as for equation (2). The model can be used to measure mean and median reaction time to macroeconomic news and rumors 3 . The model can easily be extended to a multivariate setting. Hence, the covariance and Granger-Causality between two or several series can easily be studied in the same fashion as the VARMA model. These possibilities are limited in the FIGARCH of ARFIMA class, at least on the level series.
Estimation
If we do not assume a full density function, we may estimate the Quasi Maximum Likelihood (QML) Estimator as discussed by Weiss (1986) and Bollerslev and Wooldridge (1992) (Quoreshi, 2014) . The CLS comes in the second position, which is almost as good as FGLS. Here, we only consider CLS, FGLS and ML class for estimation. we may expect a positive bias on the parameters , and (Brännäs and Quoreshi, 2010) . These moment conditions correspond to the normal equations of the CLS estimator that focuses on the unknown parameters of the conditional mean function. Alternatively and equivalently, the properties E( ) = 0 and E( − ) = 0, j ≥ 1 could be used. Note that the moment conditions for FIMACH(d, 0) can be obtained by setting = 0.
The FGLS estimator minimizes
with � −1 as given. The variance of error from CLS estimates may be used for approximation of � −1 in equation (6). Alternatively, � −1 can be estimated as specified in (4b) by employing estimates from CLS. The covariance matrix estimators for CLS and FGLS are
The ML or QML estimator for FIMACH(d, p) representation model have the same residual as in equation (5), and maximize the following criterion function
Where = ( , and ) and −1 is as in equation (4 ). Taking logarithm of equation (6), we may simply use the criterion function and minimize the function as
where � −1 is an estimate for −1 that is to be estimated. Since T, 2 and are constants, we can equivalently minimize the following criterion function
Note that the � −1 is to be estimated at the same time as the other parameters. If the estimation is sensitive to the start value of � −1 , we can obviously estimate CLS at the first stage and calculate the � −1 which can be used as the start value for QML. We call this estimation procedure Two Stage Quasi Maximum Likelihood (2SQML) Estimation. The covariance matrix estimators for QML and 2SQML are
.
Monte Carlo experiment
Smith et al. (1996) and Quoreshi (2014) Table 1 . We also generate four other series in a similar fashion, with mean 25 and standard deviation 4 and 100 to study the performance of CLS, FGLS, 2SQML and QML estimators. We also evaluate the FIMACH(d, 0), ARFIMA (0, d, 0) , FIGARCH (1,1) and GARCH (1,1) models in terms of eliminating serial correlations when the data are generated in accordance with FIMACH(d, 0) . These results are presented in Table 2 .
We set ̂ equal to mean values for the generated series instead of = 25. By doing so, we eliminate biased effect of in the generated series. Hence, we can study the bias of the estimated parameter due to misspecification of lag length more appropriately. The Monte Carlo study shows that as increases towards = 70, the bias in decreases (see Table 1 ). For less than 70 we find positive bias in , while the bias is negative for = 90. Biases are smaller for = 4500 when m is less than 70 than those for = 9000. MSE decreases as sample size increases or increases. Like Brännäs and Quoreshi (2010) and Quoreshi (2014) , we conclude that we may expect a positive biasing effect on the parameters due to omitting variables, i.e.
− −1 , … , −∞ . The statistics for AIC and SBIC decrease as lag length increases, and are noted lowest at = 90. Hence, the standard AIC and SBIC need to be corrected in order to choose optimal lag lengths. As expected, the statistics are, with some exceptions, lowest at = 70. The exceptions may arise due to the conditional heteroskedasticity nature of the data set. Hence, it is appropriate to evaluate at more than one time point or to use an average value of statistics for a number of time points.
Insert Table 1 about here
When the data is generated according to FIMACH ( , 0), it is not appropriate to use ARFIMA, FIGARCH or GARCH model (see Table 2 ). The ARFIMA model reduces the serial correlation successfully, but it does not perform as well as FIMACH. This shows that there is need of using FIMACH instead of ARFIMA when we need to take account of the heteroskedasticity property in the long memory. FIGARCH and GARCH take account of heteroskedasticity in the short memory. Hence, these models did not perform well. FGLS and CLS perform consistently well, and somewhat better than QML. It turns out that QML is sensitive to start values.
Estimating CLS at the first stage and using the CLS estimates as start value for QML estimator, we estimate 2SQML which performs best out of these estimators.
Insert Table 2 
Empirical Data
The daily squared stock MSCI index return series over the period of 17 years from 1995 to 2011 for the UK, USA and BRICS are applied in this paper (see Figure 2 below ). Each series comprises 4435 observations. The descriptive statistics of the data set are given in Table 3 . The mean squared stock index return for Brazil is about 1800, which is the largest among the BRICS counties. The corresponding number for China is about 1, which is the smallest among the BRICS countries. The corresponding mean for USA and UK are 172 and 195 respectively. The skewness, kurtosis and Jarque-Bera statistics indicate that the data are not from normal distribution. The autocorrelation functions are presented in Figure 3 below. The autocorrelation functions for all of the series decay very slowly, which indicates a long memory behavior in the squared return series.
Insert Table 3 
Empirical Results
The empirical results of the squared stock index returns for USA, UK and BRICS countries are presented in Table 4a Africa, while CLS and FGLS perform better than QML estimator for the time series of UK. Hence, we conclude that QML is somewhat better estimator among these. It is to be noted that the performance the QML estimator is highly sensitive to the start values, and may turn out worse than that of FGLS or CLS if the start values are not selected carefully. We suggest that the value for the autocorrelation at lag one may be chosen as the start values for the fractional integration parameter. The variance of residuals from the CLS estimator may be used as the start value for � −1 of the QML estimator which we call 2SQML. We also recommend to use both QML and CLS estimators in order to determine the best estimates in terms of reducing serial correlation.
We find that the GARCH is not an appropriate model for the time series, as the estimated parameters deviate substantially from the expected values. The FIMACH (0,d) turns out to be the best in terms of eliminating serial correlations. This model performs much better than that of FIGARCH (0, d, 0) Table 4a ). The corresponding statistics for USA are 698 for FIMACH and 7147 for FIGARCH (see Table 4f ). The Ljung-Box statistics for standardized residuals for FIGARCH are smaller than that of residuals, but these are much larger than the corresponding statistics for FIMACH. Note that the Ljung-Box statistics for standardized residuals, and residuals are the same for all FIMACH estimations. This may imply that the FIMACH model captures heteroskedasticity properly. 
Insert Tables 4a-g about here

Conclusion
This paper introduces a new class of long memory model for volatility of stock returns. The model introduced is capable of taking account of heteroskedasticity in long memory. The conditional first-and second-order moments are provided. The CLS, FGLS and QML are discussed and 2SQML estimator is proposed. In Monte Carlo experiments we find that it is not appropriate to use ARFIMA, FIGARCH or GARCH model if the data is generated according to FIMACH ( , 0). The ARFIMA model reduces the serial correlation successfully, but it does not perform as well as FIMACH. From the empirical results, we establish that the squared returns of stock index for the BRICS countries, UK and USA have long memory properties. However, the effects of macroeconomics news and rumors on stock return volatility vary among the countries. We also find that the volatility intensity increases for all the seven stock markets when the macro-economic news or rumors break out, and that the impact remains between 35 and 70 days and fades away very slowly with time. CLS and FGLS estimators perform equally well in terms of residual properties, while the QML estimator performs in somewhat better among the three estimators. The results of the simulation study indicate that 2SQML performs best among the five estimators and hence 2SQML is suggested to be used when QML does not perform well. Both in simulation and empirical studies, we find that the proposed model FIMACH outperforms FIGARCH in terms of eliminating serial correlations. 1991.9 1991.9 1991.9 1991.9 1991.9 1991.9 
