In this paper, we study tight criteria of c5,dlfig Hilbert valued processes and prove the tightness of Hilbert valued square integrable martingales and Hilbert valued semimartingales by using their characteristics. These extend appropriate results of Jacod and Shiryaev (1987) . We also discuss the property of Hilbert valued martingale measure and introduce the concept of convergence of martingale measures in distribution. The sufficient and necessary conditions are provided lbr strongly orthogonal martingale measures with independent increments. The conditions are given for convergence of martingale measures.
space. We obtain the sufficient and necessary conditions for subsets of D(H) being relatively compact (Theorem 3.2). It extends Theorem VI-3.21 of Jocad and Shiryaev to infinite dimension space. As Jocad and Shiryaev (1987) , we will give tightness of sequences of cfidl~g Hilbert valued locally square integrable martingales (Theorem 3.6). In Theorem 3.7, we will give the sufficient and necessary conditions for tightness of cfidl/lg Hilbert valued semimartingales which is the extension of Theorem VI-4.18 of Jacod and Shiryaev on Hilbert space. In Section 4, we will discuss the convergence of Hilbert valued semimartingales as Jacod and Shiryaev: (i) convergence of semimartingales with independent increments; (ii) convergence to a semimartingale with independent increments. These extend the appropriate results of Jacod and Shiryaev. In the end, we will define and study the convergence of integrable Hilbert valued martingale measures in distribution. The general theorems are given for convergence of martingale measures in distribution. As the discussion in convergence of semimartingales, we also study the following cases: (i) convergence of martingale measures with independent increments; (ii) convergence to a martingale measure with independent increments.
Preliminaries
Let H be a real separable Hilbert space with scalar product x-y and norm [1 • I1. In this paper, stochastic processes with values in H are studied.
Let {en},>~j be an orthonormal basis of H. Put H+IH = {y : y = ~i.j2ijei ® ej, [[y[[l = ~i,i [2ij [< oo}, then H+IH is a Banach space with the norm [1-[IJ. It is said to be the nuclear space of H, which is included in the Hilbert-Schmidt tensor product H~2H = {y " Y = Ei,j Aijei®ej ," ~-~w,j Zij' 2 < OC}. The space H@zH is a Hilbert space with {el ®ej}i,j>~l as an orthonormal basis and norm [[Y[12 --(~i,j;t~) 1/2. The injection from H61H into H62H is continuous. We assume once and for all the stochastic basis (f2,~,o~t,P) is given and o~o~ = Vt~>0o~t.
Let M be a H-valued square integrable martingale, then [[M[[ 2 is a non-negative submartingale. By Doob-Meyer decomposition theorem, there exists a predictable, increasing process, denoted by (M)((M)o = 0) such that [[M[[ 2-(M) is a real martingale.
Also there exists a finite variation process, denoted by [M] , which is uniquely defined up to P-equality with the following properties:
(i) [[M[[ 2 -[M] 
define a H-valued right continuous process )((h) with finite variation and a H-valued
is bounded, by Lemma 1.1, X(h) is a special and we consider its canonical decomposition
X(h) = Xo + M(h) + B(h).
where M(h) is a local martingale and B(h) is a locally integrable, predictable process with finite variation. Definition 1.3. Let h E cg be fixed. We call characteristics of X (or characteristics associated with h if there is an ambiguity on h) the triplet (B,C, v) consisting of:
(i) B is a H-valued predictably finite variation process B = B(h);
(ii) C is a H@lH-valued continuous process and Ct -Cs takes values in the set of positive symmetric element of H61H for every s < t, namely C -({XC)), where X c is the continuous martingale part of X; (iii) v is a predictable random measure on ,~+ x M(H), namely the compensator of the random measure px associated to the jumps of X:
where e~(dx) is Dirac measure.
We see that C and v do not depend on the choice of the function h, while B = B(h) does.
Since AX(h) is bounded and so does AM(h), M(h) is a locally square integrable martingale. This implies that ({M(h))} exists. We denote by ~" = ((M(h))), which is called modified second characteristics of X (associated to h). (B, C, v) of its characteristics that is deterministic.
A H-valued semimartingale X is called locally square integrable if it is a special semimartingale whose canonical decomposition X = X0 + N + A satisfies that N is a locally square integrable martingale.
As the proof of Proposition I1-2.29 in Jacod and Shiryaev (1987) , we have the following: Proposition 1.5. Let X be a semimartingale with characteristics (B, C, v) 
(1.3)
Definition and basic properties of Hilbert valued martingale measures
Let E be a Lusin space, M(E) be the Borel a-field on E and J//(E) be the linear space formed by all H-valued measures with finite variation on ~'(E). We consider a H-valued set function U(ro, A) defined on f2 x ~1, where ~' is a subring of .~(E) which satisfies:
We will say that the map U is a-finite when there exists an increasing sequence {E,},,>~I of E such that:
(1) U.E,, E,
The set function U will be said countable additive if for each n, for each sequence {Ai}i~>l of 4', decreasing to O, JlU(Aj)II2 tends to 0. Then it is easy to extend U by U(A)= lira,, U(A N E,) on every set of ~ such that the limit exists in L2 (EL,~,P) . A set function which satisfies all these properties is called a a-finite L2-valued measure.
Definition 2.1. Let (E2,,~-,,~-~,P) be a filtered probability space satisfying the "usual conditions", 
for all t > 0 and A E d, where ~ is the predictable a-field We denote (M) by v and ( (M) ) by ~. It is clear that
for all t > 0 and A E ~1. Moreover, we have that v and ~ are predictable dual projection of It and -fi, respectively. We denote by [M] by p and IMI by -ft.
Proof. It is the same as the proof of Theorem 2.5 of Walsh (1986) . [] Definition 2.5. Let M be an orthogonal martingale measure with (M) --v. M is said to be integrable if Ev(R+ x E) < oo. M is said to be locally integrable if there exist a sequence of stopping times Tn Too and a sequence of compact subsets {Kn}~> I which exhausts E such that Ev( [O, Tn] x K,) < ~ for all n~>l.
In this paper, we only consider the following martingale measure M: for all t > 0,
M({t} × dx) is a random H-valued measure on ~(E). Put M({t} x A) --MI(A) -Mt_(A), for all A E ~3(E). M({t} x dx) is called the jump of M at time t. Put cffdt, dy) = Z l{M({s} ×ax)~O}e(s,M((s} ×dx))(dt, dy). s>0
We will say that ~ is the random measure associated to the jumps of M. In the following, we will assume that ~ is an integer-valued random measure and has dual predictable projection, denoted by ft. It is easy to compute for all f E Cb(R+ × E), g E Cf(H) (which is the set of g which is continuous on H and there exists a > 0 such
where 7 is the jump measure of X ----fo fe f(s,x)M(ds, dx) and 2 is the dual predictable projection of 7.
We will say that (7, fl) is the characteristics of martingale measure M.
In the following, we will study the properties of martingale measures with independent increments.
Definition 2.6. Let M be an Yt-martingale measure.
(a) M is said to be with independent increments (in short MMII), if for all O<~s<~t, the random measure Mt -Ms is independent from a-field ~s.
(
b) A time t>~0 is called a fixed time of discontinuity for M ifP(M({t} x dx) ~ O)
>0. 
Tightness of a sequence of Hilbert valued semimartingales
In this section, we will lay down the last cornerstone that is needed to derive functional limit theorem for Hilbert valued processes and study tight conditions of Hilbert valued semimartingales. These extend appropriate results of Jacod and Shiryaev (1987) and Joffe and M6tivier (1986) and Thang (1991) . It is easy to prove the following theorem. 
Proof. That {X'} satisfies condition 3.3(i) is trivial. By inequality

IIx" -vm o nmx"ll <~ Ilu °" -v,,, o n.,u"qll
+ Hv nq -Vm o HmV"q]] + 2 Hw"qll
and the conditions (i)-(iii), we know that {X~},>~L satisfies condition 3.3(iii). As in .rX,, the proof of Lemma VI-3.32 of Jacod and Shiryaev, we get that t ~,~>~ meets the condition 3.3(iii).
[] Let X and Y be two increasing processes defined on the same stochastic basis. We say that X strongly majorizes Y, and we write Y ~< X, if the process X -Y is itself increasing.
The following theorem is the extension of theorem VI-4.13 of Jacod and Shiryaev on Hilbert space. Theorem 3.6. We suppose that X ' -X~' is a locally square integrable martingale on , ~n ~n )for each n. Then for the sequence {X"},z>~l to be tight, it is ,~" = (~2, ,~-, ,~ t, P" sufficient that:
(i) the sequence {X0~}~>~l is tight (in H); (it) the sequence {((X'))},
~> 1 is C-tight (in D(H•,H)).
Proof. Put U nq = Vq o Hu(X'), v'q = 0 and W "q = X -U "u. We have X = U"q + V Èq + W "q. By the Lenglart's inequality and the hypotheses, we get Lemma 3.5(iii) by using Theorem 3.3 for ((wnq) (v'([O,N] x {llxll > a}) > e) = 0. (1) {B"}.>,, Moreover, (i)x(iii) are also necessary for tightness of {Xn},>~t.
Proof. (a) Let U nq, V nq and W "q be the same as in the proof of Theorem 3.6. From (1.l), we get X = X(h)+f~(h) for some truncation h. By using Theorem VI-4.8 of Jacod and Shiryaev, we deduce that {unq}n>.l is tight for all q>~ l. From Theorem 3.3 and Lenglart's inequality, the hypotheses imply, for any 6 > 0 and N > 0,
and by the definition and (3.4), we obtain
for all e > 0 and some a > 0. (3.5) and (3.6) yield that {w"q},>~l satisfies the condition 3.5(iii). Hence {X"},~>l is tight by Lemma 3.5. 
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Then ~]" is the compensator of A n on .~n. So A n is L-dominated by ,4". Since 
Convergence to semimartingale with independent increments
In this section and Section 5, the setting is as follows: for every n ~> l, we consider a n ~n O~-n n stochastic basis ~n = (f2 ,~ ,~t,P ),E n denotes the expectation with respect to pn. All sets, variables, processes, martingale measures, with the superscript n are defined on ~n, and the limit process, martingale measure are defined on stochastic basis ~ = (f2, J, +~,,, P), usually without mentioning. As the proof of Lemma VII-3.20 of Jacod and Shiryaev, we have the following lemma. 
Lemma 4.2. Assume that X n S>X and that for each t > O, the sequence oJ random variables {SUps<,tllY~ll}n> , is uniformlyintegrable. Then if fln(t)= EnXF and [3(t) = EXt, we have fin ---+ 1~ under Skorokhod topology in D(H).
Proof. Put /7~(t) = E"(FlkXt"),flk(t) = E(FlkXt),k>>-1, n~> 1. For all k~> l,X n 'J',X implies /~ ---+//k in D(R k) by Lemma VII-3.8 of Jacod and Shiryaev. Hence /~ is the only possible limit point of the sequence {//n}n>l in D(H). Therefore it remains to prove that the sequence {fln}n>~l is relatively compact. In view of Theorem 3.2(b), it is enough to prove that the set A = {/~n}n>l meets the conditions 3.2(b) (i)-(iii). Proof. We suppose that X" ,X. By Lemma 4.1, we have the condition (iii). Since sup, Var(((N")) )t < ~ for all t > 0, by using Lemma VII-3.34 of Jacod and Shiryaev, we obtain
where Ki, 1<2 are constants, and the sequence {SUps~< t IIN~'IIP).~ is uniformly integrable if p < 4. As in the proof of Theorem VII-3.13 of Jacod and Shiryaev, we deduce that the sequence {sups~< , IlXs"ll}.>, is uniformly integrable.
Note A~' = EnXtn,At = EXt,X n >X, and X" and X are H-valued semimartingales with independent increments, Lemma 4.2 yields that A" ---+ A under the Skorokhod topology in D(H), that is, {X"} meets (i). (i) sups~< t HAs n -As.I] P ,O for all t>~0;
(ii) sups~t ll((Nn)). ~ -((N) )sHl~O Jbr all t~>0;
,n e,g vtfor allt > O, g~C~(H).
(iii) .q'~t
Proof. Since X has no fixed time of discontinuity, A and ((N)) are continuous by (1.2) and (1.3). The hypotheses (i) and (ii) yield that {A n} and {((Nn))}n>~ are C-tight. g. v is increasing, continuous function on R+ for every g ~ C~(H), the hypothesis (iii) implies g. v n ~g. v. Hence {g" vn}n>~l is C-tight. So {Xn}n~>l meets the condition 3.7(iv). Because ofX~ ~ = 0, it is clear that 3.7(i) is met. For all N > 0, e > 0, there is a E Q+ such that ga" VN<<-v([O,N] × {]lxll > l/a}) ~<c,, we have by the condition (iii)
pn (vn([O,N] x {llxl[ > 2/a}) > 2e) <~P" (ll,q, "~,,~'-ga" v?vl X" implies that the condition 3.7(iii) is met by the condition (iii). Therefore { },,~>~ is tight by Theorem 3.7.
From Theorem VIII-2.18 of Jacod and Shiryaev, we obtain that llmX n 'llmX on 
Convergence of integrable H-valued martingale measures
In this section, we only study integrable H-valued martingale measures. For simplicity, we still call them martingale measures. 
fo' f~,~e g (~ f(s,x)y(dx)) l~(ds, dy) P~ f' fj/(E)g(~ f(s,x)y(dx)) ~(ds, dy).
Proof. Since M is MMII, we know that ~ and fi are deterministic by Theorem 2.7.
For f E Cb(R+ x E), we put
Then X" and X are H-valued square integrable martingales, and X has no fixed time of discontinuity and with independent increments. Let 2n and 2 be the dual predictable projections of the random measures associated to the jumps of X" and X, respectively. For all g • C+(H), we have g'2~' e,g.2t for all t > 0 by the condition (ii) and ( 
fo' ///(E) g ( fef(s,x)y(dx)) fln(ds, dy) ' f' L(E)a (fef(s,x)y(ax)) ~(ds, d~).
Proof. The proof is exactly as in Theorem 5.4, one has only to replace Proof. We only prove necessity. Suppose M"c--~M. For any f C Cb(R+ x E), let X ~ and X be the same as in the proof of Theorem 5.4. Then X" and X are square integrable H-valued martingales with independent increments and X has no fixed time of discontinuity. From the hypotheses, there is a > 0 such that ]]AX"II <~a for n>~l and sup,(Xn)~ < oc for all t > 0, By Theorem 4.3, we have (a) ((X~)) , ((X)) for Skorokhod topology in D (H~jH); (b) 9.,t, ,9-2t for all t > 0, g E Cff(H). This means that fofE f2 (s,x)v~(ds, dx) s-~ fo fe f2 (s,x)v(ds,dx) and ~ot L(e)g (fef(s'x)y(dx)) fl " (ds,dy) ' f' f~,(E)g (~ f(s,x) 
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By f and ,q being arbitrary, we deduce that 5.5(i) and (ii) hold.
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