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Le suivi de partition est défini comme étant la synchronisation sur ordinateur entre une 
partition musicale connue et le signal sonore de l'interprète de cette partition. Dans le cas 
particulier de la voix chantée, il y a encore place à l'amélioration des algorithmes existants, 
surtout pour le suivi de partition en temps réel. L'objectif de ce projet est donc d'arriver à 
mettre en œuvre un logiciel suiveur de partition robuste et en temps-réel utilisant le signal 
numérisé de voix chantée et le texte des chansons. 
Le logiciel proposé utilise à la fois plusieurs caractéristiques de la voix chantée (énergie, 
correspondance avec les voyelles et nombre de passages par zéro du signal) et les met en 
correspondance avec la partition musicale en format MusicXML. Ces caractéristiques, 
extraites pour chaque trame, sont alignées aux unités phonétiques de la partition. En parallèle 
avec cet alignement à court terme, le système ajoute un deuxième niveau d'estimation plus 
fiable sur la position en associant une segmentation du signal en blocs de chant à des sections 
chantées en continu dans la partition. 
La performance du système est évaluée en présentant les alignements obtenus en différé sur 3 
extraits de chansons interprétés par 2 personnes différentes, un homme et une femme, en 
anglais et en français. 
Mots-clés : Suivi de partition, Dynamic Time Warping, Warped Discrete Cosine Transform, 
Vector Quantization, Conversion texte à phonétique. 
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CHAPITRE 1 Introduction 
Durant ce chapitre, nous présenterons différents aspects du projet de recherche de suivi de 
partition automatique, soit, dans l'ordre : 
• Son contexte 
• Sa définition 
• Ses objectifs 
• Ses contributions originales 
1.1 Contexte 
L'idée de base qui a fait naître ce projet de recherche est la conception d'un outil musical 
original, soit un microphone qui permet aux chanteurs de tous les niveaux de chanter juste. 
Plus précisément, le microphone inclut un système embarqué dont la fonction est d'ajuster en 
temps réel le son reçu en entrée pour en aligner la fréquence fondamentale sur une référence 
en mémoire. Ainsi, le système embarqué doit posséder en mémoire une référence de la 
chanson qui est chantée, sous forme de partition musicale ou d'enregistrement sonore, pour 
déterminer en temps réel où se situe la performance dans cette référence. Avec cette 
information, il est en mesure de savoir quelle est la fréquence fondamentale visée (la note à 
chanter) et de ramener, lorsque nécessaire, le signal d'entrée du microphone à cette fréquence. 
Cette application requiert donc un bloc d'alignement d'un signal sonore d'entrée sur une 
référence, qu'elle soit de nature descriptive (une partition musicale) ou sous forme de signal 
sonore (un enregistrement professionnel de la chanson). Le projet décrit ici répond au besoin 
d'alignement en temps réel sur une référence de type partition musicale. 
Ce projet, qui rassemble les domaines de la musique et du traitement de signal numérique, 
présente des défis importants. D'abord, la partition musicale de voix n'est pas un document qui 
peut s'utiliser tel quel dans un algorithme. Au mieux, une partition musicale sous forme d'un 
document électronique pourra être analysée par un logiciel, d'où on tirera les caractéristiques 
des notes et les paroles de la chanson. Ces dernières sont sous forme textuelle et non 
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phonétique, il faut donc les analyser avec un outil logiciel supplémentaire pour connaître quels 
sons on peut s'attendre de retrouver dans le signal sonore. 
Du côté du signal sonore de chant, le défi est relié aux imperfections des outils d'analyse 
disponibles. Par exemple, il n'existe pas de traitement permettant d'obtenir avec certitude la 
fréquence fondamentale d'un signal sonore, quoique certains algorithmes présentent 
d'excellentes performances. La voix chantée présente une grande plage dynamique, des sons 
non voisés (consonnes fricatives et occlusives par exemple) et une fréquence fondamentale 
dont la note musicale correspondante est difficile à estimer. Ces particularités rendent le projet 
de recherche plus complexe. 
Comme nous le verrons plus tard, il existe plusieurs pistes de solution concernant le suivi de 
partition en temps réel dans la littérature, néanmoins aucun des systèmes proposés n'est arrivé 
à des résultats satisfaisant pour l'intégration directe dans le projet de microphone décrit 
précédemment. C'est pourquoi le projet de recherche proposé ici a été conduit. 
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1.2 Définition du projet de recherche 
Le projet de recherche est un logiciel qui peut être adéquatement défini, sans entrer dans les 
détails tout de suite, suivant ses entrées, ses fonctions et sa sortie. 
Entrées : 
• Un signal sonore numérisé à une fréquence d'échantillonnage donnée, dont le contenu 
est la voix d'un interprète pendant qu'il chante ce qu'il y a sur une partition musicale; 
• Une partition musicale pour la voix contenant les notes et les paroles devant être 
chantées. 
Fonctions : 
• Convertir la partition dans une notation mathématique; 
• Transformer le signal sonore, au fur et à mesure qu'il est disponible (contrainte de 
temps réel), dans un domaine où la similarité avec les événements décrits dans la 
partition est mesurable; 
• Estimer la séquence d'événements dans la partition la plus similaire au contenu mesuré 
durant le passé rapproché du signal sonore. 
Sortie : 
• Dernier événement chronologique de la séquence estimée dans la partition. 
L'approche proposée ici, par opposition aux autres travaux qui se sont intéressés au problème, 
est basée sur la synthèse des éléments phonétiques contenus dans la partition. La comparaison 
et le suivi sont faits dans le domaine du signal, alors que d'autres approches le font dans le 
domaine paramétrique. La Figure 1 est une représentation graphique de l'algorithme de 
comparaison et de suivi. Les numéros entre 1 et 9 représentent les étapes suivis par 
l'algorithme. 
La Figure 2 montre quant à elle le logiciel dans son ensemble. Les blocs seront définis dans la 
section 3.1.5. 
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Figure 2: Schéma bloc du système proposé 
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1.3 Objectifs 
Le principal objectif du projet est d'élaborer un algorithme robuste permettant de trouver, par 
l'analyse d'un signal de chant humain en temps réel, sa position dans une partition en format 
numérique. 
Par algorithme, on entend un logiciel dans un langage de programmation courant. Par robuste, 
on entend capable de se positionner dans la partition ou d'adopter une attitude cohérente, et ce 
malgré des différences raisonnables entre la performance et la partition, autant au niveau 
rythmique que dans la hauteur et la présence des notes. On entend également la constance dans 
les performances en présence de différents interprètes. Par temps réel, on entend une mise à 
jour de la sortie à des intervalles réguliers durant l'exécution de la performance. 
Cet objectif principal est subdivisé en 4 objectifs secondaires qui laissent davantage entrevoir 
la contribution du projet dans le domaine : 
• Développer un algorithme d'alignement utilisant plusieurs paramètres simultanés du 
chant 
• Utiliser les informations lexicales dans le chant 
• Intégrer une confirmation de la position dans la partition par une analyse de 
caractéristiques à long terme. 
• Intégrer un format numérique largement utilisé pour la partition musicale 
1.4 Contributions originales 
Le projet étant réalisé, plusieurs innovations scientifiques peuvent être identifiées. Par rapport 
aux systèmes proposés dans la littérature, le projet actuel se démarque par : 
• l'utilisation du format de partition numérique MusicXML, qui est utilisable avec les 
principaux logiciels d'édition de partition et pour lequel il existe une librairie logicielle 
libre permettant son utilisation; 
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• l'intégration d'une conversion texte à phonétique automatisée, basée sur des 
dictionnaires phonétiques anglais et français; 
• une modélisation des unités phonétiques utilisant, dans le cas des voyelles, un 
traitement récemment publié dans la littérature scientifique, soit la représentation par 
Warped Discrete Cosine Transform Cepstrum; 
• une indépendance complète par rapport à la fréquence fondamentale, ce qui permet une 
grande tolérance aux erreurs d'interprétation, courantes chez les chanteurs amateurs; 
• Une estimation de la position à court terme renforcée par une identification à plus haut 
niveau des blocs de paroles. 
1.5 Plan du document 
Ce mémoire, dont l'objectif est de valoriser le projet de recherche, présente d'abord les travaux 
antérieurs dans le domaine du suivi de partition automatique. Ensuite, l'article qui a été soumis 
dans le journal IEEE Transactions on Audio, Speech, and Language Processing le 30 avril 
2010. Certains éléments ne peuvent pas être détaillés dans un article scientifique, aussi ce 
document comporte-t-il une section subséquente apportant des clarifications sur les éléments 
présentés dans l'article. On retrouve finalement une réflexion sur le projet, ses résultats et des 
pistes pour sa continuité. 
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CHAPITRE 2 ETAT DE L'ART 
2.1 La voix chantée 
La science de l'analyse de la voix chantée révèle des caractéristiques dont les autres 
instruments de musique ne bénificient pas [1] : 
• La fréquence fondamentale de la voix peut prendre toutes les valeurs possibles à 
l'intérieur d'une plage de fréquences, et non seulement des valeurs discrètes comme un 
piano par exemple; 
• En régime permanent, la fréquence fondamentale de la voix varie selon des effets de 
vibrato; 
• Les personnes n'ont pas toutes le même timbre, ce qui fait que le spectre fréquentiel de 
chacun est unique. Même pour un individu donné, des modifications volontaires du 
conduit vocal apportent des modifications dans le spectre, par exemple lorsqu'il veut 
imiter quelqu'un [2]. 
Ces particularités intéressantes, au niveau de l'expression musicale entre autres, rendent 
toutefois l'analyse de la voix chantée une tâche fort complexe. 
2.2 Le problème du suivi de partition 
Le problème abordé ici est la recherche de la meilleure correspondance temporelle entre une 
partition et son interprétation lorsqu'alignées par un logiciel. Cette opération se trouve, comme 
l'analyse de la voix chantée, compliquée par quelques considérations pratiques [3] : 
• L'interprète n'est pas parfait, il modifie le tempo, il ajoute ou enlève des notes, il en 
modifie la durée ou la fréquence fondamentale; 
• Les outils d'analyse du signal sonore ne sont pas parfaits. Quoique certains 
algorithmes de détection de la fréquence fondamentale soient très robustes, par 
exemple, on ne peut être absolument certains de la valeur de sortie (voir aussi section 
précédente); 
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• H y a une limite à la quantité d'opérations possibles avant de fournir une position. Pour 
respecter la contrainte de temps réel, il faut que l'ensemble du système puisse réagir 
avec un minimum de latence; 
• L'évaluation objective d'un système de suivi de partition est très difficile. Il faut 
connaître la « vraie » position dans la partition pour la comparer avec la sortie du 
suiveur, et comme cette information doit être déterminée par un humain, elle reste 
subjective. 
2.3 Une généralisation sur les techniques de suivi 
Toutes les techniques de suivi de partition utilisent la même idée de base. Pour tenir compte 
des notes ajoutées, manquées ou mauvaises, on utilise différentes sortes de pondérations ou de 
pointages pour trouver un optimum parmi différentes possibilités de concordance entre la 
partition et la performance. Les variantes sont nombreuses, et les informations utilisées sont 
presque toujours la fréquence fondamentale et quelquefois d'autres éléments comme les 
débuts de notes et la reconnaissance de voyelles. 
2.4 Les débuts 
Le problème de l'ergonomie des interfaces entre musiciens et logiciels a été adressé pour la 
première fois dans la littérature en 1984, parallèlement par Dannenberg et Vercoe. Les 2 
recherches ont pour objectif de créer un accompagnement automatique pour un musicien qui 
s'adapte au rythme de ce dernier. Dannenberg [4] a produit un article phare dans le domaine, 
car il définit le problème de l'accompagnement automatique. 
2.5 Le standard MIDI 
Dans le système original de Dannenberg, les événements de la partition sont encodes en MIDI 
(Musical Instrument Digital Interface) et la performance est aussi en signal MIDI. Le standard 
MIDI est couramment utilisé entre les appareils et instruments de musique pour communiquer 
entre eux. Ce sont des informations numériques représentant des événements musicaux ou de 
contrôle qui sont échangées et non des signaux sonores. 
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Lorsque le signal sonore d'un instrument est correctement encode MIDI, on dispose de toutes 
les informations sur le début et la fin d'une note, sa fréquence, son intensité et les effets qui lui 
sont appliqués comme le vibrato, etc. Lorsque l'on possède un tel signal, une bonne partie du 
problème de suivi de partition est réglée. Effectivement, comme on l'a mentionné plus tôt, une 
des grandes difficultés dans le suivi de partition réside dans les nombreuses incertitudes 
provenant de l'analyse du signal sonore pour en tirer les propriétés musicales (fréquence 
fondamentale, début de note, etc.). 
Donc, les approches qui peuvent compter sur le signal MIDI de l'instrument comme entrée 
sont à considérer avec un grand bémol étant donné qu'elles possèdent des informations fiables 
sur ce que l'interprète joue, ce qui ne sera pas notre cas. 
2.6 La programmation dynamique 
Au niveau de l'algorithme de suivi de Dannenberg, appelé programmation dynamique, il a été 
inventé dans les années 1940 par Richard Bellman, qui l'a détaillé quelques années plus tard 
[5]. D. s'agit d'aligner entre elles 2 séquences en permettant l'insertion, le retrait ou la 
modification d'éléments. Ces opérations sont associées à un coût et l'alignement optimal est 
celui pour lequel ce coût est le plus faible. Ses applications sont multiples, car il fournit une 
base mathématique au problème général de l'alignement de séquences : ADN, phrases, 
mouvements aux échecs, etc. 
C'est donc en utilisant la programmation dynamique sur la fréquence fondamentale des notes 
prévues (encodage MIDI de la partition) et jouées (encodage MIDI du signal de l'instrument) 
que Dannenberg trouve la position de la performance dans la partition. H utilise un certain 
nombre de notes consécutives pour le calcul de l'alignement et non l'ensemble de la partition, 
pour respecter la contrainte de temps réel. Son système ayant tendance à omettre des notes 
lorsque l'interprète fait des erreurs, il a donc mis en place d'autres règles et limites pour 
contrer ce problème. 
Vercoe [6] proposa quant à lui un système d'accompagnement automatique fonctionnel pour 
la flûte. Il utilise, en plus du signal sonore, des capteurs sur l'instrument comme entrées du 
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système. Son algorithme de suivi est une variante de la programmation dynamique. Il prend en 
compte la fréquence fondamentale mais aussi des marqueurs temporels déduits des signaux 
des capteurs sur la flûte. Son innovation a consisté à entraîner son système au jeu de 
l'interprète, en se servant d'enregistrements, pour subséquemment obtenir de meilleurs 
résultats lors de l'accompagnement automatique. Pour ce faire, le système corrige ses 
prédictions en fonction des déviations moyennes de l'interprète. 
2.7 Les premiers travaux à l'IRC AM 
Quelques années plus tard, un groupe de chercheurs de l'IRCAM (Institut de Recherche et de 
Coordination Acoustique / Musique) en France présente l'état de ses recherches sur le suivi de 
partition [7]. La technique expliquée consiste à attendre la prochaine note, qui sera reconnue 
en comparant avec une version en langage MIDI de la note sur la partition. La comparaison se 
fait exclusivement à partir d'une analyse de la fréquence fondamentale sur le signal sonore. En 
mémoire est conservée une liste de taille fixe contenant les dernières notes qui ont été omises 
par l'interprète ou manquées durant le suivi. 
La technique réagit mal aux erreurs de l'interprète et à la succession rapide de notes. Pour 
pallier au dernier élément, les auteurs suggèrent de ne garder de la partition que les notes les 
plus susceptibles d'être aisément reconnues. Aucune notion de tempo n'est utilisée, pour 
suivre, selon les auteurs, des pièces contemporaines d'où le tempo est pratiquement absent. 
Dans notre cas, il n'y a aucune raison de ne pas se servir de l'information sur le tempo pour 
améliorer la robustesse du suivi de partition, les pièces contemporaines ne faisant pas partie du 
répertoire musical visé par l'application. 
À l'IRCAM, les travaux suivants demeurent parmi les travaux prédominants dans le domaine. 
Leur utilisation d'une méthode d'alignement basée sur les modèles de Markov cachés (Hidden 
Markov Models) permet apparemment d'obtenir des résultats intéressants. Avant de s'y 
intéresser, regardons ce qui a été réalisé au sein d'autres groupes de recherche. 
2.8 Les travaux au MIT 
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Une équipe du MIT (Massachusetts Institute of Technologies) [8] propose une technique de 
suivi pour instruments de musique qui place le tempo au premier plan. Une innovation 
consiste à intégrer au système une fonction d'analyse préliminaire de la partition. Durant cette 
phase, il calcule le tempo, la taille des fenêtres d'analyse et d'autres seuils de décision en 
fonction de la partition. Les auteurs prétendent que leur système fonctionne très bien pour 
accompagner de bons musiciens, mais les erreurs de plusieurs notes consécutives résultent en 
une indécision du système. Comme signal d'entrée, ils peuvent compter sur le signal MIDI 
d'un instrument, ce qui ne sera pas notre cas. Le fait de régler certains paramètres de façon 
automatique préalablement à la performance semble toutefois prometteur. 
La gestion du tempo est également un point sur lequel les auteurs font des observations 
intéressantes, en particulier sur les différentes options à considérer lorsque le système est 
incapable de reconnaître une position. Leur proposition est de ramener le tempo 
progressivement au tempo nominal de la pièce. 
2.9 Systèmes de karaoké adaptatifs 
Ailleurs dans le monde, deux groupes de recherche japonais ont mis au point, en parallèle, des 
systèmes de karaoké qui suivent le tempo de l'interprète. L'accompagnement est donc 
adaptatif et dans un des systèmes on corrige même la voix de l'interprète pour la ramener sur 
la bonne note en cas de déviation. 
Dans le premier groupe [9], l'intérêt de leur recherche repose sur l'utilisation d'une 
reconnaissance de la parole comme information permettant d'estimer le tempo. Leur méthode 
consiste à comparer le spectre des coefficients du bas du cepstre avec des modèles 
correspondants à 5 voyelles différentes. Ce système de reconnaissance doit d'abord être 
entraîné pour chaque personne, soit immédiatement avant de chanter ou encore avec un 
enregistrement. Une fois la voyelle reconnue, elle est comparée avec les paroles de la chanson 
pour connaître la position, et le temps entre la reconnaissance de voyelles consécutives sert à 
calculer le tempo. Ce suivi de partition sert à contrôler 2 fonctions de sortie : 
• Le tempo sert à synchroniser l'accompagnement du chanteur de karaoké; 
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• Un convertisseur fréquence fondamentale à MIDI est utilisé pour connaître la note 
chantée. Si elle diffère de la note désirée, un processeur numérique de son commercial 
module la fréquence fondamentale de la voix pour la ramener sur la bonne note. Aucun 
détail sur la méthode de modulation n'est donné, étant donné qu'ils utilisent une des 
fonctions disponibles dans un appareil commercial. On précise toutefois qu'une 
distorsion sonore évidente apparaît suite à cette opération, nécessitant l'ajout d'un 
filtrage supplémentaire. 
Le second groupe de karaokistes [10] prétend répondre à une problématique que le premier 
n'aborde pas, soit l'instabilité de la fréquence fondamentale de la voix humaine. Ils se servent 
des composantes de puissance, un concept qu'ils n'expliquent pas, pour détecter les débuts de 
note. On peut imaginer une identification des changements importants dans l'énergie du 
signal. Pour améliorer les résultats, ils identifient manuellement dans la partition les syllabes 
des paroles les plus facilement détectables et ne mettent à jour le tempo que lorsque ces 
syllabes sont repérées. 
Une innovation de ce second groupe de recherche consiste à utiliser la moyenne de la 
fréquence fondamentale de la voix chantée pour confirmer a posteriori l'hypothèse sur la 
position dans la partition. Ce deuxième niveau d'analyse est une piste très intéressante, 
considérant que certains paramètres pouvant être déduits de façon instantanée sont souvent 
moins fiables. 
2.10 Autre méthode à deux étages 
Une seconde méthode de suivi de partition pour la voix chantée qui utilise une première 
estimation moins fiable pour le suivi et une seconde estimation plus robuste comme 
confirmation a également été présentée par [1]. Les deux analyses reposent exclusivement sur 
la fréquence fondamentale et consistent en : 
• À court terme, une estimation de la fréquence fondamentale instantanée, qui sera à 
coup sûr affectée par le vibrato de la voix; 
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• À long terme, une estimation de la fréquence fondamentale discrète qui est arrondie au 
demi-ton musical le plus près entre les valeurs minimum et maximum de fréquence 
fondamentale rencontrées pendant un segment continu. 
Une approche de ce type est très intéressante et peut demander peu de temps de calcul 
supplémentaire, étant donné que les caractéristiques à long terme se calculent moins souvent. 
Par contre, cela demande de la mémoire supplémentaire, car il faut « se souvenir » d'un 
certain nombre de paramètres appartenant au passé du signal. 
L'article de cet auteur est souvent cité car il met très bien en évidence les particularités de la 
voix chantée qui en rendent le suivi difficile, telles qu'énoncées à la section 1.1. 
2.11 Méthodes par modèles de Markov cachés 
Les derniers travaux de l'IRCAM [11-14] se sont tournés à un certain point vers l'utilisation 
d'une représentation de la partition par états successifs. Cette représentation, application des 
modèles de Markov cachés [15], considère comme des états distincts les périodes de silence, 
d'attaque et de note «en cours». C'est une méthode probabiliste, dans le sens où une 
probabilité de se trouver dans chaque état est calculée par l'analyse du signal. Une fois ces 
calculs exécutés, le choix du meilleur chemin à travers les états possibles détermine la position 
dans la partition. 
[12] rapporte que l'analyse en tant que telle est faite par fenêtres sur des paramètres du spectre 
fréquentiel, tels que : 
• Le logarithme de l'énergie; 
• La balance spectrale (à quel point le spectre possède des pics); 
• La correspondance avec la structure spectrale simulée des notes de la partition. 
Le grand désavantage de cette approche est son incompatibilité à gérer le facteur temps, c'est-
à-dire qu'il est difficile d'intégrer le tempo et le temps écoulé comme indices sur la position. 
Or, ces informations peuvent se révéler fort utiles pour améliorer la robustesse. La nécessité 
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d'entraîner le système pour chaque interprète peut également être incompatible avec certaines 
applications. 
Des travaux fort similaires à ceux de l'IRCAM ont aussi été réalisés par [16]. Une 
modélisation par Modèles de Markov cachés est faite, et l'analyse est réalisée sur six 
paramètres du signal : 
• Le logarithme de l'énergie; 
• La variation d'énergie avec celle de la fenêtre d'analyse précédente; 
• Le nombre de passages par zéro du signal temporel; 
• La fréquence fondamentale; 
• Une estimation de l'erreur sur la fréquence fondamentale; 
• La variation de la fréquence fondamentale. 
Les résultats sont prometteurs, affirment les auteurs, sans toutefois quantifier ou contextualiser 
cette affirmation. Ce même groupe de recherche espagnol a simultanément présenté des 
travaux sur le suivi de partition par reconnaissance phonétique, que nous allons examiner 
immédiatement. 
2.12 L'alignement par analyse phonétique 
Dans l'article présenté par [17], le suivi s'appuie sur la reconnaissance de phonèmes tirés du 
texte à chanter. Le suivi a été testé sur quelques chansons et est assez robuste, selon les 
auteurs. La méthode d'alignement est faite par modèles de Markov cachés, comme pour leur 
suiveur présenté dans la section précédente. 
L'article est intéressant à plusieurs niveaux : 
• H explique les différences entre la phonétique de la voix parlée et chantée; 
• Il propose des paramètres d'analyse pouvant servir à la reconnaissance de phonèmes; 
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• Il intègre la notion de tempo et de durée des phonèmes pour améliorer la robustesse, 
contrairement aux autres méthodes par Modèles de Markov cachés; 
• Il propose comme amélioration une méthode hybride qui allie la reconnaissance 
phonétique et les paramètres musicaux du signal. 
Cet article est sans doute un excellent point de départ pour les travaux de recherche proposés 
dans ce document. 
2.13 Les méthodes brevetées 
Les travaux de Dannenberg et ses collègues ont produit au moins 3 brevets sur des systèmes 
d'accompagnement automatique basés sur le suivi de partition. Bien que les méthodes 
présentées soient très intéressantes, il faudra faire attention à ne pas empiéter sur la propriété 
intellectuelle de ces chercheurs. Voici une brève explication des méthodes employées par celui 
qui a défini le problème du suivi de partition. 
Le premier brevet déposé [18] est en fait une version peaufinée, par l'ajout de différentes 
règles de décision, de la méthode que ce chercheur a présenté durant la conférence de 1TCMC 
(International Computer Music Conference) de 1984. H s'agit donc, comme expliqué 
précédemment, d'un système pouvant compter sur un signal d'entrée encode MIDI et qui 
réalise l'alignement en utilisant la méthode de programmation dynamique. 
Le second brevet porte sur un système de suivi pour plusieurs musiciens. La position de 
chaque musicien est estimée de façon indépendante et simultanée par différentes méthodes de 
suivi de partition. Considérant les positions individuelles ainsi déduites, un système de 
pondération permet d'estimer la position globale de l'ensemble dans la partition. Toutes les 
méthodes de suivi individuelles pour musicien sont basées sur la programmation dynamique, 
par contre les caractéristiques du signal qui sont utilisées sont très variées : 
• Convertisseur sonore à MIDI; 
• Estimation de la fréquence fondamentale et de l'attaque dans le signal sonore; 
• Différentes techniques de reconnaissance de la parole. 
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Au niveau du dernier élément, l'auteur propose plusieurs approches et réfère à des travaux clés 
dans le domaine, qui pourront servir pour notre projet. Ce qui est breveté ici n'est pas la façon 
d'obtenir la position individuelle, mais bien la méthode de gestion d'un ensemble de 
musiciens. 
Finalement, le troisième brevet déposé concerne une nouvelle méthode d'alignement, appelée 
méthode stochastique. La position dans la partition est estimée en calculant une densité de 
probabilité basée sur au moins un paramètre (par exemple la fréquence fondamentale). La 
probabilité totale est de 1, donc la position est impérativement comprise quelque part dans la 
partition. La position la plus probable est évidemment le maximum de la fonction ainsi 
évaluée. La méthode présente les avantages suivants : 
• Acceptation de la combinaison de plusieurs paramètres; 
• Suppression de la nécessité d'utiliser des règles subjectives, puisque les fonctions de 
probabilités peuvent être estimées de façon empirique; 
• Implementation possible sur un ordinateur ordinaire. 
Quoique cette méthode d'alignement soit très intéressante, la propriété intellectuelle en 
restreint l'utilisation pour le présent projet. D. semble que l'utilisation d'une méthode 
probabiliste soit néanmoins nécessaire (les Modèles de Markov cachés en font partie), il 
faudra donc veiller à ce qu'elle ne s'apparente pas à la méthode stochastique. 
2.14 Le "Support Vector Machine" 
Un article récent [19] propose une méthode originale pour faire l'alignement de la musique 
avec une partition et de la parole avec du texte, les deux applications étant présentées 
séparément. 
Les auteurs mettent en évidence certaines lacunes des méthodes basées sur les Modèles de 
Markov cachés. Es proposent un algorithme d'apprentissage discriminatif, par opposition aux 
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algorithmes génératifs, en affirmant qu'ils permettent un meilleur suivi. Leur algorithme 
permet de tenir compte de plusieurs paramètres en simultané, ce qui est intéressant. 
L'application de suivi de partition, en particulier, place la fréquence fondamentale et le tempo 
au premier plan. 
L'article décrit en détail les équations nécessaires à la compréhension de leur méthode, 
néanmoins il est difficile de dire pour l'instant si elle serait utilisable dans le contexte du 
projet. Ce sera à coup sûr une technique à considérer. 
2.15 Ce qui manque 
Après avoir parcouru ces différentes approches de suivi de partition, on s'aperçoit que chacun 
tente de résoudre le problème en utilisant différentes informations du signal sonore. La plupart 
du temps, il s'agit de la fréquence fondamentale, mais on a aussi vu des méthodes basées sur 
la reconnaissance de phonèmes ou sur les caractéristiques spectrales du signal. 
Comme chaque approche semble indiquer des résultats « prometteurs », il est raisonnable 
d'affirmer qu'un meilleur suiveur découlerait de la combinaison des résultats obtenus. Donc, 
pour obtenir un suiveur de partition robuste, il est proposé ici d'utiliser conjointement 
quelques caractéristiques du signal de chant humain, soit les variations d'énergie du signal 
ainsi qu'une reconnaissance phonétique partielle. 
On a également vu que le fait d'utiliser un deuxième étage d'estimation de la position, avec 
des observations à plus long terme, permet d'améliorer la confiance dans le résultat du 
suiveur. Il est donc proposé ici de mettre en œuvre un deuxième étage en utilisant les blocs de 
paroles qui sont courants dans les chansons. Par bloc de parole, on entend un segment chanté 
avant et après lequel le chanteur se tait pour reprendre son souffle et laisser l'accompagnement 
musical jouer. 
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2.16 Le format de la partition 
Une problématique qui n'est pas abordée explicitement dans la littérature, sauf dans [20], est 
celle du format de la partition dans le système de suivi. Le format que prend la partition dans 
le logiciel est très important. Une simple copie graphique d'une partition sur papier n'est 
évidemment pas directement utilisable. Tel qu'abordé par [20] il faut utiliser une notation 
numérique appropriée, au sens suivant : 
• Elle doit être en mesure de contenir toutes les informations qu'une partition contient, y 
compris les paroles; 
• Il devrait idéalement exister une librairie logicielle facilitant l'utilisation pour cette 
notation; 
• Le format doit être supporté par les logiciels d'édition de partition majeurs (Finale, 
Sibelius, Notation Composer, entre autres), au moins en exportation; 
Les suiveurs de partition présentés dans ce document utilisent tous la notation MIDI ou un 
format « maison » comme support pour la partition. La réputation du format MIDI n'est plus à 
faire, et il a été utilisé durant plusieurs décennies déjà. Le problème avec le format MIDI est 
qu'il est binaire, aussi l'édition manuelle et l'analyse visuelle d'un tel fichier est très difficile. 
De plus, le format MIDI n'inclut pas les paroles de la chanson. 
Le format MusicXML [21] est quant à lui un format émergent qui a été déjà adopté par les 
grands noms de l'édition de partition, en particulier le logiciel Finale. H s'agit d'un standard 
développé dans le but d'échanger des partitions par Internet. Les fichiers sont textuels et 
peuvent être lus facilement. Toutes les informations sur l'aspect graphique de la partition y 
sont consignées, les notes comme les paroles. 
Une partie importante du projet consiste à faire l'interprétation logicielle des informations 
contenues dans les fichiers de partition afin de les utiliser pour faire le suivi. Cette opération se 
trouve facilitée par les librairies offertes par la communauté (logiciel ouvert). Bref, pour 
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permettre au projet d'être utilisable par un grand nombre de personne et pour faciliter 
l'intégration dans le logiciel, le format MusicXML a été adopté pour le projet. 

CHAPITRE 3 RÉALISATION 
L'état de l'art ayant été cerné dans le chapitre 2, nous définissons dans le chapitre présent de 
quelle façon l'approche proposée a été réalisée sous la forme d'un article scientifique. Il 
explique en détail l'algorithme de comparaison et de suivi du signal sonore avec la partition 
musicale. 
3.1 Article soumis 
3.1.1 Avant-propos 
Titre de l'article : Lyrics Based Score Follower 
Auteurs et affiliation : 
D. Beaudette, ing. jr, B. Se. A. : étudiant à la maîtrise, Université de Sherbrooke, Faculté de 
génie, Département de génie électrique et de génie informatique. 
R. Lefebvre, ing., Ph. D. : professeur titulaire, Université de Sherbrooke, Faculté de génie, 
Département de génie électrique et de génie informatique. 
Date de soumission : 30 avril 2010 
Revue : IEEE Transactions on Audio, Speech, and Language Processing 
Titre français : Suivi de partition basé sur les paroles 
3.1.2 Précision sur la nomenclature 
Le présent mémoire étant rédigé en français, les noms des figures et des tableaux de l'article 
qui suit ont été traduit de façon à pouvoir générer une liste des figures et une liste des tableaux 
entièrement en français. 
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Résumé français : 
Cet article présente un système de suivi de partition innovateur pour la voix chantée 
fournissant une façon robuste de suivre des artistes amateurs durant les chansons populaires. 
Ce système utilise les paroles et la durée des notes, tirées de la partition en format numérique 
MusicXML, pour créer une représentation de la chanson d'où la fréquence de la note chantée 
est absente. Les phonèmes sont extraits des paroles en utilisant une transcription phonétique 
automatique supervisée. 
La représentation de la partition en unité phonétiques est comparée en temps réel à une 
analyse par trames du signal sonore de chant. Les caractéristiques extraites de chaque trame 
comprennent le cepstre de la transformée en cosinus discrète après gauchissement des 
fréquences [22] pour la détection des voyelles, le nombre de passages par zéro et une mesure 
de l'énergie. La ressemblance avec les voyelles est calculée en utilisant une quantification 
vectorielle, alors que la ressemblance avec les consonnes fricatives et plosives sont calculées à 
partir de modèles simples. 
La position à court terme la plus probable dans la partition musicale est déterminée en utilisant 
l'algorithme d'alignement dynamique temporel Dynamic Time Warping. Parallèlement à cet 
alignement à court terme se déroule une analyse des blocs voisés de la chanson, qui ajoute une 
estimation plus fiable avec une plus grande latence. La performance du système proposé a été 
testée en différé pour des enregistrements non bruités d'un chanteur et une chanteuse. Les 
résultats d'alignement ont été calculés en se basant sur une segmentation manuelle des signaux 
sonores. 
Note : À la suite des corrections demandées par les membres du jury, le contenu de cet 
article diffère de celui qui a été soumis. 
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3.1.3 Abstract 
This paper presents an innovative score following system for the singing voice which provides 
a robust way to track amateur singers performing popular songs. This system uses song lyrics 
and note lengths, parsed from the score in the MusicXML digital format, to create a pitch-free 
representation of the song. Phonemes are extracted from the lyrics using supervised automatic 
phonetic transcription. 
This phoneme-unit based score representation is compared in real-time to a frame-based 
analysis of the singing audio signal. Features extracted from the audio frames include a 
warped discrete cosine transform cepstrum (WDCTC) analysis for vowel detection, zero 
crossings rate and energy measure. The vowel likeliness is computed using vector quantization 
(VQ), while the fricative and plosive consonants likeliness are computed using simple models. 
Vowel models are trained for each singer. 
The short-term most probable position in the score is determined using dynamic time warping 
(DTW). Concurrently with this short-term phoneme alignment is a long-term lyrics block 
analysis, which adds reliability to the system with an a posteriori estimation of the position. 
System performance has been tested offline for male and female singers singing a cappella in 
a noise free environment and results have been evaluated based on a manual segmentation of 
the audio signals. 
3.1.4 Section I : Introduction 
Score following is defined as the task of aligning the timing of a real musical performance 
with the events described in the musical score. Applications include automatic accompaniment 
of a performer with an automated instrument, synchronization of live sound, light and scene 
effects and music learning software. It addresses one of the core problems of human/machine 
interfaces for musicians: understanding what the musician is playing. 
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This challenge varies according to the type of instrument. The easiest instruments to follow 
are electronic instruments with a Musical Instrument Digital Interface (MIDI) output, such as 
an electronic keyboard, because the output signal already gives all the necessary information 
about the performance: pitch, note onsets and note durations. Earlier works on score following 
relied on the MIDI signal. With other instruments, however, a score following system needs to 
infer those parameters from the sound signal. This adds a layer of uncertainty about the 
information retrieved, as signal processing algorithms are not always reliable. For instance, no 
pitch tracking algorithm is fail proof and this is in itself a whole area of research in signal 
processing. 
In the case of singing, one must also consider several other obstacles to reliable sound 
processing: 
- There are several unvoiced sounds (consonants, inspirations) in the sound signal. 
- The spectral characteristics vary depending on the vowel being sung. 
- The pitch may differ significantly from the written score note during the note onset and due 
to the vibrato effect. 
- The dynamic range of the amplitude of the voice can exceed 55dB in a song [1]. 
Musical scores for singing voice usually describe notes, durations and lyrics position. The 
score is often seen by professional singers as a description of the main themes of the song. 
They deliberately add some variations to these themes, producing musically more interesting 
performances but also complicating the task of automatically tracking their position in the 
score. 
Whereas score following for the sung voice is not a new field of interest, most of current 
systems, being based on pitch, are well suited for professional singers [3]. Amateur singers, 
which represent an even larger population, are more prone to timing and important pitch errors 
than professional singers. To address this particular issue, we propose a singing voice score 
following system not relying on pitch and tolerant to tempo deviations. The key to this major 
improvement is partial speech recognition and high-level identification of the lyrics blocks 
forming a song. 
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This paper is organized as follows: in Section II we present the technical details of the system, 
namely the score parsing, the vowel modeling, the note alignment method and the score block 
mapping algorithm. In Section III we present an evaluation of the system for a male and 
female singer. In the last section, ways to improve the system robustness are discussed. 
3.1.5 Section II : Technical Approach 
Objective 
The main goal is to provide a low latency, low error estimation of the note changes in the 
performance, based on the musical score. As a constraint, we impose that the system should 
not use pitch as a reliable feature. The inputs are a wave file of the performance, and a score in 
the MusicXML format. The system is aimed at real-time implementation, implying causality 
and algorithmic efficiency. 
Objective 
System Description 
The proposed system uses several blocks: 
- A MusicXML parser, including a lyrics to phonetics converter. 
- A singing vowel acquisition user interface. 
- A training of vowel models. 
- A score following algorithm. 
When using this system, one must first train the vowel database. The vowel models obtained 
can then be used to follow any song the performer will sing, as long as he first parses the 
MusicXML score of those songs with the tools provided. The performance can be recorded 
with any common audio recording software and saved in a wave file. 
Score Parsing 
In [20], the problem of the target score format is described and the authors conclude that MIDI 
(Musical Instrument Digital Interface) is the only format that meets all their requirements. 
This was true in 2003, but since 2007 the MusicXML 2.0 definition [21] is now available. It 
has support for everything contained in a musical score, including lyrics, which is not the case 
with MIDI. It is an exchange format adopted by professional score editing software including 
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Finale, Sibelius and Cubase. Moreover, an open source C++ library for parsing MusicXML 
files is available at http://libmusicxml.sourceforge.net/. 
The score parser block in Fig. 1 uses the LibMusicXML library to retrieve the following score 
information from the MusicXML file: the type of note (silence or sung note), its length and its 
associated lyrics. The note lengths in milliseconds are extracted from the song nominal tempo 


















Figure 3. Schéma bloc du système proposé (version anglaise) 
Information about the note pitch, namely octave and chroma, is simply ignored, because the 
score following algorithm proposed is based exclusively on lyrics. In fact, there is no pitch 
tracking operation at all in the system. 
This MusicXML score parsing is integrated in a software that also includes the text to 
phonetics conversion block from Figure 3. These functions are executed off-line, once per 
song. 
Text to Phonetics Conversion 
The output of the score parser is a list of notes with their associated duration and lyrics. The 
lyrics associated with one note can vary in structure from a single syllable taken from a word 
to a group of words that should be sung within the duration of the note. This textual 
information cannot be used directly into the position finding algorithm. Indeed, there is no 
obvious connection between the characters of a written word and the sounds produced when 
singing this word. To be able to represent lyrics in a computer-understandable form, a 
mapping between the text and a sequence of symbols related to real sound models has been 
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made. 
This conversion is based on English (CMU Pronouncing Dictionary v. 0.7a [23]) and French 
(Lexique v. 3.55 [24]) electronic phonetic dictionaries. The content of those textual databases 
is a list of words followed by their phonetic transcription. Since we considered French and 
English songs, 22 vowel sounds and 24 consonant sounds are needed to cover the entire 
databases. 
The conversion is mostly automated, but since the text to phonetic conversion software cannot 
deduce how a multiple-phoneme word spread across several notes will be divided, some 
human post-processing is required. Also, some words may have several different 
pronunciations, depending on context and singer, and this disambiguation would have required 
a higher level of artificial intelligence to be automated. Finally, manual conversion may be 
required for some words that are not part of the aforementioned phonetic dictionaries. 
Since the score following system is based entirely on lyrics, rigorous manual parsing of the 
resulting conversion can lead to substantial improvement in results. This remains a subjective 
part of the system, as anyone can manually adjust the text to phonetics conversion results to 
optimize the vowel recognition. 
The Score Model 
One of the challenges in the score following problem is to find a common denominator 
between, on one side, a waveform, and on the other side, a discrete sequence of notes. The 
approach proposed is to model each score event (defined as a silence or phoneme with a given 
duration) as a characteristic waveform feature whenever possible. Silences are modeled as 
having low energy. Vowels each have their individual model, based on WDCTC. Fricative 
sounds are modeled as having a high number of zero crossings. All other sounds are modeled 
as undefined sounds and have currently no associated feature. Figure 1 summarizes this 
approach. 
To express the recorded performance in a similar format, its waveform is divided into a 
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sequence of overlapping frames of samples. The frames become the discrete units representing 
the waveform, and the only information retained from each frame is energy, individual vowel 
likeliness and number of zero crossings. The score and the waveform can then be compared 
based on these common features. For this mapping to be valid, we must make the assumption 
that a frame contains only one phoneme. 
Definition of the Vowel Models 
The goal here is not to identify the sung vowels. Since we are using a cost-based path finding 
algorithm between the score and the past frames, we are rather looking for a feature that yields 
a very low cost when comparing a frame from the actual sung vowel and its model, and ideally 
a much higher cost when comparing it to other models. Several signal features have been used 
to recognize vowels in voice signal processing applications, including linear prediction 
cepstral coefficients (LPCC) and the mel-frequency cepstral coefficients (MFCC). 
The feature used here is the warped discrete cosine transform cepstrum (WDCTC). The results 
obtained in [25] show that WDCTC is a better vowel representation feature than the MFCC, 
especially in presence of noise. WDCTC is based on a modification of the discrete cosine 
transform that 'warps' the frequency scale to match as closely as possible the Bark scale. This 
frequency scale has been designed to make the critical bands of the human auditory perception 
system uniform in size on this new scale. 
The /V-point discrete cosine transform (DCT) X(k), 0 < k < N — 1, can be viewed as a matrix 
product between the DCT matrix W and the input vector x(n), defined for 0 < n < N — 1 and 
zero elsewhere. 
The DCT matrix W is composed of rows k and columns n, with elements given by: 
W(k,n) = w(k) cos — 
with 
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, . . f 1/yfN, k = 0 (2) 
w(k) = i , 
(y(2/A0> otherwise 
Each row fc can be viewed as a band pass filter of normalized center frequency (2k + 1)/2N 
with the following transfer function: 
ST , . rck(2n +1) ( 3 ) 
^ ( z - 1 ) = 2 , w(fc)cos Kw V " 
The frequency repartition of these filters is uniform, whereas the human ear presents a 
different mapping, which has been approximated by the Bark scale [26]. Therefore, one can 
obtain a better representation of a speech signal by taking into account the frequency mapping 
of the Bark scale. To apply this to the DCT, we replace z _ 1 in (3) by an all-pass filter A(z) 
defined by: 
-/? + z"1 (4) 
A(z) = 1-jffz-1 
where /? is called the warping parameter. The following expression, derived by [26], gives the 
/? value that makes the frequency mapping closely match the Bark scale, for a given sampling 
frequency fs in kHz: 
(2 \112 (5) 
/? = 1.0211 f-arctan(0.076/s)j - 0.19877 
To replace the DCT matrix with a matrix that would incorporate the all pass filters, we use the 
filter bank method described in [27]. What we need is the impulse response of the warped 
DCT filters, so we can approximate Fk(A(z)) with an FIR filter. This can be obtained by 
inverse discrete Fourier transform of the frequency response of each filter. This can in turn be 
obtained by evaluating 
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J V - l 
Fk (A(eJ«)) = £ w(fc) cos^P-Af-e^y nk(2n + 1) , . . „ <
6) 
n = 0 
with ÛJ = 0, (2n/N), (An/N),..., (2(N - l)n/N). This yields the warped DCT matrix. 
The cepstrum of the WDCT transform can be seen as the frequency content of a signal's 
warped frequency spectrum. To obtain the WDCTC x(n) of a given input vector x(n), 
defined for 0 < n < N — 1 and zero elsewhere, calculate the matrix product of the N-point 
WDCT matrix by the input vector. This yields the warped discrete cosine transform vector of 
the input, noted XWDCT(k), with 0 < k < N — 1. This can also be written as: 
XWDCTW = exp(f (fc)) \XWDCT(k) | (7) 
where the phase f (fc) of the coefficient is given by: 
s r ( f c ) = y ( s g n ( ^ o c r ( / c ) ) - l ) ( 8 ) 
and 'sgn' is the sign function, which returns -1 for negative values and 1 otherwise. Eq.8 is the 
The next steps involves taking the natural logarithm of eq.7 to obtain the WDCT cepstrum of 
x(n): 
x(n) = Re{IDCT(aV + \n\XWDCT(k)\)} (9) 
where the inverse discrete cosine transform (IDCT) of a given sequence y(n) between 
0 < n < N - l i s defined by: 
N-l 




The vowel model consists of the coefficients n = 2 to 19 of the WDCTC. We intentionally 
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ignore the first term, which is known in the literature as the gain term. Those coefficients are 
computed for every hamming-windowed frame of 256 input samples. The windowing is used 
with cepstrum calculation because the speech signal is highly non-stationary, and speech 
signal processing usually uses a few pitch periods [28]. The same conservative assumption has 
been made here, even if the voiced sung signal can present typically longer stationary regions. 
Training of the Vowel Models 
To be consistent with past work [22] in the validation of the WDCTC, we used about the same 
framework, namely to train a codebook for each vowel. Each codebook consists of Lc = 8 
code vectors of Nw = 18 WDCTC coefficients. 
The training set for the codebooks is obtained with a simple sound acquisition interface. Each 
singer must populate its own database, by singing each vowel into a microphone while the 
software saves the waveform at a sample rate of 16 kHz. No post-segmentation is necessary, 
since the software only captures 4 seconds at a time, and must be activated shortly after the 
performer has started singing the vowel. This insures that the only content acquired is the 
vowel waveform. Once this block of samples is acquired, the software calculates each frame's 
WDCTC and adds those new vectors to a vowel database. 
As the objective is to get as many variations of the vowel as possible, it is important, even if it 
is not strictly measurable, to sing each vowel by simulating different song contexts. One way 
to achieve this is to sing the vowel over the melody of a song, varying pitch and energy. 
The vowel database is then used to compute the codebook by k-means clustering of the 
vectors. From several thousand candidate vectors, we thus obtain 8 model vectors. 
Short Term Score Position Estimation 
The main score following algorithm is based on dynamic time warping. Here is a summary of 
the inputs (refer to Figure 3): 
1. The score matrix. The off-line phonetic conversion of the score lyrics yields a 
representation of the score in a sequence of phonetic events. Each event is defined by 
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its phoneme number, its assigned note and its nominal duration, computed from the 
song nominal tempo. 
2. The Vowel Models. From the off-line training operation explained in the last section, 
there are 22 trained vowel codebooks for the singer, consisting of Lc vectors each, one 
vector consisting in Nw coefficients from a WDCTC transform. 
3. The Recorded Performance. Even if the algorithm is suited for real-time alignment, 
pre-recording of the performance is preferred over real-time context to facilitate 
optimization of parameters and reproducibility of results. 
The audio signal from the performance is resampled, if necessary, at a 16 kHz sampling rate. 
The samples are grouped into frames of 16 ms (x[n] with n = {1:N},N — 256 samples) 
overlapping by 4ms. Overlapping increases the probability that every phonetic event is 
predominant in at least one frame. For each frame, we compute parameter Cs based on log 
energy: 
Cs = KES (log]T _ x[n]2 + KB0) (ID 
where KES = 10 is the energy scaling factor and KE0 = 10 is the energy offset term. We also 






where Kzc = 100 is the zero crossings scaling factor. The sign function returns 1 for positive 




 (13) Z HW-L (x(n + 1) — yj(n)J 
n=0 
where Kvs = 0.45 is the vowel scaling factor, x is the WDCTC of the frame (eq. (9)), yt is the 
ith vector from a given vowel codebook and Lc and Nw are as defined in the Training section. 
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This makes a total of 24 parameters by frame. The various parameter scaling and offsetting 
constants are used to bring the parameter values in the same range. 
The comparison between score events and the signal frames parameters is based on these 24 
parameters. Each score event type uses a different parameter to define a good matching frame, 
as explained in 
Score Event Type Expected signal feature Corresponding signal parameter 
Silence Low energy Cs 
Vowel High vowel likeliness Cv 
Fricative consonant High number of zero crossings CF 
Occlusive consonant Low energy Cs 
Other types Undefined KUN 
. A match is as good as the selected parameter value is low, 0 being a perfect match. For score 
events that have no assigned model (like most consonants), the result of the comparison is 
always KUN = 75. 
Tableau 1 : Paramètre du signal évalué en fonction du type d'événement de la partition 
Score Event Type Expected signal feature Corresponding signal parameter 
Silence Low energy Cs 
Vowel High vowel likeliness Cv 
Fricative consonant High number of zero crossings CF 
Occlusive consonant Low energy Cs 
Other types Undefined KUN 
After a given number of frames are acquired, a new estimation of the position is computed. A 
buffer of at least Nf = 20 frames has been set, implying that estimations are outputted at a rate 
near 4Hz, which is in the range of the fastest note change for our song test corpus. The buffer 
size is constant and is limited to the number of frames between each estimation. We did not 
test all buffer configurations, for example keeping a buffer larger than the number of frames 
between each estimation, or adapting the buffer size depending on the most probable current 
score events. 
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Since in the scope of Nf frames a limited number of score events can happen, we restrain the 
events range for the position estimation to Ne = 10 events, starting with the previous position 
estimation. Indeed, using a fewer number of events could prevent recovering from a previous 
misalignment, and using too many more raises the number of operations needed without 
improving results. 
The Nf signal frame versus Ne score event comparison is represented by a score matrix, as 
depicted in Figure 4. This figure is a real example of the short term position estimation. The 
last estimated position was score event 1, and was made at the frame just before frame number 
one. From this point, 20 frames have been acquired and are ready to be assigned to one of the 
10 upcoming score events. This comparison is based on the parameter values defined 
previously, whose range are indicated by the gray scale bar at the right side of the figure. A 
darker cell is a good match, while a white cell is a poor match. The white line is the estimated 
assignation, based on the dynamic programming algorithm, and the black asterisks represent 
the real score event occurring during each frame. 
Score events 
Figure 4. Example de l'estimation du chemin optimal (ligne blanche) dans la matrice de coût 
utilisant la programmation dynamique. L'alignement de référence (astérisques noirs) est aussi 
montré. 
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The position estimation is computed using the dynamic time warping technique, for which 
detailed explanation can be found in [29]. The dynamic time warping aligns two similar time 
series. The optimal alignment path consists in the chronologically ordered cost matrix cells 
that cumulate the lower cost. Various constraints can be added on the path. In the present 
application, we apply the following: 
- It has to start at the 'oldest' frame at the last estimated score position (upper left cell in 
Figure 4). 
- All frames have to be assigned to exactly one score event. 
Once the optimal path is computed, the new position estimation is the last score event from 
that path. On Figure 4, this means that score event 4 is the estimated current event. The path is 
further analyzed to find at which frame each score event happened. This yields an a posteriori 
estimation of all event occurrences. This way, if the algorithm finds its way to the end of the 
song, practically no event is missed (this will be discussed in the performance section). 
Score Voiced Sections Mapping 
Here we propose a method of evaluating, based solely on energy measurement, the position of 
the performance among the voiced sections of the score. A compromise is made between 
robustness, on one side, and estimation latency, on the other. 
A song score is generally formed of voiced and silence sections of various lengths. We can 
estimate the length of these sections using the song nominal tempo and the note durations. 
Ideally, there should be a direct mapping between the regions of measured energy in the 
performance and the sections in the score. This means that we should measure high energy in 
the voiced sections, low energy in the silence sections and that the duration of the regions 
should be very close to those calculated from the score. 
However, several factors contribute to create mismatches between the score energy map and 
the measured energy in the performance. First, the length of the regions may vary according to 
the singer's tempo variations. Also, the performer typically uses the silence sections to breathe 
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and this can be reflected by higher measured energy in the recorded signal for amateur singers. 
Shorter silences in the score are not always respected, and regions of low energy can be 
measured even in voiced sections. A score section tracking algorithm relying on energy has to 
take these possibilities into account. 




 l 2 (14) 
's = log } x[n]2 
The evolution of energy in a song can be modeled by a vector where each element is the 
measured energy in one frame. The objective being to tag a frame as being one of high or low 
energy, we quantize the vector in binary format, with a given threshold as the quantization 
boundary. This operation indeed discards a lot of information about the real evolution of the 
energy, but greatly simplifies the block mapping algorithm, as we'll explain shortly. 
In 
Figure 5a, we present an example of the binary quantization operation on a whole song. This 
performance energy vector is also compared to the score sections in 
Figure 5c. As we can observe, there is no direct match between the measurement vector and 
the score sections. Moreover, the quantized vector presents several small transitions that will 
inevitably lead to more decisions to be made in a mapping algorithm, without necessarily 
increasing accuracy. To keep only the most significant transitions, we introduce a P-length 
median filtering of the energy vector prior to quantization. In a real-time context, this 
operation adds latency to the current score block estimation, as the filter response for a given 
frame will be available only (P — l ) /2 frames later. The result is the vector presented in 
Figure 5b, which is the vector we will be using for the block mapping algorithm. 
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Figure 5. Segmentations des blocs de chants continus à partir (a) du seuillage du calcul de 
l'énergie, (b) du seuillage du calcul de l'énergie avec filtrage par la médiane et comparaison 
avec (c) les segments chantés en continu dans la partition 
We now present the block mapping algorithm in details, using Figure 6. Let us model the 
score by a vector consisting of the lengths, in number of frames, of the voiced sections 
L = {L0,LX, ...,Lm_1} in a score that has m voiced sections. As the performance is analyzed, 
each frame's energy is computed, median filtered (introducing latency) and quantized (lowest 
signal in 
Figure 5b). 
In real-time, each time we encounter a high to low transition in this signal (indicated by roman 
numerals on Figure 6), a new estimation of the current block is computed. This means that we 
have a new bounded voiced region that we call a measured block. The length I is the number 
of frames elapsed since the last low to high transition, or the length of the measured block. For 
example, at the measured block transition noted I in Figure 6, I = 5. The goal is to map this 







Figure 6: Exemple de l'algorithme d'assignation des segments chantés, incluant les sources 
d'erreur les plus communément rencontrées. 
If the measured blocks and the corresponding score blocks were of identical length, the 
mapping would be straightforward. In practice, however, there are some sources of mismatch: 
- The binary thresholding operation may shorten the duration of the measured block: the 
note may be still audible for a few seconds when the end of block threshold is reached. 
This leads to a shorter measured block than its corresponding score block. 
During fricative sound, the energy of the signal is low, possibly generating undesired 
transitions (transition II and IV in Figure 6 are examples). 
- During small silences in the score, the singer might still produce sound (breathing for 
example). This does not produce any transition because the energy is not low enough to 
reach the end of block threshold, whereas the score blocks contains a transition. The 
transition between score blocks L2 and L3 in Figure 6 is an example. 
To successfully cope with these sources of mismatches, a specific mapping algorithm is 
proposed. The advantages of this algorithm are as follow: 
It does not use any tuning parameter. 
It is suited for real-time applications. 
It requires a minimum of memory space: the quantized energy vector is not saved in 
memory, only a frame counter is necessary. 
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At the end of a measured block, the algorithm searches for the best possible match between 
this block of length I and one of the following mapping possibilities: 
1. This transition is a false positive (absent from the score). 
2. The measured block matches the estimated current score block (nominal mapping 
scenario). 
3. The measured block comprise the estimated current score block AND one or more 
consecutive score blocks (transitions in the score have been missed). 
Let us associate a cost Ck to each of these mapping possibilities, with k = {0,1, ...,m — V — 
1}. Each value of k represents one of the mapping possibility, 0 being a false positive, 1 being 
the nominal mapping and 2 and above indicating that k — 1 transitions have been missed since 
the last estimation. Costs are computed as follows: 
( l + C, C < 0, k = 0 (15) 
Ck = \ I, C > 0, k = 0 
(. Cfc_! — Li'+k, otherwise 
where i' is the estimated score block number obtained at the last estimation, C is the cost that 
was associated with this estimation and Lt is the length of score block i £ {0,1,..., m — 1}. At 
the beginning, V = 0 and C = —L0. 
The lowest cost indicates which score block just ended. Indeed, we define the optimal 
matching block number as: 
i0PT = i' + argmin(abs(C)) (16) 
k 
For the following iteration, we update C by taking C" = CiopT_i>, then update V = i0PT. 
To illustrate how this algorithm manages of the various differences between the score and 
measured block lengths in real-time, consider the case presented in Figure 6. Numerical results 
at each high to low transition are presented Tableau 2. We can observe that the correct current 
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block is identified at each transition in spite of a false detected silence (transition II), a missed 
silence (after L2), and block length mismatches. 
Tableau 2 : Valeurs numériques obtenues lors de l'application de l'algorithme d'assignation des 
























































In this table, the inputs of the algorithm at each low to high transition are I, i' 
and C Using these values, we compute the mapping costs C0 to C3. The 
lowest cost (highlighted values) is related to which score block just ended, 
which number is i0PT. Its value is correct at each transition. 
In practice, we can reduce the computing burden of the costs Ck by stopping once a Ck is 
negative, since all following costs will necessarily be higher. 
The output of the block mapping algorithm is a reliable estimation of the score position. 
Therefore, every new estimate is taken as the truth and relocates the short term 'score cursor' 
to the silence event that immediately follow the score block identified. 
3.1.6 Section III : Performance 
Methodology 
The objective is to determine how well the algorithm performs in outputting score position 
estimations. The output of this real time application is a message triggered immediately at 
each note change, identifying the note that just started. With the perfect algorithm, there 
should be neither delay in the message triggering nor error in note identification. 
The choice of performance indicators used here is based on a previous effort to standardize 
score following algorithm evaluation [30]. This work defines five measures to compute seven 
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assessment metrics, the objective being to compare different algorithm performance in a 
competition held at Music Information Retrieval Evaluation eXchange (MIREX) 2006. The 
measures are based on notes (discarding silences) and are as follow: 
- Error is the time between reference and estimated note change. 
- Latency is the time between estimated note change and the system output for that event. 
- Offset is the time between reference note change and the system output for that event. 
- Missed notes are notes that are skipped by the algorithm. 
- Misaligned notes are identified too soon or too late, given an offset of 2 seconds. 
After measuring these parameters, we compute the following metrics: 
- Variance of error o~e. 
- Average imprecision \ie, computed as the average absolute error. 
- Average latency \i\. 
- Average absolute offset \i0. 
- Miss rate p m or percentage of missed notes. 
- Misalign rate p e or percentage of misaligned notes. 
- Piece completion pc, defined as the percentage of correctly aligned notes before the 
algorithm only yields misaligned notes. 
Of course, these values allow sharing results with the scientific community, but they also 
constitute optimizing functions for the different system parameters and algorithms. 
Selection of Songs 
The MIREX 2006 evaluation framework comes with a set of reference files for different 
instruments, from the classical and contemporary music repertoire. Unfortunately, for a 
number of reasons using either one of the authors' reference files was not suitable here. For 
example, the provided score format is MIDI and therefore does not contain the lyrics. Building 
a personalized set of songs allowed us to evaluate more score events, and to evaluate the 
system with songs that fit its purpose, namely to align amateur singers performing popular 
songs. 
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The validation set of songs features 3 extracts from English and French songs. The songs have 
been selected in order to have interesting variations among note change rate, number and 
length of voiced sections and vowel content. The associated musical scores have been created 
using MakeMusic Finale® music notation software, and exported in MusicXML format. The 
note chroma needs not to be perfectly accurate, because the present algorithm discards the 
pitch information. However, the note lengths, the lyrics position and the silence durations have 
been carefully transcribed from the original songs. Once created, the three MusicXML files 
were processed using the MusicXML parser and text to phonetics converter presented 
previously. 
A male and female amateur singer each recorded a version of the song extracts in a silent 
room, with a condenser microphone connected into a PC external sound card. The 
performance mostly follow the written score. However, there are a few differences, for 
example some words were unintentionally mispronounced and some small silences were 
omitted. Also, the singers' natural language is French, so the sung vowels do not always match 
what is outputted from the automatic text to phonetic transcription. 
By visual analysis of the 6 performance waveforms, a total of 1412 phonetic event start 
samples have been identified. This way, a reference alignment has been created and serves as 
the ground truth in performance measurement. This operation is time-consuming, and rather 
subjective, because there is no true sample start for a phonetic event. For example, looking for 
the exact sample where the singing voice switches between two sung vowels is irrelevant, 
because typically there is a transition zone where both vowels seem to coexist. The approach 
used here is to consider that a phonetic event has started only when it is clearly predominant. 
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Table 3 : Valeur des indicateurs de performance mesurés pour 6 chansons avec et sans 
identification des segments chantés en continu 
Song title (original artist, VARIANCE 
OF ERROR language) 








Un musicien parmi tant d'autres (Harmonium, French) 
Male 661 / 449 
Female 606/473 
I'm Gonna Miss You (Milli Vanilli, English) 
Male 617/635 
Female 571/565 






























0 / 0 
0 / 0 
27/0 







4 / 1 
47/14 
56/2 












MIREX 2006 RESULTS 
Dorabella (W.A. Mozart, Italian) 














All metrics are in milliseconds, except pm , pe and pc in %. The metrics were previously defined in the text. 
Performance without voiced sections mapping are left of slash, and performance with voiced sections mapping are right of slash. 
Alignment Performance 
The validation set has been tested for the male and female singers, with and without voiced 
sections mapping. The results are presented in Table 3. The best and worse MIREX 2006 
results are also presented, for the two algorithms that were evaluated then. The objective is to 
give an idea of the present system's strengths and weaknesses, keeping in mind that there are 
differences in the evaluation approach. 
Indeed, the performance used at the score following contest are from professional singers, so 
there should be very few differences between the written score and what is sung. The 
reference segmentation of the MIREX files is based on the hand-corrected output of an off-
line DTW-based alignment algorithm, not on manual analysis. Also, the MIREX results do not 
include all the metrics that were defined before the event, making it hard, for example, to 
judge on the relative quality of average imprecision values. 
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We note that there are no missed notes in completed songs, as all those results have a pm = 0. 
This is possible because with the DTW optimal path analysis, all events are mapped to a time 
of occurrence, as described earlier. We also observe the system's inherent latency of about 150 
ms, due to the buffering of frames between each position estimate. Comparatively, the MIREX 
algorithms have much lower latency, but always miss at least a few notes. Regarding the 
average absolute offset p0, the lyrics based score follower always outclasses the Puckette 
algorithm but never reaches the best results of the Cont and Schwarz algorithm. This 
conclusion is based on the value of the absolute average offset n0, which is only 92 ms for the 
best Cont and Schwarz result, but as high as 236 ms for the lyrics based score follower. This 
metric is the only value that indicates how close the detected note changes are from the 
handpicked note changes. 
As Table 3 result for the female performance of Un Musicien Parmi Tant d'Autres suggests, 
there is still cases when the piece completion pc is not 100%, even with the voiced sections 
mapping algorithm. There are several reasons why the algorithm might temporarily lose track 
of the position, or might not even be able to complete the piece. The main reason is 
mismatches between automatic phonetic conversion output and the vowels actually sung. 
Unfortunately, because music is interpreted by humans, there is no evidence that a sung vowel 
will sound as the automatic phonetic conversion output expects, even with the most accurate 
phonetic database. A better phonetic transcription involves a human in the loop, which we 
wanted to avoid for result reproducibility reasons. 
Another source of error in position estimation is related to breathing sounds during silence 
sections, which have fricative-like features. If one of the first words of the next section has a 
fricative consonant and the singer breathes in before singing, the DTW can step forward too 
soon. 
Once a wrong decision is made in short-term path finding, position recovery is very difficult 
without the voiced section mapping. In the validation set, only two songs are correctly aligned 
until the end, three other get lost near the middle of the song and the last one barely goes past 
the quarter of the song. The small range of score events considered for DTW makes it very 
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difficult to find back the correct position after it has derived substantially. In fact, when the 
real position is much sooner than the estimated one, the correct events are not represented in 
the DTW's event range. Some further experimentation to determine the optimal buffer size 
would probably lead to improved results in this regard. 
The positive effect of the voiced section mapping on results is considerable. As seen in Figure 
7a, the most frequent effect of this second layer of estimation is to confirm the short term 
decision. However, when the short term estimation happens to get lost, as visible in Figure 7b, 
the voiced section mapping adequately corrects the position. In Figure 7c, we observe the 
effect of a wrong decision from the voiced section mapping. Since this algorithm's output is 
unconditionally trusted, and considering the large position leaps it can cause, a wrong decision 
usually leads to a situation very hard to recover from. Fortunately, this rarely happens, actually 
1 time at the end of a song in the validation set. 
There are a few parameters in this system that could be optimized for each performance in the 
validation set, resulting in much better position tracking. Nonetheless, the results presented 
here are based on best overall parameter values, which are reported in 
Score Event Type Expected signal feature Corresponding signal parameter 
Silence Low energy Cs 
Vowel High vowel likeliness Cv 
Fricative consonant High number of zero crossings CF 
Occlusive consonant Low energy Cs 
Other types Undefined KVN 




50 60 70 80 
Figure 7 : Exemples de l'effet de l'estimation de la position basée sur l'identification des 
segments chantés en continu. En comparant avec l'alignement de référence (ligne pointillée), 
l'estimation à court terme peut être soit (a) confirmée, (b) corrigée ou (c) induite en erreur par 
l'estimation de la position basée sur l'identification des segments chantés en continu. 
3.1.7 Section IV : Conclusion 
We presented a score following system capable of tracking in real-time the position in a 
musical score of an amateur singer's performance. The system is almost completely 
automated, from the MusicXML score parsing to the alignment of the recorded signal for real-
time simulation. We reviewed some of the system weaknesses, pointing that the sung vowels 
are not always identical to the automated phonetic conversion output. We showed the 
relevance of using long term alignment as a second layer of estimation, based on the 
identification of the voiced sections of the song. Further improvements could be a more 
complete modeling of the phonemes, singer independence and riddance of empirically set 
parameters in the system. 
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3.2 Outil de conversion 
Un logiciel en C++ utilisant la librairie d'objets Qt version 4.3.3 a été développé pour 
convertir la partition MusicXML dans un format approprié pour réaliser l'alignement. Le 
logiciel développé comprend les fonctions suivantes : 
Lire le fichier MusicXML; 
Extraire les paramètres de chaque note, incluant les paroles; 
Lorsqu'un mot est fragmenté sur plusieurs notes, reformer le mot; 
Convertir les mots en notation phonétique à partir de dictionnaires phonétiques; 
Afficher le résultat de la conversion automatique côte à côte avec les paroles sur une 
interface graphique; 
Permettre l'édition manuelle des résultats; 
Exporter dans un fichier texte la conversion finale; 
Sauvegarder dans un fichier texte une version temporaire et la recharger. 
L'édition manuelle est nécessaire pour redistribuer les phonèmes sur les notes (lorsque le mot 
était fragmenté) et pour convertir les mots absents des dictionnaires. Dans les cas où l'édition 
manuelle est requise, le logiciel l'indique par des caractères spéciaux. Cela se produit lorsque 
la répartition des phonèmes d'un même mot sur plusieurs notes est indéterminée (ce qui, 
comme l'exemple de la Figure 8 le montre, arrive assez souvent) et lorsqu'un mot n'existe pas 
dans les dictionnaires (beaucoup plus rare). 
Les dictionnaires phonétiques utilisés sont : 
Pour les chansons en anglais : le dictionnaire cmu_dict version 0.6, disponible à : 
ftp://ftp.cs.cmu.edu/prqiect/fgdata/dict/. Il contient seulement une liste des mots et leur 
équivalent phonétique. 
Pour les chansons en français : le dictionnaire Lexique version 3.55, disponible à : 
http://www.lcxique.Org/ftp://ftp.cs.cm.u.edu/project/fgdata/dict/. Il contient plusieurs 
autres informations, dont le genre, le nombre, la fréquence d'occurrence dans un 
corpus de sous-titres de films, etc. 
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Chacune de ces bases de données possède sa propre nomenclature, qui a bien sûr été prise en 
compte dans la programmation de l'outil de conversion. 
ËlMainWindow .••&$% f l l t l l l j t : 
Texte des paroles tiré du ficNor MuaOM. < 

































Choisir jnfidwMuScXML J 
Fichier courant * 
| C /Maitnse/MusicXML/Songs/Breathe/Breathe xml 
W?M''-.~ '. ''• ' ** # «iMUiatxt 
ronversion du texte en phonemes 
bl'U'THlHHSrWINCi " ' ' " " 
52 0 (choose from next word) 
53 8 TH IH NG K AH NG 
54 0 AH P 
55 0 AH 
56 8 5 T AW R M 
57 8 AH N 
58 8 IV UW 
59 1 
68 0 AWL 
61 8 
62 8 DH AH 
63 8 TH IH NG Z 
64 8 IVUHR 
65 8 (choose from next word) 
66 8 THIHNGKAHNG 
67 8 AOR 
68 8 DH EY 
69 8 FAWLS 
78 8 AOR 
71 8 DH EY 
72 8 T R UW 
73 1 
74 8 IV UW 
75 0 N OH UW 
76 8 DH AH 
77 8 (choose from next word) 
78 8 (choose from next word) 
79 8 (choose from next word) 
88 8 *?(WPSYDOODLE )* 
81 8 R AE G 
82 8 IHT 
Sauvegarder tes inodfieat»»» dansun ffchler texte j ' 
Exporter la partition pour Matlab 
Exporter les phonèmes pour PVM 
4 
Figure 8 : Logiciel de conversion paroles à phonétique 
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0 0 0 
8 2 3 15 
1 3 15 5 33 
11 2 3 15 
1 4 15 16 35 42 
0 0 0 
6 2 3 5 
1 2 27 15 
11 2 3 5 
1 4 27 19 35 42 
0 0 0 
8 2 3 13 
1 4 40 6 S 36 
11 2 3 15 
1 3 15 5 33 
1 3 26 11 42 
0 0 0 
11 2 3 15 
Figure 9 : Fichier de sortie du logiciel de conversion 
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Sur la première ligne, on retrouve la valeur d'une subdivision (en nombre de subdivision d'un 
battement) et le tempo nominal de la pièce en battements par minute. Les lignes suivantes 
représentent chacune des notes de la chanson : 
Le premier nombre est le type (1 pour silence et 0 pour voix); 
le second et le troisième sont respectivement les durées en millisecondes (considérant 
le tempo nominal) et en nombre de subdivisions; 
- les trois nombres suivants sont la note en notation MIDI, son octave et son chroma 
(inutilisés dans la dernière version); 
- le septième nombre est le nombre de phonèmes; 
les derniers nombres sont les numéros de phonèmes. 
Concernant la numérotation des phonèmes, voici comment ils ont été assignés : 
























L e x i q u e 




















































Ex. français Ex. anglais 
stylo île maïs see heat heed 
lune 
1 
thé parler allez 
feu vœux 




poule où goût 








bait table bake 
bet head 
< 
cat black had 
away cinema hut 
j i t ter (earn heard 
put could hood 
blue food who'd 
boy join 
cup luck hud 






























Tableau 5 : Numérotation des consonnes 






































































































































Le dictionnaire cmu_dict contient également les voyelles diphtongues OW, OY, AW et AI qui 
sont interprétées comme respectivement OH ou AA suivi de UH ou IY. Le Lexique contient 
quant à lui les semi-voyelles j (yeux, paille) qui devient IY et 8 (huit, lui) qui devient UU IY. 
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3.3 Outil d'entraînement 
3.3.1 Interface d'acquisition 
Tel que présenté dans l'article, une interface d'acquisition pour entraîner les voyelles a aussi 
été créée durant le projet. D s'agit d'un logiciel Matlab avec interface graphique utilisant les 
fonctions du Data Acquisition Toolbox pour avoir accès aux signaux de la carte de son du PC 














UU (lUne ) 
IH ( hit) 
EY (thÉ bAka) 
EU (fEU ) 
EH (rÉgle hEAd) 
OE (IlEUr ) 
AE ( blAck) 
AA (fAculta ) 
EE (cE Away) 
ER ( JittER) 
UH ( cOUId) 
UW (pOUta fOOd) 
OH (batEAU bOy) 
AH < lUck) 
AW (pOmma hAWEd) 
AO (pAta fAthar) 
OO ( rOck) 
IN (pam ) 










1 1 1 
isù 1m mi 
SafflplM 
f 
« ? » l - l a l n l 
Figure 10 : Interface d'acquisition pour l'entraînement des voyelles 
Cette interface permet d'acquérir 500 vecteurs (4 secondes) à la fois pour ainsi constituer une 
base de données d'entraînement pour chacune des 22 voyelles. Les vecteurs sont chaque fois 
concaténés dans un fichier .mat (données Matlab) sous la forme de trames de 256 échantillons. 
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3.3.2 Algorithme Lloyd-Max 
Une fois la banque de voyelles constituée (au moins 2000 trames complètes par voyelle), on 
doit entraîner des modèles. La méthode adoptée pour le projet est de convertir les trames de 
256 échantillons en vecteurs de 18 coefficients de WDCTC, puis d'utiliser un algorithme de k-
moyennes pour créer 8 vecteurs par voyelle. L'algorithme de k-moyennes proposé par Lloyd 
pour peupler un dictionnaire vectoriel à partir d'une source d'entraînement est le suivant : 
1. Commencer avec un dictionnaire initial Cx ; 
2. Partitionner tous les vecteurs de la source selon le vecteur le plus près au sens de la 
distance euclidienne dans le dictionnaire Ck ; 
3. Calculer le centroïde de tous les vecteurs de chaque partition, former avec ces 
centroïdes le dictionnaire Ck+1 ; 
4. Recommencer à l'étape 2 jusqu'à l'obtention d'un dictionnaire satisfaisant. 
Il y a 3 points à spécifier dans cet algorithme : 
- Le choix du dictionnaire initial Cx ; 
La gestion des vecteurs représentants inutilisés d'un dictionnaire lors des itérations; 
La définition d'un dictionnaire satisfaisant, i.e. le critère d'arrêt de l'algorithme. 
Abordons donc ces 3 problèmes individuellement, dans un autre ordre. 
3.3.3 Critère d'arrêt 
Une mesure de la qualité du dictionnaire généré est la distance moyenne entre les vecteurs de 
la banque et le vecteur représentant qui leur est associé. Cela se traduit pour un ensemble de N 
vecteurs vx à vN appartenant aux partitions Px à PM associées aux M codes cx à cM d'un 
dictionnaire vectoriel par l'équation suivante : 
M 
m=lvnePm 
Dans l'équation précédente, la fonction de distance d() la plus utilisée est la distance 
euclidienne. On définit la distance euclidienne entre les vecteurs P et Q de dimension R et de 
coordonnées? = {p1,p2, -,pR} et Q = {qllq2, -,qR} par : 
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d(P,Q)= ntPi-qd2 
Comme on ne peut pas savoir a priori vers quelle valeur absolue la distance moyenne 
convergera, il est plus pratique de considérer l'amélioration de cette distance entre 2 itérations. 
On pourra alors dire que le dictionnaire est satisfaisant lorsque la distance moyenne entre les 
vecteurs et leur code associé n'évolue pas davantage qu'un seuil donné e entre 2 itérations 
successives k et k + 1 : 
Dk+i -Dk<e 
3.3.4 Gestion des codes inutilisés (partitions vides) 
Comme les vecteurs de la source migrent d'une partition à l'autre pour minimiser la distance 
qui les sépare des codes, il peut arriver qu'une partition vide soit formée au cours des 
itérations. Comme l'entraînement du dictionnaire est fait avec une source censée représenter 
les données à encoder, il y a de fortes probabilités que le code associé à une partition vide soit 
rarement utilisé à l'encodage, ce qui diminue l'entropie du dictionnaire. 
Il est donc important de trouver une façon de réassigner ce code auquel plus aucun vecteur ne 
veut s'associer. Il y a, comme toujours, plusieurs possibilités dont : 
Ne rien faire : solution la plus facile, qui accepte l'existence de partitions vides à 
l'entraînement en faisant l'hypothèse que les sources à encoder peuvent les utiliser tout 
de même ; 
Prendre comme nouveaux codes des vecteurs au hasard dans la source ; 
Trouver la partition dont la distance moyenne est la plus élevée, ajouter une faible 
perturbation au code associé pour former un nouveau code. 
Idéalement, on voudrait déterminer des codes qui vont réduire la distance moyenne et ainsi 
accélérer la convergence. La dernière solution s'avère donc intéressante. On l'appelle 
l'algorithme de splitting, proposé par Linde, Buzo et Gray. 
Le choix de la perturbation est généralement aléatoire, elle doit être cependant assez petite 
pour que le nouveau code reste dans la même partition que son géniteur. 
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3.3.5 Choix du dictionnaire initial 
Le dictionnaire initial est très important, car l'algorithme converge vers un minimum local de 
la fonction de la distance moyenne. Le point de départ détermine donc sur quel minimum de la 
fonction il convergera et on voudrait idéalement que ce soit le minimum global de cette 
fonction. 
C'est l'algorithme de splitting qui a été choisi pour générer le dictionnaire initial. La stratégie 
est de former un premier vecteur représentant, puis de lui appliquer une faible perturbation 
pour en former un second. En réitérant cette stratégie plusieurs fois, on double à chaque fois le 
nombre de vecteurs représentants. Voici comment mettre l'algorithme en œuvre : 
1. Calculer le centroïde de tous les vecteurs de la source. Ce centroïde forme le premier 
vecteur représentant ; 
2. Ajouter une faible perturbation au vecteur représentant ainsi généré pour créer un 
second vecteur représentant; 
3. Exécuter une itération de l'algorithme de Lloyd, ce qui déplacera les vecteurs 
représentants existants pour qu'ils correspondent davantage à la source ; 
4. Doubler le nombre de codes en ajoutant une faible perturbation aux codes existants ; 
5. Répéter les opérations 3 et 4 jusqu'à l'obtention de la taille de dictionnaire voulue. 
3.3.6 Implementation 
L'implémentation de la méthode d'entraînement a été réalisée sous Matlab. Le script effectue 
la lecture des bases de données, l'entraînement par l'algorithme décrit ci-dessus et sauvegarde 
le dictionnaire obtenu dans un fichier .mat pour chaque interprète, chaque voyelle. 

CHAPITRE 4 DESCRIPTION DES TESTS 
4.1 Chansons utilisées 
Pour valider l'approche, 2 chansons anglophones et 1 chanson francophone ont été 
sélectionnées. Voici les titres (artistes originaux) et les critères qui en ont motivé le choix : 
You Will You Won't (the Zutons) : Répétition de phonèmes, bonne répartition en 
blocs de paroles. 
- I'm Gonna Miss You (Milli Vanilli) : Débit plus rapide, 2 fois la même séquence. 
- Un musicien parmi tant d'autres (Harmonium) : En français, débit assez rapide, longs 
blocs de paroles. 
Les partitions musicales, produites sur le logiciel commercial d'édition de partition musicale 
Finale 2009, sont disponibles en annexe A. 
On retrouve, dans le tableau suivant, les enregistrements utilisés pour réaliser les tests décrits 
dans l'article. 
Tableau 6 : Enregistrements utilisées pour les tests 
Nom du fichier Nombre Nombre Interprète Longueur 
de notes d'événements (s) 
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4.2 Méthode de segmentation 
L'alignement de référence utilisé pour chaque enregistrement a été réalisé en repérant 
visuellement, en s'aidant de l'ouïe, le début de chacun des phonèmes tels que fournis par 
l'outil de conversion. Le logiciel qui a permis de réaliser cette opération avec une relative 
efficacité est Adobe Audition. Le numéro de l'échantillon de début de chaque phonème est 
copié du logiciel puis collé directement dans la colonne appropriée de la matrice Matlab 
décrivant chaque enregistrement. 
Figure 11 : Utilisation d'Adobe Audition pour segmenter les fichiers sonores 
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4.3 Résultats 
L'article ne présentant que des résultats sous forme numérique, voici l'allure des courbes 
d'alignement obtenues avec et sans identification des blocs de chant. La courbe de référence 
est en pointillé vert et la courbe de l'alignement par DTW obtenue est en continu noir. Les 
astérisques représentent les endroits où l'algorithme d'alignement des blocs de chant réalise 
une estimation de la position. 
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David -> YouWillYouWontl Euge -> YouWillYouWontl 
3000 
20 40 60 80 100 
Note de la partition 
120 
David -> UnMusicienParmiTantDautres3 
20 40 60 80 
Note de la partition 
David -> ImGonnaMissYoul 
20 30 40 50 60 










10 20 30 40 50 60 70 
Note de la partition 
Euge -> UnMusicienParmiTantDautresl 
20 40 60 
Note de la partition 
Euge -> ImGonnaMissYoul 
20 30 40 50 
Note de la partition 
Figure 12 : Résultats de l'alignement sans l'identification des blocs de chant 
Il est apparent sur certaines courbes que le suivi considérant seulement les événements à court 
terme n'est pas très robuste aux différences entre les voyelles chantées et les voyelles issues de 
la transcription phonétique automatique des paroles. En effet, lorsque des différences 
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importantes sont présentes sur plusieurs événements successifs, il est impossible d'avoir une 
matrice de coût avec des coûts assez faibles pour que la position estimée avance dans la 
partition. Il s'ensuit une désynchronisation entre les événements attendus et les événements 
chantés d'où aucun résultat valable ne peut être obtenu. Le pire cas est pour la chanson notée 
Euge->YouWillYouWontl, où le prochain événement attendu à partir de la note 40 est une 
fricative qui n'a visiblement pas été assez bien prononcée. La fonction de coût pour une 
fricative donnant un coût très élevé aux voyelles et autres sons périodiques, la position estimée 
n'avance plus. 
David -> YouWillYouWontl Euge -> YouWillYouWontl 
20 40 60 80 100 120 140 
Note de la partition 
David -> UnMusicienParmiTantDautres3 
3000 
20 40 60 80 100 120 140 
Note de la partition 
Euge -> UnMusicienParmiTantDautresl 
20 40 60 
Note de la partition 
80 40 60 
Note de la partition 
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David -> ImGonnaMissYoul Euge -> ImGonnaMissYoul 
10 20 30 40 50 60 70 
Note de la partition 
10 20 30 40 50 60 70 
Note de la partition 
Figure 13 : Résultats de l'alignement avec l'identification des blocs de chant 
En ajoutant l'algorithme d'assignation des segments chantés au suivi, on obtient de meilleurs 
résultats. Dans tous les cas sauf Euge->UnMusicienParmiTantDautresl, cet algorithme arrive 
à estimer correctement la position lorsqu'un segment chanté en continu se termine. Cela 
permet aux cas où le suivi des événements phonétiques de la partition est dans une impasse de 
se resynchroniser et ainsi poursuivre l'estimation à court terme dans des conditions plus 
favorables, c'est-à-dire que les événements attendus sont ceux qui seront chantés. 

CHAPITRE 5 Conclusion 
Tel que vu dans l'état de l'art, le suivi de partition automatique pour la voix chantée n'est pas 
un problème que l'on considère comme étant résolu. La plupart des suiveurs de partition se 
basent sur la note chantée, avec parfois d'autres caractéristiques pour l'appuyer, pour déduire 
la position de l'interprète dans la partition qu'il chante. Or, l'information mesurable à ce 
niveau n'est pas toujours corrélée avec le contenu de la partition. C'est pourquoi nous avons 
opté pour une approche basée entièrement sur les paroles des chansons dans l'estimation de la 
position. 
Le système développé, entre janvier 2008 et avril 2010, dans le cadre de ce projet de recherche 
permet de valider cette approche intégralement. En effet, il utilise en entrée une partition dans 
un format d'échange couramment utilisé sur Internet et il contient tous les outils nécessaires 
pour en arriver à faire le suivi de partition en tant que tel : analyse de la partition depuis son 
format d'origine, extraction des paroles, conversion en notation phonétique (en français et en 
anglais) et conversion en format machine. Une interface d'entraînement de la mémoire 
phonétique du système a aussi été réalisée. 
L'algorithme principal de suivi de partition, programmé sous Matlab, se démarque de la 
littérature par l'utilisation du cepstre de la transformée en cosinus discrète réalignée en 
fréquence (WDCTC), d'une technique novatrice d'identification des blocs de chant dans la 
partition et par l'intégration du format de partition MusicXML. 
Les résultats obtenus, en réalisant l'alignement sur des enregistrements dont on connait les 
moments d'occurrence des changements de notes, montrent que l'algorithme est capable de 
déterminer les changements de notes avec une latence moyenne d'environ 150ms, avec une 
erreur moyenne de 541ms. Au niveau du décalage moyen, qui est de 427ms, l'algorithme se 
positionne entre 2 autres algorithmes qui ont été mis à l'épreuve lors de l'événement MIREX 
2006, qui ont respectivement obtenu entre 92 et 410ms et entre 687 et 1661ms. Il existe 
cependant des différences dans l'évaluation des performances faite ici et celle de MIREX 
2006, notamment au niveau de l'alignement de référence, qui font que ce classement ne peut 
pas être interprété de façon directe. 
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Les améliorations au projet sont nombreuses et permettraient fort probablement d'améliorer 
les résultats. Par exemple, il serait intéressant de : 
mener une étude plus poussée des tailles optimales du nombre de trames et 
d'événements de la partition utilisés dans la matrice de coût (incluant la mesure de 
l'impact sur les performances temps-réel); 
- chercher une façon de ne pas utiliser de paramètres fixés de façon empirique, 
particulièrement les facteurs additifs et multiplicatifs impliqués dans les fonctions de 
coût associées aux différents phonèmes; 
s'attaquer au problème de l'exactitude du contenu phonétique chanté lorsqu'il est extrait 
de la partition; par exemple, il serait intéressant de tenter d'extraire ce contenu à partir 
de la performance de l'artiste original plutôt que de la partition; 
rendre le système indépendant du chanteur, par exemple par la normalisation du 
conduit vocal; 
établir des modèles mathématiques pour les consonnes actuellement ignorées dans le 
système; 
- l'algorithme dans un environnement temps-réel. 
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Un Musicien Parmi Tant D'autres 
Harmonium 
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ANNEXE B - EXEMPLE DE CONVERSION 
PHONÉTIQUE 

























































2 0 IY UW 
3 0 UW IH L 
4 0 IY UW 
5 0 UW OH N T 
6 1 
7 0 IY IH 
8 0 D UW 
9 0 IY IH 
10 0 D AO N T 
11 1 
12 0 IY ER 
13 0 S EY IH NG 
14 0 IY UW 
15 0 UW IH L 
16 0 B AA T 
17 1 
18 0 IY UW 
19 0 N OH UW 
2 0 0 IY UW 
21 0 UW OH UW N T 
22 1 
23 0 IY UW 
2 4 0 M EH 
25 0 IY UW 
26 0 M AA T 
27 1 
28 0 IY ER R 
2 9 0 CH EH S T 
30 0 G EH T S 
31 0 T AA IY T 
32 1 
33 0 IY 
3 4 0 S EY IY UW 
35 0 L AH V 
36 0 D EY 
37 0 B AA T 
38 1 
3 9 0 IY UW 
4 0 0 K AH M 
41 0 AA UW T 
4 2 0 AE T 
43 0 N AA IY T 
44 1 
45 0 UW AH L 
46 0 IY ER R 
47 0 TH IH 
48 0 IH NG 
49 0 K IH NG 
50 0 TH IH NG 
51 0 K IH NG 
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8 4 no 
85 lie 
86 



























































































TH IH NG 
K IH NG 
AH P 
AH 






TH IH NG Z 
IY UW R 
TH IH NG 
K IH NG 
AA R 
DH EY 
F AO L S 
AA R 
DH EY 
T R UW 
IY UW 
N OH UW 
DH AH 
D IH 
P S IY 
D UW 
D AH L 
R AE G 
IH T 
T EH L Z 
N OH UW 
L AA IY 




T AA IY M 
IY UH R 
TH IH NG 
K IH NG 
UW EH L 
IY UH R 
T R IH 
K IH NG 
IY AO R 
M AA IY N D 
UW EH L 
IY UW 
UW IH L 
IY UH 







































































S EY IH NG 
IY UW 
UW IH L 
B AA T 
IY UW 
N OH UW 
IY UW 




M AA IY T 
IY AO R 
CH EH S T 
G EH T S 
T AA IY T 
IY UW 
S EY IY UW 
L AH V 
D EY 
B AA T 
IY UW 
K AH M 
AA UW T 
AE T 
N AA IY T 

ANNEXE C - SCHEMA DE L'ALGORITHME 
Ce schéma a été le point de départ de la stratégie adoptée pour l'alignement. Les étapes sont 
numérotées et constituent le bloc « Suivi de partition automatique » de la Figure 2: Schéma 
bloc du système proposé. 
Suivi automatique de partition, en vue d'une application de 
correction en temps réel de la voix chantée 
Plage de recherche de ta position 
(idéalement toute la chanson) 
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