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Abstract
With the advances of industry 4.0, augmented reality (AR) devices are
being deployed across the manufacturing sector to enhance worker
perception and efficiency. AR is often used to deliver spatially relevant
work instructions on mobile devices for maintenance procedures on the
factory floor. In these situations, workers use their mobile devices to view
instructions in the form of 3D animations and annotations that directly
overlay the equipment being maintained. Workers then follow the AR
instructions and must ultimately rely on their own judgement and
knowledge of the procedure as they progress from step to step. An AR
assistant that could validate each stage of the procedure in real time and
provide the worker with feedback on any observed errors would ensure
that each maintenance procedure is completed successfully. This work
presents a mobile, quality inspection system for AR maintenance
procedures that is capable of assessing the maintenance task in real time.
The system is designed for deployment on handheld mobile devices and
can thus manage the challenges inherent to performing quality inspection
with a non-fixed vision system. This work enumerates four essential
qualities of mobile quality inspection tools and outlines some of the
challenges encountered during the development of such a system. In the
end, testing established that the system could provide adequate assistance
for capturing inspection images, accurately process the captured images
using machine vision, and generate detailed feedback from the quality
inspection in a timely manner.

Keywords: mobile augmented reality, quality inspection, computer vision,
maintenance procedures, industry 4.0, manufacturing
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1 Introduction

Since the commencement of the First Industrial Revolution in the late 18th
century, the manufacturing sector has been constantly evolving to meet
ever-increasing market demands and attain competitive advantage where
possible. The First and Second Industrial Revolutions were physical in
nature, with transitions to mechanically and electromechanically driven
production systems, respectively. The Third Industrial Revolution
similarly had a physical component, as industrial automation was
implemented, but it also had an important digital component. Information
systems were introduced and operated as a separate entity to help
companies manage and better understand the complex operations taking
place on the factory floor. Now today, the manufacturing sector has
entered yet another key industrial revolution. The Fourth Industrial
Revolution is characterized by a transition to cyber-physical systems, in
other words, a merger of the digital and physical systems developed
previously. The goal has now become leveraging rapid data exchange and
unified connectivity to achieve greater cohesion across the factory as a
whole. Disparate devices, sensors, and systems are now being connected
and expected to work harmoniously together with human workers across
the factory to make coordinated decisions based on real-time incoming
data.
To explore this new opportunity for innovation brought by the Fourth
Industrial Revolution, Brigham Young University’s (BYU) smart
manufacturing lab is performing research around relevant topics such as
augmented reality (AR). AR is a recent technological development that can
translate the digital conversations going on between machines and systems
throughout the factory into a format that can be easily understood by
people. It allows people to perceive more about the factory than is possible
with the naked eye alone. AR can overlay factory equipment with data
such as real-time alerts or maintenance instructions to empower people to
work with machines in a way that has never before been possible. This field
of research is growing rapidly and highly sought after by industrial
companies due to the potential it has to increase worker efficiency and
improve decision-making ability.
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Using innovative industrial AR software provided by PTC Inc.,
students in the smart manufacturing lab are developing AR content for
scenarios that are relevant that can provide AR assistance in maintenance
procedures. This research area is particularly relevant to today’s workers
because of AR’s ability to translate bulky maintenance manuals into
dynamic 3D content that directly overlay the work area. This innovative
technology helps workers perform maintenance tasks more efficiently and
with fewer errors because they no longer have to constantly switch their
attention between the manual and the machine. In addition, to simply
rendering work instructions, this project explores AR’s ability to further
assist workers by checking their work at each step of the maintenance
procedure to verify whether they made any mistakes. With this new
capability, AR could further reduce the number of errors workers make
during maintenance tasks to be almost zero which would provide
substantial value to any manufacturing organization.
After surveying the related literature, it was found that this project
would offer capabilities that have not previously been explored. Thus,
students in the BYU’s smart manufacturing set out to develop an AR-based
quality validation system with key features that are outlined hereafter. This
research was documented into a formal publication and submitted to The
International Journal of Advanced Manufacturing Technology. The journal
submission comprises chapter 2 and has been reformatted from the
original journal submission to comply with the formatting requirements of
this thesis. Additionally, the abstract and keywords have been removed
from their original positions within the journal submission and placed at
the beginning of this publication.
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2 An Augmented Reality Maintenance Assistant
with Real-Time Quality Inspection on
Handheld Mobile Devices

This chapter is composed from a paper entitled “An Augmented Reality
Maintenance Assistance with Real-Time Quality Inspection on Handheld
Mobile Devices”, which is pending publication in the journal International
Journal of Advanced Manufacturing Technologies. I hereby confirm that the
use of this article is compliant with all publishing agreements.

2.1

Introduction

Industry 4.0 is a modern industrial trend sweeping across the
manufacturing sector, and is characterized by a transition to smarter, more
connected factories. The primary goal of this transformation is to leverage
rapid data exchange and unified connectivity to achieve greater cohesion
across the factory as a unit. Often synonymous with Industry 4.0, the term
“industrial internet of things” (IIoT) is commonly used to describe the way
machines, devices, sensors, and information technology (IT) systems
should be connected and work together to create a coordinated and
pseudo-living production system, or a “smart” factory. Regardless of the
terminology one prefers, it is clear that as factories continue to become
smarter it is becoming more important than ever to develop tools that keep
the human workers integrated as part of the autonomous manufacturing
enterprise.
According to Jim Heppelmann, president and CEO of PTC, augmented
reality (AR) is a novel human-machine interface that “turns bits and bytes
into sounds and sights…” [1]. In other words, AR can translate the digital
conversations taking place between machines and systems throughout the
factory into a visual language that people can easily understand. The
translated conversations can then be relayed to workers across the factory
in a way that is contextually relevant to the tasks they are performing and
allows them to stay tuned into the dialog of the smart factory.
AR has boundless applications in a factory setting and is currently
being deployed across many manufacturing operations. Ho, P. T., et al.
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(2022), in a recent systematic literature review, surveyed publications
around industrial AR and found that AR is most commonly utilized for
assembly/disassembly and maintenance operations [2]. AR is particularly
advantageous for assembly/disassembly and maintenance operations
because of its ability to deliver work instructions that are both spatially
aligned and visually intuitive. It allows instructions to be translated from
simplistic pictures in bulky paper manuals into dynamic visual sequences
and 3D representations that directly overlay the work area. AR-based
instructions have been shown to significantly lower workers’ mental load,
which ultimately helps reduce the number of mistakes they make, by up to
82% [3, 4]. This is largely because the worker can keep their focus on the
workpiece, rather than constantly switching their attention back-and-forth
between the workpiece and the paper instruction manual.
Research is currently underway to find ways to further mitigate the
number of errors that workers may make while being assisted by AR. The
simplest of options is to require workers to manually check their
workpiece, then indicate to the AR application whether they observed any
errors. This type of AR experience has been described in literature for
inspection scenarios [5-14], assembly scenarios [15-18], and even in
construction settings [19, 20]. These AR experiences begin to show the
benefits of quality-infused AR. Still though, they necessarily rely on the
experience and skill of each worker to be able to manually determine how
well each step of the procedure was performed. The next step forward,
then, is to develop systems that can make these quality determinations
automatically and independent of worker perspective and experience.
A system that is capable of visually inspecting the workpiece to find
errors is advantageous over the systems described above because it would
not be susceptible to operator error. An AR system that could provide
objective process validation would be similar to existing automated quality
assurance systems, such as an automated optical inspection system (AOI)
for PCB boards, except it could make quality assessments at every step of
the process and would also be responsible for providing the worker with
the instructions necessary to complete the task. Ojer, M., et al. (2020)
developed an AR system for PCB assembly that visually guides operators
through the component mounting process while simultaneously checking
the correctness of each action. This system is designed to display the AR
instructions using either a monitor or a projector and can automatically
validate each component’s physical characteristics, position, and rotation
to detect, in real time, whether the components on the PCB have been
mounted correctly [21, 22]. This AR-assisted assembly operation takes
place at a stationary workstation, so the inspection camera is calibrated for
and fixed relative to the work area. Other AR systems demonstrating
similar features have also been documented [4, 23-33]. These AR systems
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are enabled by machine validation from a fixed camera, which is perfectly
suited for tasks that can be completed at a workstation, such as
assembly/disassembly. However, a fixed-camera setup is not feasible for
tasks that must be completed at various locations across the factory floor
(e.g., maintenance on large machinery). It would be much more desirable
in these situations to have an AR system that is completely mobile and can
be taken directly to the location of the procedure as the maintenance is
being performed.
AR systems built for mobile devices, such as handheld devices (HHDs)
or head-mounted displays (HMDs), are commonly used to display
maintenance instructions out on the factory floor because they utilize the
camera native to the device to achieve true mobility. Infusing truly mobile
AR systems with automated quality inspection has received relatively little
attention in the literature because of unique challenges that are introduced
when the inspection camera and illumination is no longer fixed relative to
the work area. A few mobile AR systems with automatic quality inspection
have been reported, but each requires that fiducial markers be placed on
all components [19, 34-36], which would hinder its deployment in an
industrial setting. Fiducial markers are commonly used in AR to improve
scene recognition and are particularly desirable for industrial scenarios
since equipment surfaces usually lack adequate texture to reliably establish
tracking using some tracking methods. However, the use of fiducial
markers is impractical in industrial environments due to harsh conditions
that could damage the markers and because it requires preparation of the
workspace in advance [2, 26, 30, 37].
Once the machine validation has been performed and the results are
returned, specific instructions should be given to the worker to assist them
with fixing any errors the system detected. These instructions should be
clear enough to indicate to the worker exactly what to do to make the
necessary repairs before proceeding to the next step. By rendering clear
instructions, the validation system relieves any ambiguity related to the
detected error and will help all workers move through a procedure more
quickly. This level of feedback would transform the system from an ARenabled error detection system into an AR-enabled maintenance assistant.
A few articles have reported incorporating this kind of feedback, but each
was deficient in at least one of the characteristics mentioned previously [23,
30, 31, 33, 36, 38].
As has been shown, there are no publications to-date that demonstrate
a real-time AR quality inspection system that is suitable for deployment in
mobile industrial scenarios. An extensive review of relevant articles has
been performed to verify this and the results can be seen in Table 2.1.
Therefore, this study will seek to understand the limitations of in-process
quality inspection as it pertains to mobile AR and determine what specific
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tools need to be developed to enable a real-time maintenance assistant for
mobile AR experiences.
This paper is organized as follows: Section 2 gives a detailed
description of the environment for which the proposed system was
developed, including the tests used to assess the system’s performance.
Section 3 presents the outcome of the system development process and
discusses obstacles encountered during the development process. Finally,
Section 4 draws conclusions based on the data presented and makes
suggestions for future work.
Table 2.1: A detailed summary of relevant AR articles showing a gap in the current
knowledge base.

Projector

Monitor

HMD

HHD

Mobility

Display Type

Stationary

Mobile

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

Relevant Articles
Essential Features
Validation Automatic
Dynamically
with a
Machine Markerless
Creates
Mobile
Vision
Tracking
Repair
Camera
Validation
Instructions
x
x
x
[24, 30, 33]
x
x
[38]
x
x
[19]
[10, 12, 39]
x
[5-9, 40-45]
x
x
x
[46]
[31]
x
x
x
[36]
x
x
x
[38]
x
x
x
x
[34, 35]
x
x
[13, 14]
x
[29, 47, 48]
x
[18, 49, 50]
[3, 4, 15-17, 51-54]
x
x
x
[31, 32]
[24-28]
x
x
x
[21]
x
[20, 37, 55, 56]
[15, 57, 58]
x
x
x
[23]
x
[22]
[11]
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2.2

Methodology

The primary goal of the proposed system is to create a mobile AR assistant
that empowers workers in performing complex maintenance tasks. One of
the primary barriers to developing such a system is the ability to
successfully leverage machine vision to analyze images captured with a
mobile device during an AR-guided procedure. To achieve this capability,
several different components of the AR system and image processing
algorithm must be developed and assessed:
1. The positional accuracy of the underlying AR tracking system
to deduce the position of the user’s device within the AR space.
This functionality is critical for helping users navigate around
the physical equipment to capture an image for inspection.
2. The user’s ability to use the graphical navigational helpers
shown in the AR experience to precisely capture a high-quality
image for inspection.
3. An image processing algorithm that is robust enough to deal
with the image variation inherent to a mobile-based system,
while still producing accurate measurements. This program
must also be able to analyze images of industrial hardware,
which is notoriously texture-less and colorless, and reliably
return accurate results.
4. The overall speed of the proposed system to transmit the
captured image to the image processing algorithm, perform the
automated image analysis, and receive the inspection results
back into the AR experience.
The environment in which the proposed system was developed will be
described hereafter, as well as the testing that was performed to evaluate
it.
2.2.1 Setup
2.2.1.1 Hardware
The use case devised to evaluate the proposed system was based on the
Festo Cyber-Physical Lab (CP Lab). The CP Lab is a modular Industry 4.0
learning system that is intended to convey an in-depth understanding of
Industry 4.0 concepts. It includes many interchangeable application
modules that perform specific functions and are representative of
operations that might occur in an actual manufacturing facility. The CP Lab
was constructed using industrial hardware to make the learning
experience as similar to reality as possible. More detail about the CP Lab’s
hardware can be found on Festo’s webpage for the CP Lab [59]. The
development for this project was done with a four-station configuration of
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the CP Lab (CP Lab 404), and specifically used the iDrilling application
module (Figure 2.1).
For this study, the proposed system was used to check the alignment
of the through-beam sensors on the CP Lab’s iDrilling station. There are
three sensors that use fiber-optic heads to transmit and receive beams of
visible infrared light in order to detect the presence and placement of a
workpiece. If these sensors become misaligned, the iDrilling station ceases
to function because it cannot determine the state of each workpiece coming
through. Realigning the three sensors is a time-consuming process that
involves guessing and checking the position of each sensor until a
satisfactory alignment is attained. Thus, the proposed system was adapted
for this application to help workers ensure the correct alignment of each
optical sensor and render specific realignment instructions, as necessary.

Figure 2.1: The Festo CP Lab 404 (left) and the iDrilling station application
module (right) which will be used to test the proposed system. A close-up view
of the three optical sensors is shown (bottom).

2.2.1.2

Software

The authoring environment used for the AR component of the proposed
system was PTC’s Vuforia Studio. Vuforia Studio is a powerful, userfriendly tool that enables designers, engineers, and technicians to easily
create scalable AR experiences without extensive programming
knowledge. It integrates the robust computer vision capabilities of Vuforia
Engine with real-time data from business systems and IIoT to create AR
experiences that are both spatially and contextually relevant. These
experiences can be created for both HHDs and HMDs and can be easily
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accessed across a company through a mobile application. Additionally,
Vuforia Studio’s user-friendly interface allowed a focus on the industrial
deployment of the proposed system, rather than strictly on its software
development.
The image processing portion of this project was developed in a Python
environment and primarily utilized the OpenCV library for computer
vision. Python was selected for the project because it is a versatile
programming language that can be used in a variety of applications.
Furthermore, the Python OpenCV library is more complete than the
OpenCV library in other programming languages which provided a wider
range of functions to choose from. The OpenCV library was chosen over
other image processing libraries because of its open-source nature, its
extensive online support, and its ability to analyze images based solely on
a single template image. An alternative approach requires building a
training dataset from hundreds or thousands of images. Manually
capturing enough images to build a robust classifier is very labor-intensive
and time-consuming. It is not feasible in a manufacturing setting when
collecting the images could require the machinery being maintained to be
shut down and production halted for safety reasons. In such a scenario, it
is much more desirable to capture one single image instead of hundreds or
thousands. Therefore, the proposed system relied on just three template
regions taken from one complete template image. Two of the template
regions contained mechanical features separated by a known distance
which were used for image calibration, and the third template region
contained one of the sensors whose distance would be measured. Each
image containing the template region was used to identify key features of
the captured inspection images so that the necessary measurements could
be taken. It should be noted that the template images were all chosen to be
in the same plane in order to minimize the effects of parallax.
As noted previously, markerless tracking methods are much better
suited for industrial environments than their fiducial-based counterparts.
In terms of markerless tracking, Vuforia Studio has the ability to use 3D
mesh scans or CAD-based assets to recognize physical objects. Establishing
tracking with 3D scans requires a scan of the area/equipment to be taken
before the AR experience can recognize the space and perform any
rendering. These scans provide robust tracking as features throughout the
entire area can be used for reference, but do not perform well if the locale
changes (e.g., using one AR experience for multiple pieces of equipment
across a factory, the equipment is relocated, or the area around the
equipment is significantly modified). Considering these factors and in
order to provide a versatile AR experience for maintenance procedures, a
CAD-based model target tracking method was selected. This allowed the

9

AR experience to recognize the equipment with no reference to the
surrounding region.
The overall software architecture for the proposed system consists of a
few applications and servers that are used to provide AR-based guidance,
transfer/store the captured images, and process the captured image to
check for quality. Figure 2.2 gives a graphical depiction of the relationship
between all entities within the proposed system. The relationships will also
be described hereafter, and it should be noted that all servers and programs
were hosted on-prem at Brigham Young University. Workers used the
Vuforia View app to interact with the AR elements of the system. The AR
experience was responsible for guiding them through the maintenance task
and did so with graphical and text-based instructions at each step. Once
workers were ready for their work to be inspected, they triggered the
inspection in the system and followed the instructions for capturing a highquality image. After an image was captured, it was sent to ThingWorx, an
IIoT platform, where it was stored until it was retrieved by the Python
image processing algorithm. ThingWorx was used as an intermediary
between the AR system and the image processing algorithm to facilitate
smoother eventual deployment of the proposed system in a real
manufacturing facility. The ThingWorx platform has native capabilities to
connect to enterprise systems, such as CMMS, MES, or ERP, which could
allow the proposed system to be integrated with any company’s existing
IT platforms. Once retrieved by the image processing algorithm, the
OpenCV algorithms were used to extract the data necessary to perform
measurements. Then, the measurements and other pertinent data were
passed back to the AR system, via ThingWorx, and instructions were

Figure 2.2: Software architecture of the proposed system showing how data
flows between each component.
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automatically generated to guide the user through repositioning any of the
optical sensors that were detected to be out of alignment.
2.2.1.3 Devices
The augmented reality component of the proposed system was designed
to be deployed on HHDs, such as a tablet. HHDs were selected for this
project because they offer a few unique advantages over other device types.
One reason HHDs were selected is that they are a relatively inexpensive
and off-the-shelf consumer product, which enables the system to be used
by many workers. This makes them very attractive for companies
deploying AR solutions since multiple AR-capable devices must be
purchased. Another reason is that HHDs have been widely accepted in
society so the majority of people are very familiar with them and can
already operate them effectively [7]. There is typically a learning curve
when using other AR-capable devices, such as HMDs, due to the
unfamiliar and less-intuitive user interface. Additionally, HHDs have both
a camera and a display screen which creates a fully functional AR system
that can easily be taken anywhere in a factory. Another reason HHDs were
selected is that they were the only classification of AR devices approved
for enterprise-level use in our industrial sponsor’s manufacturing facilities.
The proposed system was evaluated using two different HHDs to
demonstrate device agnosticism. Specifically, the two HHDs used for
testing were an Apple iPad Pro 12.9" and an Apple iPad 7th Gen. Once the
inspection image was captured, the inspection image was transmitted to a
laptop computer where the image analysis occurred. A Dell Inspiron 137378 laptop with a 6th Generation Intel Dual-Core i5-7200 CPU was used
to process the captured images. The image processing was allocated to an
external device after preliminary testing revealed the processor on HHDs
are typically underpowered for rapid processing of high-resolution images
while simultaneously running the AR experience. Running both the AR
experience and the image process on the HHD resulted in significant
lagging during the AR experience which was undesirable.
2.2.2 Testing & Evaluation
2.2.2.1 Test #1: AR Positional Accuracy – Method
The purpose of the first test was to determine the AR system’s ability to
accurately locate itself relative to the iDrilling station. As stated previously,
the tracking for this project was established with a CAD-based model
target of the iDrilling station, so all positioning within the AR space
happened in relation to the station itself. Once the underlying AR system
could recognize the iDrilling station and establish tracking, Vuforia’s
Device Pose Observer (DPO) began to compute the position and
orientation of the user’s device within the AR space. The DPO analyzed
11

both the live camera stream and data from the device’s sensors to
continually estimate the device’s position, even when the reference object
for tracking moved out of the camera’s view.
The proposed system leveraged the DPO’s positional data to monitor
the device’s position relative to the image capture position, which allowed
it to automatically capture an inspection image when the device was
properly aligned with the system’s navigational helpers. The device’s
ability to accurately determine its position was critical to capturing good
images for inspection, so testing was performed to quantify the DPO’s
position estimation capabilities. An iPad running an AR positioning
experience was mounted on a Universal Robots UR3e collaborative robot
(Figure 2.3), which was programmed to move between four waypoints.
The device’s X, Y, Z coordinates, as estimated by the DPO, were recorded
at three of the four positions. These three positions were at the image
capture position and laterally offset 30mm ± 0.3mm to either side. The
fourth position was significantly further away from the other three and
was included to simulate the large device movements that typically occur
during mobile AR experiences. The iPad repeated this program fifteen
times during testing, so a total of forty-five data points were collected. The
UR3e’s pose repeatability was ±0.3mm [60].

Figure 2.3: An iPad running an AR positioning experience was mounted on a UR3e
to quantify the AR system’s positional accuracy.

2.2.2.2 Test #2: Device Alignment Time – Method
The second set of tests sought to quantify a user’s ability to position their
device using the navigational helpers to capture a repeatable inspection
image. As stated previously, the proposed system captured images
automatically when it determined that the user had properly aligned their
device with the image capture position. A tolerance was defined around
the image capture position to create the range of acceptable alignments,
which made properly aligning their device more feasible for users.
The navigational helpers, as shown in Figure 2.4 below, consisted of a
feet marker to show users where to stand, a 3D model depicting hands
12

holding a tablet/phone to show users where to position their device, and a
dynamic 3D path to lead users to the image capture position from a
distance. Each of these components selectively faded as users approached
the image capture position to ensure users could see the work area as the
inspection image was captured and to increase user-friendliness. The
navigational helpers were intended to intuitively guide users through the
AR space in order to obtain the viewpoint from which the inspection image
should be captured. These navigational AR “helpers” harnessed the power
of AR to enhance human cognition and give users a more precise and
complete spatial understanding of the work area. By guiding users to a
specific point of view, the proposed system ensured that consistent images
of the workpiece could be captured, which was requisite for attaining
reliable results during image processing. If users could not capture a
repeatable image, it would have been impossible for consistent results to
be attained, since metrology algorithms depend on high-quality images to
produce high-quality results.
This component of the AR experience was evaluated by defining the
image capture position and an associated tolerance around it, then
recording the time a user needed to properly align their device within the
defined tolerance, using the navigational helpers. While acknowledging
that the alignment process will not always begin from the same position, it
is still important to assess the tolerances relative to each other as a means
of quantifying their usability. The testing began with an initial tolerance of
±50mm around the ideal image position and incrementally decreased to
±1mm. Three practice alignments were performed before data collection
began at each tolerance, then ten consecutive alignments were performed
and timed. As the alignment tolerance was gradually decremented, it was
expected that the time required for users to attain a proper alignment
would increase to some degree. Since worker efficiency is paramount in
manufacturing settings, it was necessary to determine an optimal balance
between the positional precision required from users and the time needed
to achieve a proper alignment.
2.2.2.3 Test #3: Measurement Accuracy – Method
The third test aimed to compare the measurement accuracies of two
different image processing approaches. Each approach addressed the task
of identifying the critical parts of captured images in a different manner.
One method was intended to deal with significant variation in the images
it would process, both in feature scale and rotation. The other method was
better suited for a more controlled scenario in which the captured images
could be more consistent. By comparing two methods, it was possible to
assess which one was better suited for the proposed system. The
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comparison was performed using a set of twenty-five images captured at
a resolution of 2732x2048 pixels.

Figure 2.4: The navigational helpers, including the feet marker, hand/device
model, and 3D path are shown in front of the iDrilling station of the Festo CP Lab.

The first approach selected relied on extracting key features from the
captured image and template images, determining matching keypoints
between the images, then using the matched keypoints to take
measurements within the captured image. Specifically, the scale-invariant
feature transform (SIFT) algorithm [61] was used to extract keypoints and
descriptors from the captured image and each template image. Then, the
fast library for approximate nearest neighbors (FLANN) algorithm [62]
compared the keypoints and descriptors from the captured image to the
keypoints and descriptors of each template image in order to locate key
features within the captured image (e.g., the three optical sensors). Finally,
the distances between the key features could be calibrated and measured.
A logic diagram illustrating this approach is shown in Figure 2.5.
The other image processing approach depended on using each
template image in its entirety, rather than individually extracted keypoints,
to identify key regions within the captured image. It utilized OpenCV’s
template matching algorithm using cross correlation to slide each template
image over the captured image and calculate the similarity between the
template and the covered area. Once the best matching regions were
determined, the measurements across the captured image could be taken.
A logic diagram illustrating this approach is shown in Figure 2.6.
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Figure 2.5: The general flow of operations that take place for the SIFT + FLANN
image processing approach.

Figure 2.6: The general flow of operations that take place for the template matching
image processing approach.

2.2.2.4 Test #4: Total Processing Time – Method
This final set of tests was performed to determine the overall image
processing time of the proposed system. It was necessary to ensure the
automatic inspection was rapid enough as to not encumber the natural
flow of the maintenance task or lose the user’s attention. Recent studies
have shown that 50% of people will lose interest in and leave a website if
it takes more than six seconds to load [63]. While acknowledging that an
AR experience is not necessarily equivalent to a website, this time limit of
six seconds was adopted as a standard for the proposed system to ensure
users stay engaged with the task at hand.
It was anticipated that one of the primary limiting factors for the total
processing time would be the resolution of the captured image since this
was by far the system’s largest data point. Therefore, to optimize the
overall speed of the proposed system, the images for inspection should be
captured with lowest possible resolution. However, as the resolution of the
captured images was reduced, the images consequently lost pixel
information which impacted the system’s ability to measure distances
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accurately. Therefore, a balance had to be found between using an image
with high enough resolution to reliably the inspection yet low enough
resolution to be transmitted and processed quickly.
For the proposed system, the total processing time could be subdivided
into four distinct components, as depicted in Figure 2.2: transmitting the
captured image from the AR device to ThingWorx, retrieving the captured
image and other vital data from ThingWorx, processing the captured
image with the image processing algorithm, and returning the inspection
results back to the AR device. Each component was evaluated by
transferring or processing the associated data one hundred times at each
image resolution and recording the time required for each round. In
addition to the time trials, the accuracy of the automatic inspection at each
image resolution had to be assessed. To accomplish this, twenty-five
sample images of the iDrilling station were captured with the three optical
sensors a set position. Starting with a full-size 2732x2048 image, the images
were decimated by 12.5% while the error of the measurements from the
sensors’ known position were recorded. Thus, the overall processing times
could then be compared to the measurement accuracy at each resolution to
determine the optimal image resolution for the proposed system.

2.3

Results & Discussion

2.3.1 Test #1: AR Positional Accuracy
After performing the test described in 2.2.1, it was determined that the AR
system’s DOP could estimate the HHD’s position with an accuracy of
±1.8mm. This result was obtained by first determining the expected
positions for the three test positions. The expected positions were defined
by determining the average X, Y, Z coordinates of the center position, then
adding/subtracting 30mm to/from the average center x-value to determine
the expected right and left positions. Then, the Euclidean distance from
each of the forty-five measured points to their expected positions was
calculated, using Equation 2.1. Next, the mean error of all the calculated
distances was found. The mean error of the forty-five positions was found
to be 2.1mm. Therefore, once the positional tolerance of the UR3e was
factored into this, the DOP’s positional capabilities can be said to be
accurate, on average, to ±1.8mm. A 3D scatter plot of the forty-five
measured points can be seen in Figure 2.7 where:
p, q = two points in Euclidean n-space
pi, qi = Euclidean vectors, starting from the origin of the space
= n-space
n
𝑑𝑑(𝑝𝑝, 𝑞𝑞) = �∑𝑛𝑛𝑖𝑖=1(𝑞𝑞𝑖𝑖 − 𝑝𝑝𝑖𝑖 )2
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(2.1)

Figure 2.7: Distribution of the forty-five measured points relative to the iDrilling
station.

It is important to note that the datapoints displayed in Figure 2.7 are
not to scale relative to the image of the iDrilling station included on the XY plane. The image of the iDrilling station was included to illustrate the
coordinate system in which the data was collected. Each of the three axes
are equal in length to render an accurate depiction of how the datapoints
were distributed. It can be observed that the positional error did not vary
significantly between the three test positions. In terms of the proposed
quality inspection system, these results indicated that the user’s device
could be reliably placed relative to the iDrilling station within a range of
±1.8mm. This discrepancy, combined with the tolerance around the image
capture position determined in Test #2, caused variation in the real-world
viewpoint from which inspection images were captured, which increased
the difficulty of obtaining valid results from the image processing
algorithm. An analysis of the proposed system’s ability to manage this
variation was investigated in Test #3.
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2.3.2 Test #2: Device Alignment Time
As described in 2.2.2, this test was performed by recording the time a user
needed to properly align their device using the navigational helpers. The
navigational helpers were intended to provide visual cues to help users
quickly align their device so an inspection image could be automatically
captured. A set of ten alignments were recorded for each tolerance and the
averages of each set were then calculated. The testing revealed that as the
tolerances were decreased, their associated alignment times increased
exponentially. It should be noted that timing sets were not recorded for the
±2mm and ±1mm tolerances because the associated alignments became too
difficult to feasibly achieve. Based on these results, an alignment tolerance
of ±10mm about the image capture position was selected for the system
because it was the best precision attainable before the average alignment
began to increase significantly.
As the proposed system’s image processing component was
continually tested using images captured within this ±10mm threshold, an
abundance of feature identification errors was detected. It was discovered
that these errors were due to the machine vision algorithm’s inability to
adequately deal with the variation created by the alignment threshold.
Such a large tolerance created too much variation across captured images,
since the size and obliqueness of key measurement features could vary
considerably. As it would not be feasible to decrease the alignment
tolerance due to alignment time constraints, a pair of alignment arrows
were added to the navigational helpers to facilitate fine alignment. These
arrows were intended to help users visualize the exact image capture
position and the position of their device relative to it. Once the user had
used the original navigational helpers to approach the image capture
position, an alignment arrow appeared pinned to the center of their screen,
while the other arrow remained stationary at the image capture position as
a point of reference. Each arrow had specific features intended to help
users intuitively monitor their device’s rotational and translational
alignment relative to the image capture position, shown as the reference
arrow. It was anticipated that these new features would facilitate precise
alignment and help users decrease the needed alignment times. The way
the alignment arrows were used to achieve fine alignment is shown in in
Figure 2.8.
When the tests across the same range of tolerances were repeated, the
average alignment times all decreased significantly. As is shown in Figure
2.9, the additional navigational tools helped users align their devices with
the image capture positions much more quickly, even when the tolerances
were very narrow. From these new results, an alignment tolerance of
±2mm about the image capture position was implemented for the
proposed system. The chosen tolerance provided the optimal balance of
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alignment speed and precision since it could now be achieved, on average,
in just 3.5 seconds. Successful testing of the proposed system’s image
processing component with images captured within this new ±2mm
confirmed it as the right choice.
a

b

c

d

Figure 2.8: A sequence of images depicting how the alignment arrows integrated
with the original navigational helpers (subfigure a) to facilitate fine device
alignment. As the user approached the navigational helpers, the device/hands
model faded away and the alignment arrows appeared (subfigure b). The user
then aligned the arrow pinned in front of their device (right arrow in subfigure
c) with the arrow at the image capture position (left arrow in subfigure c) until
fine alignment was achieved (subfigure d).

It is suspected that the time required to achieve a proper alignment
significantly increased for tolerances less than ±2mm due to the DPO’s
positional capabilities. At a tolerance of ±1mm, the DPO struggled to
distinguish whether or not the device was within ±1mm of the image
capture position since it exceeded the DPO’s ability to accurately calculate
the position of the user’s device. This caused proper alignments to become
more difficult to achieve which produced the lengthier alignment times
shown in the data. Thus, the addition of the pair of alignment arrows
allowed users to easily position their device with such great precision that
the positional capabilities of the underlying AR system became the limiting
factor for alignments. With further development of the DPO and
underlying AR system, even greater alignment precision could potentially
be achieved to produce more consistent inspection images.
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Figure 2.9: Required times to achieve proper alignment with the original
and improved navigational helpers.

2.3.3 Test #3: Measurement Accuracy
Since variation between inspection images had been minimized with the
DPO as the limiting factor, it then became appropriate to begin to assess
the measurement capabilities of the machine vision system. The
measurement accuracies of the two image processing approaches were
evaluated using methodology described in 2.2.3. Based on the
measurements taken from the set of 25 test images, the average error of
measurements by the SIFT + FLANN approach was calculated to be
1.62mm while the average error of the template matching approach was
1.21mm. The entire dataset is shown in Figure 2.10. Testing that was
performed previously revealed that the optical sensors themselves could
tolerate variations in their positioning up to ±1.0mm. Because of the
hardware’s physical limitations, it became clear that the measurement
accuracy of both image processing approaches would be insufficient to
help users reliably locate and reposition the optical sensors. Therefore,
more work needed to be done to improve the system’s accuracy.
An investigation into the captured images themselves revealed that
they were being subjected to a degree of distortion from the mobile
device’s camera. This distortion from the lens caused the sensors to appear
in different positions than they actually were, which compromised the
system’s ability to obtain accurate measurements. This issue was initially
suspected since the inspection images were being captured by a consumergrade camera, rather than an industrial-grade vision system. The lower
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quality camera lenses used in consumer mobile devices produce distorted
images due to the relatively short focal lengths of their lenses, as well as
other factors. These distortions can be imperceptible to the naked human
eye, while still being significant enough to compromise a precise machine
vision analysis and measurement. The issue was then confirmed by
manually identifying the key features within the captured images and
calculating the measurements by hand. Even without using one of the
automated measurement approaches, the measurements were still
incorrect which confirmed the images were indeed distorted.
To overcome the lens-induced distortion, several images of a
calibration board were captured so that the intrinsic parameters of the
mobile device’s camera could be calculated. These parameters included a
distortion matrix and coefficients which described the lens’ optical center
and focal length. Using these parameters, the set of twenty-five test images
were corrected and the two image processing approaches were tested
again. After analyzing the new results, it became clear that the images had
in fact become more distorted since the average errors from both
approaches increased.
Further consideration of the distortion correction system revealed that
the distortion matrix and coefficients being used to correct the captured
images could not account for the mobile device’s auto-focus capabilities.
The calculated intrinsic parameters could only be used for a single focal
length which turned out to be the source of their inaccuracy since the
mobile device could constantly change the focal length to best capture each
image. The most straightforward solution would have been to fix the
camera’s focal length within the AR experience, but this would have
caused the AR renderings to be blurred when viewed from any distance
other than the one used to capture inspection images. To circumvent this
challenge, another set of calibration images were captured, but this time
they were captured at the same distance from the calibration board as the
inspection images would be from the iDrilling station. This ensured the
focal lengths for the new calibration images would be more closely
matched to the inspection images.
When these tests were repeated a third time using the same set of
twenty-five images, the results improved significantly. As shown in Figure
2.10, the SIFT + FLANN approach had achieved an average measurement
error of 1.27mm and the template matching approach could produce
measurements with an average error of 0.84mm. In context of the actual
measurements being taken, this translates to a 0.7% average error across
the three optical sensor measurements. With the new distortion correction
measures, the template matching approach was proven to satisfy the
positional tolerance of the optical sensors. Thus, the template matching
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approach was chosen as the preferred image processing engine for the
proposed system.

Figure 2.10: The measurement error for each image processing approach, with and
without distortion correction.

In terms of deploying the proposed system to be used across a wide
range of mobile devices, it was not sufficient to only use one set of
calibration parameters for all devices. The camera on each device could
potentially have its own combination of optical center and focal length, so
one calibration parameter to rule them all would not be adequate. This
project assumed that the image distortion was consistent across all devices
of the same type (e.g., all iPad Pro 12.9”), but varied from device type to
device type (e.g., iPhone 12 vs iPhone 13). Therefore, it was necessary to
build flexibility into the proposed system to use device-specific calibration
parameters. To address this challenge, an AR-guided camera calibration
tool was developed to help users produce the right parameters for
uncalibrated devices. This AR-enabled calibration tool could track users’
position relative to the calibration board, guide them to capture specific
images for calibration, and ensure the images were captured at the correct
distance from the calibration board. These images were used to calculate
the necessary calibration parameters and were then stored in a ThingWorx
data table. The individual entries within this data table were later accessed
by the image processing algorithm at runtime to allow the inspection
images to be corrected according to the device which captured them.
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It is interesting that the SIFT + FLANN approach, which was better
suited to deal with image variation, performed worse than the template
matching approach. It was suspected that this was a result of two primary
factors: the image repeatability from the AR navigational helpers and the
lack of texture on the hardware. When using the navigational helpers to
precisely position the AR device, users could ensure images were captured
from the same viewpoint relative to the hardware with an average
accuracy of 4mm, as established by 3.1 and 3.2. This positional precision
eliminated enough variation within the captured images that the scalar and
rotational robustness of the SIFT + FLANN approach was no longer
advantageous. In addition, the SIFT feature extraction algorithm performs
best when used to analyze high-contrast, highly textured images since it
relies on these things to detect keypoints. The iDrilling station is mostly
comprised of 80/20 aluminum, which has a smooth, monochrome surface.
This lack of contrast and texture increased the difficulty of extracting
keypoints from the captured images, which ultimately rendered the SIFT +
FLANN approach unreliable.
2.3.4 Rendering Inspection Feedback
Once the image processing algorithm completed the inspection, inspection
results were returned to the AR experience so that repair instructions could
be generated for the user. The realignment feedback took advantage of
AR’s ability to visually render work instructions and was designed to help
workers understand the detected problem and know exactly how to repair
it. Once the inspection results arrived back at the AR experience, a result
summary popup appeared to indicate whether any of the three sensors
were misaligned. If any alignment errors had been detected, these sensors
were flagged as being out of alignment, and the exact distance and
direction of the misalignment were displayed in the popup summary. A
sample result summary popup is shown in Figure 2.11a.
Then, AR and text instructions were dynamically generated to help
workers repair each detected misalignment step-by-step. The misaligned
sensor was highlighted in its current, misaligned position, then an
animation depicting the sensor being repositioned to its correct position
was shown. A sequence of screenshots, shown in Figure 2.11 subfigures be, illustrate the realignment animations. Additionally, text instructions
accompanied each animation sequence to indicate the displacement
distance and direction, as well as the tools required for the repair. Once the
worker had realigned each misaligned sensor, the inspection process was
repeated, and the sensors’ new positions were verified. This process could
be repeated as many times as necessary until proper sensor alignment was
achieved.
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2.3.5 Test #4: Total Processing Time
Following the methodology outlined in 2.2.4, tests were performed to
determine the time required to complete the system’s four processing
components. Each component was assessed individually using images at
eight different resolutions in order to quantify how image resolution
affects the overall processing time of the proposed system. Figure 2.12
illustrates how each component is affected by the resolution of the image
being transferred/processed. It is interesting to note that the time required
to return the results JSON from the image processing algorithm back to the
AR device was not affected by image resolution. Altogether, the composite

Figure 2.11: A sequence of images showing the results summary popup
indicating a misaligned sensor (subfigure a), screenshots of the realignment
animation sequence (subfigures b-e), and the result summary popup after
reinspection without any detected errors (subfigure f).
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processing time of the four components that were assessed ranged from
3.21 seconds to 0.39 seconds. This signified that, regardless of what image
resolution was used, the system’s total processing time would always fall
below the threshold of six seconds. Still, it was desirable to minimize the
total time users spent waiting for the inspection results to be returned.

Figure 2.12: Comparison of the duration of the four components of processing at
as image resolution is changed.

Testing was then performed to determine the system’s ability to take
accurate measurements on images with varying resolutions. The template
matching approach chosen in test #3 was evaluated again, but this time
using images at eight different resolutions. Using the measurement
accuracy data alongside the data for processing times, it was determined
that the optimal resolution for images captured by the proposed system
was 1025x768 pixels. This image resolution offered the best balance
between the overall processing time and the accuracy of the measurements
that the system took. In fact, the images captured at the lowest resolution,
342x256 pixels, had been reduced so much that the image processing
algorithm could not be reliably find the three optical sensors, so the results
for this resolution were excluded. As shown in Figure 2.13, the total
processing time exhibited a negatively exponential relationship with the
changing image resolutions, while the measurement accuracy’s
relationship was negatively linear overall. As noted in the analysis for test
#3, the alignment tolerance for the iDrilling station’s optical sensors was
±1mm and has been included in Figure 2.13 for reference. Images captured
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at a resolution of 1025x768 allowed for the fastest processing while also
minimizing the average measurement accuracy.

Figure 2.13: Comparison of measurement accuracy and overall speed as image
resolution is changed.

2.4

Conclusions & Future Work

An AR-enabled maintenance assistant has been developed that
incorporates the four essential characteristics of a truly mobile in-process
quality inspection tool – namely, a mobile inspection camera, automatic
work validation via machine vision, markerless tracking, and dynamic
creation of repair instructions. During the development process, the
primary challenge that was encountered was using a consumer mobile
device to capture images that were consistent and distortion-free so
accurate inspection results could be reliably computed. As stated
previously, the results of any analysis performed with computer vision are
only as good as the images being analyzed, so if a high-quality image could
not be captured for the inspection, it would have been impossible to obtain
high-quality results.
Therefore, four tests were performed to evaluate the proposed system’s
ability to capture a high-quality inspection image, reliably process the
image to obtain accurate results, then return the inspection results to users
in a timely manner. These tests were as follows:
1. The AR Positioning test aimed to quantify the DPO’s ability to
calculate the device’s real-world position relative to the
iDrilling station. The positional precision of this component
directly affected how much the inspection images would vary.
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This test indicated that the DPO’s position estimations were
accurate to ±1.8mm on average.
2. The Device Alignment Time test assessed how quickly users
could position their mobile device into the image capture
position with a set degree of precision. The initial results
indicated the original navigational helpers were not sufficient
to help users achieve a satisfactory alignment tolerance, so a
pair of alignment arrows were added to the navigational tools.
With the additional navigational tools, all alignment times were
significantly reduced due to the enhanced spatial clarity so a
much tighter alignment tolerance that was then attainable.
Based on these new results, the system’s alignment tolerance
could be set at ±2mm. It was postulated that this tolerance was
limited by the accuracy of the DPO as evaluated in test #1, so
further refinement of the DPO will likely lead the system to
have increased alignment capabilities as well.
3. The Measurement Accuracy test evaluated two different
approaches to image processing and compared the ability of
each to produce accurate measurements on images captured
during inspection. Several rounds of testing uncovered
unavoidable challenges that stemmed from using mobile
devices for such a precise machine vision task. Lens-induced
distortion caused measurement inaccuracies which were
remedied with a camera calibration regimen. However, the
device’s auto-focus feature warranted that special
considerations be addressed during the calibration process.
With these issues resolved, the test results indicated that the
template matching approach was better suited for the proposed
system since sub-millimeter measurement accuracy could be
achieved.
4. Finally, the Total Processing Time test sought to minimize the
proposed system’s total processing time by gradually reducing
the resolution of the inspection images while monitoring the
average measurement error. According to the testing results,
images captured at a resolution of 1025x768 pixels offered an
optimal balance of processing time and measurement accuracy.
Using this image resolution, the system was able to return
inspection results in less than one second and had an average
measurement error of 0.65mm.
Ultimately, the testing demonstrated that the proposed system could
help users quickly capture acceptable inspection images, reliably take
accurate measurements on the captured images, and do so in a timely
manner. All these things were designed to be adapted to any consumer
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mobile device which would be conducive to streamlined deployment in a
manufacturing environment.
There are a few aspects of this project that could be improved in future
versions. In terms of the system’s overall usability, further work could be
done to transition the machine vision from inspecting just a single image
to processing the live camera stream. This would most likely require the
image processing to be relocated to the mobile device for latency’s sake but
could potentially open the door to a system that works in real time and is
more user-friendly. Regarding the image processing itself, other methods
could be explored to try to achieve greater measurement accuracy and
robustness as ambient lighting conditions changed and surfaces aged or
became soiled. Training data models based on CAD data could allow deep
learning techniques to be used, while not requiring hundreds or thousands
of actual training images to be captured. Alternatively, as consumer mobile
devices are being equipped with more advanced sensors, LiDAR or RGBD
cameras could generate 3D point clouds of the work area which could then
be used to perform more precise measurements.
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3 Conclusions

The Fourth Industrial Revolution is characterized by increased
digitalization as factories become increasingly interconnected through the
Industrial Internet of Things. Augmented reality (AR) is being adopted
across the manufacturing sector due to its ability to keep workers
connected and involved in increasingly digital factories. As workers are
equipped with AR-enabled devices, their natural capabilities can be
enhanced to help them work more efficiently with fewer critical errors.
This research was centered around creating an innovative AR
application that would leverage machine vision to automatically validate
whether or not workers had performed a task correctly. It was capable of
checking the work that had been performed during each step of the
maintenance procedure and providing specific feedback based on any
errors that were detected. It employed graphical navigational helpers
ensure the images for the quality inspection were captured repeatably. This
application was deployed on handheld mobile devices to give it true
mobility and allow workers to use it for any maintenance task across the
factory floor. In addition, markerless scene recognition algorithms were
selected to minimize the amount of work area preparation workers needed
to do before they could use the AR experience. With these constraints, this
research presented the first AR application to incorporate automatic work
validation in a way that preserved the application’s complete mobility and
ensured it would be functional for industrial maintenance procedures.
By testing specific key components of the AR application, it was
discovered that:
• The navigational helpers could assist users in positioning their
mobile devices to capture consistent inspection images with an
accuracy of ±2mm.
• The repeatability of the inspection images was ultimately
hindered by the underlying AR system’s positional capabilities
rather than the user’s ability to precisely place their device.
• The contracted focal length of lenses used for mobile device
cameras induced significant lens distortion which had to be
addressed with lens calibration measures.
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In addition to the challenges originating from a short focal
length, the autofocus settings on the mobile device created
more barriers to obtaining high-quality images for inspection.
To circumvent these obstacles, special considerations had to be
taken into account when developing the lens calibration
parameters.
• The template matching approach yielded more accurate results
than the SIFT + FLANN image processing approach. The
requisite image repeatability for the template matching
approach was only attainable due to the positional control
made available by the improved navigational helpers.
• The average measurement error produced by the template
matching algorithm was 0.65mm, which was confirmed as
acceptable for this application.
• The ideal image resolution that yielded an optimal balance
between processing time and measurement accuracy was
determined to be 1025x768 pixels. Using this image resolution,
the system was able to return inspection results in less than one
second and had an average measurement error as noted above,
of 0.65mm.
Ultimately, the testing demonstrated that the proposed system was
capable of helping users quickly capture high-quality images for
inspection and reliably produce accurate measurements for the inspection
in a timely manner. The features outlined and tested above were designed
for deployment on any consumer mobile device with the goal of
streamlining implementation in a manufacturing environment. Other
studies have produced similar applications to the proposed system, but
none incorporate all the required features for the application to be
completely mobile. This research presented an AR maintenance assistant
with real-time quality inspection that achieved full mobility within any
industrial setting.
It should be acknowledged that some aspects of the system presented
herein could yet be improved in future versions. In terms of the system’s
overall usability, it may be useful to transition from single-image analysis
to continually processing frames from the live camera stream. This could
increase the system’s user friendliness by allowing inspection to occur
without requiring users to intentionally capture each image for inspection.
Regarding the image processing itself, other methods should be explored
in an effort to achieve greater measurement accuracy and robustness
against changes in ambient lighting conditions and the natural aging and
soiling of the equipment. There are many potential avenues to explore in
this regard, from employing advanced machine learning to utilizing stateof-the-art optical sensors, such as LiDAR or RGBD cameras. Finally,
•

30

advancements in the cameras included on consumer mobile devices may
eventually eliminate some of the challenges related to lens distortion, thus
simplifying the proposed system as the distortion-related considerations
could potentially be eliminated.
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