Abstract. Let d ≥ 2. In this paper, we study weak solutions for the following type of stochastic differential equation
Introduction
In this paper, we study the following type of stochastic differential equation
where (s, x) ∈ R + ×R d is the initial starting point, b : R + ×R d → R d is measurable, and S = (S t ) t≥0 is a d-dimensional α-stable process. The equation (1.1) is a shorthand way of writing
( 1.2) Since the drift b is not assumed to be bounded, solutions of (1.1) are supposed to fulfill the integrability conditions t 0 |b(s + u, X u )|du < ∞ a.s., ∀t ≥ 0, (1.3) such that the integral in (1.2) makes sense.
The classical results tell us, that if b is of linear growth and globally Lipschitz in the space variable, then a unique strong solution to (1.1) exists. However, it turns out that the Lipschitz-continuity on the drift is far from being necessary; this is well demonstrated in the special case where α = 2, that is, when S is a d-dimensional Brownian motion. Indeed, there is an extensive literature devoted to the study of Brownian motion (or more generally, diffusions) with singular drift, see, e.g., [26, 22, 16, 21, 1, 13, 6, 24] , and many others. In particular, it was shown in [13] that if S is a Brownian motion and there exist p, q > 0 with d/p + 2/q < 1 such that b ∈ L q loc (R + ; L p (R d )), namely
dt < ∞, ∀T > 0, (1.4) then strong existence and uniqueness hold for (1.1). Regarding weak solutions to (1.1) in the Brownian case, the condition (1.4) can be relaxed, see, e.g., [1, 9] , where weak existence and uniqueness for (1.1) (in the case α = 2) were shown for some Kato-class drifts.
There is now a growing interest to study (1.1) for the case where α ∈ (0, 2). Earlier works in this direction include [12, 15] , which primarily concentrated on weak solutions, or equivalently, solutions to the corresponding martingale-problem. Recently, weak existence and uniqueness of rotationally symmetric α-stable (1 < α < 2) processes with (time-independent) singular drift belonging to the Katoclass K d,α−1 were obtained in [3, 11] . Compared to weak solutions, one needs generally more regularity on the drift to obtain strong solutions to (1.1), as seen in the diffusion case; this is also the case when α ∈ (0, 2). Priola [17] proved that if the stable process S is symmetric, non-degenerate and with index α ∈ (1, 2), and b is time-independent and belongs to C β b (R d ) with β > 1 − α/2, then pathwise uniqueness holds for (1.1). Afterwards, similar results were obtained by Zhang [25] where it was shown that if S is as in [17] , b is locally bounded and there exist some β ∈ (1 − α/2, 1) and p > 2d/α such that for any T, R > 0, sup t∈[0,T ] {|x|≤R} {|y|≤R} |b(t, x) − b(t, y)| p |x − y| d+βp dxdy < ∞, then a unique strong solution to (1.1) exists. As an intermediate step to obtain the main result, Zhang [25] also obtained the following result on weak existence: if the stable process S is symmetric, non-degenerate and with index α ∈ (1, 2), and there exist p, q > 0 such that 5) then weak solutions to (1.1) exist. Very recently, the results of [17] have been extended in [2] to a larger class of Lévy processes, including the rotationally symmetric α-stable process with index 0 < α ≤ 1. For SDEs with irregular drift and driven by other types of Lévy noises, see also [7, 14] .
In this paper, we study weak solutions to (1.1) for the case 1 < α < 2. We are mainly interested in the weak uniqueness problem. Under mild assumptions on the stable process, we will prove that the condition (1.5) on b implies weak uniqueness for (1.1). More precisely, the main result of the present paper is as follows: Theorem 1.1. Let d ≥ 2 and 1 < α < 2. Assume that the α-stable process S is non-degenerate, that is, Assumption 2.1 (see Section 2) is satisfied. Assume that b is such that (1.5) holds. Then the SDE (1.1) has a unique weak solution for every starting point (s, x) ∈ R + × R d .
We remark that the stable process S considered in Theorem 1.1 is not necessarily symmetric. Therefore, Theorem 1.1 also extends the above mentioned result of [25] on weak existence for (1.1).
We now briefly discuss our strategy to prove Theorem 1.1. Essentially, our proof of Theorem 1.1 is based on some perturbation arguments. Under the assumptions of Theorem 1.1, we will see that the time-space resolvent of the solution X to (1.1) can be explicitly expressed in terms of a series, of which the main term is the timespace resolvent of S. This enables us to obtain weak uniqueness for (1.1). On the other hand, some estimates on the time-space resolvent of X can be established and used as substitutes of the Krylov-estimates obtained in [25] ; as a consequence, we can adapt the proof of weak existence in [25] to make it work also for our case. We would like to point out that the perturbation on the resolvent of S that we will do in this paper depends mainly on the scaling property of the heat kernel of S, rather than exact estimates of that. As shown in [23] , sharp heat kernel estimates are actually not available in our case, since S is merely assumed to be non-degenerate. Therefore, we can not carry out the same perturbation on the heat kernel of S as done in [3, 11] , where a rotationally symmetric α-stable process is considered for which sharp heat kernel estimates are known.
The rest of the paper is organized as follows. In Section 2 we recall some basic facts on α-stable processes and the definition of the martingale problem for non-local generators. In Section 3 we establish some estimates on the time-space resolvent of non-degenerate α-stable processes and obtain a solvability result on the corresponding resolvent equation. In Section 4 we prove the local existence and uniqueness of weak solutions to (1.1), under slightly stronger assumptions than those in Theorem 1.1. Finally, we prove Theorem 1.1 in Section 5.
Preliminaries
Throughout this paper, we assume that dimension d ≥ 2. The inner product of x and y in R d is written as x · y. We use |v| to denote the Euclidean norm of a vector v ∈ R m , m ∈ N. For a bounded function g :
Let α ∈ (1, 2) be fixed throughout this paper. A d-dimensional α-stable process S = (S t ) t≥0 is a Lévy process with a particular form of characteristic exponent ψ, namely
where γ ∈ R d and the Lévy measure ν is given by
Here, γ is called the center of S and γ = E[S 1 ]; the measure µ is a finite measure on the unitary sphere S d−1 and is called the spectral measure of the α-stable process S. It's worth noting that the first term on the right-hand side of (2.1) is a homogeneous function (with variable u) of index α. As a consequence,
Throughout this paper, we assume S to be non-degenerate, that is, the spectral measure µ of S satisfies the following condition.
Assumption 2.1. The support of µ is not contained in a proper linear subspace of
The infinitesimal generator A of the process S is given by 
where
f (x, y) with two variables x, y ∈ R d , we also use the notation A x f (x, y) to indicate that A is operating on the function f (·, y) with y being considered as fixed. Let
where ∇ is the gradient operator with respect to the spatial variable. Let D = D [0, ∞) , the set of paths that are right continuous with left limits, endowed with the Skorokhod topology. Set X t (ω) = ω(t) for ω ∈ Ω and let D = σ(X t : 0 ≤ t < ∞) and F t := σ(X r : 0 ≤ r ≤ t). A probability measure P on (D, D) is called a solution to the martingale problem for L t starting from (s, x), if 5) and under the measure P,
is an F t -martingale after time s for all f ∈ C 2 b (R d ).
Some Analytical Results
We first recall that ψ is the characteristic exponent of the stable process (S t ) t≥0 . According to Assumption 2.1 and [18, Prop. 24.20] , there exists some constant c > 0 such that
By the inversion formula of Fourier transform, the law of S t has a density
According to [23, p. 2856, (2. 3)], we have the following scaling property for p t :
The following result is a slight extension of [17, Lemma 3.1].
Lemma 3.1. Let p ≥ 1 be arbitrary. Then for each t > 0, the density p t of S t and all its derivatives
, and
Proof. We follow the proof of [17, Lemma 3.1]. We will only prove the assertion for p t , since the cases for the derivatives D k p t are similar. By the scaling property (3.3), it suffices to consider t = 1. As shown in the proof of [17, Lemma 3.1] , the characteristic exponent ψ can be written as the sum of ψ 1 and ψ 2 , where
It is easy to see that exp(−ψ 2 ) is bounded and is the characteristic function of an infinitely divisible probability measure m on R d . It follows from (3.1) that
for some constant c 1 > 0. We can easily check that ψ 1 ∈ C ∞ (R d ) and that exp(−ψ 1 ) belongs to the Schwartz space S(R d ). Since the Fourier transform is a one-to-one map of S(R d ) onto itself, we can find f ∈ S(R d ) withf =exp(−ψ 1 ), wheref denotes the Fourier transform of f . In particular, we have f ∈ L p (R d ) for all p ≥ 1. Let f * m be the convolution of f and γ. We have f * m =fm = e −ψ1−ψ2 = e −ψ =p 1 ,
Recall that the operator A defined in (2.3) is the infinitesimal generator of the process S. The following corollary is straightforward. 
Proof. According to Lemma 3.1,
By Fubini's theorem,
Remark 3.3. Let y ∈ R d be fixed. Later in the proof of Proposition 3.8 we will need to calculate A(p t (y − ·)). Proceeding as in the proof of Corollary 3.2, we can easily verify that
Next, we show that the the right-hand side of (3.5) is an integrable function with respect to the variable y.
Lemma 3.4. Denote by g(t, x, y) the right-hand side of (3.5) , namely,
Proof. Using (2.2) and a change of variables u = t −1/α u ′ for the integral in the definition of g(t, x, y), we obtain
With another change of variables y
Let ψ 1 and ψ 2 be as in the proof of Lemma 3.1. We can further write ψ 2 = ψ 21 + ψ 22 , where
and
As shown in the proof of Lemma 3.1, exp(−ψ 1 ) ∈ S(R d ); similarly, we have
Noting that −ψ 21 and e −ψ2 are both characteristic functions of some finite measures on R d , we can argue as in the proof of Lemma 3.1 to conclude that
The finiteness of the integral appearing in the second term on the right-hand side of (3.6) can be similarly proved. Now, the assertion follows from (3.6).
The following two lemmas will be used to obtain a solvability result about the parabolic resolvent equation for A; however, they are interesting in their own right. 
the space of all M-measurable functions on E that are integrable with respect to the measure m. Suppose f satisfies:
Since |f (x, ·)| ≤ g 0 for all x ∈ R d , we can apply Fubini's theorem to obtain
Therefore, for all x, z ∈ R d , y ∈ E,
This allows us to use Fubini's theorem to obtain
Now, the assertion follows easily from (3.7), (3.8) and (3.9).
Proof. Firstly, we note that sup n∈N gh n C 2
for all x, z ∈ R d and n ∈ N, where C > 0 is a constant. Thus there exists
On the other hand, it is easy to verify that
and lim
for all x ∈ R d . Since the right-hand side of (3.10) is an integrable function with respect to the measure ν, by (3.11) and dominated convergence theorem, we obtain
This completes the proof.
Remark 3.7. The existence of a sequence of functions (h n ) n∈N being as in Lemma 3.6 is obvious. For example, we can take
For λ > 0, the time-space resolvent operator R λ of the stable process S = (S t ) t≥0 is defined by
where f :
is an arbitrary measurable function such that the integral on the right of (3.12) is finite for all (s, x) ∈ R + × R d . The following proposition is about the solvability of the parabolic resolvent equation for the generator A of the stable process S. It plays a key role in obtaining a perturbative representation of the time-space resolvent of the solution to (1.1).
and solves the equation
where A is defined by (2.3) .
Proof. By the definition of R λ , we have
In the rest of this proof we will use either the representation (3.14) or (3.15), according to our needs.
Since g ∈ C 1,2
, the functions |g|, |∂ t g|, |∇g| and |∂
It follows from (3.14) and dominated convergence theorem that ∂ s f is bounded and continuous on
Similarly, by (3.15), ∇f and
, are also bounded and continuous.
Furthermore, it follows from (3.15) and Lemma 3.5 that
We are now in a position to define an approximating sequence (f ǫ ) ǫ>0 of f . In the following we will first derive an equation that f ǫ fulfills, and then take the limit as ǫ → 0 to obtain (3.13) for f .
Let ǫ > 0 and
Noting (3.3), it follows from Lemma 3.1 that lim t→∞ p t (x) = 0 for all x ∈ R d . By Fubini's theorem and integration by parts formula, we have
Obviously,
By Fubini's theorem and a change of variables,
Just as in (3.16), we have
Let h n be as in Lemma 3.6. By Lemma 3.5, Lemma 3.6 and dominated convergence theorem, we have
Since |h n | ≤ 1 and g is also bounded, it follows from Lemma 3.4 and dominated convergence theorem that
Finally, we verify that f -as the limit of f ǫ -is a solution to the equation (3.13). By (3.18) , (3.20) and (3.22), we have
Obviously, f ǫ (s, x) converges to f (s, x) as ǫ → 0. Letting ǫ → 0 in (3.23), the equation (3.13) follows from (3.17), (3.19) and (3.21).
Proposition 3.9. Let T > 0 and f :
where N λ > 0 is a constant depending on λ, p and q. Moreover,
where M λ > 0 is a constant depending on λ, p and q. Moreover,
, upon using Hölder's inequality twice, we get
where p * , q * > 0 are such that 1/p * + 1/p = 1 and 1/q * + 1/q = 1. By the scaling property (3.3),
Thus the assertion holds with
(ii) We first show that for fixed t > 0,
To this end, set f n (t, y) := f (t, y)1 {|y|≤n} (y), (t, y) ∈ R + × R d . By dominated convergence theorem and Hölder's inequlaity,
uniformly in x ∈ R d as n → ∞. Again by dominated convergence theorem,
Just as in (3.25),
and (3.24) holds.
As in (i), we can apply Hölder's inequality to obtain
, by Hölder's inequality, we see that the right-hand side of (3.26) is an integrable function (with the variable t) on [0, T ]. Now, it follows from (3.24), (3.26) and dominated convergence theorem that
The rest of the proof is completely similar to that of (i), and we omit the details. We can take
Similarly to Proposition 3.9 (ii), we have the following estimate for R λ . Its proof is very simple and is thus omitted.
Existence and Uniqueness of Weak Solutions: Local Case
In this section, we confine ourselves to the local case and thus assume in addition to Assumption 2.1 the following:
We first consider smooth approximations of the singular drift b. According to Assumption 4.1, we can assume
where M > 0 is a constant and d/p + α/q < α − 1. Let
where (ϕ n ) n∈N is a mollifying sequence on
2 are both bounded and globally Lipschitz in the space variable. Finally, let
Remark 4.2. For each fixed t ≥ 0, it follows from Young's inequality that
It follows from (4.5), (4.7) and dominated convergence theorem that
Now, consider an α-stable (1 < α < 2) process S = (S t ) t≥0 defined on some probability space (Ω, A, P). As before, we assume that S fulfills Assumption 2.1, that is, S is non-degenerate. Recall that R λ is the time-space resolvent of S and is defined in (3.12) .
Define an operator BR λ as follows. Given a function f : 10) provided that ∇R λ f exists everywhere. Let M λ and L λ be as in Proposition 3.9 and Lemma 3.10, respectively. Since M λ ↓ 0 and L λ ↓ 0 as λ → ∞, we can find λ 0 > 0 such that
where M > 0 is the constant appearing in (4.1)
In view of (4.11), we have
for any λ > λ 0 . Note that b (n) is bounded and globally Lipschitz in the space variable. We now consider an α-stable process with drift b (n) .
Lemma 4.3. Let λ 0 > 0 and κ λ be as in (4.11) and (4.12) , respectively. Suppose (s, x) ∈ R + × R d . Let X = (X t ) t≥0 be the unique strong solution to the SDE
Then for any λ > λ 0 and g ∈ B b (R + × R d ), we have
where B n R λ is defined by (4.10) . Moreover, for each k ∈ N, 15) which means that the series on the right-hand side of (4.14) converges and its convergence rate is independent of (s, x) and n.
Proof. For the existence and uniqueness of strong solutions to the SDE (4.13), the reader is referred to [8, Theorem 9 .1] and [19, Theorem 117] .
where L (n)
Taking expectations of both sides of the above equality gives
Note that
Multiplying both sides of (4.16) by e −λt , integrating with respect to t from 0 to ∞ and then applying Fubini's theorem, we get
. After a standard approximation procedure, the equality (4.18) holds for any bounded continuous function g on 
For any bounded measurable function g on
and thus
Similarly, after i steps, we obtain
In order to show that the first term on the right-hand side of (4.20) converges as i → ∞, we first need to prove the following claim.
We prove Claim 1 by induction. If k = 0, then (4.21) is trivial and
2 |). Suppose now that the above claim is true for k. Note that (4.3), (4.4) and (4.6) hold. By Proposition 3.9 and Lemma 3.10, we get
. Thus the claim is also true for k + 1. Hence Claim 1 is true for any k ∈ Z + .
. By (4.22) and Proposition 3.9, we obtain 
Finally, we show that the second term on the right-hand side of (4.20) converges to 0 as i → ∞. Note that |b 
, which converges to 0 as i → ∞. Now, the equality (4.14) follows from (4.15) and (4.20) . This completes the proof.
In view of (4.15), we can define an operator 24) provided that λ > λ 0 . In the next lemma we study the limiting behavior of G λ n as n → ∞.
.25) (i) Then the series on the right-hand side of (4.25) converges uniformly on
With the same argument that we used to establish (4.21) and (4.23), we conclude that, for each k ∈ N,
As before, we have ∇R λ g ≤ L λ g by Lemma 3.10. Noting (4.12), we see that the series
. By (4.12) and the estimates (4.15) and (4.27), we only need to show the following claim.
Claim 2. For any fixed k ∈ Z + and compact
We prove Claim 2 by induction. If k = 0, then (4.28) and (4.29) are trivially true. Suppose that the above claim is true for k. For m > 0 let 
By (4.21) and (4.26), we have
By (4.4), (4.6) and Proposition 3.9, we have
Similarly, If (s, x) is in the compact set K and m > 0 is sufficiently large, then
By dominated convergence theorem, We now turn to treat the second term on the right-hand side of (4.32). For (s, x) ∈ K and sufficiently large m > 0, we have
By (4.38) and dominated convergence theorem, we see that
For any ǫ > 0, we can find large enough m 0 > 0 such that
By (4.34) and (4.40), there exists n 0 ∈ N such that, for n ≥ n 0 ,
It follows from (4.32) that
which shows (4.28) for k + 1. Similarly, we can show that (4.29) is also true for k + 1. Hence Claim 2 is true for any k ∈ Z + . This completes the proof.
Remark 4.5. By (4.27), Proposition 3.9 and Lemma 3.10, we have
is thus well-defined and
Proof. Let m, n ∈ N and λ > λ 0 . Since |b (m) | is bounded, by (4.24),
2 |, by (4.22), Proposition 3.9 and Lemma 3.10, for each
Therefore,
We are now ready to prove the local weak existence for the SDE (1.1). 
where G λ is defined in (4.25) .
Proof. For the construction of weak solutions to (1.1), we basically follow the proofs of [25, Theorem 4.1] and [14, Theorem 3.1]. We will see that the weak solutions constructed in this way would automatically satisfy (4.43). Since b (n) (·, ·) is bounded and globally Lipschitz in the space variable, for any non-degenerate α-stable process S defined on a filtered probability space (Ω, A, P), there exists a strong solution (X n t ) t≥0 to the SDE
Therefore, for each t ≥ 0,
Since the remaining proof is rather long, we do it into several steps. "
Step 1 ": We show that the family {Z n : n ∈ N} of random elements in where each τ n is an stopping-time with respect to the natural filtration induced by Z n , n ∈ N, and (r n ) n∈N is a sequence of real numbers with r n ↓ 0 as n → ∞.
P. JIN
For 0 ≤ u ≤ t, we have
Therefore, to get (4.45), it suffices to show lim l→∞ lim sup
By Chebyshev's inequality and Lemma 4.3, we have By (4.44), we have
(4.49)
Since S 0 = 0 a.s. and S has càdlàg paths, it follows from strong Markov property that lim sup
(4.50) Again by the strong Markov property,
By Chebyshev's inequality and Lemma 4.3, 
Combining (4.49), (4.50) and (4.53), we obtain (4.46). As shown in the proof of [14, Theorem 3.1], we can use the conditions (4.45) and (4.46) to find a probability space (Ω,Ã,P) and processesZ = (X,Ỹ ,S),
(ii)Z n and Z n are identically distributed for each n ∈ N. (iii)Z,Z n , n = 1, 2, · · · , have càdlàg paths. In fact, the above three properties hold only for a subsequenceZ n k , k ∈ N; however, for simplicity, we denote this subsequence still byZ n , n ∈ N. It is easy to see that S n andS are both α-stable processes with the characteristic exponent ψ. By (ii) and (4.44), we havẽ
According to (iii) and [5, Chap. 3, Lemma 7.7] , there exists a countable set I ⊂ R + such thatP (Z t− =Z t ) = 1, ∀t ∈ R + \ I. Step 2 ": Next, we show that, for any f ∈ B b (R + × R d ) and λ > λ 0 ,
whereẼ[·] denotes the expectation taken with respect to the probability measurẽ P on (Ω,Ã) and G λ is defined in (4.25). We first consider f ∈ C b (R + × R d ). By dominated convergence theorem,
Since I is countable, by dominated convergence and Fubini's theorem, we have
From Lemma 4.3 we know that, for any λ > λ 0 ,
Since G λ n f → G λ f locally uniformly as n → ∞ by Lemma 4.4, it follows from (4.57) and (4.58) that
This can be achieved by applying dominated convergence theorem for k + 1 times. By (4.60), (4.27) and (4.61), we see that
Since (4.58) is true for f = f n , with n → ∞, it follows from monotone convergence theorem that (4.59) is also true for f = 1 O . Now, we can use a monotone class argument to extend (4.59) to all f ∈ B b (R + × R d ). Similarly to (4.62), we know that G λ (|b|∧k)(s, x) goes to G λ (|b|)(s, x) as k → ∞. By Remark 4.5 and monotone convergence theorem,
Therefore, for each t ≥ 0, we have t 0 |b(t + s,X u )|du < ∞P-a.s.. "
Step 3 ": We next show that
In view of (4.54) and (4.56), it suffices to show that, for each t ≥ 0,
For any δ > 0 and λ > λ 0 , by Chebyshev's inequality,
where k ∈ N will be determined later. At the moment, we assume the following claim is true.
The proof of this claim will be given in "
Step 4 ". According to Claim 3, for any ǫ > 0, we can choose k 0 large enough such that, for any n ≥ k 0 ,
Noting that b (k0) is bounded and globally Lipschitz in the space variable, by dominated convergence theorem,
Therefore, there exists n 0 ≥ k 0 such that for n ≥ n 0 ,
Combining (4.66), (4.67) and (4.69) yields
which implies (4.65).
"
Step 4 ": In this step, we prove Claim 3. Let λ > λ 0 . Since
It follows from Proposition 3.9 and Remark 4.2 that
. By (4.23), we have, for each i ∈ N,
By Proposition 3.9 and (4.8),
2 |) converges uniformly to 0 as n, k → ∞. By (4.70), to show that G 
Next, we show by induction that, for any i ∈ Z + and compact
and lim n,k→∞
For i = 0, by (4.39), it is easy to see that lim n,k→∞
Very similarly, we also have lim n,k→∞
Suppose that (4.74) and (4.75) are true for i. For m > 0 let A m and h m be as in (4.30) and (4.31), respectively. Set
By induction hypothesis, lim n,k→∞ C n,k,m = 0 for any m > 0. It follows from (4.73) that 
With a very similar argument as above, we conclude that
Thus Claim 3 is proved. "
Step 5 ": Since I is countable andX,S and 
Proof. A simple application of Itô's formula leads to the fact that P s,x is a solution to the martingale problem for L t starting from (s, x).
Let X = (X t ) t≥0 be the canonical process on (D, D). Let E s,x [·] denote the expectation taken with respect to the measure P s,x on (D, D). It follows from (4.43) that, for any λ > λ 0 and g
We next show that the family {P s,x : (s,
where ρ n is a mollifying sequence on R with ρ n (u) = ρ n (−u), u ∈ R. By (4.77), for s ∈ [0, t), x ∈ R d and λ > λ 0 ,
. By dominated convergence theorem and noting that X t is right-continuous, we get
. Now, the assertion follows by a monotone class argument.
The following lemma is analog to [20, Theorem 6.1.3] , which plays an important role in showing the uniqueness of solutions to martingale problems. With this lemma, we can use the standard argument to show that multi-dimensional distributions of solutions to the martingale problem for L t are unique, provided that one-dimensional distributions of those are so. Recall that X = (X t ) t≥0 is the canonical process defined on the path space (D, D) and (F t ) t≥0 is the filtration generated by (X t ) t≥0 . Lemma 4.9. Suppose that the probability measure
s,x is a solution to the martingale problem for L t starting from (s, x), where
For a given t ≥ s, we denote by
Then there exists a Q s,x -null set N ∈ F t such that, for each ω / ∈ N , Q ω solves the martingale problem for L t starting from (t, ω(t)) and
Proof. We follow the proof of [20, Theorem 6.
. By [20, Theorem 1.2.10], for each f n , there exists N n ∈ F t such that Q s,x (N n ) = 0 and, for all ω / ∈ N n ,
is an F u -martingale after time t with respect to Q ω . By (ii), we have
In view of (4.78), we have for all u ≥ t,
By (4.78), dominated convergence theorem and the martingale property of M fn k , we see that M f is also an F u -martingale after t with respect to Q ω . Thus Q ω solves the martingale problem for L t starting from (t, ω(t)). Let Q s,x be the image measure of Q on (D, D) under the map Φ. Then it is routine to check that Q s,x is a solution to the martingale problem for L t = A + b(t, ·) · ∇ starting from (s, x). To show that weak uniqueness for (1.1) holds, it suffices to prove Q s,x = P s,x on (D, D), where P s,x is defined in Corollary 4.8. Let (M t ) t≥0 be the usual augmentation of (F t ) t≥0 with respect to the measure Q s,x . Define a sequence of F t+ -stopping times σ n := inf{t ≥ s : t s |b(u, X u )|du > n}, n ∈ N, and let τ n := σ n ∧ n for n ∈ N with n ≥ s.
Clearly, σ n and τ n are also M t -stopping times. According to the condition (1.3), we have τ n → ∞ Q s,x -a.s.. For each fixed ω ∈ D, it follows from [20, Lemma 6.1.1] that there is a unique probability measure δ ω τn(ω) P τn(ω),ω(τn) on (D, D) such that δ ω τn(ω) P τn(ω),ω(τn) X t = ω(t), 0 ≤ t ≤ τ n (ω) = 1 and δ ω τn(ω) P τn(ω),ω(τn) (A) = P τn(ω),ω(τn) (A), A ∈ F τn(ω) , where F t := σ(X(r) : r ≥ t) for t ≥ 0. In view of Corollary 4.8, we can easily check that δ 
is an F t -martingale after time s with respect to Q s,x n . As a consequence,
We now define a linear functional V By the same argument that we used to obtain (4.18), we get
where BR λ is defined by (4.9). Since, by (4.81), V λ n (|b|) < ∞, we can use the equality (4.82) and dominated convergence theorem to get
which implies
After a simple induction, we obtain
For λ > λ 0 , by (4.12) and (4.26), we get 
Existence and Uniqueness of Weak Solutions: Global Case
In this section we study the general case and prove Theorem 1.1. In contrast to Theorem 4.7 and Proposition 4.10, the main task here is to remove the restriction that supp(b) ⊂ [0, T ] × R d , which was assumed in the previous section.
