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SMOOTH DENSITIES FOR SDES DRIVEN BY SUBORDINATE
BROWNIAN MOTION WITH MARKOVIAN SWITCHING
XIAOBIN SUN AND YINGCHAO XIE
Abstract. In this paper we consider a class of stochastic differential equations driven
by subordinate Brownian motion with Markovian switching. We use Malliavin calculus
to study the smoothness of the density for the solution under uniform Ho¨rmander’s
type condition.
1. Introduction
In this paper we consider the following jump-diffusion with Markovian switching in
R
n:
(1.1) dXt = b(Xt, αt)dt+ σdLt, (X0 , α0) = (x, α) ∈ R
n × S ,
where b : Rn × S → Rn is a function satisfying certain functions to be specified below,
σ is a n × d constant matrix, Lt is a d-dimensional subordinated Brownian motion,
S = {1, 2, . . . ,m} and {αt , t ≥ 0} is a right-continuous S-valued Markov chain described
by
(1.2) P{αt+∆ = j|αt = i} =
{
qij∆+ o(∆), i 6= j
1 + qii∆+ o(∆), i = j,
and Q = (qij)1≤i,j≤m is a Q-matrix.
In recent years, there has been increasing interest in stochastic differential equations
(SDEs) with Markovian switching. Among the properties studied are the existence
and uniqueness of the solutions, the existence of the invariant measure and stability
(see [1, 6, 8, 9, 10]). However, the smoothness of the densities of the solutions to
this kind of SDEs have not been studied much. When the noise is Brownian motion,
the smoothness of the densities of the solutions has been proved under the uniform
Ho¨rmander’s condition in [3].
The main purpose of this paper is to study the smoothness of the density of the
solution of equation (1.1). For technical reasons, we only consider the additive noise
here. In order to show the smoothness of density for Xt, we need to develop Malliavin
calculus for Xt and show the Malliavin covariance matrix has all negative moments.
The difficulty here is the appearance of the switching term αt. Our procedure is to
follow the method in [3], i.e., we will perform perturbations of the underlying Brownian
motion, keeping the Markovian switching process αt and the subordinator unperturbed.
The technique for this analysis can be regarded as a stochastic calculus of variation
for random variables with values in a Hilbert space and is partly inspired by Malliavin
calculus.
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When the switching term αt is not present, Kusuoka [4] proved the solution has a
smooth density under a nondegenerate condition on σ. Zhang [11] established that the
solution has a smooth density in a special degenerate case n [11] and under the uniform
Ho¨rmander’s type condition in [12]. When the switching term αt is present, things are
more complicated due the fact that Xt depends on the jump process αt. We will use
a strategy inspired by [2, 3]. More precisely, we first notice that the jump times of αt
form a subset of the jump times of some Poisson process Nt, independent of the driving
subordinate Brownian motion Lt. Then conditioning on Nt = k, there exists a random
interval [T1, T2) with 0 ≤ T1 < T2 ≤ t, such that T2−T1 ≥
t
k+1 and αt = αT1 , t ∈ [T1, T2).
On this time interval, we will follow the procedure developed in [12]. This requires a
version of Norris’ lemma developed in [11, 12] on time intervals, which is a key tool to
show that the Malliavin covariance matrix has all negative moments, which implies that
the solution Xt has a smooth density.
The paper is organized as follows. In the next section, we introduce some notation
and assumptions that we use throughout the paper. The Malliavin calculus for Xt is
developed in Section 3. In Section 4, we first develop a Norris’ type lemma on time
interval, then use it to show that, under a uniform Ho¨rmander type condition, the
Malliavin covariance matrix has all negative finite moments. Finally, we prove that Xt
has a smooth density by considering the small jumps and the large jumps separately.
In this paper, C will denote a generic constant which may vary from line to line and
it might depend on T , the exponent p ≥ 2, the initial condition x and a fixed element
h ∈ H (the precise definition of H is in Section 3).
2. Preliminaries
• Let (Ω1,F1,P1) be the d-dimensional canonical Wiener space. That is, Ω1 is the
set of all continuous maps ω1 : R+ → R
d such that ω1(0) = 0 and P1 is the
canonical Wiener measure such that coordinate process
Wt(ω1) := ω1(t)
is a standard d-dimensional Brownian motion.
• Let(Ω2,F2,P2) be the space of all increasing, purely discontinuous and ca`dla`g
functions from R+ to R+ with ω2(0) = 0, which is endowed with the Skorohod
metric and the probability measure P2 so that the coordinate process
St(ω2) := ω2(t)
is an increasing one dimensional Le´vy process (called a subordinator) on R+ with
Laplace transform:
E2e
−sSt = exp
{
t
∫ ∞
0
(e−su − 1)νS(du)
}
,
where E2 is the expectation with respect to P2, νS is the Le´vy measure satisfying
νS({0}) = 0 and
νS((−∞, 0]) = 0,
∫ ∞
0
(1 ∧ u)νS(du) <∞.
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• Let (Ω3,F3,P3) be a complete probability space, on which {αt , t ≥ 0} is a right-
continuous S-valued Markov chain satisfying (1.2).
We will use (Ω,F ,P) to denote the product probability space (Ω1 × Ω2 × Ω3,F1 ×
F2 × F3,P1 × P2 × P3). We extend Wt, St and αt to random variables on Ω by letting
Wt(ω) = ω1(t), St(ω) = ω2(t) and αt(ω) = αt(ω3), respectively, if ω = (ω1, ω2, ω3). Thus
on (Ω,F ,P), Wt, St and αt are independent. We define
Lt(ω) := WSt(ω) = ω1(ω2(t)).
Then (Lt)t≥0 is a Le´vy process (called a subordinate Brownian motion) with character-
istic function:
Eei〈z,Lt〉Rd = exp
{
t
∫
Rd
(ei〈z,y〉Rd − 1− i〈z, y〉Rd1|y|≤1)νL(dy)
}
,
where E is the expectation with respect to P, νL is the Le´vy measure given by
νL(Γ) =
∫ ∞
0
(2pis)−d/2
(∫
Γ
e−
|y|2
2s dy
)
νS(ds), Γ ∈ B(R
d).
Obviously, νL is a symmetric measure.
Let S = {1, 2, . . . ,m}, where m is a given positive integer which will be fixed through-
out the paper. The matrix Q = (qij) is assumed to satisfy the following assumptions.
(i) qij ≥ 0 for i 6= j,
(ii) qii = −
∑
j 6=i qij for i ∈ S,
(iii) supi,j∈S |qij | := K <∞.
It is well known (see [1]) that the process {αt , 0 ≤ t ≤ T} can be described as follows.
Let g : S× [0,m(m− 1)K]→ R be defined by
g(i, z) =
∑
j∈S\i
(j − i)1z∈△ij , ∀ i ∈ S ,
where △ij’s are the consecutive (with respect to the lexicographic ordering on S × S)
left-closed, right-open intervals of R+, each having length qij, with ∆12 = [0, q12). Then,
(1.2) can be rewritten as
(2.1) αt = α+
∫ t
0
∫
[0,m(m−1)K]
g(αs−, z)N(ds, dz),
where N(dt, dz) is a Poisson random measure defined on Ω × B(R+) × B(R+), whose
intensity measure is the Lebesgue measure, and N(dt, dz) is independent of Wt and St.
For k ∈ N we denote by Ck(Rn × S;Rn) the family of all Rn-valued functions f(x, α)
on Rn × S which are k-times continuously differentiable in x for any α ∈ S. The k-th
derivative tensor of f with respect to x is denoted by ∇kf(x, α).
For x ∈ Rn and σ ∈ Rn × Rd, we use the notation |x|2 =
∑n
i=1 |xi|
2 and |σ|2 =∑n
i=1
∑d
j=1 |σij|
2. We will consider the metric Λ on Rn × S given by Λ((x, i), (y, j)) =
|x− y|+ d(i, j), for x, y ∈ Rn, i, j ∈ S, where d(i, j) = 0 if i = j and d(i, j) = 1 if i 6= j.
Now we make the following assumptions on the function b : Rn × S→ Rn.
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(H1) There is a positive constant C1 such that
|b(x, i) − b(y, i)| ≤ C1|x− y| for any x, y ∈ R
n, i ∈ S .
(H2) The function b belongs to C2(Rn × S;Rn) and its first order and second order
partial derivatives are bounded.
It is clear that (H2) implies (H1). Using an argument similar to that of [8], under
the condition (H1), for any initial value (x, α) ∈ Rn × S, it is easy to prove equation
(1.1) has a unique strong solution {Xt, t ≥ 0}, i.e.,
Xt = x+
∫ t
0
b(Xs, αs)ds + σLt, P− a.s..
If we consider the natural filtration:
Ft := σ{Lr, Sr, αr : 0 ≤ r ≤ t},
then the solution (Xt, αt) is a Markov process and the associated Markov semigroup Pt
satisfies
Ptf(x, α) = Ef(Xt(x), αt(α)), t > 0, f ∈ Bb(R
n × S),
where Bb(R
n × S) be the family of all bounded Borel measurable functions on Rn × S.
3. The Malliavin calculus
In this section we analyze the regularity, in the sense of Malliavin calculus, of the solu-
tion Xt to the system (1.1) and (2.1). Denote byH the Hilbert spaceH = L
2([0,∞);Rd),
equipped with the inner product 〈h1, h2〉H =
∫∞
0 〈h1(s), h2(s)〉Rdds.
For a Hilbert space U and a real number p ≥ 1, we denote by Lp(Ω1;U) the space of
U -valued random variables ξ such that E1‖ξ‖
p
U <∞, where E1 is the expectation in the
probability space (Ω1,F1,P1). We also set L
∞−(Ω1;U) := ∩p<∞L
p(Ω1;U).
We introduce the derivative operator for a random variable F in the space L∞−(Ω1;U)
following the approach of Malliavin in [5]. We say that F belongs to D1,∞(U) if there
exists DF ∈ L∞−(Ω1;H ⊗ U) such that for any h ∈ H,
lim
ε→0
E1
∥∥∥∥∥F (ω1 + ε
∫ ·
0 hsds)− F (ω1)
ε
− 〈DF, h〉H
∥∥∥∥∥
p
U
= 0
holds for every p ≥ 1. In this case, we define the Malliavin derivative of F in the direction
h by DhF := 〈DF, h〉H . Then, for any p ≥ 1 we define the Sobolev space D
1,p(U) as the
completion of D1,∞(U) under the norm
‖F‖1,p,U =
[
E1(‖F‖
p
U )
]1/p
+
[
E1(‖DF‖
p
H⊗U )
]1/p
.
By induction we define the kth derivative by DkF = D(Dk−1F ), which is a random
element with values in H⊗k ⊗ U . For any integer k ≥ 1, the Sobolev space Dk,p(U) is
the completion of Dk,∞(U) under the norm
‖F‖k,p,U = ‖F‖k−1,p,U + ‖D
kF‖1,p,H⊗k⊗U .
We denote D∞(U) = ∩k≥1D
k,∞(U). It turns out that D is a closed operator from
Lp(Ω1;U) to L
p(Ω1;H ⊗ U). Its adjoint δ is called the divergence operator, and is
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continuous form Lp(Ω1;H ⊗ U) to L
p(Ω1;U) for any p > 1. The duality relationship
reads
E1(〈DF, u〉H⊗U ) = E1(〈F, δ(u)〉U ),
for any F ∈ D1,2(U) and u ∈ D(δ) which is the domain of δ.
A square integrable random variable F ∈ L2(Ω) can be identified with an element of
L2(Ω1;V ), where V = L
2(Ω2 × Ω3).
For technical reasons, we always assume St has finite moments (i.e. E|St|
p < ∞, for
all p ≥ 1, t > 0) in this section. We will argument similar to that of [11, Section 3.3] to
deal with the general case in Subsection 4.2.2.
3.1. Malliavin differentiability of solution. Let Xεht be the solution of equation
(1.1) with WSt replaced by WSt + ε
∫ St
0 hsds, where ε ∈ (0, 1), that is,
 dX
εh
t = b(X
εh
t , αt)dt+ σdWSt + εσd
(∫ St
0
hsds
)
,
(Xεh0 , α0) = (x, α) ∈ R
n × S,
(3.1)
where αt is defined by (1.2). Thus, we have
Xεht −Xt
ε
=
1
ε
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)]ds + σ
∫ St
0
hsds.
In order to prove the Malliavin differentiability of the solution, we first give some
preliminary lemmas.
Lemma 3.1. Suppose that condition (H1) holds. Then for any T > 0, h ∈ H and
p ≥ 2, we have
E
[
sup
t≤T
|Xεht |
p
]
≤ C.
Proof. From (3.1) it is easy to see that
|Xεht |
p ≤ C
[
|x|p +
∣∣∣∣
∫ t
0
b(Xεhs , αs)ds
∣∣∣∣
p
+ |σ|p|WSt |
p + εp
∣∣∣∣
∫ St
0
σhsds
∣∣∣∣
p
]
:= C [|x|p + I1(t) + I2(t) + I3(t)] .
By the condition (H1), Ho¨lder’s inequality and the fact that St has finite moments of all
orders, we obtain
E
[
sup
t≤T
(I1(t) + I2(t) + I3(t))
]
≤ C
∫ T
0
(E|Xεhs |
p + 1)ds .
Then the desired estimate follows from Gronwall’s lemma. 
Lemma 3.2. Suppose that condition (H1) holds. Then for any T > 0, h ∈ H and
p ≥ 2, we have
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤ Cεp.
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Proof. We write
Xεht −Xt =
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)]ds + ε
∫ St
0
σhsds.
Applying Ho¨lder’s inequalities and the fact that St has finite moments of all orders, we
obtain
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤C
∫ T
0
E|Xεht −Xt|
pdt+Cεp.
Hence Gronwall’s inequality implies
E
[
sup
0≤t≤T
|Xεht −Xt|
p
]
≤ Cεp,
which completes the proof. 
The following theorem is the main result of this subsection.
Theorem 3.3. Suppose that condition (H2) holds. For any t > 0, h ∈ H, we have
Xt ∈ D
1,∞(Rn ⊗ V ) and DhXt satisfies
(3.2)

 dD
hXt = ∇b(Xt, αt)D
hXtdt+ σd
(∫ St
0
hsds
)
,
DhX0 = 0.
Proof. Let ψht be the solution of equation (3.2). It is easy to verify that E
[
sups≤t |ψ
h
s |
p
]
≤
C, where C is a constant depending on T, x, h and p. Then, we have
Xεht −Xt
ε
− ψht
=
1
ε
∫ t
0
[b(Xεhs , αs)− b(Xs, αs)− ε∇b(Xs, αs)ψ
h
s ]ds
=
∫ t
0
[(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν
)
Xεhs −Xs
ε
−∇b(Xs, αs)ψ
h
s
]
ds
=
∫ t
0
(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν
)(
Xεhs −Xs
ε
− ψhs
)
ds+ ϕεht ,
where ϕεht is defined by
ϕεht =
∫ t
0
(∫ 1
0
∇b(Xs + ν(X
εh
s −Xs), αs)dν −∇b(Xs, αs)
)
ψhs ds.
By the condition (H2), we obtain
E
[
sup
s≤t
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p]
≤ C
(
E sup
s≤t
|Xεhs −Xs|
2p
)1/2(
E sup
s≤t
|ψhs |
2p
)1/2
+C
∫ t
0
E
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p
ds.
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By Lemmas 3.2 and Gronwall’s inequality, we obtain
lim
ε→0
E
[
sup
s≤t
∣∣∣∣Xεhs −Xsε − ψhs
∣∣∣∣
p]
= 0.
This implies that for p ≥ 2,
lim
ε→0
E1
∥∥∥∥Xεht −Xtε − ψht
∥∥∥∥
p
Rn⊗V
= 0.
Now, let DsXt be the solution of the following equation:
DsXt = σ +
∫ t
0
∇b(Xr, αr)DsXrdr, s ≤ St,
and DsXt = 0 for s > St. Then we can easily obtain that D
hXt = ψ
h
t and DXt ∈
L∞−(Ω1,H ⊗ R
n ⊗ V ). Hence, Xt ∈ D
1,∞(Rn ⊗ V ). The proof is complete. 
Remark 3.4. Following the same idea as the above we can prove that if the function
b(x, i) is infinitely differentiable in x with bounded partial derivatives of all orders, then
Xt ∈ D
∞(Rn ⊗ V ).
Using argument similar as above, one can easily prove the following chain rule.
Theorem 3.5. (Chain rule) Assume that condition (H2) holds. Then for any h ∈ H,
t ≥ 0 and p ≥ 2, if f ∈ C2b (R
n × S), we have
lim
ε→0
E
∣∣∣∣f(Xεht , αt)− f(Xt, αt)ε −∇f(Xt, αt)DhXt
∣∣∣∣
p
= 0.
Moreover, f(Xt, αt) ∈ D
1,∞(V ) and Df(Xt, αt) = ∇f(Xt, αt)DXt.
3.2. Malliavin covariance matrix.
Definition 3.6. Suppose that F (x, α) : Ω→ Rn is a random vector for all x ∈ Rn and
α ∈ S. We say that its gradient with respect to x exists (in the mean square sense) if
there is A(x, α) : Ω→ Rn
2
such that for any ξ ∈ Rn such that
lim
ε→0
E
∣∣∣∣F (x+ εξ, α) − F (x, α)ε −A(x, α)ξ
∣∣∣∣
2
= 0 .
We denote the gradient matrix A(x, α) by ∇F (x, α).
By an argument similar to that used in the proof of Theorem 3.3, we can obtain the
following theorem.
Theorem 3.7. Assume condition (H2) holds. Let {Xt(x, α), t ≥ 0} be the solution of
equation (1.1), with X0 = x, α0 = α. Then the gradient of Xt(x, α) with respect to x (in
the mean square sense) exists. If we denote
Jt := ∇Xt(x, α) ,
then
(3.3) Jt = I +
∫ t
0
∇b(Xs, αs)Jsds ,
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where I is the n dimensional identity matrix. Moreover, Jt is invertible and its inverse
Kt satisfies
(3.4) Kt = I −
∫ t
0
Ks∇b(Xs, αs)ds.
By Gronwall’s inequality, we can easily obtain max{‖Jt‖, ‖Kt‖} ≤ e
‖∇b‖∞t, where
‖A‖ := sup{x∈Rn:|x|=1} |〈A, x〉|, for any A ∈ R
n2 , and ‖∇b‖∞ = sup(x,α)∈Rn×S ‖∇b(x, α)‖.
Using the integration by parts formula, we have
KtD
hXt =
∫ t
0
Ksσd
(∫ Ss
0
hrdr
)
.
The Malliavin covariance matrix Mt is defined by:
Mt := 〈DXt , (DXt)
∗〉H .
Using the method developed in [4, Theorem 3.3],one can easily show that
Mt = Jt
∫ t
0
Ksσσ
∗K∗sdSsJ
∗
t ,
where J∗t , σ
∗ and K∗s are the matrix transposes of Jt, σ and Ks respectively.
4. Smooth density
In this section, we will prove that the random vector Xt has a smooth density under
suitable assumptions on the coefficients. To this end, we first prove a Norris-type lemma
on time interval. Then we use it to show that, under a uniform Ho¨rmander’s condition,
the determinant of the Malliavin covariance matrix of Xt has finite negative moments
of all orders. Finally, we prove that Xt has a smooth density by considering the small
jumps and the large jumps separately.
4.1. Norris type lemma on time interval. The following lemma is a called a Norris
type lemma and plays a key role in proving that the Malliavin covariance matrix Mt
has finite negative moments of all orders. The classical Norris lemma (e.g., see [7,
Lemma 2.3.2]) is for the continous case. Since we are we are dealing SDEs driven by
an discontinuous subordinate Brownian motion, we will use a form of the Norris’ type
lemma for jump processes developed in [11]. For our purpose, we will prove that this
kind of Norris type lemma also holds on time interval.
In spirit of [11], we need the following condition:
(H3) There exist constants θ ∈ (0, 2) and cθ > 0, such that
(4.1) lim
ε→0
ε
θ
2
−1
∫ ε
0
uνS(du) = cθ > 0.
Remark 4.1. Let νS(du) = u
−(1+α/2)du be the Le´vy measure of α/2-stable subordinator.
It is easy to see that (4.1) holds for θ = α.
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Lemma 4.2. (Norris type lemma) Assume that condition (H3) holds. Let V (x, i) :
R
n × S → Rn × Rn be infinitely differentiable in x with bounded partial derivative of
all orders. For any i ∈ S, p ≥ 2, β ∈ (0 ∨ (4θ − 7), 1), 0 ≤ t1 < t2 ≤ 1, there exists
ε0 = (t2 − t1)
C(β,p)ε(p), where C(β, p) and ε(p) are two positive constants dependent on
β, p and p respectively, such that for all ε ∈ (0, ε0),
sup
|v|=1
P
(∫ t2
t1
|v∗K(i)s [b, V ](X
(i)
s , i)|
2ds ≥ ε
1−β
18−β ,
∫ t2
t1
|v∗K(i)s V (X
(i)
s , i)|
2ds ≤ ε
)
≤ εp,
where [b, V ](x, i) = b(x, i)·∇V (x, i)−V (x, i)·∇b(x, i), X
(i)
t and K
(i)
t satisfy the following
two equations respectively:
X
(i)
t = Xt1 +
∫ t2
t1
b(X(i)r , i)dr + σ(Lt − Lt1), t1 ≤ t ≤ t2
and
K
(i)
t = Kt1 −
∫ t2
t1
K(i)r ∇b(X
(i)
r , i)dr, t1 ≤ t ≤ t2.
Proof. We first show that for any fixed i ∈ S, β ∈ (0∨ (4θ− 7), 1), 0 ≤ t1 < t2 ≤ 1, there
exist two constants C1 ≥ 1 and C2 ∈ (0, 1) such that for all δ ∈ (0, 1),
sup
|v|=1
P
(∫ t2
t1
|v∗K(i)s [b, V ](X
(i)
s , i)|
2ds ≥ (t2 − t1)δ
1−β
2 ,
∫ t2
t1
|v∗K(i)s V (X
(i)
s , i)|
2ds ≤ (t2 − t1)δ
9−β
2
)
≤ C1 exp{−C2(t2 − t1)δ
−β
2 }.(4.2)
In fact, by a changing of variables, we have that, for any v ∈ Rn,
sup
|v|=1
P
(∫ t2
t1
|v∗K(i)s [b, V ](X
(i)
s , i)|
2ds ≥ (t2 − t1)δ
1−β
2 ,
∫ t2
t1
|v∗K(i)s V (X
(i)
s , i)|
2ds ≤ (t2 − t1)δ
9−β
2
)
= sup
|v|=1
P
(∫ t2−t1
0
|v∗K˜(i)s [b, V ](X˜
(i)
s , i)|
2ds ≥ (t2 − t1)δ
1−β
2 ,
∫ t2−t1
0
|v∗K˜(i)s V (X˜
(i)
s , i)|
2ds ≤ (t2 − t1)δ
9−β
2
)
,(4.3)
where K˜
(i)
s := K
(i)
t1+s
, X˜
(i)
s := X
(i)
t1+s
, for 0 ≤ s ≤ t2 − t1. Obviously,
X˜(i)s = Xt1 +
∫ s
0
b(X˜(i)r , i)dr + σL˜s, 0 ≤ s ≤ t2 − t1
and
K˜(i)s = Kt1 −
∫ s
0
K˜(i)r ∇b(X˜
(i)
r , i)dr, 0 ≤ s ≤ t2 − t1,
where L˜s := Lt1+s − Lt1 is also a Le´vy process and has the same distribution of Ls.
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The estimate (4.3) is now changed into an estimate for general SDE driven by sub-
ordinate Brownian motions without switching. Hence, applying [12, Lemma 5.1], it is
easy to see that (4.2) holds.
Now, we set ε := (t2 − t1)δ
9−β
2 . Then noticing that ε
1−β
18−β ≥ (t2 − t1)δ
1−β
2 , and by
(4.2), for any ε ∈ (0, t2 − t1), we have
sup
|v|=1
P
(∫ t2
t1
|v∗K(i)s [b, V ](X
(i)
s , i)|
2ds ≥ ε
1−β
18−β ,
∫ t2
t1
|v∗K(i)s V (X
(i)
s , i)|
2ds ≤ ε
)
≤ C1 exp{−C2(t2 − t1)
18
18−β ε
− β
18−β }.
Therefore, there exists ε0 = (t2 − t1)
C(β,p)ε(p), where C(β, p) and ε(p) are two positive
constants dependent on β, p and p respectively, such that for all ε ∈ (0, ε0), (4.2) holds.
The proof is complete. 
4.2. Main result. Now we are going to study the smoothness of the density for Xt.
The difficulty in our current situation is that b depends on the switching process αt.
Following the idea in [3], for any fixed t > 0, define Nt := N([0, t],m(m− 1)K), so Nt is
a Poisson process with parameter m(m − 1)K, conditioned on the number of jumps of
the Poisson process up to time t, that is, Nt = k, there exists a random interval [T1, T2)
with 0 ≤ T1 < T2 ≤ t such that T2 − T1 ≥
t
k+1 and αt = αT1 for all t ∈ [T1, T2) (because
that the jump times of αt is a subsequence of the jump times of Nt). On this time
interval, we will use the Lemma 4.2 above.
First, we make the following assumption:
(H4) (Uniform Ho¨rmander type condition) There exists some j0 ∈ N+, such that
inf
(x,i)∈Rn×S
inf
|v|=1
j0∑
j=1
|v∗Bj(x, i)|
2 =: κ1 > 0,(4.4)
where B1(x, i) = σ and Bj+1(x, i) := [b,Bj ](x, i) for j ∈ N+.
For technical reasons, we will divide the proof into two subsections, i.e., by considering
the small jumps and the large jumps separately.
4.2.1. If St has finite moments of all orders. In this section, we suppose that St has
finite moments of all orders and b ∈ C∞(Rn × S) has bounded derivatives of all orders.
Lemma 4.3. For any m,k ∈ N+ with m+ k ≥ 1 and p ≥ 1, we have
sup
(x,α)∈Rn×S
E
(
‖Dm∇kXt(x, α)‖
p
H⊗m⊗Rnk
)
< +∞.(4.5)
Proof. By Theorem 3.3 and ‖Jt‖ ≤ e
‖∇b‖∞t, we know that (4.5) holds for m + k = 1.
For general m and k, it follows by similar calculations and induction method. 
Theorem 4.4. Assume that conditions (H3) and (H4) hold. Then the Malliavin matrix
Mt is invertible P-a.s. and det(M
−1
t ) ∈ L
p(Ω) for all p ≥ 2, t ∈ (0, 1].
Proof. We recall that Mt = JtQtJ
∗
t , where Qt :=
∫ t
0 Ksσσ
∗K∗sdSs. It suffices to prove
det(Q−1t ) ∈ L
p(Ω) for all p ≥ 2.
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Recall that {Nt = N([0, t],m(m − 1)K)} is a Poisson process with parameter λ :=
m(m−1)K. For a fixed 0 < t ≤ 1, conditioned on Nt = k, there exists a random interval
[T1, T2] ⊂ [0, 1] such that T2 − T1 ≥
t
k+1 and αs = αT1 for all s ∈ [T1, T2).
By [11, lemma 3.1] and for the given θ in condition (H3), and using the fact that the
Poisson process Nt is independent ofW,S, for any p ≥ 2, there exists an ε0 = ε0(θ, p) > 0
such that for all ε ∈ (0, ε0),
P
{∫ T2
T1
|v∗Ksσ|
2dSs ≤ ε
∣∣Nt = k
}
≤ P
{∫ T2
T1
|v∗Ksσ|
2dSs ≤ ε,
∫ T2
T1
|v∗Ksσ|
2ds ≥ εθ/4
∣∣Nt = k
}
+P
{∫ T2
T1
|v∗Ksσ|
2ds < εθ/4
∣∣Nt = k
}
≤ exp
{
1−
1
2ε1−θ/4
∫ Cε
0
uνS(du)
}
+ P
{∫ T2
T1
|v∗Ksσ|
2ds < εθ/4
∣∣Nt = k
}
≤ exp
{
1− ε−θ/8
}
+ P
{∫ T2
T1
|v∗Ksσ|
2ds < εθ/4
∣∣Nt = k
}
≤ εp + P
{∫ T2
T1
|v∗Ksσ|
2ds < εθ/4
∣∣Nt = k
}
.(4.6)
Now, for any fixed β ∈ (0∨ (4θ− 7), 1), j = 1, 2, . . . , j0, denote m(j) = (
18−β
1−β )
j−1 and
define
Ej :=
{∫ T2
T1
|v∗KsBj(Xs, αs)|
2ds < ε
mjθ
4
}
.
Clearly, {
∫ T2
T1
|v∗Ksσ|
2ds < εθ/4} = E1. Consider the decomposition
E1 ⊆ (E1 ∩E
c
2) ∪ (E2 ∩ E
c
3) ∪ · · · ∪ (Ej0−1 ∩ E
c
j0) ∪ F,
where F = E1 ∩ E2 ∩ · · · ∩ Ej0 . Then for any unit vector v we have
P
{∫ T2
T1
|v∗Ksσ|
2ds < εθ/4
∣∣Nt = k
}
= P(E1|Nt = k)
≤ P(F |Nt = k) +
j0−1∑
j=1
P(Ej ∩ E
c
j+1|Nt = k) .(4.7)
We are going to estimate each term in the above sum. This will be done in two steps.
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Step 1: First we claim that when ε is sufficiently small, the intersection of F and
{Nt = k} is empty. In fact, taking into account (4.4), on Nt = k, we have
F ⊂


j0∑
j=1
∫ T2
T1
|v∗KsBj(Xs, αs)|
2ds ≤ j0ε
mj0
θ
4


=


j0∑
j=1
∫ T2
T1
(
|v∗KsBj(Xs, αs)|
|v∗Ks|
)2
|v∗Ks|
2ds ≤ j0ε
mj0
θ
4


⊂
{
κ1t
(k + 1)e2‖∇b‖∞
≤ j0ε
mj0
θ
4
}
,
because that |v∗Ks| ≥
1
‖Js‖
≥ 1
e‖∇b‖∞
, for any s ∈ (0, 1]. Thus F ∩ {Nt = k} = ∅,
provided ε < ε1 :=
(
κ1t
j0e2‖∇b‖∞(k+1)
) 4
m(j0)θ .
Step 2: We shall bound the second terms in (4.7). For any j = 1, 2, . . . , j0 − 1, we
have
P(Ej ∩E
c
j+1|Nt = k) = P
{∫ T2
T1
|v∗KsBj(Xs, αs)|
2ds < ε
mjθ
4 ,
∫ T2
T1
|v∗KsBj+1(Xs, αs)|
2ds ≥ ε
mj+1θ
4 |Nt = k
}
= P
{∫ T2
T1
|v∗K
(αT1 )
s Bj(X
(αT1 )
s , αT1)|
2ds ≤
(
ε
mj+1θ
4
) 1−β
18−β
,
∫ T2
T1
|v∗K
(αT1 )
s Bj+1(X
(αT1 )
s , αT1)|
2ds ≥ ε
mj+1θ
4 |Nt = k
}
.
Recall that T2 − T1 ≥
t
k+1 and that processes Nt and Lt are independent, by using
Lemma 4.2, we obtain
(4.8) P(Ej ∩ E
c
j+1|Nt = k) ≤ ε
p,
for 0 < ε ≤ ε2 = (
t
k+1)
C(p)ε(p), where C(p) and ε(p) are two positive constants depen-
dent on p.
Hence, by (4.6)-(4.8), we have
P{v∗Qtv ≤ ε|Nt = k} ≤ P
{∫ T2
T1
|v∗Ksσ|
2dSs ≤ ε
∣∣Nt = k
}
≤ εp
for ε < min{ε0, ε1, ε2}. Then, following the steps of [7, Lemma 2.3.1], we can obtain
that
P
{
inf
|v|=1
v∗Qtv ≤ ε
∣∣Nt = k
}
≤ εp
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for all 0 < ε ≤ C1(
t
k+1)
C2 and for all p ≥ 2, where C1, C2 are two positive constants
depending on p and n. By the fact that det(Qt) ≥ (inf |v|=1 v
∗Qtv)
n, we have
E|det(Qt)|
−p ≤ E
(
inf
|v|=1
v∗Qtv
)−np
≤
∞∑
k=0
P(Nt = k)E
(
( inf
|v|=1
v∗Qtv)
−np
∣∣Nt = k
)
≤
∞∑
k=0
λk
k!
eλ
[
C1
(
t
k + 1
)C2
+
1
C1
(
k + 1
t
)C2]
<∞.(4.9)
The proof is now complete. 
Now we can prove the following gradient estimate.
Theorem 4.5. For any k,m ∈ N with k+m ≥ 1, there are γk,m > 0 and C = Ck,m > 0
such that for all f ∈ C∞b (R
n × S) and t ∈ (0, 1),
|∇kE(∇mf)(Xt, αt)| ≤ C‖f‖∞t
−γk,m.(4.10)
Proof. By the chain rule, we have
∇kE(∇mf)(Xt, αt) =
k∑
j=1
E
(
(∇m+jf)(Xt, αt)Gj(∇Xt, . . . ,∇
kXt)
)
where {Gj , j = 1, . . . , k} are real polynomial functions. By the duality relationship, the
chain rule, Lemma 4.3 and Ho¨lder’s inequality, through cumbersome calculations (for
details see the argument in [7, Proposition 2.1.4]), one finds that there exist integer
p = pk,m, C = Ck,m > 0 and γk,m > 0 such that for all t ∈ (0, 1),
|∇kE(∇mf)(Xt, αt)| ≤ C‖f‖∞E|(detMt)
−1|p ≤ C‖f‖∞t
−γk,m ,
where the last inequality follows by (4.9). The proof is complete. 
4.2.2. Without the assumption of St has finite moments of all orders. Let
S′t be a subordinator with Le´vy measure 1(0,1)νS(du) and independent of (Wt)t≥0 and
N(dt, dy). Let X ′t solve the following equations:
(4.11) dX ′t = b(X
′
t, αt)dt+ σdWS′t , (X
′
0 , α0) = (x, α) ∈ R
n × S ,
where αt is the one in (1.2). Let us write
P ′tf(x, α) := Ef(X
′
t(x), αt(α)).
Notice that S′t has finite moments of all order, then the results above hold for the process
(X ′t, αt). We now proceed to find the relation between the semigroups Pt and P
′
t , so that
we can estimate the semigroup Pt via P
′
t .
Following the steps in [11, Section 3.3], we first give two lemmas whose proofs are
almost the same with Lemmas 3.9 and 3.10 in [11], so we omit the proof.
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Lemma 4.6. Let f ∈ C∞b (R
n × S). For any m ∈ N, there exists a constant Cm ≥ 1
such that for all (x, α) ∈ Rn × S,
(4.12) |∇mP ′tf(x, α)| ≤ Cm
m∑
k=1
P ′t |∇
kf |(x, α).
Lemma 4.7. Let J ′t := ∇X
′
t(x) and K
′
t be the inverse of matrix J
′
t. Let f ∈ C
∞
b (R
n×S).
Then for any j = 1, . . . , n, we have the following formula:
(4.13) P ′t(∂jf)(x, α) = div Q
·j(t, x, α; f)−Gj(t, x, α; f),
where divf(x) =
∑n
i=1 ∂xifi(x), for any f(x) = (f1(x), f2(x), . . . , fn(x)) ∈ C
∞
b (R
n,Rn),
and
(4.14) Qij(t, x, α; f) := E
(
f(X ′t(x), α
′
t(α))(K
′
t)ij
)
and
(4.15) Gj(t, x, α; f) := E
(
f(X ′t(x), α
′
t(α))div(K
′
t)·j
)
.
Now, let {τ ′1, τ
′
2, . . . , τ
′
n, . . .} and {ξ1, ξ2, . . . , ξn, . . .} be two independent families of
independent and identically distributed R+-valued random variables and Rd-valued ran-
dom variables respectively, which are also independent of (Wt, S
′
t)t≥0 and N(dt, du). We
assume that τ ′1 has the exponential distribution of parameter λ1 := νS([1,∞)) and ξ1
has the distributional density
1
νS([1,∞))
∫ ∞
1
(2pis)−d/2e−
|x|2
2s νS(ds).
Set τ ′0 := 0 and ξ0 := 0, define
N ′t := max{k ≥ 0 : τ
′
0 + τ
′
1 + · · ·+ τ
′
k ≤ t} =
∞∑
k=0
1{τ ′0+τ ′1+···+τ ′k≤t}
and
Ht := ξ0 + ξ1 + · · ·+ ξN ′t =
N ′t∑
j=0
ξj.
Then Ht is a compound Poisson process with Le´vy measure
νH(Γ) =
∫ ∞
1
(2pis)−d/2
(∫
Γ
e−
|y|2
2s dy
)
νS(ds).
Moreover, it is easy to see that Ht is independent of WS′t and
(4.16) (σWSt)t≥0
(d)
= (σWS′t + σHt)t≥0.
Let ~t be a ca`dla`g purely discontinuous R
n-valued function with finite many jumps
and ~0 = 0. Let (X
~
t (x), αt(α)) solve the following equations:
(4.17) dX~t = b(X
~
t , αt)dt+ σdWS′t + d~t, , (X
~
0 , α0) = (x, α) ∈ R
n × S .
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Let k be the jump number of ~ before time t. Let 0 = t0 < t1 < t2 < · · · < tk ≤ t be the
jump times of ~. By the Markovian property of (X~t (x), αt(α)), we have the following
formula:
Ef(X~t (x), αt(α)) = P
′
t1 · · · θ∆~tk−1P
′
tk−tk−1
θ∆~tkP
′
t−tk
f(x, α),
where
θyf(x, α) := f(x+ y, α).
Now, by (4.16) we have
(Xt(x), αt(α))
(d)
= (X~t (x), αt(α))
∣∣
~=σH
.
Hence,
Ptf(x, α) = Ef(Xt(x), αt(α))
= E
(
f(X~t (x), αt(α))
∣∣
~=σH
)
=
∞∑
k=0
E
(
P ′τ1 · · · θσξk−1P
′
τ ′
k
θσξkP
′
t−(τ ′1+···+τ
′
k
)f(x, α), N
′
t = k
)
.
In view of
{N ′t = k} = {τ
′
1 + · · ·+ τ
′
k ≤ t < τ
′
1 + · · ·+ τ
′
k + τ
′
k+1},
we further have
Ptf(x, α) =
∞∑
k=0
{∫
∑k
i=1 ti≤t<
∑k+1
i=1 ti
E(P ′t1 · · · θσξk−1P
′
tk
θσξkP
′
t−
∑k
i=1 ti
f(x, α))
×λk+11 e
−λ1
∑k+1
i=1 tidt1 · · · dtk+1
}
+ P ′tf(x, α)P(N
′
t = 0)
=
∞∑
k=1
{
λk1e
−λ1t
∫
∑k
i=1 ti≤t
EIσξf (t1, . . . , tk, t, x, α)dt1 · · · dtk
}
+P ′tf(x, α)e
−λ1t,(4.18)
where ξ := (ξ1, . . . , ξk) and I
y
f (t1, . . . , tk, t, x, α) = P
′
t1 · · · θyk−1P
′
tk
θykP
′
t−(t1+···+tk)
f(x, α),
with y := (y1, . . . , yk).
Our main theorem is following:
Theorem 4.8. Let b ∈ C∞(Rn × S;Rn) with bounded partial derivatives of all orders.
Suppose conditions (H3) and (H4) hold. Then for any t ∈ (0, 1], Xt has a smooth
density with respect to the Lebesgue measure on Rn.
Proof. In order to prove the smoothness of density for Xt. By [7], it suffices to show
that for any f ∈ C∞b (R
n), we have
|E∇mi1,...,imf(Xt)| ≤ C‖f‖∞, ∀m ≥ 1, (i1, . . . , im) ∈ {1, . . . , n}
m,
where ∇mi1,...,im =
∂m
∂xi1 ···∂xim
and C depends on t, x, (i1, . . . , im). However, this can be
easily obtained if we can establish the same gradient estimate as in (4.10).
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If we let tk+1 := t− (t1 + · · ·+ tk), then there exists at least one j ∈ {1, 2, . . . , k + 1}
such that tj ≥
t
k+1 . Thus, by (4.12) and (4.10), we have
|∇I yf (t1, . . . , tk, t, x, α)| ≤ C
j−1
1 ‖∇P
′
tj · · · θyk−1P
′
tk
θykP
′
tk+1
f‖∞
≤ CCj−11 t
−γ1,0
j ‖P
′
tj+1 · · · θyk−1P
′
tk
θykP
′
tk+1
f‖∞
≤ CCk1 (
t
k + 1
)−γ1,0‖f‖∞.
Hence, by (4.18) we have
|∇Ptf(x, α)| ≤ C‖f‖∞t
−γ1,0e−λ1t
[
1 +
∞∑
k=1
λk1C
k
1 (k + 1)
γ1,0
∫
∑k
i=1 ti≤t
dt1 · · · dtk
]
= C‖f‖∞t
−γ1,0e−λ1t
(
∞∑
k=0
λk1C
k
1 (k + 1)
γ1,0 t
k
k!
)
≤ C‖f‖∞t
−γ1,0 .(4.19)
Thus, we obtain (4.10) with k = 1 and m = 0.
For l, i = 1, . . . , n, set F 0li(x, α) := 1{l=i}f(x, α). Let us recursively define for m =
0, 1, . . . , k,
F
(m+1)
li (x, α) :=
n∑
j=1
Qij(tk+1−m, x+ yk + · · ·+ yk−m, α;F
(m)
lj )
and
R
(m+1)
l (x, α) :=
n∑
j=1
Gj(tk+1−m, x+ yk + · · · + yk−m, α;F
(m)
lj ),
where Qij and Gj are defined by (4.14) and (4.15). From these definitions, it easy to see
that
‖F
(m+1)
li ‖∞ ≤
n∑
j=1
‖F
(m)
lj ‖∞E((K
′
t)ij) ≤ C
n∑
j=1
‖F
(m)
lj ‖∞ ≤ Cn
m‖f‖∞
and
‖R
(m+1)
l ‖∞ ≤
n∑
j=1
‖F
(m)
lj ‖∞E((K
′
t)ij)E(div(K
′
t)·j) ≤ Cn
m+1‖f‖∞.
By repeatedly using Lemma 4.7, we obtain
|I y∂lf (t1, . . . , tk, t, x, α)|
=
∣∣∣∣∣P ′t1 · · · θyj−1P ′tjdivF (k+1−j)l· (x, α) −
k+1−j∑
m=1
P ′t1 · · · θyk−mP
′
tk+1−m
R
(m)
l (x, α)
∣∣∣∣∣
≤ Ct
−γ1,0
j
n∑
i=1
‖F
(k+1−j)
li ‖∞ +
k+1−j∑
m=1
‖R
(m)
l ‖∞
≤ C(
t
k + 1
)−γ1,0‖f‖∞ + C‖f‖∞.
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As estimating in (4.19), we can obtain (4.10) with k = 0 and m = 1. For the general m
and k, the gradient estimate (4.10) follows by similar calculations and induction method.
The proof is complete. 
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