The results on the inversion of convolution operators and Toeplitz matrices in the 1-D (one dimensional) case are classical and have numerous applications. We consider a 2-D case of Toeplitz-block Toeplitz matrices, describe a minimal information, which is necessary to recover the inverse matrices, and give a complete characterisation of the inverse matrices.
Introduction
The well-known Toeplitz matrices are diagonal-constant matrices whereas Toeplitz-block Toeplitz matrices T are block Toeplitz matrices, the blocks of which also are Toeplitz: (1.1)
Later we use for Toeplitz-block Toeplitz matrices the acronym TBT. One may consider TBT-matrices as 2-D (two-dimensional) analog of Toeplitz matrices.
Toeplitz matrices (i.e., 1-D Toeplitz matrices) and their continuous analogs (so called convolution operators or operators with difference kernels) are very important in mathematical analysis and various applications (see e.g. [6, 7, 13, 25, 29, 33] and references therein). The inversion of these matrices and operators is connected with the names of N. Wiener, E. Hopf, N. Levinson, M.G. Krein, I.C. Gohberg, V.A. Ambartsumyan, L.A. Sakhnovich and many other mathematicians and applied scientists. The inversion of convolution operators on a semi-axis (of Wiener-Hopf operators) was studied in numerous papers including the brilliant works [14, 20] . The situation with the inversion of finite Toeplitz matrices and of convolution operators on a finite interval is (in many respects) more complicated and essentially different from the case of semi-axis. Important results on this topic were derived, in particular, in [3, 15, 21, 35, 36] . Then, the procedure of recovery of the operator T −1 , which is inverse to a general-type convolution operator T on interval, from the action of T −1 on two functions was given in [31] (see also [32, 33] and references therein), using the method of operator identities. The same method was applied to the general-type finite Toeplitz matrices in [26] . The structure of the matrices and operators T −1 was derived in this way as well. The method of operator identities, which was introduced in [30, 31] , may be successfully used for the inversion of various other structured matrices and operators. See, for instance, [10] and [29, Appendix D] . Note also that relations of the form S * T S = T were used for the study of Toeplitz operators in the seminal work [8] .
The inversion of Toeplitz and Toeplitz-block Toeplitz (TBT) matrices and their continuous analogs is actively studied in the recent years as well (see e.g. [1, 2, 4, 5, 9, 10, 17, 24, 33, 38] and references therein). However, in spite of some interesting recent and older works [12, 16-19, 22, 23, 37] on the inversion of TBT-matrices and of convolution operators in multidimensional spaces, the structure of the corresponding inverse matrices and operators (and the way to recover these inverses from some minimal information) remained unknown. Our paper deals with this important problem for TBTmatrices (some less complete results on the inversion of convolution operators on a rectangular are presented in [28] ).
It is easy to show (see Section 2) that a TBT-matrix T of the form (1.1) satisfies two matrix identities:
where rank(Q 1 ) ≤ 2m, rank(Q 2 ) ≤ 2n and the matrices A p are discrete analogs of integration operators:
Here, A * p stands for the matrix which is the complex conjugate transpose of A p , rank(Q) means the rank of the matrix Q, i is the imaginary unit, and I m is the m × m identity matrix.
Multiplying (1.2) by T −1 from the left and from the right, we obtain the identities
. Both cases p = 1 and p = 2 of these identities provide a tool to recover
, respectively. Such an approach was fruitfully used for Toeplitz and block Toeplitz matrices. In the case of TBT-matrices, one has to use the two identities simultaneously, which is quite nontrivial.
In order to explain our approach in greater detail, introduce polynomial vector function (vector column) h(y) = h(y 1 , y 2 ): 6) where h(z) = h(z 1 , z 2 ) and z p is the complex conjugate of z p , uniquely determines T −1 and is itself important in astrophysics and signal processing. Further in the paper we study ρ(y, z). We will need the following notations.
Notation 1.1
The notation I is often used (for simplicity) instead of I r for the identity matrix of the order r = mn. By 1 r we denote the vector column of the order r, where all the entries equal 1, and we often omit the index and write 1 when r = mn.
In Section 2 we show (see (2.7)) that ρ(y, z) is easily expressed via
Then, we derive an important representation of ω in the main Theorem 2.3. This representation is based on the minimal information on T −1 contained in the matrix g 12 (or g 21 , for both matrices see (2.35)) with 4mn entries. In Section 3 we complete the study of the structure of T −1 (see Theorem 3.3). Some auxiliary results on determinants are derived in Appendix.
The approach works for other important 2-D structured matrices. As usual C stands for the complex plane and g τ stands for the matrix which is the transpose of g. By diag we denote a diagonal (or block diagonal)
stands for a column vector or block vector: col
The notation I r stands for the r × r identity matrix and the indices of the matrices U r , J 2m and J 2n (introduced in (2.37), (2.38), (2.43)) also indicate the orders of the corresponding matrices. In all other cases the indices of the matrices are not related to the order. Many notations were explained before in the text of the Introduction (see, e.g., Notation 1.1).
2 Representation of the ρ-polynomial 
2. Next, we show that the matrix identities (1.2) hold and consider them in detail. Indeed, according to [27, (1. 2)] we have
where
9)
10)
We derive the expressions for A 2,0 T r − T r A * 2,0 as the special cases of (2.8) (after setting in (2.8) m = 1 and substituting then n = m). In view of these expressions, for the matrix A 2 = diag{A 2,0 , . . . , A 2,0 } the next identity follows: 12) where M 12 , M 32 and M 22 , M 42 are mn×n and n×mn, respectively, matrices,
14) 
Clearly, the matrices M 1p and M 4p satisfy some operator identities which are similar to the identities (2.8) and (2.12). Indeed, put 
Introduce the notations:
We start with the following simple representations of ω.
Proposition 2.1 Let ω(λ, µ) be given by (1.7). Then we have
P r o o f. Relations (2.24) and (2.25) yield
Hence, we have
It easily follows from the definitions (2.10), (2.13) and (2.16) of M 2p that
Recall the definitions of Π p , Π p , Γ p and Γ p in (2.24) and (2.25). Hence, formula (2.27) follows (for p = 1) from (2.28), (2.29) and (2.34). Formula (2.27) for p = 2 follows in the same way (as (2.27) for p = 1) but this time from (2.31) (with p = 2) and from (2.32).
4.
In Proposition 2.1, we recover ω (and so ρ and
, which means that only one of the operator identities (either (2.8) or (2.12)) is used. In this paragraph we will recover ω either from the 2m × 2n matrix Π 1 T −1 Π 2 or from the 2n × 2m matrix Π 2 T −1 Π 1 , using both operator identities. First introduce matrices
where K 11 and K 12 are given in (2.22) and (2.23), respectively. The connection between g 12 and g 21 is described by the simple formula
where g τ 12 is the transpose of g 12 and
The validity of (2.36) is shown in the proof of the main Theorem 2.3 and means that given g 12 we easily construct g 21 and vice versa. Next, we introduce the matrix function
where the branch of the root in (2.40) is chosen so that det G(λ) is a polynomial such that the coefficient corresponding to the term λ n 1 λ m 2 equals −1. The existence of the polynomial θ(λ) and the way to construct it explicitly (when G(λ) of the form (2.39) is given) are shown in Lemma A.2.
In the following main theorem, we express u and u given by (2.29) and (2.28), respectively, via G(λ) (that is, via g 12 or g 21 ). Then, one can apply Proposition 2.1 in order to construct ω and ρ. Theorem 2.3 Let a TBT-matrix T be invertible and let the corresponding matrix g 12 or g 21 (of the form (2.35)) be given.
Then, ω(λ, µ) of the form (1.7) admits representations (2.27), where u and u (which are introduced in (2.28) and (2.29)) may be recovered from the relations
G is expressed in (2.39) via g 12 or, equivalently, via g 21 (using (2.36)), and θ is given in (2.40).
P r o o f. Step 1. In this step we prove the auxiliary equalities (2.42) and (2.36). For this purpose, recall the definitions (2.37) and (2.38) and also set
It is easy to see that UT U = T τ , and so
Similarly to UT U = T τ we have
which (in view of the definitions (2.9)-(2.11)) yields
Using the definitions (2.13)-(2.17), we derive (in the same way as (2.45)) the equalities
Now, let us show that 
and the first equality in (2.47) follows. Here we used the immediate equalities
Later we will also need an analog of (2.48) (for the matrices M s2 ), namely, the equalities
Taking into account (2.46), we (similarly to the proof of the first equality in (2.47)) derive the second equality in (2.47). For
we will need the following relation:
In order to obtain (2.51), we take into account (2.4) and rewrite (2.50) in the form
(2.52)
, where i and j for the rth entry (of the row vector function) in the braces above are chosen similarly to the way it is done in (1.5). Using the definition (2.50) of F , substituting −µ p instead of µ p (p = 1, 2) into (2.52) and applying U from the right, we derive
According to (2.53), the right hand sides of (2.51) and (2.52) are equal, and so (2.51) follows from (2.52). Partition u and u into the row and column (respectively) vector blocks:
Taking into account (2.26), (2.28), (2.29), (2.47) and (2.51), we see that
Here, we also used the relation
which easily follows from (2.1) and (2.2). The next equality, that is, 
Using the equalities (2.45) and (2.46) (as well as (2.48) and (2.49)), we rewrite (2.58) in the form
We partition Z into for blocks Z = {Z ps } 2 p,s=1 and easily derive
61)
In view of (2.48), taking the transpose of the second equality in (2.46) we obtain
Direct calculations show that Step 2. In the Step 2 we prove the basic for our proof equality
which is equivalent to (2.41). For this purpose, we rewrite (2.30) in the form
It is easy to see that 
equalities (2.68)-(2.70) imply that
Indeed, in the case p = 1 we have
and (2.73) follows. In the same way (2.73) is derived for p = 2. Taking into account (2.29), (2.54) and equality Π p R = Γ p , we see that (2.73) implies the formula
Using the last equality in (2.24) and formulas (2.19), (2.68) and (2.69), we obtain the following equalities (for p = 1, s = 2 and for p = 2, s = 1):
Moreover, using again (2.73) we derive
Since Q s is given by (2.20) (where K is a row) and since M 2s R equals I m 0 Γ 1 or I n 0 Γ 2 (depending on s), one may rewrite the right hand side of (2.76):
In particular, we again used above the definition (2.29) of u. Formulas (2.75), (2.77) and (2.78) yield
It follows from (2.74), (2.80) and (2.81) that
83)
According to formulas (2.35), (2.39), (2.83) and (2.84), we have 
Moreover, it is shown in the Appendix (see Lemma A.3) that
Equalities (2.87) and (2.88) yield (2.66), which proves the theorem.
3 The structure of the operator T
−1
In the previous section we have shown (see Theorem 2.3) that given an invertible TBT-matrix we can recover ρ and T −1 from the matrix g 12 or from g 21 of the form (2.35). Here, we complete the description of the structure of R = T −1 . Namely, we prove that given an arbitrary 2m × 2n matrix g 12 or an arbitrary 2n × 2m matrix g 21 and using the same formulas as in Section 2 we recover some matrix R. Moreover, if this R is invertible, then T = R −1 is a TBT-matrix.
First, using (2.36) and (2.39) we construct G(λ). In view of (2.36) and (2.39), we easily derive
Next, we obtain u and u via relations (2.41) and (2.42), where θ(λ) = det G(λ) . The function ω is expressed in (2.27) via u and u.
Lemma 3.1 Let g 12 or g 21 be given and let the vector functions u and u be constructed via (2.41) and (2.42) (using also relations (2.36) and (2.39)).
Then ω(λ, µ), which we obtain from (2.27), is the same for both cases p = 1 and p = 2. P r o o f. The statement of the lemma is equivalent to the relation
In view of (2.41) and (2.42), the equality (3.2) is equivalent to the equality
Taking into account (3.1), we rewrite (3.3) as
Therefore, it remains to prove that 6) and the equalities (3.5) and (3.2) will follow. Finally, taking the transpose of the left hand side of (3.6) and using the relations (3.1) and U r J r = −J r U r (for the cases r = 2m and r = 2n) we derive
which yields (3.6).
Lemma 3.2 Let the conditions of Lemma 3.1 hold. Then ω(λ, µ) determines a unique matrix R such that
P r o o f. According to Lemma A.2, the entries of the matrix function θ(λ)G(λ) −1 , where θ(λ) = det G(λ) , are polynomials. Moreover, formula (2.39) yields
as well as the asymptotic relation
when either λ 1 → ∞ or λ 2 → ∞. Thus, for the vector polynomial
we have lim
In other words, the degrees of λ 1 in the entries of v are less than n and the degrees of λ 2 in the entries of v are less than m. Similar to the partitioning (2.54) for u, partition v into the blocks v = col v 1 v 2 . Using (2.27), (2.40), (2.41) and (3.12), we obtain
By virtue of (3.14), we have
where λ p − µ p are irreducible polynomials. Hence, V 1 (µ) τ J 2m U 2m V 1 (λ) may be factored into the product of polynomials with λ 1 − µ 1 as one of the factors (and a similar statement is valid for V 2 (µ) τ J 2n U 2n V 2 (λ) and λ 2 − µ 2 ). Thus, we see that Ω(λ, µ) introduced in (3.14) is a polynomial.
Then, the degrees of λ 1 and µ 1 in the terms of Ω are less than n and the degrees of λ 2 and µ 2 are less than m (since the degrees of λ 1 in the entries of v(λ) are less than n and the degrees of λ 2 in the entries of v(λ) are less than m). In order to derive that, we also take the factors (λ p − µ p ) −1 in (3.14) into account.
It is easy to see that the polynomials
are linearly independent polynomials (in one variable ν). Therefore, the mentioned above bounds on the degrees of the variables in Ω(λ, µ) show that Ω(λ, µ) may be presented as a linear combination of the products
On the other hand, relations (1.5), (2.3) and (2.4) (where ψ is introduced in (2.1)) show that the multiplication of the right hand side of (3.8) by
m brings us a polynomial, which is a linear combination of the same products (3.15) with the entries of R as the coefficients. It is immediate that there is a unique matrix R such that (3.8) holds.
Theorem 3.3 Let a 2m × 2n matrix g 12 or a 2n × 2m matrix g 21 be given and let the vector functions u and u be constructed via (2.41) and (2.42) (using also relations (2.36) and (2.39)). The matrix ω(λ, µ) given (in terms of u and u) by (2.27) determines a unique matrix R such that (3.8) holds. Assume that det R = 0. Then, the matrix T = R −1 is a TBT-matrix.
P r o o f.
Step 1. The unique recovery of R from g 12 or, equivalently, from g 21 is described in Lemma 3.2. Now, consider again v(λ) given by (3.12) . Since the degrees of λ 1 in the entries of v are less than n and the degrees of λ 2 in the entries of v are less than m, one can introduce Γ by the equality
We partition Γ into the blocks Γ 1 and Γ 2 (as in (2.26)), and express matrices Γ p (p = 1, 2) via Γ p using equalities
17) which are equivalent to (2.47).
Step 2. The basic step in the theorem's proof is the proof of the matrix identities
Clearly, identities (3.18) are equivalent to the identities
Hence, in view of (1.5), (1.6) and (2.4), the identities (3.18) are equivalent to the equalities
where either p = 1, s = 2 or p = 2, s = 1.
Recall that R is determined by ω(λ, µ) via (3.8), where ω(λ, µ) is given by (2.27) . Setting in (2.27) p = 1, we prove (3.19) for p = 1. For this purpose, we simplify the terms on the right hand side of (3.19) . First, note that formulas (2.27) and (3.8) imply the equalities
According to (2.41) and (3.12) we have
Hence, taking into account the first equality in (3.12) and the second equality in (3.11), we derive lim
In view of (3.22), we rewrite (3.20) in the form
Moreover, relations (2.42) and (3.22) imply that
Using (2.2) in order to calculate the right hand side of (3.24), after easy transformations we have
By virtue of (2.27), (3.8) and (3.25), we obtain a result
According to (3.16) and (3.21) we derive
From (2.50), (2.51) and (3.17) we also see that
Furthermore, formula (2.56) implies the equality
Substituting (3.30) into (3.29) and taking into account (3.28), we derive
Using (2.42), we rewrite (3.31):
Finally, denoting the right hand side of (3.19) (where p = 1 and s = 2) by Y (λ, µ) and taking into account (3.23), (3.26), (3.28) and (3.32) we obtain
Collecting similar terms in (3.33) and using (2.27), we derive
That is, (3.19) (and so (3.18)) with p = 1 is equivalent to (3.8), which proves (3.18) for p = 1. In the same way, (3.18) is proved for p = 2.
Step 3. Next, we prove that
where M 21 and M 31 have the special forms (2.10) and do not depend on R. Indeed, the identity (3.18) for p = 1 implies that
and, in particular, we have
Furthermore, equality (3.2) yields
On the other hand, using (2.33) in order to rewrite the left hand sides of (3.28) and (3.32), we obtain the following expressions for u 1 and u 1 , respectively: in (2.9) and (2.11), respectively. In this way, one determines the blocks T i−k of the block Toeplitz matrix T satisfying (3.43) with p = 1. Similarly, the identity (3.43), where p = 2, means that the blocks T ik of T are Toeplitz. Thus, T is TBT-matrix.
We note that either the numbers of the rows and columns, which are cut down, or the numbers of the rows and columns, which are preserved, are given for minors in the literature (and in this respect our notations differ from the notations in [11] ).
The skew-symmetric structure ofG (see (A.1)) implies for the odd values of r the equalities where q is given in (3.11).
P r o o f. In view of (2.1), (2.2) and (2.29), q(λ) u(λ) is a vector polynomial. where (according to (2.79)) P (λ) is a polynomial of degree m + n with the coefficient i before λ n 1 λ m 2 . Since P (λ)G(λ) −1 col 0 1 m 0 1 n is a vector polynomial and does not have zeros, all other polynomials P (λ), such that P (λ)G(λ) −1 col 0 1 m 0 1 n is a vector polynomial, may be factored into the product of P and some other polynomial. On the other hand, it is stated in Lemma A.2 that det G(λ) G(λ) −1 is a vector polynomial, θ(λ) = det G(λ) is a polynomial such that the coefficient before λ equals −1 (and the degree of det G(λ) equals m + n). It is immediate that det G(λ) = iP (λ). Now, (A.12) follows from the definition of P in (A.14).
