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I. IMODUCTION AND SUMMARY 
Let X 5 (X^ , X^ ) be distributed according to a k-variate 
normal distribution N(ti, l) , with known variance-covariance matrix I 
the identity matrix and unknown mean vector p. whose possible values 
are elements of . Associated with every estimator T(X) of the 
vector [i one may think of a non-negative real-valued function L(T, p) 
known as the loss function. It reflects the loss incurred by estimating 
the vector (a to be T . 
The loss L(T, p) depends not only on |i and the particular foim 
of the loss function but also on the value of the random vector X; hence, 
it is natural to measure the central tendency of the distribution of the 
loss and to denote this central tendency as the risk . 
Let t. denote the components of T ; then it is natural to con-
 ^ k 1 
sider that the greater the difference jT - |i| s [ S |t. - the 
i=l  ^
less satisfactory the estimate. This has led statisticians to consider 
loss functions monotone in the error [t - jij , of which the most common 
one is (T - |i)*(T - |i) . 
Let R be the set of all estimators of p. , unless stated other­
wise. A commonly used risk associated with the estimator T is the 
mean squared error defined by 
MSE(T) = E^ [(T - H)'(T - I^)] . 
An estimator T^  of ji will be preferred to an estimator T^  if for 
every (i e R , 
2 
MSE(T^ ) < M8E(TG) 
and, for some u e R , 
MSE(T^ ) < M8E(Tg) . 
In such a case, we write 
E 
\ - 2^ • 
As usual, an estimate T of  ^ is said to be E-inadmissible if there 
E 
exists an estimate T such that T o T . If no such T exists, 
then T is E-admissible. 
Hodges and Lehmann [9] showed that the observed X in the uni­
variate normal case is an E-admissible estimator of n . More generally, 
in univariate exponential families where the range of the natural 
parameter is the whole real line, Girshick and Savage [6] showed that 
A is E-admissible for E[X] . In 195^ , Karlin [10] extended Girshick 
and Savage's result to shew the E-admissibility of cX where c is a 
constant with 0 < c < 1 . Brown [6] studied in depth E-admissibility 
and E-inadmissibility of estimators of form c(x)*(x) in the univariate 
normal case. 
The question of E-inadmissibility of X in the multiavariate 
normal has been discussed in a number of papers by Stein [l4, 1$]. He 
showed the E-admissibility of X in the bivariate normal case. For the 
k-dimensional normal (k > 3) ; he proposed the estimator 
3 
T(X) = (1 ) • X , 
a + |X|2 
"With b > 0 sufficiently small and a > 0 large. He, in fact, proved 
that T(X) as defined above is strictly better than X in the sense 
that for all |_i e R 
MSE(T(X)) < MSE(X) . 
Stein's work has generated interest in developing a class of esti­
mators, "shrinkage estimators," which will dominate X for k > 3 • 
The following version of Stein's estimator for k > 3 has been 
mentioned by Ferguson [7]: 
T(X) = (1 - ) • X 
ixr 
^ ^ I I X fx X ^ J- ^ fx ^ •? #L. X X #x ^ /-* «î f ^ 
X vcLikCO viic vcLuui a*iiu. Oiixx uo xo uwnvcuxu viic wxx^xi-x \ vx yaou 
the origin if \x\^  < k-2) . 
Baranchik [5]  proposed the estimator (again for k > 3) 
T(X) = Max [(1 - , 0] . X . |x| 2 
This modification gives a unifonnly sightly smaller MSE than Stein's T. 
Alam and Thompson [1], suggested for k > 3 the estimator 
T(X) = [ |X|2/(|X|2 + c)] • X 
•where 0 < c < 2(k-2) . 
Despite the E-admispibility of X in the univariate normal and 
correspondingly that of X , the mean of a random sample of size n , 
Hodges in his work, on su'^ er-efficiency as cited in LeCam [11], provided 
the estimator 
r 
X if 1x1 > ^ 
H(X) = I 
- 3F 
AX if 1x1 < 
V. 
n 
7^ 
with 0 < a < 1 . This estimator is asymptotically normal about |i 
for all values of p ; furthermore, for  ^^  0, the asymptotic variance 
of H(X) coincides with . On the other hand, for (j, = 0 , the 
_X 
asymptotic variance of H(X) is cr^ /n . 
Hodges' kind of improvement of X can be construed as establishing 
a kind of inadmissibility of the univariate sample mean although in 
asymptotic sense. 
The '"sh'':nkage estimators" proposed by Stein, even though constructed 
for the multivariate case (k > 3), nevertheless inspired efforts to 
improve upon X in the univariate case in the sense of establishing a 
class of estimators such that a member of that class would have lower 
MSE than that of X over intervals of values of (i . 
As indicated in Arnold [3], Thompson [l6] considered a "shrinkage 
technique" for improving the estimator of p near a natural origin Hq 
in the parameter space. Thompson's estimator 
5 
= (X - TIQ)V[(X - PG)2 + AP + HQ 
yields higher efficiency near (h - p..)/a_ = 0 hut lower efficiency for 
X 
|(|i - Hq)/O_1 moderately large. 
X 
Arnold also improved Thompson's estimator "by proposing 
r 
A 
= ( 
X if X e R 
C(X) otherwise 
•where 
R = [li 1 E(X - h)2 < E(C(X) - , 
and 
C(X) = (X - H^ )^ /F(X - + 0 1 + . V U —• u 
A 
In their effort to lower the MSE for the estimator of jj. , Arnold 
and Al-Bayyati [4] considered a dou"ble-sample procedure. Their technique 
is to compute X from a sample of size n^  from the univariate popula­
tion. If A e H where H = [(IQ - ecj, + ca] and i-IQ is a prior 
estimator, then use a procedure for shrinking X^  toward . If 
X^  / R , take another sample of size from the same population and 
then pool X^  and X^  . Hence the double-stage shrinliage (DSS) estima­
tor is given by 
6 
r 
aX^  + (l-a)|i^  if e R 
A 
"A "2^ 2 if e R 
 ^ 1^ + ^  
where 0 < a < 1 • 
This dissertation also is motivated by the work of Stein rather 
directly in the study of "M-admissibility" defined below and less 
directly, but still following Stein's "shrinkage" ideas, in the study 
¥e study the admissibility of X as an estimator of [i in the 
k-variate normal in two different senses linked to two different way? 
in which estimators are to be compared. 
The first sort of cciuparison is by the closeness criterion which 
was first introduced by Pitman [13] and subsequently discussed, among 
others, by œeden [12] and warde [l?]- An estimator ï is decreed to 
* k be closer or better than an estimator T is for all ® R 
of Pp-admissibility, also defined below. 
Pr^  [ |T - < iT* - ] > 1/2 , (1.1) 
or, for any random variable Z defining 
Med [Z] 5 sup [|; Pr{Z < |} < l/2] (1.2) 
if for all ji s 
7 
Med^  [ It - ni - IT* - |i| ] <0 . (1.3) 
Superiority of T over T* in the sense of (!•!) or (I.3) will 
be denoted by 
P „ 
T t> T ; (1.4) 
and, if there are T* and T satisfying (1.4), one might say that T* 
is inadmissible in the sense of Pitman, or, as we shall call T* , 
"Pitman's pseudo-inadmissible" (P^ -inadmissible). Mote that "pseudo" 
is used with reference to the fact that (1.4) is not transitive. The 
transitivity property is essential in relating completeness to admissi­
bility. 
In Chapter II we show that X in the k-variate normal is P^ -
inadmissible for all k . 
The second sort of comparison is similar to the usual mean square 
error comparison, except that we compute risk as median loss rather 
than expected loss; in other words, an estimator T is preferred to an 
estimator T* if for all |i e 
Med^  [ |t - n| 1 < Med^  [ jX - |il ] (I.5) 
and for some |i e 
tfed [ |T - ] < Med^  [ ]X - n| ] (1.6) 
8 
which will be denoted by 
M 
T > T* . (1.7) 
Again, if there are T* and T satisfying (l.?), we shall say 
that T* is "M-inadmissible," and, if (I.7) holds for no T , that 
T* is "M-admissible." 
It should be pointed out that in his introductory heuristic argu­
ment Stein [1^  j does not single out any measure of central loss tendency 
so that, not only median loss, but indeed any other measure of central 
loss tendency, such as modal loss, can be expected to duplicate his 
conclusions, at least in the case of squared error loss. 
In keeping with the above paragraph, we establish in Chapter IV 
that X is M-inadmissible in the k-variate normal (k = 3) and in 
Chapter III that X is M-admissible in the bivariate normal in a 
certain large class Z which would seem to contain all the likely 
competitors of X • 
Analogously to Stein's work, the inadmissibility of X in Chapter 
IV is demonstrated in a sense slightly stronger than that corresponding 
to (I-T) in that (I.6) is demonstrated for all n e ; in other words, 
we display a certain estimator T such that, for all (i e R , 
Med^  [ 11 - ] < Med^  [ jx - ] . (I.8) 
It should be pointed out that the median, as opposed to the 
9 
expectation, has the following attractive features: 
(i) There exists at least one median for any distribution -
on the contrary, the expectation does not necessarily 
exist; 
(ii) M-admissibility considerations treat all monotone functions 
of the loss simultaneously, and one admissibility (viz., 
inadmissibility) result automatically generates many 
in the sense that (1.8) holding for all [i e R is 
equivalent to the fact that 
MED^  [X(1T - |IL)] < MED^  [X(|x - \i\)] 
for all and all monotone X ; and Chapter IV thus 
establishes the inadmissibility of X in as many senses 
as there are functions X • 
Though using the median rather than expectation reduces a certain 
family of problems to just one, as pointed out in (ii), median devotees 
do see two distinct problems, namely the two considered in this disserta­
tion, where expectation users would see only one since the expectation 
analogues to (I.3) and (I.6) coincide. 
10 
II. Pp-INADMISSIBILITY OF A k-DIMENSIONAL OBSERVATION, k > 1 
We begin by considering the observation X from the univariate 
normal N(|i, l) • 
We seek a statistic T(X) such that for all X e R , 
The existence of T satisfying (2.1) establishes in the terminology 
claim in Pitman [13] that no such T exists. 
In keeping with the general qualitative character of the "shrinkage 
estimators" discovered by Stein and Hodges, we restrict our search to 
anti-symmetric functions, i.e., T(X) with T(0) = 0 , defined for 
Pr^  [ 1T(X) - i^l < |X - ki| ] > 1/2 . (2.1) 
of Chapter I the P -inadmissibility of X and contradicts the apparent 
X / 0 in terms of a & 1 UilC u ion 0(*) mapping (O, œ) unto [O, <») as. 
T(X) = sign(x) • 0(|x|) (2.2a) 
X •  0 ( | x | ) / | x |  (2.2b) 
Suctjose further that 
(i) 0(x)/x <1 on (O, œ) (2.3a) 
(ii) 0(-) is strictly increasing and mapping (O, oo) 
onto (O, œ) . (2.3b) 
Condition (ii) implies that 0 ^(') is well defined and strictly 
11 
increasing, also mapping (O, oo) onto (O, oo) ; in addition, condition 
(i) implies that 
0 (^x)/x >1 on (O, oo) .  (2.4) 
Without loss of generality, consider now a positive p . The 
above qualitative form of T(X) insures that the entire real line 
( -00, od) may be divided into five intervals, as shown in Figure 1. 
These five intervals are : 
Ij^ (n); the negative half line (-oo, O), on which |x - n| exceeds 
1T(X) - nl ; 
Ig(|i); the interval (O, p] on which |T(x) - (i| exceeds 
|x -
part of the interval ([i, 0 ^(p)] , where |T(x) - |i| 
exceeds jx - n] ; 
T f t \ \ roT f • • / I , \ n T.TV> f» 
-^2^ \ H" / ) ••'AAO WWIIN-X u WJ. Ulivi J.xiu\-.x w U/-1- V H-J y \ H-/ J } 
jx - ji] exceeds |T(x) - p| ; 
I^ (u)_; the half infinite interval (0 ^ (u), co) , where jx - u.| 
exceeds |T(x) - p| . 
It is clear that 
1T(X) - III < jx  -  II| (2.5) 
at least on 
= 13(11) + i^ ((i) (2.6) 
12 
I„(|i) Ij^ i) I, (n) 
T(x) 
Figure 1. The intervals 
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Thus (2.1) is implied by 
> 1/2 . (2.7) 
But in view of (2.4) 
= Pr^ [(n, .)] - Pr^ (l3(n) U 
= 1/2 - Pr^ (Ig(|i) U , 
so that (2.7) amounts to 
Pr^ {I^ (n)} > Pr^ [lg(n) U ]^ (n)] . 
In other words, all that is required of 0 is that the probability-
subtended by the normal distribution N(^ , l) over I^ (|i) exceeds the 
probability subtended by N(p, l) over U ; and it 
remains only to verify whether that objective c.an be met by a 
satisfying (2.3a) and (2.3b). 
But this in turn is guaranteed for example, if (0 ^(p.) -  ji) < R(ii) 
where R(^ ) is such that 
= PrgKO, R(p)]] • 
These specifications are best expressed in terms of the inverse 
function 0 and the unit normal cdf $(*)• 
0"^(y) = y + H(y)/2 (2.8) 
where R(y) is defined by 
$(R(y)) - 1/2 = 1 - S(y) ; (2.9) 
hence by 
R(y) = $"^(3/2 - §(y)) . (2-10) 
We note that we have used R(y)/2 in (2.8) to implement the condition 
(0"^ (p) - ^ ) < R(^ ) (2.11) 
of the preceding paragraph; note as well that using just R(u) rather 
than R(ii)/2 would not be appropriate since use of the former would 
force weak rather than strong inequality in (2--l) for one value of , 
namely that |i for which $(|i) = l/U . 
It remains to determine the range over which (2.8) is monotone 
increasing, with the hope that it will be possible to substitute an 
alternative form for 0 ^ (*) near the origin, where (2.8) is decreasing, 
-1 . . 
thus obtaining a (2 (•} monotone increasing throughout. 
Clearly this range will be a half-infinite interval with lovrer 
endpoint y^  the stationary point of the right-hand side of (2.8). 
This stationary point must of course satisfy 
1 + R'(yo)/2 = 0 (2.12) 
15 
But, by differentiating (2-9) with respect to y , 
f(R(y)) R'(y) = -f(y) 
where f(•) is the unit-normal density, or 
- -SUl 
= -rmji 
- f(y) 
f(r^ (3/2 - 6(y))) 
(2.13) 
by using (2.10). 
Hence, in view of (2.12) and (2.13), VQ satisfies 
f(yo)/2 = f($"^ (3/2 - Ky^ ))) 
and approximately equals -3, with 0 "^ (y^ ) = XQ approximately equal to 
.89. 
So (f) ^  is monotone increasing on [y^ , + œ) = [ .3,  + ®) , rising 
there from Xq = .89 to + œ , and, correspondingly, 0(*) itself 
is monotone increasing on [x^ , + œ) , rising there from y^  to + œ . 
It is now easily verified that the completion of 0(*) near the 
origin can be accomplished as hoped for, in fact in several ways, among 
these by defining 0(*) on the interval [0, XQ] as the line 0(x) = 
^0 " 
, or by setting 0(x) =0 on [0, x^ ]. Figure 2 shows 0(x) 
and (j> (y) 
16 
y 
(0" (y), y) 
Figure 2. The functions 0*(x) and f "'-(y) . 
17 
Summarizing, we have found that, if 0*(*) is defined by 
- $ 
for X in (O, .89]  , and by 
*^(x + R(X)/2) -= X 
for X + R(X)/2 in ( .89,  «) , then the corresponding statistic T 
(cf. 2.2), call it T , does indeed dominate X in the sense that 
# P 
T > X . 
Finally, in the case when |i = 0 , it follows that |T (x) - ii] = 
|T*(X)| = 0*(|x|) , and it follows that 
Pr^ C 1t*(x)1 < |x| ] >1/2 , 
since in fact 
Pr^ C !t*(x)! < jxj ] = 1 
in view of (2.3a)' 
The estimate (2.2b) is relevant as well when k > 1 ; in other 
words, with $2 as defined before, it is true that for k > 1 
Tlx) = X • A|X| )/|x| > X . (2.IU) 
To see this, assume first that |i is not the null vector, let P(y) 
denote the orthogonal projection of a k-dimensional vector y into the 
subspace spanned by p. , and set 
18 
n(y) = y - P(y) • (2.15) 
Now identify the subspace spanned by p. with the real line, in such a 
Vfe would like to show, analogously to (2.5) and (2.6), that 
[P(x) e Q } implies |T (x) - [ij < |x - (2.l6) 
|M| 
where 0 is as defined in (2.6), using 0 • 
Demonstrating (2.l6) will indeed be sufficient, since 
Pr [P(x) e n, |] when k > 1 is equal to Pr, 1 [X e 0, ,] when k = 1, 
1^1 lui 
and the latter has already been demonstrated to exceed l/2 for all jiij , 
by the initial analysis for k = 1 . 
Returning to (2.16), we note first that 
way that |i is identified with the positive number | . 
iff 
|P(T*(x)) - |p| + |n(T*(x)))2 < |P(x) - liij + lll(x)l^  . 
But in view of (2.3a) and (2.3b), for any x ^ 0 
jn(T*(x))l - jn(x) • 0*(|x|)/|x| I < |n(x)| , 
and it remains to verify that P(x) s fi implies 
19 
1P(T(X)) - li^ l 1 < |P(x) - 1^ 1 I 
i.e., recalling our identification with the real line of the subspace 
spanned hy [i , that both 
P(x) > 0*^ 1^ 1) (2.17) 
and 
P(x) < 0 (2.18) 
imply 
|P(T(x)) - 1^1 I < |P(x) - lui 1 .  (2.19) 
Assuming first (2.I7), we note that 
P(x) > P(x) . 0*(|x|)/lx| > P(x) • 0*(lP(x)| )/|p(x)l > ||il 
(2.20) 
where the first inequality is due to (2.3a) and (2.3b), the second in­
equality is due to the fact that 0*(x)/x is non-decreasing on (O, ») , 
and the third Inequality follows frcm (2.I7), since (2.I7) in fact states, 
that 0 (|F(x)i >1^ 1 . 
The inequality in (2.19) follows from (2.20), since 
P(x) • (2f*(lx| )/|x| = P(T*(x)) . 
That (2.17) also follows from (2.18) is shown in a similar form, since 
20 
P(x) < P(x)'0*(|x|)/|x| < P(x)'0 (|P(x)|)/|P(x)| < 0 < |n| , 
where, again, the first inequality is due to (2.3a) and (2.3b), the 
second to the fact that 0 (x)/x is non-decreasing, and the third to 
(2.18). 
Finally, for the case where n is the null vector, it is clear 
that Pr^ C |T*(X)| < |x|  ]  > 1/2 , since in fact PrJ" 1t*(X)1 < |x| 1 
= 1 • 
21 
III. TOWARD THE M-ADMISSIBILITY OF X IN TWO DIMENSIONS 
Let X = (X^ ; Xg) be an observation from a bivariate normal dis­
tribution N(|i, l) where |i = ((i^ , [i^ ) is the mean vector and I is 
the identity variance-covariance matrix. Our interest in this chapter 
is to show that X is M-admissible in a certain subclass Z of the 
class of all estimates of p . This is demonstrated by showing that, 
given any member T(') of £ , 
Median [ |T(X) - NJ ] > Median^ [ |x -  ] (3-1) 
for all large enough ||i| . 
£ does include the likely competitors of X , so that our result 
is a natural basis for the conjecture that X is indeed M-admissible 
without q.ualifications. 
I consists of statistics of form 
T(X) = X'(^ (|X| )/|x| , |xt  ^0 (3.2) 
where 0(•) is a positive real-valued function with the following 
property: 
There is a positive XQ and a continuous mapping g(-) 
of [0(XQ), OO) onto [XQ, ») such that for x > and 
Y > 0(XQ) , 0(x) < y iff x < g(y) . 
In other words, we require  ^to possess a continuous inverse 
mapping one half-infinite interval onto another. (3'3) 
22 
It is to be noted that the following two lemmas provide sufficient 
conditions for the requirement on  ^: 
Lemma A: (Theorem h.29 in Apostol [2]) 
Let the real-valued function 0 be monotone increasing; then 
0"^  exists. Further, if 0 is continuous on [xq, œ) , then 0  ^ is 
continuous on 0([XQ, œ)) . 
Lemma B: 
If the real-valued function 0 maps [x^ , <») onto [0(XQ), CO) 
and is monotone increasing, then 0 ^  exists and, further, 0 ^ is a 
continuous mapping of [0(XQ), CO) onto [x^ , Œ) . 
Proof. 
If 0 is monotone increasing on [XQ, «.) and onto [0(XQ), OO) , 
then 0 is continuous; now apply Lemma A. 
Besides the requirement on 0 stated in (3'3), we also specify 
the following : 
e(y) = g(y) - y > 0 (3 .if) 
and 
e(y) >• 0 for y >- 00 (3*5) 
with y*e(y) satisfies one of the following cases. 
Case I: ye(y)  ^L > 2; e(y) eventually (for 
large enough y) monotone non-increasing. (3-6a) 
Case II: y*e(y) —^  0; ye(y) eventually monotone 
non-increasing. (3*6b) 
23 
Case III: ye(y) —^  L, 0 < L < «; y*e(y) eventually 
differentiable and convex or differentiable 
and concave• (3•6c ) 
The rest of this chapter is composed of two parts. The first is to 
find an equivalent form of (3*l) suitable for analyzing the second part. 
That equivalent form is (3'24). The second part will deal with estab­
lishing (3.24) for large enough jjij , in the three cases mentioned in 
the preceding paragraph. 
To begin with we need to fix upon a suitable convention for the 
median. It turns out that it is natural to set 
Lfed [Z] 5 inf [§: Pr [Z < §} > l/2] (3-7) 
when aiming toward an inadmissibility result and to set 
Med [Z] 5 sup [Ç: Pr [Z < §] < l/2] (3-8) 
when aiming toward inadmissibility. 
Let d = (x|(-50))^  ) then it is clear that (3.1) is equivalent to 
Med^ [ |T(X) - tij ] > d ; 
or, in view of (3.6), to 
Pr^ [ |T(X) - Ml < d] < 1/2 (3.9) 
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Without loss of generality let \x = O) with > d , and 
write \i for 
Define 
cos 0 + (d^  - |i^  sin^  0)^  , (3.10a) 
and 
r (9) = (i cos 0 - (d^  - [1^  sinf 0)^  
~U 
(3.10b) 
Let 0(ii) = arcsin (d/n) , and consider the expression 
0=0(ki)  P=g(r, ,(0))  
[exp - i [(p cos 0 - n)^  + (p sin 0)^ ]]p dp d0. 
CTT D 
0=0 p=g(r (0)) (3.11) 
This iterated Riemann integral is well-defined in view of the continuity 
of g(-) • Moreover, in view of (3.3), this integral may be expressed as 
9=0(li) 0(p)=r (0) 
r r ^ 
2 J J  ^[exp - ^  [CP cos Û - sin^  e]]p do de 
0=0 0(p)=r (0) 
for n large enough, and this last iterated integral eq.uals the double 
integral 
25 
 ^[exp - I [(p cos 0 - |i)^  + sin^  e]] p dp d0 
(0(p)cos 0 -
+ (0(p) sin 0)^  < d 
But, in view of (3-2), 
T(P cos 0, p sin 0) = (p cos 0, p sin 0) 0(p)/p 
= (0(p) cos 9 ,  0(p) sin 0) 
so that the double integral is in fact equal to 
 ^[exp - ^  [(p cos 0 - [i)^  + p^  sin^  0]]p dp d0 
iTfn cos 0. 0 sin 0) - ul < d 
which is equivalent to 
Pr^  [ 1t(X) - ul < d ] (3.12) 
Hence, in view of the equality of (3'11) and (3-12), (3*9) may be 
rewritten (eliminating subscripts n for simplicity of notation) as 
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0=0(|i) p=g(r(e))  
f 
2  ^[exp - I [(p cos 0 - li)^  + sin^  0)]] p dp d0 
0=0 p=g(r(0)) 
0(h) p=r(0) 
_! r 1 
2T 
0=0 p=r(0) 
< 2 1  I  ^  [ e x p -  ^  [ ( p  c o s  0  -  | i ) ^  +  p ^  s i n ^  0 ] ]  p  d p  d 0  •  
Note that the right-hand side of the above inequality is the proba­
bility of the sphere [x - iij < d , which is equal to l/2 by virtue of 
the definition of d . 
Multiplying through by TT , the above inequality is equivalent to 
0=0(li) p=g(r(0)) 0=0(li) p=r(0) 
r r . f f . . j J flp, 2, p ) p  dp dG - J J f(H, e, p ) p  dp de <0 
0=0 p=g(r(0)) 0=0 p=r(0) 
or 
0=0((i) P=g(r(0)) 0=01^ ) P=g(r(0)) 
d0 J f(n, 0, p)p d p  -  j d Q  J f(n, 0, p)p dp < 0 (3.13) 
0=0 p=r(0) 0=0 p=r(0) 
where 
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f(n, Q, p) = exp - 2 [(p cos 9 - n)^  + p^  sinf 9] 
In view of the definition of e(-) in (3-^ ), the above may be rewritten 
as 
0=O(ii) p=r(0)+e(r(9)) 9=9(|i) p=r(e)+s(r(e))  
d9 f(|i,G,p)p dp dG 
0=0 
J 
p=r(0) 
f(|i,0.p)p dp < 0 . 
0=0 p=r(0) 
(3.1k) 
At this stage it is helpful to notice the indication in (3.l4); it 
shows that (3-1) is satisfied if the probability content under ïï((ti,0),l) 
of a certain region R is greater than that of a certain region R 
(cf. Figure 3). 
With the transformation 
= p - |i cos 0 
and the definitions 
A(X) = e 
-
and 
6 (0) 5 (d^  - sin^  0)"^  , 
it follows that (3*1^ ) is equivalent to 
r + ç(r) 
r+ € r 
I I 
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ë(^ ) 
A(H sin 0)d9 
0=0 
j=5(O)+e(r(0)) 
|u)^  
U)=-6(0)+e(r(0)) 
r 
e ((i cos 9 +u))du) 
- Icu? 
e (n cos-hujdu) 
j=6 (0) 
J 
u)=-6(0) 
< 0  
(3.15) 
New consider the change of variable 
X = 1-1. sin 0 . (3.16) 
Further define 
and 
5(X) = 
|i) 5 (|i^  - , 
then r (O) and r 
H -L 
(9) can be expressed in terms of \ as 
r(X, ti) = r(X, (i) + ô(X) 
and 
r(X, li) = r(X, li) - 6(X) 
The change of variable (3-16) allows the following restatement of (3«15) 
(after omitting the arguments \ and fi of 6, r and r for ease of 
notation), 
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A(X) dX 
X=0 
U): =6+e(r) 
(U=ô 
u)=6 
- J e" dm 
uj=6-s(r) 
+ i 
r 
g-|(-6+e(r))2 _ g-&(6+s(r)): > 0 (3 
We will proceed now to approximate the terms in the main square 
brackets of (3.17). 
The change of variable 
V = u) - 6 (3 
is helpful in approximating 
11 \ — R -L I»» F  ^  ^VJU — • C» Y A. / 
- -g-o)^  , 
e am 
J 
U)=ô 
e" du) 
uj=û-c(r) 
(3 
When (3-18) is applied, (3-19) is equivalent to 
B(X) 
r=e(r) 
v=0 
v=0 
- &(v^ +2v6) dv -
-^è(v=+2v6) 
r=-e(r) 
(3 
where 
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B(X) » E-TS' ; 
(3-20) may also be written as 
B(X) [GQ - 2G(0) + G(e)] (3-21) 
where 
G(x) . J* &(v=+2v6) av , 
e = s(r) , 
and 
e = s (r) 
The Taylor expansion of G(x) is of the form 
G(X) = G(0) + AG(O) + ^  G'(0) 4- O(X^) 
where 
g(t) = g-5(t+2t6)  ^
Now, using the above expansion to expand the terms G(*) in (3-21) 
to the second order, we are able to rewrite (3*21) in the following form: 
B(X) [(e - ej - i5(e + + O(e^ ) + 0(e^ )] (3-22) 
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where, for small enough e , 
10(7^ )I < k f (3.22a) 
and 
|0(e3)| < kg (3.2Zb) 
in which and kg are constants. 
It remains now to approximate the terms in the inside brackets of 
(3.17), i.e., 
2  _  1 /  
or 
But when the exponentials are expanded to the first order, the above is 
equivalent to 
B(X) [ô(r + r) + 0 (e ) + 0 (3.23) 
where, for small enough g 
M (s )| < k, G (3.23a) 
and 
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loV)| < kg/ (3'23b) 
•¥r # 
in which and k^  are constants. 
Multiply (3.23/ by l/r and add (3'22). It follows that (3«17) 
may be rewritten (dividing through by A(d)) as 
X=d 
J" [(e -£) - |-(e+e_) + ~(e +_e)+ [O(e^) + 0(£^) 
+ + — ]] dX < 0 . (3.24] 
Our task now is to show, as mentioned on page 23,that (3'24), which 
is equivalent to (3*1), is true for large enough n in the three cases 
(3.6a), (3-6b), and (3-6c). 
Case I; y • g(y) > L > 2 (3.25a) 
with 
e(') eventually monotone non-increasing. (3.25b) 
Assume first that L < œ . ]ji view of (3.25b), we have for large 
enough p that 
6 -  £  <  0  for 0 <  X < d ,  
and, hence, for large enough n , 
3^ 
(e - e) dX < 0 
X=0 
(3.26) 
Next, consider 
- I (e + £^ ) + ^  (ë + s) 
= — [- I ® + r^  £^ ) + (re + re_)] . (3*27) 
r^  
In view of (3.25a), it follows that for large enough n (3-27) would 
be less than 
— [2L - + Tl3 
rZ 
where T] is arbitrarily small and [2L - iP + < 0 uniformly in X ; 
0 < X < d . 
Hence for )i large enough, we have the following. The sum in 
(3.27) is bounded above by 
— [2L - L- + T|] ; 
and 
X=d 
J [- I (e + i^ ) + 7 (e + s)] dX (3-28) 
X=0 
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is bounded above by the negative value 
— [2L - + T]] • ô(X) dX . 
\=0 
Finally, consider 
3 0*(7') 0*(ç2) 
[0(e3) + O(s^ ) + —— + —:— ] 
In view of (3.22a), (3.22b), (3.23a) and (3.23b), we have 
(3.29) 
lo(e^ ) + 0(e.^ ) T —-— + 
0*(; ) 0*(e2) 
(3.30a) 
< + k* IT + — ] • (3.30b) 
If we multiply both (3*30a) and (3.30b) by , then as \i tends to 
infinity we have the following : 
_3 , 0*(; ) 0*(:=) 
• |0(e3) + O(e^ ) + —-— + —-— 
C 5 r — ^  S  * £  
< li^  • [K + k. +-k^  ^  ^0 , 
uniformly in X, 0<X<d; and 
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X=d 
0*(f ) / [0(e3) + O(s^ ) + —- r ] —>• 0 , 
X=0 
or, for Tj arbitrarily small, eventually 
X=0 
Recall that what we have in (3'28) is the integral of the second and 
the third terms of (3.24), also what we have in the left-hand side of 
(3.30) is the absolute value of the integral of the fourth term in 
(3.24). Hence, in view of (3*29) and (3*30)j the sum of those terms 
is negative for large enough ji ; therefore, in view of (3*26) which 
shovrs the non-positivity of the first term of (3.24), we have shewn 
that (3.24) is negative for large enough |i when Case I holds with 
finite L • 
Essentially the same argument applies for L = + œ . 
Case II. y • e(y) 0 , (3.31) 
and for large enough y 
y • e(y) is monotone non-increasing . (3.32) 
Consider first. 
(s - 1) + R (e + 1) (3.33) 
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^ [r e - r ^  + 6 G + 6^] 
~[(r + 6)e - (r - ô)^ ] 
^  [ r  e  - r e ]  ( 3 - 3 ^ )  
since r = (r + 6) , and r = (r - 6), as defined on page 29* By (3*32), 
it follows that for large enough n , 
X=d 
x=0 
i [ r e - r e ] d X  ( 3 - 3 5 )  
X=d 
< i  J [ 7 ë " - r ^ d X < 0 .  ( 3 - 3 6 )  
X=0 
Next; consider 
- I (7^  + e^ ) + 0(7^ ) + o{^ ) + —^   ^ (3.37) 
< - # (f + 1^ ) + kX;^ ) + k_(G3) + k;(;)^ /r + k^ (e)Vr 
— (r^  e + r^  _s^ ) + -^  (r 0)^  + -| (r _e)^  
2r^  r^  r 
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M(r e)^ 
< - —: (l + r (3.38) 
2r= " " r 
where M is constant. 
For 1] and 1]' arbitrary small, (3*38) is eventually "bounded 
above by 
At this stage in the analysis of Case II, notice that (3*33) is 
the sum of the first and the third term of the integrand of (3-24-); 
hence, (3-36) shows that integral of that sum is bounded above by a 
non-positive value. Also, (3*37) is the sum of the second and the 
fourth terms of the integrand of (3-2^), which is eventually bounded 
above by (3-39)-
So, if we show that 
is negative, for large enough |i , then in view of (3"36), we would 
have shown that (3.2^) is negative for large enough ji when Case II 
holds. 
Now, (3.^0) may be rewritten as 
~ (r e)2 + t (r . 
2,2 - - ,3 
(3.39) 
X=d 
(3.40) 
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[6 - ^  ] (l e)^  dX 
x=o 
(3.41) 
where C and N are constants. 
But (3-4o) is negative for large \i iff the integral in (S-^l) 
is positive for large [i . So, we will be done if we show the integral 
in (3*4i) to be positive for large |i . 
Recall that 
r e :(r) 
where 
r = - (d= -
Thus, r is increasing in X for large n , where 0 < \ < d , and 
in view of (3*32), (r is eventually non-increasing in X , 
0 < X < d . 
Now define X(p) by 
6(X(^ )) = iVb 
for [i large, and set (r _e(X(p.)))^ = L(ii) . 
Then 
J (6(X) - ^ )(R E(X))^ DX 
x=o 
> 
X=X(ti) 
f (5(x) - ; )(r «(x)): ax 
x=0 
x=d 
r 
j (-6(x) + 9 )(r e(x))2 dX 
X=X(M-) 
X=X(|i) 
[ (6(X) - 2 )(r ç(X((.)))= « 
X=0 
J ( 6(X))(r e(X(| i)))  cU 
X=X(ii) 
which is clearly positive for large |i . 
1+1 
Case III, y • e(y) >• L , 0 < L < œ , (3-^ 2) 
and for large enough y 
y • e(y) is concave (3-^ 3) 
and 
y • e(y) is differentiable . (3*^ )^ 
Note that Case III in view of (3*6c), also require the analysis 
when y • e(y) is eventually convex. The analysis of this version is 
omitted, since it is analogous to the case when y • e(y) is eventually 
concave. 
Define 
f (y) = y • e(y) . 
Then, in view of (3=^ 3) and. (3'^ )^> eventually 
f(r + 6) - f(r - 5) < _ 5) 
0^ — 
and 
r - [ J £ - • f'(r - 6) < r f'(r = d). 
(3.45) 
Now, by (3.^ 2) and (3*^ 3); L - f(y) + y * f'(y) converges; hence 
y • f'(y) = [L - f(y) + y • f'(y)] + [f(y) - L] 
1+2 
also converges, say to N • 
It is further clear that N cannot be greater than zero, "because 
then we would have 
y f'(y) = N + 0(1) , 
f(y) = ,  
or eventually 
f ' W  >  J  .  
hence 
f(y) > I log y + c 
which would contradict the assumption of f(y) -—>• L . Hence H = 0 , 
and y • f'(y) tends to zero. 
So, in view of (3-^ 5)^  
0 < r • [ '(r + ] < r • f'(r - 4) 
and 
r • f'(r - d) = (r - d)f*(r - d) + d • f'(r - d) —> 0 . 
r —> » 
Hence 
^3 
sup 
6 
r + 6) - f(r - ô) 1 
26 
0 (3.46) 
r —> CO 
Now, in (3'24), 
(e - e_) + ^  (e + £) - |- (e + e_) = (3.47) 
e(r + ô) - e(r - Ô) + ~ [e(r + 6) + e(r 6)] - 2 + 6) + e^ (r - ô)] 
26 "(r 4 5) -^ rc(r - 6)  ^r , ,) , 
-  ^[e^ (r + ô) + effr - 6)] 
 ^[ (r + 6}e(r + 6) - (r - 6)e(r - 6) _^[e2(r + 6) + G2(r-6)]] 
2 <-0 4 
which is, for small Tj , eventually bounded above by 
26 r (r + 6)e(r + 6) - (r - 6)e(r - 6) / ^  
 ^L \ 2 " "J ' 
T 
(3.48) 
and, in view of (3*46), (3-48) is eventually bounded above by 
 ^[T1 II' - f ] <  ^[Tl* - f ] • 
Then the integral of is hounded above by 
X=d 
6dX = - N>0. (3*^9) 
x=o 
— I  d    -
1^  ^ J 
As for the remaining terms of ( 3 « 2^  ). we have for large enough |i 
[O(e^ ) + O(e^ ) + 3' 
0*(G^ ) 
] dX < — (3.50) 
where Z is arbitarily small, for the same reasons in (3-30)* 
So, the sum of (3-^ +9) szid (3'50) is negative for large enough |i ; 
hence, (3.24) is eventually negative under the assumptions of Case III. 
^5 
IV. M-INADMISSIBILTrY OF X Hî THREE DIMENSIONS 
Let X 5 (x^ , Xg, X^ ) be a normally distributed random vector 
with unknown mean vector p. , and variance covariance matrix I , the 
identity matrix. In addition to the usual extimator X , we shall 
consider the estimator T(*) defined by 
T(0) = 0 
T(X) = T (X)  =  X  .  9K|X | ) / |X |  for X^ O (4.1) 
where, in terms of two positive parameters a and k , the real-valued 
function 0 is defined on (O, eo) onto [0, oo) as follows 
0(y) = O 0 < y < k/a , (^ .2) 
and. for k/a < y < m , 0 is such that 
= y + k/(a + y) on (0, . (4-3) 
It turns out in fact that the parameter a may be any positive 
constant greater than (xq(*50))^  and k may be a positive constant 
in a certain interval (O, k(a)) , where the upper end point k(a) 
depends on the particular a selected. 
Without loss of generality, let ii = (p^ , 0, O) and write [i for 
Define d s (%2(.50))2 ^  and, in analogy to the development in 
Chapter III, define the median of any random variable Z by 
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Median [Z] = sup [Ç: Pr {Z < |] < ^  } . (^ 'k) 
Our interest is to show that X is M-inadmissible; in fact T(X) 
as defined above is strictly better than X in the following sense: 
Median^ [ |T(X) - (i| ] < Median^ [ |x - i i j  ]  ,  Vu (4.$) 
or, in view of (4.4) 
Pr^  [ !T(X) - NL < d] >  ^, V ^  . (4.6) 
To this end consider the expression 
1 
(2TT)^  
with 
e=e(ii) p=g(r(9)) 
X I sin G I [exp - (pcos G - fi)^  + ç? sin^  6]]p^  dp d© 
9=0 P=g(r(0)) 
r(0) = p. cos 0 - (d^  - sin^  0)^  > 0 , 
r(6) 5 |i cos 0 + (d^  - \i^  sinf 0)^  , 
|i > d , 
0(li) s arcsin (d/n) , 
and 
UT 
g(y) = f^{y) = y + k/(a + y) 
= y + e(y) • 
Defining f(G, p) = exp - ^  [(p cos 0 - \x)^  + p^  sin^  G] , and 
using the definition of g(') , the above iterated integral is of the 
form 
9=0(n) 0(p)=r(0) 
—I sin 0 I f(G, p) p^  dp dG 
(2tt)2 j J 
0=0 0(p)=r(G) 
which is equivalent to 
I sin 0 I f(9, p) p^  dp dG 
[(0(p) cos G - (i)^  
+ (0(p) sin 6)2] <d2 
In view of the definition of T(X) , the region specified above is 
in fact 
|T(X) - < d 
and the above double integral is equivalent to 
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Pr^  [ |T(X) - lij < d] for n > d 
Hence, for p. > d in an analogous way to the reduction of (3*9) to 
(3-13)) (4.6) may be written in the form 
6=ô(ti) 
1 
0=0 
sin 0 
p=g(r(0)) 
f(0, p) p^  dp d© 
p=g(r(0)) 
0=9(li) p=r(0) 
> 
(2n)S 
8=0 
sin 0 J f(0, p) dp d0 
p=r(0) 
or 
G^ G(^ ) p=r(9)+s(r(9)) 0=9(11 ) n=rf0Wefrf©) ) 
f sin 0 
J 
0=0 
f(0,p) p^  dp d0 - sin 0 f(0,p)p^  dp d0 > 0 
p=r(0) 0=0 p=r(0) 
(4.7) 
We now proceed to show that for all n > 0 , the statistics T(*) 
as defined in (4.1) is strictly better than X for any a , hence­
forth assumed fixed, and any sufficiently small k . 
This will be done by breaking the range [0, 00) for li into 
a suitable three parts (d, d+T]] , (d+T), ») and [O, d] , where T] 
is to be selected. 
Ii9 
We consider first the case n in (d, d+T]] . Expression (4.7) 
shows that we must prove that the probability content of a certain 
"lower" region is less than that probability content for a certain 
"upper" region for all in (d, d+T]] . 
Let r be a ray from the origin tangent to a sphere of radius d 
with center a distance d+T] from the origin. Let p be the point of 
tangency and let r(^ ) be the distance of p from the origin, i.e., 
J(d +  T1)2  -  d^ .  
We see that the volume of the above "lower" region is bounded 
above, for all p in (d, d+Tj] , by the volume of a half-spherical 
"cap" C as in Figure h, of inner radius r(Tl) + ^  and, outer radius 
2k 
r(T]) + — , i.e., essentially, for small k , by 
I + I f ) ( I ) . 
Moreover^  the normal density over R ^ is bounded above by 
exp [- i (d - I )=] . 
The volume of the above "upper" region R^  is bounded below, for 
all |i in (d, d+T]] , by the volume of a half-spherical "cap" C as 
in Figure 5, of inner radius d and outer radius d + k/(2)(2d+Tl+a) , 
i.e., essentially, for small k , by 
2  ^) ( 2(2d+Tl+a) ^  
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• 
Figure 4. and C 
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Figure 5. and 
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Moreover, the nomal density over R is bounded below by 
(2n) 
exp L- 2 + 2d+Tl+a ' 
It is now clear, since r(Tl) is small when T| is small, that 
for the given a , and for all |i in (d, d+T]] , we can find T] > 0 , 
and > 0 small enough such that 
Pr [R ] > Pr [R ] for all k in (O, k-,] • 
fi [I 1 
In summary, given a , there is an 1] small enough and a k^  
small enough such that (4.7) holds for all |a in (d, d+T]] and all k 
in (0, k^ ] . 
Next, for p. s (d+T], ») , and a fixed as above, rewrite (4.?) as 
sin 0 
0=0 
p=r(w)+e(r(8)) p=r(e)+e(r(9)) 
f(0,p) pf dp - f(0,p) dp 
p=r(0) p=r(0) 
d0 > 0 
(4.8) 
Now, since f(0, p) = exp - p [(p cos 0 - [i)^  + p^  sin 0] , the 
difference in the square brackets may be rewritten as 
A(0) 
p=r(0)+e(r(0)) p=r(0)+e(r(0)) 
D=r(0) 
' I 
p=r(0) 
^-i(p-^cose)^ dp 
53 
which is equivalent to 
A(©) 
U) = ô+S (i)=-6+e 
I 
(u=6 
e B(u)) du) - e B(uj) du) 
(U=-ô 
(4.9) 
where 
s (p - |a cos 6) , 
6 s (d^  - sin^  e)"'^  , 
e s e(r(0)) , 
e e e(r(9)) , 
B(u)) = wp + 2wp cos 9 + 11 cos G 
A(e) = e - sin^  0 
We will evaluate separately the three terms in (4.9) corresponding 
to the three addends of B(w) 
The first term of (k.Q). namely 
A(e) 
uj=6+e ti)=-à+e 
i,..2 
u)=6 
/ 
u)=-6 
u)^  e du) - I 0)"^  e dw 
corresponding to the addend tu^  of B(a)) , when integrated by parts 
yields 
A(0) 
u)=6+s 
r 
u)=6+® u)=-6+e 
r 
e-3^  ^du, - 0, e-3^  ^
J 
U)=6 
r d(0 + e" 
U)="6+E_ 
-
U)=6 u)=-ô ui)=-ô 
which is equivalent to 
A(9) 
W=6^ G 
doj 
10=6 
e" dm 
(U=6 UJ=6-£ 
(4.10a) 
A(0) (-6+Gj e- &(-G+l)2 _ (g+;) g- &(6+e): + 26 e (4.10b) 
Evaluating (4.10a) using the technique of chapter 111 yields 
e" [(G - e) + 0(f ) + 0(£2) ] (4.11) 
where, for some u , 0 < u < e  ^
|0(e )1 < (u+6) 
But, since e = —-— < - , then e (e+d) < — ( - + d) , and, for all 
F + a  ^  ^
positive k < 1 , all G , 0 < 0 < 0(^ ) , and all |i , 
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|0(e )1 < k2( ^  + -^  ) = M . (4.12) 
~ a^  
As for the term O(e^ ) , recall that we are treating the case ii > d , 
which is easily seen to imply that r > 0 , and therefore < — « Thus 
2 
for some u , ' 1 S ^ S ^ ' |0(^ )| < (u+6) e  ^ +25u)  ^
— ( - + d) e ^  , and, for all positive k < 1 , all 9 , 0 < 0 < 0(n) , 
a2 a 
and all n > d , 
d 
|0(e^ )| < k2( + JL ) e* = 1,: . (4.13) 
a^  
So in view of (4.12) and (4.13), (4.11) may be written as 
[(T - e) + 0^ ] (4.14) 
where there is a constant , depending on a but not on k , 0 , or 
p. such that 
lo^l < k^M^ (4.15) 
for 
0 < k < 1 (4.l6a) 
0 < @ < 0(^) (4.l6b) 
H > d . (4.l6c) 
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As for (4.10b), when expanded, it yields 
e" [6^ (7 - i) - (% - i) + 0(f ) + 0(/)] (4.17) 
1 -2 
where, for some u, 0<u<6£-2e_' 
10(f) I < (6 - ^  js)^  (-6 + £) + g + g f 
< çG [(a + 1 e^ - + a] 
< ^[(d*|ï)=(da)e-
8> 
and for all positive k < 1 , all 0 , 0 < 8 < G(^ ) , and all  ^> d , 
io(f )i < ir [ -^  [(d + i )" e'' + I (d + ^  )jj k=^  L' 
a 
Also, for some u , 0 < u < e 
locf)1 < Tf^r + I V  / I  _  2 ' "  a  '  " d  ^  a  - = L 
for all k < 1 , all 0 , 0 < 0 < 0(n) , and all ii • 
As we did before in reducing (4.11) to (4.l4), (4.17) may be 
rewritten as 
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[6^(7  -  e )  -  ( I  -  0 )  +  0  ]  (4 .18 )  
where there is a constant ? depending on a but not on k , 0 , 
or |i such that 
, ,  ^ .2 
21 -ICul < Mg 
for the conditions given in (4.l6). 
Adding (4.l4) to (4.l8), it follows that (4.10), which is the term 
of (4.9) that corresponds to uj^  , is of form 
where 
[6=(T - Ç) + O3] .  ^. O3 ] 
r  =  | i  cos  0  ,  
and 
IO3I < 
for the conditions given in (4.l6). The above is equivalent to 
e" ?d^ [-263k/[(a+r)2 - 5^ ] + OJ • (4.19) 
The second term in (4.9), corresponding to the addend 2u)H cos 0 
of B(U)) , namely 
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2A(0) H COS 0 
(i)=6+s uù=- 5+e 
u) e d<i) - - èu)^  , uj e ® du) 
U)=6 (U=-6 
= 2 r [@(61-if) _ g-(6e+|e)^  
= 2 e [ôr(e + ej + 0(e ) + 0(e^ )] (4.20) 
where, for some u , 0 < u < e , 
|0(e )1 < r [(ôe + è®) e^  + èe] 
< kZ [ i ((d + )2 + 1 N 
for all k < 1  ,  0 ,  O < 6 < 0 ( | i ) ,  all p  
Also, for some u , 0 < u < ^  , 
tO(f)| < k2 [ i {(d + ^  )2 e^  + i }] H kf N' 
Again, as we have done before, (4.20) may be reduced to 
2 [26rk(a+r)/[(a+r)^  - 6^ ] + C^ ] (4 .21) 
where 
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loj < 
for the conditions given in (4.l6). 
In analogous fashion, the third term in (^.9) corresponding to 
COS^ 0 in B((U) , namely 
A(0) R^ 
(ju=6+s 
ia=ô 
uj=-6+e 
dm e" du) 
(JU=-Ô 
may be written as 
e" [r2(- _ e) (4^ 22) 
where 
, , , 2^ 
5' -lO.I < M_ 
for the conditions given in (4.l6). 
In terms of k , r , 6 , and a , (4.22) is equivalent to 
e - [ _ 2 6  r f  k / [ ( a + r ) 2  -  +  0 ^ ]  .  ( 4 . 2 3 )  
Adding (4.19), (4.21), and (4.23), it follows that (4.9) is equiva­
lent to 
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[[26 k/[(a+r)^  - 6^ ]] [(r+a)^  - (a+6)^  + 2a6]+k^  Og] (i+.2i)-) 
where there is a constant Mg dependent on a , and 
lOgI < % 
for all k<l, 9, O<0<0(^ ), and n > d • 
The above is equivalent to 
4d2 
e"S [k {26 Y(9) + Og] ] (4.2$) 
where 
Y(G) = (1 -
- d^  + a^  + 2ar 
Recall that our task is to show (^ -7) for li in (d+T], oo) . But 
since (4.2^ ) is equivalent to (4.$), then showing (4.7) for p. in 
(d+Tl, oo) is equivalent to showing 
G=e((i) 
r f si n 9 [k [26Y(9) + k 0^ } ] d9 > 0 (4.26) 
J 
0=0 
for [i in (d+T], =») . 
Since we are dealing with the range n in (d+T], ») , then 
6i 
Y(0) = (1 - -
|i^  - + 2ar 
> (1 af ) = A(a, Tl) > 0 . (4.27) 
+ 2aT| 
With X = |i sin 6 , the left-hand side of (4.26) is equivalent to 
X=d 
[2(d2-x2)2Y(x) + k Og} dX . (4.28) k e" I X 
X=0 
But now, for > d+T] , 
\ 7=ri 
2X (d^ -X^ )g Y(X) dX 
\ 2  1  
(1 - L- )3 
1.= 
> 2A(a, Tl) • X(a2-X2)8 dX 
X =U 
= G(a, TU d) > 0 (4.29) 
Also for n > d+T] 
Xk Og dX 
< 
X=0 
\ 2 1 
(1 - L- )2 
X=0 
(d . Mg) dX 
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(4.30) 
k • Q*(a, Tl, d) 
and thus (4.28) will be >0 for all n in (d+Tj) , for any 
k < Q/Q* = kg . 
Thus, since the LHS of (4.?) is positive for d < p. < d+T] when 
k < k^ , and the LHS of (4-7) is positive for li > d+T] when k < kg , 
it follows that the LHS of (4.7) is positive (and the LHS of (4.6) is 
greater than 1/2) for p > d when 
Thus the a fixed on p- 48 and any k satisfying (4.31) determine 
a statistic T^ ^(x) for which (4.6) holds whenever n > d . 
Finally, it is clear that; when 0 < jj, < d , the region 
[X; IT^ j^(x) - M-l < d} is a region that strictly includes the sphere 
with radius d , so that, for such p , 
k < min(k^, kg) . (4.31) 
|Ta,k(x) - - A) > 1/2 ' 
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