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Abstract
The problem of approximating m-tuples of commuting n× n complex matrices by com-
muting m-tuples of generic matrices is studied. We narrow the gap for commuting triples by
showing that they can be perturbed if n < 6 and that they are not always perturbable if n > 29.
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1. Introduction
We focus here on the problem of approximating m-tuples of commuting n× n
matrices (over C) by commuting m-tuples of generic matrices, i.e. matrices with dis-
tinct eigenvalues. Originally we were motivated by our interest in matrix inequalities
such as the multivariate von Neumann inequality (see, e.g., [8,9,11]) and multipli-
cative inequalities for the numerical radius (see, e.g., [3,7,15]). In the study of such
inequalities, it is natural to try to replace the commuting matrices by commuting
generics in order to take advantage of additional structure, such as simultaneous di-
agonal forms or polynomial expressions in a single generator. Later (with the timely
advice of Laffey) we learned something of the long history of commuting matrix
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m-tuples in the context of algebraic geometry (see, e.g., [4]). Particularly important
for us are the techniques of Guralnick [5], by means of which he shows that certain
commuting triples (m = 3) of large dimension (e.g., n = 32) cannot be generically
perturbed. One of the classic papers on pairs of commuting matrices is [16], where
Neubauer and Saltman characterize the commuting pairs of n× n matrices which
generate a commutative algebra of dimension exactly n.
The problem of generically perturbing m-tuples of (commuting) n× n matrices
is, as we shall explain in Section 2, rather well understood except for the case of
triples (m = 3). The present work attempts to clarify this remaining case. We show
that commuting triples can always be perturbed (i.e. arbitrarily well approximated by
commuting generic triples) if n < 6 and in certain other cases. On the other hand, we
show that “imperturbable triples” can occur for n = 30; to see this we modify some
of the ideas in [5] (where the cases n  32 are treated). Our techniques also give par-
tial information about other values of n. It was brought to our attention that recently
Guralnick and Sethuraman [6] gave the answer to this problem for the case n = 4 for
arbitrary characteristic. They use a recent result of Neubauer and Sethuraman given
in a related paper [17].
Note that we work with the complex numbers C as our field throughout the
paper. This is natural because of our interest in perturbation of matrices with respect
to the usual matrix norms. However, the question has a natural extension to (alge-
braically closed) fields of arbitrary characteristic if we replace the usual complex
topology by Zariski topology. Although many of our proofs depend on the meth-
ods of functional analysis, so that they do not extend to arbitrary characteristic, the
results may turn out to be valid more generally. On the other hand, some of the
proofs are obviously valid in arbitrary algebraically closed fields (e.g. the proof of
Proposition 4.1).
The overall plan of this paper is as follows. In Section 2 we review what was
previously known for various values of n and m, introducing some notation and pre-
liminary ideas. In Section 3 we establish the existence of imperturbable triples of
dimension n = 30, and relate this to the reducibility of the variety C(3, 30) (cf. [4]).
In Section 4 we develop an array of perturbation techniques that are effective for
smaller values of n. In Section 5 we apply these results to describe perturbation
algorithms for triples of dimension n < 6, and for larger values of n under certain
additional conditions. In Section 6 we comment briefly on the application of our
results to multivariate von Neumann inequalities.
2. The variety C(m, n)
Given natural numbers m,n, let C(m, n) denote the set of all m-tuples (A1, . . . ,
Am) of n× n complex matrices Ak (i.e. Ak ∈ Mn(C)), where the matrices within
each m-tuple commute
AkAj = AjAk (k, j = 1, . . . ,m).
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This set may be viewed as a variety in Cmn2 defined by (m(m− 1)/2)n2 quadratic
equations relating the entries of the matrices. It is not always easy to determine
whether this variety is irreducible or to compute its dimension; Gerstenhaber [4]
poses these problems explicitly. Here our main concern has a more “analytic” or
“metric” character. Let G(m, n) denote the subset of C(m, n) consisting of those
m-tuples such that each Ak is “generic”, i.e. has n distinct eigenvalues. Note that
an m-tuple (A1, . . . , Am) ∈ G(m, n) has certain convenient properties; the Ak are
simultaneously diagonalizable, for example, and there exist polynomials pk such
that Ak = pk(A1) (k = 2, . . . ,m). For given m,n we ask whether G(m, n) =
C(m, n); here the overline indicates closure with respect to the Euclidean metric
on Cmn
2 (or with respect to any convenient norm on Mn(C)). For most values of
m,n, the answers have long been clear. In the rest of this section, we recall those
answers.
If n = 1, the answer is trivially ‘yes’ for any m, since commutativity and gene-
ricity are automatic. It is easy to see that G(m, 2) = C(m, 2) by writing the 2 × 2
matrices in a given m-tuple in simultaneous upper-triangular form; one checks di-
rectly that, while retaining commutativity, the entries can be perturbed so that those
on the diagonal (eigenvalues) become distinct. The 3 × 3 case is a little harder, but
it has certainly been worked out by many; it occurs several times in the literature
(e.g., [4,5,12]). In such perturbation problems the usual first step (often taken without
comment in the rest of this paper) is to reduce to the nilpotent case by observing
that, if any Ak has more than one eigenvalue, we can reduce to lower dimensions
by working within the spectral subspaces of Ak. Thus, in the case of C(m, 3), we
need only consider (commuting) strictly upper-triangular 3 × 3 matrices; it is easy to
introduce (small) nonzero entries on the diagonal while maintaining commutativity.
Then we can reduce (without comment!) to lower dimensions.
For n = 4, m = 4, the answer is ‘no’, i.e. G(4, 4) /= C(4, 4); the classic reason
may be explained quickly. Let Eij denote the “matrix unit” with 1 in the ij posi-
tion and 0’s elsewhere. In M4(C) the four matrices Eij (i  2 < j) commute (each
product is 04, in fact) and along with I4 yield five linearly independent elements of
M4(C). If the Eij (i  2 < j) had (sufficiently nearby) commuting generic pertur-
bations, these along with I4 would simultaneously diagonalize to yield five linearly
independent 4× 4 diagonal matrices, which is not possible. Since any imperturb-
able commuting m-tuple can be extended (by 0n, for example) to an imperturbable
(m+ 1)-tuple, we have G(m, 4) /= C(m, 4) for each m  4.
It is also true that an imperturbable m-tuple in C(m, n) can be “extended” to one
in C(m, n+ 1), in the sense of the following proposition.
Proposition 2.1. If (A1, . . . , Am) ∈ C(m, n)\G(m, n), then
(A1 ⊕ λ, . . . , Am ⊕ λ) ∈ C(m, n+ 1)\G(m, n+ 1)
provided λ (∈ C) is not an eigenvalue of any Ak .
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Proof. Suppose, instead, that we have (G1(ν), . . . ,Gm(ν)) ∈ G(m, n+ 1) such
that
(G1(ν), . . . ,Gm(ν)) → (A1 ⊕ λ, . . . , Am ⊕ λ)
as ν → ∞. Let γ be a (counter-clockwise) loop around λ, so small that it encloses
no eigenvalues of the Ak. By spectral continuity, if ν is sufficiently large, γ will
enclose just a single eigenvalue of each Gk(ν). Consider the Riesz projections
Pν = 12i
∫
γ
(z−G1(ν))−1 dz (2.1)
for such ν. As ν → ∞, G1(ν) → A1 ⊕ λ, so that Pν must approach the projection
P onto the (n+ 1)st coordinate axis. If we replace G1(ν) in (2.1) by Gk(ν) for
some k with 1 < k  n, we might get a different projection. However, since this
projection also approaches P as ν → ∞ and since it commutes with Pν , it has to
be equal to Pν (for ν large enough). Then Qν := I − Pν commutes with each Gk(ν)
and the eigenvalues of QνGk(ν)Qν are those of Gk(ν), omitting only the eigenvalue
enclosed by γ . Thus
(QνG1(ν)Qν, . . . ,QνGm(ν)Qν) ∈ G(m, n). (2.2)
It follows that, for each k,
QνGk(ν)Qν → (I − P)(Ak ⊕ λ)(I − P) = Ak.
Thus the (generic, commuting) m-tuples of (2.2) approach (A1, . . . , Am), contra-
dicting our hypothesis. 
From Proposition 2.1 and our description of the classic examples in C(4, 4), it
follows that G(m, n) /= C(m, n) for m,n  4.
Certainly G(1, n) = C(1, n); this just says that the generic matrices are dense
in Mn(C). A less familiar fact is that G(2, n) = C(2, n) (for any n). This result, in
various forms, occurs here and there in the literature; see, e.g., [1,4,5,7,10,14]. In [5],
Guralnick gives an especially efficient approach to G(2, n) = C(2, n).
The remarks above answer our question in all cases except for triples (m = 3) of
size 4 × 4 or larger. In [5], Guralnick showed by an ingenious dimensional argument
that G(3, 32) /= C(3, 32). He gave a related argument to cover each n  32. As an
alternative, we may use Proposition 2.1 to extend the answer ‘no’ from m = 3, n =
32 to m = 3, n  32. From this survey of the literature it appears that the question
‘Is G(m, n) = C(m, n)?’ is left in doubt only for m = 3 and 4  n  31. In what
follows we shall narrow this gap somewhat.
3. Imperturbable triples; reducible C(3, n)
By modifying some of the ideas in [5], we shall show that G(3, n) /= C(3, n) for
n  30.
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Proposition 3.1. For each n  30 there exist commuting matrices A1, A2, A3
in Mn(C) that cannot be approximated (arbitrarily well) by commuting generic
G1,G2,G3.
Proof. The generic matrices n form an open subset of Mn(C)  Cn2 and we may
view G(3, n) as the image of the map ω : n ×Cn × Cn → G(3, n), where
(G1, α, β) → (G1, p(G1), q(G1)),
with
p(z) =
n∑
j=1
αj z
j−1, q(z) =
n∑
j=1
βjz
j−1.
This map is bijective so that G(3, n) is an irreducible variety of dimension n2 + 2n
(here the double overline indicates Zariski closure).
On the other hand, for large enough n we shall construct subsets ofC(3, n) having
dimension strictly greater than n2 + 2n, so that
G(3, n) ⊂ G(3, n)C(3, n). (3.1)
To this end, consider the nilpotent N1 = 0a⊕b1 J3, where a and b are natural num-
bers, 0a denotes the a × a matrix of 0’s, and J3 denotes the 3 × 3 nilpotent Jor-
dan block. Thus N1 ∈ Mn(C), where n = a + 3b. Considering the usual “Frobenius
form” of matrices in the commutant Z(N1) of N1, we see that Z(N1) has dimension
d1 = a2 + 2ab + 3b2. A key idea in [5] suggests in our context that we consider
the variety S of commuting pairs (N2, N3), where each of the Nk is chosen from
the subspace Z0(N1) of Z(N1) determined as follows: in the Frobenius form the
a × a block is 0a and the diagonal of each 3× 3 block vanishes. Now Z0(N1) has
dimension d0 = 2ab+ 2b2 and it is easy to check that for any N2, N3 ∈ Z0(N1) the
productN2N3 has at most b2 nonzero entries (in the upper-right corners of the 3× 3
blocks). Thus the dimension d2 of the variety S satisfies
d2  2d0 − b2 = 4ab+ 3b2.
Consider the morphism φ : C3 × GLn ×S → C(3, n) defined by
(z1, z2, z3,X,N2, N3) → (X(N1 + z1)X−1,X(N2 + z2)X−1,
X(N3 + z3)X−1).
Two similarities X and X′ in GLn yield the same point in the image T of φ only if
X′X−1 ∈ Z(N1). Hence the preimage of any point in T has dimension at most d1.
We obtain the following estimate for the dimension d ofT:
d  3 + n2 + d2 − d1  3 + n2 + 4ab + 3b2 − (a2 + 2ab + 3b2)
= n2 + 3 + 2ab − a2.
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Thus d > n2 + 2n provided 3+ 2ab− a2 > 2a + 6b and this happens exactly when
b  8 and a lies strictly between b − 1±√b2 − 8b + 4. With b = 8 we can take
a = 6, 7, 8, which correspond to n = 30, 31, 32. The case a = b = 8 amounts to a
reformulation of the basic example in [5]. It is easy to check that appropriate choices
of a and b yield all n  30; alternatively, we could invoke Proposition 2.1. 
Corollary 3.2. For n  30 the variety C(3, n) is reducible.
Proof. We have seen in (3.1) that G(3, n) is a strict subvariety V1 of C(3, n) when
n  30. Consider the subset V2 of C(3, n) consisting of those triples (A1, A2, A3)
such thatA1 is “derogatory”, i.e. {I,A1, A21, . . . , An−11 } is linearly dependent (one of
the many equivalent formulations of the “derogatory” condition). Cleary V2 is a strict
subvariety of C(3, n). Also C(3, n) = V1 ∪ V2, because C(3, n)\V2 ⊂ G(3, n); to
see this, recall that the commutant Z(A1) of a nonderogatoryA1 contains just poly-
nomials in A1 so that
(A1, A2, A3) ∈ C(3, n)\V2 ⇒ A2 = p(A1), A3 = q(A1)
for some polynomials p, q . Clearly we can perturb A1 to generic A′1 and p, q to
p′, q ′ so that A′2 = p′(A′1) and A′3 = q ′(A′1) are also generic. 
Remark. The arguments above make it clear that C(3, n) is irreducible if and only
if G(3, n) = C(3, n). In fact, this is also equivalent to G(3, n) = C(3, n) (i.e. the
answer ‘yes’ to our basic question). To see this, let V2 be as in the proof of Corollary
3.2. Clearly C(3, n)\V2 ⊃ G(3, n), so that if G(3, n) = C(3, n), thenC(3, n) is also
the Zariski closure of C(3, n)\V2. It may be shown (see, e.g., [2, Proposition 7, Sec-
tion 9.7], and the surrounding discussion) in such a case that the larger variety, here
C(3, n), is also the metric closure of C(3, n)\V2, i.e. that C(3, n) = C(3, n)\V2. But
(as in the proof of Corollary 3.2) C(3, n)\V2 ⊂ G(3, n). Hence
G(3, n) = C(3, n) ⇒ G(3, n) = C(3, n).
The reverse implication is trivial.
4. Some perturbation techniques
In this section, we study some special cases of linear spaces of commuting oper-
ators on a given finite dimensional vector space. Let the radical of the algebra that
the operators from the space generate have index of nilpotency no greater than 2.
We show that any commuting triple from a space with this property is perturbable.
Actually, our result is somewhat more general. Observe that examples of Section 3
do not satisfy this assumption.
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In the following proposition we consider the problem of determining the maximal
dimension of a linear space of surjective operators from a space into a space of
one dimension less. We need these results in the sequel; however, they may be of
independent interest.
Proposition 4.1. Let L be a vector space of dimension no smaller than 3 of op-
erators from a k-dimensional into a (k − 1)-dimensional vector space, k > 2. Then,
some nonzero element of L fails to be surjective.
Remark. Observe that Proposition 4.1 is true also for k = 2 in a trivial way since
in this case there is no L satisfying the assumptions. Note also that the proposition
does not hold forL of dimension 2. For example, the matrices
A =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
0 0 0 · · · 0 1

 , B =


1 0 · · · 0 0
0 1 · · · 0 0
· · · · · · ·
0 0 · · · 1 0

 (4.1)
and all of their nontrivial linear combinations are clearly surjective. We will prove
in the following lemma that these pairs are characteristic for spaces of surjective
operators.
Lemma 4.2. Let L be a vector space of dimension no smaller than 2 of operators
from a k-dimensional into a (k − 1)-dimensional vector space, k > 2. Then, every
nontrivial member of L is surjective if and only if any two linearly independent
operators A,B ∈L are of the form (4.1) in some basis.
Proof. It is clear that nontrivial linear combinations of operators A and B are sur-
jective. So, let us prove the reverse side of the assertion. Choose a nontrivial vec-
tor e1 ∈ KerA and proceed inductively. Assuming that linearly independent vectors
e1, e2, . . . , ej have already been chosen for some j, 1  j < k, such that Ae1 =
0, Ae2 = Be1, . . . , Aej = Bej−1, we have to treat two cases. Suppose first that Bej
belongs to the linear span ofBe1, Be2, . . . , Bej−1. Then, completing the basis of the
domain arbitrarily with some vectors ej+1, . . . , ek and letting the basis of codomain
equal Ae2, Ae3, . . . , Aek , the matrices of A and B become
A =


0 1 0 · · · 0 0 0 · · · 0
0 0 1 · · · 0 0 0 · · · 0
· · · · · · · · · · · · ·
0 0 0 · · · 0 1 0 · · · 0
0 0 0 · · · 0 0 1 · · · 0
· · · · · · · · · · · · ·
0 0 0 · · · 0 0 0 · · · 1


,
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B =


1 0 · · · 0 ∗ ∗ · · · ∗
0 1 · · · 0 ∗ ∗ · · · ∗
· · · · · · · · · · · ·
0 0 · · · 1 ∗ ∗ · · · ∗
0 0 · · · 0 0 ∗ · · · ∗
· · · · · · · · · · · ·
0 0 · · · 0 0 ∗ · · · ∗


.
We can now clearly choose an appropriate λ /= 0 such that B − λA is not surjective,
contradicting the assumptions of the lemma. Thus, the remaining case must be true,
namely, that Be1, Be2, . . . , Bej are linearly independent. By surjectivity of A there
exists some ej+1 such that Aej+1 = Bej and since the kernel of A is one-dimen-
sional and spanned by e1, it must hold that e1, e2, . . . , ej+1 are linearly independent.
This completes the induction step.
At the end of induction, matrices corresponding to A and B in bases e1, e2, . . . , ek
and Be1, Be2, . . . , Bek−1 have the form
A =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
0 0 0 · · · 0 1

 , B =


1 0 · · · 0 αk−1
0 1 · · · 0 αk−2
· · · · · · ·
0 0 · · · 1 α1

 .
Define a k × k matrix
S =


1 −α1 −α2 · · · −αk−1
0 1 −α1 · · · −αk−2
0 0 1 · · · −αk−3
· · · · · · ·
0 0 0 · · · 1

 ,
and let T be the lower right (k − 1)× (k − 1) corner of S. Then, T −1BS = T −1(T , 0)
= (I, 0) and T −1AS = T −1(0, T ) = (0, I ). 
Proof of Proposition 4.1. Contrary to the conclusions of the proposition, assume
that every nonzero member of L is surjective. Choose an arbitrary basis {A,B,C}
ofL and write P(α, β) = αA+ βB + C and Q(λ,µ) = λA+ µB. Observe that P
and Q are linearly independent as soon as λ and µ are not both zero. For any fixed α
and β define the k(k − 1)-row determinant
D(λ,µ) =
∣∣∣∣∣∣∣∣∣∣∣∣
P 0 0 · · · 0 0
Q P 0 · · · 0 0
0 Q P · · · 0 0
· · · · · · · ·
0 0 0 · · · Q P
0 0 0 · · · 0 Q
∣∣∣∣∣∣∣∣∣∣∣∣
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made of k rows and k − 1 columns of (k − 1)× k blocks. In the determinant
D(πλ, πµ) multiply the k − 1 rows of the ith block row by π1−i and the k columns
of the jth block column by πj−1 for 1  i  k and 1  j  k − 1. The determinant
gets multiplied by
π−(k−1)(1+···+k−1)πk(1+···+k−2) = π(−k(k−1)2+k(k−1)(k−2))/2 = π−k(k−1)/2,
but it has also turned into D(λ,µ). This proves that this polynomial is homogeneous
in λ and µ of order N = k(k − 1)/2. It is therefore of the form
D(λ,µ) =
N∑
i=0
diλ
iµN−i .
Now, in order to make D(λ,µ) = 0 with P and Q linearly independent, it suffices to
take λ = 1, µ = 0 if dN = 0 and λ = 0, µ = 1 if d0 = 0; but if both d0 and dN are
nonzero, we can even find λ and µ both nonzero satisfying equation D(λ,µ) = 0.
By Lemma 4.2 we may choose a basis in which P and Q are of the form (4.1). Note
that this change of basis should leave the determinant D(λ,µ) equal to 0. However,
we intend to show that this determinant is nonzero and this contradiction will yield
the proposition. The proof of this will be given by induction on k. Observe that for
k = 2, D(λ,µ) becomes a 2 × 2 determinant∣∣∣∣0 11 0
∣∣∣∣ ,
which is clearly nonzero. Next, observe that in this determinant for a general k each
first column in a block column has exactly one nonzero entry equal to 1 appearing in
the upper left corners of the lower ‘main’ block diagonal. Therefore, crossing out all
these columns and the according rows can only change the sign of the determinant.
Having crossed them out we end up with the determinant of a matrix with identity
in the upper left block corner and zeros in the rest of the first block row, so that we
can cross out all the rows in the first block row and accordingly all the columns in
the first block column without changing the value of the determinant. After that we
obtain the same kind of matrix as at the beginning with index k diminished by 1. 
We now begin the study of linear spaces of operators on a given finite dimensional
vector space. The length of the longest Jordan chain of such an operator will be called
its order. Note that the maximal order in such a linear space is no greater than the
order of nilpotency of the radical of the algebra generated by these operators.
Proposition 4.3. Let L be a 3-dimensional vector space of commuting operators
of order not exceeding 2. Then, there exists a basis {A,B,C} of L such that for
any ε > 0 there are commuting matrices Aε, Bε and Cε such that ‖A− Aε‖ < ε,
‖B − Bε‖ < ε, ‖C − Cε‖ < ε, such that the order of any operator from the span
Lε of these matrices never exceeds 2, and such thatLε commutes with a nontrivial
projection.
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Remark. Observe that any basis of L can be obtained from {A,B,C} by an in-
vertible 3 × 3 matrix. Thus, what Proposition 4.3 claims to be possible for a certain
basis and every positive ε, is actually possible for any basis and any positive ε. Thus,
we may change the basis arbitrarily in the course of the proof as long as we have in
mind that every change of basis may also change the actual ε. Clearly, only a finite
number of changes are allowed.
Proof. If any of the operators in L had more than one point in the spectrum, the
spectral projection P of this operator with respect to one of the points would do
the job without even perturbing L. Thus, we may and will assume that all have
singleton spectra. Also assuming that the only point in their spectra is zero we get that
A2 = 0 for all A ∈L. DenoteX0 =⋂A∈L KerA and U =∨A∈L ImA, and note
that U ⊂ X0. If this inclusion were strict, we could find a vector x in the bigger set,
but not in the smaller and a functional annihilatingU, but not x. Assuming f (x) = 1
define a projection P = x ⊗ f by Py = f (y)x, which does the job again without
changing the spaceL.
Consequently, we may and will assume thatX0 = U and we will further suppose
that twice the dimension of X0 does not exceed the dimension of the underlying
space, since otherwise we could go to the adjoints where the roles of X0 and U
would be played by their annihilators. Now, decompose the space with respect toX0
and any of its algebraic complements and note that any A ∈L has the form
A =
(
0 ∗
0 0
)
with respect to this decomposition. It follows that we can slightly perturb the upper
right corner of A, if necessary, to get rankA =dimX0. Observe that this possible
perturbation has effected neither commutativity nor order assumptions and it has not
changed either U orX0.
Next, choose B to be linearly independent of A, write KerA = X0 ⊕X1, and
observe that BX1 ⊂ X0 =ImA. Hence, if BX1 /= {0}, then there exists a nontrivial
subspaceX2 such that (X0 ⊕X1) ∩X2 = {0} and AX2 = BX1. Proceed by induc-
tion to find spacesX0,X1, . . . ,Xk , for some k  1, such that (X0 ⊕ · · · ⊕Xk−1) ∩
Xk = {0}, so that the direct sumX0 ⊕X1 ⊕ · · · ⊕Xk exists, and such that B(X1 ⊕
· · · ⊕Xk−1) = A(X2 ⊕ · · · ⊕Xk). Now, if BXk is not contained in B(X1 ⊕ · · · ⊕
Xk−1), we can find a necessarily nontrivial space Xk+1 having trivial intersection
with X1 ⊕X2 ⊕ · · · ⊕Xk and satisfying B(X1 ⊕ · · · ⊕Xk) = A(X2 ⊕ · · · ⊕
Xk+1). As we are in a finite dimensional space, this induction must stop in a fi-
nite number of steps so that there must exist a smallest index, say k, such that
BXk ⊂ B(X1 ⊕ · · · ⊕Xk−1).
Assume at first that X0 ⊕X1 ⊕ · · · ⊕Xk does not exhaust the whole space un-
der consideration and denote by Y an algebraic complement of it. This implies that
X0 = AX2 ⊕ AX3 ⊕ · · · ⊕ AXk ⊕ AY. Fix this decomposition of X0 and the al-
gebraic complement of it, defined by the decompositionX1 ⊕X2 ⊕ · · · ⊕Xk ⊕Y.
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Recall that any member C of L has all the blocks with respect to X0 and its com-
plement zero, except possibly for the upper right corner to be denoted by C12. Write
down the block matrices of A12 and B12 with respect to the above decompositions:
A12 =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 1

 ,
B12 =


b11 b12 · · · b1 k−1 b1 k b1 k+1
0 b22 · · · b2 k−1 b2 k b2 k+1
· · · · · · · .
0 0 · · · bk−1 k−1 bk−1 k bk−1 k+1
0 0 · · · 0 0 bk k+1

 .
Observe that the induction procedure through which the spaces Xi have been ob-
tained ensures that the block operators b11, b22, . . . , bk−1 k−1 are all surjective and
have therefore all right inverses to be denoted, respectively, by f11, f22, . . . , fk−1 k−1.
Denote by S the (k + 1)× (k + 1) block matrix having identities on the main diag-
onal, entries (−fk−1 k−1bk−1 k, −fk−1 k−1bk−1 k+1) above the main diagonal in the
(k − 1)st block row and zeros elsewhere. Further, let T be the down right k × k
corner of S and multiply A and B both by Diag(T , S) from the right and its in-
verse from the left to get A unchanged and B having the entries in the (k − 1, k)th
and (k − 1, k + 1)th block position annihilated. Suppose inductively that in some
decomposition we have achieved the above form of A and B with bij = 0 for p <
i < j  k + 1, i /= k, for some p, 1  p  k − 1. Then, define S to have identities
on the main diagonal, entries (−fppbp p+1, . . . ,−fppbp k+1) above the main diag-
onal in the pth block row and zeros elsewhere. Let again T denote the down right
k × k corner of S and multiply A and B both by Diag(T , S) from the right and its
inverse from the left to get A unchanged and B in gain for zeros on block positions
(p, p + 1), . . . , (p, k + 1). We may therefore assume that the “above-diagonals" of
the first k − 1 block rows of B12 have been zero from the very beginning.
Now, let P be the projection on AY⊕Y along AX2 ⊕ · · · ⊕ AXk ⊕X1 ⊕ · · · ⊕
Xk . Then, P clearly commutes with A and B, while for any C ∈L it holds that the
image of C is a subset of X0 which is left invariant under P and lying in the kernel
of C what gives CPC = 0. Thus, the proposition follows by Lemma 4.4 below.
Next, suppose thatY is trivial and assume as above that
A12 =


0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
0 0 0 · · · 0 1

 ,
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B12 =


b11 0 · · · 0 0
0 b22 · · · 0 0
· · · · · · ·
0 0 · · · bk−1 k−1 0

 .
From the fact that bii are surjective we conclude that dimX1 dimX2  · · · 
dimXk . Suppose that there is an index j, 1 < j  k, such that the dimension of
Xj−1 is strictly greater than that ofXj and let j be the greatest index with this proper-
ty. Let pj−1 be a necessarily nontrivial projection having the same kernel as bj−1 j−1,
let pi = I for j  i  k and let pi = fiipi+1bii for i = j − 2, j − 3, . . . , 1. Then,
pi+1bii = biipi for all 1  i < k and the nontrivial projection P =Diag(p2, . . . ,
pk, p1, p2, . . . , pk) commutes with A and B, and leaves X0 invariant, thus forcing
CPC = 0 for any C ∈L so that we are done by Lemma 4.4 again.
Finally, we have to treat the case when the dimensions ofXi , i /= 0, are all equal
to d, say. In this case A and B have the form (4.1) with d × d block entries. If d is
greater than 1, then there exists a nontrivial projection p on the d-dimensional space
and, consequently,P =Diag(p, p, . . . , p) is a nontrivial projection commuting with
A and B, and satisfying CPC = 0, thus giving again the proposition by Lemma 4.4.
If, on the other hand, d = 1, then, the (12) blocks of matrices fromL form a linear
space of dimension 3 of operators from a k-dimensional into a (k − 1)-dimensional
vector space. By Proposition 4.1 there is an A ∈L such that A12 is not surjective.
Choose a B linearly independent of A and repeat the above procedure. Since A12 fails
to be surjective, operatorsA12 and B12 cannot have the form (4.1) so that we have to
be done by some other case this time. 
It remains to prove the lemma.
Lemma 4.4. Let L be a 3-dimensional vector space of commuting nilpotent oper-
ators of order 2. If for some basis {A,B,C} of L, there is a nontrivial projection
P commuting with A and B and satisfying CPC = 0, then the conclusions of the
proposition are valid.
Proof. For any ε > 0 leave A and B unchanged and perturb C into C + δP for
some δ > 0. It is clear that the “new” basis operators commute and that they are not
too far from the “old” ones provided that we choose δ small enough. For the
operator T = C + δP + αA+ βB observe that T 2(T − δ)2 = 0, as a straightfor-
ward computation proves. Since clearly, at least one of operators T of this form has
the point δ in the spectrum, its spectral projection with respect to 0 will do the trick.
It is also clear that the order of the operators in the new space has not increased.

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5. Some positive perturbation results
Theorem 5.1. Let L be a vector space of commuting operators of order not ex-
ceeding 2 and dimension 3. Then, there exists a basis {A,B,C} of L such that for
any ε > 0 there are commuting matrices Aε, Bε and Cε such that ‖A− Aε‖ < ε,
‖B − Bε‖ < ε, ‖C − Cε‖ < ε and such thatLε is simultaneously diagonalizable.
Proof. The proof will be done by induction on the dimension of the underlying
vector space. Suppose the situation as in the theorem on a certain vector space and
say that the theorem is valid on any vector space of strictly smaller dimension. Per-
turb by Proposition 4.3 the basis of L a bit to be able to find a nontrivial projection
commuting with the whole ofL. The restriction of (the perturbed)L to either ImP
or KerP is a space of commuting operators, having order not exceeding 2, dimension
not exceeding 3 and acting on a vector space of dimension strictly smaller than the
starting one. If the dimension of a restriction is 3, the induction assumption gives a
commuting simultaneously diagonalizable perturbed basis of it, if it is 2, we get it by
results on C(2, n) discussed in Section 2, and if it is even less, any perturbation by a
small operator with different eigenvalues will do the trick. In any case, the internal
direct sum of the two perturbations properly glued back together will give the desired
perturbation ofL. 
Corollary 5.2. Any commuting triple such that the order of nilpotency of the radical
of the algebra they generate is no greater than 2, is perturbable.
Theorem 5.3. Let L be a linear space of n× n nilpotent matrices such that for
each of them the difference between its order of nilpotency and its rank equals 1.
Then, any triple of matrices fromL is perturbable.
Proof. The minimal possible difference between the order n of a matrix fromL and
its order of nilpotency will be denoted by k and called ‘the difference of orders’. We
will give the proof of the theorem inductively on the difference of orders for all sizes
of matrices simultaneously. If the difference of orders equals 0, the spaceL contains
a nilpotent matrix with maximal possible order of nilpotency. Thus, any member of
L is a function of this matrix and the theorem follows.
Now, assume inductively that the theorem holds for a certain difference of orders
k − 1 and let L be any linear space of matrices satisfying the suppositions of the
theorem with the difference of orders equal to k. Let A be the matrix at which this
difference of orders is attained, so that A may be written in the block form
A =
(
J 0
0 0
)
,
where J is an (n− k)× (n− k) Jordan block. For any B ∈L and any λ ∈ C the
rank of λA+ B is no greater than n− k − 1 by our hypothesis. Since B commutes
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with A, it can be written as
B =
(
p(J ) e1b∗
ce∗n−k D
)
,
where b, c ∈ Ck , p is a polynomial (assumed with no loss of generality to have zero
coefficients with indices 0 and 1) and D is a k × k matrix. After crossing out the
first column and the (n− k)th row of matrices A and B (which are both zero), the
matrices turn into
A˜ =
(
I 0
0 0
)
, B˜ =
(
T e1b∗
ce∗n−k−1 D
)
,
where T is a strictly upper triangular matrix. It is clear that for every λ ∈ C the rank
of λA˜+ B˜ equals the rank of λA+ B and is therefore no greater than n− k − 1.
Since for λ /= 0 the operator λI + T is invertible and upper triangular with λ−1 on
the diagonal, we have that
λA˜+ B˜ =
(
λI + T e1b∗
ce∗n−k−1 D
)
=
(
I 0
λ−1ce∗n−k−1 I
)(
λI + T e1b∗
0 D − λ−1ce∗n−k−1e1b∗
)
.
Now, the lower right corner of the rightmost matrix above equals D − λ−1
ce∗n−k−1e1b∗ = 0 for all λ ∈ C, λ /= 0, by the rank condition, thus forcing D = 0
and ce∗n−k−1e1b∗ = 0.
Next, choose an arbitrary triple A,B, and C of L and assume with no loss of
generality that they are linearly independent. Write
A =
(
J 0
0 0
)
, B =
(
p(J ) e1b∗
ce∗n−k 0
)
, C =
(
q(J ) e1f ∗
ge∗n−k 0
)
,
where we assume with no loss of generality that polynomials p and q have zero
coefficients with indices 0 and 1. Commutativity of B and C implies further that
b∗g = f ∗c. (5.1)
We will now show that, after replacing B and C with the appropriate linear combina-
tions of theirs if necessary, there are columns z,w ∈ Ck such that b∗z = 0, w∗c = 0,
andw∗z /= 0. If k > 2, this is clear since we may choose z = w equal to any nonzero
column orthogonal to both b and c. In case k = 2 we only need to choose the matrix
B in such a way that either b = 0, or c = 0, or b∗c /= 0. Namely, we can then choose
z = w to be equal to any nonzero vector orthogonal to c in the first case, z = w
to be equal to any nonzero vector orthogonal to b in the second case, while in the
third case we choose z /= 0 orthogonal to c and w /= 0 orthogonal to b. In order
to show that the problem can be reduced to one of these three cases, assume the
contrary. Applying the above condition to matrices B, C, and B + C, it follows that
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b, c, f, g, b + f, c + g are all nonzero and that b∗c = f ∗g = (b + f )∗(c + g) = 0.
This implies, using (5.1), that f ∗c = 0. Since b and f are both orthogonal to the
nonzero vector c, they are linearly dependent, so that a nontrivial linear combination
of B and C has zero upper right corner, a contradiction. It remains to treat the case
k = 1. If for some C we have f /= 0, it follows by (5.1) that b = 0 implies c = 0.
Therefore, a nontrivial linear combination of B and C has both upper right and lower
left corners equal to zero. We can now replace B by this linear combination, choose
C appropriately and take z = w = 1.
So, with no loss of generality, we may assume the existence of vectors z,w ∈ Ck
such that b∗z = w∗c = 0 and w∗z /= 0. Assume further, with no loss of generality,
that z∗z = w∗z = 1. Define
P =
(
0 0
0 zw∗
)
,
and consider the tripleA, B, andC + δP for any δ > 0. It is clear that these matrices
commute. We will show that C + δP has exactly one nonzero eigenvalue (equal
to δ) with algebraic multiplicity 1. Furthermore, we will show that the restrictions
of these operators and all of their linear combinations to the spectral subspace of
C + δP corresponding to its eigenvalue 0, satisfy the assumptions of the theorem
with the difference of orders equal to k − 1 and are therefore perturbable by inductive
hypothesis. It will then follow that A, B, and C + δP and therefore A, B, and C
are perturbable.
It remains to show that A, B, and C + δP have the desired properties. Define
S =
(
I −δ−1(f ∗z)e1z∗
−δ−1(w∗g)ze∗n−k I − zz∗ − zw∗
)
and observe that
S−1 =
(
I − δ−2(f ∗z)(w∗g)e1e∗n−k −δ−1(f ∗z)e1w∗
−δ−1(w∗g)ze∗n−k I − zz∗ − zw∗
)
.
A straightforward computation reveals that
A˜ = SAS−1 =
(
J 0
0 0
)
,
B˜ = SBS−1 =
(
p(J )− δ−1(f ∗z)(z∗c)e1e∗n−k e1b∗[c− (z∗c)z]e∗n−k 0
)
,
C˜δ = S(C + δP )S−1 =
(
q(J )− δ−1(f ∗z)(z∗g)e1e∗n−k e1[f ∗ − (f ∗z)w∗][g − (z∗g)z]e∗n−k δzz∗
)
.
It is clear that
(0
z
)
is a left eigenvector of C˜δ for eigenvalue δ and that (0 z∗) is a
corresponding right eigenvector. The orthogonal complementX of this eigenvector
is invariant under A˜, B˜, and C˜δ . The restriction of any of their linear combinations to
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X is equal to the restriction of the according linear combination of A˜, B˜, and SCS−1
toX and is therefore nilpotent of the same degree. Since the rank of a restriction can
only get smaller, it follows that the linear span of the restrictions of A˜, B˜, and C˜δ to
X satisfies the assumptions of the theorem with difference of orders k − 1. 
Theorem 5.4. For every n  5 any triple of n× n matrices is perturbable.
Proof. Choose a triple of linearly independent commuting n× n matrices with n 
5 and denote their span byL. Assume with no loss of generality that all the members
ofL are nilpotent. If all of them have order of nilpotency no greater than 2, then we
are done by Theorem 5.1. If at least one of them has order of nilpotency equal to n,
we are done by the fact that any other member of L is a polynomial in it. If none of
them has order n, but some of them have order n− 1, we are done by Theorem 5.3. If
the maximal order of nilpotency inL is n− 2, we need to have n = 5, otherwise we
would be done by the above. Now, if the rank of all members ofL is no greater than
2, we are done again by Theorem 5.3. It remains to treat the case when the maximal
order of nilpotency of members of L is 3, and the maximal rank of members of L
is 3. Denote by A the operator at which both are attained and write
A =
(
J ′ 0
0 J
)
,
where J ′ is a 3 × 3 and J is a 2 × 2 Jordan block. Choose a B ∈L linearly indepen-
dent of A and write (after subtracting a multiple of A, if necessary)
B =


0 0 α β γ
0 0 0 0 β
0 0 0 0 0
0 π ρ 0 σ
0 0 π 0 0

 .
By assumption, λA+ B has rank no greater than 3 for all λ ∈ C. Cross out the first
column and the third row of matrices A and B which are trivial, to get
A˜ =
(
I 0
0 J
)
, B˜ =
(
αJ βI + γ J
πI + ρJ σJ
)
,
so that for λ /= 0
λA˜+ B˜
=
(
λI + αJ βI + γ J
πI + ρJ (σ + λ)J
)
=
(
I 0
πλ−1I + (ρλ−1 − παλ−2)J I
)
×
(
λI + αJ βI + γ J
0 −πβλ−1I + (σ + λ− γπλ−1−ρβλ−1 + παβλ−2)J
)
,
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where we have taken into account that (λI + αJ )−1 = λ−1I − αλ−2J . The rank
condition implies that πβ = 0. We will treat the following three cases separately: (a)
there exists a B ∈L as above such that π /= 0, (b) there exists a B ∈L as above
such that β /= 0, and (c) π = β = 0 for all B as above. In addition to B choose a third
matrix linearly independent of A and B
C =


0 0 α′ β ′ γ ′
0 0 0 0 β ′
0 0 0 0 0
0 π ′ ρ′ 0 σ ′
0 0 π ′ 0 0

 .
First, assume case (a). Then, β = 0 by the rank condition. Commutativity of B and
C implies that πβ ′ = π ′β forcing β ′ = 0. Replacing C by an appropriate nontrivial
linear combination of B and C, if necessary, we may assume also π ′ = 0. Commut-
ativity of B and C now yields πγ ′ = 0 and πσ ′ = 0 forcing γ ′ = σ ′ = 0. Observe
that now C has all entries zero except possibly the (13) and the (43) entry. Notice
also that the same is true for A2 and for (λA+ B)2. Since these two operators are
linearly independent (for an appropriate choice of λ ∈ C), it follows that C can be
viewed as a fixed polynomial p in A and B. Thus, any sequence of generic com-
muting pairs An,Bn converging, respectively, to A and B yields also a sequence of
matrices Cn = p(An,Bn) with desired properties converging to C. Case (b) goes
similarly. In case (c) observe that P = e2e∗2 commutes with both B and C, so that the
theorem follows using usual tricks after perturbing A into A+ δP with δ > 0 small
enough. 
6. The multivariate von Neumann inequality
Here we comment briefly on applications of our perturbation results to the theory
of the multivariate von Neumann inequality. Details of several points mentioned here
may be found in [9]. The multivariate von Neumann inequality may be stated as
follows:
‖p(C1, C2, . . . , Cm)‖  max{|p(z1, z2, . . . , zn)| : |zk|  1}, (6.1)
whenever p is a polynomial in m complex variables and the Ck are commuting con-
tractions on a Hilbert space of dimension n. We are interested here in the case where n
is finite, and we may regard theCk as commuting n× nmatrices such that ‖Ck‖  1.
Inequality (6.1) is known to hold for m = 1 (von Neumann) and for m = 2 (Ando),
but, unless additional conditions are imposed on the contractions, (6.1) can fail for
three or more variables (Varopoulos). Until recently, the “minimal” counterexamples
were due to Kaijser and Varopoulos and involved three commuting 5 × 5 contrac-
tions and a certain quadratic polynomial. In [11] Lewis and Wermer, noting that
the known counterexamples were nilpotent, asked whether generic counterexamples
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could be constructed. The natural approach was to try to perturb the Kaijser–Var-
opoulos examples to commuting generic matrices (which could then be harmlessly
renormalized as contractions). This was successfully done by Holbrook and Omladicˇ
(see [11, p. 276]) and by Lotto and Steger [13], using various ad hoc techniques.
Such ad hoc arguments can be replaced by the general perturbation results of
Section 5. The mere existence of the 5 × 5 counterexamples of Kaijser–Varopoulos
implies that there are generic counterexamples, because of Theorem 5.4. A more
recent development (see [9]) is the discovery of 4× 4 commuting triples (initially
nilpotent) that violate (6.1). This makes it even easier to produce generic counterex-
amples, because the perturbation techniques for 4 × 4 triples are more elementary. In
[9] the special features of the nilpotent 4× 4 examples are exploited in applying our
perturbation techniques to obtain quite simple and explicit generic counterexamples.
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