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In this paper we study representations of the automorphism groups of classical
infinite-dimensional tube domains. In particular we construct the L2-realization of
all unitary highest weight representations, including the vector-valued case. We also
find a projective representation of the full identity component of the affine auto-
morphism group of the Hilbert–Schmidt version of the tube domain with trivial
cocycle on the subgroup corresponding to the trace class version, but non-trivial on
the large group. Finally we show that the operator-valued measures corresponding
to the vector valued highest weight representations have densities of a rather weak
type with respect to Wishart distributions which makes it possible to determine
their ‘‘supports.’’ © 2002 Elsevier Science (USA)
INTRODUCTION
In a previous paper [NØ98]we gave an algebraic classification of the
unitary highest weight representations for the infinite-dimensional analogs
of the automorphism groups of the classical bounded symmetric domains.
We also realized these representations globally in certain Hilbert spaces of
holomorphic functions on certain corresponding domains in (infinite-
dimensional) Hilbert spaces. This was accomplished using the Harish-
Chandra realizations as bounded domains, whereas the Cayley transformed
Siegel domains did not enter. Since in the finite-dimensional case, it is
exactly in the Siegel domains that one applies Laplace transform methods
to study the finer analytical properties of the unitary highest weight repre-
sentations, it is natural to see to what extent such tools make sense in the
infinite-dimensional case as well. Hence in particular we want to under-
stand as explicitly as possible the action of the affine part of the auto-
morphism group of an infinite dimensional tube domain on L2-realizations
of unitary highest weight modules. In the finite-dimensional case the
L2-picture for unitary highest weight representations of automorphism
groups of tube domains has first been described by Clerc in [Cl95]. It has
been refined in several respects in [HN97].
We shall construct infinite-dimensional analogs of the Wishart distribu-
tions on symmetric cones, perhaps of independent interest in probability
theory (see also [OV96]); the most explicit results in this paper are on the
case of scalar measures, but there are extensions to the case of vector-
valued measures as well (i.e., where the measure takes as values positive
operators in a Hilbert space). The difficulties we have to face in this project
are twofold. First, there are the subtleties of infinite-dimensional measure
theory. There is no unique canonical dual space on which a measure with a
given Laplace transform should live. This is a well known phenomenon in
the theory of Gaussian measures. In our context we will see that there are
three different realizations of the measures that we are interested in, and
each of these three realizations has its different merits. The second problem
is that the infinite-dimensionality of the domains we are working with
causes a certain type of singularity of holomorphic functions in the sense
that if they are naturally defined on a domain in a space of trace class
operators, then they do not extend to the corresponding domain in the
space of Hilbert–Schmidt operators. Nevertheless in our situations this type
of singularity can always be removed by multiplying with a certain func-
tion, so that we obtain functions on domains in l2-spaces.
Since the representations we consider are defined most naturally before
the removal of the singularities takes place, the representations one obtains
after this process become more complicated. Furthermore, we will see that
this process often leads to multiplier representations which are non-trivial
in the sense that, even though we obtain a projective representation of the
small group, to obtain a unitary representation of the larger group, we
have to pass to a non-trivial central extension.
The main achievements of this paper are the following:
(1) the construction of the L2-realization of all unitary highest weight
representations of automorphism groups of classical infinite-dimensional
tube domains; in particular the vector-valued L2-spaces seem to be com-
pletely new.
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(2) A projective representation of the full identity component of the
affine automorphism group of the Hilbert–Schmidt version S2 of the tube
domain. The cocycle is trivial on the subgroup corresponding to the trace
class version S1, but non-trivial on the large group. The structure of the
cocycle gives a geometric explanation for some of the difficulties we
encountered in [NØ98] (Section IV).
(3) We show that the operator-valued measures corresponding to the
vector valued highest weight representations have densities of a rather
weak type with respect to Wishart distributions which makes it possible to
determine their ‘‘supports’’ (Section VI).
In Section I we give the necessary background on measures and Laplace
transforms in the infinite-dimensional setting, and in Section II we recall
the Wishart distributions and the Euclidian Jordan algebra theory, which is
then extended to the case of infinite-dimensional symmetric cones. Section
III relates our previous construction of unitary highest weight representa-
tions and their reproducing kernels to positive definite functions on cones;
this is done via the Cayley transform, and gives a correspondence between
the highest weight representations of automorphisms groups of bounded
domains and admissible representations of L, the structure group asso-
ciated to the cone. The main technical result here is Theorem III.8, which
asserts the existence of an extension of the representations to L1, a certain
trace-class completion of L, using results in [Ne98b]. Furthermore, we
show that the corresponding projective representation even extends to the
considerably larger group Lb of all bounded invertible operators on the
Hilbert space on which the Jordan algebra is represented in a natural way.
In Section IV we construct the corresponding projective unitary represen-
tations of the affine automorphism group of the Hilbert–Schmidt version
S2 of the tube domain and get the existence of the measures giving the
unitary structure. Finally in Sections V, VI, and VII we give some more
details on the measures, in particular (in the scalar case) ergodicity for the
‘‘compact’’ structure group and hence irreducibility for the corresponding
motion group, see Corollary V.2. Note the example in Section VI, where
the vector-valued measure is made explicit in the case of the odd metaplec-
tic representation.
We have not tried to trace the history of all of the results in this subject;
some of them perhaps are due to Schoenberg and Voiculescu, in particular
with regards to ergodic measures as in Theorem V.1.
One may think of our results as treating natural analogs of the
metaplectic representation, and at the same time giving a way of under-
standing the role played by cocycles in the theory of representations of
infinite-dimensional groups. At the same time we have seen ways of under-
standing the restrictions of the unitary highest weight representations to
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subgroups, viz. the affine groups of the Jordan algebra (a maximal para-
bolic), and the analog of the maximal compact subgroup (without making
that completely explicit, though). It would be interesting to consider the
spectrum of other subgroups in these representations. For example, one
expects a unitary highest weight representation to decompose as a direct
sum of such when restricted to a subgroup also of hermitian type.
I. MEASURES AND LAPLACE TRANSFORMS IN
AN INFINITE DIMENSIONAL SETTING
In this section we describe preliminary material on measures and Laplace
transforms in the infinite-dimensional setting and discuss Gaussian mea-
sures as an important class of examples which plays a crucial role in this
paper. The main result is Theorem I.3, an existence theorem for projective
limits of operator-valued measures. In Theorem I.7 we explain the relation
to the corresponding space of holomorphic functions.
Definition I.1. (a) Let (J, [) be a directed set. A projective family of
measurable spaces is a family (Xj, Sj)j ¥ J of measurable spaces together
with measurable maps jj, k: Xk QXj, j [ k, satisfying jjj=idXj and jj, k p
jk, l=jj, l for j [ k [ l. The projective limit measurable space X :=I Xj is
the set
X=3x ¥ D
j ¥ J
Xj: (-j < k) jj, k(xk)=xj 4
endowed with the smallest s-algebra S for which all the projections
pj: XQXj are measurable maps.
(b) If j : (X,SX)Q (Y, SY) is a measurable map between measur-
able spaces and m is a measure on X, then we obtain a measure jgm on Y
by putting jgm(E) :=m(j−1(E)) for E ¥SY.
(c) If V is a real topological vector space, VŒ its topological dual
space, and m is a probability measure on V for which all continuous linear
functionals are measurable, then we define its Fourier transform by
mˆ : VŒQ C, mˆ(a) :=F
V
e ia(v) dm(v)
and its Laplace transform by
L(m): VŒQ [0,.], aW F
V
e−a(v) dm(v).
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Definition I.2. Let H be a Hilbert space.
(a) We write B(H) for the space of bounded operators on H and
Herm(H) for the space of hermitian operators. Furthermore we denote the
cone of positive hermitian operators by Herm+(H). For p ¥ [1,.[ the
ideal Bp(H) :={X ¥ B(H): tr((XXg)p/2) <.} is called the pth Schatten
ideal. Here B1(H) is the space of trace class operators and B2(H) the space
of Hilbert–Schmidt operators. We also write Bfin(H) for the space of finite
rank operators on H. We put Hermp(H) :=Herm(H) 5 Bp(H) and recall
the Banach Lie groups GLp(H) :=GL(H) 5 (1+Bp(H)) (cf. [Mi89]). We
further recall the dual pairing B1(H)×B(H)Q C, (x, y)W tr(xy) which in
turn induces a pairing Herm1(H)×Herm(H)Q R.
(b) If (X,S) is a measurable space, then a finite Herm+(H)-valued
measure m is a countably additive function
m : SQHerm+(H)
satisfying m(”)=0. We call such a measure inner regular if for each posi-
tive trace class operator S ¥Herm+1 (H) the positive measure mS defined by
mS(E)=tr(m(E) S) is inner regular. For more on not necessarily finite
measures with values in cones we refer to [Ne98a].
(c) We recall the construction of the space L2(X, m) for a
Herm+(H)-valued measure a on X. First we consider the space L2(X, m)
of all those measurable functions f: XQH with finite-dimensional range
endowed with the positive semidefinite hermitian form
Of, gP :=F
X
Pf(a), g(a) dm(a),
where Px, y denotes the rank-1-operator on H given by Px, y(v)=Ov, yP x
and the integral of the B1(H)-valued function aW Pf(a), g(a) is defined as
in [Ne98a]. To obtain L2(X, m), one factors by the subspace N :=
{f ¥L2(X, m) : Of, fP=0} and passes to the completion with respect to
||f||2 :=`Of, fP.
The following theorem gives a sufficient criterion for the existence of a
limit of a projective family of operator-valued measures.
Theorem I.3. Let (Xj, Sj)j ¥ J be a projective family of measurable
spaces, jj, k: Xk QXj, j [ k, the corresponding measurable maps and
mj: Sj QHerm+(H) operator valued measures satisfying mj(Xj)=1 and
forming a consistent family, i.e.,
jgj, kmk=mj for j [ k.
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If the projective limit measurable space (X, S) :=I(Xj, Sj) carries a
Herm+(H)-valued measure m for which the natural maps jj: XQXj satisfy
jgj m=mj for all j ¥ J, then it is unique. It exists if the following conditions
are satisfied:
(1) Each measure mj is inner regular with respect to some topology yj
on Xj.
(2) If J is uncountable, then for every increasing sequence M :=
{jn: n ¥N} ı J the range of the natural mapping
jM: XQXM :=I
nQ.
Xjn
is thick in the sense that its complement contains no measurable subset of non-
zero measure.
Moreover, one of the following two conditions has to be satisfied:
(3a) (Xj, Sj) is countably separated for each j ¥ J, or
(3b) the maps jj, k: (Xk, yk)Q (Xj, yj) are continuous for j [ k.
Proof. If H is one-dimensional, i.e., the mj are probability measures,
then the assertion follows from the following results in [Ya85]:
Theorem 8.2 (reduction to the countable case) and Theorem 7.2 (the
countable case).
For the general case, let S ¥Herm+1 (H) be a positive trace class opera-
tor. Then the measures mSj : EW tr(mj(E) S) form a consistent family of
measures on the Xj which are inner regular with respect to the topology yj
on Xj. Hence the scalar case applies and we find a unique finite positive
measure mS on X with jgj m
S=mSj for each j ¥ J. Furthermore the assign-
ment SW mS(E) is additive for each measurable subset E ¥S. Hence we
find for each E ¥S a unique operator m(E) ¥Herm+(H) with
tr(m(E) S)=mS(E)
for all S ¥Herm+1 (H). It follows from [Ne98a, Proposition 1.7, Theorem
I.10] that we thus obtain Herm+(H)-valued measure on X. L
Remark I.4. (a) If (Xi, Si)i ¥ I is a family of measurable spaces and J
the directed set of finite subsets of I, then we assign to each F ¥ J the finite
product measurable space XF :=< i ¥ F Xi. With the natural projections
jF1, F2 : XF2 QXF1 , F1 ı F2
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we obtain a projective system of measurable spaces. If for each i ¥ I we are
given a probability measure mj, then the projective family of measures
mF=ê i ¥ F mi defines a probability measure on the product space
X=I XF=D
i ¥ I
Xi.
The main point is that this requires no additional regularity condition
([Ya85, Theorem 12.1]).
(b) Suppose that m is a measure on a projective limit measurable
space (X,S) :=I(Xj, Sj) and write S0 for the set algebra of all those
subsets of X which can be written as j−1j (Ej) for some Ej ¥Sj. We claim
that the characteristic functions qE, E ¥S0, form a total subset of
L2(X, m).
In fact, let V ı L2(X, m) denote the closed subspace generated by the
characteristic functions qE, E ¥S0. Then E :={E ıX: qE ¥ V} is a mono-
tone system containing S0. Hence it contains the monotone system gener-
ated by the set algebra S0 and therefore the s-algebra S. We conclude that
V=L2(X, m) which proves our claim. It follows in particular that
L2(X, m)=K
j ¥ J
L2(Xj, mj)
is a direct limit of Hilbert spaces because the right hand side can be iden-
tified in a natural way with a subspace of L2(X, m) which, in view of the
observation above, is dense. This observation shows in particular that
whether a measure exists or not, one always can consider the direct limit
Hilbert space Kj ¥ J L2(Xj, mj) as a substitute of L2(X, m) if m does not
exist.
Lemma I.5. If j : EQ F is a continuous linear mapping between locally
convex spaces, j : FŒQ EŒ its adjoint map, and mE a probability measure on E
(defined on the smallest s-algebra for which all continuous functionals are
measurable), thenL(jgmE)=L(mE) p jŒ.
Proof. For a ¥ FŒ we have
L(jgmE)(a)=F
F
e−a(x) d(jgmE)(x)=F
E
e−a(j(y)) dmE(y)=L(mE)(jŒ .a). L
Definition I.6. (a) If X is a set and V is a complex Hilbert space,
then a function K: X×XQ B(V) is called a positive definite kernel if for
each finite sequence (x1, v1), ..., (xn, vn) ¥X×V we have
C
n
i, j=1
OK(xi, xj).vj, viP \ 0.
REPRESENTATIONS OVER SYMMETRIC CONES 139
This condition is equivalent to the existence of a Hilbert subspaceHK ı VX
such that the evaluation functions Kx :HK Q V satisfy K(x, y)=KxK
g
y (cf.
[Ne99, Sect. I]).
(b) If U is a real vector space, UC its complexification, and W ı U a
convex set, then we call TW :=W+iU ı UC the corresponding tube domain.
Note that TW is invariant under the complex conjugation z=x+iyW z¯ :=
x−iy. If V is a Hilbert space, then a function j : TW Q B(V) is said to be
positive definite if the kernel K(z, w) :=j( z+w¯2 ) is positive definite which in
turn is equivalent to the positive definiteness of the restriction to W×W
(cf. [Gl99]). If j is positive definite, then we write Hj ı VTW for the
corresponding Hilbert space.
(c) We say that a subset W in the real vector space U is finitely open if
for each finite-dimensional subspace U0 ı U the intersection U 5 W is open
in U. If V is a Hilbert space, then a function f: TW Q V on the correspond-
ing tube domain is called Gateaux holomorphic if the restriction to each
tube domain TU0 5 W is holomorphic. We write HolG(TW, V) for the space of
all Gateaux holomorphic V-valued functions on TW. For the theory of
holomorphic functions on domains in infinite-dimensional spaces we refer
to the book of Hervé [He89] (see also Appendix III in [Ne99]).
Theorem I.7. Let U be a real vector space and W ı U a non-empty
convex finitely open subset. Let V be a Hilbert space and j : WQ B(V) a
positive definite function which is ultraweakly continuous on line segments,
i.e., for each trace class operator S on V the map WQ C, xW tr(j(x) S) is
continuous on every line segment in W. Then the following assertions hold:
(i) There exists a unique Herm+(V)-valued measure m on the smallest
s-algebra on Ug for which all point evaluations are continuous such that
L(m)=j.
(ii) The map
F : L2(Ug, m)QHolG(TW, V), fW fˆ
with Ofˆ(z), vP :=Of, e−(z¯/2) .vP is an isometry onto the reproducing kernel
spaceHj corresponding to the kernel associated to j.
(iii) Let U0 ı U be a subspace with W0 :=W 5 U0 ]” and m0 the
unique Herm+(V)-valued measure on Ug0 with L(m0)=j|TW0 . Then the
restriction map r: Ug Q Ug0 satisfies r
gm=m0 and induces an isometric
embedding
g : L2(Ug0 , m0)Q L
2(Ug, m), fW f p r.
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If, in addition, there exists a topology on U for which W0 is dense in W and j
is continuous, then g is surjective.
(iv) j extends in a unique way to a Gateaux-holomorphic positive
definite function on the tube domain TW.
Proof. (i) This is a special case of Theorem 18.13 in [Gl99].
(ii) This follows from Lemma 19.1 in [Gl99].
(iii) First we note that the uniqueness of m0 andL(rg, m)=j|TW0=j0
implies that m0=rgm. For f ¥L2(Ug0 , m0) (cf. Definition I.2(c)) and Px :=
Px, x we have
||f p r||22=F
U*
Pf(r(a)) dm(a)=F
Ug0
Pf(b) d(rgm)(b)=||f||
2
2,
showing that the map fW f p r induces an isometric embedding g :
L2(Ug0 , m0)Q L
2(Ug, m).
To prove the remaining assertion, we assume that j is continuous on W
for a topology for which W0 is dense. For z ¥ TW and v ¥ V we consider the
function fz, v(a)=e−(1/2) a(z) .v on Ug and for z ¥ (U0)C we write f0z, v for the
corresponding function on Ug0 . Then f
0
z, v p r=fz, v shows that the range of
the isometric map g contains all functions fz, v, z ¥ TW0 , v ¥ V (cf. [Ne98a,
Lemma 3.8]). Now for each v ¥ V the function
kv: TW Q L2(Ug, m), zW fz, v
satisfies ||kv(z)||2=||fz, v ||2=Oj(z).v, vP, hence is locally bounded (from
[Ne99, Proposition A.III.10, 11] it even follows that it is holomorphic).
Furthermore it is weakly continuous and zW ||fz, v || is continuous. This
proves that kv is continuous. Now kv(TW0 ) ı im g implies kv(TW) ı im g, so
that g is surjective because the functions fz, v, z ¥ W, v ¥ V form a total
subset of L2(X, m), as we have observed in (ii).
(iv) This also follows from Theorem 18.13 in [Gl99]. L
Example I.8 (Gaussian Measures). (a) An interesting particular case,
where Theorem I.7 applies is the setting where V is a real pre-Hilbert space,
W=V and j(z)=e(1/2)Oz, z¯P. Here O · , ·P denote the hermitian extension of
the scalar product on V to the complexification VC, and x+iy=x−iy, x,
y ¥ V. Then the corresponding measure on Vg is called the Gaussian
measure of V and is denoted cV. It is uniquely determined by L(cV)(z)=
e (1/2)Oz, z¯P for z ¥ VC.
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(b) If VQW is a dense isometric embedding, then jV |W=jW, and
the uniqueness of the measure implies that the restriction map r: Wg Q Vg
satisfies rgcW=cV. Moreover, Theorem I.7(iii) implies that
g : L2(Vg, cV)Q L2(Wg, cW), fW f p r
is isometric. This means that the two L2-spaces are essentially the same,
even though they are modeled on different measurable spaces. These
observations apply in particular to the case whereW is a completion of V.
(c) From now on we assume that V is complete, i.e., a real Hilbert
space. To each finite rank operator A ¥ Bfin(VC) we associate linearly a
function qA on Vg in such a way that for a rank-1-operator Px, y with
Px, y(v)=Ov, yP x we have
qPx, y (a)=
1
2 a(x) a(y).
Let S :={X ¥ B(VC): X+Xg ± 0}. We claim that for 1+A ¥ S and A ¥
Bfin(A) we have e−qA ¥ L1(Vg, cV) with
F
V*
ea(z)−qA(a) dcV(a)=det(1+A)−
1
2 e
1
2 O(1+A)
−1.z, z¯P,(1.1)
where det−1/2 : SQ C× corresponds to the unique branch of the square
root on the open convex domain S which is uniquely determined by
det(1)−1/2=1.
Since the real part of qA only depends on the hermitian part
1
2 (A+A
g) of
A, we may w.l.o.g. assume that A is hermitian. Then the general assertion
follows from the holomorphy of both sides as functions on S, and the
assertion for a hermitian A. In view of the assumption that rk A <., we
even may assume that dim V <.. Choosing an orthonormal basis of
eigenvectors for A, we observe that both sides decompose accordingly as a
product. Hence we may assume that dim V=1. Then we have to show that
F
R
ea(z)−
1
2 aa
2
dcR(a)=
1
`2p
F
R
ea(z)−
1
2 aa
2
e−
a2
2 da=(1+a)−
1
2 e
1
2 (1+a)
−1 z2.
The integral exists if and only if 1+a > 0, and in this case the verification
of the formula is a simple exercise. This proves (1.1).
The right hand side of (1.1) still makes sense for 1+A ¥ S1 :=
S 5 (1+B1(V)). To prove the assertion in this case, one also reduces
matters to the case where A is hermitian. Then we consider a sequence
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An Q A with An=A
g
n ¥ Bfin 5 S. Furthermore we may assume that all
eigenvector for A are eigenvectors of each An. Now the corresponding
formula for the finite rank case shows that the sequence e−qAn , n ¥N, is a
convergent sequence in L1(Vg, cV). In this sense the function e−qA makes
sense as an element of L1(Vg, cV) and (1.1) holds. By abuse of notation we
also write qA(a)=
1
2 OA.a, aP for A ¥ S1, a ¥ V
g, even though OA.a, aP is
not defined literally.
(d) We keep the assumption that V is complete. We consider the
action of GL(V) (the group of continuous linear operators on V) on the
algebraic dual Vg by g.a :=a p g−1.
It is shown in [Se58, Theorem 3] that the Gaussian measure ggcV on Vg
is absolutely continuous with respect to cV if and only if g is contained in
the restricted general linear group
rGL(V) :={g ¥GL(V): g2g−1 ¥ B2(V)},
the subgroup of GL(V) consisting of those operators g with polar decom-
position g=up and p−1 ¥ B2(V). For g ¥ rGL we write
X(g)(a) :=
dcV(g−1 .a)
dcV(a)
¥ L1(Vg, cV)
for the corresponding Radon–Nikodym derivative. To obtain an explicit
formula, one has to consider elements of a smaller subgroup. In the sense
discussed in (c), we have for gg2 ¥GL1(V) the explicit formula (using the
notation g−2 for the inverse transpose of g)
X(g)(a)=det(gg2)
1
2 e
1
2 O(1−g
−2g−1).a, aP
[Se58, p. 23; Se65, pp. 463–466]. We recall from [Sh62, Corollary 3.1.2]
that the function
X: GL2(V)Q L1(Vg, cV)
is continuous. The natural unitary action of rGL(V) on L2(Vg, cE) is given
by
(p(g).f)(a)=`X(g)(a) f(g−1 .a),
and for gg2 ¥GL1(V) we obtain in particular
(p(g).f)(a)=(det gg2)
1
4 e
1
4 O(1−g
−2g−1).a, aPf(g−1 .a)
(cf. [Sh62, Theorem 3.1]; see also [Ra74]).
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II. WISHART DISTRIBUTIONS AND THEIR GENERALIZATIONS
In this section we will study certain L2-spaces of measures living on the
algebraic dual space of the infinite-dimensional classical euclidean Jordan
algebra Herm(J, K), the finite hermitian J×J-matrices, where J is an
infinite set and K ¥ {R, C, H}. These Jordan algebras are of infinite rank
and direct limits of finite-dimensional euclidean Jordan algebras. First we
will recall the construction of the Wishart distributions in the finite-dimen-
sional case, and then we will see how we can use Gaussian measures of
infinite-dimensional Hilbert spaces to see that the construction from the
finite-dimensional case essentially carries over to the infinite-dimensional
case.
In Section III we will see that the scalar-valued measures considered in
this section correspond to the scalar type highest weight representations of
the corresponding conformal Koecher–Tits groups. This implies that these
representations have natural realizations in L2-spaces on the set Wak of
finite rank positive semidefinite matrices in the dual space Herm(J, K)g
consisting of all hermitian J×J-matrices. The measures showing up in this
picture are natural infinite-dimensional analogs of Wishart distributions.
In Section IV we carry out the next step of this process which consists in
extending this picture to obtain L2-realizations of general unitary highest
weight representations of the conformal groups in vector-valued L2-spaces.
In this case the measures we have to consider are operator-valued measures
and we will use Theorem I.7 to prove their existence.
Wishart Distributions
In this small subsection U is a finite-dimensional euclidean Jordan
algebra, W is the open cone of invertible squares in U, L ıGL(U) the
identity component of the structure group, D=DU: UQ R the determinant
function of U, and Wak ı Wa ı Ug the set of elements of rank [ k in the
dual cone (cf. [FR94]). It is instructive for the construction in the infinite-
dimensional case that we first recall the finite-dimensional results. The
notation is the usual, n denotes dimension, and d the ‘‘field’’ dimension.
Proposition II.1. Let U be a simple euclidean Jordan algebra of rank r.
For
a ¥ 30, ..., (r−1) d
2
4 or a > (r−1) d
2
there exists a so-called Riesz measure Ra on Wa such that L(Ra)=D
−a
U .
Moreover, the following assertions hold:
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(i) For k [ r−1 the measure Rk(d/2) is supported by Wak and satisfies
Rk(d/2)(W
a
k−1)=0.
(ii) The measures Ra are L-semiinvariant with lgRa=det(l)ar/n Ra for
all l ¥ L.
(iii) The function D−aU on W is positive definite if and only if a ¥
{0, ..., (r−1) d2} or a > (r−1)
d
2 .
Proof. See [FK94, Proposition VII.2.3] L
Definition II.2. (a) Let U be a euclidean Jordan algebra and E a
euclidean vector space. A symmetric representation of U on E is a linear
map j : UQ Sym(E) satisfying
j(x ·y)=12 (j(x) j(y)+j(y) j(x)).
(b) If (j, E) is a symmetric representation of the euclidean Jordan
algebra, then the associated quadratic form Q: EQ Ug is defined by
OQ(v), xP=12 Oj(x).v, vP for x ¥ U, v ¥ E.
Let (j, E) be a symmetric representation of U on E and cE the Gaussian
measure on E given by
dcE(v)=
1
(2p)
N
2
e−
1
2 ||v||
2
dlE(v),
where N=dim E and lE is Lebesgue measure on U. Then the measure
QgcE on U is called theWishart distribution associated to the representation
j.
Remark II.3. It is easy to identify the Wishart distributions in terms of
Riesz measures. To do this, we calculate the Laplace transforms in y ¥ W
using formula (1.1):
L(QgcE)(y)=F
U*
e−Ox, aP d(QgcE)(a)=F
E
e−OQ(v), yP dcE(v)
=F
E
e−
1
2 Oj(y).v, vP dcE(v)=det(1+j(y))−
1
2.
If, in addition, j(1)=1, then [FK94, Proposition IV.4.2] shows that
det(1+j(y))−
1
2=det(j(1+y))−
1
2=D(1+y)−
N
2r=L(e−1*RN
2r
)(y),
where 1g : Ug Q R denote the evaluation in the unit element 1 ¥ U. Thus
QgcE=e−1*RN
2r
.
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We note that one similarly shows that the image of lE under Q is a mul-
tiple of RN/2r (cf. [FK94, Proposition VII.2.4]).
Example II.4. Let r ¥N and U=Herm(r, K). We consider E :=
M(r, k; K) as a euclidean vector space, where the scalar product is given by
OA, BP :=Re tr(ABg). Then we obtain a symmetric representation j of U
on E by j(A)(B) :=AB. In this case
Oj(A).B, BP=Re tr(ABBg)=OA, BBgPU,
so that the corresponding quadratic form Q: EQ Ug is given by
Q(B)=12 BB
g.
Let d=dimR K. Then N=drk, so that
N
2r=k
d
2 . This shows that for each
Riesz measure Rk(d/2), k ¥N0, there exists a symmetric Jordan algebra
representation j with QgcE=e−1*Rk(d/2). This covers in particular all singu-
lar Riesz measures, i.e., those with k [ r−1.
Below we will see how the preceding example can be generalized to an
infinite dimensional setting.
The Infinite-Dimensional Setting
Now we turn to the infinite-dimensional versions of the classical eucli-
dean Jordan algebras Herm(n, K). We first introduce the notation that we
will use throughout this paper.
Notation. Let K ¥ {R, C, H}, d=dimR K, and J be an arbitrary infinite
set. We write U=Herm(J, K) for the locally finite euclidean Jordan
algebra of finite J×J-matrices, i.e., finitely supported functions J×JQK.
Here the Jordan product is given by x f y :=12 (xy+yx) and the scalar
product by
Ox, yP :=Re tr(xy)=
1
d
trR(xy),
where trR(x) is the trace of x as an operator on the real vector space
K (J) 5 R (J
d). We write H :=l2(J, K) for the real Hilbert space of all square
summable functions JQK with the scalar product
Ox, yP :=C
j ¥ J
Re(xj y
g
j ).
Then B(H,K) ı B(H) denotes the space of all K-linear bounded operators
on H, Sym(H) ı B(H) the space of symmetric operators on H, Ub :=
Herm(H) :=Sym(H) 5 B(H,K) the space of bounded K-hermitian
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operators (the ‘‘bounded version of U’’) and Up :=Hermp(H) :=
Herm(H) 5 Bp(H) the space of hermitian operators of Schatten class
p ¥ [1,.[. For p=1 we obtain the trace class operators and for p=2 the
Hilbert–Schmidt operators.
In B(H) we have the Siegel tube Sb :={Z ¥ B(H): Z+Z2 ± 0}, its
restricted versions Sp :=Sb 5 (1+Bp(H)), p ¥ [1,.[, S :=Sb 5 UC, as
well as the convex domains Wp :=Sp 5Herm(H) and W :=Sb 5 (1+U).
We have the natural inclusions
U ı U1 ı U2 and W ı W1 ı W2.
The dual space Ug can be identified in a natural way with the space of all
hermitian J×J-matrices, where the real bilinear pairing U×Ug Q R is
given by
U×Ug Q R, (xa)W Re tr(xa)
which makes sense since the matrix xa has finitely many non-zero rows.
Even though we can identify U in a natural way with a subspace of Ug, we
prefer not to do so because this often leads to conceptual confusion and
certain groups act in different ways.
Let gl(J, K) denote the Lie algebra of finite J×J-matrices and
GL(J, K) be the group of all those invertible J×J-matrices g for which
g−1 is finite, where 1 denotes the identity matrix. Further let
L :=GL(J, K)0
denote the identity component of the group GL(J, K). Note that GL(J, K)
is connected for K=C and H, but not for K=R. Here our notation is
slightly inconsistent with the notation for the finite-dimensional case
because the action of L on U is not faithful, but it will turn out that it is
much more convenient to work directly with the group GL(J, K) and its
completions. For g ¥GL(H) we write g2 for the adjoint operator on H
(considered as a real Hilbert space) and observe that for g ¥GL(H,K) we
have g2=gg. The groups
Lp :={g ¥GL(H,K): g2g−1 ¥ Bp(H)}0, p=1, 2
act in a natural way on Up by g.x=gxg2, and this action preserves the
domains Wp because for g ¥ Lp and A ¥ Wp we have
g.A−1=gAg2−1=g(A−1) g2+gg2−1 ¥ Up+Up ı Up.
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The action on Up induces a natural action on the algebraic dual space U
g
p
by (g.a)(x) :=a(g−1 .x) for x ¥ Up. Likewise we have an action of the
small group L on the algebraic dual space Ug. With respect to these actions
we have Wp=Lp .1 and W=L.1. Moreover, the action of L on Ug pre-
serves for each k ¥N0 the set
Wak :={a ¥ Wa : rk a [ k} ı Ug
of matrices of rank [ k.
Example II.5. We generalize Example II.4 to the infinite-dimensional
setting. We have a Jordan algebra representation of U on the space
M(J, k; K) of all J×k-matrices, but this space is in some sense too big to
carry the structure of a euclidean vector space. On the subspace of all finite
matrices we have the natural real bilinear scalar product
OA, BP :=Re tr(ABg)
which also makes sense if only one of the two arguments has only finitely
many non-zero entries.
Nevertheless, for each A ¥M(J, k; R) and x ¥ U the matrix j(x) A=xA
has only finitely many non-zero rows, hence is a finite J×k-matrix. There-
fore
Oj(x) A, AP=Re tr((j(x) A) Ag)
makes sense, and we thus obtain a quadratic map
Q:M(J, k; K)Q Ug, AW 12 AA
g
with
OQ(A), xP=12 Oj(x).A, AP, for x ¥ U, A ¥M(J, k; K).
Note that, even though the matrix product AgA makes no sense, the
product AAg makes sense and is a hermitian J×J-matrix.
We think of the space M(J, k; K) as the dual of the euclidean vector
space V of all finite J×k-matrices with the real bilinear scalar product
OA, BP=Re tr(ABg). We thus obtain a Gaussian measure cV on
M(J, k; K) and nk :=QgcV is a certain probability measure on Ug for
which the subset Wak of all those positive semidefinite hermitian matrices
in Ug of rank [ k is thick in the sense that its complement contains no
measurable subset of non-zero measure.
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If 1+x ¥ W is positive definite, then we obtain as in the finite-dimen-
sional case:
L(nk)(x)=F
U*
e−a(x) d(QgcV)(a)=F
V*
e−OQ(A), xP dcV(A)
=F
V*
e−
1
2 Oj(x).A, AP dcV(A)=detV(1+j(x))−
1
2=detV(j(1+x))−
1
2.
In our case we have detV(j(1+x))=detR(1+x)k and therefore
L(nk)(x)=detR(1+x)−
k
2.
On the other hand detR(1+x)=D(1+x)d holds for the Jordan determi-
nant of U (see below) and each x ¥ U. We thus conclude in particular that
for each k ¥N0 the function
D−
kd
2 : WQ R
is the Laplace transform of a positive measure on Wak .
If we replace U by the bigger Banach Jordan algebra U1, then the
determinant function still makes sense on the domain W1, where we have
D(x)d=detR(x). Using Theorem I.7, we obtain a probability measure n
1
k on
Ug1 with
L(n1k)(x)=D(1+x)
−kd2
for x ¥ W1. Moreover, the natural map r: Ug1 Q Ug satisfies rgn1k=nk and
induces an isometric bisection
L2(Ug, nk)Q L2(U
g
1 , n
1
k), fW f p r
(Theorem I.7).
Applying Proposition IV.1 below to the representation of L given by
r(g)=detR(g)−k/2, we see that we obtain a unitary representation of the
semidirect product group U1 z L1 on the Hilbert space L2(Ug1 , n1k) by
((u, g).f)(a) :=e ia(u)e
1
2 a(1−gg
2) detR(gg2)
k
4 f(g−1 .a).
We note that the isometric embedding
L2(Ug, nk)Q L2(Vg, cV), fW f p Q
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is equivariant with respect to the action of the group L on L2(Ug, nk) 5
L2(Ug1 , n
1
k) because we have for A ¥ Vg and g ¥ L the relation Q(g.A)=
Q(g−2A)=12 g
−2AAgg−1=g.Q(A), where the action on the right hand side
refers to the action of L on Ug. Hence
(g.f)(Q(A))=detR(gg2)
k
4 e
1
2 Q(A)(1−gg
2)f(g−1 .Q(A))
=detV, R(gg2)
1
4 e
1
4 O(1−gg
2) ·A, APf(Q(g−1 .A))
=(g.(f p Q))(A),
where the last term has to be understood in the sense of Example I.8(d).
APPENDIX TO SECTION II: THE QUATERNIONIC CASE
For the convenience of the reader we briefly recall the convenient
description of the Hilbert space H and the operators thereon for the qua-
ternionic case K=H. Quaternionic Hilbert spaces are most conveniently
described as follows. Let H0 be a complex Hilbert space endowed with an
antilinear isometric involution vW v¯. Then the antilinear operator on
H0 ÀH0 given by s .(x, y)=(−y¯, x¯) satisfies s2=−1. We thus obtain on
H :=H0 ÀH0 the structure of a quaternionic Hilbert space with HC 5
H0 ÀH0 (by restriction of scalars to C).
We write a complex linear operator X on H as a 2×2-matrix of the form
X=1A
C
B
D
2 , A, B, C, D ¥ B(H0)
and for A ¥ B(H0) we define the operator A¯ by A¯ .v :=A.v¯. We see that
Xs=sX is equivalent to
−A.y¯+B.x¯=−C.x+D.y=−C¯.x¯−D¯. y¯,
−C.y¯+D.x¯=A.x+B.y=A¯.x¯+B¯.y¯
for x, y ¥H0. This means that D=A¯ and C=−B¯. Therefore the H-linear
operators on H correspond to the matrices of the form
X=1 A
−B
B¯
A¯
2 , A, B ¥ B(H0).
Let J :=( 0−1
1
0) and observe that JX=X¯J if and only if X is H-linear. We
identify B(H0) with a subspace of B(H) by the mapping AW (
A
0
0
A¯). In this
sense an operator X=A+JB as above is hermitian if and only if
A+JB=X=Xg=Ag+BgJg=Ag+Bg(−J)=Ag−JB2.
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In this case we put B2 :=Bg. Hence
Herm(H,H)={A+JB: Ag=A, B2=−B} 5Herm(H0, C) À J Skew(H0).
We have −J(A+JB)=B−JA, and
(B−JA)2=B2−A2J2=B2+A2J=B2+JAg.
We conclude that −J(A+JB) is skew-symmetric if and only if B is skew-
symmetric and A is hermitian. This shows that
J Herm(H, H) ı Skew(H).
One easily checks that J Herm(H,H) is a real form of the space Skew(H),
i.e., Skew(H)=JHerm(H,H) À iJ Herm(H,H).
III. RELATIONS TO UNITARY HIGHEST WEIGHT
REPRESENTATIONS
The main objective of this paper is to provide an L2-realization of the
unitary highest weight representations of the automorphism groups of
infinite-dimensional Hilbert domains which have been classified in
[NØ98]. In this section we explain how one associates to a unitary highest
weight representation of such a group a positive definite function on the
domain W1, resp. TW1 . Using the tools described in Section I, we can repre-
sent these positive definite functions by operator-valued measures on the
algebraic dual space Ug1 . In view of the finite-dimensional situation, one
expects to obtain an explicit picture for the action of the group U1 z L1
acting by affine automorphisms of the domain TW1 on the corresponding
Hilbert spaces. For the highest weight representations of scalar type, this
construction leads to the measures n1k on U
g
1 that we have discussed in
Example II.5.
On the other hand, the construction of the measure n1k as a pushforward
of a Gaussian measure shows that not only the group L1 but also the group
L2 acts on the corresponding Hilbert space. To make the action of L2 and
also of the affine group U2 z L2 more explicit, we first use the regularized
determinant det2 on the space 1+B2(H) first to modify the positive definite
function on the domain W1 in such a way that it extends to a positive defi-
nite function on the bigger domain W2 and thus to obtain a measure on U
g
2 .
Using this new realization of our Hilbert space, we obtain an explicit
formula for the representation of the group L2. It turns out that this repre-
sentation extends in a natural way to a multiplier representation of the
group U2 z L2, but that the corresponding cocycle is not trivial, so that this
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representation can be viewed as a unitary representation of a non-trivial
central extension, but not as a unitary representation of the group U2 z L2
itself.
Unitary Highest Weight Representations
In this subsection we consider the conformal Lie algebra gR associated to
the Jordan algebra U, resp. its complexifications g which is the conformal
Lie algebra of the complex Jordan algebra UC. We explain how the unitary
highest weight representations of the conformal algebra g are related to
unitary highest weight representations of the Lie algebra l of L.
Definition III.1. (a) An involutive Lie algebra is a pair (g, f) of a
complex Lie algebra g and an antilinear involutive antiautomorphism
gQ g, XWXg. The subspace
gR :={X ¥ g : Xg=−X}
is a real form of g which determines the involution uniquely.
(b) We say that the involutive Lie algebra (g, f) has a root decompo-
sition if there exists a maximal abelian f-invariant subalgebra h such that
g=h+;a ¥ D ga, where
ga={Z ¥ g : (-X ¥ h)[X, Z]=a(X) Z},
and D={a ¥ hg0{0}: ga ] {0}} is the corresponding root system.
(c) A subset D+ı D is called a positive system if D=D+2 −D+ and
no sum of positive roots vanishes.
(d) Let V be a g-module and v ¥ Vl an h-weight vector of weight l.
We say that v is a primitive element of V (with respect to the positive system
D+) if ga .v={0} holds for all a ¥ D+. A g-module V is called a highest
weight module with highest weight l (with respect to D+) if it is generated
by a primitive element of weight l.
(e) We call a hermitian form O · , ·P on a g-module V contravariant if
OX.v, wP=Ov, Xg .wP holds for all v, w ¥ V, X ¥ g. A g-module V is said to
be unitary if it carries a contravariant positive definite hermitian form.
Proposition III.2. Let g be an involutive complex Lie algebra with root
decomposition and D+ a positive system. Then the following assertions hold:
(i) For each l ¥ hg there exists a unique irreducible highest weight
module L(l) and each highest weight module of highest weight l has a unique
maximal submodule.
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(ii) Each unitary highest weight module is irreducible.
(iii) If L(l) is unitary, then l=lg.
(iv) If l=lg and vl ¥ L(l) is a primitive element, then L(l) carries a
unique contravariant hermitian form O · , ·P with Ovl, vlP=1. This form is
non-degenerate.
Proof. See [Ne99, Propositions IX.1.10/14]. L
Example III.3. A typical example of an involutive complex Lie algebra
is the Lie algebra g :=gl(J, C) endowed with the natural involution given
by Egjk=Ekj for the matrix units Ejk, j, k ¥ J. The diagonal operators in g
form an abelian subalgebra h and we have a root decomposition
g=h À Â
i ] j ¥ J
g ei − ej,
where ei(Ejj)=dij and g ei − ej=CEij. The positive systems in D are in one-to-
one correspondence with the linear partial orderings Q of the set J. This
correspondence is established by assigning to Q the positive system
D+Q :={ej− ek : jO k}
(cf. [Ne98b, Lemma II.1]). A linear functional l ¥ hg can be identified in a
natural way with the function l : JQ C, jQ lj :=l(Ejj). It has been shown
in [Ne98b, Lemma II.4] that the highest weight module L(l, D+) of
gl(J, C) is unitary if and only if l is real and dominant integral the sense
that lj−lk ¥N0 for jO k.
Let gR denote the conformal algebra of U and note that for U=
Herm(J, K) we have
gR=˛sp(J, R), for K=R,su(J, J), for K=C,
og(2J), for K=H.
Accordingly we have g :=(gR)C 5 sp(J, C), sl(J, C), o(2J, C). This is a
complex involutive Lie algebra with the following properties. There exists a
maximal abelian subalgebra h contained in the subalgebra k :=lC ı g so
that we obtain a root decomposition g=h+;a ¥ D ga. We call Dk :={a ¥ D :
ga ı k} the set of compact roots and Dp :=D0Dk the set of non-compact
roots. In [NØ98] we have classified all the unitary highest weight repre-
sentations of these Lie algebras. For a characterization of the Lie algebras
gR as the hermitian real forms of simple complex locally finite Lie algebras
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with a root decomposition, we refer to [NeSt99]. In the following we
explain how this classification looks like and what this means for the cor-
responding measures on Ug.
One important observation is that if D+ı D (the root system of g) is a
positive system for which there exists a non-trivial unitary highest weight
module L(l), then the set D+p of positive non-compact roots is invariant
under the Weyl group Wk of k, and for the simple hermitian Lie algebras
this condition determines D+p up to sign. A necessary condition for the uni-
tarity of L(l, D+) is that l is dominant integral with respect to D+k and
antidominant with respect to D+ (cf. [NØ98, Proposition I.5]). In the
following the number
k :=−
2
d
sup{l(cˇ): c ¥ D+p }
that we associate to a unitary highest weight module L(l, D+) of g will play
a crucial role because it describes the location of the corresponding opera-
tor-valued measure (cf. Section V).
Theorem III.4. The classification of the unitary highest weight modules
for the Lie algebras g and the corresponding numbers k ¥N0 are as follows.
We assume that l ¥ hg is real-valued on hermitian elements, that it is domi-
nant integral with respect to D+k and antidominant with respect to D
+
p .
(1) K=R: Here gR=sp(J, R) and k 5 gl(J, C) so that we may iden-
tify l with a function on J. We assume that D+p={ei+ej : i, j ¥ J} and put
M :=sup{lj: j ¥ J}. Then the highest weight module L(l, D+) is unitary if
and only if
2M+|{j ¥ J: lj <M−1}|+|{j ¥ J: lj <M}| [ 0,
and in this case k=−2M.
(2) K=C: Here gR=u(J− , J+), where J± are copies of one set J, and
we furthermore have k 5 gl(J− , C) À gl(J+, C). We assume that DAp=
{ei− ej : i ¥ J− , j ¥ J+}, write l=(l−, l+) according to the decomposition of k
and put m :=sup l− andM :=inf l+. Then the highest weight representation
L(l, D+) is unitary if and only if
M−m \ |{j ¥ J− : lj ] m}|+|{j ¥ J+ : lj ]M}|,
and in this case k=M−m.
(3) K=H: Here gR=o(2(J+ 2 J−), C), where J± are copies of the set
J, and l 5 gl(J+ 2 J− , C). We assume that D+p={ei− ej: i ¥ J− , j ¥ J+} and
154 NEEB AND ØRSTED
put M :=sup l. Then the highest weight module L(l, D+) is unitary if and
only if
M+|{j ¥ J+ 2 J− : lj <M}| [ 0 and in this case k=−M.
Proof. (1) We recall that
Dk={ei− ej : i ] j ¥ J} and Dp={±(ei+ej) : i, j ¥ J}.
A positive system is given by a partial order Q on the set J and for this
order we may w.l.o.g. assume that
D+k={ei− ej : iO j} and D+p={ei+ej : i, j ¥ J}
(cf. [NØ98]).
Now the antidominance of l with respect to D+p implies that lj [ 0
for each j ¥ J, so that M=max{lj: j ¥ J} exists because the integrality
with respect to Dk means that all differences li−lj are integral. The
characterization of the unitary modules has been obtained in [NØ98,
Proposition I.9]. In view of d=1, we further have
−
k
2
=−
dk
2
=sup{l(aˇ): a ¥ D+p }=M
because there exists an a=2ej withM=lj=l(aˇ). This proves (1).
(2) We have
Dk={ei− ej : i ] j ¥ J±} and Dp={±(ei− ej) : i ¥ J− , j ¥ J+}.
In this case a positive system is given by a pair of partial orders Q on the
sets J+ and J− . For this order we may w.l.o.g. assume that
D+k={ei− ej ¥ Dk : iO j} and D+p={ei− ej : i ¥ J− , j ¥ J+}
(cf. [NØ98]). The characterization of the unitary modules has been
obtained in [NØ98, Proposition I.7]. We further have
−k=−
dk
2
=sup{l(aˇ): a ¥ D+p }=m−M,
and this proves (2).
(3) We have
Dk={ei− ej : i ] j ¥ J+ 2 J−} and Dp={±(ei+ej) : i ] j ¥ J+ 2 J−}.
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In this case a positive system is given by a partial order Q on the set
J+ 2 J− and for this order we may w.l.o.g. assume that
D+k={ei− ej ¥ Dk : iO j} and D+p={ei− ej : i ¥ J− , j ¥ J+}.
The characterization of the unitary modules has been obtained in [NØ98,
Proposition I.11]. If the highest weight representation L(l, D+) is unitary,
then |{j ¥ J: lj=M}| \ 2, so that
−2k=−
dk
2
=sup{l(aˇ): a ¥ D+p }=2M,
and this proves (3). L
Admissible Representations of L
To relate unitary highest weight representations of the conformal alge-
bras to positive definite functions on W, resp. W1, we first use the corre-
spondence to positive definite kernels on the bounded domains explained in
[NØ98] and then an appropriate Cayley transform to obtain a correspon-
dence between the bounded and the unbounded picture.
Proposition III.5 (The Cayley transform). Let H be a real Hilbert
space and define the Cayley transform
c: GL(H)−1 Q B(H), ZW (1−Z)(1+Z)−1.
Then the following assertions hold:
(i) c2=idGL(H)−1, i.e., c is a biholomorphic involution of the domain
GL(H)−1.
(ii) c(−Z)=c(Z)−1 and c(Zg)=c(Z)g for 1+Z ¥GL(H).
(iii) For Z, W ¥GL(H)−1 we have
c(Z)+c(W)g
2
=(1−Wg)−1 (1−WgZ)(1+Z)−1
=(1+Z)−1 (1−ZWg)(1+Wg)−1.
(iv) The Cayley transform maps the ball Db :={Z ¥ B(H) : ||Z|| < 1}
diffeomorphically onto the domain
Sb :={W ¥ B(H): W+Wg ± 0}.
Moreover, for p ¥ [1,.] and Dp :=Db 5 Bp(H), D :=UC 5Db we have
Sp :=c(Dp)=Sb 5 (1+Bp(H)) and c(D)=S.
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Proof. (i) For 1+Z ¥GL(H) and W :=c(Z) the operator W+1=
2(1+Z)−1 is invertible, showing that c(GL(H)−1) ıGL(H)−1. One
easily checks that c2(Z)=Z for Z ¥GL(H)−1, and this proves (i).
(ii) These are trivial verifications.
(iii) The first equality follows from
(1+Wg)(c(Z)+c(W)g)(1+Z)=(1+Wg)(1−Z)+(1−Wg)(1+Z)
=2(1−WgZ).
The second one follows from the observation that the left hand side does
not change if we exchange Z andWg.
(iv) For ||Z|| < 1 the operator 1−ZgZ is positive definite, so that (iii)
implies that the same holds for c(Z)+c(Z)g, i.e., c(Z) ¥ Sb.
Next we show that 1+Sb ıGL(H). Since 1+Sb ı Sb, it suffices to
show that Sb ıGL(H). So let W ¥ Sb. Then there exists c > 0 with
O(W+Wg).v, vP \ c ||v||2 for all v ¥H. Hence
c ||v||2 [ OW.v, vP+Ov, W.vP [ 2 ||W|| ||v||2(3.1)
implies that W.v=0 entails v=0, hence that W is invective. The same
argument shows that Wg is invective, so that (W.H)+=kerWg={0}
implies that W has dense range. Further (3.1) implies that W has closed
range so that W is surjective, hence invertible. We conclude in particular
that for each W ¥ Sb the operator 1+W is invertible. Now Proposition
III.1 shows that Z :=c(W) satisfies
1−ZgZ=(1+Zg)
(W+Wg)
2
(1+Z)± 0,
i.e., ||Z|| < 1, and therefore c(Db)=Sb. Finally
c(Z)−1=(1−Z)(1+Z)−1−1=(1−Z−1−Z)(1+Z)−1=2Z(1+Z)−1
shows that Z ¥ Bp(H) is equivalent to c(Z)−1 ¥ Bp(H), and this proves the
second part. L
Now we consider the real Hilbert space H=l2(J, K) for an infinite set J
and K ¥ {R, C, H}. For K=H we write HC for the H-vector space H
viewed as a complex vector space with respect to the inclusion CQH. We
define
LC :=˛GL(J, C) ıGL(HC) for K=R,GL(J, C)×GL(J, C) for K=C,
GL(2J, C) ıGL(HC) for K=H.
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Definition III.6. (a) If G is a group endowed with an involutive
antiautomorphism y, then an involutive representation of G on a Hilbert
space V is a group homomorphism r : GQGL(V) with r(y .g)=r(g)g for
all g ¥ G.
(b) On the group L we consider the involutive antiautomorphism
y(g)=g2. We say that an involutive representation r : L=GL(J, K)Q
GL(V) on the Hilbert space V is a unitary highest weight representation if
there exists a dense subspace V0 ı V on which the derived representation of
lC is a highest weight representation in the sense of Definition III.1.
(c) An involutive representation r of L is said to be admissible if it is
a unitary highest weigh representation and if the restriction r|W: WQ B(V)
is a positive definite function.
Example III.7. We have already seen in Example II.5 above that for
the one-dimensional representations rk of L given by
rk(g)=detR(gg2)−
k
4=|detR(g)|−
k
2
the corresponding function on WQ R, xW detR(x)−(k/2) is positive definite,
so that the representations rk, k ¥ Z, are admissible since one-dimensional
representations are trivially highest weight representations.
Our next step consists in a description of the admissible representations
of the group L. This will be achieved by showing that they correspond
exactly to the unitary highest weight representations of the locally finite
hermitian Lie algebras of tube type that have been classified in [NØ98].
The following result will be one of our main tools throughout the
remainder of this paper.
Theorem III.8 (Factorization Theorem). If r is an admissible represen-
tation of L, then there exist k ¥N0, c ¥ Z, and a continuous involutive repre-
sentation r0: Lb=GL(H,K)QGL(V) such that
r(g)=detR(gg2)−
k
4 detR(gg−2)c r0(g) for all g ¥ L.
It follows in particular that r extends uniquely to a continuous representation
r of the Banach Lie group L1. For K=R, H we always have c=0.
Proof. For the proof we consider the three different cases for K sepa-
rately.
(1) K=R. Here K=GL(J, C) and the kernel on D=Db 5 UC
associated to the holomorphic highest weight representation rK of K in
[NØ98] is given by
K(Z, W)=rK(1−ZWg).
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Here we simply have K=LC and we put rL :=rK. In view of Proposition
III.5(iii) we have for Z, W ¥D the relation
rL 1c(Z)+c(W)g2 2=rL(1+Z)−1 rL(1−ZWg) rL(1+W)−f.
This implies that the function rL |S is positive definite if and only if the
kernelK on D is positive definite.
(2) K=C. Here K=GL(J, C)×GL(J, C) and the kernel on D
associated to the holomorphic highest weight representation rK=r− é r+
of K in [NØ98] is given by
K(Z, W)=r−(1−ZWg) é r+(1−WgZ)−1.
The natural inclusion LQK is given by gW (g, g−f), so that the corre-
sponding map WQK is given by ZW (Z, Z−1). This map in turn extends
to a holomorphic map SQK given by the same formula. In this sense we
have
rL(g)=rK(g, g−f)=r−(g) r+(gg)−1, g ¥ L.
Using Proposition III.5(iii), we now obtain
rL 1c(Z)+c(W)g2 2=r−((1+Z)−1 (1−ZWg)(1+Wg)−1)
é r+((1+Wg)(1−ZWg)−1 (1+Z))
=r−((1+Z)−1 (1−ZWg)(1+Wg)−1)
é r+((1+Z)(1−WgZ)−1 (1+Wg))
=rL(1+Z)−1 (r−(1−ZWg)
é r+(1−WgZ)−1) rL(1+Wg)−1.
(3) K=H. Here K=GL(2J, C) and the kernel on D associated to
the holomorphic highest weight representation rK of K in [NØ98] is given
by
K(Z, W)=rK(1−(JZ)(JW)g)=rK(1−JZWgJg)
=rK(1−JZWgJ−1)=rK(1−ZWg).
Here the group K acts on JUC ı Skew(H) by k.Z=kZk2. On the other
hand L acts on U by g.Z=gZgg. In view of J.(g.Z)=JgZgg=g¯(JZ) gg,
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this means that the natural embedding LQK is given by gW g¯, and this
shows that rL(g)=rK(g¯), g ¥ L, defines the representation rL of L corre-
sponding to the representation rK of the complex group K=LC.
Finally we obtain with Proposition III.5(iii) the relation
rL 1c(Z)+c(W)g2 2=rL(1+Z)−1 rL(1−ZWg) rL(1+Wg)−1
=rL(1+Z)−1 rK(1−ZWg) rL(1+Wg)−1.
This proves that the function rL on TW is positive definite if and only if the
kernelK is positive definite on D.
Thus we have seen that in all three cases the function r on W is positive
definite if and only if the kernel K on D is positive definite. If r is a
unitary highest weight representation with highest weight l, this is equiva-
lent to the unitarity of the highest weight module L(l, D+) of the confor-
mal Lie algebra g of UC.
Again we have a look at all three cases to see that the assertions of the
theorem hold ifK is positive definite. We use the description of the unitary
highest weight module of g in Theorem III.4 to see that in all cases the
highest weight functionals l on the Lie algebra gl(J, C) can be written as
l=l0+c tr, where l0 has finitely many non-zero entries:
(1) K=R. Here we have for g ¥K,
rl(g)=rl0(g) det(g)M=rl0(g) det(g)−
k
2
and for g ¥ L we have detR(g)=det(g).
(2) K=C. Here we have for g=(g+, g−) ¥K,
rl(g− , g+)=det(g−)m det(g+)M rl0− (g−) é rl0+(g+)
=det(g− g
−1
+ )
m−M
2 det(g− g+)
m+M
2 rl0+(g−) é rl0+(g+).
Note that to assign the appropriate sense to the first two factors separately,
we have to consider an appropriate covering group of K or simply the
universal covering group 6GL(J, C)×6GL(J, C). For g ¥ L the correspond-
ing element in K is (g, g−f), so that
det(g)m det(g−f)M=det(ggg)
m−M
2 det(gg−f)
m+M
2
=det(gg2)−
k
2 det(gg−2)
m+M
2 .
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Here both factors make sense since the first one is defined on L, and so
that the second one is also defined. It follows in particular that m+M ¥ 2Z
whenever we start with a representation rL of L.
(3) K=H. First we note that for g ¥ L=GL(J, K) we have
detR(g)=detC(ggg)=|detC(g)|2.
Hence we obtain for g ¥K the relation rl(g)=det(g)M rl0(g) and for
g ¥ L we have
det(g)M=|detC(g)|M=detR(g)
M
2=detR(g)−
k
2.
Since a representation rl0 of GL(J, C) with supp l0 finite extends in a
canonical way to a holomorphic representation of the group GL(l2(J))
[Ne98b, Proposition III.10, Corollary III.11, Lemma III.12], the proof is
complete. L
Remark III.9. (a) It is interesting to observe that, even though there
exist unitary highest weight representations of covering groups of K=LC
which do not factor to the group K (this happens if the numbers M or m
are not integral which is possible in cases (1) and (2)), the corresponding
representation of L is almost always well defined in the sense that it factors
through the inclusion LQK. The only exception is the case K=C with
M+m ] 0.
(b) Suppose that K=C. Then 2c=m+M may be any real number.
Then gW det(gg−f)c is not defined as a representation of L, and we have
to consider its universal covering group L˜ 56GL(J, C) instead. Only for
c ¥ Z this representation factors over the group L.
IV. THE REPRESENTATION ON THE L2-SPACES
In this section we eventually come to the description of the representa-
tion of the group U1 z L1, resp. U2 z L2, on the vector-valued L2-spaces on
Ug1 , resp. U
g
2 , that we assign to an admissible representation of L. First we
explain that the realization on Ug1 leads in a quite straightforward manner
to a representation of U1 z L1. The interesting behavior shows up if one
wants to make the projective representation of the bigger group U2 z L2 on
the L2-space explicit. To assign a sense to the cocycles for this group, one
encounters for the realization on Ug1 , we first have to pass to a realization
on Ug2 . The existence of the measures on U
g
2 is obtained by extending a
modified representation r2 from the domain S1 to the bigger domain S2.
REPRESENTATIONS OVER SYMMETRIC CONES 161
This is done by replacing the determinant factor in the representation (cf.
the Factorization Theorem) by the regularized Hilbert–Schmidt determi-
nant. After working out the cocycles for the action of the group U2 z L2,
we show that the unitary multiplier representation of U2 z L2 obtained that
way leads to a non-trivial central extension of the group, hence cannot be
modified to a unitary representation of the group itself.
The following proposition generalizes the discussion in Example II.5 to
the case of higher-dimensional representations of L.
Proposition IV.1. If r : LQGL(V) is an admissible representation,
then it uniquely extends to a continuous representation r of L1 and there
exists a unique Herm+(V)-valued measure m1 on U
g
1 with
L(m1)(x)=r(1+x) for x ¥ W1−1 ı U1.
The prescription
(p1(u, g).f)(a) :=e ia(u)e
1
2 a(1−gg
2)r(g−2).f(g−1 .a)(4.1)
defines a unitary representation of the group U1 z L1 on the V-valued
L2-space L2(Ug1 , m1). The corresponding representation on the reproducing
kernel Hilbert space HK ıHol(S1, V), where K(z, w)=r((x+wg)/2) and
the isometry L2(Ug1 , m1)QHK is given by fW fˆ with
Ofˆ(z), vP=Of, e
−z¯−12
vP, z ¥ S1
and is given by
(p1(u, g).f)^ (z)=r(g).fˆ(g−1 .(z−2iu)) for g ¥ L1, u ¥ U1, z ¥ S1.
Proof. First we use Theorem III.8 to see that r extends to a continuous
representation of the Banach Lie group L1. In view of the continuity of r,
the function
W1−1 Q B(V), xW r(1+x)
is positive definite as a function on the convex open domain W1. Now
Theorem I.7 implies the existence of a unique Herm+(V)-valued measure
m1 on U
g
1 with the required properties.
One easily cheeks that (4.1) defines a representation on the space VU
g
1 of
all V-valued functions on Ug1 . We claim that the measure m1 transforms
under L1 according to
dm1(g−1 .a)=r(g−1) · (ea(1−gg
2) dm1(a)) ·r(g−2).
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This will be done by showing that both measures have the same Laplace
transforms. For the left hand side we get
F
Ug1
e−a(x) dm1(g−1 .a)=F
Ug1
e−(g.a)(x) dm1(a)
=F
Ug1
e−a(g
−1.x) dm1(a)=r(1+g−1 .x)
and for the right hand side
r(g−1) 1F
Ug1
e−a(x)ea(1−gg
2) dm1(a)2 r(g−2)
=r(g−1) 1F
Ug1
e−a(x−1+gg
2) dm1(a)2 r(g−2)
=r(g−1) r(x+gg2) r(g−2)=r(g−1xg−2+1)=r(1+g−1 .x).
That the action of L1 on VU
g
1 induces a unitary action on the space
L2(Ug1 , m1) can now be seen as follows. If f ¥L2(Ug1 , m1), then
||p1(g).f||
2
2=F
Ug1
P(g.f)(a) dm1(a)=F
Ug1
ea(1−gg
2)r(g−2) Pf(g−1.a)r(g−1) dm(a)
=F
Ug1
Pf(g−1.a)(ea(1−gg
2)r(g−1) dm1(a) r(g−2))
=F
Ug1
Pf(g−1.a) dm1(g−1 .a)=||f||
2
2.
To obtain the formula for the action on HK, we first observe that for
each v ¥ V we have
O(eiuf)^ (z), vP=Oeiuf, e−z¯−12
vP=Of, e−iue−z¯−12
vP
=Of, e
−z−2iu−12
vP=Ofˆ(z−2iu), vP.
For g ¥ L1 and z ¥ S1 we obtain
(g.(e
−z−12
v))(a)=e
1
2 a(1−gg
2)e
−z−12
(g−1 .a) r(g−2).v
=e
1
2 a(1−gg
2)e
−(g.(z−1))2
(a) r(g−2).v
=e
−gg
2−1+g.(z−1)
2
(a) r(g−2).v=e
−g.z−12
(a) r(g−2).v.
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For g ¥ L1 and z ¥ S1 we thus get
O(g.f)^ (z), vP=Og.f, e
−z¯−12
vP=Of, g−1 .e
−z¯−12
vP=Of, e
−g
−1. z¯−1
2
r(g2).vP
=Ofˆ(g−1 .z), r(g2).vP=Or(g).fˆ(g−1 .z), vP.
Putting these formulas together, the assertion follows. L
In the following it will be important to go one step further and to realize
the measure on the space Ug2 instead of U
g
1 . To obtain this realization, we
need the generalized determinant.
Definition IV.2. Let H be a Hilbert space and X ¥ B2(H). Then
(1+X) e−x−1 ¥ B1(H) follows from 1+X−eX=X2( · · · ). Hence the gen-
eralized determinant
det2(1+X) :=det((1+X) e−X)
makes sense for X ¥ B2(H) (cf. [Mi89, Proposition 6.2.3]). This means that
for g ¥GL2(H) we have
det2(g)=det(ge1−g).
For g ¥GL1(H) this simplifies to det2(g)=det(g) e tr(1−g).
Lemma IV.3. The generalized determinant satisfies for x, y ¥ 1+B2(H)
the relation
det2(xy)=det2(yx)=det2(x) det2(y) e−tr((x−1)(y−1)).
Proof (cf. [Mi89, p. 138]). First we observe that both sides are con-
tinuous functions on (1+B2(H))×(1+B2(H)). Hence it suffices to prove
the equality for (x, y) in the dense subset (1+B1(H))×(1+B1(H)), where
we have
det2(xy)=det(x) det(y) det(e1−xy)
=det(xe1−x) det(ye1−y) e tr(x−1+y−1+1−xy)
=det2(x) det2(y) e tr(x−1+y−xy)=det2(x) det2(y) e−tr((x−1)(y−1)). L
Let r be an admissible representation of L1, and for K=C we assume
that c=0 in the factorization from Theorem III.8,
r(g)=detR(g−2g−1)
k
4 r0(g) for all g ¥ L1
with k ¥N0. It is clear that this expression does not make sense for g ¥ L2.
Since r0 extends in a canonical way to L2, we define a continuous map
r2: L2 QGL(V), gW detR, 2(g−2g−1)
k
4 r0(g)
and note that for g ¥ L1 we have r2(g)=e(k/4) tr(1−g
−2g−1)r(g) (cf. Defini-
tion II.6). Thus r2 |L1 is a multiplier representation which defines the same
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projective representation as r0. The following lemma displays the corre-
sponding cocycle.
Lemma IV.4. For x, y ¥ L2 we have
r2(xy)=r2(x) r2(y) e−
k
4 trR((x
−2x−1−1)(y−2y−1−1)) and r2(x2)=r2(x)g.
Proof. The first formula is an immediate consequence of Lemma IV.3,
and the second one follows from r2(g2)=detR, 2(g−1g−2)k/4 r0(g2)=
detR, 2(g−2g−1)k/4 r0(g)g=r2(g)g. L
Even though tr does not makes sense as a linear functional on U2, we
want to assign a sense to the functional (g.tr− tr) for g ¥ L2. Here one has
to be careful because naively one would consider
(g−1 .tr− tr)(x)=tr(gxg2−x)
which in general does not makes sense for g ¥ L2 because there exist
orthogonal operators u and Hilbert–Schmidt operators x for which
uxu−1−x is not of trace class. Nevertheless, the approach described in the
following lemma works.
Lemma IV.5. For g ¥ L2 and x ¥ U2 we define c(g) ¥ Ug2 by
c(g)(x) :=
kd
2
tr((g−2g−1−1) x).
(i) We have the cocycle identity c(g1 g2)=g1 .c(g2)+c(g1) for
g1, g2 ¥ L.
(ii) a .g :=g−1 .(a−c(g)) defines an affine right action of L2 on U
g
2 .
Proof. (i) For each x ¥ U2 we have the relation
c(g1 g2)(x)=
kd
2
tr((g−21 g
−2
2 g
−1
2 g
−1
1 −x) x)
=
kd
2
tr((g−21 g
−2
2 g
−1
2 g
−1
1 −g
−2
1 g
−1
1 ) x)+
kd
2
tr((g−21 g
−1
1 −1) x)
=
kd
2
tr((g−22 g
−1
2 −1) g
−1
1 xg
−2
1 )+c(g1)(x)
=(g1 .c(g2))(x)+c(g1)(x).
(ii) This is an immediate consequence of (i). L
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Proposition IV.6. If r is an admissible representation of L1, r2: L2 Q
GL(V) is defined by
r2(g)=detR, 2(g−2g−1)
k
4 r0(g),
and j : W2 Q B(V) by j(x) :=detR, 2(x)−k/2 r0(x), then there exists a unique
Herm+(V)-valued measure m2 on U
g
2 with
L(m2)(x)=j(1+x) for 1+x ¥ W2.
Moreover
(p2(g).f)(a)=e
1
2 a(1−gg
2)r2(g−2).f(g−1 .(a−c(g)))
(4.2)
=det2, R(gg2)
k
4 e
1
2 a(1−gg
2)r0(g−2).f(g−1 .(a−c(g)))
defines a unitary representation of L2 on the space L2(U
g
2 , m2).
Proof. For a ¥ Ug1 we write da for the corresponding point measure and
note that the convolution da f m1 is a measure on Ug1 with
L(da f m1)(x)=e−a(x)r(1+x).
The function j is positive definite because it is continuous, and for
1+x ¥ W1 we have
j(1+x)=e
k
2 trR (x)r(1+x)=e
k
2 trR xL(m1)(x)=L(d−k2 trR
f m1)(x).
Using Theorem I.7(iii), we therefore obtain a unique Herm+(V)-valued
measure m2 on U
g
2 withL(m2)(x)=j(1+x) for 1+x ¥ W2.
To see that the action (4.2) induces a unitary representation of L2 on the
space L2(U
g
2 , m2), we first show that
dm2(g−1 .a)=r2(g−1)(e(a+c(g))(1−gg
2) dm2(a+c(g))) r2(g−2).(4.3)
This will be done by showing that both have the same Laplace transforms.
First we observe that
detR, 2(1+g−1xg−2)−
k
2=detR, 2(1+g−2g−1x)−
k
2
(4.4)
=detR, 2(gg2)
k
2 detR, 2(gg2+x)−
k
2 e−
kd
2 tr((gg
2−1) g−2g−1x)
=detR, 2(gg2)
k
2 detR, 2(gg2+x)−
k
2 e−
kd
2 tr((1−g
−2g−1) x)
=detR, 2(gg2)
k
2 ec(g)(x) detR, 2(gg2+x)−
k
2.
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For the Laplace transform of the left hand side of (4.3) we now get
F
Ug2
e−a(x) dm2(g−1 .a)
=detR, 2(1+g−1 .x)−
k
2 r0(1+g−1 .x)
=detR, 2(1+g−1xg−2)−
k
2 r0(1+g−1xg−2)
=(4.4)detR, 2(gg2)
k
2 ec(g)(x) detR, 2(gg2+x)−
k
2 r0(g−1) r0(gg2+x) r0(g−2)
=detR, 2(gg2)
k
4 detR, 2(g2g)
k
4 ec(g)(x)r0(g−1) j(gg2+x) r0(g−2)
=ec(g)(x)r2(g−1) j(gg2+x) r2(g−2)
and for the Laplace transform of the right hand side of (4.3) we obtain
r2(g−1) F
Ug2
e−a(x)e (a+c(g))(1−gg
2) dm2(a+c(g)) r2(g−2)
=r2(g−1) F
Ug2
e−(a−c(g))(x)ea(1−gg
2) dm2(a) r2(g−2)
=r2(g−1) ec(g)(x) F
Ug2
e−a(x−1+gg
2) dm2(a) r2(g−2)
=r2(g−1) ec(g)(x)j(x+gg2) r2(g−2).
That the action of L2 on VU
g
2 induces a unitary action on the space
L2(Ug2 , m2) now follows for f ¥L2(Ug2 , m2) from
||g .f||22=F
Ug2
P(g.f)(a) dm2(a)
=F
Ug2
ea(1−gg
2)r2(g−2) Pf(g−1.(a−c(g)))r2(g−1) dm2(a)
=F
Ug2
e (a+c(g))(1−gg
2)r2(g−2) Pf(g−1.a)r2(g−1) dm2(a+c(g))
=F
Ug2
Pf(g−1.a)e (a+c(g))(1−gg
2)(r2(g−1) dm(a+c(g)) r2(g−2))
=F
Ug2
Pf(g−1.a) dm2(g−1 .a)=||f||
2
2. L
It is instructive to see how the cocycle representation p2 of U2 z L2 on
L2(Ug2 , m2) looks like in the realization of the space L
2(Ug2 , m2) as a repro-
ducing kernel Hilbert spaceHK ıHol(S2, V), where the kernel is given by
K(z, w)=r2((z+wg)/2) and the isometry is given by fW fˆ with
Ofˆ(z), vP=Of, e
−z¯−12
vP, z ¥ S2
(cf. Theorem I.7).
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Proposition IV.7. For g ¥ L2 and z ¥ S2 we have
(p2(g).f)^ (z)=e−
1
2 c(g)(z−1)r2(g).fˆ(g−1 .z).
Proof. For g ¥ L2 and z ¥ S2 we have, in view of Proposition IV.6,
(g.(e
−z−12
v))=e
1
2 a(1−gg
2)e
−z−12
(g−1 .(a−c(g))) r2(g−2).v
=e
1
2 a(1−gg
2)e
−g.(z−1)2
(a−c(g)) r2(g−2).v
=e
1
2 c(g).(g.(z−1))e
−g.(z−1)+gg
2−1
2
(a) r2(g−2).v
=e
1
2 c(g).(g.(z−1))e
−g.z−12
(a) r2(g−2).v.
In view of
c(g)(g.(z−1))=
k
2
tr((g−2g−1−1) g(z−1) g2)
=
k
2
tr(g2(g−2g−1−1) g(z−1))
=
k
2
tr((1−g2g)(z−1))=−c(g−1)(z−1),
this simplifies to
(g.(e
−z−12
v))(a)=e−
1
2 c(g
−1).(z−1)e
−g.z−12
(a) r2(g−2).v.
For g ¥ L2 and z ¥ S2 we thus obtain with Lemma IV.4,
O(g.f)^ (z), vP=Og.f, e
−z¯−12
vP=Of, g−1 .e
−z¯−12
vP
=Of, e−
1
2 c(g).(z¯−1)e
−g
−1.z¯−1
2
r2(g2).vP
=e−
1
2 c(g).(z−1)Ofˆ(g−1 .z), r2(g2).vP
=e−
1
2 c(g).(z−1)Or2(g).fˆ(g−1 .z), vP. L
One motivation to look for a realization on the bigger space Ug2 is that
this realization fits well with the action of the larger group L2 suggested by
the discussion in Example I.8 on the spaces L2(Ug2 , n
2
k), resp. L
2(Ug1 , n
1
k).
The natural isomorphism between these two spaces is given
g : L2(Ug1 , n
1
k)Q L
2(Ug2 , n
2
k), g(f)(a)=f 1kd2 tr+a|U1 2 .(4.5)
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Remark IV.8. (a) Let m1 be the measure on U
g
1 with L(m1)(x)=
r(1+x) for 1+x ¥ W1. Since the right hand side is a differentiable function
on the open domain W1−1 ı U1, we can calculate its derivative as
dr(1)(y)=dL(m1)(0)(y)=−F
Ug1
a(y) dm1(a).
Hence we can view the linear function −dr(1): U1 QHerm(V) as the
expectation value E(m1) of the measure m1 on U
g
1 . For the special case
r(g)=detR(g)−k/2 we obtain in particular
E(n1k)=
k
2
trR and E(d−k2 trR
f m1)=E(n1k)−
k
2
trR=0.
In general
E(d
−k2 trR
f m1)=E(m1)−
k
2
trR=−dr0(1)
extends to a continuous linear function on Ub. Since the expectation value
of the shifted measure is a linear function U1 QHerm(V) that extends con-
tinuously to the bigger space U2, this shift is the most natural one, to
obtain a related measure on the space Ug2 . For the scalar case we have in
particular E(m2)=0.
The Projective Representation of the Affine Group
In Proposition IV.6 above we have constructed a natural representation
of the group L2 on the space L2(U
g
2 , m) given by
(p2(g).f)(a)=e
1
2 a(1−gg
2)r2(g−2).f(g−1 .(a−c(g))).
On the other hand we have seen in Proposition IV.1 how L1 acts on the
space L2(Ug1 , m1). On the group L1 both representations are compatible in
the sense that the unitary map
g : L2(Ug1 , m1)Q L
2(Ug2 , m2), g(f)(a)=f 1kd2 tr+a|U1 2
is L1-equivariant.
If we consider the representation of U1 on L2(U
g
2 , m2) obtained by the
requirement that g is equivariant, we find the formula
(p1(u).f)(a)=e i(
kd
2 tr+a) (u)f(u).
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Since the functional tr cannot be extended in a canonical way to U2, this
formula cannot be used to obtain a representation of U2. Thus we simply
put
(p2(u).f)(a)=e ia(u)f(a), u ¥ U2, a ¥ Ug2 ,
and note that for u ¥ U1 we have p2(u)=e−i(kd/2) trp1(u), so that the corre-
sponding projective representations are the same. For (u, g) ¥ U2 z L2 we
define
p2(u, g) :=p2(u) p2(g)
and claim that
p2(g) p2(u) p2(g−1)=e−ic(g)(g.u)p2(g.u).
In fact, for f: Ug2 Q V and h: U
g
2 Q C we have
(p2(g).(hf))(a)=h(g−1 .(a−c(g))) · (p2(g).f)(a)
and therefore
(p2(g) p2(u).f)(a)=e i(g
−1.(a−c(g)))(u)(p2(g).f)(a)=e i(a−c(g))(g.u)(p2(g).f)(a)
so that
(p2(g) p2(u) p2(g−1).f)(a)=e i(a−c(g))(g.u)f(a)=e−ic(g)(g.u).f(p2(g.u).f)(a).
More explicitly we have
c(g)(g.u)=
kd
2
tr((g−2g−1−1) gug2)=
kd
2
tr(g2(g−2g−1−1) gu)
=
kd
2
tr((1−g2g) u).
On the group G :=U2 z L2 we now consider the multiplier given by
m((u1, g1), (u2, g2))=e−ic(g1)(g1 .u2).
This multiplier defines a central extension q: GˆQ G with Gˆ=G×T and the
multiplication
(u1, g1, z1) · (u2, g2, z2)=(u1+g1 .u2, g1 g2, z1z2e−ic(g1)(g1 .u2)),
and we obtain a unitary representation of Gˆ on L2(Ug2 , m2) by pˆ2(u, g, u) :=
zp2(u, g).
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Since the multiplier m: G×GQ T is smooth, it is clear that Gˆ is a
Banach Lie group.
Proposition IV.9. The central extension GˆQ G defined by the multiplier
m is non-trivial as a central extension of Banach Lie groups.
Proof. To see that the central extension Gˆ of G is non-trivial, it suffices
to show that it is non-trivial on the Lie algebra level. According to [Va85,
Theorem 7.37], the Lie algebra cocycle defined by m is given by
c(X, Y)=
“2
“t “s
:
t, s=0
m(exp tX, exp sY)=
“2
“t “s
:
t, s=0
m(exp sY, exp tX).
It follows immediately that c(X, Y)=0 for X, Y ¥ u2 5 U2 or X, Y ¥ l2. For
u ¥ U2 and X ¥ l2 we have m(tu, exp sX)=1 and
m(exp sX, tu)=e−ic(exp sX)(exp sX.u2)=e−i
k
2 tr((1− exp(sX
2) exp sX) tu)
Hence
c(X, u)=
d
ds
:
s=0
−i
k
2
tr((1− exp(sX2) exp sX) u)=i
k
2
tr((X+X2) u).
For X=X2 we obtain in particular c(X, u)=ik tr(Xu). On the other hand
[X, u]=X.u=Xu+uX2=Xu+uX. If c is a trivial cocycle, then there
exists a continuous linear functional f on g=U2 z l2 with l([X, Y])=
c(X, Y) for X, Y ¥ g and in particular
l(Xu+uX)=ik tr(Xu)=i
k
2
tr(Xu+uX).
This implies that l=i k2 tr on the space U1 of all trace class operators in U2,
contradicting the continuity on U2. L
Problems IV. Describe the space H1c(L2, U
g
2 )=Z
1
c(L2, U
g
2 )/U
g
2 of
equivalence classes of continuous 1-cocycles of L2 with values in U
g
2 . The
same calculation as in the proof of Lemma IV.5 shows that for each A ¥ Ub
the prescription cA(g)(x) :=tr((g−2Ag−1−A) x) defines an element in
Z1c(L2, U
g
2 ), and this cocycle is trivial if and only if A ¥ U2. We thus obtain
an inclusion Ub/U2 +H
1
c(L2, U
g
2 ). Is this map surjective?
V. ERGODICITY OF THE SCALAR MEASURES ON Ug
As before, let K ¥ {R, C, H} and consider the special case where the set J
is countable, so that we may w.l.o.g. assume that J=N. Then U=
Herm(N, K) the Jordan algebra of finite N×N-matrices and the algebraic
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dual space Ug is the space of all infinite hermitian matrices. As a subgroup
of L, the connected group LK :=U(N, K)0=K U(n,K)0 acts in a natural
way on Ug. In this subsection we explain how a recent result of
G. Ol’shanskiı˘ and A. Vershik on LK-ergodic measures on these spaces is
related to the measures considered in Section II.
Theorem V.1 (Ol’shanskiı˘–Vershik). Let m be an LK-invariant probabil-
ity measure on Herm(N, K)g and mˆ : Herm(N, K)Q C its Fourier transform.
Then m is ergodic if and only if m is multiplicative in the sense that there
exists a function F: RQ C such that if A=diag(l1, ..., lr) ¥Herm(r, K) ı
Herm(N, K), then
mˆ(A)=D
r
j=1
F(lj).
In particular the measures m on Herm(N, K)g whose Fourier transform is
given by the following formula are, ergodic
mˆ(A)=e ib1 tr A−b2
tr A2
2 D
.
k=1
det(e−ixkA(1−ixkA)−1),(5.1)
where det denotes the holomorphic extension of the real determinant function
of the Jordan algebra Herm(N, K) to Herm(N, K)C, b1 ¥ R, b2 \ 0, and
;.k=1 x2k <..
Note that the factor e ib1 tr A corresponds to the point measure in b1 tr,
and that e−b2 (tr A
2/2) corresponds to a Gaussian measure cU with respect to
the real scalar product OA, BP=b2 trR(AB). The corresponding measures
are supported by the positive cone if and only if b2=0, xj \ 0 for all j and
;.k=1 xk [ b1 [OV96, Remark 2.11]. The paper [OV96] also contains the
result that for K=C (the argument also works for K=R, H) these are all
the ergodic LK-invariant probability measures.
Proof (cf. [OV96]). The first assertion (cf. [OV96, Theorem 2.1])
is proved in [Ol90] for spherical functions of the pairs (GL(N, K),
U(N, K)0). Here we need the analog result for the corresponding motion
groups
G=Herm(N, K) z U(N, K)0.
Nevertheless, [Ol90, Theorem 23.6] also covers this case, and a closer
inspection of the proof of [Ol90, Theorem 23.8] shows that it carries over
from GL(N, K) to the motion groups G.
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The second assertion is also discussed extensively in [OV96]. To explain
why formula (3.1) is the Fourier transform of a probability measure, we
explain how such measures can be constructed if xn=0 for n > k.
Let z ¥ R and E ¥Herm(k, K). We consider the map
Fz, E: (KN)k 5M(N, k; K)Q Ug, v=(v1, ..., vk)W z1+12 vEv
g,
where vEvg should be read as a matrix product. We may w.l.o.g. assume
that
E=diag(x1, ..., xk).
Then Fz, E is LK-equivariant and the image of the Gaussian measure on
(KN)k is an analog of a Wishart distribution (cf. Definition II.2). Let c
denote the Gaussian measure on (KN)k and put nz, E :=F
g
z, Ec. If E=
E1+E2 and z=z1+z2, then we pointwise have Fz, E=Fz1, E1+Fz2, E2 .
Therefore
mz, E=mz1, E1 f mz2, E2 .
To calculate the Fourier transforms it therefore suffices to do that for the
special case where E is a rank-1-matrix, say E=x1E11 and z=0. Then
Fz, E(v)=
x1
2
vE11vg=
x1
2
v1v
g
1 ,
so that, up to the factor x1, the measure n0, E is a Wishart distribution, and
the same calculation as in Example II.5 yields
mˆ0, E(A)=det(1−ix1A)−1.
This shows that in general we have the formula
mˆz, E(A)=e iz tr A D
k
j=1
det(1−ixjA)−1
=e i(z+C
n
k=1xk) tr A D
k
j=1
det(e−ixjA(1−ixjA)−1).
The general formula (3.1) is obtained for the infinite convolution product
m=db1 1 f cU f m−x1, x1E11 f m−x2, x2E22 f · · · . L
Corollary V.2. The measures nk on the positive cone in Herm(N, K)g
are ergodic for the action of the group LK=U(N, K). The representation of
the semidirect product group U z LK on L2(Ug, nk) is irreducible.
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Proof. For z=0 and Ek :=E11+·· ·+Ekk we obtain in particular
mˆ0, Ek (A)=D
k
j=1
det(1−iA)−1=det(1−iA)−k,
i.e., nk=m0, Ek is the measure from Example II.5. Now the ergodicity
follows from Theorem V.1.
To see that the natural representation of the group G :=U z LK on
H :=L2(Ug, nk) is irreducible, we first observe that the von Neumann
algebra of the multiplication operators coming from L.(Ug, nk) is a
maximal abelian subalgebra of B(H) which is generated by the image of
the representation of U. Hence the commutant of the representation of G
consists of the LK-invariant elements in L.(Ug, nk), which, in view of the
ergodicity of the measure, form a one-dimensional space. Now the irredu-
cibility of the representation is a consequence of Schur’s Lemma. L
Note that Corollary V.2 is false in the finite-dimensional case. In this
sense the irreducibility of the action of U z LK on L2(Ug, nk) is a new phe-
nomenon in the infinite-dimensional setting.
Problems V. Can anything comparable to Corollary V.2 be said about
operator-valued measures?
VI. ADDITIONAL INFORMATION ON THE MEASURES
Let r be an admissible representation of L and k the corresponding
number which can be computed as explained in Theorem III.4 from the
highest weight l of the corresponding representation of lC. We further write
m for the measure on Ug with L(m)(x)=r(1+x) for x ¥ W. For a trace
class operator S ¥Herm1(V) we write us for the scalar measure obtained by
mS(E)=tr(m(E) S).
Lemma VI.1. The measure mS is absolutely continuous with respect to the
measure nk on Ug.
Proof. We have to show that nk(M)=0 implies that mS(M)=0 holds
for a measurable subset M ı Ug. Since each S can be approximated by a
positive linear combination of rank one operators, we may w.l.o.g. assume
that S=Pv for some v ¥ V. We put mv :=mPv . Then for each M ¥S the
mapping VQ R, vW mv(M)=Om(M).v, vP is continuous, so that it suffices
to prove mv(M)=0 for each v in a dense subspace V0 ı V.
To see how we can obtain a suitable subspace, we recall that the repre-
sentation of L1 on V is a direct limit of representations of finite-dimen-
sional subgroups LE ı L corresponding to finite-dimensional Jordan algebras
Herm(E, K), where E ı J is a finite subset. The corresponding subspace
V0 :=1 VE of V is dense.
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If rE is the corresponding representation of LE on VE, then the
corresponding positive definite function on WE is given by jE(x)=
PEj(x+e−eE) P
g
E, where PE: VQ V is the orthogonal projection onto VE.
Let mE denote the corresponding Herm+(VE)-valued measure on W
a
E . Then
L(mE)(x)=jE(x+eE)=PEj(x+e) P
g
E=PEL(m)(x) P
g
E=L(mPE )(x)
for x ¥ WE implies that the restriction map cgE: Ug Q UgE, which is the
adjoint of the inclusion map cE: UE + U, satisfies (c
g
E)
g mPE=mE.
According to [HN97, Theorem V.17] (or [Cl95]), the measure mE has a
density FE with respect to the measure nE, k :=(c
g
E)
g nk, i.e., mE=FE · nE, k.
For UE ı UF we likewise have
(cgE, F)
g mF, PE=mE
which implies that the density FF satisfies FE p cgE, F=PEFFPgE (cf. [Ne98a,
Lemma I.18]). We further conclude that
FE p cgE=FE p cgE, F p cgF=PE(FF p cgF) PgE.
This shows that the function F :=FE p cgE: Ug QHerm(VE) is measurable
with
(cgF)
g (Fnk)=(PEFFP
g
E) nF, k=mF, PE
whenever UE ı UF. This proves that Fnk=mPE , so that mPE has a density for
each E. This completes the proof of the lemma. L
Theorem VI.2. If m is the unique measure on Ug with L(m)(x)=
r(1+x) for x ¥ W, and k ¥N0 as in Theorem III.4, then the set Wak of ele-
ments of rank [ k in the cone Wa ı Ug is thick with respect to the measure m.
If, in addition, J is countable, then Wak is a measurable subset of U
g.
Proof. If E ı Ug is a measurable subset not intersecting the set Wak ,
then Lemma VI.1 shows that for each positive trace class operators S on V
we have mS(E)=tr(m(E) S)=0 because the set Wak contains the range of
the map Q (cf. Example II.5), hence is thick with respect to the measure
nk=QgcV. We conclude that m(E)=0, and this means that W
a
k is thick
with respect to m.
If, in addition, J is countable, then the weak-f-topology turns Ug into a
metrizable separable topological vector spaces. From that it follows easily
that all closed subsets of Ug are measurable and hence that Wak is measur-
able for each k ¥N0. L
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Remark VI.3. (a) Theorem VI.2 implies in particular that if S
denotes the s-algebra on Wak that we obtain by intersecting measurable
subsets of Ug with Wak , then we obtain a measure m˜ on S by m˜(E 5 Wak ) :=
m(E). This is compatible with the observation that one could also apply
Theorem I.3 directly to the projective system of the domains Wak, F corre-
sponding to the finite-dimensional Jordan algebras Herm(F, K), F ı J
finite.
(b) Let r: Ug1 Q U
g denote the restriction map. Then rgm1=m and
therefore each measurable subset E ı Ug with E 5 Wak=” satisfies
m1(r−1(E))=m(E)=0.
But this does not necessarily imply that r−1(Wak ) is thick in U
g
1 with respect
to m1 because if E ı Ug1 is measurable with E 5 r−1(Wak )=”, then r(E)
need not be measurable in U1.
(c) One could also try to see that the measure n1k can also be realized
on the cone of positive functionals in Ug1 which can be identified in a
canonical way with the cone of all bounded positive operators on H (cf.
[Ne98a]).
If we consider the Jordan algebra U1 as the direct limit of the set of all
those finite-dimensional subspaces UF, F ı J, with UF=UF 5 U+1 −
UF 5 U+1 , then the algebraic dual Ug1 is the projective limit of the dual
spaces UgF; and likewise the dual cone (U
+
1 )
a can be viewed as the projec-
tive limit of the finite-dimensional cones (U+F )
a, where U+F :=UF 5 U+1 .
Unfortunately the corresponding restriction maps (U+F )
a Q (U+E )
a are not
always surjective if UE ı EF, so that the assumption (2) of Theorem I.3 is
not satisfied in an obvious fashion.
Example VI.4. We have seen above that for each admissible represen-
tation r of L there exists a k ¥N0 such that the set Wak is thick for the cor-
responding operator-valued measure m on Ug. Moreover, for each positive
trace class operator S ¥Herm+1 (V) the positive measure mS on Ug has a
density with respect to the measure nk. To see how one can make this weak
type of a density more explicit, we consider the particular case where
K=R and
r(g)=det(g)−
1
2 g−2
which corresponds to the odd part of the metaplectic representation of the
two-fold covering of Sp(J, R). On k=gl(J, C) the highest weight is given
by
l=−12 tr− ej0 .
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where j0 ¥ J is maximal with respect to the ordering defining the positive
system D+k . This shows that M=−
1
2 and therefore that k=1 (cf. Theorem
III.4). The decomposition r=det−1/2 r0 is given by r0(g)=g−2, and for
the measure n11 corresponding to det
−1/2 we have
L(n11)(x)=det(1+x)
−12, 1+x ¥ W1.
The determinant function det : GL1(H)Q C× is a homomorphism of Lie
groups, so that its differential is given by
d det(g)(g.X)=det(g) d det(1)(X)=det g · tr X.
Thus
dL(n11)(x)(S)=−
1
2 det(1+x)
−12 tr((1+x)−1 S).
This means that the continuous linear functional dL(n11)(x) on U1 is
represented by the bounded hermitian operator
−12 det(1+x)
−12 (1+x)−1=−12 r(1+x).
We conclude that
r(1+x)=−2dL(n11)(x)
and therefore that for each S ¥Herm+1 (V) we have
L(mS)(x)=tr(r(1+x) S)=−2dL(n11)(x)(S)=S F
Ug1
tr(aS) e−a(x) dn11(a).
This means that
dm(a)=2a · dn11(a)
holds in the weak sense that for each S ¥Herm+1 (V) we have dmS(a)=
2a(S) ·dn(a).
Similar methods can be used to make other operator-valued measures m
more concrete in the same sense. If k is larger than 1, then one has to use
higher derivatives.
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