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Abstract
We study the exact multiplicity and ordering properties of positive solutions of the p-Laplacian
Dirichlet problem
−(ϕp(u′(x)))′ = λf (u), −1 < x < 1,
u(−1)= u(1)= 0,
where p > 1, ϕp(y) = |y|p−2y, (ϕp(u′))′ is the one-dimensional p-Laplacian, and λ > 0 is a
bifurcation parameter. Assuming that f ∈ C[0,∞)∩C2(0,∞) satisfies (F1)–(F4), we show that the
bifurcation curve has exactly one critical point, a maximum, on the (‖u‖∞, λ)-plane. Thus we are
able to determine the exact multiplicity of positive solutions. We give two interesting applications
for a nonlinear Dirichlet problem of polynomial nonlinearities with positive coefficients and for a
stationary singular diffusion problem.
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We study the exact multiplicity and ordering properties of positive solutions of the p-
Laplacian Dirichlet problem{
−(ϕp(u′(x)))′ = λf (u), −1< x < 1,
u(−1)= u(1)= 0,
(1.1)
where f ∈ C[0,∞) ∩ C2(0,∞) satisfies f (u) > 0 for u > 0, p > 1, ϕp(y) = |y|p−2y ,
(ϕp(u
′))′ is the one-dimensional p-Laplacian, and λ > 0 is a bifurcation parameter. This
problem arises in the study of non-Newtonian fluids and nonlinear diffusion problems (see,
e.g., Diaz [4] and references therein).
The motivating examples are the following problems:
(i) A nonlinear Dirichlet problem of polynomial nonlinearities with positive coefficients

−(ϕp(u′(x)))′ = λ
[
m∑
i=1
aiu
qi +
n∑
j=1
bju
rj
]
, −1 < x < 1,
u(−1)= u(1)= 0,
(1.2)
where f (u)=∑mi=1 aiuqi +∑nj=1 bjurj satisfies{
0 < q1 < q2 < · · ·< qm < p− 1 r1 < r2 < · · ·< rn, m,n 1, rn > p− 1,
ai > 0 for i = 1,2, . . . ,m and bj > 0 for j = 1,2, . . . , n. (1.3)
Problem (1.2) is discussed, and exact multiplicity, ordering properties, and structure of
positive solutions are obtained in Section 2.
(ii) A stationary singular diffusion problem{−(ϕp(u′(x)))′ = λ(1− u1/k)−r , −1< x < 1,
u(−1)= u(1)= 0, (1.4)
where k and r are positive constants, and f (u)= (1−u1/k)−r > 0 on [0,1). Problem (1.4)
is discussed, and exact multiplicity and ordering properties of (classical) positive solutions
u with 0< u < 1 are obtained in Section 3.
Exact multiplicity results are usually difficult to obtain for the p-Laplacian Dirichlet
problem{−∆pu= λf (u) in Ω,
u= 0 on ∂Ω, (1.5)
where ∆pu = div(|∇u|p−2∇u) and Ω is a unit ball in Rn (n  1); see, e.g., [2,18] for
p = 2. Also see [8–15,19–22,25–27] for many previous studies for (1.5) (or (1.1) when
n = 1) involving mostly p = 2 (the Laplacian case) and only convex or concave non-
linearities, concave-convex nonlinearities, or cubic polynomials; i.e., they need to assume
that p = 2 and f ′′(u) changes sign at most once on (0,∞). In particular, we note that
a systematic approach by applying a bifurcation theorem of Crandall and Ranibowitz [3]
was developed in [8,11,12,21,22]. When p = 2, the problem becomes more difficult since
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certain nice feature inherent to the case p = 2 seems to be lost or at least difficult to verify.
When p = 2, to the authors’ knowledge, there exists no known exact multiplicity result for
general nonlinearities f .
For (1.1) and when p = 2, in 1970, Laetsch [16] first gave an exact multiplicity result
for general nonlinearities f under the assumptions that f satisfies f (u) > 0 on [0,∞),
f (u) is a convex function of u, and f (u)/u is eventually strictly increasing. He proved
that there exists λ∗ > 0 such that (1.1) has exactly two positive solutions for 0 < λ < λ∗,
exactly one positive solution for λ= λ∗, and no positive solution for λ > λ∗. His method
is based on a quadrature method (called the time map) and on the convexity assumption on
the nonlinearity f .
In this paper, we study (1.1) and assume that f ∈ C[0,∞) ∩ C2(0,∞) satisfies (F1)–
(F4) stated below. Let F(u) := ∫ u0 f (t) dt and θ(u) := pF(u) − uf (u). The time map
formula which we apply to study the p-Laplacian Dirichlet problem (1.1) takes the form
as follows:
λ1/p =
(
p− 1
p
)1/p α∫
0
[
F(α)− F(u)]−1/p du := T (α) for 0 < α <∞; (1.6)
cf. [16, Eq. (2.4)] for p = 2. Positive solutions u of (1.1) correspond to ‖u‖∞ = α and
T (α)= λ1/p. Thus to study the exact number of positive solutions of (1.1) is equivalent to
studying the shape of the time map T (α) on (0,∞).
Our main result for exact multiplicity of positive solutions for (1.1) is the next theorem
which extends Wang and Long [26, Theorem 1.2] from p= 2 to any p > 1.
Theorem 1.1 (see Fig. 1). Suppose that f ∈ C[0,∞)∩C2(0,∞) satisfies
(F1) f (0) 0 and 0 < limu→0+ f (u)/up−1 :=m0 ∞,
(F2) f (u) > 0 for u > 0, and 0 < limu→∞ f (u)/up−1 :=m∞ ∞,
(F3) there exist positive numbers A<B such that

θ ′(u)= (p− 1)f (u)− uf ′(u) > 0 on (0,A),
θ ′(A)= (p− 1)f (A)−Af ′(A)= 0,
′ ′
(1.7)
θ (u)= (p− 1)f (u)− uf (u) < 0 on (A,∞),
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
θ(u)= pF(u)− uf (u) > 0 on (0,B),
θ(B)= pF(B)−Bf (B)= 0,
θ(u)= pF(u)− uf (u) < 0 on (B,∞),
(1.8)
(F4) uf ′(u)/f (u)−1/(p+ 1) on (0,A) and uf ′(u)/f (u) is increasing on (A,B).
Then 

lim
α→0+
T (α)=
(
p− 1
m0
)1/p
π
p
csc
π
p
 0,
lim
α→∞T (α)=
(
p− 1
m∞
)1/p
π
p
csc
π
p
 0,
(1.9)
and T (α) has exactly one critical point, a maximum, on (0,∞). Let α∗ be the critical point
for T (α), then A< α∗ <B .
The exact multiplicity result of positive solutions for (1.1) follows immediately by
Theorem 1.1 depending on the values of
λ0 :=
(
lim
α→0+
T (α)
)p = p− 1
m0
(
π
p
csc
π
p
)p
 0,
λ∞ :=
(
lim
α→∞T (α)
)p = p− 1
m∞
(
π
p
csc
π
p
)p
 0.
Remark 1. Theorem 1.1 allows that f ′′ (the convexity of f ) changes sign more than once
on (0,∞). For example, for p = 2, it can be proved that
(i) The nonlinearity f = f1(u) = u(1 − sinu) + ur with r = 2.1 satisfies (F1)–(F4)
with f1(0) = 0, m0 = 1, m∞ =∞, A ≈ 0.2680, B ≈ 0.3606. f ′′1 (u) = 2.31u0.1 −
2 cosu + u sinu changes sign infinitely many times on (0,∞). So limα→0+ T (α) =
π/2, limα→∞ T (α) = 0, and T (α) has exactly one critical point, a maximum, on
(0,∞).
(ii) The nonlinearity f = f2(u) = u4 − 2u3 + u2 + 12u + 12 satisfies (F1)–(F4) with
f2(0) > 0, m0 = ∞ = m∞, A ≈ 1.8168, and B ≈ 2.5959. f ′′2 (u) = 12u2 −
12u + 2 changes sign twice on (0,B), and also on (0,∞). So limα→0+ T (α) = 0,
limα→∞ T (α)= 0, and T (α) has exactly one critical point, a maximum, on (0,∞).
Our main result for ordering properties of positive solutions of (1.1) is the next theorem
which extends Liu and Zhang [20, Theorem 1(iv) and (v)] from p = 2 to any p > 1. We
note that hypotheses (F1)–(F4) are not needed in the next theorem.
Theorem 1.2. Consider (1.1) where f ∈ C[0,∞) satisfies f (u) > 0 for u > 0. Suppose
for fixed two positive numbers λ1 < λ2, uλ1(x) is a positive solution of (1.1) for λ = λ1,
uλ2(x) is a positive solution of (1.1) for λ= λ2. Then
384 S.-H. Wang, T.-S. Yeh / J. Math. Anal. Appl. 287 (2003) 380–398(i) If ‖uλ1‖∞ < ‖uλ2‖∞, then uλ1(x) < uλ2(x) for −1 < x < 1. Moreover, if f (u)
is a strictly increasing function on (0,∞), then uλ1(x) < (λ1/λ2)1/(p−1)uλ2(x) for
−1 < x < 1. In particular, if f (u)=∑mi=1 aiuqi +∑nj=1 bjurj satisfying (1.3), then
uλ1(x) < (λ1/λ2)
1/(p−1−q1)uλ2(x) for −1 < x < 1.
(ii) If ‖uλ1‖∞ > ‖uλ2‖∞, then uλ1(x) > (λ1/λ2)1/puλ2(x) for −1 < x < 1.
The paper is organized as follows. In Section 2, we give an application of Theorems 1.1
and 1.2 on exact multiplicity, ordering properties, and structure of positive solutions to
(1.2) in which f (u)=∑mi=1 aiuqi +∑nj=1 bjurj satisfies f (0)= 0. By applying the exact
multiplicity result for (1.2), we also study the exact multiplicity, ordering properties, and
structure of positive solutions of


(
ϕp
(
u′(x)
))′ + λ m∑
i=1
aiu
qi +
n∑
j=1
bju
rj = 0, −1< x < 1,
u(−1)= u(1)= 0,
(1.10)
where fλ(u) := λ∑mi=1 aiuqi +∑nj=1 bjurj satisfies (1.3) and (either r1 > p − 1 or b1 <
(p − 1)((π/p) csc(π/p))p). In Section 3, we give another application of Theorems 1.1
and 1.2 on exact multiplicity and ordering properties of positive solutions of (1.4) in
which f (u) = (1 − u1/k)−r satisfies f (0) > 0. Finally, in Section 4, we give the proofs
of Theorems 1.1 and 1.2.
2. A nonlinear Dirichlet problem of polynomial nonlinearities with positive
coefficients
In this section we study the exact multiplicity and structure of positive solutions of (1.2)
with f =∑mi=1 aiuqi +∑nj=1 bjurj satisfying (1.3). Recall the Beta function as follows
(see, e.g., [23, p. 18]):
B(x, y)=
1∫
0
tx−1(1− t)y−1 dt (x, y > 0).
For convenience of notation used in Theorems 2.1 and 2.2, we define the constants

aˆ =m
(
m∏
i=1
ai
qi + 1
)1/m
, bˆ= n
(
n∏
j=1
bj
rj + 1
)1/n
,
b˜ = n
(
n∏
j=1
bj
)1/n
, q¯ =
m∑
i=1
qi
m
, r¯ =
n∑
j=1
rj
n
.
(2.1)
The next theorem extends Liu and Zhang [20, Theorem 1] and Wang and Yeh [27,
Lemma 3.2] for (1.2) from p = 2 to any p > 1.
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Theorem 2.1 (see Fig. 2). Consider (1.2) where f =∑mi=1 aiuqi +∑nj=1 bjurj satisfies
(1.3). Then
(i) There exists λ∗ > 0 such that (1.2) has exactly two positive solutions uλ, vλ with
uλ < vλ for 0 < λ < λ∗, exactly one positive solution uλ∗ for λ = λ∗, and no
positive solution for λ > λ∗. Moreover, if we denote uλ∗ = vλ∗ when λ = λ∗, then
for 0 < λ1 < λ2  λ∗, the positive solutions of (1.2) satisfy
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < (λ1/λ2)1/(p−1−q1)uλ2(x) for −1< x < 1,
(c) vλ1(x) > (λ1/λ2)1/pvλ2(x) for −1 < x < 1.
(ii) For 0 < λ < λ∗, let uλ, vλ be the two positive solutions of (1.2) with uλ < vλ. Then
‖uλ‖∞ < ‖uλ∗‖∞ < ‖vλ‖∞, limλ→0+ ‖uλ‖∞ = 0, and limλ→0+ ‖vλ‖∞ =∞. More
precisely,
‖uλ‖∞ ∼
[
pa1(q1 + 1)p−1
(p− 1)(B( 1
q1+1 ,
p−1
p
))p
] 1
p−1−q1
λ
1
p−1−q1 as λ→ 0+, (2.2)
‖vλ‖∞ ∼
[
pbn(rn + 1)p−1
(p− 1)(B( 1
rn+1 ,
p−1
p
))p
] 1
p−1−rn
λ
1
p−1−rn as λ→ 0+. (2.3)
(iii) The number λ∗ satisfies
λˆ < λ∗ < λˇ, (2.4)
where
λˆ := max
z>0
( p
p−1z
)p−1∑m
i=1 aizqi +
∑n
j=1 bj zrj

( p
p−1
)p−1∑m
i=1 ai +
∑n
j=1 bj
> 0
and
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z>0
( p
p−1z
)p−1
∑m
i=1
ai
qi+1z
qi +∑nj=1 bjrj+1zrj

(
p
p− 1
)p−1(
aˆ
) p−1−r¯
r¯−q¯ (bˆ) q¯−p+1r¯−q¯
×
[(
p− 1− q¯
r¯ − p+ 1
) q¯−p+1
r¯−q¯ +
(
p− 1− q¯
r¯ − p+ 1
) r¯−p+1
r¯−q¯
]−1
.
Remark 2. Our exact multiplicity result in Theorem 2.1 can apply to study the exact mul-
tiplicity and structure of positive solutions of (1.10) for fλ = λ∑mi=1 aiuqi +∑nj=1 bjurj
satisfying (1.3) and (either r1 > p − 1 or b1 < (p − 1)((π/p) csc(π/p))p). Note that, if
r1 = p − 1 and b1  (p − 1)((π/p) csc(π/p))p , then it can be easily proved that (1.10)
has no positive solution for any λ > 0.
The next Theorem 2.2 extends Wang and Yeh [27, Theorem 2.2] for p-Laplacian prob-
lem (1.10) from p = 2 to any p > 1, and it generalizes Addou et al. [1, Theorem 2.1(C)]
and Sanchez and Ubilla [24, Theorem 1.1] in which they studied (1.10) with m = 1 = n
and a1 = 1 = b1. The proof of Theorem 2.2(i)(b) follows by the same arguments used in
the proof of [27, Theorem 2.2(i)(b)] and by [7, Theorem 1]. In Theorem 2.2(iv), the proof
of the assertion that λ∗ → 0 as b1 → ((p − 1)((π/p) csc(π/p))p)− is similar to that of
the assertion that B∗ → 0 as b1 → ((p− 1)((π/p) csc(π/p))p)−; the proofs of these two
assertions are easy but tedious and we omit them. The proofs of the rest of Theorem 2.2
are very similar to those of [27, Theorem 2.2(i)(a), (c), (ii), (iii), (v)]; we omit the proofs.
Theorem 2.2 (see Fig. 3). Consider (1.10) where fλ = λ∑mi=1 aiuqi +∑nj=1 bjurj satis-
fies (1.3) and (either r1 >p− 1 or b1 < (p− 1)((π/p) csc(π/p))p). Then
(i) There exists λ∗ > 0 such that (1.10) has exactly two positive solutions uλ, vλ with
uλ < vλ for 0 < λ < λ∗, exactly one positive solution uλ∗ for λ = λ∗, and no
positive solution for λ > λ∗. Moreover, if we denote uλ∗ = vλ∗ when λ = λ∗, then
for 0 < λ1 < λ2  λ∗, the positive solutions of (1.10) satisfy
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < (λ1/λ2)1/(p−q1−1)uλ2(x) for −1< x < 1,
(c) vλ1(x) > (λ1/λ2)1/pvλ2(x) for −1 < x < 1.
(ii) Let u be a positive solution of (1.10). Then there exists a unique positive number B∗
satisfying
(
p− 1
p
)1/p B∗∫
0
[ B∗∫
u
n∑
j=1
bj t
rj dt
]−1/p
du= 1
such that
‖u‖∞ <B∗ 
[(
p− 1
˜ p−1
)1/p
B
(
p− 1
p
,
1
r¯ + 1
)]p/(r¯−p+1)
.
pb(r¯ + 1)
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In particular, if n= 1,
B∗ =
[(
p− 1
pb1(r1 + 1)p−1
)1/p
B
(
p− 1
p
,
1
r1 + 1
)]p/(r1−p+1)
.
(iii) For 0 < λ< λ∗, let uλ, vλ be the two positive solutions of (1.10) with uλ < vλ. Then
‖uλ‖∞ < ‖uλ∗‖∞ < ‖vλ‖∞, lim
λ→0+
‖uλ‖∞ = 0, and lim
λ→0+
‖vλ‖∞ = B∗.
(iv) If r1 = p− 1, then for fixed ai, bj , qi, rj (1 i m and 2 j  n),
λ∗ → 0 and B∗ → 0 as b1 →
(
(p− 1)
(
π
p
csc
π
p
)p)−
.
We now prove Theorem 2.1 as follows.
Proof of Theorem 2.1. (i) Suppose that
f = fm,n(u) :=
m∑
i=1
aiu
qi +
n∑
j=1
bju
rj , m,n 1,
satisfies (1.3).
It is easy to see that, for m,n 1, fm,n ∈ C[0,∞) ∩ C2(0,∞) satisfies (F1)–(F3) for
some positive numbers A<B and m0 =∞=m∞; we omit the proofs.
For (F4),
uf ′m,n(u)
fm,n(u)
> 0 >
−1
p+ 1 on (0,A)
since f ′m,n(u) =
∑m
i=1 aiqiuqi−1 +
∑n
j=1 bj rj urj−1 > 0 on (0,∞). So, to complete the
proof of (F4), it suffices to prove that uf ′m,n(u)/fm,n(u) is increasing on (A,B). Actually,
we prove that
uf ′m,n(u) is increasing on (0,∞)
fm,n(u)
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same as that of [27, Lemma 3.2]. Hence fm,n satisfies (F4).
So, by Theorem 1.1, limα→0+ T (α)= 0= limα→∞ T (α) and T (α) has exactly one crit-
ical point, a maximum, on (0,∞). Thus there exists λ∗ := (T (α∗))p = (maxα∈(0,∞) T (α))p
> 0 for some α∗ ∈ (A,B) such that (1.2) has exactly two positive solutions uλ, vλ with
uλ < vλ for 0 < λ< λ∗ (the ordering of uλ, vλ can be proved easily), exactly one positive
solution uλ∗ for λ = λ∗, and no positive solution for λ > λ∗. Moreover, if 0 < λ1 < λ2 
λ∗, then
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞,
(b) uλ1(x) < (λ1/λ2)1/(p−q1−1)uλ2(x) for −1 < x < 1 by Theorem 1.2(i),
(c) vλ1(x) > (λ1/λ2)1/pvλ2(x) for −1< x < 1 by Theorem 1.2(ii).
(ii) It is easy to see that ‖uλ‖∞ < ‖uλ∗‖∞ < ‖vλ‖∞ for 0 < λ < λ∗, limλ→0+ ‖uλ‖∞
= 0, and limλ→0+ ‖vλ‖∞ =∞. Eqs. (2.2) and (2.3) follow immediately by (4.1) and (4.2)
stated below.
(iii) For (2.4), we first prove the inequality λˆ < λ∗. For any z > 0, by (1.6), we compute
that
(λ∗)1/p = T (α∗) T (z)=
(
p− 1
p
)1/p z∫
0
[
F(z)− F(u)]−1/p du
=
(
p− 1
p
)1/p z∫
0
[
f (d)(z− u)]−1/p du
(for some d ∈ (u, z) by the mean value theorem)
>
(
p− 1
p
)1/p z∫
0
[
f (z)(z− u)]−1/p du
(since f (u) is strictly increasing on (0, z))
=
[( p
p−1z
)p−1
f (z)
]1/p
=
[ ( p
p−1z
)p−1∑m
i=1 aizqi +
∑n
j=1 bj zrj
]1/p
.
It follows immediately that
λ∗ > λˆ= max
z>0
( p
p−1z
)p−1∑m
i=1 aizqi +
∑n
j=1 bjzrj

( p
p−1
)p−1∑m
i=1 ai +
∑n
j=1 bj
.
We next prove the inequality λ∗ < λˇ. Recall (2.1) that
aˆ =m
(
m∏ ai
qi + 1
)1/m
, bˆ= n
( n∏ bj
rj + 1
)1/n
,i=1 j=1
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m∑
i=1
qi
m
, r¯ =
n∑
j=1
rj
n
.
For 0< u < α, we compute that
F(α)− F(u)=
α∫
0
f (t) dt −
u∫
0
f (t) dt = α
1∫
0
f (αs) ds − u
1∫
0
f (us) ds
>
( 1∫
0
f (αs) ds
)
(α − u)= F(α)
α
(α − u).
So, by (1.6), we obtain
(λ∗)1/p =
(
p− 1
p
)1/p α∗∫
0
[
F(α∗)− F(u)]−1/p du
<
(
p− 1
p
)1/p( α∗
F(α∗)
)1/p α∗∫
0
(α∗ − u)−1/p du
=
(
p
p− 1
)(p−1)/p
α∗
(F (α∗))1/p
after a simple computation. Then
λ∗ <
(
p
p− 1
)p−1 (α∗)p
F (α∗)
=
( p
p−1α
∗)p−1
∑m
i=1
ai
qi+1 (α
∗)qi +∑nj=1 bjrj+1 (α∗)rj
max
z>0
( p
p−1z
)p−1
∑m
i=1
ai
qi+1z
qi +∑nj=1 bjrj+1zrj
(= λˇ)
max
z>0
(
p
p− 1z
)p−1[
aˆzq¯ + bˆzr¯]−1
(by the theorem of arithmetic and geometric means)
=
(
p
p− 1
)p−1(
aˆ
) p−1−r¯
r¯−q¯ (bˆ) q¯−p+1r¯−q¯
[(
p− 1− q¯
r¯ − p+ 1
) q¯−p+1
r¯−q¯ +
(
p− 1− q¯
r¯ − p+ 1
) r¯−p+1
r¯−q¯
]−1
after another simple computation.
The proof of Theorem 2.1 is complete. ✷
3. A stationary singular diffusion problem
In this section we study the exact multiplicity and ordering properties of positive
solutions of the problem
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{−(ϕp((vk))′)′ = λ(1− v)−r , −1 < x < 1,
v(−1)= v(1)= 0, (3.1)
where k, r are positive constants and λ > 0 is a bifurcation parameter. Problem (3.1) is a
steady state of a singular diffusion problem. For (3.1) and p = 2, (exact) multiplicity and
stability of positive solutions have been studied in [5,17,26]. In particular, for p  2, k = 1,
and r = 1, Fila et al. [6, Theorem 5.1] proved the exact multiplicity and stability results of
positive solutions of (3.1).
Problem (3.1) can be written in the form of (1.1) with
u= vk, f (u)= (1− u1/k)−r . (3.2)
That is, problem (3.1) is equivalent to{−(ϕp(u′))′ = λ(1− u1/k)−r , −1 < x < 1,
u(−1)= u(1)= 0. (3.3)
In (3.2), the nonlinearity f (u) = (1 − u1/k)−r has a singularity at u = 1. So we look
for classical C2 solutions u of (3.3) satisfying 0 u < 1. The next theorem extends [26,
Theorem 2.2] for p-Laplacian problem (1.2) from p = 2 to any p > 1, and it generalizes
[6, Theorem 5.1] for any p > 1, k > 0, and r > 0.
Theorem 3.1 (see Fig. 4). For any k > 0,
(i) (a) If 0 < r < 1, there exist two numbers λ¯(r) and λ∗(r) with 0 < λ¯(r) < λ∗(r) such
that (3.3) has exactly two positive solutions uλ, vλ with uλ < vλ for λ¯ < λ < λ∗,
exactly one positive solution uλ for 0 < λ λ¯ or λ= λ∗, and no positive solution for
λ > λ∗.
(b) If r  1, there exists a number λ∗(r) > 0 such that (3.3) has exactly two positive
solutions uλ, vλ with uλ < vλ for 0 < λ < λ∗, exactly one positive solution uλ for
λ= λ∗, and no positive solution for λ > λ∗.
(ii) If we denote uλ∗ = vλ∗ when λ= λ∗, then for 0< λ1 < λ2  λ∗, the solutions of (3.3)
satisfy
(a) ‖uλ1‖∞ < ‖uλ2‖∞ and ‖vλ1‖∞ > ‖vλ2‖∞ (if both vλ1 and vλ2 exist),
(b) uλ1(x) < (λ1/λ2)1/(p−1)uλ2(x) for −1< x < 1,
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(iii) Assume that k = 1 and 0< r < 1. For fixed p > 1,
λ¯(r)= (p− 1)(1− r)
p
(
p
p− 1+ r
)p
which is a strictly decreasing function of r ∈ (0,1) and
lim
r→0+
λ¯(r)=
(
p
p− 1
)p−1
∈ (1, e), lim
r→1−
λ¯(r)= 0,
where e≈ 2.7183 is the Euler’s number.
Proof of Theorem 3.1. Similarly to before, we prove Theorem 3.1 by studying the time
map T (α), 0< α < 1, defined by (1.6) for f (u)= (1−u1/k)−r . First, for any r > 0, since
f (0)= 1 > 0, by Lemma 4.1(ii) stated below, we obtain limα→0+ T (α) = 0. Exactly the
same arguments used to prove [5, Theorem 3.3] can apply to prove
lim
α→1−
T (α)
{
> 0 if 0 < r < 1,
= 0 if r  1;
we omit the proof. We define λ¯ = (limα→1− T (α))p > 0 if 0 < r < 1. Thus, to complete
the proof of Theorem 3.1, it suffices to prove that, for any k > 0, the time map T (α) has
exactly one critical point, a maximum, on (0,1).
By (1.7) and (1.8), it is easy to see that
θ(u)= pF(u)− uf (u)
and
θ ′(u)= (p− 1)f (u)− uf ′(u)
= (1− u1/k)−r−1
[
−
(
k(p− 1)+ r
k
)
u1/k + p− 1
]
satisfy
θ(0)= 0, θ ′(0)= (p− 1)f (0) > 0, lim
u→1−
θ ′(u)=−∞,
θ ′(u)= (p− 1)f (u)− uf ′(u) > 0 on (0,A),
θ ′(A)= (p− 1)f (A)−Af ′(A)= 0,
θ ′(u)= (p− 1)f (u)− uf ′(u) < 0 on (A,1),
where
A=
(
k(p− 1)
k(p− 1)+ r
)k
∈ (0,1).
So there exists a positive number B ∈ (A,1) such that
θ(u)= pF(u)− uf (u) > 0 on (0,B),
θ(B)= pF(B)−Bf (B)= 0,
θ(u)= pF(u)− uf (u) < 0 on (B,1).
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T ′(α) > 0 on (0,A] and T ′(α) < 0 on [B,1).
Moreover, for any k, r > 0, f (u)= (1− u1/k)−r > 0 on (0,1). We compute that
f ′(u)= r
k
(1− u1/k)−r−1u(1−k)/k > 0 on (0,1) (3.4)
and thus
uf ′(u)
f (u)
= r
k
(u−1/k − 1)−1 > 0
is strictly increasing on (0,1). By above, if we confine T (α) on (A,B)⊂ (0,1), by Theo-
rem 1.1, T (α) has exactly one critical point, a maximum, on (A,B). Hence, the results in
part (i) follow.
For part (ii), it is clearly that part (ii)(a) is obvious and parts (ii)(b) and (c) follow im-
mediately by Theorem 1.2 and (3.4).
For part (iii), if k = 1 and 0< r < 1, then F(α)= 1/(1− r)[1− (1− α)1−r ]. Thus, we
have
λ¯(r)=
{
lim
α→1−
T (α)
}p =
{(
p− 1
p
)1/p
lim
α→1−
[ α∫
0
[
F(α)− F(u)]−1/p du
]}p
= p− 1
p
lim
α→1−
{
α
1∫
0
[
F(α)− F(αv)]−1/p dv
}p
(set u= αv)
= p− 1
p
{ 1∫
0
lim
α→1−
[
F(α)− F(αv)]−1/p
}p
dv
(by the monotone convergence theorem)
= (p− 1)(1− r)
p
{ 1∫
0
(1− v)(r−1)/p dv
}p
= (p− 1)(1− r)
p
(
p
p− 1+ r
)p
.
It is easy to prove that λ¯(r) is a strictly decreasing function of r ∈ (0,1), limr→0+ λ¯(r)=
(p/(p− 1))p−1 ∈ (1, e), and limr→1− λ¯(r)= 0; we omit the proofs.
The proof of Theorem 3.1 is complete. ✷
4. Proofs of Theorems 1.1 and 1.2
To prove Theorem 1.1, we need the following Lemmas 4.1–4.3.
Lemma 4.1. Suppose f ∈ C[0,∞) satisfies f (u) > 0 for u > 0.
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s1, s2, m˜0, m˜∞, then
T (α)∼
(
p− 1
pm˜0
)1/p
(s1 + 1)(1−p)/pB
(
1
s1 + 1 ,
p− 1
p
)
α(p−1−s1)/p
as α→ 0+, (4.1)
T (α)∼
(
p− 1
pm˜∞
)1/p
(s2 + 1)(1−p)/pB
(
1
s2 + 1 ,
p− 1
p
)
α(p−1−s2)/p
as α→∞. (4.2)
(ii) If 0  limu→0+ f (u)/up−1 := m0 ∞ and 0  limu→∞ f (u)/up−1 := m∞ ∞,
then 

lim
α→0+
T (α)=
(
p− 1
m0
)1/p
π
p
csc
π
p
 0,
lim
α→∞T (α)=
(
p− 1
m∞
)1/p
π
p
csc
π
p
 0.
(4.3)
The proofs of Lemma 4.1(i) and (ii) are very similar to those of [16, Theorems 2.5–2.7,
2.9 and 2.10]; we omit them.
Lemma 4.2. Suppose that f ∈ C[0,∞)∩C2(0,∞) satisfies (F1)–(F4), then the maximum
of ∆f˜ /∆F on [0, α] occurs at u= α for α ∈ (A,B), and
max
0uα
∆f˜
∆F
= f (α)+ αf
′(α)
f (α)
for α ∈ (A,B), where ∆F = F(α)−F(u), ∆f˜ = αf (α)− uf (u), and (∆f˜ /∆F)|u=α :=
limu→α−(∆f˜ /∆F).
Lemma 4.3. Suppose that f ∈C[0,∞)∩C2(0,∞) satisfies (F1)–(F4), then the minimum
of ∆fˆ ′/∆f˜ on [0, α] occurs at u= 0 for α ∈ (A,B), and
min
0uα
∆fˆ ′
∆f˜
= αf
′(α)
f (α)
for α ∈ (A,B), where ∆f˜ = αf (α)− uf (u), ∆fˆ ′ = α2f ′(α)− u2f ′(u), (∆fˆ ′/∆f˜ )|u=0
:= limu→0+(∆fˆ ′/∆f˜ ), and (∆fˆ ′/∆f˜ )|u=α := limu→α−(∆fˆ ′/∆f˜ ).
Slightly modified arguments used to prove [26, Lemmas 4.2 and 4.3] can apply to prove
Lemmas 4.2 and 4.3; we omit them.
We are now in a position to prove Theorem 1.1. The proof is similar to that of [26,
Theorem 1.2].
Proof of Theorem 1.1. First, Eq. (1.9) follows by (4.3). Secondly, we compute that
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(
p− 1
pp+1
)1/p 1
α
α∫
0
∆θ
(∆F)(p+1)/p
du (4.4)
and
T ′′(α)=
(
p− 1
pp+1
)1/p 1
α2
α∫
0
−p+1
p
(∆θ)(∆f˜ )+∆F(∆θ˜ ′)
(∆F)(2p+1)/p
du,
where ∆F = F(α) − F(u), ∆θ = θ(α) − θ(u), ∆f˜ = αf (α) − uf (u), and ∆θ˜ ′ =
αθ ′(α)− uθ ′(u). Thus by (4.4), (1.7) and (1.8), it is easy to see that
T ′(α) > 0 for α ∈ (0,A] and T ′(α) < 0 for α ∈ [B,∞).
So T (α) has at least one critical point, a local maximum, on (A,B). We then prove that
T (α) has exactly one critical point, a maximum, on (A,B).
Suppose that
M1 = max
0uα
∆f˜
∆F
, M2 = min
0uα
∆fˆ ′
∆f˜
,
then M1 −M2 = 1 by Lemmas 4.2 and 4.3. We compute that
T ′′(α)+ M1
pα
T ′(α)=
(
p− 1
pp+1
)1/p α∫
0
Q
α2(∆F)(2p+1)/p
du,
where
Q= M1
p
[
p(∆F)2 − (∆f˜ )(∆F)]+ p+ 1
p
(∆f˜ )2 − 2(∆f˜ )(∆F)− (∆fˆ ′)(∆F).
Let λ=∆f˜ /∆F and Φ(x)= xf (x)− (p/(p+ 1))F (x). By (F4),
Φ ′(x)= f (x)+ (p+ 1)xf
′(x)
p+ 1  0 on (0,B).
So [
αf (α)− p
p+ 1F(α)
]
−
[
uf (u)− p
p+ 1F(u)
]
 0 for 0< u < α <B.
Hence,
αf (α)− uf (u)
F (α)− F(u) 
p
p+ 1 for 0 < u< α <B,
that is,
λ= ∆f˜
∆F
 p
p+ 1 . (4.5)
Now by (4.5), we have
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p
(∆f˜ )2 −
(
2+ M1
p
+M2
)
(∆f˜ )(∆F)+M1(∆F)2
= (∆F)2
[
p+ 1
p
λ2 − λ
(
2+ M1
p
+M2
)
+M1
]
for α ∈ (A,B), 0 < u < α. Denoting the quadratic polynomial in λ by R(λ), and noting
that M2 =M1 − 1, we have
R(λ)= p+ 1
p
λ2 − λ
(
2+ M1
p
+M2
)
+M1
= p+ 1
p
λ2 − λ
(
p+ 1
p
M1 + 1
)
+M1
= p+ 1
p
(λ−M1)
(
λ− p
p+ 1
)
.
Since p/(p + 1) λM1, R(λ) 0. It follows that Q 0. By a more careful analysis,
it can be proved that Q is not identically zero for fixed α ∈ (A,B), 0 < u < α. Hence,
T ′′(α)+ M1
pα
T ′(α) < 0 for α ∈ (A,B).
Thus T (α) has exactly one critical point, a local maximum, on (A,B). By above, T (α) has
exactly one critical point, a maximum, on (0,∞). Moreover, let α∗ be the critical point for
T (α), then A< α∗ <B . This completes the proof of Theorem 1.1. ✷
We prove Theorem 1.2 by modifying the proofs of [19, Theorem 1(v)] and [20, Theo-
rem 1(iv)].
Proof of Theorem 1.2. We first prove (ii). Suppose that uλ(x) is a positive solution of
(1.1). By (1.1), for fixed λ > 0, we have
∣∣u′λ(x)∣∣p = pλp− 1
[
F
(‖uλ‖∞)− F (uλ(x))], (4.6)
x + 1 =
(
p− 1
pλ
)1/p uλ(x)∫
0
[
F
(‖uλ‖∞)− F(w)]−1/p dw, −1 x  0, (4.7)
and uλ(x) is symmetric with respect to 0 with its maximum occurring at x = 0, cf. [19,
pp. 187, 188]. For λ1 < λ2, suppose that ‖uλ1‖∞ > ‖uλ2‖∞. Then for 0w < ‖uλ2‖∞,
F
(‖uλ1‖∞)− F(w)=
‖uλ1‖∞∫
w
f (t) dt >
‖uλ2‖∞∫
w
f (t) dt = F (‖uλ2‖∞)− F(w).
(4.8)
Setting w = 0 in (4.8) and by (4.6), we obtain∣∣u′λ1(−1)∣∣p = pλ1 F (‖uλ1‖∞)> λ1
[
pλ2
F
(‖uλ2‖∞)
]
= λ1 ∣∣u′λ2(−1)∣∣p.p− 1 λ2 p− 1 λ2
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uλ1(x) >
(
λ1
λ2
)1/p
uλ2(x) (4.9)
for x ∈ (−1,−1+ ε). If (4.9) is not true for all x ∈ (−1,1), then there exists x∗ ∈ (−1,0)
such that uλ1(x∗)= (λ1/λ2)1/puλ2(x∗). By (4.7) and (4.8), we obtain that
x∗ + 1 =
(
p− 1
pλ1
)1/p uλ1 (x∗)∫
0
[
F
(‖uλ1‖∞)− F(w)]−1/p dw
<
(
p− 1
pλ2
)1/p(
λ2
λ1
)1/p uλ1 (x∗)∫
0
[
F
(‖uλ2‖∞)− F(w)]−1/p dw
=
(
p− 1
pλ2
)1/p(λ2
λ1
)1/p (λ1/λ2)1/puλ2 (x∗)∫
0
[
F
(‖uλ2‖∞)− F(w)]−1/p dw
=
(
p− 1
pλ2
)1/p(
λ2
λ1
)1/p
×
uλ2 (x
∗)∫
0
[
F
(‖uλ2‖∞)− F
((
λ1
λ2
)1/p
t
)]−1/p(
λ1
λ2
)1/p
dt
<
(
p− 1
pλ2
)1/p uλ2 (x∗)∫
0
[
F
(‖uλ2‖∞)− F(t)]−1/p dt = x∗ + 1,
which is a contradiction. So uλ1(x) > (λ1/λ2)1/puλ2(x) for −1< x < 1.
Next, we prove (i). It is easy to show that uλ1(x) < uλ2(x) for −1 < x < 1 by the above
argument; we omit the proof. In addition, suppose that f (u) is a strictly increasing function
on (0,∞), we have(
ϕp
(
u′λ1(x)
))′ = −λ1f (uλ1(x))>−λ1f (uλ2(x))= λ1λ2
(
ϕp
(
u′λ2(x)
))′
for −1 < x  0. Since ϕp(u′λ1(0))= ϕp(u′λ2(0))= 0, we obtain ϕp(u′λ1(x)) < (λ1/λ2)×
ϕp(u
′
λ2
(x)) for −1 < x < 0. This implies that u′λ1(x) < (λ1/λ2)1/(p−1)u′λ2(x) for −1 <
x < 0. Thus we have
uλ1(x) <
(
λ1
λ2
)1/(p−1)
uλ2(x) for −1 < x  0 (4.10)
since uλ1(−1)= uλ2(−1)= 0.
In particular, if f (u) =∑mi=1 aiuqi +∑nj=1 bjurj satisfying (1.3), then (4.10) holds.
Then we have for −1< x  0
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ϕp
(
u′λ1(x)
))′ = −λ1
[
m∑
i=1
aiu
qi
λ1
(x)+
n∑
j=1
bju
rj
λ1
(x)
]
>−λ1
[
m∑
i=1
ai
(
λ1
λ2
)qi/(p−1)
u
qi
λ2
(x)+
n∑
j=1
bj
(
λ1
λ2
)rj /(p−1)
u
rj
λ2
(x)
]
>−λ1
(
λ1
λ2
)q1/(p−1)[ m∑
i=1
aiu
qi
λ2
(x)+
n∑
j=1
bju
rj
λ2
(x)
]
=
(
λ1
λ2
)1+q1/(p−1)(
ϕp
(
u′λ2(x)
))′
.
Similarly, by above, we have
uλ1(x) <
(
λ1
λ2
) 1
p−1+ q1(p−1)2
uλ2(x) for −1 < x  0.
Then an inductive argument leads to, for k ∈ ℵ,
uλ1(x) <
(
λ1
λ2
) 1
p−1+ q1(p−1)2 +···+
q
k−1
1
(p−1)k
uλ2(x) for −1 < x  0.
Letting k→∞, we get
uλ1(x)
(
λ1
λ2
) 1
p−1
∑∞
k=0
( q1
p−1
)k
uλ2(x)=
(
λ1
λ2
) 1
p−1−q1
uλ2(x) for −1< x  0.
Applying the above argument once again, we obtain uλ1(x) < (λ1/λ2)1/(p−1−q1)uλ2(x) for−1< x  0. This completes the proof of Theorem 1.2. ✷
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