October 1976 We study properties of the solutions to a parametrized constrained optimization problem in Hilbert spaces . A special~-operator is studied which is of importance in economic theory ; sufficient conditions are given for its existence, symmetry, and negative semidefiniteness . The techniques used are calculus on Hilbert spaces and functional analysis .
It is sometimes possible to determine qualitative properties of the solutions with respect to changes in the parameters of the model .
The study of such properties is often called comparative statics ; [15] , [2] , and [ 10] , Certain comparative static properties of the maxima have proven to be of particular importance for economic theory, since the works of Slutsky, Hicks, and Samuelson [15] : they have been formulated in terms of symmetry and negative semidefiniteness of a matrix, called the Slutsky-Hicks-Samuelson matrix . A discussion of this matrix and its applications is given in Section 1, The study of these properties in economic theory, however, has so far been restricted to static models where the choice variable and the parameters are elements in Euclidean spaces, and where there is only one constraint .
Infinite dimensionality of the choice variables arises naturally from the underlying dynamics of the models . For example, in optimal growth models with continuous time and problems of planning with infinite horizons [4] and also from the existence of infinitely many characteristics of the commodities indexed, for instance, by states of nature in models with uncertainty, by location, etc . Many times these models are formalized as optimization problems with more than one constraint . 3 It is the purpose of this paper to extend the study of-the SlutskyHicks-Samuelson operator to a general class of parametrized,' constrained optimization problems which appear in recent works in~' economic theory : the choice variables and parameters belong to infinite dimensional spaces, the objective function to be maximized !' depends also on parameters, and the optimization is restricted to regions given by many possibly infinite parametrized constraints, linear or not . l The results provide a foundation for the study of comparative statics in dynamic models such as optimal growth and other dynamic models [4] .
The derivation of the Slutsky operator is more complicated in the case of many constraints, and the operator obtained is of a slightly i . different nature . One reason is that the "compensation" can be performed in different manners since there are many constraints, as'b ecomes clear in the proof of Theorem 1 and the remark following it .
Also, the existence of parameters introduces new effects that do not exist in the classical models ; in general, the classical properties are not preserved . Further, since the values of the constraints may be in an infinite dimensional space of sequences (denoted C), the' "generalized Lagrangian multiplier" may also be infinite dimensional, ' in effect, an element of the dual space of C , denoted C * . To avoid the problem of existence of such dual elements which are not represent-' able by sequences (e . g . , purely finite additive measures [S]) and'thus l Related work in infinite dimensional commodity spaces has been done for special cases of one linear constraint and no parameters in the objective function by L . Court [7] and Berger [3] . In finite dimensional models, related work for parametrized models with one constraint was done by Kalman [9] , and Kalman and Intriligator [10] ; Chichilnisky and Kalman studied parametrized multi-constraint problems in [6] .
complicate the computations, we work on a Hilbert space of sequences C . Infinite dimensional economic models where the variables are elements of Hilbert spaces have been studied in [4] and [5] ,
The extension from finite to infinite dimensional choice variables and parameters involves further technical difficulties . In the first place, existence of optimal solutions is harder to obtain since closed and bounded sets in infinite dimensional spaces are not, in general, compact in certain topologies such as the topology of the norm . To avoid this problem, one usually uses certain weak topologies in which norm bounded and closed sets are compact . However, in these topologies, the continuity of the objective functions is more difficult to obtain, and thus the usual proofs of existence of solutions by compactness-continuity arguments may restrict the class of admissible objective functions . However, using the concavity of the objective function and convexity of the set on which the optimization is performed, we prove existence of an optimal solution on norm bounded closed sets 2 or weakly compact sets without requiring the objective function to be weakly continuous, which widens the choice of objective functions .
Thus, the existence of a solution can be obtained in more economic models of this type ; a useful tool here is the Banach-Saks theorem [14] .
In Section 1 sufficient conditions are given for existence and uniqueness of a C I solution to a general optimization problem and for existence of a generalized Slutsky-Hicks-Samuelson operator which contains as a special case the operator of classical economic 2 In any reflexive Banach space or Hilbert space, norm bounded and closed sets are weakly compact [8] .
models . In Section 2, properties of this operator are . studied : . , a class :~-of objective and constrained functions is shown to preserve the classical properties of symmetry and negative semidefiniteness of the operator, which are, in general, lost in parametrized models, as seen in [10] .
Section 1 5
We now discuss the Sluts ky-Hicks -Samuelson operator and its applications . For further references, see, for instance, [15] and [10] , Consider the maximization problem : parametrized models [9] ; thus, one can at most hope to obtain sufficient conditions of the classes of models (objective functions and constraints) in which these properties are still satisfied . This is discussed in Section 2 .
We now formally define the problem : for a given vector of parameters (a, c) we study the solutions of restricted by g(x,a) = c
We assume that f and g are twice continuously Frechet differentiable (denoted C 2 ) real valued and vector valued functions, respectively. showed that they are "generically" satisfied by using Sard's theorem .
Here we assume them ; one can refer, for instance, to the work of Kantorovich and Akilov [11] for sufficient conditions on the functions f and g that will yield the required invertibility of certain linear operators in infinite dimensional spaces . This is discussed further in the remarks after Theorem 1, One can also consider extensions of the results of [6] by use of the infinite dimensional version of Sards' theorem [16] . These results will be developed elsewhere, since they exceed the scope of this paper .
THEOREM I, _Let f : X I X A 1 -s R _and g : X 1 X A l -~C 1 be C 2 functions . For every a E A ll let f( -, a) be strictly concave and increasing on x, and g be increasing in x . 5 Assume the set g c a is a nonempty convex T-compact subset of X 1, 6
g is regular as a function of x, 7 5 f is increasing in x if f(x I > f (x 2 ) when x I -x 2 E X + . ) 6gc,a is weakly compact in X if it is closed and bounded [8] . So, basically, condition G) can be viewed as a condition of houndedness and closedness of the "technology" represented by the feasible set gc, a . Let g c a = [ x : g (x, a) = c] . Then when g is strictly increasing in x, given' that f is strictly increasing , also, the maximum of f over g c a will be attained in this case at~2 in k c An example in infinite dimensional spaces where the set g c a (s .convex is provided by all the feasible consumption paths obtained from an initial capital stock in an economy with a convex technology, in the usual optimal growth model . In these cases, the constraint g takes the o jm of a differential (or difference) equation with initial conditions, see 4~], 7 i . e . , for all (x 0 , a 0 ) in X I X A 1' 8x g(x0 ' a 0 ) is onto .
(iii) for each (a,c), (6/6(x, >))~ is a top linear isomorphism , and it follows that h(a, c) , which is the solution of system q) above, 1 is of class C , ,t 10 in C .
Now by condition (iv)
We now derive the S(a,c) operator . 11 For each (a, e) E A l X the first order necessary conditions for an optimum are :
ynk E gc . a' and by then 10 Note that the fact that f is continuous arfd defined on X , which is a neiphborhood of X F replaces the condition in [13] of existence of an interior point of X l .
F he approach used here generalizes the approach of Kalman and Intriligator in [ 10] which is clone for one constraint and for finite dimensional spaces 
11-.
Since X and A :,re, llilbert spaces and tC is convex in the varlable x, for each (a, c :) the operator (-,~2 /ax 2 L) will be negative definite at the (x,X) which satisfy the first order conditions #(x,a,c,),) = 0 when x is a maximum, and thus (a 2 /3x? ) L will be invertible . (5) and (6) 
Ilence, by (10) and (11), when df = 0
We now consider the effect of a "compensated" change in the vector a, obtained by a change in the parameter c, which keeps the value of the objective function constant, 1. e . , when From (2), this implies that at the maxima, which implies in particular that when df = 0, the do s are not all 14 If c is a real number and there is one constraint, Equation (13) becomes linearly independent . We now choose one of tire constraints--say the (13 1) do -(aag)da = X (aa f)da i-th one--to perform the "compensation, 11 1 . e . , to insure that the optimal And, in the classical case, where a = p (price), g (x, a) = p " x, c = I (income), x is consumption, (13) becomes (13") dl -x " dp = 0 when df = 0
Note that the "compensation" has the effect of making the components of do to be not all linearly independent on the surface f=r . For instance, in Equation ( 13), dc' is a function of all dcj, j t i. Note that o(dc) = 0 does not imply do = 0 ; the analog of this situation in the classical case is the fact that _dI, I = income, is not a "free" real variable any n>orc when f = f , since dI = x " dp . In the classical consunier case the fact that Equation (14), when df = 0, becomes (14'), is equivalent to the classical condition that dc -x " dp (c denotes income) becomes zero when df = 0 ; this follows from the fact that ((a/aa)f) = 0 in the classical consumer case (since f does not depend on a), and also that 0 in this case is zero (see, for instance, [15] ) . Therefore, from (7), (14) and ( 
