We consider feed-forward networks, that is, networks where cells can be divided into layers, such that every edge targeting a layer, excluding the first one, starts in the prior layer. A feed-forward system is a dynamical system that respects the structure of a feed-forward network. The synchrony subspaces for a network, are the subspaces defined by equalities of some cells coordinates, that are flow-invariant by all the network systems. The restriction of each network system to each synchrony subspace is a system associated with a smaller network, which may be, or not, a feed-forward network. The original network is then said to be a lift of the smaller network. We show that a feed-forward lift of a feed-forward network is given by the composition of two types of lifts: lifts that create new layers and lifts inside a layer. Furthermore, we address the lifting bifurcation problem on feed-forward systems. More precisely, the comparison of the possible codimension-one local steady-state bifurcations of a feed-forward system and those of the corresponding lifts is considered. We show that for most of the feed-forward lifts, the increase of the center subspace is a sufficient condition for the existence of additional bifurcating branches of solutions, which are not lifted from the restricted system. However, when the bifurcation condition is associated with the internal dynamics and the lifts occurs inside an intermediate layer, we prove that the existence of bifurcating branches of solutions that are not lifted from the restricted system does depend generically on the particular feed-forward system.
Introduction
Coupled cell networks describe influences between cells and are represented by graphs. A coupled cell system is characterized by an admissible vector field that respects the structure of the network and that governs the dynamics of each cell. Roughly speaking, a coupled cell system respects the structure of the network if the dynamics of a cell affects the dynamics of other cell, whenever there exists an edge on the network from the former to the latter. In [15, 8] , the authors formalized the concepts of coupled cell network and coupled cell system. They also showed that there exists an intrinsic relation between coupled cell systems and networks, proving that a subspace defined by equalities of some of the network cell coordinates is an invariant subspace for any coupled cell system if and only if the coloring on the network set of cells determined by those equalities is balanced. Given a balanced coloring, the associated quotient network is given by merging cells with equal color. The original network is then said to be a lift of the smaller network.
Feed-forward networks correspond to a class of coupled cell networks are a particular coupled cell networks where the cells can be partitioned into layers. Consider feed-forward networks where each cell in the first layer only receives inputs from itself, cells in the other layers only receive inputs from cells in the previous layer and any two cells receive the same number of inputs. Feedforward networks have been studied in [5, 3, 7, 11, 6, 1] . In [1] , the authors studied the balanced colorings of feed-forward networks. We will focus on lifts of feed-forward networks that have also a feed-forward structure. Those lifts are given by the composition of two basic types of lifts: lifts that create new layers and lifts inside a layer. See Proposition 3.1. A lift that creates new layers is the replication of the first layer into consecutive layers. A lift inside a layer is given by the division of cell within some layer.
In [5, 7] , the authors studied Hopf bifurcation on feed-forward networks and proved that the appearing periodic orbits have an amplitude of surprising order. They assumed the phase space of each cell to be the two dimensional real space. In this work, we restrict our attention to one dimensional cell phase space and study (codimension-one steady-state) bifurcations at a full synchrony equilibrium. It follows from the feed-forward structure that the Jacobian matrix of a feed-forward system at a full synchrony equilibrium has only two eigenvalues: the valency and the internal dynamics. In this paper, we study the two different kinds of bifurcations associated to each eigenvalue. In [11] , the authors also studied bifurcations associated with the internal dynamics on feed-forward networks which have a semi-group structure and only one cell in each layer. They introduced, what we call, square-root-order of a bifurcation branch that measure the growth of a bi-Then we analyze the steady-state bifurcations in feed-forward systems with bifurcation conditions associated to the valency (Section 5.1) and the internal dynamics (Section 5.2). Finally, we study the lifting bifurcation problem for feed-forward systems with bifurcation conditions associated to the valency (Section 6.1) and the internal dynamics (Section 6.2). Many results assume conditions on the feed-forward networks and we provide, throughout the paper, examples showing that those conditions are necessary.
Feed-forward networks
In this section, we recall a few facts concerning coupled cell networks, following [8, 12] , and define feed-forward networks. Definition 2.1. A network N is defined by a directed graph with a finite set of cells C and a finite sets of directed edges divided by types E 1 , . . . , E k . We assume that each cell c is target by one and only one edge of each type. We denote by |N| the number of cells in the network N.
Let (σ i : C → C) k i=1 be the collection of functions such that there exists an edge e ∈ E i from σ i (c) to c, for every c ∈ C and 1 ≤ i ≤ k. We say that N is represented by the functions (σ i : C → C)
. ♦ Let N and N ′ be two networks represented by the functions {σ i : C → C} k i=1 and {σ
, respectively. We say that N and N ′ are equal and write that N = N ′ if there exists a bijection ϕ : C → C ′ such that ϕ(σ i (c)) = σ . We say that N is a feed-forward network (FFN), if there exists a partition of the set of cells of N into subsets C 0 , C 1 , . . . , C m such that σ i (c) = c, for every c ∈ C 0 , and σ i (C j ) ⊆ C j−1 , for every 1 ≤ j ≤ m and 1 ≤ i ≤ k. The subset C j is called the jth layer of N.
We assume that every cell not belonging to the last layer, is a source of some edge targeting the next layer, i.e., for every 0 ≤ j ≤ m − 1 and c ∈ C j there exists c ′ ∈ C j+1 and 1 ≤ i ≤ k such that c = σ i (c ′ ). ♦ All feed-forward networks that we consider are connected, i.e., for every two distinct cells c and c ′ of N there exists a sequence of cells c 0 , c 1 , . . . , c l−1 , c l in N such that c ′ = c 0 , c = c l and there is an edge from c a−1 to c a or an edge from c a to c a−1 , for every 1 ≤ a ≤ l. The network in Figure 2 is backward connected (for the cell 10) and the network in Figure 1 is not backward connected. 
Lifts of feed-forward networks
We recall now a few facts about balanced colorings, quotient networks and lifts of networks, following [15, 8, 12] with emphasis at feed-forward networks.
We define two types of basic lifts in feed-forward networks: lifts inside a layer and lifts that create new layers. We prove that any lift of a feed-forward network to a backward connected feed-forward network can be obtained by a composition of lifts that create new layers and lifts inside the layers. Let N be a network represented by the functions (σ i )
. A coloring of the set of cells of N is an equivalence relation on the set of cells. A coloring 
, associated to a balanced coloring ⊲⊳ in N is the network represented by the functions (σ
We denote by N/ ⊲⊳ the quotient network of N associated to ⊲⊳. We also say that a network L is a lift of N, if N is a quotient of L for some balanced coloring in L. ♦ Example 3.1. Consider the network N in Figure 1 represented by the functions (σ 1 , σ 2 ) and the coloring ⊲⊳, where σ 1 (i) = σ 2 (i) = 1, if i = 1, 2, 3, 4, σ 1 (7) = σ 2 (5) = 2, σ 1 (5) = σ 2 (6) = 3, σ 1 (6) = σ 2 (7) = 4 and σ 1 (i) = σ 2 (i) = i − 3, if i = 8, 9, 10, and ⊲⊳ is given by 3 ⊲⊳ 4. The coloring ⊲⊳ is balanced, since σ i (3) ⊲⊳ σ i (4), for i = 1, 2. The network in Figure 3 is the quotient of N associated to ⊲⊳. ♦
In [1] , the authors studied and described the balanced colorings of feedforward networks. The set of balanced colorings forms a partially order set as studied in [14] given by the refinement relation. Given two balanced colorings ⊲⊳ ′ , ⊲⊳ of a network N, we say that ⊲⊳ ′ refines ⊲⊳ and we write ⊲⊳ ′ ⊲⊳, if c ⊲⊳ ′ d implies that c ⊲⊳ d, for every cells c and d of N. We have that if ⊲⊳ ′ ⊲⊳, then N/ ⊲⊳ is a quotient of N/ ⊲⊳ ′ . If L, N and Q are networks such that L is a lift of N and N is a lift of Q, then L is a lift of Q. Moreover, we say that the lift of Q to L is given by the composition of the lift of Q to N and the lift of N to L. In some cases, a lift can be seen as the composition of two lifts, see [4, Theorem 2.4] . In the next result, we give a sufficient condition for that to occur.
Proof. Let L be a network represented by the functions (σ i :
Next, we define two basic lifts in feed-forward networks. 
We say that L is a lift inside the layer C j , where 0
We say that L is a lift that creates n − m new layers, if m < n, |C
The network in Figure 1 is a lift inside the second layer of the network in Figure 3 . In the following example, we apply Lemma 3.1 and see that some lifts of feed-forward networks are the composition of lifts inside a layer. We can repeat the previous process by considering the set
In this way, we obtain a sequence of networks 
Proof. Let N be a feed-forward network with layers C 0 , C 1 , . . . , C m and L a feed-forward lift of N with layers
, then N has only one cell and there is only one equivalence class of ⊲⊳.
In particular, [C ′ n−m ] ⊲⊳ = C 0 . From this and the fact that σ i (C 0 ) = C 0 , for 1 ≤ i ≤ k, using the same argument as above we conclude that
Using the Example 3.2 and Lemma 3.2, we see how to decompose a feedforward lift into lifts that create new layers and lifts inside a layers. Define the coloring
and
Hence Q 1 is a lift of N that creates n − m new layers or Q 1 = N.
The networks Q 1 and its lift L have the same number of layers. Following Example 3.2, we see that the lift of Q 1 to L is the composition of lifts inside the layers. Therefore the lift of N to L can be obtained by the composition of a lift that creates new layer with lifts inside a layer.
The condition imposed in Proposition 3.1 that the lift network is backward connected can not be removed as the next example shows. The lifts inside a layer can be further decomposed using splits.
The network in Figure 1 is a split of the cell 3 in Figure 3 into the cells 3 and 4. The network in the right of Figure 4 is a split of the cell 1 in the left of Figure 4 into the cells 1a and 1b.
Remark 3.2. By Lemma 3.1, a lift inside a layer is the composition of splits of a cell into two cells. ♦ Next, we prove that if a feed-forward network is backward connected and a lift of some feed-forward network, then there is an unique balanced coloring associated to the lift.
Proof. Let N be a feed-forward network and L a lift of N such that L is a backward connected feed-forward network. Let ⊲⊳ 1 , ⊲⊳ 2 be colorings in L. Denote by C 0 , . . . , C m the layers of N, by (σ
Since L is backward connected, we know that N is backward connected and
In the next example, we see that the previous result does not hold if the lift is not backward connected. Figure 5 and L the feed-forward network on the right of Figure 5 . Consider the balanced colorings in L: ⊲⊳ 1 given by 1 ⊲⊳ 1 2; ⊲⊳ 2 given by 2 ⊲⊳ 2 3; and ⊲⊳ 3 given by 1 3 and L is a lift inside a layer. ♦
Feed-forward systems
In this section, we recall the concept of coupled cell systems associated to a network, synchrony subspace and steady-state bifurcations, following [15, 8] .
Let N be a network represented by the functions (σ i )
For each cell c of the network, we associate a coordinate x c ∈ R. We say that F :
for every cell c of N. The admissible vector fields for N are defined by the functions f : R × R k → R. We denote by f N the admissible vector field for N defined by f .
A coupled cell system associated to a network N is a system of ordinary
When N is a feed-forward network, we refer to a coupled cell system associated to N as a feed-forward system.
be the adjacency matrices of N. If the function f is differentiable at the origin, then the Jacobian matrix of f N at the origin is
where Id is the identity |N| × |N|-matrix and
. . , C m be the layer of N. For every feed-forward system f N associated to N, the Jacobian matrix at the origin has the form
where Id i is the identity matrix of size
A polydiagonal subspace is a subspace of R |N | given by the equalities of some cell coordinates. Given a coloring ⊲⊳ on the set of cell of N, the polydiagonal subspace associated to ⊲⊳ is
And any polydiagonal subspace of R |N | defines an unique coloring on the set of cell of N.
Given a function G :
A synchrony subspace of a network N is a polydiagonal subspace of R |N | that is invariant by any admissible vector field of N. There is an one to one correspondence between balanced colorings ⊲⊳ and synchrony subspaces ∆ ⊲⊳ . See [8, Theorem 4.3] . More specifically, the polydiagonal ∆ ⊲⊳ associated to a coloring ⊲⊳ is a synchrony subspace of N if and only if the coloring ⊲⊳ is balanced.
Since a synchrony subspace ∆ ⊲⊳ is invariant by every admissible vector field f N of N, every coupled cell system of N given by f N can be restricted to ∆ ⊲⊳ . Each restricted system is a coupled cell system of N/ ⊲⊳ given by f N/⊲⊳ . Moreover, given a solution y(t) ∈ R |N/⊲⊳| of the coupled cell system of N/ ⊲⊳ given by f N/⊲⊳ , we have that x(t) = (x c (t)), where
be a family of smooth vector fields, d > 0 and the corresponding dynamical systems, depending on the parameter λ,
Consider an equilibrium (x * , λ * ) of (1), i.e. G(x * , λ * ) = 0. The family of dynamical systems (1) suffers a local bifurcation at (x * , λ * ) if for every neighborhoods U x and U λ of x * and λ * , respectively, there exists λ 1 , λ 2 ∈ U λ such that the family (1) at λ 1 and λ 2 have different topological structures (different stability/number of equilibrium points or periodic orbits, etc.). A necessary condition for a local bifurcation is that the Jacobian of G at (x * , λ * ), DG (x * ,λ * ) , has an eigenvalue with zero real part. We focus on steadystate bifurcations and we say that a steady-state bifurcation at (x * , λ * ) occurs if the number of equilibrium points in a neighborhood of x * changes when the parameter λ crosses λ * . A necessary condition for the occurrence of a steady-state bifurcation at (x * , λ * ) is that 0 is an eigenvalue of DG (x * ,λ * ) . In order to study the steady-state bifurcations of a family coupled cell systems associated to N from a fully synchronous equilibrium at λ = 0, we consider a family of smooth functions f :
for every λ ∈ R. We denote by V(N) the set of those functions. The set of functions f ∈ V(N) such that a steady-state bifurcation occurs at (0, 0) for f N is given by the union of the following sets:
Thus V k (N) denotes the set of functions with a bifurcation condition associated with the valency of N and V 0 (N) the set of functions with a bifurcation condition associated with the internal dynamics of the cells.
Next, we define equilibrium branches of a coupled cell system associated to N given by f ∈ V(N). We say that D ⊆ R is a domain if D has one of the following forms:
Since we study local bifurcations, we use germs to define branches. Let D 1 , D 2 be domains. We say that two smooth functions
The previous relation is not transitive, so we consider its closer by transitivity. Given a smooth function b, we use the term germ b to refer to a representative element of the equivalence class of b with respect to germ equivalence.
Let D be a domain. We say that a germ b :
for every λ ∈ D. Since f (0, 0, . . . , 0, λ) = 0 for every λ, we have that x(λ) = (0, . . . , 0) is an equilibrium branch of f on N, called the trivial branch of f on N. The equilibrium branches of f on N different from trivial branch are called the bifurcation branches of f on N. We define the set of equilibrium branches of f on N:
5 Steady-state bifurcations for FFNs
Steady-state bifurcations for FFNs associated with the valency
First, we study the bifurcation problem of f N when f ∈ V k (N).
Proposition 5.1. Let N be a feed-forward network with layers C 0 , C 1 , . . . , C m . Let f ∈ V k (N). Then, generically, there are 2 |C 0 | equilibrium branches of f on N. Moreover every equilibrium branch is uniquely determined by its value at the cells of the first layer C 0 .
Proof. Let N be a feed-forward network with layers C 0 , C 1 , . . . , C m . Let f ∈ V k (N) , x 1 , . . . , x k , λ) at (0, 0, . . . , 0, 0) with respect to x i and x j , and f iλ is the second order partial derivatives of f at (0, 0, . . . , 0, 0) with respect x i and λ, for 0 ≤ i, j ≤ k.
The equilibrium branches of f on N are given by the solutions of
in a neighborhood of the origin. The Taylor expansion of f at (0, 0, . . . , 0, 0) is given by
where h.o.t denotes high order terms.
For c ∈ C 0 , we have that
Using the Implicit Function Theorem, there exist λ 0 > 0 and a germ
Denote by D the set of cells
. Therefore any equilibrium branch is uniquely determined by its value at the cells of the first layer C 0 and each cell of C 0 has one of two possible values. So there are 2 |C 0 | equilibrium branches.
Steady-state bifurcations for FFNs associated with the internal dynamics
Next, we focus on the bifurcation problem when f ∈ V 0 (N). We follow the analysis done in [11, Section 2]. 
If b c = 0, we say that b c has square-root-order −1 and slope 0. For a subset of cells A, we say that b has square-root-order p in A and we write that
In [11] , the authors describe the bifurcation branches on feed-forward networks that have only one cell in each layer, [11, Theorem 2.3] . Using the same ideas, we study the bifurcation branches on any feed-forward network. In the next two lemmas, we see how the square-root-order of a solution to f (x, x 1 , . . . , x k , λ) = 0 grows when the square-root-order of the inputs x 1 , . . . , x k are known. In the first lemma, we consider inputs that are defined for positive values of the parameter λ.
. . , p k and s 1 , . . . , s k such that y i has square-root-order p i and slope s i for 1 ≤ i ≤ k. Suppose that p := max{p 1 , . . . , p k } ≥ 0 and define
± have square-root-order p + 1 and slope ± √ −2Z, and
(ii) If Z > 0, then the equation f (x, y(λ), λ) = 0 has only the trivial solution (x, λ) = (0, 0).
Recall the Taylor expansion of f at the origin
For λ ≥ 0, consider the following transformation of variables
Then
Moreover p − p i = 0, if i ∈ A, and p − p i > 0, otherwise. Using the transformation of variables and the Taylor expansion of f , we obtain that
If Z < 0, we have that h(± √ −2Z, 0) = 0 and h z (± √ −2Z, 0) = 0. By the Implicit Function Theorem, there exist a neighborhood U of 0 and functions
Let 0 < λ * 0 < λ 0 and b
Then b ± have square-root-order p + 1 and slope ± √ −2Z, and
This proves (i). If Z > 0, then h(z, 0) is always positive, when f 00 > 0, or it is always negative, when f 00 < 0. So there is no solution to the equation h(z, 0) = 0. And the equation f (x, y(λ), λ) = 0 has only the trivial solution (x, λ) = (0, 0), proving (ii).
The second lemma consider inputs defined for negative values of the parameter λ. Since the proof is very similar to the previous one, we omit it.
± have square-root-order p + 1 and slope ∓ √ 2Z, and
(ii) If Z < 0, then the equation f (x, y(λ), λ) = 0 has only the trivial solution (x, λ) = (0, 0). Now, we describe the square-root-orders of any bifurcation branch in the layers of a feed-forward network.
Proposition 5.2. Let N be a feed-forward network with layers C 0 , C 1 , . . . , C m and f ∈ V 0 (N) generic. If b is a bifurcation branch of f on N, then there exists 1 ≤ r ≤ m such that We check first that 1 ≤ r ≤ m. The restriction of f N (x, λ) = 0 to C 0 is equivalent to f (x c , x c , . . . , x c , λ) = 0, for every c ∈ C 0 . Generically, we assume that 
=xh(x, λ). 
Moreover, f (x, 0, . . . , 0, λ) = 0 if and only if x(λ) = 0 or
Note that the restrictions of b 0 to the positive and negative values of λ have the same square-root-order, 0, and slope, −2f 0λ /f 00 . Because b = 0, there exists c ∈ C m such that b c = b 0 has square-root-order 0. Therefore
In order to prove the result we use an inductive argument on the number of layers. The case m = 1 is covered in the analysis of r = m. So we assume that the result is valid for networks with m ′ + 1 ≥ 2 layers, and we prove it As we saw, the definitions of square-root-order and slope naturally extend to bifurcation branches defined in a neighborhood of 0. We note that Lemmas 5.1 and 5.2 also provide a formula to classify every bifurcation branch on a feed-forward network.
Let N be a feed-forward network and f ∈ V 0 (N). We define N, f ) ), then
where Let
. . , Ω.6. Next, we prove that Θ is an one-to-one correspondence between B(N, f ) and Ω(N, f ). 
We can see that in each step of the construction of b that we choose the unique germ that respects the conditions of square-root-order, slope and be a solution to the equation.
Let N be a feed-forward network with layers C 0 , C 1 , . . . , C m and f :
andp such that
Hence there exists a bifurcation branch with square-root-order r, for every r.
Corollary 5.1. Let N be a feed-forward network and f ∈ V 0 (N). Generically, for every 1 ≤ r ≤ m, there exists b ∈ B(N, f ) such that
In [ Example 5.1. Let N be the feed-forward network represented in Figure 2 and f ∈ V 0 (N) generic. We assume that f 0λ f 00 > 0, the other case is identical. The possible bifurcation branches of f on N are described in Table 1 , where
a and s 3 a are inductively calculated using (Ω.6), e.g. for the bifurcation branches in row 17,
under the following condition
The other conditions are
(
The conditions (6), (7), (5), (8), (9), (10), (11), (12) and (13) are generically satisfied at least for one choice of γ i . In the table 1, we indicate the domain δ, the slope of the bifurcation branch at each cell, s c and under which conditions the guarantee the bifurcation branches exist. The squareroot-order p c is inferred from the slope in the following way it is −1 if s c = 0 and p if s c =s p a . By Proposition 5.3, we recover the bifurcation branches of f on N from the table's rows. Many rows of the table correspond to more than one bifurcation branch. The bifurcation branches with squareroot-order greater or equal than 1 have two different slopes in the last cell, 10. Depending on the function f and the network structure, the slope on the other cells can be positive or negative, and we represent this choice using γ i . On the other hand the condition Ω. 6 Figure 2 for a steady-state bifurcation associated to the internal dynamics.
Lifting bifurcation problem on FFNs
The bifurcation branches occurring in a quotient system are lifted to bifurcation branches occurring in a lift system. Next, we define when a bifurcation branches is lifted. In this section we study the lifting bifurcation problem which consists on understanding if every bifurcation branches occurring in a coupled cell system associated to a lift network are lifted from bifurcation branches occurring in the coupled cell system associated to the original network.
Definition 6.1. Let N be a network and L a lift of N. We say that a bifurcation branch b of f on L is lifted from N, if there exists a balanced coloring ⊲⊳ in L such that b ∈ ∆ ⊲⊳ and N = L/ ⊲⊳. ♦
In the next proposition, we recover a well-know result about the bifurcation branches being inside a flow-invariant space which contains the center subspace. We present the proof here for completeness. Let A :
We denote the orthogonal complement with respect to the usual inner product of a subspace B ⊆ V by B ⊥ .
Hence
Observe that h(y, 0, λ) = 0, because K is invariant. Then From h(y, 0, λ) = 0, we have that W (y, λ) = 0. Therefore
Supposing that x is a solution to F (v, λ) = 0, we have that x ∈ K.
It follows that a necessary condition for the existence of a bifurcation branch on a lift network not lifted from the original network is that the center subspace of the coupled cell systems associated to the original network and the lift network have different dimensions. 
Lifting bifurcation problem on FFNs associated with the valency
In this section, we study the lifting bifurcation problem for feed-forward systems determined by a regular function that have a bifurcation condition associated to the valency. We prove that every bifurcation branch is lifted if and only if the center subspace of the feed-forward systems of the original network and lifted network have the same dimension. ∈ ∆ ⊲⊳ and it is not lifted from N.
The next example shows that if we do not impose the condition of backward connectedness when we do a lift in the first layer, then every bifurcation branch on the lift network may be lifted from the original network. 
Lifting bifurcation problem on FFNs associated with the internal dynamics
In this section, we study the lifting bifurcation problem for feed-forward systems determined by a regular function that has a bifurcation condition associated to the internal dynamics. We start by the cases that do not depend on the regular function. For a lift inside a layer, except the first, such that the next layer has only one cell, there is a bifurcation branch on the lift network not lifted from the original network. In particular, this happens for backward connected lifts inside the last but one layer. If L is a lift inside C j , 0 < j < m and |C j+1 | = 1, then there is a bifurcation branch of f on L which is not lifted from N.
Proof. Let N be a feed-forward network with layers C 0 , . . . , C m , f ∈ V 0 (N) generic and L a feed-forward lift of N. Suppose that L is a lift inside C j , 0 < j < m and C j+1 = {d}. Denote by C If
, then there is a bifurcation branch of f on L which is not lifted from N. Assuming that f i > 0 for every 1 ≤ i ≤ k, we use Proposition 5.3 to construct a bifurcation branch b ∈ B(L, f ) such that b / ∈ ∆ ⊲⊳ . Define δ = sign(f 0λ ), p a = −1 and s a = 0, for a ∈ C 0 ∪ · · · ∪ C ′ j \ {c 1 }, p c 1 = 0 and s c 1 = −2f 0λ /f 00 . We define the value of p and s by induction in the layers C j+1 , . . . , C m in the following way:
where
Thus there is a bifurcation branch of f on L not lifted from N.
The case f i < 0 for every 1 ≤ i ≤ k is analogous.
Example 6.2 shows that the previous result is not valid if the lift is not backward connected. The network in Figure 3 is not backward connected.
For lifts inside the second layer, we give sufficient conditions on the lift network structure and on the function f ∈ V 0 (N) such that every bifurcation branch on the lift network is lifted from the original network. The next example shows that the previous condition is not necessary.
Example 6.3. Returning to Example 5.1, let N be the feed-forward network of Figure 2 , ⊲⊳ the balanced coloring in N given by the class {2, 3} and Q the quotient network of N associated to ⊲⊳. The network Q is a feed-forward network and N is a lift inside the second layer. Let f ∈ V 0 (N) generic such that (f 1 + f 2 )f 1 > 0 and f 3 (f 2 + f 3 ) < 0. Table 1 
Thus (w Example 6.4. Let L be the feed-forward network of Figure 6 , ⊲⊳ the balanced coloring in L given by 5 ⊲⊳ 6 and N the quotient network of L associated to ⊲⊳. The network N is a feed-forward network and L is a lift inside the third
