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Abstract
Today, linear controllers cannot satisfy requirements of high-tech industry due to fundamental limitations like the waterbed effect. This is
one of the reasons why nonlinear controllers, such as reset elements, are receiving increased attention. To analyze reset elements in the
frequency domain, researchers use the Describing Function (DF) method. However, it cannot accurately predict the closed-loop frequency
responses of the system because it neglects high order harmonics. To overcome these barriers, this paper proposes a mathematical
framework to model the closed-loop frequency responses of reset systems including the closed-loop high order harmonics. Furthermore,
pseudo-sensitivities for reset systems are defined to make their analyses more straight-forward. In addition, a user-friendly toolbox is
developed based on the proposed approach to facilitate frequency analyses of reset systems. To show the effectiveness of the method,
multiple illustrative examples on a high-tech precision positioning stage are used to compare the results of the closed-loop frequency
responses obtained using our proposed method with DF method. The results demonstrated that the proposed method is significantly more
precise than the DF method. Indeed, this developed toolbox can enable reset controllers to be widely-used in industry and academia.
Key words: frequency domain analyses, reset controllers; pseudo-sensitivities, toolbox, describing function, High Order Sinusoidal Input
Describing Function (HOSIDF)
1 Introduction
Proportional Integral Derivative (PID) controllers are used
in more than 90% of the cases in industry (Samad et al.
2019, Dastjerdi et al. 2018, O’Dwyer 2009, Chen 2006).
However, technology developments in cutting edge indus-
try have control requirements that cannot be fulfilled with
PID controllers. The main barrier which restricts the perfor-
mance of these controllers is the water-bed effect (Middleton
1991, Schmidt et al. 2014). To overcome this problem, lin-
ear controllers should be substituted with non-linear ones.
Reset controller is one such non-linear controller which
has attracted much attention due to its simple configuration
(Clegg 1958, Beker et al. 2004, Nesˇic´ et al. 2005, Aangenent
et al. 2010, Forni et al. 2011, Villaverde et al. 2011, Ban˜os
and Barreiro 2011, Van Loon et al. 2017, Nair et al. 2018).
Many researchers have used reset controllers to improve sys-
tem performances (Wu et al. 2007, Pavlov et al. 2013, Panni
et al. 2014, Hazeleger et al. 2016, Beerens et al. 2019, Saiku-
mar et al. 2019b, Saikumar et al. 2019c).
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A traditional reset controller consists of a linear element
whose states are reset to zero when its input crosses zero
(input zero-crossing resetting law). The simplest reset con-
troller is the Clegg integrator which is a linear integrator
with a reset mechanism (Clegg 1958). To provide more de-
sign freedom and applicability, reset controllers have been
extended to First Order Reset Elements (FORE) (Zaccarian
et al. 2005, Horowitz and Rosenbaum 1975) and Second Or-
der Reset Elements (SORE) (Hazeleger et al. 2016). These
reset elements are utilized to introduce new compensators
to achieve huge performance enhancement (Hunnekens et
al. 2014, Van den Eijnden et al. 2018, Palanikumar et al.
2018, Chen et al. 2019, Vale´rio et al. 2019, Saikumar et
al. 2019c). Nevertheless, reset controllers produce high order
harmonics which have negative effects on the performance of
the system. In order to reduce negative effects of high order
harmonics of reset systems, several techniques such as non-
zero reset values (Ban˜os and Barreiro 2011, Horowitz and
Rosenbaum 1975), reset band (Barreiro et al. 2014, Ban˜os
and Davo´ 2014), fixed reset instants (the time in which the
rest action happens), and PI+CI configuration (Vidal and
Ban˜os 2008, Nair et al. 2018, HosseinNia et al. 2014) are
introduced.
HosseinNia).
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Fig. 1. Block diagram of DF and HOSIDF in the open-loop configuration
Frequency domain analyses are preferred in industry since
all system performance characteristics can be easily ascer-
tained. Describing Function (DF) is one of the methods for
studying non-linear controllers in the frequency domain, and
this has been widely used in literature for reset controllers
as well. The DF method is a quasi-linear approximation of
the steady-state output of a non-linear system considering
only the first harmonic of the Fourier series expansion. The
general formulation of the DF for reset controllers in the
open-loop is presented in (Guo et al. 2009). Although the
DF gives an insight into behavior of reset elements, it is not
accurate enough to estimate the closed-loop frequency be-
havior of reset systems because of two main reasons. First,
the high order harmonics are neglected. Second, unlike lin-
ear controllers, it is not possible to precisely predict the
closed-loop behavior using DF of the open-loop. It is due
to reset instants (time instants when reset happens) in the
closed-loop being significantly different from those found
in the open-loop. Hence, in this paper, the closed-loop fre-
quency response of reset systems including high order har-
monics will be found directly considering closed-loop reset
instants. Moreover, pseudo-sensitivities are defined to com-
bine all harmonics to facilitate analyzing reset systems in
the closed-loop configuration.
In this article, first, preliminaries related to frequency anal-
yses of reset controllers are presented in Section 2. In Sec-
tion 3, a method to obtain closed-loop frequency responses
of reset systems including high order harmonics for stable
linear plants is developed, and pseudo-sensitivities are de-
fined. Then, a user-friendly toolbox is developed to easily
utilize the proposed approach on practical systems. In Sec-
tion 4, the performance of our proposed methods is assessed
through several illustrative examples. Finally, some conclud-
ing remarks and suggestions for future studies are presented
in section 5.
2 Preliminaries
In this section, reset elements and their frequency responses
are briefly presented. Note that in all the following methods
it is assumed that the system is stable (i.e. bounded input-
bounded output).
The state-space equation of a reset element is
x˙R(t) = ARxR(t)+BRr(t) r(t) 6= 0
xR(t+) = AρxR(t) r(t) = 0
uR(t) =CRx(t)+DRr(t)
, (1)
in which AR, BR, CR, and DR are dynamic matrices of the
controller, Aρ is the reset matrix. In order to find DF of a gen-
eral reset element, a sinusoidal reference (r(t) = a0 sin(ωt))
is applied, and its output is approximated with the first har-
monic of the Fourier series expansion of the steady-state
output. Therefore, the state-space equation of the reset ele-
ment (1) can be re-written as
x˙R(t) = ARxR(t)+a0BR sin(ωt) t 6= tk
xR(t+) = AρxR(t) t = tk
uR(t) =CRx(t)+a0DR sin(ωt)
, (2)
in which tk = kpiω is the reset instant. According to (Guo et
al. 2009), DF is found as follows:
NDF =
a1(ω)e jϕ1(ω)
a0
=CR( jωI−AR)−1(I+ jθ(ω))BR+DR,
(3)
where θ(ω) is
θ(ω) = −2ω
2
pi (I+ e
piAR
ω )
(
(I+Aρe
piAR
ω )−1Aρ(I+ e
piAR
ω )− I)(ω2I+A2R)−1
(4)
Recently, a new tool called Higher-Order Sinusoidal Input
Describing Functions (HOSIDF) (Fig. 1) for studying non-
linearities in the frequency domain is introduced by (Nuij et
al. 2006). In that method, a non-linear system is considered
as a virtual harmonic generator, and HOSIDF is defined in
the following way (Nuij et al. 2006):
Hn( jω) =
an(ω)e jϕn(a0,ω)
a0
. (5)
in which an is the nth component of the Fourier series expan-
sion of the steady-state output of the system for a sinusoidal
input. This framework has been extended for reset control
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Fig. 2. HOSIDF representation in the closed-loop configuration
systems (2) in (Heinen 2018) as:
Hn( jω)=

CR( jωI−AR)−1(I+ jθ(ω))BR+DR n = 1
CR( jnωI−AR)−1 jθ(ω)BR odd n > 1
0 even n > 1
(6)
In summary, the DF method just provides information about
the first order harmonic of the system by which the first or-
der harmonic of the closed-loop is approximated using linear
sensitivity function relations. As a result, there is error be-
tween the actual first order harmonic of the closed-loop and
the estimation using the DF method. Moreover, the HOSIDF
method only presents high order harmonics of the system
in the open-loop, and it cannot be used to find high order
harmonics of the closed-loop. Consequently, the DF method
is not reliable to assess the closed-loop performance of the
reset systems, particularly in precision applications. Hence,
it is necessary to develop a method to get the frequency be-
havior of the closed-loop configuration of reset controllers
to predict their performances.
3 Closed-loop frequency responses
In this section, we obtain closed-loop frequency responses
of reset elements which control Single Input Single Output
(SISO) Linear Time Invariant (LTI) Bounded Input Bounded
Output (BIBO) systems. Figure 2 shows the general block
diagram of reset systems in the closed-loop configuration. In
this study, as was shown in Fig. 2, the complete closed-loop
system is considered as a virtual harmonic generator, and all
harmonics are calculated applying Fourier series expansion
to the steady-state output of the system.
Remark 1 Different sequences of control filters do not re-
sult in a similar response when there is a non-linear filter
among them. Therefore, in this study, the linear parts of the
controller before and after the reset element are considered
as CL1 and CL2 , respectively (Fig. 2). If CL1 = 1, the sys-
tem has zero-error crossing reseting law. Otherwise, based
on CL1 , different reset laws (e.g. e˙(t) = 0,
∫
e(t) = 0) can
be emerged and taken into consideration by the proposed
method.
3.1 Reference tracking analyses
In this part, the frequency response of the system (Fig. 2)
from input r(t) to output y(t), error e(t), and control input
u(t) will be found in absence of noise w(t) and disturbance
d(t) (i.e r(t) = a0 sin(ωt) and d = w = 0). To this respect,
we construct the state-space representation of the closed-
loop system shown in Fig. 2. The state-space representation
of the linear controller CL1 is as{
x˙L 1(t) = AL 1xL1(t)+BL 1 e(t)
uL 1(t) =CL 1xL 1(t)+DL 1 e(t)
, (7)
in which AL 1 , BL 1 , CL 1 , and DL 1 are dynamic matrices of
controller CL1 , and e(t) is the error of the system (r(t)−
y(t)). The state-space equation of the reset element of the
system CR is
x˙R(t) = ARxR(t)+BRuL 1(t) uL 1(t) 6= 0
xR(t+) = AρxR(t) uL 1(t) = 0
uR(t) =CRxR(t)+DRuL 1(t)
, (8)
and state-space equation of the linear controller CL2 is{
x˙L 2(t) = AL 2xL2(t)+BL 2 uR(t)
u(t) =CL 2xL 2(t)+DL 2 uR(t)
, (9)
where AL 2 , BL 2 , CL 2 , and DL 2 are dynamic matrices of con-
troller CL2 . The plant (to avoid overly of complex equations,
we only consider linear plants with strictly proper transfer
3
function) is represented as{
x˙G(t) = AGxG(t)+BGu(t)
y(t) =CGxG(t)
(10)
in which AG, BG, and CG are dynamic matrices of the plant
G. Now, substituting e(t) with r(t)− y(t) in (7), and using
equations (8) to (10), the general equation of the closed-loop
system (Fig. 2) in the state-space format is obtained as
x˙(t) = Ax(t)+Br(t) uL 1(t) 6= 0
x(t+) = Arx(t) uL 1(t) = 0
y(t) =Cx(t)
, (11)
where
A =

AL 1 0 0 −BL 1CG
BRCL 1 AR 0 −BRDL 1CG
BL 2 DRCL 1 BL 2CR AL 2 −BL 2 DRDL 1CG
BGDL 2 DRCL 1 BGDL 2CR BGCL 2 AG−BGDL 2 DRDL 1CG
 ,
x(t) =
[
xL 1(t) xR(t) xL 2(t) xG(t)
]T
, C=
[
0 0 0 CG
]
,
B =

BL 1
BRDL 1
BL 2 DRDL 1
BGDL 2 DRDL 1
 , Ar =

I 0 0 0
0 Aρ 0 0
0 0 I 0
0 0 0 I
 .
uL 1(t) and u(t), which are needed to determine reset instants
and control input respectively, are rewritten based on the
closed-loop states as
uL 1(t) =CuL 1x(t)+DL 2 r(t) (12)
and
u(t) =CuL 2x(t)+DuL 2 r(t), (13)
in which
CuL 1 =
[
CL 1 0 0 −DL 1CG
]
, DuL 2 = DL 2 DRDL 1 ,
and
CuL 2 =
[
DL 2 DRCL 1 DL 2CR CL 2 −DL 2 DRDL 1CG
]
.
In the particular case of reset controller, the non-linearity
is not affected by the reference amplitude. Therefore, for
simplicity, it is assumed that the amplitude of the reference
input is a0 = 1. Using an approach similar to that in (Guo
et al. 2009), the solution of (11) is obtained as
x(t) = eA(t−tk)
(
ξk+ψ(tk)
)
−ψ(t) t ∈ (tk, tk+1],
(14)
where
ψ(t) = (ωI cos(ωt)+Asin(ωt))F , F = (ω2I+A2)−1B,
tk = {tk ∈ R+, k ∈ Z+ | uL 1(tk) = 0}, ξk = x(t+k ). (15)
Knowing initial conditions (ξ0 and t0), we find tk and ξk
utilizing recursive algorithms (16) and (17).
e(tk+1) = 0⇒ DL 2 r(tk+1) =−CuL 1x(tk+1)⇒
DL 2 sin(ωtk+1)−CuL 1ψ(tk+1) =−CuL 1 eA(tk+1−tk)
(
ξk +ψ(tk)
)
(16)
ξk+1 = Arx(tk+1) = Ar
[
eA(tk+1−tk)
(
ξk +ψ(tk)
)−ψ(tk+1)]
(17)
The response of the stable system y(t) consists of the steady-
state response yss(t), which is periodic, and the transient
response ytt(t), which dies away with time. In other words,
y(t) = ytt(t)+ yss(t), lim
t→∞ytt(t) = 0. (18)
Let t∞ be a time instant after which the transient can be
considered null. Then, suppose that
t∞ ≤ tss0 < tssm = tss0 +
2pi
ω
, {tss0 , tssm} ⊂ tk, (19)
so the frequency response of
y
r
(the complementary sensi-
tivity of the closed-loop) is achieved applying Fourier series
expansion to (11) as
Tn( jω) =
∫ tssm
tss0
y(t)e− jnωtdt∫ tssm
tss0
sin(ωt)e− jωtdt
=
jωC
∫ tssm
tss0
x(t)e− jnωtdt
pi
,
(20)
in which Tn represents the nth harmonic of the complemen-
tary sensitivity of the closed-loop configuration (Fig. 2).
Lemma 1 The closed-loop configuration of the reset con-
trollers is considered as the odd type of non-linearities for
zero initial condition (ξ0 = 0).
PROOF. Substitute r(t)→ r(−t) in (11). Since r(t) is an
odd function, the solution (11) is changed to:
x′(t) = eA(t−t
′
k)
(
ξ ′k−ψ(t ′k)
)
+ψ(t) t ∈ (t ′k, t ′k+1]
(21)
In addition, (16) and (17) for r(−t) are in the form of (22)
and (23), respectively.
e(t ′k+1) = 0⇒−DL 2 r(t ′k+1) =−CuL 1x′(t ′k+1)⇒
DL 2 sin(ωt ′k+1)−CuL 1ψ(t ′k+1) =CuL 1 eA(t
′
k+1−t ′k)
(
ξ ′k−ψ(t ′k)
)
(22)
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ξ ′k+1 = Arx
′(t ′k+1) = Ar
[
eA(t
′
k+1−t ′k)
(
ξ ′k +ψ(t
′
k)
)−ψ(t ′k+1)]
(23)
Now, putting k = 0 in (22), (23), (16), and (17), and consid-
ering ξ0 = 0, we find that t ′1 = t1 and ξ
′
1 = −ξ1. Following
the same procedure, we substitute k = 1 in (16) and (22),
and we get
DL 2 sin(ωt2)−CuL 1ψ(t2) =−CuL 1 eA(t2−t1)
(
ξ1+ψ(t1)
)
DL 2 sin(ωt ′2)−CuL 1ψ(t ′2) =CuL 1 eA(t
′
2−t1)
(−ξ1−ψ(t1)) .
Therefore, it is found out that t ′2 = t2, and using (23) and
(17), we achieve
ξ ′2 = Ar
[
eA(t2−t1)
(−ξ1+ψ(t1))−ψ(t2)]=−ξ2.
Similarly, we prove that
t3 = t ′3 ξ3 =−ξ ′3
t4 = t ′4 ξ4 =−ξ ′4
...
...
tk = t ′k ξk =−ξ ′k
. (24)
Therefore, (21) becomes
x′(t) =−eA(t−tk)
(
ξk +ψ(tk)
)
+ψ(t) =−x(t), t ∈ (tk, tk+1]
⇒ y′(t) =−Cx(t) =−y(t)
(25)
which means y(t) is an odd function.
Therefore, even terms of Tn are zero, and we just need to
calculate its odd terms.
Theorem 1 The frequency response of
y
r
(the complemen-
tary sensitivity) for any stable closed-loop reset system (11)
is
Tn( jω) =

jωC
pi
(A− jωI)−1(
m
∑
i=1
R(i,1))−C( jωI+A)F n = 1
jωC
pi
(A− jnωI)−1(
m
∑
i=1
R(i,n)) odd n > 1
0 even n > 1
(26)
in which
R(i,n) =
(eA(tssi−tssi−1 )
e jnωtssi
− I
e jnωtssi−1
)(
ξssi−1 +ψ(tssi−1)
)
,
tssi = {tssi ∈ tk, i ∈ Z+ | tss0 ≤ tssi ≤ tssm , i≤ m}.
(27)
PROOF. Using (14), (20) is rewritten as
Tn( jω) =
jωC
pi
[ m
∑
i=1
(∫ tssi
tssi−1
Xsi−1(t)e
− jnωtdt
)−∫ tssm
tss0
ψ(t)e− jnωtdt
]
,
(28)
where
Xsi−1(t) = e
A(t−tssi−1 )
(
ξssi−1 +ψ(tssi−1)
)
. (29)
Then, the two integrals of (28) are calculated as∫ tssi
tssi−1
Xsi−1(t)e
− jnωtdt = (A− jnωI)−1R(i,n) (30)
and
∫ tssm
tss0
ψ(t)e− jnωdt =
pi(I−
jA
ω
)F n = 1
0 n≥ 2
. (31)
Now, substituting (30) and (31) in (28), we obtain
Tn( jω) =

jωC
pi
(A− jωI)−1(
m
∑
i=1
R(i,1))−C( jωI+A)F n = 1
jωC
pi
(A− jnωI)−1(
m
∑
i=1
R(i,n)) n > 1
(32)
Finally, using (32) and considering Lemma 1, Theorem 1 is
proved.
To find the frequency response of
e
r
(the sensitivity fre-
quency response) for the reset systems, we apply Fourier
series expansion to e(t) and obtain
Sn( jω) =
∫ tssm
tss0
e(t)e− jnωtdt∫ tssm
tss0
sin(ωt)e− jωtdt
=
jω
∫ tssm
tss0
(r(t)−Cx(t))e− jnωtdt
pi
(33)
in which Sn represents the nth harmonic of the sensitivity
frequency response.
Corollary 1.1 Using the same procedure, the frequency re-
sponse of
e
r
for any stable reset system (11) is obtained as
Sn( jω) =

1− jωC
pi
(A− jωI)−1(
m
∑
i=1
R(i,1))+C( jωI+A)F n = 1
− jωC
pi
(A− jnωI)−1(
m
∑
i=1
R(i,n)) odd n > 1
0 even n > 1
(34)
Also, we apply Fourier series expansion to the control input
of the system u(t) (13) to get the frequency response of
u
r
(the control sensitivity) as
CSn( jω) =
∫ tssm
tss0
u(t)e− jnωtdt∫ tssm
tss0
sin(ωt)e− jωtdt
=
jω
∫ tssm
tss0
(CuL 2x(t)+DuL 1 r(t))e
− jnωtdt
pi
(35)
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in which CSn represents the nth harmonic of the control
sensitivity of the closed-loop configuration.
Corollary 1.2 For LTI stable plants, the frequency response
of
u
r
(the control sensitivity) for reset systems (11) is ob-
tained using CSn( jω) =
Tn( jω)
G(n jω)
as
CSn( jω) =

jωC(A− jωI)−1(
m
∑
i=1
R(i,1))−piC( jωI+A)F
piCG( jωI−AG)−1BG n = 1
jωC(A− jnωI)−1(
m
∑
i=1
R(i,n))
piCG( jnωI−AG)−1BG odd n > 1
0 even n > 1
(36)
3.2 Noise rejection analyses
In this part, the frequency response of the system from noise
w(t) to error e(t) and control input u(t) will be found in
absence of reference r(t) and disturbance d(t) (i.e w(t) =
sin(ωt) and r = d = 0). For this purpose, we can substitute
r(t) with −w(t) =−sin(ωt) in (11). Thus,
y
w
=−Tn, uw =−CSn, and
e
w
= Tn. (37)
3.3 Disturbance rejection analyses
In this part, the frequency response of the system from distur-
bance d(t) to error e(t) and control input u(t)will be found in
absence of reference r(t) and noise w(t) (i.e d(t) = sin(ωt)
and r = w = 0) with a procedure similar to that in Section
3.1. Most of previous equations remain the same, but some
of them are changed as elaborated in following.
The state-space equations of the plant in the presence of the
disturbance are{
x˙G(t) = AGxG(t)+BG(u(t)+d(t))
yd(t) =CGxG(t)
. (38)
Furthermore, substituting e(t) with −yd(t) in (7) to (9) and
(38), (11) is changed to
x˙(t) = Ax(t)+BDd(t) uL 1(t) 6= 0
x(t+) = Arx(t) uL 1(t) = 0
yd(t) =Cx(t)
, (39)
in which A, Ar, and C remain the same as before while
BD =
[
0 0 0 BG
]T
. (40)
Remark 2 When CL1 = 1, the columns related to xL 1(t) in
A, Ar, and C are removed. Also, the rows related to xL 1(t)
are removed in x(t), B, and BD . In addition, when CL2 = 1
the columns related to xL 2(t) in A, Ar, and C are removed,
and the rows related to xL 2(t) are removed in x(t), B, and
BD .
uL 1(t) and u(t) in the case of disturbance rejection analyses
are
uL 1(t) =CuL 1x(t) (41)
and
u(t) =CuL 2x(t). (42)
Furthermore, matrix B in (15) has to be replaced with BD as
ψD (t) = (ωI cos(ωt)+Asin(ωt))FD , FD = (ω2I+A2)−1BD .
(43)
Since uL 1(t) is changed in the presence of the disturbance,
recursive algorithm (16) is changed to
e(tk+1) = 0⇒CuL 1x(tk+1)⇒= 0
CuL 1ψD (tk+1) =CuL 1 e
A(tk+1−tk)(ξk +ψD (tk)). (44)
The frequency response of
e
d
(the process sensitivity) for
reset systems is achieved applying Fourier series expansion
to (39) as
PSn( jω) =
∫ tssm
tss0
e(t)e− jnωtdt∫ tssm
tss0
sin(ωt)e− jωtdt
=
− jωC
∫ tssm
tss0
x(t)e− jnωtdt
pi
(45)
in which PSn represents the nth harmonic of the process
sensitivity of the closed-loop configuration.
Corollary 1.3 The frequency response of
e
d
(the process
sensitivity) for any stable reset system (39) is calculated as
PSn( jω) =

jωC
pi
( jωI−A)−1(
m
∑
i=1
R(i,1))+C( jωI+A)FD n = 1
jωC
pi
( jnωI−A)−1(
m
∑
i=1
R(i,n)) odd n > 1
0 even n > 1
(46)
In order to see effects of the disturbance on the control input,
we apply Fourier series expansion to the control input of the
system u(t) (42) to get the frequency response of (
u
d
) in the
presence of disturbance as
CSdn( jω) =
∫ tssm
tss0
u(t)e− jnωtdt∫ tssm
tss0
sin(ωt)e− jωtdt
=
jω
∫ tssm
tss0
CuL 2x(t)e
− jnωtdt
pi
(47)
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in which CSdn represents the n
th harmonic of the control
sensitivity due to the disturbance of the closed-loop config-
uration.
Corollary 1.4 For LTI stable plants, the frequency response
of
u
d
(the control sensitivity due to disturbance) for reset
systems (46) is obtained using
CSdn( jω) =

−PS1( jω)
G( jω)
−1 n = 1
−PSn( jω)
G(n jω)
n > 1
(48)
as
CSdn( jω) =

jωC(A− jωI)−1(
m
∑
i=1
R(i,1))−piC( jωI+A)FD
piCG( jωI−AG)−1BG −1 n = 1
jωC(A− jnωI)−1(
m
∑
i=1
R(i,n))
piCG( jnωI−AG)−1BG odd n > 1
0 even n > 1
.
(49)
3.4 Pseudo-sensitivities for reset systems
Error e(t) and control input u(t) analyses are two main fac-
tors while designing a controller. In linear systems, these
analyses are done using the closed-loop transfer functions
(Schmidt et al. 2014). As was discussed in Section 1, al-
though reset systems are analyzed using the DF of reset
controllers in the closed-loop sensitivity equations, these ap-
proximations are not precise enough because these equations
are not applicable for non-linear controllers due to the exis-
tence of high order harmonics. On the other hand, in some
cases, it is not trivial to analyze reset controllers considering
all harmonics separately. In this part, in order to make anal-
yses of reset systems more straight-forward, we combine all
harmonics into one frequency function for each closed-loop
frequency response.
Since the tracking error of the reset system is the summa-
tion of all harmonics of the system, it is a periodic func-
tion with the period of the first harmonic of the system ( 2piω )
as shown in figure 3. Thus, from the perspective of preci-
sion, it is possible to define a pseudo-sensitivity frequency
response as the ratio of the maximum tracking error of the
system (r(t) = sin(ωt),w = d = 0) to the magnitude of the
reference at each frequency.
Definition 1 Pseudo-sensitivity S∞
∀ω ∈ R+ ∃! tmax ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : e(tmax) = emax ≥ e(t)
⇒ S∞( jω) =
max
tss0≤t≤tssm
(r(t)− y(t))
|r| = maxtss0≤t≤tssm
(sin(ωt)−Cx(t)) = emaxe jϕmax
0
T =
2pi
ω
−emax
0
emax
em(t) = emax sin(ωt+ϕmax) e(t)
em(t)
eω(t)
e3ω(t)
e5ω(t)
Fig. 3. The pattern of tracking error of the system with its har-
monics. e(t) is the error of the system consists of 1st, 3rd, and
5th harmonics in the time domain. To be able to show e(t) in
the frequency domain, from precision perspective, em(t), which is
indicator of the maximum error, is fitted to e(t).
where ϕmax = pi2 −ωtmax.
Based on differential calculus, the maximum is found either
at those instants where the derivative of the error is zero, or
at the reset instants. In other words,
tmax ∈ {text | e˙(text) = 0, tss0 ≤ text ≤ tssm}∪{tssi | i ∈ Z, 0≤ i≤ m},
so it is needed to find extrema of e(t) (i.e. text ) in order to
obtain tmax. Using (14) and (11), text can be obtained as
e˙(text) = 0⇒ ω cos(ωtext) =Cx˙(text) =C(Ax(text)+Bsin(ωtext))
⇒ ω cos(ωtext)−CBsin(ωtext) =CA
(
eA(text−tk)
(
ξssi−1 +ψ(tssi−1)
)−ψ(text))
text ∈ (tssi−1 , tssi ], i = {i ∈ N | i≤ m}
.
(50)
Hence, having set of text , the maximum tracking error at
each frequency is found and the pseudo-sensitivity for reset
systems is obtained.
Similarly, the pseudo-process sensitivity can be defined as
the ratio of the maximum error of the system in the pres-
ence of the disturbance (d(t) = sin(ωt),r = w = 0) to the
magnitude of the disturbance at each frequency.
Definition 2 Pseudo-process sensitivity PS∞
∀ω ∈ R+ ∃! tmaxd ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : e(tmaxd ) = emaxd ≥ e(t)
⇒ PS∞( jω) =
max
tss0≤t≤tssm
(−yd(t))
|d| = maxtss0≤t≤tssm
(−Cx(t)) = emaxd e jϕmaxd
where ϕmaxd =
pi
2 −ωtmaxd , and
tmaxd ∈ {textd | e˙(textd ) = 0, tss0 ≤ textd ≤ tssm}∪{tssi | i ∈ Z, 0≤ i≤ m}.
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Since e(t) in the presence of the disturbance is equal to
−yd(t), and using (39), (50) is changed to
e˙(textd ) = 0⇒Cx˙(textd ) =C(Ax(textd )+BD sin(ωtextd )) = 0⇒
CBsin(ωtextd ) =CA
(
ψD (textd )− eA(textd−tk)
(
ξssi−1 +ψD (tssi−1)
))
textd ∈ (tssi−1 , tssi ]. i = {i ∈ N | i≤ m}
.
(51)
Besides, the pseudo-complementary sensitivity is defined in
a similar way as the ratio of the maximum error of the
system due to the noise (w(t) = sin(ωt),r = d = 0) to the
magnitude of the noise at each frequency.
Definition 3 Pseudo-complementary sensitivity T∞
∀ω ∈ R+ ∃! tmaxn ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : e(tmaxn) = emaxn ≥ e(t)
⇒ T∞( jω) =
max
tss0≤t≤tssm
y(t)
|w| = maxtss0≤t≤tssm
(Cx(t)) = emaxne
jϕmaxn
where ϕmaxn =
pi
2 −ωtmaxn ,, and
tmaxn ∈ {textn | e˙(textn) = 0, tss0 ≤ textn ≤ tssm}∪{tssi | i ∈ Z, 0≤ i≤ m}.
Moreover, in the presence of the noise, (50) is changed to
e˙(textn) = 0⇒Cx˙(textn) =C(Ax(textn)+Bsin(ωtextn)) = 0⇒
CBsin(ωtextn) =CA
(
ψ(textn)− eA(textn−tk)
(
ξssi−1 +ψ(tssi−1)
))
textn ∈ (tssi−1 , tssi ], i = {i ∈ N | i≤ m}.
(52)
Likewise, knowing the maximum magnitude of the con-
troller output is necessary to avoid the saturation of ampli-
fiers in practical systems. Thus, in the same way, the pseudo-
control sensitivity is defined as the ratio of the maximum
control input to the magnitude of the reference at each fre-
quency.
Definition 4 Pseudo-control sensitivity CS∞
∀ω ∈ R+ ∃! tmaxu ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : u(tmaxu) = umax ≥ u(t)
⇒CS∞( jω) =
max
tss0≤t≤tssm
u(t)
|r| = maxtss0≤t≤tssm
(CuL 2x(t)+DuL 2 sin(ωt)) = umaxe
jϕmaxu
where ϕmaxu =
pi
2 −ωtmaxu , and
tmaxu ∈ {textu | e˙(textu) = 0, tss0 ≤ textu ≤ tssm}∪{tssi | i ∈ Z, 0≤ i≤ m}.
Extrema of u(t) are found using (13) and (14) as
u˙(textu) = 0⇒−CuL 2 x˙(textu) = DuL 2ω cos(ωtextu)⇒
DuL 2ω cos(ωtextu)+CuL 2 Bsin(ωtextu) =CA
(
ψ(textu − eA(textu−tk)
(
ξssi−1 +ψ(tssi−1)
)
)
)
textu ∈ (tssi−1 , tssi ], i = {i ∈ N | i≤ m}
.
(53)
Similarly, the pseudo-control sensitivity due to the noise is
defined as the ratio of maximum control input to the mag-
nitude of the noise.
Definition 5 Pseudo-control sensitivity of noise CSw∞
∀ω ∈ R+ ∃! tmaxuw ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : u(tmaxuw ) = umaxw ≥ u(t)
⇒CSw∞( jω) =
max
tss0≤t≤tssm
u(t)
|w| = maxtss0≤t≤tssm
(CuL 2x(t)−DuL 2 sin(ωt)) = umaxwe jϕmaxuw
where ϕmaxud =
pi
2 −ωtmaxud .
Remark 3 As explained before, for noise rejection analyses,
we can consider (r(t) = −sin(ωt) and w = d = 0). There-
fore, similar to linear controller transfer functions (
u
r
=
− u
w
),
CSw∞ =−CS∞. (54)
In linear control theory, the transfer function of
u
d
is equal
to − e
w
. However, this relation does not hold for the defined
pseudo-sensitivities due to the non-linear nature of the sys-
tem. Hence, another pseudo-control sensitivity is defined as
the ratio of maximum control input in the presence of the
disturbance to the magnitude of the disturbance.
Definition 6 Pseudo-control sensitivity of disturbance CSd∞
∀ω ∈ R+ ∃! tmaxud ∈ (tss0 , tssm) | ∀ t ∈ (tss0 , tssm) : u(tmaxud ) = umaxd ≥ u(t)
⇒CSd∞( jω) =
max
tss0≤t≤tssm
u(t)
|d| = maxtss0≤t≤tssm
(CuL 2x(t)) = umaxd e
jϕmaxud
where ϕmaxud =
pi
2 −ωtmaxud , and
tmaxud ∈ {textud | e˙(textud ) = 0, tss0 ≤ textud ≤ tssm}∪{tssi | i ∈ Z, 0≤ i≤ m}.
In addition, extrema of u(t) in the presence of the disturbance
are obtained utillizing (39) as follows:
u˙(textud ) = 0⇒CuL 2 x˙(textuD ) = 0⇒
CuL 2 BD sin(ωtextud ) =CA
(
ψD (textud − e
A(textud −tk)
(
ξssi−1 +ψD (tssi−1)
)
)
)
textud ∈ (tssi−1 , tssi ], i = {i ∈ N | i≤ m}
.
(55)
To wrap up, the pseudo-sensitivities which relate r(t), d(t),
and w(t) to the error e(t) and control input u(t) of the system
are found. These relations are essential for analysing reset
systems in the frequency domain.
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3.5 High frequency analyses
The previous relations may be computationally expensive
and may require small time steps at high frequencies. In
order to simplify the previously defined relations, the reset
instants at high frequency are approximated. In frequencies
above the cross over frequency, due to the attenuating be-
havior of the closed-loop system, the error e(t) is prevailed
by the reference. As a result, the reset instant line, which
triggers the reset integral, is dominated by the first order
harmonic of uL 1(t) in those frequencies. If we consider
uL 11 = u11 sin(ωt+ϕu11)
as the first harmonic of uL 1(t), then,
∀ε ∈ (0,1) ∃ ωh ∈ R+ | ∀ ω ≥ ωh : ∀ t ∈ (tss0 , tssm)
⇒ |uL 1(t)−uL 11(t)|
u11
≤ ε
(56)
Therefore, if ε is chosen small enough, the reset instants (tk)
for ω ≥ ωh can be obtained through
tk ≈ kpi−ϕu11ω (57)
in which ϕu11 can be precisely approximated as
ϕu11 ≈ ∠(
CL1( jω)
1+CL1CRDFCL2G( jω)
) (58)
where CRDF is the DF of CR obtained using (3).
Remark 4 The precision of the approximation depends on
the magnitude of ε . The smaller the value of ε is, the more
precise the approximation is.
Utilizing (57), (11) for ω ≥ ωh becomes
x˙(t) = Ax(t)+Bsin(ωt) t 6= kpi−ϕu11ω
x(t+) = Arx(t) t =
kpi−ϕu11
ω
y(t) =Cx(t)
. (59)
To simplify the problem, we consider r = sin(ωt−ϕu11) as
a reference, so (59) can be re-written as
x˙(t) = Ax(t)+Bsin(ωt−ϕu11) t 6= kpiω
x(t+) = Arx(t) t = kpiω
y(t) =Cx(t)
. (60)
Thus, ψ(t) (15) is changed to
ψϕ(t) = (ωI cos(ωt−ϕu11)+Asin(ωt−ϕu11))F . (61)
Moreover, we can consider tss = {0, piω , 2piω }, and using sim-
ilar approach described in (Guo et al. 2009), we get
ξss0 =−ξss1 =
−Ar(I+ e Apiω )ψϕ(0)
I+Are
Api
ω
. (62)
Having tss and ξss, (27) is calculated as
2
∑
i=1
R(i,n) =−2(e
Api
ω + I)(ξss0 +ψϕ(0)) (63)
Corollary 1.5 For ω ≥ ωh, using (26) and (63), the fre-
quency response of
y
r
for any stable reset system (60) is
obtained as
Tn( jω)=

C(A− jωI)−1θϕ(ω)−C( jωI+A)F n = 1
C(A− jnωI)−1θϕ(ω) odd n > 1
0 even n > 1
(64)
in which
θϕ(ω) =
−2 jωe jϕu11
pi
(I+ e
Api
ω )(I− (I+Are Apiω )−1(Ar(I+ e Apiω )))ψϕ(0)
(65)
Moreover, using a similar approach in Section 3.1, the
sensitivity and control sensitivity frequency responses are
achieved.
Corollary 1.6 For ω ≥ ωh, the frequency responses of er
and
u
r
for any stable reset system (60) are obtained as
Sn( jω) =

1−C(A− jωI)−1θϕ(ω)+C( jωI+A)F n = 1
−C(A− jnωI)−1θϕ(ω) odd n > 1
0 even n > 1
(66)
and
CSn( jω) =

jωC(A− jωI)−1θϕ(ω)−piC( jωI+A)F
piCG( jωI−AG)−1BG n = 1
jωC(A− jnωI)−1θϕ(ω)
piCG( jnωI−AG)−1BG odd n > 1
0 even n > 1
(67)
In addition, this methodology holds for disturbance rejection
analyses. Similarly, if we consider d = sin(ωt−ϕu11), (60)
is 
x˙(t) = Ax(t)+BD sin(ωt−ϕu11) t 6= kpiω
x(t+) = Arx(t) t = kpiω
yd(t) =Cx(t)
. (68)
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In the presence of disturbance, ϕu11 is approximated by
ϕu11 ≈ ∠(
−CL1( jω)G( jω)
1+CL1CRDFCL2G( jω)
), (69)
and ψD (43) is changed to
ψDϕ (t) = (ωI cos(ωt−ϕu11)+Asin(ωt−ϕu11))FD . (70)
As a result, (62) becomes
ξss0 =−ξss1 =
−Ar(I+ e Apiω )ψDϕ (0)
I+Are
Api
ω
. (71)
Remark 5 These tss and ξss can be used to obtain pseudo-
sensitivities which are defined in Section 3.4.
Corollary 1.7 For ω ≥ ωh, the frequency responses of ed
and
u
d
for any stable reset system are
PSn( jω) =

C( jωI−A)−1θDϕ (ω)+C( jωI+A)FD n = 1
C( jnωI−A)−1θDϕ (ω) odd n > 1
0 even n > 1
(72)
and
CSdn( jω) =

jωC(A− jωI)−1θDϕ −piC( jωI+A)FD
piCG( jωI−AG)−1BG −1 n = 1
jωC(A− jnωI)−1θDϕ
piCG( jnωI−AG)−1BG odd n > 1
0 even n > 1
(73)
in which
θDϕ (ω) =
−2 jωe jϕu11
pi
(I+ e
Api
ω )(I− (I+Are Apiω )−1(Ar(I+ e Apiω )))ψDϕ (0)
(74)
3.6 Toolbox
All the presented theoretical results have been integrated into
an open source toolbox, which is developed using Matlab
software. This tool facilitates the implementation of reset
control theory which are developed based on our proposed
HOSIDF. The toolbox and its help documents are presented
in the supplementary file.
4 Illustrative examples
In this section, two illustrative examples are provided to
show the effectiveness of the developed theory. The Spyder
Fig. 4. 3 DOF planar precision positioning Spyder stage. Voice coil
actuators 1A, 1B and 1C control 3 masses (indicated as 3) which
are constrained by leaf flexures. The 3 masses are connected to
central mass (indicated by 2) through leaf flexures. Linear encoders
(indicated by 4) placed under masses 3 provide position feedback
-50
0
50
M
ag
ni
tu
de
 (d
B)
PID
P(CI)D
100 101 102 103
Frequency (Hz)
-200
-100
0
Ph
as
e(°
) PIDP(CI)D
Fig. 5. The open-loop frequency responses of CPI(Cl)D and CPID
setup (Fig. 4) (Dastjerdi et al. 2018, Saikumar et al. 2019a)
is selected as the benchmark plant for this purpose. After
identification (Hou 2019), the transfer function of this stage
is found as
G(s) =
9602
s2+4.27s+7627
(75)
4.1 Digging more into Clegg integrator
In this part, the frequency responses of two PID controllers
with the same base linear system, such that one of them has a
Clegg integrator instead of a linear integrator, are compared.
The linear PID controller is
CPID(s) = kp
(
1+
ωi
s
)
s
ωd
+1
s
ωt
+1
 , (76)
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Fig. 6. The time domain responses of CP(CI)D and CPID for 1 Hz
sinusoidal reference
and the reset controller which has a Clegg integrator instead
of linear integrator is
CP(CI)D(s) = kp
(
1+

ωi
s
)
s
ωd
+1
s
ωt
+1
 (77)
Considering 100 Hz as the bandwidth (ωc), the control knob
parameters are tuned based on a rule of thumb in (Schmidt
et al. 2014, Krijnen et al. 2017, Dastjerdi et al. 2018) as
kp =
1
3|G( jωc)| = 13, ωi =
ωc
10
= 20pi,
ωt = 3ωc = 600pi, ωd =
ωc
3
=
200pi
3
.
(78)
The open-loop frequency response of CP(CI)D and CPID are
shown in Fig. (5) using the DF. Based on DF of the open-
loop, it is expected that the tracking performance and distur-
bance rejection of CP(CI)D would be better than CPID while
their control input and noise attenuation performance would
almost be the same. However, the time domain results (Fig.
6) disprove this expectation. In this figure, a sinusoidal wave
r(t) = 100sin(2pit) is applied to the systems, and their error
and control input are depicted using Simulink in Matlab. It
is seen that the output of CP(CI)D is much larger than CPID
while its precision is lower than CPID. Unlike DF analyses,
the proposed method can explain why the CPID outperforms
the CP(CI)D in the sense of precision and control output. The
defined pseudo-sensitivities and harmonics of the sensitivi-
ties are shown in Fig. 7. As shown in Fig. 7a, the reference
tracking of the CPID is better than CP(CI)D at low frequen-
cies considering the defined pseudo-sensitivity S∞ which ex-
plains the time responses depicted in Fig. 6a. Moreover, S∞
predicts precisely the maximum tracking error of the system
at 1Hz, which is the frequency that the experiments (Fig. 6)
are performed. In addition, the defined pseudo-control sensi-
tivity (CS∞) is much higher than the DF approximation and
control sensitivity of CPID which explains why the control
input of CP(CI)D is larger than CPID (Fig. 7c). Furthermore,
(CS∞) gives the maximum value of control input of the sys-
tem accurately (Fig. 7c). Therefore, for avoiding saturation
problems, designers should consider the CS∞ instead of DF
when they use reset controllers. Besides, the disturbance re-
jection of CPID is better than CP(CI)D at low frequencies.
Furthermore, as shown in Fig. 7d, the non-linearity of the
Clegg integrator does not have much influence on high fre-
quencies, and the noise attenuating behavior of both con-
trollers is the same.
To sum up, although it has been believed that Clegg integra-
tor outperforms simple integrator based on DF, the proposed
theory shows while the phase margin may have been im-
proved by using Clegg integrator, the tracking performance
is reduced and larger control input signal is produced. The
proposed method can explain time behaviour of reset sys-
tems which cannot be justified by the DF analyses. In ad-
dition, the proposed method can obtain closed-loop perfor-
mances of reset systems more precisely than the DF method.
4.2 Performance of CgLp
In this part, one of the new compensator which is devel-
oped using reset elements is analyzed using the proposed
and DF method. This compensator is Constant in gain Lead
in phase (CgLp) which uses a reset filter (FORE) and Pro-
portional Derivative (PD) filter in series (Saikumar et al.
2019c, Palanikumar et al. 2018). The DF of the FORE is
depicted in figure 8 using (3). As it is shown, if the FORE is
approximated with its DF, the combination of PD and FORE
produces a compensator whose gain is constant while pro-
viding positive phase.
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Fig. 7. The closed-loop frequency responses of CP(CI)D and CPID consist of DF approximation (. DF), the first harmonic (. 1), and the
pseudo-sensitivity (. ∞)
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In order to study effects of changing sequence on the perfor-
mance of these compensators, two controllers having CgLp
compensators are considered for study. The configuration of
both controller is as:
Cg(s) = kp

 
 
 
γ
1
s
ωr +1
( sωd +1s
ωt +1
)(
1+
ωi
s
)
(79)
In these controllers, γ is used to reset the states to non-zero
values as Ar = γI. The parameters of these two controllers
are the same and tuned such that two controllers have the
bandwidth of 100 Hz and phase margin of 30◦ consider-
ing the DF method. Based on the method described in (Hou
2019), the control parameters are kp = 46.8, ωi =
ωc
10
=
20pi, ωt = 5ωc = 1000pi, ωd = 281.5, ωr = 93.5, and γ =
−0.5. The only difference between these two controllers is
the sequence of their filters. The sequence filters of Cg1 is
proportional-FORE-lead-integrator, and the sequence of Cg2
is proportional-lead-FORE-integrator. The open-loop fre-
quency responses of both configurations are depicted in Fig.
9. Both controllers have the same DF, but their high order
harmonics are different which causes different closed-loop
responses. In the first configuration, the jump signal will
first be generated by reset action and then be differentiated
consequently. As a result, the derivative of the jump signal
leads to large magnitudes of high order harmonics. In Fig.
10, the closed-loop frequency responses of both controllers
are depicted 1 . As it is observed, there are big differences
between the DF and proposed theory. The proposed theory
can investigate the effects of the sequence on the perfor-
mance of reset controllers while the DF of both controllers
are the same. This difference in the magnitude of high order
harmonics in the open-loop (Fig. 9) leads to discrepancies
between closed-loop frequency responses of the two con-
trollers. As shown in Fig. 10a, Cg2 has better tracking per-
formance than Cg1 based on the defined pseudo-sensitivity,
and its third harmonic is less than the third harmonic of Cg1
around the bandwidth. Also, Cg2 has better disturbance re-
jection than Cg1 as shown in Fig. 10b. Since the derivative
of a jump signal produces large magnitude, Cg2 has smaller
control input in comparison with Cg1 in both disturbance re-
jection and reference tracking as shown in Fig. 10c and 10d.
Note, as discussed before, unlike linear controllers and the
DF analyses, the control sensitivity due to the disturbance
u
d
(Fig. 10d) is different from complementary sensitivity fre-
quency response, particularly at low frequencies.
To verify the results, several points ( f = 5, 10, and 20 Hz)
at SCg1∞ are selected for experiments. To implement the
controller, Cg1 is discretized with a sampling time Ts = 0.1
ms using Tustin method (Sabatier et al. 2015, Schmidt et
al. 2014) and realized through a Compact-Rio device. In Ta-
ble 1, the values of S∞ of these points which are obtained
1 The way of obtaining the closed-loop frequency response using
the proposed toolbox is explained in the movie which is part of
the supplementary file.
Table 1
Comparison between experiment and theory results of SCg1∞
Reference 5 Hz 10 Hz 20 Hz
S∞ (experiment) -25(dB) -25(dB) -18(dB)
S∞ (theory) -30(dB) -30(dB) -20(dB)
SDF -43(dB) -43(dB) -32(dB)
through the experiments, proposed theory, and DF are given.
It is found out that the proposed approach can predict the
performance of reset controllers more accurately than DF.
Note, the negligible differences between the experimental
and theoretical results are because of digitalization and noise
of sensors.
To sum up, the proposed theory can predict the closed-loop
performance of reset systems very precisely. In addition, it
can show discrepancies between closed-loop frequency re-
sponses of two reset controllers with same filters and differ-
ent sequences while their DF are the same.
5 Conclusion
This paper has proposed an analytical approach to obtain the
closed-loop frequency responses of reset systems consider-
ing high order harmonics. In this respect, the output of the
system was obtained by solving the state-space equations of
the closed-loop configuration. Then, the Fourier series was
applied to the steady-state output to obtain the frequency re-
sponses of the system. Moreover, pseudo-sensitivity transfer
functions are defined to relate the error and control input of
the system to the reference, disturbance, and noise. All cal-
culations are embedded in a user-friendly toolbox to make
this approach easy of use.
To show the effectiveness of this approach, two illustrative
examples were given. First, the performance of a Clegg con-
troller on a high-tech positioning stage was obtained using
the DF and our proposed method, and their results were com-
pared with Simulink results. It is revealed that unlike DF
analyses, the time domain performance of Clegg integrator
is not better than linear integrator in the sense of precision
and control input. The time domain results were consistent
with the proposed method results. Second, closed-loop fre-
quency behavior of CgLp compensators considering differ-
ent sequences of their filters were achieved by the experi-
ments, our proposed method, and the DF. The results illus-
trated that the proposed method can predict closed-loop fre-
quency behaviors of the reset systems more precisely than
the DF method. Besides, this method can consider effects of
different sequences of filters on the performances of reset
systems while DF does not have this ability. All in all, this
toolbox gives more insights into the closed-loop frequency
behaviors of reset systems so that designers can tune reset
controllers appropriately. Therefore, it facilitates the use of
reset controllers in industry and academia.
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Fig. 10. The closed-loop frequency responses of Cg1 and Cg2 consist of DF approximation (. DF), the first harmonic (. 1), the third
harmonic (. 3), and the pseudo-sensitivity (. ∞)
References
Aangenent, WHTM, G Witvoet, WPMH Heemels, MJG Van
De Molengraft and M Steinbuch (2010). Performance analysis of
reset control systems. International Journal of Robust and Nonlinear
Control 20(11), 1213–1233.
Ban˜os, Alfonso and Antonio Barreiro (2011). Reset control systems.
Springer Science & Business Media.
Ban˜os, Alfonso and Miguel A Davo´ (2014). Tuning of reset proportional
integral compensators with a variable reset ratio and reset band. IET
Control Theory & Applications 8(17), 1949–1962.
Barreiro, Antonio, Alfonso Ban˜os, Sebastia´n Dormido and Jose´ A
Gonza´lez-Prieto (2014). Reset control systems with reset band: Well-
posedness, limit cycles and stability analysis. Systems & Control
Letters 63, 1–11.
Beerens, R, A Bisoffi, L Zaccarian, WPMH Heemels, H Nijmeijer and
N van de Wouw (2019). Reset integral control for improved settling
of PID-based motion systems with friction. Automatica 107, 483–
492.
Beker, Orhan, CV Hollot, Yossi Chait and Huaizhong Han (2004).
Fundamental properties of reset control systems. Automatica
40(6), 905–915.
Chen, Linda, Niranjan Saikumar and S Hassan HosseinNia (2019).
Development of robust fractional-order reset control. IEEE
Transactions on Control Systems Technology.
Chen, YangQuan (2006). Ubiquitous fractional order controls?. IFAC
Proceedings Volumes 39(11), 481–492.
Clegg, JC (1958). A nonlinear integrator for servomechanisms.
Transactions of the American Institute of Electrical Engineers, Part
II: Applications and Industry 77(1), 41–42.
Dastjerdi, Ali Ahmadi, Niranjan Saikumar and S Hassan HosseinNia
(2018). Tuning guidelines for fractional order PID controllers: Rules
of thumb. Mechatronics 56, 26–36.
Forni, Fulvio, Dragan Nesˇic´ and Luca Zaccarian (2011). Reset passivation
14
of nonlinear controllers via a suitable time-regular reset map.
Automatica 47(9), 2099–2106.
Guo, Yuqian, Youyi Wang and Lihua Xie (2009). Frequency-domain
properties of reset systems with application in hard-disk-drive
systems. IEEE Transactions on Control Systems Technology
17(6), 1446–1453.
Hazeleger, Leroy, Marcel Heertjes and Henk Nijmeijer (2016). Second-
order reset elements for stage control design. In: 2016 American
Control Conference (ACC). IEEE. pp. 2643–2648.
Heinen, Kars (2018). Frequency analysis of reset systems containing a
Clegg integrator. Master’s thesis. Delft University of Technology.
Horowitz, Isaac and Patrick Rosenbaum (1975). Non-linear design for cost
of feedback reduction in systems with large parameter uncertainty.
International Journal of Control 21(6), 977–1001.
HosseinNia, S Hassan, Ine´s Tejado, Daniel Torres, Blas M Vinagre and
Vicente Feliu (2014). A general form for reset control including
fractional order dynamics. IFAC Proceedings Volumes 47(3), 2028–
2033.
Hou, Xiaojun (2019). Tuning of the ”Constant in gain Lead in phase”
element for mass-like systems. Master’s thesis. Delft University of
Technology.
Hunnekens, Bram, Nathan van de Wouw, Marcel Heertjes and Henk
Nijmeijer (2014). Synthesis of variable gain integral controllers
for linear motion systems. IEEE Transactions on Control Systems
Technology 23(1), 139–149.
Krijnen, Martijn E, Ron AJ van Ostayen and Hassan HosseinNia (2017).
The application of fractional order control for an air-based contactless
actuation system. ISA transactions.
Middleton, Rick H (1991). Trade-offs in linear control system design.
Automatica 27(2), 281–292.
Nair, Unnikrishnan Raveendran, Ramon Costa-Castello´ and Alfonso Ban˜os
(2018). Grid voltage regulation using a reset pi+ ci controller for
energy storage systems. IFAC-PapersOnLine 51(4), 226–231.
Nesˇic´, Dragan, Luca Zaccarian and Andrew R Teel (2005). Stability
properties of reset systems. IFAC Proceedings Volumes 38(1), 67–72.
Nuij, PWJM, OH Bosgra and Maarten Steinbuch (2006). Higher-order
sinusoidal input describing functions for the analysis of non-linear
systems with harmonic responses. Mechanical Systems and Signal
Processing 20(8), 1883–1904.
O’Dwyer, Aidan (2009). Handbook of PI and PID controller tuning rules.
World Scientific.
Palanikumar, Arun, Niranjan Saikumar and S Hassan HosseinNia (2018).
No more differentiator in PID: Development of nonlinear lead
for precision mechatronics. In: 2018 European Control Conference
(ECC). IEEE. pp. 991–996.
Panni, Francesco Saverio, Harald Waschl, Daniel Alberer and Luca
Zaccarian (2014). Position regulation of an EGR valve using reset
control with adaptive feedforward. IEEE Transactions on Control
Systems Technology 22(6), 2424–2431.
Pavlov, A, BGB Hunnekens, Nvd Wouw and Henk Nijmeijer (2013).
Steady-state performance optimization for nonlinear control systems
of Lur’e type. Automatica 49(7), 2087–2097.
Sabatier, Jocelyn, Patrick Lanusse, Pierre Melchior and Alain Oustaloup
(2015). Fractional order differentiation and robust control design.
Vol. 77. Springer.
Saikumar, Niranjan, Duarte Vale´rio and S Hassan HosseinNia (2019a).
Complex order control for improved loop-shaping in precision
positioning. In: 58th IEEE Conference on Decision and Control
(CDC).
Saikumar, Niranjan, Rahul Kumar Sinha and S Hassan HosseinNia
(2019b). Resetting disturbance observers with application in
compensation of bounded nonlinearities like hysteresis in piezo-
actuators. Control Engineering Practice 82, 36–49.
Saikumar, Niranjan, Rahul Sinha and S Hassan Hoseinnia (2019c).
‘constant in gain lead in phase’ element-application in precision
motion control. IEEE/ASME Transactions on Mechatronics.
Samad, Tariq, Silvia Mastellone, Philippe Goupil, Alex van Delft, Atanas
Serbezov and Kevin Brooks (2019). IFAC industry committee update
initiative to increase industrial participation in the control community.
IFAC newsletter.
Schmidt, R Munnig, Georg Schitter and Adrian Rankers (2014). The
Design of High Performance Mechatronics-: High-Tech Functionality
by Multidisciplinary System Integration. IOS Press.
Vale´rio, Duarte, Niranjan Saikumar, Ali Ahmadi Dastjerdi, Nima
Karbasizadeh and S Hassan HosseinNia (2019). Reset control
approximates complex order transfer functions. Nonlinear Dynamics
pp. 1–15.
Van den Eijnden, SJAM, Y Knops and Marcel Franc¸ois Heertjes (2018).
A hybrid integrator-gain based low-pass filter for nonlinear motion
control. In: 2018 IEEE Conference on Control Technology and
Applications (CCTA). IEEE. pp. 1108–1113.
Van Loon, SJLM, KGJ Gruntjens, Marcel Franc¸ois Heertjes, Nathan van de
Wouw and WPMH Heemels (2017). Frequency-domain tools for
stability analysis of reset control systems. Automatica 82, 101–108.
Vidal, Angel and Alfonso Ban˜os (2008). QFT-based design of PI+
CI reset compensators: application in process control. In: 2008
16th Mediterranean Conference on Control and Automation. IEEE.
pp. 806–811.
Villaverde, Alejandro Ferna´ndez, Antonio Barreiro Blas, Joaquin Carrasco
and Alfonso Ban˜os Torrico (2011). Reset control for passive
bilateral teleoperation. IEEE Transactions on Industrial Electronics
58(7), 3037–3045.
Wu, Daowei, Guoxiao Guo and Youyi Wang (2007). Reset integral-
derivative control for HDD servo systems. IEEE Transactions on
Control Systems Technology 15(1), 161–167.
Zaccarian, Luca, Dragan Nesic and Andrew R Teel (2005). First order
reset elements and the Clegg integrator revisited. In: Proceedings of
the 2005, American Control Conference, 2005.. IEEE. pp. 563–568.
15
