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Abstract
We represent 3D shape by structured 2D representations
of fixed length making it feasible to apply well investigated
2D convolutional neural networks (CNN) for both discrim-
inative and geometric tasks on 3D shapes. We first provide
a general introduction to such structured descriptors, ana-
lyze their different forms and show how a simple 2D CNN
can be used to achieve good classification result. With a
specialized classification network for images and our struc-
tured representation, we achieve the classification accuracy
of 99.7% in the ModelNet40 test set - improving the previ-
ous state-of-the-art by a large margin. We finally provide
a novel framework for performing the geometric task of 3D
segmentation using 2D CNNs and the structured represen-
tation - concluding the utility of such descriptors for both
discriminative and geometric tasks.
1. Introduction
Convolutional Neural Network (CNN) has been a very
powerful tool in solving problems in 2D domain [14, 30,
9, 5, 6, 24, 16, 8, 23, 15, 20]. Because of the presence of
convolution operation (as convolutional layer), these net-
works require structured data as input - which maps to 2D
images seamlessly. However, because of the unstructured
and unordered nature of 3D data, application of such learn-
ing methods on 3D domain is not straightforward. There-
fore, there have been various attempts to transcribe 3D data
to a common parameterization - both in 3D and 2D.
In the first strategy, 3D structured descriptors such as
voxel occupancy provide a structured grid for the appli-
cation of 3D convolutions. However, because of the ex-
pensive nature of the operation, the memory consumption
of 3D CNN increases ‘cubically’ w.r.t. the input resolu-
tion; limiting the existing networks to an input of size 323
[19, 36, 32, 1]. In the second strategy and an attempt to
avoid the memory expensive 3D convolutions, 3D shapes
are converted to 2D grid like structure for the application of
2D CNNs [7, 3, 26, 37]. These existing methods design spe-
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[A]: MVCNN [32]
[B]: MVCNN-MultiR [22]
[C]: VRN [1]
[D]: Pointnet [21]
[E]: Wang et al [31]
[F]: Kd-Net [13]
[G]: MLH-MCVNN [26]
[H]: RotationNet [12]
[I]: GVCNN [4]
[J]: MHBN [39]
(K): Ours
Figure 1: Evolution of classification methods and their per-
formance on ModelNet40 benchmark [36]. The X-axis here
shows a rough chronological order of the publications. Us-
ing our 10-Layered Slice descriptors and a 2D CNN for
classification, we achieve 99.7% accuracy in the Model-
Net40 test set.
cific 2D descriptors suitable for the problem in hand, which
are often not transferable to other tasks. As a result, struc-
tured 2D representation for 3D data is not standardized - the
way voxel grid and 2D images are in the 3D and 2D domain
respectively.
In this paper, we standardize structured 2D representa-
tion of 3D data and provide their general description. Based
on the properties, we categorize them into different forms
and analyze them. We provide a general network structure
for performing discriminative tasks on such representation
and show how it can be easily integrated to any well investi-
gated 2D CNN designed for specific tasks. We verify this by
performing classification of 3D shapes by both vanilla and
specialized 2D CNN with the general structured represen-
tation as the input. Using a specialized 2D CNN for classi-
fication we achieve state-of-the-art accuracy in the compet-
itive ModelNet40 benchmark [36] with all of the forms of
the representations. Our classification result is summarized
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in Figure 1.
Solving geometric tasks such as 3D segmentation using a
2D descriptor is challenging, because a significant amount
of information is lost with the reduction of a dimension.
In this paper we propose a novel architecture for perform-
ing the geometric task of 3D segmentation with height-map
based representation as input. Therefore, we show the util-
ity of the structured 2D descriptors in terms of both discrim-
inative and geometric tasks.
The descriptors analyzed in this paper does not need a
pre-estimation of 3D mesh structure and topology, and can
be computed directly on unordered point clouds. This is
in contrast to shape-aware parameterizations that require
the knowledge of 3D mesh topology, e.g. mesh quadran-
gulation, intrinsic shape description in eigenspace of the
mesh Laplacian etc [18, 27]. Structured 2D representation
is suited for learning shape features in a large dataset, and
therefore is ideal for the current data driven approach of
neural networks. As argued before, it is comparable to the
standard voxel grid descriptor, but in 2D. It enables all the
advantage of 2D CNNs, such as ease of performing convo-
lution, initialization of network weights pretrained on mil-
lions of data samples, efficiency of memory etc. in the con-
text of 3D data. It also makes it possible to use well de-
signed core 2D networks such as GoogLeNet [33], ResNet
[9] for shape analysis. Our contributions are the following:
• We generalize structured 2D representations of 3D data
and their usage with 2D CNN for discriminative tasks.
• Using the structured 2D representations as input and a
CNN framework for classification, we achieve 99.7%
classification accuracy in the ModelNet40 [36] test set
and improve the previous state-of-the-art by a large mar-
gin.
• We then propose a novel network for performing geomet-
ric tasks on the 2D descriptors and solve the problem of
3D part segmentation and semantic segmentation.
With the publication, we will make different structured de-
scriptors of ModelNet40 (from different orientations) and
the implementation of our network public.
The following section describes the related literature.
Section 3 describes the structured 2D representation and its
different forms. Section 4 introduces general classification
methods on the representation followed by the details of the
specialized network, that jointly classifies and detects the
orientation. We follow it by introducing our novel frame-
work for segmentation in Section 5. We finally present our
result of the experiments in Section 6.
2. Related Work
3D voxel grid for 3D convolution In these methods, 3D
shape is represented as a binary occupancy grid in a 3D
voxel grid on which 3D CNN is applied. Wu et al.[36] uses
deep 3D CNN for voxelized shapes and provides the pop-
ular classification benchmark dataset of ModelNet40 and
ModelNet10. This work is quickly followed by network de-
sign that take ideas from popular 2D CNNs giving a big
boost in performance over the baseline [19, 1]. [22, 28]
design special CNNs optimized for the task of 3D classi-
fication. However, because of the fundamental problem of
memory overhead associated with 3D networks, the input
size was restricted to 323, making them the least accurate
methods for both discriminative and geometric tasks. In
contrast to voxel gird, we use structured 2D descriptors and
use 2D CNN and perform better in both classification and
segmentation.
Rendered images as descriptor These methods take vir-
tual snapshots of the shape as input descriptors and perform
the task of classification using 2D CNN architecture. Their
contributions are novel feature descriptors based on render-
ing [29, 10, 32] and specialized network design for the pur-
pose of classification [34, 12, 4]. The specialized CNN
used for classification in this paper is inspired from [12]
where classification and orientation estimation is jointly
performed to increase the classification performance. Even
though rendered images by definition structured 2D de-
scriptors, they do not provide any direct geometric infor-
mation. Because of this reason they are not considered a
part of the representation in this paper. With the same net-
work architecture all forms of our representation perform
significantly better than the rendered images.
2D representations for 3D tasks Detection: These meth-
ods project the point-cloud collected from 3D sensors such
as LIDAR onto a plane and discetize them to a 2D grid for
2D convolution for 3D object detection [3, 37, 17]. The pro-
jection on the ground plane, which is often referred as ‘Bird
Eye View’, is augmented with other information and finally
fed to a network designed for 3D detection. Here the 3D
data is assumed to be sparse along the Z direction - across
which convolution is performed.
Classification: Gomez-Donoso et al. [7] represents
shape by ‘2D slices’ - the binary occupancy information
along the cross section of the shape at a fixed height. Sarkar
et al. [26] on the other hand represents shape by height-map
at multiple layers from a 2D grid. Both of them combines
descriptors from different views by a MVCNN [32] like ar-
chitecture for classification.
We standardize structured 2D representation of 3D data
with the ideas spanning through all these works. We pro-
vide a general description of such representation, that can
be used by any 2D CNN designed for images classification.
Figure 2: (Left) Different forms of structured 2D descriptors - form left to right - (a) Layered Height-map (MLH) (b)
Occupancy Slices (c) Occupancy volume. (Right) Visualization of 3-layered MLH and Slice descriptor of a plotted plant.
Specialized networks for 3D Recently, there has been a
serious effort to have alternative ways of applying CNNs
in 3D data such as OctNet [25] and PointNet [21]. OctNet
uses a compact version of voxel based representation where
only the occupied grids are stored in an octree instead of
the entire voxel grid. PointNet [21] takes unstructured 3D
points as input and gets a global feature by using max pool
as a symmetrical function on the output of multi-layer per-
ceptron on individual points. Our method is conceptually
different, as it respects the actual spatial ordering of points
in the 3D space.
3. Structured 2D representation
In this section, we provide a general description of the
structured 2D representation of 3D data. The ideas of such
descriptors are taken from the previous literature in 3D
computer vision [7, 3, 26, 37]. We start by providing the
notation which is followed throughout the paper.
Notation Multidimensional arrays are denoted by bold let-
ters (e.g. x, y) and scalars are denoted by non-bold let-
ters (e.g. x, α). For a given integer n ∈ N, we define
[n] := {1, . . . , n}. Let A be a multidimensional array.
Ai,j,k,... denotes the element of A at the index i, j, k . . ..
Using : as index means to select all indices along that axis.
Depending on the context, we use the subscript notation for
denoting the sample number as well.
Formulation Let P ∈ R3×N be a 3D point-cloud com-
prising N points, where the i-th column denotes an individ-
ual point. The point-cloud is obtained either directly from
the 3D scanners such as Kinect, Intel RealSense, LIDAR,
etc., or is sampled from a shape. Unlike pixel arrays in im-
ages, point-cloud consists of points without any order mak-
ing them un-ordered and unstructured. This makes it diffi-
cult to use them as input to standard machine learning al-
gorithms - such as Convolutional Neural Networks. Given
such unstructured point-cloud P , we convert them into a
structured 2D representation x of dimension H ×W × c.
This descriptor is both structured and of fixed-length, which
enables the application of standard machine learning algo-
rithm.
3.1. Learning methods on structured input
Given data-samples from structured representation X ⊂
RH×W×c, we search a function f : X 7→ Y mapping an
input x ∈ X to a task specific output y ∈ Y . The function
f is often known as the ‘model’ or ‘score function’. Some
examples of such models are linear-model, multi-layer per-
ceptron and convolutional neural network (CNN). In the
case of CNN, 2D convolutional filters are applied across the
first two spatial dimensions of the input (of size (H,W )),
while 3rd dimension is taken as the depth of the convolu-
tional filter. Thus the structured 2D representation is en-
coded as c-channel (or c-layered) features ofH×W spatial
dimensions. We use the term ‘channel’ and ‘layer’ inter-
changeably in this paper to denote the depth axis. Therefore
in this notation, k-th layer of the feature x is x:,:,i
3.2. Forms of structured 2D representations
As a first step of 2D discritization of 3D shapes, a dis-
crete 2D grid of spacial dimension H ×W is placed on the
3D data. For each bin of the 2D grid c values are sampled
according to a criteria. Inspired by the previous literature,
we mention here different strategies of sampling.
3.2.1 Layered height-maps
In this strategy for each bin of the 2D grid, c physical height
values are sampled from all the points falling into the bin.
i.e. xi,j,c represents a height value of a sampled-point from
the grid plane falling at the bin (i, j). The c height values are
chosen as percentile statistics to uniformly distribute height
information in all the layers. ie. kth layer is computed as
k−1
c−1 × 100th percentile of the height values of the points
falling in a bin, which evenly samples the height values
w.r.t. number of points for each layers (1stth layer→ min-
imum height, cth layer → maximum height). An approxi-
mation of this strategy can be achieved by dividing points
equally into c slices and computing a height value for each
slice [3]. We use the percentile method when we compute
this descriptor and address it as ‘multi-layered height-map
(MLH)’ or ‘layered height-map’ in this paper.
3.2.2 Occupancy slices
In this strategy, occupancy slices are computed at predeter-
mined height values. That is for each bin of the 2D grid, at
c fixed height values across the first two dimensions, slices
are made of a specific thickness t. Binary occupancy in-
formation of the points in the voxel comprising of the 2D
bin (the first two dimension) and the slice (the 3rd dimen-
sion) are taken as the feature. The slices are considered at
heights equidistant to each other to evenly cover the shape
cross-section. We address this descriptor as ‘Slice’ or ‘Oc-
cupancy slices’ in this paper.
3.2.3 Binary occupancy volume
In this strategy, the entire H×W × c dimension tensor rep-
resents binary occupancy information of the 3D data. That
is a physical dimension L×B ×D is defined for the scene
and a 3D grid of shape H ×W × c is placed on the data.
The points inside this cubical space is then discretized with
a resolution of LH × BW × Dc as occupancy information.
Note that, this is same as the traditional voxel occupancy
descriptors. The important differences are a) the resolution
D
c along the depth dimension is often different to that of
the spatial dimension LH b) 2D convolution operation is ap-
plied along the special dimension instead of expensive 3D
convolution along all three axes.
We point out that the binary occupancy volume descrip-
tor reduces to occupancy slices when t = Dc , and slices
taken at c even intervals along the depth dimension. Be-
cause of their similarity, we chose occupancy slices descrip-
tors to represent both the categories. Figure 2 provides a
visualization of the different forms of the aforementioned
descriptors.
3.3. Orientation views
As explained before, structured 2D representation re-
quires placement of 2D grid on the point cloud as a first step.
Therefore, the feature descriptors are dependent on orienta-
tion of the grid; where orientation is defined as the direction
of the plane of the grid. A good system should be able to
merge the descriptors of an instance coming from different
orientations. This can be treated analogous to the ‘camera
views’ for generating rendered images of 3D shapes and us-
ing them as feature descriptors [29, 10, 32, 34, 12]. We use
the geometric structured representation and exploit the care-
ful design choices of the image based network for merging
orientation to perform the task of 3D classification.
4. Classification
4.1. Vanilla classification system from a single ori-
entation
In the simple case, structured 2D representations of
mean-centered and normalized shapes can be computed
w.r.t. to a canonical axis, as its orientation and a classifi-
cation based learning method can be applied as described in
Section 3.1. Here each descriptor x ∈ RH×W×c is assigned
a class label c ∈ [n], where n is the total number of classes.
The network f , with a normalization such as softmax at the
last layer, outputs n probability estimation y ∈ [0, 1]n for
each class. The true distribution ∗y is then the one-hot en-
coding for the class. i.e. its k-th element,
yk = {1|k = c, 0|otherwise} (1)
The dissimilarity between the two distribution is mea-
sured by a loss function L : Y ×Y 7→ R. A commonly used
function for classification is the cross-entropy between two
distribution. It is given by
L(y,∗ y) = − log yc (2)
Therefore, we can use a simple feed forward 2D CNNs
like VGG, ResNet, etc. whose parameters are optimized
by a classification loss. This enables classification from the
descriptors computed from a single orientation. To increase
the performance of classification, we can either perform ori-
entation augmentation (or ensemble of classifiers) or fine
grained analysis of orientations clusters - inspired from the
networks that uses 2D images. The main idea is to get m
different descriptors of an instance of 3D model from m
different orientation and fuse them in a careful manner for
the final classification. The following subsection describes
such method in detail.
4.2. RotationNet for 3D descriptors
Inspired by the network in [12], we jointly perform
classification and orientation estimation for better aggrega-
tion of feature descriptors from different orientations. It is
shown that when synthetic images of 3D models are used,
the classification performance improves by joint estimation
of orientation and categories [28].
For each instance of the 3D shape we compute differ-
ent descriptors {xi}mi=1 fromm pre-defined orientations. A
orientation variable oi ∈ [m] is assigned to xi such that,
oi = j when xi is computed from j-th orientation. A new
class ‘incorrect view’ with class id n + 1 is introduced in
addition to the n different classes for classification. The
model consists of a base multi-layered network followed by
the concatenation of m softmax layers which outputs the
class probabilities y ∈ [0, 1]m×(n+1) w.r.t different views.
For the input xi, the true distribution ∗y is defined such that
its (j,k)-th element ∗yj,k is given by
∏CNN
m orientations n+1 class scores
Orientation 
optimization
Backpropagation
30°
Z
Figure 3: (Left) Summary of RotationNet. See text for more details. (Right) Orientation setup for the network - we compute
feature descriptors at 12 orientations by rotating the grid around the Z axis.
∗yj,k =
{
1 | k = c and j = oi, or j 6= oi and k = n+ 1
0 | otherwise
(3)
The cross entropy between the two distributions is then
Ci(y, ∗y) = − log yoi,c −
∑
j 6=oi
log yj,n+1 (4)
In order to learn the orientations together with the cate-
gories, we optimize the summation
L(y, ∗y) =
m∑
i=1
Ci(y, ∗y) (5)
by iterating the optimization process over the network pa-
rameters and the orientation variables {oi}mi=1. Note that,
minimizing Equation 5 for the orientations {oi}mi=1 reduces
to minimizing
∏M
i=1−
yoi,c
yoi,n+1
over all the candidate orien-
tations {oi}mi=1.
Candidate orientations for structured 2D representation
The choice of the candidate orientations is arbitrary, but
needs to be fixed for the entire training and testing. We fol-
low the previous literature and assume, that the input shapes
are upright oriented along Z axis [32, 22, 26, 12, 29] in or-
der to derive consistent set of candidate orientations. We
mean center the data and place the reference grid through
the origin pointing along the X axis (side view). We then
create 12 orientations for computing the descriptors by ro-
tating the grid around Z axis by incrementing 30 degrees.
The setup is shown in Figure 3 (Right).
5. Segmentation using layered height-map
Unlike rendered images, structured 2D representation is
geometric and therefore can be used for solving geometric
tasks. Because of the fact that occupancy slices (Section
3.2.2) and binary occupancy volume (Section 3.2.3) are oc-
cupancy based descriptors like voxel grids, 3D geometric
tasks like segmentation can be solved in a similar way, as it
is done for voxel grids using a 3D CNN. Performing such
tasks using a 2D CNN is not straightforward.
In contrast, multi-layered height-map (Section 3.2.1) de-
scriptors have rich information along the direction perpen-
dicular to the plane of the grid as it directly stores the height
information - making them a good choice for performing
geometric tasks. In this section we introduce our novel
method, that uses 2D multi-layered height-map as input and
solves the problem of point-cloud segmentation.
5.1. Single view network
Input representation In point-cloud segmentation each
point Pi contains a segmentation label l ∈ [n], where n is
the total number of class labels. We convert such labeled
point-cloud to 2D MLH descriptor x ∈ RH×W×c, where
xi,j,c denotes the displacement value from the grid. We
also prepare a 2D grid for the labels l ∈ [n]H×W×c such
that li,j,c has the same label as the point that was considered
for the displacement value at xi,j,c.
Network formulation Given a set input descriptors in the
form of x and the label maps in the form of l, we solve
2D segmentation task for each layer. That is, we solve c
segmentation task using a 2D CNN with x as input and l:,:,k
as output labels, where k ∈ [c].
The 2D segmentation network has two parts: 1) a base
network and 2) c classification heads responsible for the fi-
nal pixelwise classification for all the c layers. In our im-
plementation we chose the final 3 fully convolutional lay-
ers of the segmentation network as classification head. The
final loss is the summation of all the losses coming from
the classification heads. We finally backpropagate the en-
tire network with the gradient computed from the final loss.
The network architecture is summarized in Figure 4.
Note that, the 2D CNN for segmentation can be chosen
to be any of the well investigated architectures such as FCN,
UNet, PSPNet, etc [16, 40, 2]. The only difference is, that
we have c different final layers for classification after the
base network.
L1
Lc
L = ∑ Li
Base CNNMLH 
Descriptors
Classification Heads
CNN1
X
Backpropagation 
CNN3
Z
CNN2
Y
Figure 4: Our segmentation network for c layered height-
map descriptors. For each orientation of the descriptor, we
solve c 2D segmentation problem with a base CNN and dif-
ferent fully convolutional classification heads.
3D segmentation During the test time we compute the c
layer MLH descriptor x of the input cloud Pin and pass it
through the network to get the c layer segmentation mask l.
Now we are required to transfer this 2D segmentation infor-
mation back to the original point-cloud. We first convert the
descriptor x to a point cloud Pcomp =
⋃H,W,c
i=1,j=1,k=1{((i+
1/2)w, (j+1/2)∗h,xi,j,c)}, where w and h are the size of
the bin of the 2D grid in X and Y direction. We assign each
point of the computed cloud a label based on the label map
at that location i.e.
⋃H,W,c
i=1,j=1,k=1{li,j,c}. We then place a
voxel grid on the this cloud and assign each voxel bin the
mode of all the point-labels inside that bin. We finally use
this labeled voxel grid V to compute the point label of the
input cloud Pin completing the segmentation.
5.2. Multi-view architecture
The MLH descriptors are lossy in nature. Surfaces that
are approximately perpendicular to the 2D grid of the de-
scriptors are represented by c values, which results to a large
loss of geometrical information. This causes large empty
areas in the computed label voxel V , which leads to unla-
beled points of the input cloud. To alleviate this issue, we
compute the segmentation labels for 3 different orientations
corresponding to the 3 axes of the input shape. We use the
intuition, that a surface cannot be perpendicular to all the 3
axes at the same time.
Similar to that of the classification problem, we compute
the layered descriptor and the corresponding label map for 3
different orientations. We then use 3 different CNN and up-
date them iteratively during the training in each batch. Dur-
ing the testing time, we combine the point labels for each
of the views i.e Psum =
⋃
Poi , where Poi is the computed
labeled cloud form each orientation. We finally compute
Descriptor Accuracy
MLH 5 layer 91.05
Slice 5 layer 88.21
Table 1: Classification accuracy on ModelNet40 with a sin-
gle orientation.
the labeled voxel grid V for segmentation on the combined
cloud Psum.
Number of layers and design choices Since in realistic
scenario for segmentation the point-cloud is sparse in nature
we found c = 2 to work well. This results the MLH features
to capture the shape outline from the outside, which is often
the case with real world point-clouds.
6. Experiments
In this section we provide our experimental evaluation
of the structured 2D descriptors for the task of classification
and segmentation.
6.1. 3D Shape Classification
Dataset and general settings We use the popular dataset
of ModelNet40 [36] for evaluating our shape classification
results. It contains approximately 12k shapes from 40 cat-
egories and comes with its own training and testing splits
of around 10k and 2.5k shapes. We first densely sample
points form each shape and compute multi-layered height-
map (MLH) and occupancy slice feature descriptors of di-
mension 256× 256× c. As found by the experiments (Sec-
tion 6.1.3), we use c = 5 for most of the cases. We use
the ImageNet pretrained weights for initialization in all our
experiments to take advantage of 2D CNNs trained on mil-
lions of samples. In the first convolutional layer where the
depth of the filter doesn’t match (c instead of 3), we repeat
the weights channel-wise.
6.1.1 Vanilla CNN for classification
We solve the problem of classification by a single vanilla
CNN and a cross-entropy loss with the descriptors from
a single orientation. We use the simple network of VGG
(VGG16 with batch normalization) [30] as the base net-
work for this task and show our result in Table 1. As
seen, even with a single orientation and without performing
any data augmentation and fine grained analysis, our result
with MLH descriptors comes out to be better than the many
multi-view baselines, including MVCNN [32]. This shows
the strength and advantage of using structured 2D descriptor
and 2D CNN for 3D classification.
Accuracy # Views /
Test instances
PANORAMA NN [29] 91.12 1
Dominant Set Clustering [31] 93.80 12
Pairwise [10] 90.70 12
MVCNN 12-v[32] 89.90 12
MVCNN 80-v[32] 90.10 80
Kd-Net depth 10 [13] 90.60 10
Kd-Net depth 15 [13] 91.80 10
MVCNN- MultiRes [22] 91.40 20
VRN [1] 91.33 24
Voxception [1] 90.56 24
Pointnet [21] 89.20 1
VoxNet [19] 83.00 12
MLH-MV [26] 93.11 3
RotNet-orig 12-v [12] 90.08 12
RotNet-orig 20-v [12] 97.37 20
GVCNN [4] 93.10 8
MHBN [39] 94.70 6
VGG + MLH 1-v 91.05 1
Our RotNet + MLH-5L 99.56 12
Our RotNet + Slice-5L 99.51 12
Our RotNet + Slice-10L 99.76 12
Table 2: Comparison of classification accuracy on Model-
Net40 test split.
6.1.2 RotationNet for 3D descriptors
In this section we present our result of classification from
the network described in Section 4.2. As discussed, for each
mean-centered instance we compute 12 descriptors from the
grid rotated along the Z axis. Using VGG as our base net-
work we iteratively optimize the network and the orienta-
tion candidates based on Equation 5 and train till the con-
vergence. We use a standard SGD with the initial learning
rate of 0.01 and momentum of 0.9
We use both MLH and Slice descriptors with different
number of layers in this experiment and present our result
in Table 2. As seen, our RotationNet with both MLH and
Slice descriptors improve the state-of-the art by a high mar-
gin. It is to be noted, that occupancy slice descriptor (for 5
layered feature) is around 1/10-th of the size of MLH. Even
with such less amount of information it achieves compa-
rable result with MLH. This shows the superiority of slice
descriptor on classification tasks.
6.1.3 Analysis of structured 2D representation
We perform experiments to analyze the optimal number of
channels/layers for the structured 2D representations. We
keep the same experimental setup of 12 view RotationNet,
but change the number of layers for both MLH and Slice
descriptors. For 1 layer descriptors, we took the minimum
1 3 5 7 9 11
No. of Layers
70
75
80
85
90
95
100
C
la
ss
ifi
ca
tio
n
A
cc
ur
ac
y
Slice
MLH
Figure 5: Effect on the performance on ModelNet40 w.r.t.
number of layers for MLH and Slice descriptors.
height for MLH, and slice occupancy at the mid-section of
the shape for Slice descriptor. The result is shown in Figure
5.
We find the single layered structured descriptor to per-
form extremely poorly in comparison to their multi-layered
versions. The result improves quickly with the addition of
more layers and saturates after 5 with an accuracy of around
99.5%. Adding more layers in MLH does not increase the
accuracy further. In fact, around 10 layer MLH we see a
drop in the accuracy. Note that, due to the presence of the
floating point height values, 5 layer MLH descriptor already
consumes a significant amount of memory. With occupancy
slice the accuracy increases upto 99.7% with 10 layers and
does not improve further.
6.2. 3D Segmentation
6.2.1 Experimental setup
Dataset and feature computation We use the 3D part
segmentation dataset - ShapeNet parts - provided by [38]
to evaluate our segmentation method. This dataset is a sub-
set of ShapeNetCore and its segmentation labels are verified
manually by experts. It also comes with its own training and
testing split. We use 4 categories with the most training in-
stances namely - Table, Chair, Airplane, and Lamp - for our
evaluation as other categories do not have enough instances
for training a deep neural network; and to compare with [35]
whose results are only available for these categories. Note
that, we deal with each category separately with different
network. It can be argued, that our performance could im-
prove further (and lack of training data for other categories
be resolved) if we train our network across different cate-
gories with an external input of the category information in
the final classification stage. Our intention here is not to
push for the best result, but to validate our framework for
3D point segmentation by 2D descriptors.
We use our multi-view architecture for segmentation,
and therefore, we compute features from the three axes as
orientations (Section 5.2). Because of the low point density
Figure 6: Qualitative result of our 3D segmentation on the
ShapeNet-parts test split.
in the shapes of the segmentation dataset (≈ 3000), we com-
pute MLH features and label-map of dimension 64×64×2.
We find, that 2 layers are sufficient for the semantic infor-
mation of the shape as it captures the shape outline from
outside. At empty regions in the label map, we put an addi-
tional ‘invalid’ label. Therefore, during the optimzation we
classify for n+1 classes, where n is the original number of
classes.
2D segmentation network As discussed, our segmenta-
tion framework is not tied to any particular type of 2D seg-
mentation networks. We use the simple model of Fully Con-
volutional Network (FCN8s) [16] as our base CNN. For the
classification heads we choose the final 3 convolutional lay-
ers of the network. We added the loss coming from the two
classification heads and optimized the network through the
backpropagation based on this resultant loss (Figure 4). For
training, we use the pretrained VGG weights for initializa-
tion and a standard SGD optimizer with momentum with
the initial learning rate as 1.0e-10. We perform segmenta-
tion of each category by a different network and show our
qualitative result in Figure 6. In Figure 7 we show the 2D
segmentation result of different layers and views of a Table.
6.2.2 Analysis
We use the point IoU between the ground truth and pre-
dicted labels as our evaluation metric. The mean IoU of a
category is taken as the mean IoU of all instances of the
category. We then compare our result with the method of
Wu et al.[35], PointNet [21], a baseline 3D CNN for seg-
mentation used in [21] and present our results in Table 3.
It is seen that our result is quantitatively comparable to the
existing state-of-the-art methods.
Our aim here is to provide an experimental verification of
our segmentation framework instead of network engineer-
ing for the best result. The result can be improved by the
Table Chair Airplane Lamp
Wu et al. [35] 74.8 73.5 63.2 74.4
PointNet [21] 80.6 89.6 83.4 80.8
3D CNN [21] 77.1 87.2 75.1 74.4
Ours 79.2 82.0 72.1 74.5
Table 3: Quantitative result of 3D Segmentation on
ShapeNet-part in terms of mean point IoU %.
Figure 7: Example of segmented (Left) and groud truth
(Right) label-map of a Table. Layers are shown in different
rows, and the orientations are shown in different columns.
following:
1. Use of latest 2D segmentation network such as PSPNet
[40], DeepLab [2], etc instead of the basic FCNs to im-
prove the 2D segmentation result.
2. Use of 3D meshes of ShapeNet-parts [11] to get a denser
point-cloud to increase the input resolution of the MLH
features (without introducing large amount of empty re-
gions).
7. Conclusion
In this paper we provided a general introduction to struc-
tured 2D representation of 3D data and analyzed its various
forms. We showed how a simple vanilla CNN like VGG
can be use with such 2D descriptors to achieve good clas-
sification result. We then used a specialized 2D CNN to
aggregate feature descriptors from different orientation to
achieve 99.7% accuracy in the ModelNet test state improv-
ing the previous state-of-the art accuracy by a large mar-
gin. Finally, we provided our novel framework for per-
forming the geometric task of 3D segmentation using 2D
networks and structured 2D representation. Therefore, we
provided general framework for the 2D descriptors for solv-
ing both discriminative and geometric task. We concluded,
that occupancy-slice descriptor provides an excellent choice
for shape classification because of its compactness. Where
as multi-layered height-map provides a good choice for 2D
segmentation because of its richness of information. We
hope this work will make structured 2D representation more
standard for 3D data processing in the future; similar to that
of voxel occupancy grid.
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