Misspelled queries in cross-language IR: analysis and management by Vilares Calvo, David et al.
Consultas con Errores Ortogra´ficos en RI Multilingu¨e:
Ana´lisis y Tratamiento∗




Campus de Elvin˜a s/n











Campus de Elvin˜a s/n
15071 – A Corun˜a
jvilares@udc.es
Resumen: Este art´ıculo estudia el impacto de los errores ortogra´ficos en las consul-
tas sobre el rendimiento de los sistemas de recuperacio´n de informacio´n multilingu¨e,
proponiendo dos estrategias para su tratamiento: el empleo de te´cnicas de correc-
cio´n ortogra´fica automa´tica y la utilizacio´n de n-gramas de caracteres como te´rmi-
nos ı´ndice y unidad de traduccio´n, para as´ı aprovecharnos de su robustez inherente.
Los resultados demuestran la sensibilidad de estos sistemas frente a dichos errores
as´ı como la efectividad de las soluciones propuestas. Hasta donde alcanza nuestro
conocimiento no existen trabajos similares en el a´mbito multilingu¨e.
Palabras clave: Recuperacio´n de informacio´n multilingu¨e; traduccio´n automa´tica;
errores ortogra´ficos; correccio´n ortogra´fica; n-gramas de caracteres.
Abstract: This paper studies the impact of misspelled queries on the performance
of Cross-Language Information Retrieval systems and proposes two strategies for
dealing with them: the use of automatic spelling correction techniques and the use
of character n-grams both as index terms and translation units, thus allowing to
take advantage of their inherent robustness. Our results demonstrate the sensitivity
of these systems to such errors and the effectiveness of the proposed solutions. To
the best of our knowledge there are no similar jobs in the cross-language field.
Keywords: Cross-language information retrieval; machine translation; misspellings;
spelling correction; character n-grams.
1. Introduccio´n
En el marco actual de globalizacio´n de la red
muchas veces un documento relevante para el
usuario esta´ escrito en una lengua diferente a
la suya. Como respuesta a esta problema´tica
surge la recuperacio´n de informacio´n multi-
lingu¨e (RIM)1 (Nie, 2010), un caso particu-
lar dentro de la recuperacio´n de informacio´n
(RI) en el que consultas y documentos esta´n
en idiomas diferentes.
Para ello la mayor´ıa de dichos sistemas in-
troducen algu´n tipo de fase de traduccio´n in-
termedia que permita reducir el problema ori-
ginal a la cla´sica RI monolingu¨e con consultas
y documentos en el mismo idioma. Debido a
∗ Trabajo parcialmente subvencionado por el Minis-
terio de Economı´a y Competitividad y FEDER (pro-
yectos TIN2010-18552-C03-01 y TIN2010-18552-C03-
02) y por la Xunta de Galicia (ayudas CN 2012/008,
CN 2012/317 y CN 2012/319).
1Cross-language information retrieval (CLIR)
limitaciones pra´cticas suele optarse por tra-
ducir las consultas de su idioma original (de-
nominado origen) al de los documentos (de-
nominado destino) (Nie, 2010).
Fruto de esta misma globalizacio´n cada
vez es ma´s necesario disponer de sistemas
capaces de operar sobre textos con errores
ortogra´ficos,2 en particular en el caso de las
consultas (Guo et al., 2008). Esto se debe a
que los modelos formales de RI fueron di-
sen˜ados para operar sobre textos sin erro-
res, por lo que su presencia dan˜ara´ substan-
cialmente el rendimiento. Hablaremos enton-
ces de recuperacio´n de informacio´n tolerante
a errores3 (Manning, Raghavan, y Schu¨tze,
2008, Cap. 3).
En este contexto nuestro trabajo aborda el
2Tanto aque´llos fruto del desconocimiento de la or-
tograf´ıa como errores tipogra´ficos o producto del rui-
do durante su generacio´n (ej. OCR) (Kukich, 1992).
3Tolerant Information Retrieval.
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estudio del impacto de los errores ortogra´fi-
cos en las consultas sobre el proceso de re-
cuperacio´n multilingu¨e as´ı como el disen˜o de
entornos robustos capaces de operar en ese
contexto.
El tratamiento de consultas mal escri-
tas suele basarse en sustituir o modificar el
algoritmo de bu´squeda de correspondencias
exactas original para permitir corresponden-
cias aproximadas. Conforme al estado del
arte, consideramos dos estrategias gene´ricas
diferentes (Manning, Raghavan, y Schu¨tze,
2008): una que opera a nivel de palabra y
otra a nivel de subpalabra.
La primera de e´stas opera a nivel de pala-
bra y consiste en an˜adir una fase de preproce-
samiento para la correccio´n de los errores or-
togra´ficos de la consulta empleando te´cnicas
de procesamiento del lenguaje natural (PLN)
basadas en diccionarios. Debemos sen˜alar que
a diferencia de otros a´mbitos cla´sicos de apli-
cacio´n de los sistemas de correccio´n (ej. pro-
cesadores de texto), en el caso de RI se re-
quieren soluciones que permitan un trata-
miento totalmente automa´tico del error (Ku-
kich, 1992) sin necesidad de la intervencio´n
del usuario. Se pueden distinguir dos enfo-
ques: la correccio´n de palabras aisladas en la
cual se intenta corregir cada palabra por se-
parado (Savary, 2002), y el aprovechamiento
de la informacio´n lingu¨´ıstica de su contexto
para la correccio´n (Otero, Gran˜a, y Vilares,
2007).
Una segunda estrategia consiste en em-
plear n-gramas de caracteres como unidad de
procesamiento en lugar de palabras (McNa-
mee y Mayfield, 2004a; Robertson y Willett,
1998).
En este trabajo probaremos ambas apro-
ximaciones con errores humanos reales en
un contexto de recuperacio´n de-espan˜ol-a-
ingle´s (consultas en espan˜ol y documentos en
ingle´s). Hasta donde alcanza nuestro conoci-
miento no existen trabajos similares con este
grado de detalle en el a´mbito multilingu¨e.
La estructura del art´ıculo es como sigue.
La Seccio´n 2 aborda nuestras propuestas ba-
sadas en correccio´n, mientras que la Seccio´n 3
describe nuestra propuesta basada en el em-
pleo de n-gramas de caracteres. La Seccio´n 4
detalla nuestro metodolog´ıa de prueba, ob-
teniendo los resultados recogidos en la Sec-
cio´n 5. Finalmente, la Seccio´n 6 presenta
nuestras conclusiones y propuestas de traba-
jo futuro.
2. Aproximaciones basadas en
correccio´n ortogra´fica
La primera de las estrategias contempladas
pasa por preprocesar la consulta empleando
te´cnicas de correccio´n automa´tica basadas en
PLN para detectar y corregir sus errores or-
togra´ficos, la cual ha sido ya aplicada con
e´xito en RI monolingu¨e (Vilares, Vilares, y
Otero, 2011). En nuestro contexto actual la
consulta inicial es preprocesada y, una vez
corregida, es traducida aplicando te´cnicas de
traduccio´n automa´tica (TA)4 y luego lanzada
contra el motor de recuperacio´n. Asimismo se
han considerado dos posibles te´cnicas correc-
cio´n, aislada y contextual, que describimos a
continuacio´n.
2.1. Correccio´n aislada
Como punto de partida aplicaremos el algo-
ritmo de reparacio´n global propuesto por Sa-
vary (2002), capaz de encontrar todas las pa-
labras cuya distancia de edicio´n (Levensh-
tein, 1966) con la erro´nea sea mı´nima; esto
es, el nu´mero de operaciones de edicio´n5 a
aplicar para transformar una cadena en otra.
Este algoritmo tiene como nu´cleo un
auto´mata finito (AF) que reconoce el le´xi-
co del idioma considerado. Para cada pala-
bra a procesar el AF intenta reconocerla in-
tentando ir desde el estado inicial a uno fi-
nal a trave´s de las transiciones etiquetadas
con los caracteres de la cadena de entrada.
Si el AF se detiene en un estado por no ha-
ber transiciones de salida etiquetadas con el
siguiente cara´cter de la entrada, es que se ha
detectado un error ortogra´fico. Pasamos en-
tonces a aplicar sobre la configuracio´n actual
del auto´mata cuatro posibles hipo´tesis de re-
paracio´n elemental, cada una de ellas corres-
pondientes a una operacio´n elemental (inser-
cio´n, borrado, sustitucio´n y transposicio´n) y
con un coste asociado para as´ı intentar alcan-
zar una nueva configuracio´n que nos permita
continuar con el proceso de reconocimiento.
Dichas operaciones se aplican recursivamen-
te hasta alcanzar una configuracio´n correcta.
El algoritmo tambie´n reduce dina´micamen-
te el espacio de bu´squeda, queda´ndose en to-
do momento u´nicamente con las correcciones
mı´nimas y tratando de alcanzar la primera
solucio´n tan pronto como sea posible.
4Machine translation (MT).
5Insercio´n, borrado o substitucio´n de un cara´cter,
o transposicio´n de dos caracteres contiguos.













Figura 1: Alternativas de correccio´n
ortogra´fica representadas en una ret´ıcula
(secuencia correcta resaltada).
Desafortunadamente, este algoritmo pue-
de devolver varias correcciones candidatas si
existen varias palabras a distancia mı´nima de
edicio´n de la palabra original. Tomemos co-
mo ejemplo la frase “No es fa´cile* trabajar
baio* presio´n”,6 representada junto con sus
posibles correcciones en la Figura 2.1; en este
caso el algoritmo devolver´ıa dos posibles co-
rrecciones candidatas para “fa´cile*” (“fa´cil”
y “fa´ciles”) y otros dos para “baio*” (“bajo”
y “ban˜o”). Asimismo este algoritmo esta´ limi-
tado a aquellos errores correspondientes a pa-
labras no va´lidas, por lo que puede fallar a la
hora de detectar errores que dan lugar a otras
palabras va´lidas del idioma, como podr´ıa ser
el caso de la consulta “materiales compuestos
ligueros*”7 pues tomados por separado cada
uno de sus te´rminos es va´lido.
2.2. Correccio´n contextual
Existe a su vez una extensio´n al algoritmo
anterior, que denominaremos de correccio´n
contextual, que permite emplear el contex-
to lingu¨´ıstico de la palabra a corregir para
resolver las limitaciones del algoritmo origi-
nal (Otero, Gran˜a, y Vilares, 2007). Para ello
se utiliza la informacio´n lingu¨´ıstica contex-
tual embebida en un proceso de etiquetacio´n
con el fin de podar las correcciones candida-
tas de tal forma que so´lo se acepten aque´llas
que encajen en el contexto morfosinta´ctico de
la palabra a corregir.
Este modelo emplea un etiquetador mor-
fosinta´ctico estoca´stico basado en una exten-
sio´n dina´mica del algoritmo de Viterbi sobre
Modelos Ocultos de Markov (Gran˜a, Alonso,
y Vilares, 2002) de segundo orden que se apli-
ca sobre ret´ıculas en lugar de enrejados, ha-
cie´ndola mucho ma´s flexible al permitirnos
6Por “No es fa´cil trabajar bajo presio´n” y donde
los asteriscos sen˜alan palabras mal escritas.
7Por “materiales compuestos ligeros”.
representar un par palabra/etiqueta en cada
arco, y luego calcular la secuencia ma´s pro-
bable mediante una adaptacio´n del algoritmo
de Viterbi, como se muestra en la Figura 2.1.8
As´ı, y ya restringie´ndonos al ejemplo de
dicha figura, las correcciones devueltas ser´ıan
u´nicamente las correspondientes a la secuen-
cia de etiquetas correcta: “fa´cil” (Adj) para
“fa´cile*” y “bajo” (P) para “baio*”.
3. Aproximaciones basadas en
n-gramas
Un n-grama de caracteres es una secuencia
de n caracteres dentro de una palabra. De
esta forma tomato se descompone en los 3-
gramas superpuestos: -tom-, -oma-, -mat-
y -ato-. Las ventajas que aporta el trata-
miento a nivel de n-grama —simplicidad, efi-
ciencia, robustez, completitud e independen-
cia del dominio— lo han convertido en una
te´cnica habitual en el procesamiento de tex-
tos (Robertson y Willett, 1998; Vilares, Vi-
lares, y Otero, 2011). En el caso concreto de
RI, los sistemas cla´sicos suelen emplear co-
nocimiento y recursos lingu¨´ısticos tales como
listas de stopwords, stemmers, lexicones, te-
sauros, etiquetadores, etc. (McNamee y May-
field, 2004a), mientras que la tokenizacio´n
en n-gramas no emplea ninguno: el texto es
meramente dividido en n-gramas superpues-
tos (McNamee y Mayfield, 2004b), que son
procesados por el motor de recuperacio´n co-
mo cualquier otro te´rmino. Se trata, pues, de
una aproximacio´n independiente del idioma
y del dominio, donde adema´s el empleo de
correspondencias a nivel de n-grama consti-
tuye en s´ı mismo un mecanismo de normaliza-
cio´n que permite trabajar con gran variedad
de idiomas sin procesamiento alguno a ma-
yores (McNamee y Mayfield, 2004b; Rober-
tson y Willett, 1998; McNamee y Mayfield,
2004a). Es adema´s un proceso robusto, debi-
do a la redundancia introducida por el proce-
so de tokenizacio´n (Vilares, Vilares, y Otero,
2011).
3.1. RIM basada en n-gramas
En el caso de RIM, sin embargo, tales ven-
tajas quedan comprometidas por el proceso
de traduccio´n, que debe hacerse a nivel de
palabra o frase, pudiendo tokenizarse la con-
sulta en n-gramas so´lo tras traducirse siendo
8Si bien ser´ıa posible emplear el algoritmo original
basado en enrejados, su aplicacio´n ser´ıa mucho ma´s
compleja y costosa (Gran˜a, Barcala, y Vilares, 2002).
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adema´s el proceso de traduccio´n muy sensible
a los errores ortogra´ficos, palabras desconoci-
das, falta de recursos lingu¨´ısticos apropiados,
etc. De este modo, por ejemplo, una palabra
mal escrita como “fa´cile*” no podr´ıa ser tra-
ducida correctamente, obteniendo9 “facile*”
en lugar de “easy”, perdiendo as´ı el proce-
samiento posterior con n-gramas su capaci-
dad de realizar correspondencias aproxima-
das. So´lo si tambie´n se pudiese traducir a ni-
vel de n-grama10 podr´ıan beneficiarse plena-
mente los sistemas de RIM de las ventajas
derivadas del uso de n-gramas.
McNamee y Mayfield (2004b) fueron pio-
neros en este campo, empleando para ello un
algoritmo de traduccio´n de n-gramas basa-
do en el alineamiento de corpus paralelos a
nivel de n-grama mediante te´cnicas estad´ısti-
cas. Posteriormente, Vilares, Oakes, y Vila-
res (2007) desarrollaron un sistema alternati-
vo que difiere en el proceso de generacio´n de
alineamientos, preservando las bondades del
sistema previo pero solventando sus principa-
les desventajas.
Estas aproximaciones permiten extender
las ventajas del empleo de n-gramas como
unidad de procesamiento al proceso de tra-
duccio´n y, consecuentemente, tambie´n a los
sistemas de RIM, pudiendo as´ı evitar algunas
de las limitaciones de las te´cnicas cla´sicas, ta-
les como la necesidad de normalizar las pala-
bras o la imposibilidad de traducir palabras
desconocidas. Adema´s, al no emplear ningu´n
tipo de procesamiento particular dependiente
del idioma, puede aplicarse cuando la dispo-
nibilidad de recursos lingu¨´ısticos es reducida,
lo que, en contra de lo que pueda parecer,
no es infrecuente incluso para los principales
idiomas europeos (Rehm y Uszkoreit, 2011).
Seguidamente describiremos brevemente
el sistema de Vilares, Oakes, y Vilares (2007),
que sera´ el que empleemos.
3.2. Traduccio´n de n-gramas
El algoritmo de alineamiento de n-gramas,
sobre el que se asienta el sistema de tra-
duccio´n, consta de dos fases. Primero se ali-
nea a nivel de palabra un corpus parale-
lo de los idiomas origen y destino desea-
dos empleando la herramienta estad´ıstica
9Empleando Google Translate para traducir de es-
pan˜ol a ingle´s.
10Realmente no estar´ıamos ante una traduccio´n
propiamente dicha desde un punto de vista lingu¨´ısti-
co, sino so´lo a efectos de recuperacio´n, de ah´ı que
deber´ıa hablarse ma´s bien de pseudo-traduccio´n.
GIZA++ (Och y Ney, 2003), obteniendo
las probabilidades de traduccio´n entre las
palabras de ambos idiomas. Dicho alinea-
miento sera´ bidireccional (Koehn, Och, y
Marcu, 2003), aceptando un alineamiento
idiomaOrigen→idiomaDestino (ws, wt), don-
de ws denota la palabra en lengua ori-
gen y wt su traduccio´n candidata, so´lo
si existe tambie´n el alineamiento inverso
idiomaDestino→idiomaOrigen (wt, ws). Se
desechara´n tambie´n aquellos alineamientos
con probabilidad menor de 0,15.
A continuacio´n, en la segunda fase del al-
goritmo, se realiza el alineamiento a nivel de
n-gramas propiamente dicho calculando me-
didas estad´ısticas de asociacio´n (Dale, Moisi,
y Somers, 2000, Cap. 24) entre los n-gramas
contenidos en los pares de palabras alinea-
das en la fase anterior. Sin embargo, a la ho-
ra de realizar los ca´lculos debera´ ponderarse
la frecuencia de las observaciones de las co-
ocurrencias de n-gramas en base a las pro-
babilidades de los alineamientos de las pala-
bras que los contienen. Esto se debe a que
no se trata de coocurrencias reales, sino u´ni-
camente probables, de forma que una misma
palabra origen puede estar alineada con ma´s
de una traduccio´n candidata. Tomemos co-
mo ejemplo el caso de las palabras en espan˜ol
leche y lechoso, y las inglesas milk, milky






En este caso la frecuencia de coocurrencia del
par de n-gramas (-lech-, -milk-) no ser´ıa 2,
sino 1,90, ya que si bien dicho par coocurre en
dos alineamientos a nivel de palabra, (leche,
milk) y (lechoso, milky), dichas coocurren-
cias se ponderan en base a las probabilidades
de sus alineamientos:
0,98 (leche, milk) + 0,92 (lechoso, milky) = 1,90
4. Metodolog´ıa
4.1. Marco de evaluacio´n
Hemos escogido un contexto de RIM de-
espan˜ol-a-ingle´s (consultas en espan˜ol y do-
cumentos en ingle´s) por varias razones: (a)
la conveniencia de incluir el ingle´s al ser la
lengua dominante en la web; (b) al estar dis-
ponible en la web ma´s informacio´n en ingle´s
David Vilares Calvo, Adrián Blanco González y Jesús Vilares Ferro
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que en otros idiomas, es lo´gico que actu´e co-
mo idioma destino; (c) muchos usuarios, au´n
entendiendo ingle´s, tienen problemas para ex-
presarse en e´l, por lo que emplear´ıan su len-
gua materna como idioma origen; y (d) el
empleo del espan˜ol como lengua origen se de-
be a que la gran variedad de procesos mor-
folo´gicos que presenta hacen de e´l un buen
sujeto de ensayo a la hora de trabajar sobre
errores ortogra´ficos (Vilares, Otero, y Gran˜a,
2004).
Respecto al corpus de evaluacio´n, la co-
leccio´n utilizada es la LA Times 94 (56.472
documentos, 154 MB), empleada en la robust
task del ad hoc track del CLEF 2006 (CLEF,
2013), la cual reciclaba consultas de edicio-
nes anteriores (Di Nunzio et al., 2006).11 En
cuanto a las consultas, se emplearon los 60
topics del conjunto de entrenamiento para di-
cha task,12 que constan de tres campos: t´ıtulo,
un breve t´ıtulo como su nombre indica; des-
cripcio´n, una somera frase de descripcio´n; y
narrativa, un pequen˜o texto especificando los
criterios de relevancia. Con objeto de analizar
en mayor detalle la influencia de la longitud
de la consulta y la redundancia de la informa-
cio´n que e´sta contiene, se contemplaron dos
series de pruebas de acuerdo a los campos
del topic empleados para generar la consulta:
(1) consultas cortas: empleando u´nicamente
el campo t´ıtulo (longitud media 2,75 pala-
bras); (2) consultas de longitud media: em-
pleando t´ıtulo y descripcio´n (longitud media
9,88). Por su longitud y complejidad e´stas se
corresponden con las consultas habituales en
motores de bu´squeda comerciales y otros sis-
temas de RI (Bendersky y Croft, 2009; Jan-
sen, Spink, y Saracevic, 2000).
En cuanto a otros recursos empleados, los
correctores requieren un diccionario del idio-
ma, y el contextual precisa tambie´n de un
corpus de entrenamiento para el etiquetador.
En ambos casos se ha empleado el corpus
espan˜ol del Multext-JOC (Ve´ronis, 1999),
con alrededor de 200.000 palabras etiqueta-
das y un lexico´n de 15.548 te´rminos. En el
caso de las subpalabras, se empleo´ la ver-
sio´n v6 del conocido corpus paralelo Euro-
parl (Koehn, 2005), con 51 millones de pa-
11La otra subcoleccio´n, la Glasgow Herald 95 no
pudo ser empleada pues al haber sido introducida
con posterioridad a la LA Times 94, no se dispone
de referencias de relevancia de sus documentos (los
denominados qrels) para gran parte de las consultas.
12Topics C050-C059, C070-C079, C100-C109,
C120-C129, C150-159 y C180-189.
labras, para la primera fase del algoritmo de
alineamiento de n-gramas
4.2. Generacio´n de errores
Para evaluar las diversas aproximaciones in-
troduciremos errores ortogra´ficos en los to-
pics con una tasa de error T creciente:
T ∈ {0%, 10%, 20%, . . . , 60%}
donde una tasa T implica que el T % de
las palabras incluyen errores,13 permitie´ndo-
nos as´ı emular incluso entornos ruidosos co-
mo aque´llos en que la entrada se obtiene de
dispositivos mo´viles o basados en escritura a
mano (ej. PDAs, bol´ıgrafos digitales o table-
tas digitalizadoras), o de interfaces por ha-
bla. Debe tenerse en cuenta que el uso de
tasas tan altas no es en absoluto excesivo,
pues obse´rvese que en consultas cortas, co-
mo es el caso de nuestros experimentos, la
tasa de error debe ser ma´s alta para que e´sta
se refleje en las consultas.14 Hemos empleado
adema´s una metodolog´ıa que permite traba-
jar con errores humanos reales, mucho ma´s
complejos de generar y controlar, pero de ma-
yor intere´s (Vilares, Vilares, y Otero, 2011).
4.3. Indexacio´n y recuperacio´n
Deberemos diferenciar dos casos en funcio´n
de la unidad de procesamiento empleada: pa-
labras o n-gramas de caracteres.
En el caso de usar palabras el texto es nor-
malizado de una forma cla´sica empleando el
stemmer Snowball,15 basado en Porter, y
las stopwords de la UniNE,16 ambos conoci-
dos y de amplio uso, para luego ser procesado
por el motor. A la hora de realizar la consul-
ta, e´sta es previamente traducida con Google
Translate17 antes de normalizarla. Conside-
raremos, a su vez, tres casos: (a) la consulta
es traducida tal cual, con errores, siendo e´sta
nuestra l´ınea de base (denotada stm); (b) la
consulta es corregida previamente con el algo-
ritmo de Savary para palabras aisladas (Sav),
y en caso de devolver varias correcciones can-
didatas, se emplean todas; y (c) la consulta
es corregida con el algoritmo de correccio´n
contextual (cont).
13Donde T=0% corresponde al topic original.
14En el caso de consultas de dos palabras se preci-
sar´ıa una tasa del 50% para que haya de media un
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En el caso de los n-gramas de caracte-
res (denotado 4gr), el texto es normalizado
pasa´ndolo a minu´scula y tokeniza´ndolo en
4-gramas (McNamee y Mayfield, 2004b) pa-
ra ser luego indexado (documentos) o tradu-
cido (consultas). En este u´ltimo caso se ha
empleado log-likelihood como medida de aso-
ciacio´n para el ca´lculo de alineamientos de
n-gramas, para luego, durante la traduccio´n,
reemplazar cada n-grama de la consulta ori-
ginal por su n-grama traduccio´n con la me-
dida de asociacio´n ma´s alta (Vilares, Oakes,
y Vilares, 2007).
No´tese que no se han empleado te´cnicas
de expansio´n de la consulta ni de realimenta-
cio´n por relevancia, y as´ı estudiar el compor-
tamiento de las aproximaciones consideradas
sin introducir distorsiones en los resultados
por la integracio´n de otras te´cnicas.
El motor de indexacio´n empleado ha sido
Terrier (Ounis et al., 2007), con un modelo
de ordenacio´n DFR InL2.18
5. Resultados experimentales
Los resultados obtenidos se recogen en el
Cuadro 1, mostrando para cada tasa de error
T : la precisio´n media obtenida (map); la
ca´ıda porcentual de dicha precisio´n respecto
a la original —T=0%— (%loss), resaltan-
do en negrita aquellos casos en los que dicha
ca´ıda es estad´ısticamente significativa;19 y el
nu´mero de consultas, respecto al original, que
han dejado de devolver documentos relevan-
tes ([∆∅]). La media de ambas pe´rdidas se
muestra al final de cada serie de resultados.
En el caso del uso de palabras como uni-
dad de procesamiento, los resultados para
nuestra l´ınea de base (stm) muestran en to-
dos los para´metros empleados un claro im-
pacto negativo de los errores en el comporta-
miento del sistema, incluso con tasas de error
bajas. Al ser mayor la importancia de cada
te´rmino cuanto ma´s corta la consulta, el im-
pacto es mucho mayor para consultas cortas.
El empleo de te´cnicas de correccio´n tiene
un notable efecto positivo que permite redu-
cir dicha pe´rdida. En el caso del algoritmo
de Savary (Sav), e´ste es muy estable en lo
que respecta a la pe´rdida media de map, en
torno al 24% independientemente de la lon-
gitud (frente a 34%/26% para stm), si bien
18Frecuencia inversa de documento con normaliza-
cio´n 2 de Laplace.
19Se han empleado tests-t bilaterales sobre las map
con α=0,05.
dicha ca´ıda tarda ma´s en hacerse significa-
tiva para consultas cortas (con T≥40% vs.
T≥30%). La correccio´n contextual (cont),
por contra, se comporta mucho mejor con
consultas ma´s largas debido a que el reduci-
do contexto lingu¨´ıstico de las consultas ma´s
cortas limita su efectividad. De este modo en
el caso de consultas cortas el algoritmo de
Savary se comporta mejor (ca´ıda media del
map de 24% significativa con T≥40% vs.
29% con T≥30%), mientras que con consul-
tas medias es mejor el contextual (19% con
T≥40% vs. 24% con T≥30%).
En el caso de los n-gramas (4gr), los re-
sultados confirman su robustez tambie´n en
este nuevo a´mbito multilingu¨e, al sufrir una
ca´ıda de rendimiento claramente menor que
en las aproximaciones basadas en palabras,
particularmente tanto para consultas cortas
como para tasas de error muy altas. No so´lo
se muestra mucho ma´s robusto que la l´ınea de
base (stm) para palabras (ca´ıda del map de
11% vs. 34% para consultas cortas y 14% vs.
26% para medias, siendo dicha ca´ıda signifi-
cativa y “perdiendo” consultas so´lo para los
T ma´s altos), sino que tambie´n supera a las
aproximaciones basadas en correccio´n (ca´ıda
del 11% vs. 24%/29% para consultas cortas
y 14% vs. 24%/19% para medias). Todo ello
sin aplicar ningu´n tipo de procesamiento es-
pec´ıfico para el tratamiento de errores.
6. Conclusiones y trabajo futuro
Se han estudiado los efectos perniciosos de
los errores ortogra´ficos en las consultas en en-
tornos de recuperacio´n de informacio´n multi-
lingu¨e, plantea´ndose dos posibles estrategias
para abordar dicha problema´tica como pri-
mer paso hacia el desarrollo de sistemas de
informacio´n multilingu¨e ma´s robustos.
En primer lugar, una estrategia cla´sica ba-
sada en el uso de palabras como te´rminos de
indexacio´n y unidad de procesamiento. En es-
te caso se ha estudiado el empleo de meca-
nismos de correccio´n ortogra´fica para el tra-
tamiento de los errores en la consulta origen,
presenta´ndose dos alternativas. Por una par-
te, el algoritmo de Savary, que procesa de
forma aislada cada te´rmino devolviendo to-
das sus correcciones candidatas a distancia
mı´nima de edicio´n, con el consiguiente riesgo
de introducir ruido si devuelve varias, sien-
do adema´s incapaz de detectar errores que
den lugar a palabras existentes. Por otra par-
te, un algoritmo de correccio´n contextual que
David Vilares Calvo, Adrián Blanco González y Jesús Vilares Ferro
30
stm Sav cont 4gr
T map %loss [∆∅] map %loss [∆∅] map %loss [∆∅] map %loss [∆∅]
consultas cortas
0 0,2705 – – – – – – – – 0,1637 – –
10 0,2355 -12,94 [−1] 0,2617 -3,25 [−1] 0,2467 -8,80 [−1] 0,1608 -1,77 [0]
20 0,2153 -20,41 [−3] 0,2487 -8,06 [−1] 0,2362 -12,68 [−1] 0,1554 -5,07 [0]
30 0,2091 -22,70 [−6] 0,2252 -16,75 [−1] 0,2115 -21,81 [−1] 0,1542 -5,80 [0]
40 0,1765 -34,75 [−9] 0,2031 -24,92 [−3] 0,1865 -31,05 [−3] 0,1455 -11,12 [0]
50 0,1473 -45,55 [−15] 0,1665 -38,45 [−5] 0,1533 -43,33 [−6] 0,1409 -13,93 [−5]
60 0,0945 -65,06 [−22] 0,1360 -49,72 [−9] 0,1249 -53,83 [−9] 0,1193 -27,12 [−7]
media – -33,57 [−9,33] – -23,52 [−3,33] – -28,58 [−3,50] – -10,80 [−2,00]
consultas de longitud media
0 0,3273 – – – – – – – – 0,2042 – –
10 0,3166 -3,27 [0] 0,3128 -4,43 [0] 0,3147 -3,85 [0] 0,2006 -1,76 [0]
20 0,2952 -9,81 [−2] 0,2825 -13,69 [−1] 0,2917 -10,88 [−1] 0,1800 -11,85 [+1]
30 0,2604 -20,44 [−3] 0,2712 -17,14 [−2] 0,2890 -11,70 [−2] 0,1782 -12,73 [+1]
40 0,2339 -28,54 [−4] 0,2570 -21,48 [−2] 0,2655 -18,88 [−2] 0,1782 -12,73 [+1]
50 0,2068 -36,82 [−4] 0,2141 -34,59 [−2] 0,2338 -28,57 [−2] 0,1700 -16,75 [+1]
60 0,1500 -54,17 [−11] 0,1633 -50,11 [−3] 0,1906 -41,77 [−3] 0,1464 -28,31 [−2]
media – -25,51 [−4,00] – -23,57 [−1,67] – -19,27 [−1,67] – -14,02 [+0,33]
Cuadro 1: Resultados experimentales.
resuelve dichas limitaciones filtrando las al-
ternativas a partir de informacio´n lingu¨´ıstica
contextual. Nuestros experimentos demues-
tran que esta estrategia es muy sensible a los
errores en la consulta, particularmente en el
caso de consultas cortas, si bien la utilizacio´n
de mecanismos de correccio´n permite reducir
notablemente sus efectos. Asimismo durante
nuestras pruebas el algoritmo de Savary se
mostro´ ma´s apropiado para consultas cortas,
mientras que la correccio´n contextual fue su-
perior para consultas de mayor longitud.
La segunda estrategia propuesta plantea el
empleo de n-gramas de caracteres como uni-
dad de procesamiento tanto para indexacio´n
como para traduccio´n. Esto nos permite be-
neficiarnos de la robustez propia del proce-
samiento a nivel de n-grama y trabajar di-
rectamente con la consulta original con erro-
res sin realizar ningu´n procesamiento a ma-
yores. Este enfoque ha mostrado una gran
robustez, con una ca´ıda del rendimiento no-
tablemente menor que en el caso de las pa-
labras, au´n aplicando mecanismos de correc-
cio´n. Se podr´ıa argumentar que el rendimien-
to per se de esta aproximacio´n basada en n-
gramas es menor que el de las aproximacio-
nes cla´sicas, pero al compararlo con el caso
monolingu¨e (Vilares, Vilares, y Otero, 2011)
se observa que buena parte de tal desfase se
debe a que los mecanismos de traduccio´n a
nivel de subpalabra tienen actualmente un
rendimiento menor por estar au´n poco desa-
rrollados (Vilares, Oakes, y Vilares, 2007). Al
mismo tiempo debe tenerse tambie´n en cuen-
ta que se trata de un enfoque ligero desde
el punto de vista del conocimiento y recursos
empleados, y que no se basa en ningu´n proce-
samiento particular dependiente del idioma,
pudie´ndose aplicar para una amplia variedad
de idiomas, incluso cuando la disponibilidad
de informacio´n y recursos lingu¨´ısticos sea re-
ducida. Por contra, otros enfoques ma´s cla´si-
cos de RIM precisan recursos espec´ıficos del
idioma como listas de stopwords, diccionarios,
lematizadores, etiquetadores, corpus de en-
trenamiento, etc., no siempre disponibles.
De cara al futuro pretendemos mejorar los
procesos de indexacio´n-recuperacio´n y tra-
duccio´n de n-gramas con objeto de aumentar
el rendimiento del sistema.
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