Abstract -In this paper we formulate a homotopy approach for solving for the weights of a network by smoothly transforming a linear single layer network into a nonlinear perceptron network. While other researchers have reported potentially useful numerical results based on heuristics related to this approach, the work presented here provides the first rigorous exposition of the deformation process. Results include a complete description of how the weights relate to the data space, a proof of the global convergence and validity of the method, and a rigorous formulation of the generalized orthogonality theorem to provide a geometric perspective of the solution process. This geometric interpretation clarifies conditions resulting in the appearance of local minima and infinite weights in network optimization procedures, and the similarities of and differences between optimizing the weights in a nonlinear network and optimizing the weights in a linear network. The results provide a strong theoretical foundation for quantifying performance bounds on finite neural networks and for constructing globally convergent optimization approaches on finite data sets.
I INTRODUCTION
Application of linear systems theory has resulted in spectacular successes in a number of practical applications; for example, Kalman filtering has been applied to areas ranging from telecommunications to stock forecasting. However, in a number of real world areas, including some uses of pattern recognition and general time series prediction, linear systems analysis has proven to be inadequate. For some of these applications, significant practical successes have been achieved by using neural networks to approximate the underlying mappings from examples. Recent theoretical results have further shown that the problem of learning by example can be well formulated [1, 2] , and it has been successfully demonstrated that multilayer neural networks of infinite size are global function approximators [3, 4] . However, to exploit constructs used for linear analyses, for example, data subspaces, projection operators and performance surfaces. Pursuing this approach not only provides deeper insight into the mapping abilities of the network, but also results in the development of an integrated constructive weight solution procedure.
This paper begins with a brief review of the orthogonality principle and its relevance to applications of neural networks. Requirements enabling use of practical homotopy methods are highlighted, and our natural homotopy relating linear and nonlinear networks is defined. The results of analysis and implementation of the natural homotopy are then described, illustrating the transformation of the linear into the nonlinear network. In the interest of clarity, proofs are deferred to the appendices, while theoretical concepts are clarified in the main text using carefully constructed examples.
Some of the results discussed in this paper were first presented at the IEEE 1993 Workshop on Neural Networks for Signal Processing. The current paper differs from that in the Proceedings [10] in that the results are more fully discussed, previous proofs have been refined and new convergence proofs are developed.
II BACKGROUND
In this section the orthogonality principle for nonlinear and linear adaptive mappings is first briefly reviewed. The presentation highlights the concepts and issues critical to successful application of the orthogonality principle to nonlinear mappings. The basic homotopy method is then reviewed, and related to the geometric perspective provided by the orthogonality principle.
II-A The orthogonality principle
Consider the system identification problem illustrated by Fig 1. In this case it is desired to map a set of input data X into a set of desired data y 2 H in a vector space H, by selecting the best possible function(s) q 3 in an available set of functions Q (hypothesis set), so as to minimize an error criterion 2 . In the case of neural networks, the hypothesis space is the set of all functions that can be generated by varying all the weights in a given neural architecture. We restrict our discussion to the case where the input and output data spaces are finite dimensional, and the error measure for a hypothesis q 2 Q is generated by an inner product 2 (q) =< y 0 q(X ); y 0 q(X ) >. It is further assumed that the set of functions q 2 Q are finitely parametrized. The set Z = fz j z = q(X ); q 2 Q g is the output generated by applying all available functions to the input data to approximate the desired vector (note that Z H). In the following we will often loosely refer to this set as the data surface. The parametrization of Q ensures that a given set of parameters is associated with each of the points in Z. Under these general conditions, it is possible to describe the selection of the optimal function(s) q 3 2 Q as simply considering the distance from the desired vector y to each point in the set Z, and selecting the closest points (and therefore functions in Q) in the Euclidean distance.
This problem formulation is well understood for the case of unrestricted linear least-squares fitting of vectors x[i] 2 < n ; i = 1; 2; : : :L to an desired vector y 2 < L . In the linear case the set Z forms a subspace of < L and least squares minimization is equivalent to finding the unique orthogonal projection of a point (dependent on the desired output y) onto this subspace. A natural extension to the nonlinear case is to state that an extremal function q 3 should satisfy the general orthogonality principle = y 0 q 3 (X ) ? Z , < y 0 q 3 (X ); Z >= 0 (1) i.e. such a function should generate an error orthogonal to the "data surface" Z. Though often true, the orthogonality principle cannot be blindly applied to the nonlinear case. First, the existence of solution has to be guaranteed. Second, even when a solution exists it is not necessarily true that an orthogonal projection defines the solution. For example, a solution is not the result of orthogonal projection if the set Z is compact and a point is projected onto a line segment of finite length as illustrated in (Fig 2) .
Understanding when non-orthogonal solutions exist requires careful study of the geometric and topological properties of Z and y as related to the embedding space.
Given that the orthogonality principle holds, it describes a property of an extremal function but unfortunately does not completely characterize the solutions nor does it provide a general method for finding a solution. Providing a complete characterization of the solutions usually implies identifying a valid coordinate system for Z. A valid coordinate system satisfies uniqueness and continuity conditions [11] . In the case where the hypothesis set Q consists of a given neural architecture, each function is smoothly parametrized by the weights, but these weights might not be a valid coordinate system for the data surface Z since they might not be unique. For typical parametrized functions this problem of a non-unique coordinate system usually manifests itself in the loss of rank in the Hessian of the error with respect to the weights, or in an inability of a descent algorithm to escape from a particular point (for example when all the weights in a backpropagation network are set to the same value). In addition, characterization of solutions requires specification of the number of projections existing for a given desired vector, and whether these solutions are isolated or are functionally related. Functional relationships amongst parameters indicate redundancy of parameters which could perhaps be removed, improving computational and algorithmic efficiency.
In the linear case the set Z is a convex set, and there is a unique projection onto Z. Since the plane Z is a subspace, it is simple to find a basis for this subspace (using Gram-Schmidt orthogonalization, for example), and the coordinates in this subspace basis can be used to reconstruct the optimum linear function, usually using the Moore-Penrose generalized inverse. Stable numerical techniques exist for performing the computations. It is the combination of a the orthogonality principle with all these results that provides a powerful tool for developing, understanding and relating different algorithms such as the Recursive Least Squares (RLS) algorithm, Levinson-Durbin recursion and Wiener and Kalman filtering.
Developing corresponding machinery for neural networks and relating it to a geometric interpretation provides a foundation for developing similar useful qualitative and quantitative results. In the following sections, we demonstrate how homotopy can be used to develop such a foundation and achieve these results.
II-B Homotopy methods
The basic homotopy method is reviewed below, with emphasis on the properties and constraints critical to our development. For more complete introductions we recommend [12, 13, 14] to the reader.
Homotopy methods present a constructive way find the solutions to a set of equations by mapping the known solutions from a simple initial system to the desired solution of the unsolved system of equations.
Given certain restrictions, the procedure corresponds to tracking paths of solutions as the initial system is gradually transformed into the system for which a solution is desired. In general, homotopy methods are advantageous as they are possibly globally convergent and can be constructed to be exhaustive. In addition, by analyzing the deformation of a carefully chosen initial system into the final system, insight results into the properties of the final system of equations. Homotopy methods are appropriate for optimization if the optimization problem can be reduced to solving systems of equations, as is the case where the orthogonality principle (1) holds.
Mathematically, the basic homotopy method is as follows: Given a final set of equations f(x) = 0; f : D < n ! < n with an unknown solution, an initial system of equations g(x) = 0; g : D < n ! < n with a known solution is constructed . A homotopy function h : D 2 T ! < n is defined in terms of an embedded parameter 2 T <, such that
In natural homotopy methods the parameter represents a fundamental property of the system (it could, for example, represent a physical quantity [15] ). In contrast, artificial homotopies [16] are set up such that the resulting system of equations have suitable mathematical properties, and often the parameter has no fundamental physical interpretation. The objective is to solve the final equations by solving h(x; ) = 0 numerically for x for increasing values of , starting at = 0 where the solution is known by construction, and continuing to = 1. Intuitively, by incrementing in small increments, this could be done efficiently, since the solution for the previous value of can be used as an initial guess in a numerical solution procedure (typically a Newton corrector algorithm) for the current value of . In general, the problem is reduced to finding the solution of an implicit differential equation, and packaged, efficient numerical techniques exist [16, 12] . Exhaustive homotopy methods are constructed by choosing the initial and final sets of equations with equal number of solutions and ensuring that a path exists from every solution to the initial set of equations to a corresponding solution of the final set.
While homotopy methods are intuitively appealing and have significant potential benefit, they are successful in producing a final solution only if solutions for h(x; ) exist for all and connect the initial solutions to the final solutions. In addition, it is important that the solutions form noncrossing paths as is varied (as opposed to the solutions forming higher dimensional manifolds) to allow the numerical tracking of the solutions. These requirements are illustrated graphically in Fig 3. A homotopy with solution paths (A) and (A') does not have a connection of the initial and final solutions, and no solution exists for a range of , while (B) and (B') illustrates that no connection need exists even though a solution for all exist. Physical intuition that solutions always exist (as for example existence of projections onto data surfaces) can fail when initial and final solutions are not connected (cf. the example in [17] ). Along the path (C) there exists a functional relationship between parameters of the solutions of the homotopy equations for a range of values of . Bifurcations (path crossings) as at (D) further result in difficulties since depending on the choice of exit branch the solution being tracked can change from a local minimum to a local maximum at such a point. Paths which bend back but satisfy other constraints can still be tracked [12] .
For a given or constructed homotopy it is critical to verify that well behaved solution paths exist. Ensuring useful solution paths require significant mathematical machinery from a number of areas, including topology, differential equations and measure theory. The implicit function theorem guarantees that paths of solutions result from full rank and continuity conditions on the Jacobian of the homotopy equation h [12] . Loss of rank is usually a problem in natural homotopies, since artificial-generic homotopies are generally formulated to make use of Sard's theorem [18] to ensure full rank with probability one. Existence of solutions is usually proved using degree theory [19] , while degree and generalized homology theory [20, 17] can be used to prove that solutions of the initial and final system of equations connect.
Requirements for successful application of homotopy methods can be expressed in terms of the projection perspective. Specifically, the homotopy method corresponds to tracking the projection of the desired data vector y onto a data surface Z() that varies with . The full rank condition on the homotopy equations requires that the parameters form a valid coordinate system for the data surface Z() at each and that the projections onto the data surface Z() be isolated (i.e. for a given y no solutions form a curve on Z()). Loss of rank in both cases is a result of the existence of a reduced set of variables which represent a valid coordinate system on Z() and can be used to describe the projection. Hence, full rank conditions also imply that the dimension of Z() does not change for some . The existence of a solution path connecting the initial and final solutions translates roughly into requiring that as the data surface Z() changes with , the projection can be tracked smoothly in the local coordinate system, does not disappear, and there is some scheme whereby is varied until the final data surface is reached.
For neural networks, the weight solutions are in general not isolated and therefore do not form paths, and infinite weights cannot be avoided. However, the homotopy approach still can be successfully exploited by formulating a suitable homotopy function, as we prove below.
III NATURAL HOMOTOPY ON SINGLE LAYER PERCEPTRONS
In this section a homotopy is defined whereby a linear single layer perceptron network is smoothly transformed into a nonlinear sigmoidal perceptron network. This homotopy is constructed by transforming the node transfer function in every perceptron ( 
III-A Formulation
We consider the mapping of a given set of input data fx[i] 2 < n ji = 1; 2; ::Lg to corresponding desired outputs fy[i] 2 < m ji = 1; 2; ::Lg as illustrated in Fig 1. The mapping q is implemented by a general single layer network consisting of n input nodes and m output nodes, where the weight connecting input j to output node i is denoted by w ij . The network produces a mapping q : < n ! < m ,
where : < ! < is the node nonlinearity, and W = fw ij g T 2 < n2m . For conciseness the convention is used that a vector argument to a scalar function from < to < (such as ) implies that the scalar function is applied separately to each element in the matrix. The objective is to find the optimal network weights w ij so that q minimizes the stochastic mean square error
We define a natural homotopy mapping between linear and nonlinear networks by parametrizing the neural network node nonlinearity in terms of :
where f is the node nonlinearity of the final network, assumed to be monotonically increasing and saturating at 61 for large positive/negative values. In addition, proving convergence properties for this homotopy makes use of the following sufficient properties:
(ii) @ @x
(iii) (x; ) is C 1
where () is a smooth positive-valued scalar function. A simple deformation that satisfies these requirements is given by
In the interest of conciseness, in the following sections a prime will be used to indicate the derivative of the function with respect to its argument assuming fixed. Hence 0 (x; ) = @(x; ) @x .
Establishing homotopy by deformation of the node nonlinearity is natural based on the architecture of the networks. There is an added advantage in that consistent homotopy relationships are further established between all equations pertaining to the linear network and the corresponding equations of the final neural network; e.g. the performance measures are homotopic.
III-B Natural homotopy equations
In this section, the necessary homotopy equations to be solved are derived and the resulting geometrical and numerical properties of the solutions are described.
The weights leading to a single node in the network are independent of the weights leading to a different output node, and therefore only one node in the network need be considered for notational simplicity. This reduces the number of subscripts and allows for the incorporation of the time update equations as matrix products. The problem therefore reduces to that illustrated in Fig 4. Also, for reasons to be described later, careful distinction is required between weights in < n , the standard n-dimensional Euclidean space, and weights in < n 1 , which includes infinite weights. Initially, optimization over < n and analysis for 2 [0; 1) is described; the case where = 1 and the weights are in < n 1 is described later. 
The natural homotopy equation solutions, for a fixed value of , correspond to the weights of a neural network (with node nonlinearity (x; )) minimizing (12) . Since the node nonlinearity is infinitely differentiable, it follows that extremal weight solutions in < n can be found by differentiation. The homotopy function h(w; ) is therefore defined by setting the first derivative of (12) 
with Jacobian given by D w h(w; ) = Xdiag fg X T 2 < n2n (14) where q = (y 0 (r)) 0 (r) 2 < L (15)
The notation denotes the Hadamard (a.k.a. Schur) product of two matrices, generated by multiplying the matrices element by element (for matrices A; B and vector c, (A B) ij = A ij B ij and (A c) ij = A ij c i [21] ). If X is not full rank, there are an infinite number of solutions to the perceptron weights as defined by (13)- (17) . As in the linear case, if a weight vector w 0 solves the necessary equations, then w = w 0 +w ? , where w ? is in the image orthogonal subspace Im (X) ? (or null space X T ), is also a solution to the above equations, as all such weights result in the same activation r. Consequently, the Jacobian of the homotopy equation above will be singular when X is rank deficient. As previously discussed, this implies that the coordinate system w used for Z is not valid.
To find a valid coordinate system, approaches from linear system theory ( = 0) are used as guides.
From linear algebra, the weight solutions are completely specified by one combination of the form w = w 0 + w ? where w 0 corresponds to the unique projection of y onto Im X T and w ? 2 Im (X) ? .
To describe the solution space we need to characterize only the particular solution, which requires finding a basis for the subspace Im X T
. One simple way to accomplish this is to perform a reduced QR decomposition of Im X T , i.e. decomposing the rank s input data matrix X T = QR, where Q 2 < L2s is full rank with orthogonal columns, and R 2 < s2n . Now Im X T = Im (Q) = Z(0) has coordinate system = Rw 2 < s , and the coordinates 0 of the projection of y onto this space can be used with the generalized inverse R y to generate the whole set of solutions to the weights by w = R y 0 + w ? .
The s variables i represent linear combinations of the weights that correspond to the coordinates of the orthogonal basis formed by the s columns of Q, and therefore, the solution to the projection problem in these coordinates is unique.
If the parameters as defined above are used, it is straightforward to show that (13)- (17) 
which are the well known normal equations frequently encountered in linear filtering [5] , with solution
It is now shown that the set of equations (18)- (20) define a well behaved homotopy from the linear to the nonlinear system, which can be used for computing a weight solution for the final neural network.
III-C Analysis
Note that in the formulation proposed above the data set Z = f(X T w) j w 2 < n g = f(Q) j 2 < s g; thus Z is denoted by 6(Q< s ) in the following discussion. Further, a different formulation of (18) where the columns 9 1 ; 9 2 : : :9 L0s of 9 span (X), and denotes the inverse Schur product of two matrices, formed by appropriately dividing element by element.
Based on these theorems it is simple to see how the data is related to the weight solutions. Comparing (22) and (23), it follows that each of the solutions to (22) corresponds to orthogonal projections of the desired vector y 2 < L onto the hypersurface 6(Q< s ) defined by the data. Each such projection is described by a unique set of parameters . This is stated formally by the following theorem: The next theorem states that such projections are almost always isolated i.e. there are no projection points that are arbitrarily close together on 6(Q< s ) (and therefore no curve of projections exists on 6(Q< s )).
Theorem 4 (Isolated Solutions)
The particular solutions to the homotopy equations are generically isolated (with respect to y) for each 2 [0; 1).
The constraint "generic with respect to y" simply means that only a very thin subset of choices of y out of all < L might possibly violate this result; furthermore, given such a y almost all arbitrarily small perturbations in y will lead to an isolated solution. In conjunction with Theorem 1, this theorem also implies that the Jacobian of the homotopy equation (19) will be full rank for almost all y, as required for the intermediate solutions to form paths as is varied. Fig 5 illustrates the above results graphically for a case where L = 3, s = 2, and the perceptron has three weights (n = 3). The data surface (for a given ) is a two-dimensional surface in < 3 (illustrated in the leftmost figure) , and there are two coordinates 1 ; 2 describing each point on 6(Q< 2 ). A solution to (18) is defined by every orthogonal projection of y onto 6(Q< 2 ) (indicated by the black circles in the leftmost figure) . Every solution is related to a specific hyperplane (affine subspace) of weights in < n that solves the necessary equations (13) (illustrated by the set of parallel planes in the righthand figure) .
The point on 6(Q< s ) with the shortest error vector defines the global minimum of the problem.
The above theorems describe the solution process for fixed values of . The variation in typical data surfaces as a function of is illustrated in Fig 6 for the three input example discussed above. It remains to be proven that the projection process onto such surfaces remains well behaved when is changed. 
If no turning point appears, the solution path originating from the linear system solution corresponds to a minimum, at all points.
All the results described above assume finite weight solutions in < n for 2 [0; 1). When = 1 the node nonlinearity saturates, and the surface Z changes from an unbounded to a bounded subset of < L . The boundary of the subset @6(Q< s 1 ) corresponds to networks having at least one infinite weight.
Solutions having at least one infinite weight occur when the desired vector y is positioned relative to 6(Q< s 1 ) such that the closest point on the surface to y when = 1 is an edge point. Since the data surface is a compact, connected immersion of < s into < L for = 1 (cf. proof of Theorem 1) it is possible to rigorously deal with these weights by defining finite coordinates on the compact surface 6(Q< s 1 ) at = 1. In practice, however, this is not a problem, since one can approach the final nonlinearity arbitrarily closely in the homotopy and numerical difficulties in calculating the sigmoidal function for such large values typically present a larger problem than the theoretical restrictions.
At this point it is helpful to summarize the complete homotopy approach: If X is not full rank, there are an infinite number of solutions to the perceptron weights. These solutions define affine subspaces in < n . Numerically, homotopy approaches efficiently track isolated solutions. We are able to track a whole affine subspace by tracking only a particular solution in each plane. This particular solution in turn is defined by performing a reduced QR decomposition of the rank s input data matrix X T = QR, to obtain the parameters = Rw 2 < s , from which the weights w can be reconstructed using (20) . These parameters form an allowable set of curvilinear coordinates for the data surface. There exists a particular solution to the optimization problem if an orthogonal projection of the desired vector y 2 < L onto the hypersurface 6(Q< s ) defined by the data exists. Solutions at infinite weights occur when the desired vector y is positioned relative to 6(Q< s 1 ) such that the closest point on the surface to y is an edge point when = 1. In this case 6(Q< s 1 ) is a compact set in < L since the final sigmoidal function results in a bounded output. The homotopy equations (18)- (20) define a path from the initial, linear system solution, arbitrarily close (in ) to a solution of the final problem. Numerically, a QR decomposition of X T using established linear algebra routines is performed.
The solution to the linear homotopy equation (21) is then calculated, once again using standard matrix packages. The homotopy equation (18) can be solved by incrementing slightly, and using the current value of as a first guess in a Newton corrector to solve (18) until = 1.The actual weights w are calculated from the solutions . In practice, more sophisticated homotopy curve tracing routines (e.g. the predictor-corrector routines described in [16] ) are freely available and provide for an efficient and robust approach. These routines are simple to use and require only specification of the homotopy equation (18) and the Jacobian (20) .
III-D Example
To illustrate the results of the homotopy approach, consider the case where Im has a unique minimum at = 0. As is increased from = 0 to 0:87, the performance surface is no longer quadratic, but the global minimum at = 0 is still the only critical point (region [1] in Fig 9) . At = 0:87, an inflection point appears in the performance surface at = 00:567, corresponding to critical point (D) where W has been deformed such that another point of W is tangent to a circle centered at y. As is increased, a local minimum appears at specific values of < 00:567, and a local maximum appears between the two local minima. For 0:87 < < 0:95, the second local minimum located at < 00:567 has higher error than that of the minimum located at = 0. This corresponds to region [2] in Fig 9 . When = 0:95, the two minima are located at = 0 and = 01:238, and have equal error (points (B) and (G) in Fig 9) . For > 0:95, the minimum at = 0 is no longer the global minimum; in this case the global minimum is the second minimum (region [3] of Fig 9) . When = 1, there are three critical points; a local minimum (C), a local maximum at (F) and the global minimum is located at = 01, indicated by (H). The path that will be tracked by numerical means is along ABC, resulting in a solution for the final problem at the local minimum at = 0.
Based on the above results and demonstrations, a number of observations are made regarding the homotopy solution procedure.
The weight solution that is finally tracked by the homotopy is uniquely specified by the solution to the linear network optimization problem (and therefore the input and output data). There is no element of randomness. The path corresponding to the solution of the linear system ( = 0), does not necessarily lead to the solution corresponding to the global minimum of the final homotopy equations. Multiple critical points can appear as is varied, and a specific homotopy path can correspond to either a global or a local extremum at various values of . Infinite weight solutions are fundamental and do not indicate algorithm divergence as claimed in [8] . Note further the fact that in general the reverse process whereby a solution of the nonlinear perceptron is known, and a linear system solution is sought via this homotopy process, will fail (although it is unclear why one might want to perform this process). This does however demonstrate the importance of careful analysis when using a homotopy approach.
IV DISCUSSION
We have described how a globally convergent (in the sense that a connecting homotopy path exists) natural homotopy can be defined for perceptron networks. The homotopy tracks a possibly infinite number of weights by transforming coordinates and characterizing all solutions by a finite number of distinct and unique solutions. While the homotopy method presented here does not provide global optimization, it does ensure computation of a solution. Further, the approach points to extensions required in more powerful approaches. Based on the geometrical insight gained, the number of projections can in some cases be determined based on the geometric properties of the data surface. This insight then enables the definition of an initial system of equations having the same number of solutions, from which all solutions to be computed.
The formulation described also provides a natural geometric perspective on the weight optimization problem, providing insight into appearance of and convergence to local extremum points, infinite weights and performance of neural networks. This insight can prove invaluable in guiding further quantitative research. For example, the description of the data surface provided in this paper also allows a wealth of differential geometric analysis of the data surface to be performed, thereby providing a comprehensive framework for evaluating the neural approach. Work in this regard has been performed by the authors, who have shown that uniqueness of weights (and global optimality of the above homotopy method) requires only calculation of the instantaneous curvature of the data manifold [22] . These results can be used for scaling of the desired output data to ensure uniqueness of weights. Similarly, extensions to multilayer networks can be formulated using the results from this paper. For networks with one hidden layer and linear output nodes, the weights in the output layer are found using a suitable pseudoinverse, and the problem of finding the weights in the first layer once again reduces to a projection problem. The surface onto which a desired vector is projected, however, is more complex and involves pseudoinverses of data matrices. In general, allowable curvilinear coordinates can be defined only locally. These issues are explored in [23] .
We emphasize that the method developed in this paper is suitable only for networks with smooth nonlinearities. From the geometric perspective, the hard limiting perceptron case is a special case in which the data surface Z lies only on the edges and major axes of the unit cube. This particular case can therefore be analyzed by considering only hyperplanes and typically results in a combinatorial problem, for which numerous approaches exist. It should be noted that multiplying the input to each node in a smooth network by a large scaling factor changes the coordinates on the smooth manifold Z, but does not change its shape, and does not reduce the smooth problem to the hard-limiting case.
Finally, while homotopy methods can yield considerable insight and offer significantly more powerful guarantees on performance than other local optimization methods, this power derives precisely from the existence of technical necessary conditions. It is therefore imperative that these conditions be verified.
The results described in this paper provides a solid foundation for analyzing such a deformation in the case of neural networks. 
A PROOFS

Proof :
The Jacobian of the mapping is given by
: : :
Here denotes the Hadamard product of two matrices, formed by appropriately multiplying element by element. However, since 0 (x) > 0 8 x 2 <, the rank of the Jacobian is equal to rank (Q) = s. Therefore the mapping is an immersion. Now suppose there are two weight sets and and (Q) = (Q). Considering the vectors component by component, this implies that for i = 1; 2 : : :L,
where Q i is the ith row of Q. However, the matrix Q has orthonormal columns, and therefore the coordinates of the linear combination of the columns has to be zero. Therefore = and 6 is one-to-one. If < 1 it follows from properties (i); (ii) of that (Q< s 1 ) is not compact, while (iii) and the one-to-one immersion property establish compactness of the preimage of any compact set. If = 1 and 2 < s 1 , 0 (x) = 0 and (x) = 61 if x = 61. In this case (Q< s 1 ) is a compact image of the preimage < s 1 and (Q< s 1 ) is not an embedding.
Theorem 2
The orthogonal subspace U to the tangent space of 6(Q< s ), is the column space of U = 2 9 1 0 (r) 9 2 0 (r) : : : 9 L0s 0 (r) 3 (26) where the columns 9 1 ; 9 2 : : :9 L0s of 9 span (X), and denotes the inverse Hadamard product of two matrices, formed by appropriately dividing element by element.
Proof :
Considering the s-dimensional surface in < L generated by 6(Q< s ), the tangent hyperplane at each point is spanned by the columns of the Jacobian J, and has dimension s. The orthogonal subspace U to the tangent is of dimension L0s. Consider a matrix U 2 < L2(L0s) whose columns form a basis (not necessarily orthogonal) for U. Using the inner product U T J = 0 , U T f 0 (r) Qg = 0 , 9 T Q = 0 where 9 = 2 0 (r) U 1 0 (r) U 2 : : : 0 (r) U L0s 3 (27)
Since 9 T Q = 0 and rank (9) = L 0 s, it follows that span f9g = Im X T ? = (X) = span fV g. Similarly, the orthogonal subspace to the tangent is spanned by the columns of any matrix 9 whose columns are constructed of linearly independent vectors spanning (X) appropriately divided by the elements of 0 (r), which are nonzero except in the case where = 1 and r lies on the edge of (Q< s 1 ). 
Let 2 [0; 1). To prove the theorem it is sufficient to show that the error measure increases strictly monotonically along some direction outside some neighborhood of the origin;
in particular we consider the rays through the origin i.e. all weights f j 2 <; 2 < s ; jjjj = 1g. For a unit vector consider 2 () = jjy 0 (Q)jj 2 . 
Existence of a solution when 2 [0; 1) for all y is established by Lemma 1 which states that all solutions are interior, and by the C 1 assumptions.
The result of Theorem 2 can now be applied to interpret the necessary equation (22) .
The necessary equation will be satisfied for a desired signal y 2 < L if and only if y can be written as the sum of two vectors in < L , one vector connecting the origin to a point in the hypersurface 6(Q< s ), and the other lying in the normal subspace of dimension L 0 s at this particular point in the hypersurface. In that case there exists a set of coordinates 2 < s from which a hyperplane of possible weights of dimension n 0 s can be reconstructed in < n , and L 0 s coordinates describing the vector in U that ensures that (22) 
The theorem is a direct application of the previous two lemmas, since by Lemma 1 all solutions that exist corresponds to projections in the interior (as defined by embedding) of the set 6(Q< s ). Due to the C 1 property of the node nonlinearity, these are therefore orthogonal projections. Then the theorem follows directly from Lemma 2. 
The natural homotopy as defined has a unique solution when = 0, with a corresponding nonsingular Jacobian. The solution is therefore a regular, isolated point (for = 0), and In the case when = 1, 6(Q< s 1 ) is a compact subset in a Hilbert space. Therefore a closest point to y exists on 6(Q< s 1 ). 
It follows from the previous theorem that the Brouwer degree is not zero. Applying the result by Alexander and Yorke [17] , it follows that a general homology theory is defined by 
The first result follows directly by parameterizing the manifold W of Lemma 2 by , and noting that is a coordinate system for each value of (Thm 1).
The second result follows since the determinant of the Jacobian is a continuous function of the parameters [21] . Therefore, the determinant can change sign only if the determinant crosses zero at some value, corresponding to a loss of rank in the Jacobian and a bifurcation.
Therefore, if no bifurcations occur, the solution path corresponds to a minimum of the error measure, since the solution for the original system of equations corresponds to a minimum (the Jacobian of the initial linear system is an autocorrelation matrix and therefore positive definite). Global min Local max Local min 
