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Dans le cadre du nettoyage de graphes contamine´s (graph searching), des agents mobiles se de´placent successivement
le long des areˆtes du graphe afin de les nettoyer. Le but ge´ne´ral est le nettoyage en utilisant le moins d’agents possible.
Nous plac¸ons notre e´tude dans le mode`le de calcul distribue´ CORDA minimaliste. Ce mode`le est muni d’hypothe`ses
tre`s faibles : les nœuds du re´seau et les agents sont anonymes, n’ont pas de me´moire du passe´ ni sens commun de
l’orientation et agissent par cycles Voir-Calculer-Agir de manie`re asynchrone. Un inte´reˆt de ce mode`le vient du fait que
si le nettoyage peut eˆtre fait a` partir de positions arbitraires des agents (par exemple, apre`s pannes ou recontamination),
l’absence de me´moire implique un nettoyage perpe´tuel et donc fournit une premie`re approche de nettoyage de graphe
tole´rant aux pannes. Les contraintes dues au mode`le CORDA minimaliste nous ame`nent a` de´finir une nouvelle variante
de nettoyage de graphes - le nettoyage sans collision, autrement dit, plusieurs agents ne peuvent occuper simultane´ment
un meˆme sommet.
Nous montrons que, dans un contexte centralise´, cette variante ne satisfait pas certaines proprie´te´s classiques de net-
toyage comme par exemple la monotonie. Nous montrons qu’interdire les “collisions” peut augmenter le nombre
d’agents ne´cessaires d’un facteur au plus ∆ le degre´ maximum du graphe et nous illustrons cette borne. De plus, nous
caracte´risons comple`tement le nettoyage sans collision dans les arbres.
Dans le contexte distribue´, la question qui se pose est la suivante. Existe-t-il un algorithme qui, e´tant donne´ un en-
semble d’agents mobiles arbitrairement re´partis sur des sommets distincts d’un re´seau, permet aux agents de nettoyer
perpe´tuellement le graphe ? Dans le cas des chemins, nous montrons que la re´ponse est ne´gative si le nombre d’agents
est pair dans un chemin d’ordre impair, ou si il y a au plus deux agents dans un chemin d’ordre au moins 3. Nous
proposons un algorithme qui nettoie les chemins dans tous les cas restants, ainsi qu’un algorithme pour nettoyer les
arbres lorsqu’un nombre suffisant d’agents est disponible initialement.
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1 Introduction
Dans le mode`le de calcul distribue´ CORDA (voir, e.g., [Pre01]), chaque entite´ (agent mobile) est auto-
nome et agit par cycles asynchrones. Un cycle est constitue´ de 3 phases : Voir, Calculer et Agir. Chaque
phase est exe´cute´e de manie`re atomique et asynchrone. Une entite´ a d’abord acce`s a` vue, du re´seau, com-
prenant la topologie du re´seau et les positions des autres entite´s dans le re´seau a` un moment donne´ (Phase
Voir). Sur la base de ces informations, l’entite´ peut effectuer un calcul (Phase Calculer) et en de´duire une
action : se de´placer ou non sur un sommet voisin (Phase Agir). La difficulte´ provient de ce que les entite´s
autonomes doivent arriver a` un but commun et donc doivent se coordonner sans communication autre que
les informations apporte´es par la vue du re´seau. En particulier, du fait de l’asynchronie, la phase de calcul
et celle d’action peuvent eˆtre base´es sur une vue obsole`te du re´seau. De nombreux travaux e´tudient l’im-
pact d’hypothe`ses diffe´rentes dans ce mode`le (e.g., [FIPS10, CFMS10]). Dans ce travail, nous conside´rons
le mode`le, que nous appelons CORDA minimaliste, avec des hypothe`ses tre`s faibles. Le graphe (nœuds et
liens) est anonyme et aucune me´moire locale n’est disponible sur les nœuds. Les agents sont anonymes,
uniformes, n’ont pas de me´moire du passe´, ni de sens commun de l’orientation. De plus, plusieurs agents
ne peuvent pas occuper simultane´ment un meˆme sommet (contrainte d’ exclusivite´). Toutes ces hypothe`ses
†Les nombreux de´tails omis dans cette note peuvent eˆtre consulte´s dans [BBN12].
Le´lia Blin and Janna Burman and Nicolas Nisse
font apparaitre des syme´tries qu’il est difficiles de briser, ce qui rend la conception d’algorithmes plus dif-
ficile. Les algorithmes propose´s dans ce mode`le sont auto-stabilisant [Dij74] : a` partir d’une configuration
quelconque ‡, un algorithme atteint une configuration le´gale, i.e., toutes les areˆtes sont propres, et reste
propres. Par conse´quent, les algorithmes distribue´s propose´s re´sistent a` la recontamination.
E´tat de l’art. Re´cemment, plusieurs proble`mes impliquant des agents mobiles se de´plac¸ant le long des
areˆtes du re´seau ont e´te´ e´tudie´s dans le mode`le CORDA. Dans le proble`me de l’exploration avec arreˆt,
on veut que chaque sommet soit visite´ au moins une fois par un agent [FIPS10, CFMS10]. Dans celui de
l’exploration perpe´tuelle, chaque sommet doit eˆtre visite´ au moins une fois par chaque agent [BMPBT10,
BMPBT11]. Un autre proble`me classique est le rendez-vous ou` tous les agents doivent se retrouver sur
un meˆme sommet [DSN11]. Nous plac¸ons notre e´tude dans le meˆme cadre que [BMPBT10, DSN11,
BMPBT11], c’est-a`-dire le mode`le CORDA minimaliste, donc exclusif.
Le nettoyage de graphe a e´te´ introduit par Breisch en 1967 [Bre12] puis formalise´ par Parsons [Par78].
Il a ensuite e´te´ largement e´tudie´ pour son lien avec les largeurs arborescente (treewidth) et line´aire (path-
width) des graphes [FT08]. Soit G un graphe dont les areˆtes sont initialement contamine´es, une strate´gie
de nettoyage est une se´quence d’actions qui aboutit au nettoyage de toutes les areˆtes. Les actions possibles
de nettoyage “classique” sont (1) placer un agent sur un sommet de G, (2) supprimer un agent d’un som-
met de G et (3) de´placer un agent le long d’une areˆte. Une areˆte est nettoye´e si (A) un agent la traverse
et/ou (selon les variantes) (B) ses deux extre´mite´s sont occupe´es. Une areˆte e est recontamine´e sitoˆt qu’il
existe un chemin sans agents de e a` une areˆte contamine´e. Le nombre d’agents utilise´s par une strate´gie
est le nombre maximum d’agents occupant les sommets de G au cours de la strate´gie. Plusieurs variantes
de nettoyage, combinants diffe´rement les actions 1,2,3 et les fac¸ons de nettoyer A,B, ont e´te´ e´tudie´es mais
s’ave`rent e´quivalentes [FT08]. L’encerclement d’un graphe G, note´ ns(G), est le nombre minimum d’agents
ne´cessaires pour nettoyer un graphe G dans la variante 1,2+B (dite node-search).
Nettoyage sans collision. Dans le mode`le CORDA, il est naturel de n’autoriser que l’action 3, les agents
ne pouvant “sauter” d’un sommet a` un autre. Par ailleurs, si deux (ou plus) agents pouvaient occuper le
meˆme sommet, l’asynchronie du mode`le pourrait faire en sorte qu’ils agissent toujours comme un unique
agent. C’est pourquoi nous imposons la contrainte d’exclusivite´. Cependant, avec ces contraintes, il n’est
pas possible de nettoyer un anneau, quel que soit le nombre d’agents utilise´s, si l’on n’autorise le nettoyage
que graˆce a` la fac¸on A. Ainsi, dans notre mode`le, le nettoyage peut se faire de la fac¸on A ou B.
Re´sultats. Dans un premier temps, nous e´tudions une variante centralise´e § de nettoyage sans collision
(Sec. 2). Cette e´tude nous permet d’e´valuer les performances (en termes de nombre d’agents) des algo-
rithmes distribue´s pre´sente´s dans la Sec. 3 et de trouver des techniques de nettoyage distribue´. Cette e´tude
est inte´ressante par elle-meˆme car cette nouvelle variante de nettoyage s’ave`re satisfaire des proprie´te´s tre`s
diffe´rentes des variantes “classiques” de nettoyage. Dans notre cas, les strate´gies s’apparentent a` celles d’un
jeu de taquin. Dans un second temps, nous e´tudions le nettoyage sans collision dans le mode`le CORDA mi-
nimaliste (Sec. 3). Nous caracte´risons comple`tement ce proble`me dans le cas des re´seaux en chemins ¶ et
nous proposons un algorithme de nettoyage perpe´tuel des arbres.
2 E´tude du nettoyage sans collision en centralise´
Nous de´finissons une strate´gie de nettoyage sans collision d’un graphe G = (V,E) avec k ≥ 1 agents par
(a) un ensemble I ⊆V de k sommets qui sont les positions initiales distinctes des agents, et (b) une se´quence
des actions suivantes : un agent en u ∈V peut se de´placer sur un de ses voisins v ∈ N(v) si v est inoccupe´.
Il doit re´sulter d’une telle strate´gie le nettoyage de toutes les areˆtes soit (A) en e´tant traverse´es, soit (B) en
ayant leurs deux extre´mite´s occupe´es.
Les variantes “classiques” de nettoyage (e.g., node-search) satisfont deux proprie´te´s essentielles qui les
‡. Ici, “quelconque” signifie “arbitraire mais satisfaisant la contrainte d’exclusivite´” puisque cette contrainte fait partie du mode`le.
Sans cette contrainte, le nettoyage ne peut pas eˆtre re´alise´ dans le mode`le CORDA en partant d’une configuration arbitraire. Notons
que, dans le cas du nettoyage de graphe, une configuration inclut l’ensemble des areˆtes propres en plus de la position des agents.
§. Par opposition au cas distribue´ (cf., Sec. 3), dans le cas centralise´, une entite´ externe controˆle les mouvements des agents.
¶. Notons que dans le cas d’un chemin, l’exploration perpe´tuelle implique le nettoyage. L’inverse n’est pas vrai. Par ailleurs, dans
un chemin avec ≥ 3 sommets, l’exploration perpe´tuelle sans collision est clairement impossible dans le mode`le CORDA minimaliste.
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rendent plus “simples” a` e´tudier. Elles sont closes par mineur ‖ et sont monotones ∗∗. Nous prouvons que le
nettoyage sans collision n’est ni monotone ni clos par sous-graphes (induits ou non). Par ailleurs, ajouter la
contrainte d’exclusivite´ peut augmenter arbitrairement le nombre d’agents. Par exemple, soit G une e´toile
avec ∆ ≥ 3 feuilles, alors ns(G) = 2 alors que ws(G) = ∆−1, ou` ws(G) est le nombre minimum d’agents
ne´cessaires au nettoyage sans collisions du graphe G. Nous prouvons que :
The´ore`me 1. Pour tout graphe G de degre´ maximum ∆, soit f (∆) = ∆− 1 si ∆ > 3 et f (∆) = 1 sinon,
ns(G)−1≤ ws(G)≤ f (∆) ·ns(G)
Le the´ore`me 1 montre qu’un algorithme polynomial pour calculer ws dans la classe des graphes de
degre´ ≤ 3 serait une approximation a` une constante pre`s de ns et donc de la pathwidth. Le calcul de la
pathwidth est NP-complet dans cette classe de graphes et non-approximable a` une constante pre`s en ge´ne´ral.
La proprie´te´ de cloˆture par sous-graphe n’est pas vraie pour le nettoyage sans collision : soit G le graphe
obtenu a` partir de k > 2 triangles en identifiant un sommet de chacun en un unique sommet, et soit H
une e´toile a` 2k feuilles. H est un sous graphe de G et 2k− 1 = ws(H) > ws(G) = k + 1. Dans le cas des
arbres, cette proprie´te´ de cloˆture par sous-graphe reste cependant vraie. Ce re´sultat n’est pas aussi trivial
que dans le cas “classique” puisque transformer une strate´gie de T en une strate´gie dans un sous-arbre S
ne´cessite de savoir ou` placer tous les agents dans S sans qu’ils ne se rencontrent (en satisfaisant la contrainte
d’exclusivite´), tout en s’assurant qu’il soit possible de les amener a` l’endroit de´sire´ lorsqu’on doit les utiliser.
The´ore`me 2. Pour tout arbre T et sous arbre S de T , ws(S)≤ ws(T ).
Le the´ore`me 2 nous permet d’adapter la caracte´risation de l’encerclement “classique” dans le cas des
arbres due a` Parson [Par78]. Ainsi, le calcul de ws(T ) est polynomial (par programmation dynamique).
The´ore`me 3. Pour tout arbre T et k ≥ 1, ws(T )≤ k si et seulement si le degre´ maximum de T est ≤ k+1,
et pour tout sommet v ∈ V (T ), pour toute composante connexe S de T \{v} (ou branche en v), ws(S) ≤ k
et ∀i≥ 2 pair, |{S branche en v : ws(S)≥ k− i/2+1}| ≤ i.
3 Nettoyage perpe´tuel de graphe
Dans cette section, nous conside´rons le proble`me de nettoyage sans collision dans le mode`le de calcul
distribue´ CORDA minimaliste de´fini dans l’introduction. Les algorithmes distribue´s de´sire´s doivent nettoyer
les graphes a` partir d’une configuration quelconque satisfaisant la proprie´te´ d’exclusivite´. Dans ce contexte,
l’algorithme (uniforme) exe´cute´ par chaque agent autonome prend une vue (positions des agents) en entre´e
et doit de´cider, malgre´ l’asynchronie, si l’agent peut se de´placer ou non, et ou` il doit aller.
The´ore`me 4. Soit P un chemin de n sommets et 1 ≤ k ≤ n. Alors il existe un algorithme de nettoyage
perpe´tuel de P avec k agents si et seulement si (1≤ k ≤ n≤ 2) OU ((3≤ k ≤ n) ET (n pair OU k impair)).
Ide´e de la preuve. Supposons que n ≥ 3 est impair et k pair. Dans ce cas, dans n’importe quelle configu-
ration de depart syme´trique (meˆme satisfaisant l’exclusivite´), le sommet central c est inoccupe´. De plus, la
syme´trie peut faire que quel que soit l’algorithme utilise´, la syme´trie de la position des agents est conserve´e
(si un agent bouge, l’agent syme´trique a la meˆme vue du re´seau et donc choisit de se de´placer a` l’identique).
Ainsi, lorsque c est occupe´ (il doit l’eˆtre pour nettoyer le chemin), il l’est par deux agents, contredisant la
proprie´te´ d’exclusivite´. Ainsi, un chemin d’ordre impair ne peut eˆtre nettoye´ par un nombre pair d’agents
a` partir d’une configuration arbitraire.Conside´rons maintenant le cas 3≤ k < n et k = 2r′+1 impair. Nous
montrons qu’il existe un algorithme qui, a` partir de n’importe quelle configuration avec exclusivite´, permet
aux agents d’atteindre la configuration A, Fig. 1. Une fois dans cette configuration, l’algorithme est celui
repre´sente´ sur la Fig. 1. Sur cette figure, un rectangle avec x dedans repre´sente x sommets conse´cutifs et
occupe´s. Un carre´ vide repre´sente un sommet occupe´, et un rond un sommet inoccupe´. Un segment avec y
au dessus repre´sente y sommets inoccupe´s conse´cutifs. Une fle`che rouge repre´sente le mouvement (unique)
a` re´aliser dans la configuration correspondante. Enfin, les fle`ches noires (pointille´es ou non) repre´sentent la
succession des configurations. L’algorithme dans le cas n et k pairs peut eˆtre consulte´ dans [BBN12].
‖. Sans entrer dans les de´tails, cela signifie entre autre que ns(H)≤ ns(G) pour tout sous-graphe H de G.
∗∗. Dans le cas du node-search, cela siginifie que, pour tout graphe G, il existe une strate´gie de nettoyage de G avec ns(G) agents
telle qu’une areˆte n’est jamais recontamine´e une fois qu’elle a e´te´ nettoye´e.
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FIGURE 1: Strate´gie de nettoyage perpe´tuel d’un chemin de n sommets avec k = 2r′+1≥ 3 agents.
Dans le cas d’un arbre quelconque T , avec x ≥ 2 feuilles adjacentes au meˆme sommet v. Si dans la
configuration initiale, 2≤ y≤ x de ces feuilles sont occupe´es, les y agents correspondants ne peuvent plus
bouger, et ceci quel que soit l’algorithme suivi. En effet, si l’un d’entre eux se de´place sur v, tous peuvent
faire de meˆme par symme´trie et asynchronisme, et la “collision” ne peut eˆtre e´vite´e sur v. Nous ge´ne´ralisons
ce fait. La vue-topologique d’un agent en v ∈V (T ) est l’ensemble des branches en v. Un sommet v ∈V (T )
est un b-node si il existe un sommet u ∈V tel que u et v ont la meˆme vue-topologique et le chemin entre u
et v a un nombre impair de sommets (par exemple, si u et v sont 2 feuilles adjacentes a` un meˆme sommet).
The´ore`me 5. Soit T un arbre sans b-nodes, alors il existe un algorithme de nettoyage perpe´tuel (dans le
mode`le CORDA minimaliste) de T avec k = O(ws(T )) agents.
Ide´e de la preuve. Supposons de plus que T n’est pas syme´trique (il n’y a pas d’areˆte e telle que les
deux arbres de T \ {e} sont isomorphiques). Dans ce cas, il est possible d’assigner a` chaque sommet de
T un identifiant unique. Ainsi, il est possible d’exe´cuter l’algorithme centralise´ (cf. preuve du Th. 3) sans
ambiguı¨te´ (lorsque plusieurs mouvements sont possibles, l’agent prioritaire est celui sur le sommet de plus
petit identifiant). O(1) agents supple´mentaires (par rapport a` O(ws(T ))) sont utilise´s pour casser la syme´trie
de la strate´gie. Si T est syme´trique, soient T1 et T2 (isomorphiques) les deux “coˆte´s” de T , notre algorithme
conside`re se´parement ces 2 sous-arbres en utilisant O(ws(T1))+O(ws(T2)) = O(ws(T )) agents plus O(1)
agents supple´mentaires (O(1) par coˆte´) pour casser la syme´trie.
The´ore`me 6. Soit T un arbre avec B l’ensemble de ses b-nodes, |B| = b, et l’arbre T0 = T \B, alors il
existe un algorithme de nettoyage perpe´tuel de T avec b+O(ws(T0)) agents et ∃X, {k pair : k≤ b} ⊆ X ⊆
{k : k < b+O(ws(T0))}, tel que ∀k ∈ X, aucun tel algorithme ne peut nettoyer T avec k agents.
Ide´e de la preuve. Pour la 1re assertion, nous proposons un algorithme qui commence par de´placer b agents
sur les sommets de V (T )\V (T0). Puis les O(ws(T0)) agents restants nettoient T0 (Th. 5).
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