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Abstract— We present a new approach to verifying con-
traction and L2-gain of uncertain nonlinear systems, extend-
ing the well-known method of integral quadratic constraints.
The uncertain system consists of a feedback interconnection
of a nonlinear nominal system and uncertainties satisfying
differential integral quadratic constraints. A pointwise linear
matrix inequality condition is formulated to verify the closed-
loop differential L2 gain, which can lead to global reference-
independent L2 gain performance of the nonlinear uncertain
system. For a polynomial nominal system, the convex verifica-
tion conditions can be solved via sum-of-squares programming.
A simple computational example based on jet-engine surge with
input delays illustrates the approach.
I. INTRODUCTION
The integral quadratic constraint (IQC) approach of [1]
provides a flexible framework for robustness analysis of
uncertain systems, and includes as special cases many
previously-proposed methods. The basic setup of [1] is an
interconnection of a nominal system – which is a sta-
ble, finite-dimensional linear time-invariant system – and
uncertainties that are known to satisfy integral quadratic
constraints. The “uncertainties” may be known but “trou-
blesome” components (e.g., time delay or other infinite-
dimensional dynamics, saturation or other nonlinearties) or
an unknown but bounded dynamics dynamics. Closed-loop
stability and performance can be verified by solving a linear
matrix inequality (semidefinite program).
Advances in computational analysis of nonlinear systems,
especially polynomial systems via sum-of-squares program-
ming [2], motivate extending the IQC approach to scenar-
ios in which the “nominal” system is nonlinear, but still
amenable to computation, e.g. described by a relatively low-
degree polynomial vector field. However, many of the most
powerful IQCs used in [1] are “soft” IQCs, meaning that their
time-domain representations do not necessarily hold for all
finite times (so-called “hard” IQCs), as would be required
for standard analysis methods of nonlinear systems [3].
Recently, the work [4] proved that, under rather mild con-
ditions, most soft IQCs do in fact have hard representations,
in particular if the associated frequency-domain multiplier
admits a J-factorization. Related results were obtained in [5],
[6]. Based on this, several approaches have been developed
to relax the assumption on nominal models. In [7], [8], the
IQC-based analysis framework has been applied to linear
parameter-varying (LPV) systems. In [9], a time-domain
IQC theorem using graph separation was proposed for the
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feedback interconnection of two nonlinear systems. The
stability condition was stated purely on input-output relations
without involving linear matrix inequalities (LMIs).
The stability and performance notation used in the IQC
framework is based on L2 gain with respect to one preferred
equilibrium (e.g., the origin). However, for many nonlinear
systems, there are reasons to prefer a stronger stability anal-
ysis tool which is independent of the reference [10]. These
cases often require the input-output stability to consider both
boundedness (i.e., bounded inputs produce bounded outputs)
and continuity (the outputs are not critically sensitive to small
changes in inputs). Although both continuity and bound-
edness of input-output stability was introduced by Zames
[11], research on boundedness of solutions and stability of
special solutions (e.g., a known equilibrium) have dominated
existing literature. In [12], Desoer and Vidyasagar show that
bounded and continuous solutions with respect to inputs can
be implied by incremental L2 stability while only bounded-
ness can be ensured by the standard L2-gain stability. The
incremental IQC was briefly discussed in [1] and later on
applied to the harmonic analysis of uncertain systems in [13],
[14]. However, it was proved in [15] that stability multipliers
such as Zames-Falb, Popov, and RL/RC multipliers are not
directly applicable for incremental stability analysis as they
cannot preserve incremental positivity. Recently, a weaker
notation – equilibrium-independent IQC was introduced to
describe nonlinear systems [16]. The frequency-domain IQC
theorem is then applied for robustness analysis of networked
passive systems with delays.
Contraction [17] is a strong form of stability meaning
that, roughly speaking, all solutions converge to each other
exponentially. The underlying idea is to investigate the local
stability of the linearized system (differential dynamics)
along any admissible trajectory, from whichglobal incre-
mental stability can be established via integration of local
analysis along certain path. The benefits of contraction
analysis are two folds. First, no specific knowledge about
the particular trajectory or reference signal is required during
the analysis stage, which leads to a reference-independent
approach. Second, the analysis problem has a convex for-
mulation using Riemannian metric [18], which allows for a
numerically efficient optimization method – sum-of-squares
(SOS) programming [2]. Recently, a general differential
Lyapunov framework based on Finsler metric was presented
in [19]. The extension of differential Lyapunov theory to
input/output dynamics – differential dissipativity [20], [21]
was applied to system identification [22], robust analysis of a
limit cycle [23] and distributed control of chemical systems
[24]. A controller synthesis and realization framework based
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on control contraction metric (CCM) was developed in [25].
It was then extended to performance design in [26]. In [27],
contraction analysis based on certain metrics was applied to
group cooperation subject to time-delayed communications.
However, there are as yet few precise results on contraction
of uncertain systems containing a broad range of “trouble-
some” components.
In this paper, we present an approach to verify robust con-
traction and performance (L2 gain) of an uncertain nonlinear
system by lifting the time-domain IQC theorem into the dif-
ferential setting. The uncertain system consists of a feedback
interconnection of a nominal nonlinear model and a per-
turbation. Here we assume that the nominal model belongs
to a class of “less troublesome” nonlinear dynamics whose
differential L2 gain can be obtained via pointwise LMIs. A
novel IQC, namely differential IQC, is then introduced to
replace the “troublesome” uncertainty. By using the results
from IQC-based analysis for LPV systems [7], [28], we
develop a pointwise LMI condition which yields a bounded
differential L2 gain for the uncertain systems. Finally, we
prove that global incremental L2-gain performance can be
guaranteed if the local analysis result is satisfied for all one-
parameter solution families. We also show that a global L2-
gain (a weaker notation compared with incremental one)
bound with respect to certain reference trajectory can be
inferred if the differential dissipation test is only validated
for certain class of solution families.
The paper is structured as follows. Section II presents
the background on contraction analysis and IQC. Section III
introduces the concept of δ-IQC. The main results on robust
contraction analysis based on differential dissipativity and δ-
IQCs are given in Section IV. Section V provides a simple
computational example.
II. BACKGROUND
A. Notation
Most notation is from [29]. For a matrix M ∈ Cm×n,
M ′ denotes the transpose and M∗ denotes the conjugate
transpose, respectively. The para-Hermitian conjugate of G ∈
RH∞, denoted as G∼, is defined by G∼(s) := G(−s)′.
Ck denotes the set of vector signals on R which have kth
order derivative. L2 is the space of square-integrable vector
signals on R≥0, i.e., ‖f‖ := (
∫∞
0
|f(t)|dt)1/2 < ∞ where
|x| denotes the Euclidean norm of a vector x. The causal
truncation (·)T is defined by (f)T (t) := f(t) for t ≤ T and
0 otherwise. L2e is the space of vector signals on R≥0 whose
causal truncation belongs to L2. Let ARE(A,B,Q,R, S)
denote the following Algebraic Riccati Equation (ARE):
A′X +XA− (XB + S)R−1(XB + S)′ +Q = 0. (1)
The stabilizing solution X ∈ S, if it exists, is such that
A−BR−1(XB + S)′ is Hurwitz.
A Riemannian metric on Rn is a symmetric positive
definite matrix function M(x), smooth in x, which defines
a inner product 〈δ1, δ2〉x := δ′1M(x)δ2 for any two tangent
vector δ1, δ2. A metric is called uniformly bounded if there
exist positive constants a2 ≥ a1 such that a1I ≤ M(x) ≤
xˆ(0, t) = x(t)
xˆ(s, 0)
x˙ = ∂xˆ∂t
δx =
∂xˆ
∂s
Fig. 1. Geometrical interpretation of the differential dynamics based on
an one-parameter solution family.
a2I, ∀x ∈ Rn. Γ(x0, x1) denotes the set of piecewise smooth
paths c : [0, 1] → Rn with c(0) = x0 and c(1) = x1. The
curved length of c(·) is defined by
`(c) :=
∫ 1
0
√
〈cs, cs〉c(s)ds (2)
where cs = ∂c/∂s. The geodesic γ(·) denotes a path with
the minimal length, i.e., `(γ) = infc∈Γ(x0,x1) `(c). For more
details see [30].
B. Differential L2 Gain via Contraction Analysis
Consider a nonlinear system of the form
x˙ = f(x, d), e = h(x, d) (3)
where x(t) ∈ Rnx , d(t) ∈ Rnd , e(t) ∈ Rne are the
state, disturbance and performance output, respectively. For
simplicity, f, h are assumed to be smooth and time-invariant.
Instead of investigating stability properties of one solution
(x, d, e)(·), we are interested in an one-parameter solution
family defined as follows [20]. In what follows we denote
ρ := (x, d, e).
Definition 1. A set of solutions Ωρ = {ρ(·, s)}s∈R where
ρ(·, 0) = ρ(·) is said to be an one-parameter solution family
to (3) if ρ(·, ·) ∈ C2 for almost all t ∈ R≥0, s ∈ R, and
ρ(·, s) satisfies (3) for all s ∈ R.
Compared to the time t, variable s can be seen as a spatial
parameter. The partial derivative ∂x∂t at each t characterizes
the time evolution of a curve x(t, ·) subject to the nonlinear
model (3). The partial derivative ∂x∂s at each s characterizes
the behavior of tangent vector that moves along the solution
x(·, s), as shown in Fig. 1. This behavior can be modeled by
the following differential dynamics ([17]):
δ˙x = A(x, d)δx +B(x, d)δd :=
∂f
∂x
δx +
∂f
∂d
δd
δe = C(x, d)δx +D(x, d)δd :=
∂h
∂x
δx +
∂h
∂d
δd
(4)
where (δx, δd, δe) =
(
∂x
∂s ,
∂d
∂s ,
∂e
∂s
)
.
The performance condition for nonlinear systems usually
involves a bound on the L2 gain from d to e. There are
several different formulations of L2 gain. Since the standard
L2 gain does not consider continuity of input-output stability,
this work investigates the following strong notations.
Definition 2. System (3) is said to have an incremental L2-
gain bound of α > 0 if for all pair of solutions with initial
x0(t)
xˆ(s, t)
x1(t)
x
∗ (t)
s
s′
(a) incremental (b) global
Fig. 2. Different notations for reference-independent stability.
conditions x0(0), x1(0) and input d0, d1 ∈ L2e, and for all
T > 0 solutions exist and
‖(e1 − e0)T ‖2 ≤ α2‖(d1 − d0)T ‖2 + b(x0(0), x1(0)) (5)
for some function b(x0, x1) ≥ 0 with b(x, x) = 0.
Definition 3. System (3) is said to have a global L2-gain
bound of α > 0 if there exists a unique solution ρ∗(·), any
initial condition x(0) and input d − d∗ ∈ L2e, and for all
T > 0 solutions exist and
‖(e− e∗)T ‖2 ≤ α2‖(d− d∗)T ‖2 + b(x(0), x∗(0)) (6)
for some function b(x0, x1) ≥ 0 with b(x, x) = 0.
Note that global L2 gain stronger than the equilibrium-
independent counterpart [16], but weaker than incremental
one, since it only requires the convergence between a par-
ticular (i.e., system solution and reference trajectory) rather
than arbitrary pair of trajectories, as shown in Fig. 2.
We also work on the differential L2 gain, that is, system
(3) is said to have a differential L2-gain bound of α if for
all T > 0
‖(δe)T ‖2 ≤ α2‖(δd)T ‖2 + β(x(0), δx(0)) (7)
where β(x, δx) ≥ 0 with β(x, 0) = 0 for all x. Applying
standard results [3, Th. 3.1.11] to the joint system (3), (4)
gives that a sufficient, and in some cases necessary, condition
for the differential L2-gain bound is the existence of a
differential storage function V (x, δx) ≥ 0 with V (x, 0) = 0
such that
V˙ (x, δx) ≤ α2|δd|2 − |δe|2. (8)
Here we are interested in the differential storage function in-
duced by a Riemannian metric, i.e., V (x, δx) = δ′xM(x)δx.
Other more general metrics are possible, see [20], [31],
however we focus on the Riemannian case as the analysis
problem can have a convex formulation.
C. Integral Quadratic Constraints
In the IQC framework, the uncertainty (either a known but
“difficult” component or unknown dynamics) is described by
an operator ∆, which refers to an input-output system
w = ∆(v). (9)
An operator ∆ is said to be casual if ∆T (v) := (w)T =
∆((v)T ) for all T ≥ 0. It is said to be bounded if there
exists C1 such that ‖∆T (v)‖ ≤ C1‖(v)T ‖ for all T > 0
and v ∈ L2e. The underlying idea of IQC analysis is to
∆
Ψ
wv
z
Fig. 3. Graphical interpretation of the IQC.
replace ∆ with a constraint or set of constraints that it
is known to satisfy, and which are convenient for analysis
that is convenient for analysis via LMIs. In particular, the
constraints are frequency-weighted integral inequalities of
the form below.
Definition 4. Let Π = Π∼ ∈ RL(nv+nw)×(nv+nw)∞ be given.
Two signals v ∈ Lnv2 and w ∈ Lnw2 satisfy the frequency
domain IQC defined by the multiplier Π if∫ ∞
−∞
[
V̂ (jω)
Ŵ (jω)
]∗
Π(jω)
[
V̂ (jω)
Ŵ (jω)
]
dω ≥ 0 (10)
where V̂ and Ŵ are Fourier transforms of v and w. A
bounded, causal operator ∆ : Lnv2e → Lnw2e satisfies the
frequency domain IQC defined by Π if (10) holds for all
v ∈ Lnv2 and w = ∆(v).
IQCs can also be expressed in the time-domain via Parse-
val’s theorem, and can be interpreted as comparing filtered
versions of the input and output of ∆ as in Fig. 3.
Definition 5. Let Ψ ∈ RHnz×(nv+nw)∞ and M = M ′. Two
signals v ∈ Lnv2 , w ∈ Lnw2 satisfy the time domain IQC
defined by the multiplier Ψ and matrix M if the following
inequality holds ∫ ∞
0
z′(t)Mz(t)dt ≥ 0 (11)
where z is the output of Ψ with the zero initial condition
and inputs (v, w). A bounded, causal operator ∆ satisfies
the time domain IQC defined by (Ψ,M) if (11) holds for all
v ∈ Lnv2 and w = ∆(v).
The time domain IQC in (11) is referred as a soft IQC in
[1], and it is important to note that it assumes that all signals
are in L2. If the time domain constraint
∫ T
0
z′(t)Mz(t)dt ≥
0 holds for all T ≥ 0, this is called a hard IQC. The hard/soft
property is not strictly inherent to the multiplier Π but instead
depends on the non-unique factorization Π = Ψ∼MΨ. In
particulary, a key additional assumptions on the multiplier Π
is that it admits a J-spectral factorization, in which case a
hard factorization can be constructed [4].
III. DIFFERENTIAL IQC
The conventional IQC cannot be directly applied to con-
traction analysis since it is defined with respect to one
preferred equilibrium. In this section, we will introduce the
concept of differential IQC, which is used to replace the
“troublesome” perturbation.
An operator ∆ is said to be locally affine bounded if there
exists C0, C1 ≥ 0 such that
‖∆T (v1)−∆T (v2)‖ ≤ C0 + C1‖(v1 − v2)T ‖ (12)
for all T > 0 and vi ∈ L2e. It is called locally bounded if
this holds with C0 = 0. For a locally bounded operator ∆,
its associated differential operator ∂∆ can be defined by
δw = ∂∆(v; δv) := lim sup
s→0+
∆(v + sδv)−∆(v)
s
(13)
where v, δv ∈ L2e.
The differential IQC is an integral quadratic constraint
specified on (δv, δw). The following definition is given in
frequency domain (the time-domain definition is omitted due
to space restrictions, but it is similar to Definition 5).
Definition 6. An operator ∆ : Lnv2e → Lnw2e is said to satisfy
the frequency-domain differential IQC (δ-IQC) defined by
the multiplier Π = Π∼ ∈ RL(nv+nw)×(nv+nw)∞ if ∆ is casual
and locally bounded, and the following inequality holds∫ ∞
−∞
[
δˆv(jω)
δˆw(jω)
]∗
Π(jω)
[
δˆv(jω)
δˆw(jω)
]
dω ≥ 0 (14)
where δˆv and δˆw are Fourier transforms of δv ∈ Lnv2 and
δw = ∂∆(v; δv) ∈ Lnw2 .
A similar definition can be given for incremental IQCs.
Definition 7. A causal operator ∆ satisfies the frequency-
domain incremental IQC defined by Π if for any pair
of input-output trajectories (v0, w0)(·) and (v1, w1)(·) with
dv = v1 − v0 ∈ Lnv2 and dw = ∆(v1) −∆(v0) ∈ Lnw2 , the
following inequality holds∫ ∞
−∞
[
dˆv(jω)
dˆw(jω)
]∗
Π(jω)
[
dˆv(jω)
dˆw(jω)
]
dω ≥ 0 (15)
where dˆv and dˆw are Fourier transforms of dv and dw. If the
above condition only holds for a particular reference input
(i.e.,v0 = v∗), the operator ∆ satisfies an global IQC defined
by Π.
Note that a global IQC is just a standard IQC [1] with
respect to a trajectory which is not necessarily at the origin.
For locally bounded operators, δ-IQC and incremental
IQCs are equivalent under a mild assumption on the mul-
tiplier, which is also important for hard factorization.
Assumption 1. The multiplier Π satisfies Πvv(jω) ≥ 0 and
Πww(jω) ≤ 0 for all ω ∈ R ∪ {∞}, where
[
Πvv Πvw
Π∼vw Πww
]
with Πvv ∈ RLnv×nv∞ is a partition of the multiplier Π.
Proposition 1. Assume that Assumption 1 holds for the
multiplier Π. The locally bounded operator ∆ satisfies the
δ-IQC induced by Π for all one-parameter solution families
Ω% with % := (v, w) if and only if it satisfies the incremental
IQC induced by Π.
Proof of Proposition 1. “if”: For any v ∈ Lnv2e and δv ∈
Lnv2 , we take v0 = v, w0 = w and v1 = v+sδv , w1 = ∆(v1).
For a sufficiently small s, we have dw = sδw = s∂∆(v; δv).
Since ∆ is locally bounded, there exists a set-valued map D∆
such that ∂∆(v; δv) = D∆(v)δv . Condition (14) follows by
substituting dv = sδv and dw = sD∆(v)δv into (15).
“only if”: For any pair of input-output behaviors (v0, w0)
and (v1, w1) satisfying dv, dw ∈ L2, by taking the parame-
terization v(s) = (1− s)v0 + sv1 and w(s) = ∆(v(s)), we
have δv(s) = dv ∈ L2 and δw(s) = ∂∆(v(s), δv(s)) ∈ L2
as ∂∆ is bounded. Integration of (14) over s ∈ [0, 1] yields
(the dependence on jω is omitted for simplicity):
0 ≤
∫ 1
0
∫ ∞
−∞
[
δˆv(s)
δˆw(s)
]∗
Π
[
δˆv(s)
δˆw(s)
]
dωds
=
∫ ∞
−∞
∫ 1
0
[
dˆv
δˆw(s)
]∗ [
Πvv Πvw
Π∼vw Πww
] [
dˆv
δˆw(s)
]
dsdω
=
∫ ∞
−∞
[
dˆv
dˆw
]∗ [
Πvv Πvw
Π∼vw 0
] [
dˆv
dˆw
]
dsdω+∫ ∞
−∞
∫ 1
0
δˆ∗w(s)Πww δˆw(s)dsdω.
(16)
Since Πww(jω) = Π∼ww(jω) ≤ 0, it yields a factorization
Πww = −Λ∼wΛw. From Cauchy-Schwarz inequality, we have∫ 1
0
δˆ∗w(s)Πww δˆw(s)ds = −
∫ 1
0
|Λw δˆw(s)|2ds
≤ −
∣∣∣∣∫ 1
0
Λw δˆw(s)ds
∣∣∣∣2 = dˆ∗wΠwwdˆw.
(17)
The incremental IQC condition (15) follows from (16)-(17).
From the above proposition, we have following corollaries.
Corollary 2. If the operator ∆ is linear, then the δ-IQC
induced by Π is equivalent to the IQC induced by Π.
Corollary 3. If the operator ∆ satisfies the δ-IQC induced
by Π for all Ω%∗ with a fixed %∗, then it satisfies the global
IQC induced by Π.
For general locally affine bounded operators, the corre-
sponding differential operators may not be well-defined since
even a small input may produce large output (e.g., the relay
operator w = sgn(v)), therefore, one cannot find any δ-IQC.
However, it may be possible to construct artificial feedback
loops encapsulating those operators [13] which enable δ-
IQC analysis. For example, consider the following uncertain
system
y˙ = −ay −∆f (y) + v (18)
where ∆f is a viscous friction operator defined by ∆f (y) =
sgn(y)(b|y| + c) with a, b, c > 0. The operator w = ∆f (y)
is not locally bounded. However, a locally bounded operator
can be constructed via the feedback encapsulation shown in
Fig. 4, for which we can find a δ-IQC.
Proposition 4. The operator ∆ : v 7→ y defined in (18)
satisfies a differential L2 gain bound of 1a+b .
Proof. We sketch a proof based on the regularisation ap-
proach of [32]. The operator ∆ : v 7→ y is locally bounded.
1
s+a
y
∆f
v w
Fig. 4. Bounded feedback encapsulation of a viscous friction.
G
∆
de
wv
Fig. 5. Feedback interconnection
The following smooth system y˙ = −(a+b)y−c tanh(y/)+
v with  > 0 approaches (3) when  → 0. The differential
dynamics of this approximation are
δ˙y = −(a+ b)δy − c/(1− tanh2(y/))δy + δv. (19)
Since 1 − tanh2(y/) ≥ 0, the above differential dynamics
has a L2-gain bound of 1a+b for all  > 0. The claim follows
by taking → 0 and the results of [32].
IV. ROBUST CONTRACTION ANALYSIS
The main results of this paper prove robustness results for
a nominal nonlinear system in feedback with uncertainties
satisfying differential IQCs.
A. Problem Statement
We consider a robust contraction analysis problem for
uncertain nonlinear systems. Here the perturbed system is
described by the feedback interconnection of a nominal
nonlinear system G and an uncertainty ∆ as shown in Fig. 5.
This feedback interconnection with ∆ wrapped around the
top of G is denoted Fu(G,∆). The nominal system G is
represented by
x˙ = f(x,w, d), v = g(x,w, d), e = h(x,w, d) (20)
where x(t) ∈ Rnx is the state, w(t) ∈ Rnw and d(t) ∈ Rnd
are inputs, and v(t) ∈ Rnv and e(t) ∈ Rne are outputs.
For simplicity, f, g, h are assumed to be smooth and time-
invariant. Moreover, the following assumptions are made
regarding G and ∆.
Assumption 2. The nominal nonlinear system G has a
differential L2-gain bound from col(w, d) to col(v, e).
Assumption 3. The uncertainty ∆ satisfies a collection of
frequency domain δ-IQCs defined by {Πk}1≤k≤N with Πk ∈
RL(nv+nw)×(nv+nw)∞ satisfying Assumption 1, denoted by
∂∆ ∈ ∂∆(Π1, . . . ,ΠN ).
Assumption 4. The overall uncertainty satisfies a differential
L2 gain bound, and has been normalized to satisfy ‖∂∆‖ ≤
1, so the first δ-IQC is defined by the multiplier Π1 =
diag(Inv ,−Inw).
All these assumptions are used to simplify the algorithm.
From Assumption 2, the nominal system is a “less trou-
blesome” nonlinear dynamics since the differential L2-gain
implies bounded and continuous outputs with respect to
inputs. The δ-IQCs in Assumption 3 are used to bounded
the differential input/output behavior of the perturbation ∆.
Assumption 1 and 4 are used to ensure that a “combined”
multiplier Πλ =
∑N
k=1 λkΠk is a hard IQC and has a J-
spectral factorization for all λ ∈ Λ := {λ ∈ RN | λ1 >
0, λk ≥ 0, 2 ≤ k ≤ N}. Similar assumptions are made in
[28] for LPV robustness analysis.
B. Robust Performance Condition
In this section, a pointwise LMI is developed to verify the
differential dissipation condition (8) for the uncertain system
Fu(G,∆). First, the differential dynamics of the nominal
system G can be represented byδ˙xδv
δe
 =
Ax(ρ) Bxw(ρ) Bxd(ρ)Cv(ρ) Dvw(ρ) Dvd(ρ)
Ce(ρ) Dew(ρ) Ded(ρ)
δxδw
δd
 (21)
where Ax = ∂f∂x , Bw =
∂f
∂w , Bd =
∂f
∂d , Cv =
∂g
∂x , Dvw =
∂g
∂w , Dvd =
∂g
∂d , Ce =
∂h
∂x , Dew =
∂h
∂w and Ded =
∂h
∂d . Let
(Ψk,Mk) be a factorization for Πk and Ψ be the aggregated
system of {Ψk}1≤k≤N which can yield a (minimal) state-
space realization with differential dynamics as follows:[
δ˙ψ
δzk
]
=
[
Aψ Bψv Bψw
Czk Dzkv Dzkw
]δψδv
δw
 , 1 ≤ k ≤ N (22)
where δψ ∈ Rnψ is the filter state, δzk is the output of the
filter Ψk driven by the signals (δv, δw). From (21) and (22),
we can obtain the extended system of δG and Ψ as follows δ˙χδzk
δe
 =
 A(ρ) Bw(ρ) Bd(ρ)Czk(ρ) Dzkw(ρ) Dzkd(ρ)
Ce(ρ) Dew(ρ) Ded(ρ)
δχδw
δd
 , 1 ≤ k ≤ N
(23)
where χ = col(x, ψ) ∈ Rnx+nψ . The extended system can
be expressed in terms of the state matrices in (21) and (22).
The following result establishes a pointwise LMI condition
for differential dissipativity (8) of the closed-loop system,
and can be seen as an application of the method of [28] to
the differential dynamics (23).
Proposition 5. Let the nominal system G and the uncertainty
∆ satisfy Assumption 2-4. The feedback interconnection
Fu(G,∆) has a differential L2-gain bound of α if there
exists a smooth state-dependent matrix function P (x) =
P ′(x) and a multiplier coefficient vector λ ∈ Λ such that the
following pointwise LMI (omitting ρ for a shorter notation)PA+A′P + P˙ PBw PBdB′wP 0 0
B′dP 0 −α2I
+
 C′eD′ew
D′ed
 C′eD′ew
D′ed
′
+
N∑
k=1
λk
 C′zkD′zkwD′zkd
Mk
 C′zkD′zkwD′zkd
′ < 0
(24)
holds for all ρ.
Note that if the nominal system is polynomial, the above
pointwise LMI condition can be efficiently solved for using
SOS programming [2].
The main part of the proof parallels Theorem 2 in [28],
since the evaluation of the differential dynamics (21) along
any particular trajectory gives an LPV system. With this in
mind, we simply sketch the proof here.
The key step is to prove that (24) is equivalent to a new
LMI formulation which involves a single, hard δ-IQC and a
new matrix function P˜ (χ) ≥ 0 for all χ. First, the combined
multiplier Πλ has a factorization (Ψλ,Mλ) where Ψλ =[
(sI −Aψ)−1Bψ
I
]
with Bψ :=
[
Bψv Bψw
]
and
Mλ =
[
Qλ Sλ
S′λ Rλ
]
:=
N∑
k=1
λk
 C′zkD′zkwD′zkd
Mk
 C′zkD′zkwD′zkd
′ (25)
with Qλ = Q′λ and Rλ = R
′
λ. From Assumption 3-4 and the
definition of Λ, we have Πλ,vv(jω) > 0 and Πλ,ww(jω) < 0
for all ω ∈ R ∪ {∞}. The multiplier Πλ can yield a J-
spectral factorization (Ψ˜λ, M˜λ) with M˜λ = diag(Inv ,−Inw)
[4, Lemma 4]. The differential dynamics for the state-space
realization of Ψ˜λ is[
δ˙ψ
δzλ
]
=
[
Aψ Bψv Bψw
Czλ Dzλv Dzλw
]δψδv
δw
 (26)
where Czλ = M˜λ(D
−1
zλ
)′(B′ψX+Sλ) with X as the stabling
solution to the ARE(Aψ, Bψ, Qλ, Sλ, Rλ) and Dzλ :=[
Dzλv Dzλw
]
satisfying Rλ = D′zλM˜λDzλ . Then the
extended system of δG and Ψ˜λ can be represented by δ˙χδzλ
δe
 =
 A˜ B˜w B˜dC˜zλ D˜zλw D˜zλd
Ce Dew Ded
δχδw
δd
 . (27)
The equivalent formulation to LMI (24) can be written as:P˜ A˜+ A˜′P˜ + ˙˜P P˜ B˜w P˜ B˜dB˜′wP˜ 0 0
B˜′dP˜ 0 −α2I
+
 C′eD′ew
D′ed
 C′eD′ew
D′ed
′
+
 C˜′zλD˜′zλw
D˜′zλd
 M˜λ
 C˜′zλD˜′zλw
D˜′zλd

′
< 0
(28)
where P˜ = P −
[
0 0
0 X
]
≥ 0 with X as the stabilizing
solution to the ARE(Aψ, Bψ, Qλ, Sλ, Rλ). Left- and right-
multiplying (28) with col(δχ, δw, δd) and its transpose, and
taking integration of t over [0, T ] gives
V˜T − V˜0 +
∫ T
0
δ′zλM˜λδzλ ≤
∫ T
0
(α2|δd|2 − |δe|2)dt (29)
where V˜t denotes δ′χ(t)M(χ(t))δχ(t) with M = P˜ + I .
Here  is a small positive constant. Note that (Ψ˜λ, M˜λ) is
a hard factorization which implies
∫ T
0
δ′zλM˜λδzλ ≥ 0 for
all T > 0. Thus, (29) is a differential dissipation condition
which yields a differential L2-gain bound of α for Fu(G,∆).
There are two major benefits for applying contraction
analysis to nonlinear systems: local differential stability
implies global incremental/global stability, and no knowledge
about the reference trajectory is required. The following
theorem shows that robust contraction analysis based on δ-
IQC preserves these two features.
Theorem 6. Suppose that conditions for Proposition 5 are
satisfied. If differential dissipation inequality (29) holds for
any solution ρ(·) and any solution family Ωρ, then Fu(G,∆)
has an incremental L2-gain bound of α. If (29) only holds
for all Ωρ∗ with certain ρ∗(·), then Fu(G,∆) has a global
L2-gain bound of α.
Proof. We prove the first claim that if (8) is satisfied for all
solution families, an incremental L2-gain bound is guaran-
teed. For any pair of solutions ρ0(·) and ρ1(·), we consider
an one-parameter solution family Ωρ0 satisfying
x(0, s) = c(s, x0(0), x1(0))
d(t, s) = d0(t)(1− s) + d1(t)s
e(t, s) = h(x, d)(t, s)
(30)
where c(·, x0(0), x1(0)) is a smooth path joining x0(0) and
x1(0). Thus, Ωρ0 also satisfies ρ(·, 1) = ρ1(·). Substituting
(δx, δd, δe) = (xs, ds, es) into (29) and integrating it over
[0, 1] yield∫ T
0
∫ 1
0
|es|2dsdt ≤ α2
∫ T
0
∫ 1
0
|ds|2dsdt+
∫ 1
0
c′sMcsds.
(31)
This gives the incremental L2-gain condition (5) with
b(x0, x1) = `
2(c(·, x0(0), x1(0))) since ds = d1 − d0 and
|e1 − e0|2 = |
∫ 1
0
esds|2 ≤
∫ 1
0
|es|2ds (Cauchy-Schwarz
inequality). For the second claim, it is straight forward by
following the above steps.
V. ILLUSTRATIVE EXAMPLE
A simplified model of surge-stall dynamics of a jet engine
has the form of[
ψ˙
φ˙
]
= f(x) +Bu+Ed :=
[
φ+ u
−ψ − 32φ2 − 12φ3 + d
]
(32)
where x = (φ, ψ) is the state, u is the control input, and d
is external disturbance. Here φ is a measure of mass flow
through the compressor, and ψ is a measure of pressure rise
in the compressor. By implementing the CCM based control
synthesis approach ([26]), we found a constant Riemannian
metric and a differential controller
δu = K(x)δx (33)
which achieves a bounded global L2 gain of α = 0.93 from
d to e := φ + 0.1u within the region |φ| ≤ 1. The control
realization based on integration along geodesics is
u(t) = κ(x, x∗, u∗)(t) := u∗(t) +
∫ 1
0
K(γ(t, s))γsds (34)
TABLE I
GLOBAL L2-GAIN BOUND α VS DELAY BOUND Θ
Θ 0 0.04 0.08 0.12 0.16
α 0.93 1.44 4.87 13.59 546.3
where (x∗, u∗)(·) is a reference trajectory, γ(t, ·) is the
geodesic joining x∗(t) to x(t). For constant metric, there
exist a unique geodesic γ(t, s) = x∗(t)(1− s) + x(t)s.
The δ-IQC based contraction analysis problem we consid-
ered here is the performance degradation caused by uncertain
input delays:
u(t) = κ(x, x∗, u∗)(t− θ) (35)
where θ ∈ [0,Θ] with Θ as a known bound. The perturbed
nonlinear system can be represented as a feedback intercon-
nection of a nominal model G and a perturbation ∆:
G :

x˙ = f(x) +Bk(x, x∗, u∗) +Bw + Ed
e = Cx+Dk(x, x∗, u∗) +Dw
v = k(x, x∗, u∗)
∆ : w = v(t− θ)− v(t).
(36)
Since the uncertainty ∆ is a linear infinite-dimensional sys-
tem, the differential operator ∂∆ exists and shares the same
multipliers for δ-IQCs and conventional IQCs (Corollary 2).
We can obtain a simple (and not complete) set of δ-IQCs
from [1]: ∣∣∣δˆv(jω)∣∣∣2 − ∣∣∣δˆv(jω) + δˆw(jω)∣∣∣2 ≥ 0
η(Θω)
∣∣∣δˆv(jω)∣∣∣2 − ∣∣∣δˆw(jω)∣∣∣2 ≥ 0 (37)
where
η(ω) =
ω2 + 0.08ω4
1 + 0.13ω2 + 0.02ω4
. (38)
Solving the parameter-dependent LMI (24) problem took us-
ing SOS programming (Yalmip [33] and SDP solver Mosek).
The results are shown in Table I. System performance
deterioration is observed as the input delay increases.
VI. CONCLUSION
This paper extended the time-domain IQC theorem to the
contraction analysis framework. This is quite a natural devel-
opment, since contraction is based on the study of differential
dynamics, which can be interpreted as a special type of LPV
system. However, by integrating along paths in state-space
we obtain rigorous global results for a nonlinear uncertain
system. Our approach leads to a computationally tractable
condition to assess the robust contraction performance of a
nominal nonlinear system interconnected with uncertainties
described by differential IQCs. Future work will consider
the synthesis of robust controllers for uncertain nonlinear
systems using the approach of [26].
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