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Abstract 
 
 
Modern tennis has been played for over a hundred years, but despite significant 
improvements in the design and manufacture of tennis balls to produce a long-lasting and 
consistent product, the design of a tennis ball has barely changed in the last century. While 
some work has been done to better understand the dynamic behaviour of a tennis ball, no 
structured analysis has been reported assessing how the typical constructions of the inner 
rubber core and cloth panels affect its behaviour and performance.  
 
This research describes the development of an advanced and validated finite element (FE) 
tennis ball model which illustrates the effects of the viscoelastic and anisotropic materials of 
a tennis ball on ball deformation and bounce during impacts with the ground and the racket, 
representative of real play conditions. The non-linear strain rate properties exhibited by the 
materials of a tennis ball during high velocity impacts were characterised using a series of 
experiments including tensile and compressive tests as well as low and high velocity impact 
tests. The impacts were recorded using a high speed video (HSV) camera to determine 
deformation, impact time, coefficient of restitution (COR) and spin rate. The ball material 
properties were tuned to match the HSV results, and the ball’s model parameters were in 
good agreement with experimental data for both normal and oblique impacts at velocities up 
to 50 m/s and 35 m/s, respectively. A time sequenced comparison of HSV ball motion and FE 
model confirmed the accuracy of the model, and showed significant improvement on 
previous models. 
 
Although the existing construction of tennis ball cores was found to provide a sufficiently 
uniform internal structure to base competition standard tennis balls, the anisotropic nature of 
the cloth panels resulted in deviation angles as high as 1.5 degrees in ball bounce. Therefore, 
new cloth panel configurations were modelled which allowed the cloth fibre orientations 
around the ball to be adjusted resulting in better bounce consistency. The effect of cloth seam 
length on ball flight was explored through wind tunnel tests performed on solid balls made by 
additive manufacturing (AM) and on actual pressurised tennis ball prototypes. A reverse 
Magnus effect was observed on the AM balls, however, this phenomenon was overcome by 
the rough nature of the cloth cover on the real tennis ball prototypes. A ball trajectory 
simulation showed that there was no obvious dependence between seam length and shot 
 iv
length or ball velocity. Finally, a basic panel flattening method was used to determine the 2D-
size of the cloth panel patterns corresponding to the new configurations, and tiling methods 
were designed to estimate cloth wastage. The traditional dumbbell design appeared to result 
in the minimum amount of waste. 
 
The work reported in this thesis represents a significant improvement in the modelling of 
tennis ball core, cloth and seams, as well as the ball’s interaction with the ground and racket 
strings. While this research focused on woven cloth, needle cloth is also widely used in the 
manufacture of balls in the US. The modelling of needle cloth could therefore be part of a 
future study. Additionally, details such as the depth and roughness of the cloth seam could be 
included in the model to study their effect on spin generation. Also, including cloth 
anisotropy in the flattening method would allow a better prediction of cloth wastage which 
could then have an influence on the configuration of the cloth panels.  
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Nomenclature 
 
  = mass proportional damping factor (s-1) 
d  = deviation angle in yx-plane (deg) 
  = stiffness proportional damping factor (s) 
d  = deviation angle in yz-plane (deg) 
  = strain 
  = strain rate (s-1) 
  = viscous modulus (N/m2) 
  = wavelength (m) 
  = coefficient of sliding friction 
  = Poisson’s ratio 
1  = angle of incidence (deg) 
  = air density (kg/m3) 
  = stress (N/m2) 
   = spin rate (rpm) 
out  = outbound spin rate (rpm) 
A = cross sectional area (m2 ) 
Ac = contact area (m2 ) 
AM = additive manufacture 
CD = drag coefficient 
CL = lift coefficient 
COF = coefficient of friction 
COR = coefficient of restitution 
CORT = tangential coefficient of restitution 
E = Young’s modulus (N/m2) 
FD = drag force (N) 
FL = lift force (N) 
FE = finite element 
G = shear modulus (N/m2) 
HSV = high speed video 
k = stiffness (N/m) 
 xii
m = mass (kg) 
ODS = operational deflection shape 
R = radius (m) 
SLDV = scanner laser Doppler vibrometry 
v1 = inbound normal velocity (m/s) 
v2 = outbound normal velocity (m/s) 
1x
v  = tangential inbound velocity (m/s) 
2x
v  = tangential outbound velocity (m/s) 
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CHAPTER 1 
Introduction 
 
Tennis as we know it today has been played for about a century and attracts more and more 
players each year. With the evolution of racket technology and the improvement of athlete 
performances, shot speeds keep increasing and tennis balls are subjected to increased forces 
during play. However, tennis ball design has not changed much in the last century. Due to 
their rapid degradation, tennis balls have to be changed every nine games in professional 
tournaments, although recreational players will change them less frequently. Over the recent 
years, manufacturers have been trying to increase the life of tennis balls by making them 
pressureless or by adding a coating inside the rubber core to prevent air leakage, but most of 
these technological ‘improvements’ have been detrimental to players feel or comfort. It is 
apparent that the basic design of a proprietary tennis ball has changed little in over one 
hundred years. Of recent years the use of advanced computer modelling has been applied to 
enhance the performance of other sports balls, and the aim of this research is to develop a 
modelling methodology that will enable new ball concepts to be evaluated and then validated 
by extensive prototype testing.  
 
Some work has been done to better understand the behaviour and dynamic properties of 
tennis balls (Cross, 2000; Haake et al., 2003b). Steele (2006) developed a method to 
characterise the degradation of tennis balls. Davies (2005) studied the feel of tennis balls 
during impact. Cordingley (2002) defined a method to develop a basic finite element model 
of a tennis ball. While all these studies brought new knowledge in the field of tennis ball 
impacts, none of them were concerned with the development of a significantly different or 
improved tennis ball design. In fact, very little work has been done to address the effects of 
the design of the rubber core, the cloth panels or the cloth seam on ball flight and rebound 
consistency. Therefore, this research aims to provide new knowledge on tennis ball core, 
cloth, seams, and the interaction of tennis balls with the ground and racket strings.  
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1.1 Research Aims 
Three major aims are addressed in this thesis: 
1.  To assess the behaviour and performance capabilities of current tennis balls during flight 
and impacts. 
2. To provide a methodology for accurately modelling tennis balls using finite element 
analysis to predict flight and impact performances.  
3. To propose and evaluate areas for potential improvement in tennis ball design and develop 
a new high quality tennis ball. 
1.2 Research Objectives 
The objectives of the research are to: 
- Identify the factors involved in ball variability, with a focus on the core, cloth and seams, 
and evaluate their effects on ball performance.  
-  Develop simulations of tennis ball impacts with the ground and racket strings 
representative of real play conditions. 
-  Model new designs of tennis balls using finite element analysis. 
- Create prototypes and evaluate their performance through extensive laboratory tests. 
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CHAPTER 2 
A Review of Literature 
 
2.1 Tennis Industry 
Tennis is a global sport with more than 60 million players and about 200 affiliated nations 
(Steele, 2006). A study made by the Sporting Goods Manufacturers Association (SGMA, 
2008) showed that “tennis is the fastest growing traditional sport since 2000.” A total of 
25.13 million players were recorded in the United States alone. While recreational players 
look for good quality/price equipment, professional players demand high performance rackets 
and balls which encouraged manufacturers to develop a wide variety of products. The Tennis 
Industry Association (2008) has been conducting studies to evaluate the “tennis revenue” of 
facilities in the USA, and as shown in Figure 2.1, more than 40% of these facilities expected 
to earn more than 100,000 dollars in 2007. Additionally, the increase in tennis participation 
was confirmed by another study carried out by the Tennis Industry Association showing that 
tennis ball shipments increased by 15% between 2003 and 2007 with a total of 130.6 million 
balls sold in 2007 in the United States (see Figure 2.2). According to the ITF (2008a), about 
360 million balls are manufactured each year. 
 
 
 
 
 
 
 
 
 
Figure 2.1: Tennis revenue expectation for facilities in the USA 
in 2005 and 2007 (TIA, 2008) 
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Figure 2.2: Number of tennis balls sold 
in 2003 and 2007 in the United States 
(SGMA, 2008) 
 
Currently, the main tennis ball manufacturers are Babolat, Dunlop-Slazenger, Head, Tretorn 
and Wilson. A list of the manufacturers and their products is shown in Table 2.1. This Table 
indicates that tennis ball design is primarily concerned with improving pressure retention, 
durability, comfort, feel, wear characteristics and visibility. However, the basic design of 
tennis balls, which consists of a rubber core covered with two dumbbell shaped pieces of 
cloth, has not really changed in the past hundred years.  
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Table 2.1: List of the main tennis ball manufacturers 
Ball Manufacturer and 
Name Characteristics Claimed Advantages 
Babolat Team 
Official ball of the ATP Croatia 
Open, 2005 
Durability - feel - resistance 
High quality felt for better 'feel' 
Babolat VS DTB 
All surfaces 
Available in Germany only 
High performances and comfort due to  
the double vulcanization of the core 
Special treatment of the felt 
Dunlop Fort All Court All courts 
Superior quality premium cloth, 
consistency 
Dunlop Tournament 
For clay courts for German 
market High quality, durable 
Head ATP Official ball of the ATP 
Durability due to 'Encore Technology' 
(core made of a mix of natural and man-
made polymers to limit ball softening) 
Smartoptic felt for better visibility 
Slazenger Wimbledon  
Ultra Vis Hydroguard 
All courts 
Developed for Australian 
conditions 
Ultrawear felt for increased ball wear on 
all surfaces 
Tretorn Serie + 
Pressurized 
Official ball of the ATP 
Challenger Series 
Thin rubber core with weight distribution 
control 
Sealing membrane for improved 
pressure retention 
Soft Felt from Milliken for excellent feel 
Wilson Tour Davis Cup Official ball of the Davis Cup 
Nanoplay Technology for increased 
durability (nanoparticles are 
incorporated in the core to lessen air 
leakage) 
Felt from Milliken with Aquashield 
Technology for moisture resistance 
Wilson Tour Davis Cup 
DTB 
(Tour Germany) 
Ball for clay courts for the 
German market 
Nanoplay Technology for increased 
durability and more bounce consistency  
Felt from Milliken with Aquashield 
Technology for moisture resistance 
Ball core specially made for clay court 
use 
Wilson US Open 
Official ball of the US Open 
since 1978 
Extra Duty - hard courts 
Regular Duty - clay and indoor 
courts 
High Altitude - all courts above 
3550 ft. 
Made with felt by Tex Tech Industries 
(felt composed of wool and polyester 
fibres) 
Optimal performance and durability 
 
 
2.2 Ball Construction and Design 
2.2.1 History and Development of Tennis Balls 
 
Ball games have been played for centuries and have been part of many different civilisations. 
Ball game illustrations have been found on Egyptian tombs dating to as early as 2000 BC and 
the Greeks developed a variety of games in which different types of balls including hollow 
balls, inflated balls and sand filled balls were used. The Romans also played games using 
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large leather balls filled with air (Aberdare, 2001). However, it was not until much later that 
the original version of the game of tennis and the fabrication of tennis balls appeared. 
 
The game of tennis as we know it today found its origins in a game called “jeu de paume,” 
also known as real tennis, in the 13th century. In France, real tennis was the game of the kings 
and in 1581, Henry IV defined standards for the manufacturing of balls and real tennis balls 
for use with the hand started to be differentiated from tennis balls for use with the racket. 
While real tennis balls were made of wool covered with sheepskin, tennis balls had to be 
covered with white cloth and stuffed with strips of cloth tied with thread. However, in Spain 
and England, balls were sometimes stuffed with dog’s hair and could be either black or white 
(Aberdare, 2001). 
 
Lawn tennis, which is the closest version of today’s tennis, was introduced by Major Clopton 
Wingfield in 1873, and the first lawn tennis championship was held four years later at 
Wimbledon (Wimbledon Museum History, 2008). The discovery of the rubber vulcanisation 
process in 1839 greatly helped in the development of the tennis ball, and stimulated the 
production of balls with rubber cores. Originally, lawn tennis balls were made of rubber only, 
but in 1874, J. M. Heathcote invented a ball which was covered with two dumbbell shaped 
pieces of white flannel and proved to be more wear resistant (Clerici, 1976).  
 
2.2.2 Current Tennis Ball Technology 
 
As mentioned previously, the manufacturing process of tennis balls has barely changed over 
the last 100 years and balls can be categorised as either pressurised or pressureless. 
Pressurised balls are used for all major championship events but during play, they lose their 
pressure and bounce. Pressureless balls were introduced to increase the life of tennis balls. 
They have a thicker rubber wall with less density to give it more stiffness and maintain the 
same mass, size and bounce characteristics as a pressurised ball. The core formulations for 
pressurised and pressureless balls are shown in Tables 2.2 and 2.3.  
 
 
 
 
 
 7
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In addition to pressurised and pressureless balls, two new types of balls were introduced in 
2002 to account for the differences in court surfaces: a harder fast-speed ball (Type 1) to be 
used on slow surfaces, and a larger slow-speed ball (Type 3) to be used on fast surfaces. The 
standard balls are known as Type 2 balls (ITF, 2008b).  
 
 
 
2.2.2.1 Manufacturing Process of Pressurised Balls 
A rubber compound made of natural rubber and 13 other 
ingredients is extruded into individual pellets which are 
exactly weighed and measured. These pellets are then placed 
into an automatic mould, and half-shells (Figure 2.3) are 
formed under controlled pressure and temperature.  
 
 
 
 
Table 2.2: Core formulations for pressurised balls (ITF, 2008a) 
Components Parts by Weight 
Natural rubber 100 
‘General purpose furnace' (GPF) black  
(a reinforcing filler) 30 
Clay 32 
Zinc oxide 9 
Sulphur 3.5 
Diphenylguanidine (DPG)  
(an accelerator for the curative system) 2 
Cyclohexyl benthiazyl sulphenamide 
(HBS) 
(also an accelerator) 1 
Table 2.3: Core formulations for pressureless balls 
(Steele, 2006) 
Pressureless Core Parts by Weight 
Natural Rubber 100 
High-Styrene resine 30 
Kaolin 20 
Sulphur 2.5 
Stearic Acid 2 
Accelerator 1 
 Figure 2.3: Rubber half shells 
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The excess rubber flash is then separated from the half-shells 
(Figure 2.4). The core compound varies according to the 
playing surface it is made for, resulting in different core 
colours. The black cores have higher carbon contents than the 
lighter ones, and are used on clay courts. Also, fillers are 
usually added to the rubber compounds to ensure low gas 
permeability for pressurised balls.   
 
Once the excess rubber has been removed, an adhesive 
solution of natural rubber is applied to the edges of the half-
shells, and they are then placed into an automated press 
(Figure 2.5.) About 200 balls are vulcanised at once under 
15 psi of pressure and a temperature of 250 degrees for 9 
minutes. Some manufacturers use a different pressurisation 
method which consists of using chemicals producing 
nitrogen during the moulding process. Nitrogen is expected 
to leak more slowly than air because of its larger molecular size. After the cores have been 
pressurised, they are buffed and coated with a uniform layer of rubber solution in preparation 
for application of the cloth. The cloth is a major element of the tennis ball and represents 
almost 30% of the balls manufacturing cost. Woven cloth is made of wool fibres typically 
combined with nylon fibres in a sateen weave whereas needle felt is composed of entangled 
synthetic fibres punched through a woven layer (Steele, 2006). Needle felt is not well 
regarded for its performance or wear characteristics but is appealing for its cheap 
manufacture. It is mainly used on American balls whereas woven cloth is preferred by the 
Europeans. 
 
Dumbbell pieces of cloth are automatically cut out 
from the cloth on the bias, that is at 45 degrees to 
both warp and weft orientation (Figure 2.6) to 
ensure minimum distortion of the cloth once 
applied to the cores. The amount of cloth that is 
wasted is around 17 %. A number of dumbbells are 
then stacked together and dipped into a rubber 
 Figure 2.4: Excess rubber 
Figure 2.5: Press holding 200 
balls              
Figure 2.6: Dumbbell pieces of 
cloth cut out from big rolls 
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Table 2.4: ITF standards for approval of tennis balls (ITF, 2008b) 
sealing solution to apply sealant to their edges. They are semi-automatically applied to the 
cores, and the balls are then heated in a press to cure the rubber solution, finish curing the 
core and smoothen the seams previously formed by the cloth coating.  
 
 Finally, the balls go through a steaming process to raise the 
cloth and give it a fluffy aspect, as depicted in Figure 2.7. The 
balls are then carefully tested and stamped with logos before 
being sealed in pressurised cans (ITF, 2008a). 
 
 
 
 
2.2.2.2 Ball Specifications and Testing 
Rule 3 of the ITF guide for ball approval (ITF, 2008b) states that the ball must have a 
uniform outer surface covered with fabric and no stitched seams. Table 2.4 describes the 
other requirements for approval of tennis balls by the ITF. All ball types must have a mass 
between 56 and 59.4 grams. For the diameter tests, the ball must pass through a ring gauge. 
The rebound height is measured by dropping the ball from a height of 254 cm onto a hard 
surface. The forward deformation is measured by subjecting the ball to a load of 8.16 kg 
using the Stevens Machine, and the return deformation is measured after the ball has been 
compressed by 2.54 cm (ITF, 2008b.) However, these tests do not represent practical play 
conditions and the testing procedure of tennis balls could be improved by determining the 
dynamic properties of tennis balls. Each manufacturer requiring balls to be approved must 
submit their products to the ITF on an annual basis. 
 
 
 
 
 
 
 
 
 
 
TYPE 1 
 (FAST) 
TYPE 2  
(MEDIUM) 
TYPE 3 
(SLOW) 
HIGH 
ALTITUDE 
WEIGHT 
(MASS) 56 - 59.4 grams 56 - 59.4 grams 56 - 59.4 grams 56 - 59.4 grams 
SIZE 6.541 - 6.858 cm 6.541 - 6.858 cm 6.985 - 7.303 cm 6.541 - 6.858 cm 
REBOUND 135 - 147 cm 135 - 147 cm 135 - 147 cm 122 - 135 cm 
FORWARD 
DEFORMATION 0.495 - 0.597 cm 0.559 - 0.737 cm 0.559 - 0.737 cm 0.559 - 0.737 cm 
RETURN 
DEFORMATION 0.673 - 0.914 cm 0.800 - 1.080 cm 0.800 - 1.080 cm 0.800 - 1.080 cm 
Figure 2.7: Finished ball  
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2.2.2.3 Material Properties of Tennis Balls 
Rubber Properties 
Natural rubber is said to have been accidentally discovered thousands of years ago by Indians 
who saw sap leaking from a rubber tree. This discovery was to have a significant effect on 
sport as this elastic material was then used to make bouncy balls for games and children. 
However, the properties of natural rubber are highly temperature dependent and the material 
would lose its elasticity at extreme temperatures. The unstable characteristics of natural 
rubber explain why this material was not widely used until the discovery of rubber 
vulcanisation by Charles Goodyear in 1839. Vulcanisation is a crosslinking process in 
elastomers and is achieved at elevated temperature by a non-reversible chemical reaction. 
Usually, a sulphur compound is added to the elastomer, and the sulphur atoms crosslink the 
polymer chains by bonding with the carbon atoms. Thus, the previously double bonded 
carbon atoms become singly bonded after vulcanisation. Unvulcanised rubber contains very 
few crosslinks and is therefore soft, tacky and has poor resistance. In contrast, vulcanised 
rubber exhibits enhanced modulus of elasticity, tensile strength and wear resistance. 
Vulcanised rubber is also thermosetting which means that it does not soften upon heating 
(Callister, 2007). The discovery of the rubber vulcanisation process greatly helped in the 
development of the tennis ball. 
 
Elastomers, or vulcanised rubbers, are made of long 
molecular chains that are twisted, kinked and coiled, and 
are known for their elastic recovery. As stress is applied to 
the rubber, the chains uncoil and elongate. When the stress 
is released, the crosslinks present in vulcanised rubber 
allow the chains to spring back to their original shape 
(Callister, 2007). However, rubber is not perfectly elastic 
and loses energy during the recovery process. As can be 
seen in Figure 2.8, the area between the loading and 
unloading curves represents the energy loss, which is mainly due to internal friction. The 
energy loss is larger in synthetic and highly filled rubbers than in natural rubber (Cordingley, 
2002). Also, if the rubber is subjected to cyclic loading, the hysteresis will decrease due to 
stress softening of the material which reflects damage incurred during previous loading and is 
known as the Mullins effect.  
 
Figure 2.8: Hysteresis in 
rubber  
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In addition to their good elastic recovery, elastomers present advantages such as permeability 
to air and good adherence to various materials, which are essential mechanical properties for 
the design of many products such as tyres and tennis balls. Permeation through an elastomer 
happens in two steps: the gas first dissolves on one side of the material and then diffuses to 
the opposite side where it evaporates. The permeability rate increases with temperature and 
depends on the size of the gas molecules as well as the type of fillers present in the rubber 
compound (Nagdi, 1993). The advantage of adding fillers to rubber compounds was 
discovered by John Dunlop, in the 19th century, who invented the first successful pneumatic 
tyre (Cordingley, 2002). The fillers used in tennis rubber cores are meant to reduce air 
leakage and enhance properties such as tensile strength, tear and abrasion resistance. 
Commonly used reinforcing fillers include small-particle-size blacks and precipitated silica 
(Nagdi, 1993).   
 
Rubber also exhibits a strain rate-dependent behaviour and temperature and time dependent 
properties, which are features of viscoelastic materials. Viscoelasticity can be defined as a 
combination of an elastic solid and a viscous liquid, or a combination of Hooke’s law (eq. 
2.1) and Newton’s law (eq. 2.2): 
 E                                                             (2.1) 
where   is the stress, E is the elastic modulus and  is the strain, and 
                                                              (2.2) 
where   is the viscous modulus and   is the strain rate (Shaw, 2005).  
Two mechanical models are commonly used to represent the viscoelastic behaviour of 
rubber. The Maxwell model is composed of a spring, representing the elastic modulus, and a 
dashpot, representing viscosity, in series. The Voigt model consists of a spring and damper in 
parallel and is preferred to model the viscoelastic behaviour of a solid (Shaw, 2005).  
 
Set, stress relaxation and creep are all progressive properties and characteristics of 
viscoelastic materials. Pre-compression tests are performed on tennis balls before testing in 
order to remove any set that could have been introduced in the balls due to long-term storage. 
According to Nagdi (1993), “set is the amount of deformation remaining after removing the 
deforming force.”  
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Figure 2.9: Creep and stress relaxation in rubber 
 
Figure 2.9 shows creep and stress relaxation curves for rubber. Stress relaxation describes 
how stress is relieved by an elastomer under constant strain. A time dependent elastic 
modulus, called the relaxation modulus, is defined as the ratio of time dependent stress to a 
constant strain value. The relaxation modulus of a viscoelastic polymer decreases with time 
and temperature. Creep is the converse of stress relaxation and is defined as the ratio of 
constant stress over time dependent strain (Callister, 2007). If the stress is held constant, the 
strain will keep increasing until it reaches a maximum value.  
 
Rubber is strain-rate dependent, and as the strain rate is increased, the elastic modulus 
increases. Therefore, as the impact speed increases, the stiffness of the rubber core increases 
and more energy is lost during impact due to buckling of the core.  
 
 
Cloth Properties 
Tennis ball cloth is generally composed of wool and nylon fibres combined in a sateen 
weave. A weave is defined as the interlacing pattern of the yarns and consists of a warp, 
being the fibres along the length of the fabric, and weft, being the crossing fibres woven into 
the warp to form the fabric. The plain weave is the most basic yarn arrangement as warp and 
weft fibres pass alternatively over and under each other. The sateen weave is more complex 
and is formed with the weft fibres passing over a number of consecutive warp fibres before 
passing under one or two warp fibres. This pattern is reproduced and staggered throughout 
the rows, and about 80% of a tennis ball surface is represented by the weft material, which is 
nylon and wool. The warp is made of cotton yarns providing structure and strength to the ball 
cloth (Cordingley, 2002). The mechanical properties of fabrics are therefore highly dependent 
on their weaving pattern which often leads to anisotropy (different mechanical properties in 
Constant Deformation 
Stress relaxation 
Time 
Constant Load 
Creep 
Time 
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different directions). More precisely, straining the material along the yarn direction depends 
on the yarn tensile property, whereas straining it along its bias results in yarn sliding about 
their crossover points and the tensile strength is therefore more dependent on the structural 
property of the fabric. While Kawabata developed standardised mechanical tests (tensile, 
compression, bending and shearing) in 1980 to quantify psychological perception of fabrics 
(also called fabric handling), these tests involve low loads and strains (Price, 2005). 
Therefore, more detailed engineering material tests should be performed to capture the 
material directionality of the cloth for the tennis application. The current FE softwares allow 
for material directionality modelling and one of the techniques consists of using truss 
elements to represent the axial stiffness of the yarns, and membrane elements, which support 
in-plane forces, to represent the shear behaviour of the fabric (Sidhu et al., 2001; Cavallaro et 
al., 2003; Sharma and Sutcliffe, 2004). Another technique consists of directly specifying 
material stiffness in different directions (Dong et al., 2000; Price, 2005). However, none of 
these techniques have yet been used to model the anisotropy of tennis cloth. 
 
Both wool and nylon play an important role in cloth performance. The wool fibre is very 
elastic and flexible, and is characterised by overlapping scales giving it a unique felting 
property necessary to create the desired texture for ball cloth (Taylor, 1972). Nylon is a 
manufactured fibre that has a much higher breaking strength, however wool has a greater 
extensibility. Therefore, a mix of wool and nylon allows for good tensile strength and 
extensibility of the cloth together with good wear properties. Both nylon and wool have good 
elastic recovery capabilities, which plays a significant role in cloth performance. Also, the 
moisture absorption property of the cloth of a tennis ball highly depends on the ratio of wool 
to nylon content as nylon has a much lower moisture absorption than wool (Taylor, 1972). 
 
During matches, the cloth of the ball is subjected to high friction forces and dynamic loading 
causing the balls to become fuzzy. Cloth degradation changes the flight characteristics of the 
balls which explains why the balls are renewed every nine games in professional matches. 
Brody et al. (2002) explain that air resistance on a tennis ball highly depends on the ball’s 
fuzziness and the condition of its felt cover. Cloth degradation starts with the breaking and 
protrusion of the microfibers from the surface of the fabric. As wear increases, these fibres 
fray and split into smaller fibres giving the fabric a fuzzy appearance. Then, as the fabric 
continues to wear, the ends of the frayed fibres entangle, forming pills on the surface of the 
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fabric. Finally, the pills are torn from the surface of the fabric due to abrasion, and the ball 
becomes ‘bald’ (Carstensen and Jensen, 2002).   
 
2.2.3 Ball Designs 
 
Table 2.5: Early research in tennis ball design (Simpson, 2005) 
Date Company Ball Name Design Features 
1896 Ayres Perfect Seamless Seamless Ball 
    
The New "Patent" 
Roughed 
Roughed for better grip on asphalte and in 
wet conditions 
    The Terra Cota Uncovered, for asphalte or cinder courts 
    The Uncovered Superior rubber 
    Regulation 
Cloth covered, cimented and sewn 
Regulation size and weight 
1879-
1901 Ayres 
The 
"Championship" 
For play on grass or asphalte 
Increased percentage of pure rubber in the 
core 
Greater core elasticity 
Reduction of core weight, cover weight 
increased by 20% 
Supapile technology: increased wool 
content, toughened fibres for more wear 
resistance 
    The Cyprus 
Cloth covered, cimented and sewn 
Very durable 
    The Practice Excellent practice ball 
    The Wimbledon 
Superior stout rubber 
Covered with fine Melton cloth 
Reliable ball suitable for club use 
1902 Slazenger Slazenger Ball 
The world's championship ball 
Leading ball on the market for use on 
outdoor hard courts 
1947 Slazenger 
Slazenger Grooved 
Ball 
Cloth nap grooved like the cover of a golf 
ball for easier control 
1950's Dunlop 
Deep Nap Tennis 
Ball 
Covered with nylon and terrylene felt for 
better accuracy, playing life and feel 
 
Tennis ball manufacturers have been concerned with ball design for many years, and Table 
2.5 summarises the evolution of research in tennis ball design until the 1950’s. While rubber 
elasticity and felt wear resistance seemed to be the main factors influencing ball design in the 
first half of the 20th century, pressure retention and comfort became the main subjects of 
tennis ball research towards the end of the century.  
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Pressurised balls are often claimed to be unplayable after a week or two, and several 
companies have developed with pressurised balls designed to last longer. For example, 
Wilson's Double Core ball has an extra inner coating designed to keep air from escaping, and 
Gamma produces a ball filled with nitrogen, which is supposed to leak more slowly. 
Pressureless balls do not suffer from pressure loss. However, players often complain that 
pressureless balls are too stiff and do not ‘feel’ comfortable. Tretorn tried to overcome this 
problem by creating a ball (Tretorn Micro X) supposed “to replace and stimulate the effect of 
the increased internal pressure of a pressurised ball” (ITF, 2008b), and filled with millions of 
air-filled microcells that cannot diffuse through the rubber (Tretorn Sweden AB, 2008.) 
Dunlop designed a ball (Abzorber) claimed to reduce impact on the arm by 15%, resulting in 
better playing sensations and a decrease of injuries such as tennis elbow.    
 
Wear resistance has been improved by designing a denser felt (extra duty) that can take heavy 
abrasion on hard courts. On the other hand, regular duty cloth is finer and does not fluff up as 
quickly when playing on clay courts. Finally, some manufacturers add chemicals to the felt 
such that the ball is more visible, less moisture absorbent, or less stainable when used on 
grass.  
 
As described earlier, the two pieces of cloth applied to the rubber core are dumbbell shaped. 
However, a few innovative cloth panel configurations have been patented throughout the last 
century and are shown in Table 2.6. Most of the claims describe altered aerodynamic 
properties, or simply ornamental designs. While Table 2.6 presents interesting design ideas, it 
is not really known if any of these balls would offer improved ball performance 
characteristics such as ball flight, controllability, feel and consistency. 
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Table 2.6: Cloth panel designs 
Ball Cover Design Inventor Claims 
 
 
 
 
 
 
 
A. T. Saunders (1918) 
Standard fabric replaced by a smooth soft rubber 
like material provided with regular holes to mimic 
the skin friction of a standard tennis ball felt cover 
for easier and cheaper manufacture 
 
 
 
 
 
 
 
S. G. Ball (1938) Ornamental design for a tennis ball 
 
 
 
 
 
 
 
J. Haythornthwaite (1986) 
Air turbulence controllability; 
Woven monofilament or multifilament synthetic 
fibre cover members; 
Spacing between warp and weft fibres define the 
exposed surface area of the core and depth of air 
pockets formed between the fibres 
 
 
 
 
 
 
 
P. G. Litchfield (1989) 
Various types of depressions on one of its 
hemispheres such as grooves radiating from its 
poles;  
Alters ball flight and trajectory 
 
 
 
 
 
 
 
R. G. Hemphill (1997) Ornamental design for a game ball 
 
 
 
 
 
 
 
R. G. Meeks (1998) 
Needle punched felt fabric with altered wool 
content in several felt layers; 
Stretch characteristics more conducive to covering 
of a spherical shape 
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2.3 Ball Dynamics 
In ball games, the ball is usually hit with an object such as a racket in tennis, a bat in baseball, 
or the foot in football. During these impacts, speed and rotation on a three-dimensional scale 
are imparted to the ball, making the mechanics of ball impacts a complex study. Currently, 
Andy Roddick holds the record of the fastest serve with a speed of 250 km/h (155 mph) 
(Wikipedia, 2009b). However, the range of shot speeds in tennis is quite wide, especially 
because the ball slows down a lot during a shot due to air drag and court friction. In fact, a 
study performed on elite tennis players showed that a Pete Sampras’ serve at 193 km/h (120 
mph) loses about 55% of its speed by the time it reaches the opponent while all his other 
shots lose about 60% of their initial speed, as shown below in Table 2.7 (Cislunar Aerospace, 
1999). 
 
Table 2.7: Cumulative loss of speed over the course of a flight 
Shot 
Pre-Hit Speed  
(mph) 
Max Speed After Hit 
(mph) 
Pre-Bounce 
Speed 
Post Bounce 
Speed 
End 
Speed 
Serve --- 120 -27% -48% -55% 
Forehand 
Return 60 65 -38% -54% -63% 
Backhand 
Return 48 51 -37% -59% -65% 
Forehand 19 76 -35% -55% -59% 
Backhand 17 69 -29% -54% -59% 
Forehand 
Volley 38 47 -34% -53% -60% 
Backhand 
Volley 42 44 -23% -52% -57% 
Overhead 25 110 -19% -46% -51% 
 
Another study performed by Cislunar Aerospace (1998) was concerned with the amount of 
spin generated by players and the effects of the ball/court interaction on the final spin of the 
ball. The fastest recorded spin generated was 5000 rpm achieved by Sampras on a second 
serve. It was found that for an initial topspin (when the ball leaves the racket) of 1324 rpm 
generated by male players on a ground stroke, the topspin after the bounce reached about 
3355 rpm. For female players, an initial topspin of 995 rpm resulted in an after-bounce spin 
of 3129 rpm. It was also observed that the balls hit with backspin resulted in topspin shots 
after the bounce. Unfortunately, no more than 30 shots were analysed during this experiment, 
but it does give good data of the range of speeds and spins that can be observed during 
professional tennis matches. Speed and spin variations are present in all ball games, and are 
often due to the design characteristics of the ball being used. Balls for different ball games 
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have different coefficients of restitution (COR) due to different energy loss mechanisms, 
impact duration, contact area, and deformation. 
 
In most ball games, ball speed is of paramount importance as the opposing player has reduced 
time to react and return it. Ball spin is also of significance as it enables the player to control 
the trajectory and keep the ball in play.  
 
2.3.1 Impact Mechanics 
2.3.1.1 Coefficient of Restitution (COR) 
The COR of a ball during an impact is defined as the ratio of the outbound velocity to the 
inbound velocity, or equivalently, as the square root of the ratio of the rebound height to the 
initial drop height, and is used to assess the energy loss occurring during an impact. In order 
to be approved by the International Tennis Federation (ITF), the COR of a tennis ball must lie 
between 0.73 and 0.76 when dropped from a height of 254 cm normally onto a rigid surface 
(ITF, 2008b). However, the COR is not constant and Caffi and Casolo (1995) experimentally 
showed that the COR decreased with pre-impact velocity. Their experiment also showed that 
pressureless tennis balls tend to have a lower COR than pressurised balls at velocities 
encountered during play. Miller and Messner (2003) established that the differences in COR 
of pressurised and pressureless tennis balls are higher for impact speeds below 30 m/s, and 
that wear of the ball decreases the COR.    
 
Cross (2000) examined the collision between a perfectly elastic ball (COR = 1) and a 
perfectly rigid ball (COR = 0) and determined that the coefficient of restitution after collision 
depended on the stiffness of each of the balls. He found that the rigid ball transferred its 
energy loss to the other ball. Ashcroft and Stronge (2003) performed compression tests on 
punctured cores, punctured balls and regular balls. It was concluded that internal pressure 
adds stiffness to the ball, and that the internal gas force contributes to 59% of the overall 
stiffness of the ball for a pressurised ball and 26% for a pressureless ball.  
 
Haake et al. (2003b) developed a mathematical model based on a spring and damper in 
parallel which defines the damping as a function of the coefficient of restitution. An 
experiment was performed and showed that the coefficient of restitution is higher when the 
ball impacts a rigidly clamped tennis racket than a rigid surface, which agrees with Cross 
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who calculated that during a racket/ball impact, the strings only lose 5% of their stored 
energy while the ball loses 45% of its stored energy, and the ball bounces 36% higher off the 
strings than off a hard surface for an impact speed of 10 m/s (it should be noted that this 
velocity is not representative of play conditions.) Caffi and Casolo (1995) showed that at low 
speeds, a lower string tension results in a higher coefficient of restitution. Haake et al. 
(2003b) present data relating coefficient of restitution and ball stiffness. At low velocity 
(corresponding to the drop test), pressureless and pressurised balls have comparable stiffness 
and COR. However, as the velocity increases, the balls get stiffer and the COR varies 
considerably with the type of ball that is used, ranging from about 0.4 to 0.7 (Haake et al., 
2003b). It shows that the ITF drop test is not appropriate in representing the COR values at 
regular play speeds. In fact, Cross (2002c) explains that much more energy is lost during fast 
compression than during slow compression, and the wall of the ball buckles at a much higher 
stiffness resulting in a larger material hysteresis.    
 
Nathan (2000) studied the dynamics of a baseball-bat collision based on the conservation of 
energy principle. Nathan modelled the bat as a flexible beam and the ball as a nonlinear 
spring that does not restore all of the initial kinetic energy after compression. By comparing 
the COR values obtained with a rigid bat model and a flexible bat model, Nathan showed that 
vibrations of the bat is a significant factor in determining the exit speed of the ball, and that 
the clamping method of the bat had no effect on the exit speed as long as the impact is 
located far enough from the support system. These findings may be very useful in designing 
testing methods for tennis racket and ball impacts. 
 
In sports like tennis or squash, the COR of the ball is also dependent on temperature due to 
the material properties of tennis and squash balls. A paper by Chapman (1986) on the 
mechanics of squash balls shows that the coefficient of restitution increases with temperature, 
explaining why squash balls bounce higher after having warmed up. Rose et al (2000) also 
found that the coefficient of restitution increases with temperature, but more importantly, the 
paper indicates that a pressurised tennis ball will bounce outside the range defined by the ITF 
rules for temperatures less than 16 degrees and more than 29 degrees. This range is increased 
for pressureless balls, however, as the velocity increases, these differences in COR values 
become less significant. The recommended temperature by the ITF for testing is 20 degrees 
Celsius (ITF, 2008b). (It is interesting to note that squash balls are tested at 47 degrees 
Celsius). 
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The COR can be determined experimentally by dropping the ball from a known height and 
recording its rebound height. This is the method used by the ITF which uses a drop height of 
254 cm (100 inch) (ITF, 2008b). Another technique consists of recording the time between 
two bounces which, when divided by two, corresponds to the distance that the ball falls under 
gravity (Cordingley, 2002). However, in order to be accurate, this technique requires 
evaluating the contact time. 
 
2.3.1.2 Impact Duration 
A classical theory for the collision of two spherical bodies was developed by Hertz in 1880 
(Gugan, 2000). The Hertzian theory was developed for quasi-static elastic impact and 
assumes conservation of mechanical energy. However, it proves to be a good approximation 
even for some dynamic non-elastic impacts when the area of contact is small in relation to the 
radii of the bodies. Hertz’ theory relates the compression and force of the colliding bodies, as 
well as their radii and elastic moduli. The maximum compression depends on the impact 
speed and the contact time is assumed to be twice the time taken to reach maximum 
compression and is given by an elliptical integral over the compression. The area of contact is 
defined as a function of the maximum compression, and both contact time Tc and area Ac are 
proportional to the impact speed U as follows: 
2.0 UTc                                                      (2.3) 
8.0UAc                                                        (2.4) 
Cross (1999b) performed experiments to analyse the dynamic hysteresis curves for several 
common balls impacted onto a rigid surface (see Table 2.8.) He found that the superball and 
golf ball behaved in a manner close to the Hertzian theory. On the other hand, Cross 
concluded that the contact time of a tennis ball was independent of velocity. Table 2.8 shows 
the inbound and rebound speeds v1 and v2, the contact time   and the displacement of the 
centre of mass Δy of all the balls that were tested. Unfortunately, the data presented in this 
paper are limited to low ball speeds, which are not representative of the speeds encountered 
in professional matches. A value of about 5 milliseconds for the contact time of a tennis ball 
is usually accepted in the literature.  
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Table 2.8: Impact characteristics for several common ball types (Cross, 1999b) 
 
 
Roberts et al. (2001b) developed a technique to measure contact time in short duration sports 
ball impacts which consists in creating an electrical circuit between the ball and the other 
body. In this study, a conductive coating was applied onto a golf ball to create an electrical 
switch when in contact with the golf club. Measurements were taken for different ball/club 
combinations, and the type of ball was shown to have more effect on the impact time than the 
type of clubhead. Compared with three piece golf balls, two piece golf balls had a shorter 
impact time of about 0.460 ms. Additionally, lower compression balls produced longer 
impact durations than higher compression balls, and impact time decreased with clubhead 
speed.  
 
Gugan (2000) used a similar technique as Roberts et al. and measured the impact time of a 
croquet ball by covering it with a thin layer of conductor. Even though 40% of the kinetic 
energy is lost during collision, the results were still in good agreement with Hertz’s theory. 
Hertz’s theory assumes that the ball separates from the plate in a strain-free state when, in 
fact, it rebounds with some residual compression. This residual compression decreases the 
impact duration. On the other hand, lower recoil speed increases the impact duration. These 
two effects tend to counteract each other and make the Hertzian theory a good approximation 
for inelastic collisions that don’t involve large strain deformations. Once again, the impact 
speeds that were studied were very low and did not exceed 5.50 m/s.  
 
Cordingley (2002) developed a tennis ball core model using finite elements (FE) and found 
impact times to range from about 4 ms to about 3.5 ms for impact speeds from 15 m/s to 35 
m/s. The ball cores were fired from a pneumatic ball canon onto a rigid steel plate, and the 
impact times were measured experimentally using a high speed video camera and image 
analysis software. Recording the frame rate and the number of frames from initial contact 
with the plate to separation enabled the contact time to be easily calculated.  
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2.3.1.3 Contact Area 
According to Hertz’s theory, the area of contact can be defined as a function of the maximum 
compression h of the ball by the following equation: 
RhAc                                                            (2.5) 
where R is the radius of the ball. The contact area depends on the impact speed as expressed 
in eq. (2.5). Gugan (2000) measured the contact area of a croquet ball impacting a rigid 
surface using carbon paper. Once again, the results agreed with the Hertzian theory, however 
the accuracy of this technique can be questioned since the circles obtained by impression of 
the impacting ball on the paper were irregular and not exactly circular. Additionally, the 
paper does not mention how the carbon paper affected the bounce of the ball. 
 
2.3.1.4 Deformation  
A deformation test is performed on tennis balls by the ITF to measure their stiffness. During 
this test, each ball is compressed under a load of 8.16 kg (18 lbs), and forward and return 
deformation values are recorded. However, this test is quasi-static and is not representative of 
the ball deformation occurring during play.  
 
Ball deformation is related to the force acting on the ball during impact, and Hertz (Gugan, 
2000) defined a force law for elastic collisions as a function of the ball compression x and the 
ball stiffness k: 
23kxF                                                        (2.6) 
If the collision is inelastic, energy loss has to be accounted for and can be predicted from the 
static or dynamic hysteresis curves. Dowell (1991) investigated the compressibility of 
different ball types and found a linear relationship between the impact velocity and 
compression of the ball. A compressibility coefficient was defined for each type of balls.  
 
Cross (1999b) measured force and compression during an actual bounce by dropping several 
common balls on a piezo disk fixed on top of a long brass rod. Based on the energy 
conservation principle, the change in kinetic energy is equal to the change in potential energy, 
due to the ball compression, and the energy dissipated. The net energy loss represented by the 
area enclosed by the load curve hysteresis is therefore expressed as: 
Energy Loss = )(
2
1 2
2
2
1 vvm                                             (2.7)  
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Cross found that the force wave form during an impact was approximately a half-sine wave 
for all ball types, with the impulse being larger during the compression phase than during the 
expansion phase. The centre of mass displacement wave form was also sinusoidal for all ball 
types, and showed that in each case, the ball bounced in a compressed state. Cross (2002c) 
also compared the hysteresis curves obtained for slow and fast compression of a tennis ball 
and showed that the hysteresis is much larger for fast compression. In fact, the hysteresis of a 
slow compression only accounts for 50% of the actual energy loss when a ball bounces off a 
rigid surface (Cross, 1999b.) The reason for an increased energy loss during rapid 
compression is that the rubber gets stiffer when the strain rate is increased, and as more work 
is needed to compress the ball, more elastic energy is stored in the ball before being released 
through buckling of the wall. Also, energy can be dissipated through internal friction or 
internal modes of oscillations after rebound. Another reason for a larger energy loss during 
fast compression can be attributed to the behaviour of the cloth. During slow compression 
tests, the cloth is given some time to elastically recover its energy whereas this is not the case 
during a ball impact in play. A few limitations concerning Cross’s work have to be 
mentioned. First of all, Cross studied the displacement of the centre of mass of the ball, 
which can be somewhat biased if the ball does not deform symmetrically. Also, the energy 
loss due to the support system (the brass rod sitting on a rubber piece) was not separated from 
the energy loss measurements of the ball alone. Finally, speeds up to about 13 m/s per second 
were considered which are not representative of the speeds generated by professional players. 
Ashcroft and Stronge (2003) investigated the sources of energy loss occurring during impact 
of a tennis ball on a rigid surface, and performed compression tests on pressurised and 
pressureless balls and cores. They defined a loss factor corresponding to the energy 
dissipation in function of the COR or inbound and outbound velocities: 
2
1
2
2
2
121
v
vvCOR                                                 (2.8) 
The results showed that the loss factor was four times larger for fast compression than for 
slow compression. The authors suggest that ball vibration, friction, sound and heat are factors 
responsible for energy losses. However, the energy loss corresponding to each of these 
factors individually was not measured. 
 
Cross (2002c) explains that contact initiates a bending wave that travels quite slowly, even 
during fast compression. Once the wave has travelled 1 cm away from the initial contact 
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point, buckling (represented by a kink on the load curve) occurs releasing some of the stored 
energy. When buckling occurs, the bottom of the ball moves upwards during a drop test while 
the sides of the ball are still moving downwards and the deformation transfers from a 
compression mode to a bending mode. Additionally, the top of the ball continues to move up 
and down even after the ball has bounced off the surface, forming a dimple. According to 
Cross (2002c), the frequency of oscillation is of the order of 700 Hertz. This vibration 
characteristic of tennis balls contributes to the sound generated during an impact. 
 
Although considerable attention has been paid to ball deformation during impact, none of 
these papers present accurate measurements of the buckling effect. Cordingley (2002) tried to 
use Laser Doppler Vibrometry (LDV) to measure the displacement of the contact point on the 
bottom of a ball core during buckling, but failed to do so. However, he mentions that this 
technique was used by Hocknell, Jones et al. on a golf shot and proved to give accurate 
results. It would seem that more research needs to be done to better understand the vibration 
modes and their effect on tennis balls’ behaviour during fast impacts.  
 
2.3.1.5 Friction 
All tennis ball impacts off a court or a racket involve friction. In fact, ball speed reduction 
and spin are direct results of friction. This is also the case in many other ball games and 
Brancazio (1992) used energy equations to show that a basketball shot thrown with backspin 
was more likely to drop in the basket due to greater speed and energy losses than no-spin or 
topspin shots.  
 
A tennis ball incident at low angle (see Figure 2.10) is usually subjected to sliding friction 
(characterised by a coefficient of friction (COF)) while a tennis ball incident at a high angle 
starts sliding before transferring to a rolling or biting mode. Table 2.9 shows the effects of 
angle of incidence and COF on court speed and ball speed loss (Brody, 1987). 
 
 
Figure 2.10: Bounce angles 
 
Incident Angle Rebound Angle 
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Table 2.9: Effects of incident angle and COF on court speed and ball speed loss 
 
Based on experimental results relating the ratio of tangential outbound to inbound velocities 
to the angle of incidence, Cross (2002b) developed the following equation: 
)tan()1(1 1
1
2  COR
v
v
x
x                                          (2.9) 
where 2xv  is the outbound tangential velocity, 1xv  is the inbound tangential velocity,   is the 
coefficient of sliding friction, COR is the ratio of vertical rebound velocity to vertical 
inbound velocity, and 1  is the angle of incidence. However, eq. (2.9) slightly underestimates 
  when the ball “bites” or grips the surface. COF values vary from 0.6 for a fast court such 
as grass to about 0.8 for a slow court like clay. The friction force exerts a torque on the ball 
which changes its initial spin rate and therefore, even a shot that had no initial spin will have 
some spin after the bounce. Once the spin rate is equal to the forward speed of the whole ball, 
the ball starts rolling and loses 40% of its forward speed (Brody, 1987). However, Brody’s 
model assumed rigid bodies and Cross (2002a) affirms that balls do not roll but rather bite or 
grip the surface, and that they can lose up to 60% of their initial speed on a slow court during 
the bounce. Additionally, when the ball impacts the strings, it almost always bites, which 
implies that the string type and tension have negligible effects on ball speed. 
 
Cross (2002a) determined the friction force exerted by a tennis ball, a superball, a baseball 
and a basketball on smooth and rough surfaces using piezo disks. He showed that at low 
angle of incidence and on a smooth surface, the friction force is roughly proportional to the 
normal force for a tennis ball. However, when the tennis ball was impacted on the rough 
surface, the friction force reduced to zero (when the ball gripped the surface) and eventually 
reversed direction (when the ball acquired enough spin to slide backwards on the surface). 
The model predicted by Brody does not allow reversal of the friction force, but this behaviour 
was also observed for the superball, the baseball and the basketball. In fact, the basketball 
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was shown to vibrate horizontally during the bounce at a frequency of about 250 Hz and the 
friction force reversed direction six times, mainly due to a higher tangential stiffness of the 
ball. Although the experiments were performed at very low speeds (about 3 m/s), the reversal 
of the friction force was confirmed by Haake et al. (2003a) who also improved Brody’s 
model by accounting for ball deformation, the offset of the normal reaction force from the 
centre of mass of the ball and changes in its moment of inertia.  
 
Cordingley (2002) studied the effects of friction on ball impacts using load cells containing 
piezo-electric crystals. Pressurised balls were impacted on a rigid plate at different angles and 
velocities, and the tangential COR was found to be proportional to the energy loss due to the 
applied friction force. The author suggests that tangential losses are only due to friction. Also, 
an increase in normal velocity appeared to increase the friction force while an increase in 
either or both velocity components was found to enhance ball spin after impact. However, the 
determination of the coefficient of friction of a tennis ball is made more complex because of 
the nature and directionality of its cloth component.  
 
The ITF (2008b) classifies surfaces into five categories according to a Court Pace Rating 
(CPR), as shown in Figure 2.11. The CPR is defined in function of a Surface Pace Rating 
(SPR) which depends on the coefficient of sliding friction: 
)1(100 SPR                                                  (2.10) 
Table 2.11 shows that clay is classified as a slow court while grass is classified as a fast court. 
At the ITF, pace is measured using a Sestee device which consists of two boxes equipped 
with an array of lasers. The ball is fired through the first box and passes through the second 
box after rebound, allowing for pre and post-velocities and angles to be measured. Pratt and 
Mahonen (2003) developed another pace measurement device by positioning three tennis 
balls under a sled on which an accelerometer was mounted. By giving the sled an initial 
velocity and calculating the time for the sled to come to rest, the coefficient of friction could 
be calculated. 
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Figure 2.11: ITF court pace rating chart (ITF, 2008b) 
 
Table 2.11: Examples of CPR for different court surfaces (ITF, 2008b) 
 
High bounce 
(e.g. clay) 
Medium bounce 
(e.g. acrylic) 
Low bounce 
(e.g. grass) 
SPR 30 35 40 
COR (e) 0.86 0.81 0.77 
CPR 23 35 46 
 
Little work has been done to study the effect of temperature on CPR, however Downing 
(2007) showed that the COR and coefficient of friction between the surface and the ball 
increase with temperature, resulting in a decrease of the CPR. However, this trend was only 
observed on carpet, and more research could be done in this area.  
 
2.3.2 Ball Aerodynamics 
 
As discussed previously, tennis shots are fundamentally dependant on ball behaviour during 
impact. However, in playing a point, a tennis ball spends about 98% of its time travelling 
through the air which affects the ball’s speed and spin, the flight performance also influences 
the reaction time given to the opponent following impact. During flight, a ball slows down 
due to air resistance, or air drag, which is a result of pressure differentials and wall shear 
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forces. The tangential components of these forces can be summed up to define a drag force 
that depends on drag coefficient, frontal area, fluid velocity and fluid density: 
2
2
1 AvCF DD                                                   (2.11) 
The normal components of the pressure and shear forces can be summed up to define a lift 
force that depends on lift coefficient, frontal area, fluid velocity and density: 
2
2
1 AvCF LL                                                   (2.12) 
 
2.3.2.1 Drag Force 
From eq. (2.11), it can be seen that an increase in the frontal area results in an increase in the 
drag force acting on the ball. Pallis and Metha (2000) presented data relating Reynolds 
number and drag coefficient for bald, used, new and larger tennis balls. It was found that for 
Reynolds numbers greater than 100000, the drag coefficient of the used ball was about 0.5 
while the drag coefficient for the larger ball was about 0.62. The bald tennis ball had the 
lowest drag coefficient with a value around 0.4. Chadwick and Haake (2000) found the drag 
coefficient to be quite consistent at high Reynolds numbers with a value of about 0.53 for 
standard new pressurised and pressureless balls. However, shaving or raising the cloth 
resulted in drag coefficient values differing by about 6%.  
 
A ball moving through the air at low speed experiences laminar flow and most drag is due to 
friction (or wall shear) whereas a ball moving at high speed is subjected to turbulent flow and 
the drag acting on the ball is mainly due to pressure. Laminar flow usually occurs when the 
Reynolds number is below 2300 (Cengel and Cimbala, 2006). However, the transition from 
laminar to turbulent flow, which occurs when the critical Reynolds number is reached, is 
highly dependent on surface roughness. Figure 2.12 shows that this transition results in a 
decrease of the drag coefficient and therefore allows the ball to travel further. Table 2.12 
shows the approximated critical Reynolds number for several sports balls. 
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Figure 2.12: Flow properties on smooth and rough spheres 
(Steele, 2006) 
 
 
Table 2.12: Approximated critical Reynolds number for different ball types (Frohlich, 1983) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Flow separation is delayed in turbulent flow because the rapid fluctuations of the fluid enable 
the turbulent boundary layer to travel further along the surface which decreases the wake and 
pressure drag. Roughening the surface can be used to great advantage in reducing the drag, 
and is widely used in sports ball design. For example, the dimples on a golf ball or the fuzz 
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on a tennis ball are meant to trip the boundary layer into turbulence at a lower Reynolds 
number allowing them to fly further due to drag reduction (see Figure 2.13).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In comparison, the distances travelled by a table tennis ball are very short and ball speeds 
never reach the turbulent range (Cengel and Cimbala, 2006). Pallis and Metha (2000) showed 
that the drag coefficient values for a bald tennis ball varied a lot due to a transition from 
laminar to turbulent flow occurring at the speeds tested. This transition was not observable 
for the regular tennis balls indicating that the cloth trips the boundary layer into turbulent 
flow at a much lower speed or Reynolds number. Similarly, Brown and Cooke (2000) studied 
the effects of surface roughness of different spheres and showed that the golf ball transitioned 
to turbulent flow at a low Reynolds number.  
 
Early transition to turbulent flow is also achieved by adding seams to the ball. Metha (2000) 
studied the effects of the primary seam (composed of six rows of prominent stitching along 
the equator of the ball) on cricket balls flight. The swings observed in cricket are due to the 
formations of a turbulent boundary layer on one side of the ball and a laminar boundary layer 
on the other side of the ball. These different flow regimes result in an asymmetrical pressure 
distribution around the ball and create a downward or an upward (reverse swing) force 
affecting the trajectory of the ball. In cricket, using old balls can be an advantage for the 
bowler as the critical Reynolds number is lowered and a lower speed is needed to achieve a 
reverse swing. 
 
Figure 2.13: Air flow 
around a smooth sphere 
and a golf ball 
(Aerospaceweb, 2009) 
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Very little research has been done on the effect of the seam of a tennis ball on drag 
coefficient. Alam et al. (2004) studied the effect of the seam by positioning the ball in a wind 
tunnel in four different orientations, as shown below in Figure 2.14. The results showed that 
the seam orientation had no significant effect on drag coefficient for air velocities above 80 
km/h. Pallis and Metha (2000) also found that the seam orientation had no effect on the 
results. It is suggested that unlike cricket balls and baseballs, the seam on a tennis ball is 
indented and therefore may have less effect on drag. However, the dimples on a golf ball are 
indented and were proven to account for longer flight and drag reduction. The authors also 
suggest that the surface of a tennis ball is very rough and may account for most of the drag 
acting on the ball. 
 
 
Figure 2.14: Balls positioned in a wind tunnel in four 
different orientations relative to the seam (Alam et al., 2004) 
 
 
It was found in several studies that, after the critical Reynolds value, the drag coefficient 
values are higher at lower Reynolds values. This unexpected behaviour was attributed to the 
fuzz flattening on the front and top sections of the ball as the speed increases, therefore 
reducing the frontal area and drag. At lower speeds, the filaments from the fuzz are nearly 
vertical resulting in higher drag coefficient values (Steele, 2006).  
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2.3.2.2 Lift Force 
Most of the work concerned with ball aerodynamics has been done through stationary ball 
testing (a condition which almost never occurs in a tennis shot). However, ball spin is a major 
factor in ball trajectory and eq. (2.12) defines an expression for the lift force acting on a ball 
during flight. The phenomenon of producing lift by the rotation of a solid body is called the 
Magnus effect, and the produced force is relative to the axis of ball spin as illustrated in 
Figure 2.15. When a ball spins, it drags some fluid due to the no-slip condition. Therefore, 
the flow is no longer symmetric around the ball, and for a backspin shot, there is a high 
relative velocity flow on top of the ball and a low relative velocity flow around the bottom of 
the ball. The Bernouilli effect causes the pressure on the upper half to be less than the 
pressure at the lower half, creating an upward force. The opposite happens for a topspin shot 
which explains why topspin makes the ball dive into the court quicker than if there was no 
spin imparted to the ball (Cengel and Cimbala, 2006; Daish, 1972).   
 
 
Figure 2.15: The 
Magnus effect 
(Wikipedia, 2009a) 
 
 
An increase in spin rate results in higher drag and lift coefficients (Steele, 2006; Cengel and 
Cimbala, 2006). Steele (2006) studied the effect of the ratio of the rotational to linear 
velocities and found that increased spin ratios resulted in higher surface roughness, and 
therefore higher drag forces. Steele also compared the flight of tennis balls with different 
fuzziness levels and concluded that ball wear does not have much effect on lift force, and 
even suggests that spin eliminates ball performance differences. Sayers (2003) also suggested 
that differences in lift and drag forces due to ball cloth types would be masked by the Magnus 
effect. These findings are very interesting as they could imply that a player who imparts lots 
of spin to the ball would be less sensitive to ball wear. Experiments by Steele (2006) were 
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performed at speeds up to 45 m/s and spins up to 3000 rpm representing conditions found in 
tournament play.  
 
A range of methods have been used to assess the aerodynamic properties of tennis balls. A 
large scale industrial wind tunnel has been used (Alam et al., 2004) as well an open-circuit 
wind tunnel (Pallis and Metha, 2000) and smaller scale wind tunnels. Forces have been 
measured using a three component wind tunnel balance (Chadwick and Haake, 2000) or a six 
force balance (Alam et al., 2004). Balls for stationary testing have generally been supported 
in the wake of the ball (Chadwick and Haake, 2000; Sayers, 2003; Steele, 2006) while 
spinning balls have mostly been filled with foam and spun on a motorised sting (Alam et al., 
2004; Steele, 2006). 
 
Although the drag and lift coefficient values somewhat vary from one author to another due 
to these different experimental settings, careful use of the results can lead to the development 
of trajectory model simulations (Chadwick and Haake, 2000; Steele, 2006) or flow 
simulations using Computational Fluid Dynamics (CFD). Chadwick and Haake (2000) used a 
computational model to study the effects of tennis ball fluffiness on trajectory and concluded 
that raising or reducing the nap makes a difference of +/- 200 mm in the impact point on the 
court. Unfortunately, the paper does not mention how the nap was raised or reduced. A CFD 
program used by the NASA was also used by Pallis and Metha (2000) to simulate airflow 
over a tennis ball. A velocity contour of a 120 mph tennis ball spinning at 1000 rpm showed 
the asymmetric velocity distribution around the spinning ball. However, CFD simulations are 
often difficult to validate which explains why so few studies have been conducted in this 
area.  
 
As described in this chapter, the mechanics of ball impacts at high velocities represent a 
complex study. However, the development of an accurate finite element tennis ball model, 
validated through extensive dynamic testing, will allow fast impacts to be simulated and balls 
behaviour to be better understood. 
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2.4 Finite Element Analysis (FEA) and Modelling 
Ball impacts involve complex mechanisms that many researchers have been trying to 
accurately model since Coriolis (1835). As explained by Cochran (2002), the simplest way of 
modelling a ball impact consists of arranging springs and dampers in parallel to obtain a one-
dimensional model. One-dimensional models are useful for predicting coefficients of 
restitution over a range of impact speeds, however, they give little information about the 
three-dimensional deformation or spin of the ball and this is why increasingly finite element 
models are being developed. Finite element methods allow for a better understanding of the 
influence of different ball and racket parameters, offering the manufacturers the possibility to 
optimise the design of their products. The following sections present a review of the major 
finite element techniques that have been used in the last few years to model ball impacts. 
 
2.4.1 Introduction to Finite Elements 
 
The main objective of finite element analysis (FEA) is to numerically approximate the 
solution of physical problems for various purposes such as developing new designs, 
establishing the causes of failure in a structure, analysing damage in a part, etc. The 
development of finite element methods (FEM) can be traced back to the 1940’s and 
originated from the need to solve complex elasticity and structural aeronautical problems. 
NASA supported the creation of the first FE software in the 1970’s (Wikipedia, 2009c), and 
the method has since been generalised and is used in many different engineering fields such 
as sports technology or the automotive industry.  
 
FEM consist of subdividing a domain into a mesh of discrete regions, called finite elements, 
interconnected at nodes which have a finite number of degrees of freedom. This method 
results in a set of simultaneous differential equations associated with boundary conditions, 
and each physical problem is solved using matrix algebra, as shown in Figure 2.16. For 
example, in a structural static problem, the stiffness of each element is dependent upon 
element type and topology as well as the material definition. Static problems are solved using 
implicit methods which require equilibrium equations to be solved at the end of each solution 
increment (Price, 2005). 
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Figure 2.16: Static engineering problem expressed in terms 
of matrices (De Weck and Kim, 2004) 
 
 
On the other hand, the explicit dynamics procedure is used for large deformation problems 
with short response times, and is based on the central-difference time integration rule which 
satisfies the dynamic equilibrium equation (eq. (2.13)) at the beginning of the time increment. 
     IFaM                                                 (2.13) 
where I  is the internal force vector and M is the mass matrix. The accelerations are integrated 
through time to determine the velocity solution at the middle of the time increment and the 
displacement solution at the end of the time increment (Abaqus, 2008.) Stresses and strains 
are then easily determined through the material response of the structure.  
 
Figure 2.17 shows the element families commonly available in FE softwares where each 
element corresponds to a different type of problem. For example, beam elements are used 
when slenderness is assumed, and beam theory is a one dimensional approximation of a three 
dimensional problem in which stiffness is associated with deformation of the beam axis 
(Abaqus, 2008). However, when slenderness cannot be assumed, the through thickness 
behaviour of the structure is modelled with continuum elements (Price, 2005). 
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Figure 2.17: Commonly used element families (Abaqus, 2008) 
 
Each element can be defined by a different number of nodes depending on the interpolation 
order. Figure 2.18(a) shows a first order element which assumes a linear variation of stress 
throughout the element. Figures 2.18(b) and 2.18(c) are second order elements and assume 
stress to vary quadratically throughout the element (Price, 2005). 
 
 
Figure 2.18: First and second order elements (Abaqus, 2008) 
 
Although FE methods offer solutions for a wide range of engineering phenomena, these 
solutions are only approximations. Additionally, some physical problems can be very 
difficult to model, such as the strain-rate dependency of a material for example, which shows 
the limitations of FE methods.  
There are many commercial computer based FE solutions available of which ABAQUS is 
one of the most established currently available FE softwares. The ABAQUS/Explicit solver, 
which uses the central difference method for the analysis of dynamic problems, was used in 
the subsequent modelling activities. 
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2.4.2 Finite Element Modelling of Ball Impacts 
 
Li et al (2000) studied the normal impact of elastoplastic spheres with a rigid surface using a 
finite element method. Li used a mesh consisting of 1250 four-node quadrilateral plane 
elements. The mesh was refined for the area near the point of contact. Three FE models, 
elastic, elastoplastic, and elastic-perfectly plastic materials, were compared. For the purely 
elastic model, the kinetic energy loss was found to come from the propagation of elastic 
vibration waves and was negligible. The study showed that the rebound velocities varied 
from node to node and that the propagation and interaction of stress waves caused oscillations 
in the velocity data.  
 
Asai et al developed an FE model of a skeletal kicking foot and football at impact. An instep 
kick analysis and curve kick analysis were performed to determine the effects of offset 
distance and attacking angle on ball velocity and spin rate. The ball was modelled with 
quadrilateral shell elements and a cubic discretisation. The material definitions used to model 
the skeletal foot and ball were not given in the paper. The maximum ball velocity after 
impact was obtained for an offset distance ranging from -20 mm to -40 mm and an attacking 
angle between 0 and 15 degrees. Ball spin rate was found to increase as the attacking angle 
was increased up to about 55 degrees. Unfortunately, the paper does not mention anything 
about the methods used to validate this model. 
 
Cordingley (2002) presented an FE model of a tennis ball impact on a rigid surface. The 
rubber core was modelled as a hyperelastic material. The viscoelastic behaviour of rubber 
was accounted for by adding an artificial damping coefficient that was tuned to match the 
experimental values. The cloth was modelled as a hyperfoam material to represent its 
compressive behaviour. A high density icosahedral mesh was chosen to minimise the 
directionality of the mesh geometry. Normal and oblique impacts were performed and the 
model was validated through the use of HSV, laser vibrometry and force plate analysis 
techniques. Impact duration was shown to depend on stiffness only while COR depended on 
both stiffness and damping. The hyperfoam model that was used limited the accuracy of the 
tensile behaviour of the cloth.  
 
Price (2005) described the development of new designs for soccer balls by creating FE 
models. A hyperelastic reduced polynomial strain energy model with a viscoelastic function 
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was used for the bladder. Viscoelastic properties such as storage modulus, loss modulus and 
loss factor were measured using dynamic mechanical analysis (DMA). This model proved to 
give accurate results as there was no need for tuning an artificial damping coefficient. 
Additionally, low-strain tensile test data were used to evaluate material behaviour at high 
strain rates because the viscoelastic function accounts for the effects of strain rate sensitivity. 
A stiffer stitching region was included in the model. Price also used an icosahedral mesh for 
the bladder and pressurisation of the bladder was accomplished by inflating the ball through 
the use of a reference cavity node. The model was validated by comparing experimental 
COR, contact times and maximum deformation to the model’s predictions. Good agreement 
between model and experimental data was observed for normal impacts, however, oblique 
impacts were not simulated. 
 
Allen et al (2007) developed an FE model of a tennis ball and extended the validation process 
to include punctured and pressurised balls and cores. The model was defined as three separate 
parts: the rubber core, the felt and the internal pressure. The material definition of the rubber 
was based on the Ogden model and the felt was modelled as low density foam. Unfortunately 
the paper does not mention how the energy losses were accounted for. Four layers of solid 
elements were used to model the core and the felt cover. Pressurisation of the ball was 
simulated as an airbag by creating a set of nodes on the inner surface of the core. Normal 
impacts between the balls and a rigid plate were predicted by the model and compared to 
experimental results. Punctured balls, pressurised balls and rubber cores were fired from a 
canon at a range of velocities from 5 to 30 m/s. Values of force, contact time, inbound and 
outbound velocities were compared, and it was concluded that the model overestimated the 
energy lost in the collision at low speeds and underestimated the energy lost in the ball at 
high speeds. For pressurised and punctured cores, the model over-calculated the deformation 
and contact time, so the structural stiffness of the ball was concluded to be too low. 
 
Allen et al. (2008b) used a similar model to the one produced by Allen et al (2007) but 
adjusted the internal pressure and the material properties of the rubber core to simulate 
temperatures from 10 to 40 degrees Celsius. The goal of this project was to study how 
temperature changes would affect the rebound characteristics of a tennis ball. In order to 
validate the model, experimental data obtained by Downing were compared to the model’s 
predictions for normal impacts on a rigid surface. The change in rubber properties was found 
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to have more significant effects on rebound characteristics than the change in the internal 
pressure of the ball.  
 
Ismail and Stronge (2008) developed a finite element model of an oblique impact between a 
hollow, multilayer golf ball and a club head. The hollow ball was modelled with three layers: 
a Ti alloy core defined as an elastic material, an ionomer resin cover defined as a hyperelastic 
material, and a polymeric mantle defined as a hyperelastic and viscoelastic material. The 
material properties for the visco-hyperelastic mantle were measured using dynamic 
mechanical analysis (DMA) and elastic storage and loss moduli were obtained. An eight-
node solid element was used throughout the three layers and the sphere was partitioned into 
eight quadrants. The model predictions of contact force, spin and COR values were compared 
to the experimental values and the results showed that experimental material properties could 
be used to develop a finite element golf ball impact model. This model appeared to be quite 
unique since golf balls are usually not modelled as hollow balls. 
 
Tanaka et al (2008) developed an FE analysis of the collision and bounce between a golf ball 
and simplified clubs. The ball was constructed from eight-node solid elements and three 
layers. The cover was modelled as a hyperelastic material whilst the midsection and core 
were modelled as hyperelastic materials with a viscoelastic component. Hyperelasticity was 
defined using the Mooney-Rivlin model. High speed video (HSV) was used as the validation 
method and the effects of different impact points between the ball and the club were studied. 
The results of the impact simulations closely matched the experimental results. 
 
Most of these ball impact simulations, except Price’s soccer ball impact, were modelled using 
isotropic material characterisations. This research aims to take a step further in the modelling 
of tennis ball impacts by introducing the anisotropic behaviour of the tennis ball cloth. 
 
 
2.5 Player Perception of Sporting Equipment 
An important aspect of ball performance and quality to consider when designing a new 
product such as a tennis ball is player perception. Human perception is defined as the 
interpretation of sensory stimuli. However, the same stimulus can be perceived differently by 
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different individuals. In the field of sports equipment, player perception is highly related to 
‘feel’ and comfort and is influenced by factors such as appearance of the ball, tactile 
sensation, and sound at impact. Additionally, as players often associate ball types or brands 
with past experiences, product quality is dependent on player perception of sporting 
equipment. It is therefore important that a structured and rigorous approach is used in the 
assessment of a product if players opinion is a significant evaluation method.  
 
2.5.1 Feel of Sporting Equipment  
 
Haake et al. (2003b) studied the relationship between dynamic properties and feel of tennis 
balls performance, and found that better feel was associated with higher COR and dynamic 
stiffness values. However, the players were not able to identify the ball factors that resulted in 
a better feel. 
 
Some studies have attempted to relate engineering data to subjective perceptions, and various 
methods have been used to define factors that contribute to ‘feel.’ Noble et al. (1997) found 
that string vibration dampers did not seem to have an effect on hand and arm discomfort. 
However, the subjective perceptions of discomfort and shot quality were defined only in 
terms of ‘comfortable’ or ‘uncomfortable’ and ‘good’ or ‘bad,’ which oversimplified the 
concept of feel of sporting equipment.  
 
A method called “Kansei engineering” investigating human perception of product 
performance was developed in the 1970’s by Nagamachi (Nagamachi, 1995). This technique 
consists of quantifying feelings and impressions towards products and identifying 
relationships between these feelings and product properties. It is defined as “translating 
technology of a consumer’s feeling and image into design elements” (Nagamachi, 1995). 
Carre and McHutchon (2006) used this technique to study human perception of hockey sticks 
performance and found that more comfortable, rigid and powerful sticks resulted in better 
perceived overall performance. Perceptions by the hockey players were also described in 
terms of semantic pairs such as good/bad, flexible/rigid, weak/powerful.   
 
More complex studies on sports psychology have been conducted using qualitative 
techniques. For example, Scanlan et al. (1989) investigated the sources of enjoyment for elite 
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skaters. An open-ended question followed by an inductive content analysis revealed four 
major sources of enjoyment reflecting the achievement, social, and movement aspects of 
sport. When performing an inductive content analysis, the data is structured into themes 
where the highest-order themes are referred to as ‘general dimensions.’ This technique, 
combined with semi-structured interviews, was used by Roberts et al. (2001a) and Davies 
(2005). Roberts et al. (2001a) collected data from 15 elite golf players during play testing, 
and ten dimensions were found to characterise the evaluation of the equipment used by golf 
players. Roberts et al. (2001a) refined their study by creating a new technique called 
‘structured relationship modelling’ to determine inter-dimension relationships. Determining 
such relationships can help product designers and manufacturers in assessing the aspects of 
equipment that need to be considered. For example, club control was found to have direct 
implications for the weight of the club and the shaft fitted. Using the same techniques, Davies 
(2005) conducted an investigation into tennis ball feel and identified eight dimensions. Some 
of the identified key areas are described in Table 2.13, and factors such as bounce 
consistency and ball controllability in the air and with the racket were considered very 
important by the players. Stiffness and damping did not seem to affect ball feel. However, 
sound was found to be a major dimension and players were less able to distinguish between 
balls when sound was removed. Higher pitched balls were perceived to be less pleasant. Also, 
grip vibrations were associated with harder and heavier balls. 
 
Table 2.13: Important areas in ball feel defined by Davies, (2005) (Steele, 2006) 
 
 
Although these studies do not assess the relative importance of each dimension, they still 
bring valuable knowledge about the design aspects that can be improved by manufacturers.  
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2.5.2 Perception of Product Quality 
 
The quality of a product is considered a main characteristic of ball performance. However, 
most of the time, it is perceived differently by different users. Garvin (1984) describes five 
approaches to define product quality, three of which are of particular interest to the design 
engineer. A user-based definition describes quality as being dependent on how well it fits 
pattern preferences. On a manufacturing basis, Garvin defines quality as conformance to 
requirements. Finally, a value-based definition describes quality as the “degree of excellence 
at an acceptable price and the control of variability at an acceptable cost” (Garvin, 1984). In 
the same study, Garvin determined eight dimensions of quality: performance, features, 
reliability, conformance, durability, serviceability, aesthetics and perceived quality. When 
applied to tennis, features are related to cloth brightness or core characteristics while 
durability depends on how long a ball is considered acceptable for play. Perceived quality can 
differ due to the ball brand or ball logo and aesthetics are based on the look and tactile feel of 
the ball (Steele, 2006). Steele et al. (2007) used internet-based sensory evaluation techniques 
to determine the importance of tennis ball aesthetics with respect to tennis ball wear. Davies 
(2005) suggested that visual indicators of ball wear had an effect on player perception of ball 
characteristics, and Steele et al. (2007) found that perceived fuzziness related to an objective 
measure of the ball’s surface condition agreed with tactile evaluations. Three main 
dimensions emerged from this study: ball fuzziness, colour and logo condition. Although 
only one brand and one type of logo were used in the study, the study showed that ball 
fuzziness was almost twice as important as ball logo condition in determining ball playability, 
while colour only had a small effect on player perception of playability. Therefore, it was 
shown that ball aesthetics should be considered during the design process of new products, 
and sensory analysis techniques offer manufacturers a method to determine consumer 
preferences and optimise product design and aesthetics. 
 
2.6 Summary of Literature Reviewed 
Tennis is one of the fastest growing sports with more balls being manufactured and sold each 
year. While tennis ball manufacturers have been focusing on improving pressure retention, 
durability and comfort, the initial 100 year old tennis ball design has never really been 
challenged.  
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There is a large body of literature on ball impact characteristics and ball aerodynamics and 
although a few studies were concerned with the dynamic properties of tennis balls, most 
experimental work was performed at low impact velocities that are not representative of 
professional play conditions. Additionally, phenomena such as buckling or energy loss are 
not fully understood.  
 
FEM has been used to model impacts of golf balls, soccer balls and tennis balls. While the 
viscoelastic behaviour of rubber has been accurately modelled using various techniques, the 
seam and the anisotropy of tennis ball cloth have not yet been represented in FE models. 
 
This research aims to bring a better understanding of ball’s behaviour during impacts 
occurring in tennis through the study of the core, the cloth and the seams of the ball as well as 
its interaction with the ground and racket strings. Additionally, the performance of novel 
tennis ball designs will be assessed through dynamic testing and the use of an advanced 
tennis ball FE model.  
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CHAPTER 3 
Effect of the Seam on the Core Rebound Characteristics 
 
 
In order for sports equipment manufacturers to develop products with enhanced performance, 
the use of state of the art technologies is required. The majority of sports equipments have 
traditionally been developed using the experience and “feel” of craftsmen and professional 
practitioners, generally these practices and “myths of the art” are reasonable but there are also 
many which are not. Previous research into sports balls (cricket, soccer, rugby) has shown 
that the ball seam has a significant effect on performance. However, most ball seam studies 
available in scientific literature are related to the effect of the seam on the aerodynamic 
properties or flight of the ball (Metha ,2000; Alam et al., 2004). The core seam and fabric 
seam configurations of a tennis ball have received little attention and in order to accurately 
model tennis ball core impacts using finite element methods (FE), it is necessary to evaluate 
the effect of the core seam on core bounce characteristics and performance. The International 
Tennis Federation (ITF) guidelines for ball testing (ITF, 2008b) specify a set of ball 
performance tests but these mainly relate to construction, dimensions and quasi static 
properties. This chapter describes methods using material testing and high speed core impacts 
as well as experimental modal analysis to determine the effect of the tennis ball core seam on 
ball performance. This chapter also defines the basis of the project’s methodology which 
consists in addressing the factors involved in core variability before using FE methods to 
simulate core and cloth covered ball impacts. 
 
 
3.1 Core Material Testing 
The “skeleton” of a tennis ball is the hollow rubber core which is of fundamental importance 
to performance. The core is fabricated from two spherical half shells which are assembled 
together using a latex adhesive and the ball core cured as an item. It is worth noting that the 
vulcanisation process, and hence properties of the ball, takes place in three stages: 
 Production of half shell and partial vulcanisation 
 Assembly of ball core and further vulcanisation 
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 Adhesion of fabric panels and final vulcanisation 
This means that the core properties are only partially formed after core production. The 
process of assembling the two rubber hemispheres to form the core creates a seam where the 
two components are joined. Any difference between the mechanical properties of the rubber 
and the seam materials or the join between the two is likely to influence the ball bounce as a 
function of the seam orientation at the point of impact. Clearly if the core is not to 
specification then neither will be the complete ball and it is therefore necessary to determine 
the significance of the core to enable an accurate computational model to be developed. 
 
3.1.1 Methodology 
 
In order to evaluate the effects of the seam on competition standard tennis ball cores, material 
properties and dynamic performance data were obtained. Price (2005) modelled the dynamic 
properties of soccer balls based on a combination of quasi-static and dynamic test data, and 
the simulated soccer ball impacts were found to be close to the experimental impacts. 
Therefore, the procedure followed that of Price and consisted of tensile tests, deformation 
tests, drop tests and high speed impact tests performed on a selection of tennis ball rubber 
core samples. In order to comply with the ITF guidelines for ball testing (ITF, 2008b), the 
cores were kept in an environmental chamber at 20 degrees Celsius and 60% humidity prior 
to testing. Each core was subjected to a pre-compression test as defined by the ITF 
guidelines. 
 
Tensile Tests 
Tensile tests were performed on rubber core samples of Type 1 (ISO 37). According to ISO 
37, for test pieces taken from finished products, Type 1 allows for the narrow portion of the 
specimen to be about 3 mm thick, which is also the thickness of rubber cores. Type 1 
dimensions are shown in Figure 3.1. 
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Figure 3.1: Dimensions of the dumbbell test pieces (ISO 37) 
 
 
In order to determine the difference in stiffness of the seam from the remainder of the core 
material, tensile tests were carried out on 9 samples taken from 9 balls cut at three 
orientations with respect to the seam; no-seam, across seam and along seam as shown in 
Figures 3.2(a-c), respectively. Each sample was tested five times at a rate of 500 mm/min up 
to a strain of about 0.5 using a tensile test machine. The chosen strain rate is much lower than 
strain rates encountered during professional play; however, it was the maximum rate 
applicable on the tensile test machine. The chosen strain of 0.5 was previously used by 
Cordingley (2002) and is representative of the deformation of tennis balls during high 
velocity impacts. A preload of 1 Newton was applied on each test specimen to remove the 
initial bend. 
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Figure 3.2: Rubber core samples: (a) no seam; (b) seam across; 
(c) seam along 
 
 
Deformation Tests 
Deformation tests were performed on six rubber cores using a test machine that was 
configured to reproduce the test conditions imparted by the Steven’s machine described in the 
ITF guidelines for ball testing (ITF, 2008b). Testing was carried out at a rate of 200 mm/min 
on a tensile test machine. Each core was deformed three times in the ‘across seam’ and the 
‘along seam’ direction, as depicted in Figure 3.3   
 
Figure 3.3: Ball compression and impact orientations, (a) 
across seam, (b) along seam 
 
Drop Tests 
Six cores were subjected to a drop test from a height of 254 cm as defined by the ITF 
guidelines for ball testing (ITF, 2008b). The cores were oriented such that they would bounce 
three times on the seam (in the ‘along seam’ direction), and three times in a direction 
perpendicular to the seam (in the ‘across seam’ direction). Each drop test was recorded using 
a video camera, and rebound height recorded from the footage.   
 
Seam No Seam 
(a) (b) (c) 
Rigid plate 
Direction of travel 
or compression 
Direction of travel 
or compression 
(a) (b) 
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High Velocity Impact Tests 
Examining the quasi static properties of the ball core provides only limited insight with 
regard to the function for which it is designed and used. In the game of tennis the ball is 
likely to encounter two dynamic conditions; flight through the air and impact against a 
surface or racket. During impact, the relationship between the inbound and outbound 
kinematic ball parameters based on the motion and properties of the incident surface are 
considered critical in defining the performance of the ball. In order to evaluate this effect on 
competition standard tennis ball cores, dynamic bounce performance data were obtained. 
While the range of shot velocities in professional tennis can reach values as high as about 70 
m/s for serves, a velocity of 30 m/s corresponding to an average groundstroke velocity 
(Cislunar Aerospace, 1999) was chosen for the impact tests. 
Six cores were impacted normally on a rigid plate at 30 m/s using an air canon, and each 
impact was recorded using a high speed video camera at a rate of 10000 frames per second. 
The random ball orientation induced by the nature of the firing method resulted in three 
different impact orientations of the core, as shown in Figure 3.4. A total of 12 impacts were 
recorded and the COR, impact time and maximum ball bulge and squashed dimensions (see 
Figure 3.5) were determined for each impact. The different seam orientations on Figures 
3.4(b) and 3.4(c) had to be considered since a stiffer seam, for example, would have resulted 
in different bulge deformation values for the ‘along seam 1’ and ‘along seam 2’ orientations. 
 
Figure 3.4: ‘Across seam’ and ‘along seam’ impacts at 30 m/s 
 
 
Figure 3.5: Maximum ball deformation 
measurements 
 
Squashed Dimension 
Bulge Dimension 
(a) Across Seam (b) Along Seam 1 (c) Along Seam 2 
 49
3.1.2 Results 
 
Figures 3.6 and 3.7 show the results obtained from the tensile tests and deformation tests, 
respectively, performed on the rubber core samples. Figure 3.8 and Table 3.1 show the results 
obtained from the drop tests, and Tables 3.2, 3.3 and 3.4 present the results obtained from the 
core impacts at 30 m/s. The characteristics of interest for these high velocity impacts are the 
coefficient of restitution (COR), maximum squashed and bulge dimensions, and the impact 
time. 
 
 
 
Figure 3.6: Stress-strain curves of the three different types of the specimens 
tested at a rate of 500 mm/min. 
 
 
 
 
 
Figure 3.7: Deformation test on rubber core samples 
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Figure 3.8: Comparison of COR for cores dropped in two different 
directions 
 
 
Table 3.1: COR values for cores dropped in two different orientations 
 Rebound - On Seam Rebound - Non Seam 
Average Height (cm) 177.94 178.33 
Average COR 0.84 0.84 
Standard Deviation 0.01 0.01 
 
Table 3.2: ‘Across seam’ impacts at 30 m/s 
Trial Number 
Vin  
(m/s) 
Vout  
(m/s) COR 
Squashed 
Dimension 
(m) 
Bulge 
Dimension 
(m) 
Impact 
Time 
(s) 
Average 1 29.89 16.78 0.56 0.0303 0.0762 0.0034 
Standard Deviation 2.659 0.562 0.035 0.0013 0.0010 0.0001 
 
Table 3.3: ‘Along seam’ (see Figure 3.4) impacts at 30 m/s 
Trial Number 
Vin  
(m/s) 
Vout  
(m/s) COR 
Squashed 
Dimension 
(m) 
Bulge 
Dimension 
(m) 
Impact 
Time 
(s) 
Average 2 28.51 16.38 0.57 0.0313 0.0763 0.0034 
Standard Deviation 0.76 0.63 0.01 0.0006 0.0013 0.0001 
 
 
3.1.3 Discussion 
 
These experiments were performed in order to decide if it is necessary to include the core 
seam in the finite element model of the core. The load-extension curves plotted in Figure 3.6 
reveal each sample to exhibit a variation in stiffness leading to a difference of approximately 
18% in the load required to extend the sample by 15 mm (150% of the original sample 
length). The discrepancies in stiffness measured as a function of seam presence and 
orientation for specific samples are considered unlikely to be significant when compared to 
changes in stiffness attributed to natural variability in material composition, manufacturing 
inconsistency and any variation introduced during assembly, storage or transportation. This is 
supported by the standard deviation of the measurements, represented by the error bars in 
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Figure 3.6.  Despite differences appearing to be significant in places, since the measurements  
were taken from balls within the same batch, differences in material properties, storage and 
transportation are likely to be minimised resulting in greater consistency than would be 
typical of a wider sample. While it is reasonable to conclude that the presence of the seam 
within a ball core is unlikely to introduce a localised change in stiffness, it is important to 
consider further evidence to better understand its influence in determining the core properties. 
The load-compression curves plotted in Figure 3.7, which are averages of three repeated 
cycles, reveal no significant difference between stiffness of the whole ball core as a function 
of seam orientation. The variation in load required to compress the cores by 40 mm was 
0.9%. Measurements from both the whole core and samples cut from it reveal that the 
stiffness is not significantly influenced by the presence or orientation of the seam. 
The CORs determined from the rebound heights of ball cores dropped in orthogonal 
orientations under gravity from 254 cm, plotted in Figure 3.8, do not exhibit any significant 
difference as a result of ball orientation when assessed using a paired t-test at a 95% 
confidence interval. This is further confirmed by the standard deviations on COR values 
shown in Table 3.1. Impact velocity for a 2.54 m drop under gravity is approximately 7 m/s. 
 
At the higher impact velocities of approximately 30 m/s, more representative of match play, a 
significant reduction in COR was calculated (Tables 3.2 and 3.3). Additionally a small but 
insignificant difference in COR of approximately 2% was calculated between the ‘across 
seam’ and ‘along seam’ impact orientations. The bulge and squashed dimensions measured at 
maximum ball deformation for each impact did not reveal any significant difference, with the 
experimental uncertainty associated with the measurement method (± 1 mm) considered to be 
greater than any average difference. 
The increased impact velocities used in the vertical drop and high speed testing caused the 
ball core to deform during a shorter time period than was the case in the compression testing. 
Such deformation requires the constituent materials to deform at higher strain rates where 
time-dependent material properties other than stiffness become relevant in determining the 
response of the core. While these other material properties were not tested specifically, the 
results of the dynamic impact testing suggest that they are not sufficiently different between 
the core and the seam to cause a significant difference in core rebound, and it was concluded 
that there is no need to include the seam in the finite element model. 
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3.2 Modal Testing of a Tennis Ball Core  
 
The experiments performed on ball cores showed the seam to have minimal effect on impact 
characteristics. However, when analyzing the behaviour of any structure subjected to impact 
loading, it is sensible to consider the modal or operational deflection shapes of the excited 
structure. 
 
The geometry, materials and construction of a tennis ball core will determine its natural 
frequencies of vibration and the corresponding nodal and anti-nodal regions, which are likely 
to influence the behaviour of the ball during impact. Previous research has shown that the 
performance of a tennis racket or a sports implement is often related to the ‘sweet spot,’ 
which is more commonly defined as the centre of percussion or as the hitting area resulting in 
minimum vibrations (Brooks et al., 2006; Brody, 2002). Brooks et al. (2006) found that 
raising the third bending mode natural frequency of a cricket bat out of the excitation range of 
a cricket ball-bat impact could significantly improve cricket bat performance. Ronkainen & 
Harland (2007) identified and compared the mechanical responses of soccer balls with 
manually stitched panels to those with thermally bonded panels. At higher frequencies, the 
increased stiffness of the manual stitches was found to constrain the vibrations which resulted 
in the mode shapes of the ball to be more dependent on the individual outer panels rather than 
on the structure as a whole. The dynamic response of the ball – its resonant frequencies and 
mode shapes – are fundamental in determining the sound made during an impact. The sound 
produced by ball impacts is a significant factor in the performance of sports equipment, as 
shown by Roberts et al (2001a) and Davies (2005) who found that sound affects the player’s 
perception of equipment quality or feel. Similarly, Axe et al. (2002) used modal analysis to 
study the vibrations and sound produced by golf ball impacts. A complementary study by 
Shannon et al (2002) compared numerical FE results from a golf ball model with analytical 
results for a highly stiff homogeneous sphere and showed that modal analysis can be used as 
a validation technique for FE modelling. This method was also used for model validation in 
an earlier study by Hocknell et al (1998) for hollow golf clubs. 
 
A number of vibration mode-shape measurement techniques are available and the most 
common consist of attaching accelerometers onto the object which provide discrete point 
measurements (Brooks et al., 2006). However, this method requires either a plurality of 
accelerometers and their associated electronic hardware or a repetitive experimental method. 
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Crucially, in the analysis of lightweight structures such as a ball core, the physical presence 
of the attached accelerometer results in a mass loading effect which can alter the frequency 
response function (FRF) of the tested structure. Furthermore, the accuracy required to 
position the accelerometers makes it difficult to repeat the experiment consistently. The use 
of an alternative, non-contact method using a laser Doppler vibrometer (LDV) has previously 
been reported by Ronkainen & Harland (2007) and Davies (2005). The LDV measures the 
vibrational velocity and displacement of a point addressed by a focused laser beam using the 
Doppler shift between the incident light and scattered light returning to the measuring 
instrument (Stanbridge et al., 1999). The Doppler shift Df  is defined as follows: 

v
fD
2
                                                           (3.1) 
where v  is the target velocity and  is the laser wavelength (Ronkainen & Harland, 2007). 
Adjustable beam-directing mirrors allow the point addressed to be easily altered without any 
structural changes usually introduced by accelerometer loading. A schematic of the method 
of operation of an LDV is depicted in Figure 3.9. An extension of the LDV is the scanning 
laser Doppler vibrometer (SLDV) which allows for the measurement beam to be 
continuously swept over the surface of the vibrating structure and facilitates the visualisation 
of the mode shapes using appropriate software. 
 
 
                             Figure 3.9: Schematic arrangement of LDV (Polytec, 2009) 
 
3.2.1 Methodology 
 
A pressurised tennis ball core was suspended on top of a shaker (OFV-056) with a stinger 
using a silicone attachment, as shown in Figure 3.10. A thread passing through the excess 
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rubber ‘flash’ from the core seam was used to suspend the core from a gantry and mimic 
‘free-free’ conditions. The core was coated in a thin layer of matt white paint to maximise the 
reflected signal returned to the vibrometer and a grid of 717 orthogonal equally spaced 
measurement points was projected onto the surface of the core. The core was excited by a 
random input (the option ‘Burst Random’ from the Polytec software was used to generate 
different signals using various random number sequences) from the shaker with a bandwidth 
of 1 kHz, and a laser Doppler vibrometer linked to a computer based data acquisition system 
was used to measure the response. The response was based on an average of 10 repeated 
measurements at each point. 
 
Figure 3.10: Modal testing set-up (a) photograph (b) equivalent 
schematic 
 
 
Once the random excitation run was completed, the obtained frequency response function 
(FRF) was analysed and the resonant frequencies of the core were extracted. The spectrum 
revealed five peaks at the following frequencies: 45 Hz, 100 Hz, 490 Hz, 617.5 Hz and 752.5 
Hz. The core was excited through a continuous sinusoidal input at each of these resonant 
frequencies in turn, in order to obtain the mode shape, or operational deflection shape (ODS) 
of the core at each frequency by means of a Fast Fourier Transform (FFT) carried out within 
the vibrometer software. 
 
 
 
Ball core 
Suspension Gantry 
Mechanical Shaker 
Adjustable platform 
(a) (b) 
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3.2.2 Results 
 
Figures 3.11 and 3.12 present the mode shapes of the core at specific frequencies of 490 Hz 
and 617.5 Hz. 
 
 
 
Figure 3.11: Mode shape of the core at 490 Hz with the seam in front and on  
the side 
 
 
 
Figure 3.12: Mode shape of the core at 617.5 Hz with the seam in front and on 
the side 
 
 
3.2.3 Discussion 
 
The ODS corresponding to the first two frequencies (45 and 100 Hz) did not show any 
significant pattern in the spatial distribution of surface velocity and the oscillation 
Seam in front Seam on the side 
 
Seam in front Seam on the side 
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displacement, derived by the software from the measured surface velocity at each frequency, 
was low. However, when the core was excited at 490 Hz, 617.5 Hz or 752.5 Hz, clear mode 
shapes were observed. At each frequency a measurement was taken from both the ‘across 
seam’ and ‘along seam’ direction to ensure that a three-dimensional perspective of the 
measured mode shapes could be gleaned.  
Figures 3.11 and 3.12 show a colour scaled reconstruction of the mode shapes at two of the 
natural frequencies. These are displayed in displacement. Since the same ball core was used 
in each test, it could be anticipated that the resonant frequencies and mode shapes would not 
change depending on the direction of the measurement.  However, if any discontinuity in 
structural or material properties existed around the surface (for example at the seam), it is 
likely that the modal shapes would reveal this.  The absence of any relationship between the 
measured mode shape and the ball seam position further confirms the conclusion that the 
properties of the ball seam are not significantly different from the core itself. 
 
3.3 Conclusions 
Differences were observed in the tensile stiffness of ball core samples as a function of seam 
presence and orientation. These differences were not evident in tests carried out on the whole 
ball, however. This can be attributed to two major causes; that the surface area of seam on the 
sample is considerably greater than on the whole ball, and that the testing was carried out at a 
rate considerably lower than that experienced in match play and incorporated into the other 
tests (with the exception of the whole ball static compression).    
This study has shown that the seam has no significant effect on the core impact 
characteristics. Additionally, modal analysis was performed on the core and confirmed the 
results obtained from material testing and high speed impact experiments. SLDV proved to 
be an accurate and fast method to determine the core’s natural frequencies and could be used 
to determine the modal response of a cloth covered tennis ball for future work. 
Dynamic testing showed that the seam does not alter impact characteristics, which is a 
significant factor to consider when modelling tennis ball impacts, and the development of a 
seamless isotropic tennis ball core FE model is described in the following chapter. However, 
it should be kept in mind that the cores used during testing had not been fully cured, and the 
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vulcanisation of the seams was therefore not at the same stage as it is on regular balls (balls 
including cloth). 
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CHAPTER 4 
Tennis Ball Core FE Model Development 
 
 
The fundamental component of a tennis ball is the rubber core and this chapter details the 
development of a core FE model. Since material and modal testing (described in the previous 
chapter) showed that the seam has no significant effect on the core rebound characteristics, 
the core FE model was assumed to be homogeneous and isotropic and the seam was 
neglected. The model’s predictions were validated through a series of normal impact tests. 
 
4.1 Core Geometry Generation 
The first stage in the production of a FE model involved the discretisation of the spherical 
ball core.  
 
 
Figure 4.1: Small and great circles 
on a sphere (MathWorld, 2009) 
 
 
Spherical models are usually derived from patterns formed by arcs of great circles on a 
sphere. A great circle is defined as the section of a plane that passes through the centre of the 
sphere, and has the same centre and radius as the sphere itself. If the plane does not pass 
through the centre of the sphere, then the radius of the circle is smaller than the sphere’s 
radius and a small circle is created. Any two points on the surface of the sphere, provided that 
they are not diametrically opposite, define a great circle with the centre point (Figure 4.1). A 
sphere can be discretised by combining small and great circles (Wenninger, 1990.)  
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Figure 4.2 shows five common regular polyhedra. Regular 
polyhedra are three-dimensional bodies bounded by faces, vertices 
and edges. Each face of a regular polyhedron is a polygon with 
equal angles and edge lengths. When one of these polyhedra is 
enclosed within its circumscribing sphere, each edge of the 
polyhedron is replaced by an arc of a great circle through gnomonic 
projection, and the polyhedron is then transformed into a spherical 
polyhedron (Wenninger, 1990.) A spherical icosahedron is shown in Figure 4.3. 
Cordingley (2002) and Price (2005) developed FE ball models using a spherical icosahedral 
mesh combined with triangular elements. The spherical icosahedron, composed of 20 faces, 
30 edges and 12 vertices, was found to be the appropriate geometry for the mesh production 
of a hollow ball because it exhibits rotational symmetry as well as high levels of uniform 
impact characteristics (Cordingley, 2002.) 
 
4.2 Core Mesh Production and Element Selection 
The mesh was formed using first order reduced integration triangular solid elements, as 
shown in Figure 4.4.  
 
Figure 4.2: Five regular common polyhedra 
Figure 4.3: Spherical 
icosahedron 
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Figure 4.4: Icosahedral mesh with two 
layers of triangular solid elements 
 
 
Shell elements are usually used to model thin structures, such as hollow balls, whose ratio of 
thickness to characteristic dimension are less than 1/10. When using shell elements, the 
stresses in the thickness direction are considered negligible (Price, 2005). However, if a fine 
mesh is used, the ratio drops and solid elements must be used (Cordingley, 2002). Solid 
elements have found use in previous tennis ball modelling (Cordingley, 2002; Allen et al., 
2007). First order triangular solid elements are overly stiff but accurate results can be 
obtained with an extremely fine mesh (Abaqus, 2008). 
 
Two problems may arise when using solid elements. The first one, called shear locking, can 
occur with first order fully integrated elements (Figure 4.5). When the element is subjected to 
pure bending, an incorrect artificial shear stress is introduced because a linear variation of 
stress is assumed throughout the element. In other words, the strain energy creates shearing 
deformation instead of bending deformation. This problem can be overcome using either 
second order fully integrated elements which assume a quadratic variation of stress and 
therefore allow bending of the elements, or first order reduced integration elements (Abaqus, 
2008).  
 
 
Figure 4.5: Example of shear locking (Abaqus, 2008) 
 
 
First order reduced integration elements do not suffer from shear locking and are very 
computationally efficient. However, they can suffer from hourglassing when subjected to 
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bending (Figure 4.6). For a single element, it is possible that the tensile load in the outer 
surface can be equal to the compressive load on the inner surface, giving zero strain at the 
node located on the neutral axis. The effects of hourglassing can be reduced in ABAQUS 
using an hourglass stiffness (Abaqus, 2008). However, in this model, the hourglassing 
problem was overcome by creating two layers of solid elements throughout the thickness of 
the sphere.  
 
 
Figure 4.6: Example of hourglassing (Abaqus, 2008) 
 
A total of 2926 nodes and 5760 triangular elements was shown, in previous work 
(Cordingley, 2002), to result in accurate impact characteristic predictions as well as 
computational efficiency, and a similar mesh was used for this model. 
 
4.3 Core Pressurisation 
Pressurisation of the core was modelled by creating a membrane of two-dimensional 
hydrostatic elements in the interior surface of the sphere. The hydrostatic elements shared 
nodes with the triangular solid elements, allowing a coupling between pressurisation of the 
fluid elements and the material response associated with the solid elements. All the 
hydrostatic elements also shared a common node, known as the reference cavity node, having 
a single degree of freedom representing the pressure inside the cavity (Abaqus, 2008). The 
pressure and temperature of the fluid were assumed to be uniform throughout the cavity at 
any point in time, and the core was filled with a compressible fluid following the ideal gas 
law: 
TRP g                                                           (4.1) 
where P is the absolute pressure,  is the fluid density, Rg is the gas constant and T is the 
temperature in Kelvin. A pressure of 83 kPa was uniformly applied inside the cavity as an 
initial condition. This internal pressure induced opposing proportional stress in the walls of 
the core, resulting in straining of the core. A volumetric expansion of the core could then be 
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observed, and a ‘hold’ step was created in the analysis before impact to allow enough time 
for the core to expand and for the pressure to stabilise within the core. 
 
4.4 Core Material Model Generation 
When simulating a ball impact, the behaviour of the ball is highly dependent on the material 
definition within the program. A wide range of material models are available in ABAQUS, 
and corresponding material properties must be entered into the program to accurately 
represent the ball core impact. 
 
4.4.1 Defining Rubber in ABAQUS 
 
In ABAQUS, rubberlike materials are defined using a hyperelastic material model combined 
with either a viscoelastic function or an artificial Rayleigh damping to account for hysteresis 
effects. Rubberlike materials have very little compressibility and ABAQUS therefore 
assumes a Poisson’s ratio of about 0.5. Hyperelastic materials are described using a strain 
energy potential, which represents “the strain energy stored in the material per unit of 
reference volume as a function of the strain at that point in the material” (Abaqus, 2008). 
Each strain energy potential function is defined in terms of a deviatoric component and a 
volumetric component: 
)(),( 21 elvoldev JUIIUU                                          (4.2) 
where elJ  is the elastic volume ratio relating the total volume ratio J and the thermal volume 
ratio, and is defined in terms of the linear thermal expansion strain th  such that 
3)1( thelJ                                                    (4.3) 
1I  and 2I  are the deviatoric strain invariants. The strain invariants can be used because all the 
different models assume isotropy. The strain invariants are defined in terms of deviatoric 
stretches as follows: 
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where ii J 
3/1 , and i  are the principal stretches (Abaqus, 2008). Several strain energy 
potentials are available within ABAQUS/Explicit: the Arruda-Boyce form, the Marlow form, 
the Ogden form, the Van der Waals form, the polynomial form, and the reduced polynomial 
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form. Cordingley (2002) and Price (2005) developed FE models of rubber ball cores using 
the reduced polynomial form while Allen et al (2007) developed an FE model of a tennis ball 
with a rubber definition based on the Ogden model. The material properties can be defined by 
directly specifying coefficients or by entering test data into the software. When test data are 
used, the software compares all the different strain energy potentials with the experimental 
data, and calibrates the material coefficients for each model. The most appropriate strain 
energy function can then be chosen to accurately define the material. In order to use the 
method of entering test data into the software, tensile tests were performed on the tennis ball 
cores, as described in the following section.  
 
4.4.2 Tensile Tests on Rubber Core 
4.4.2.1 Methodology 
Tensile tests were performed on six dumbbell test specimens of Type 1 (ISO 37) following 
the method described in section 3.1.1 in the previous chapter. Once again, the specimens 
were directly taken from the cores and a preload of about 1 Newton was applied on each test 
specimen to remove the initial bend. It will be shown later that the final model predicts the 
material behaviour of the core quite accurately and pre-loading the test specimens did not 
affect results significantly. Previous studies in the field of ball sports (Cordingley, 2002) 
found that it was unlikely to observe strains higher than about 0.5 during tennis ball impacts. 
Therefore, tensile tests at 200 mm/min and 500 mm/min were performed on the rubber core 
test pieces up to a strain of about 0.5 using an Instron materials test machine. Three of the 
specimens were stretched at a strain rate of 200 mm/min and the three others were stretched 
at a strain rate of 500 mm/min. Each specimen was stretched five times at the specified strain 
rate.  
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4.4.2.2 Results 
 
Figure 4.7: Average load-extension curve 
for the specimens tested at 200 mm/min 
Figure 4.8: Average load-extension curve for 
the specimens tested at 500 mm/min 
 
 
 
 
 
Figure 4.9 Comparison of specimens tested at 200 
mm/min and 500 mm/min. 
 
 
4.4.2.3 Discussion 
An average load-extension curve was plotted for each specimen at both rates (200 mm/min 
and 500 mm/min), as seen in Figures 4.7 and 4.8. It can be seen that up to a strain of 0.5, the 
load-extension curves are almost linear. The six specimens were taken from six different 
rubber cores. However, Figures 4.7 and 4.8 show that the results are very consistent. Only 
specimen 5 exhibits a lower elastic modulus at a rate of 500 mm/min. Therefore, the isotropy 
assumption for the ball core model seems reasonable. Even though the specimens were tested 
at two different strain rates, both Figures 4.7 and 4.8 show that an extension of about 15 mm 
corresponds to a load of about 45 N which gives a Young’s modulus of around 6 MPa at both 
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stain rates. Therefore, the strain rate dependency of rubber, characteristic of its viscoelastic 
behaviour, is not really observable for small strains at low strain rates (see Figure 4.9).  
 
4.4.3 Choosing the Appropriate Strain Energy Potential 
 
 
Figure 4.10: Comparison of test data and different strain energy potential 
Functions 
 
Figure 4.10 shows a comparison of the experimental data obtained from the tensile tests on 
the rubber core material at a rate of 500 mm/min and stress-strain curves for different energy 
potentials. The Ogden model was plotted for N=1, 2 and the Polynomial model was plotted 
for N=1 only because bigger values of N would require experimental data with tensile strains 
of at least 100% and compressive strains of at least 50% (Cordingley, 2002), which are not 
representative of the strains occurring during a tennis ball impact. Additionally, the Ogden 
and Polynomial models are more accurate for different modes of deformation when more 
than one type of test data is used. Although it can be seen on Figure 4.10 that the Ogden and 
Polynomial models fit the test data quite well, they become unstable in other modes of 
deformation at very small strains. 
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Figure 4.11 (overleaf) shows a comparison of the test data and the stress-strain curves for 
three models: the Marlow form, the Reduced Polynomial form with N=2 and the Reduced 
Polynomial form with N=6. The Marlow form provides the best fit. When the Marlow model 
is used, ABAQUS constructs a strain energy potential that reproduces the test data exactly, 
and there is no need to specify material coefficients. Additionally, the Marlow model 
assumes no dependence on the second deviatoric invariant. However, the test data were 
obtained from a tensile test at 500 mm/min, which is almost 2000 times lower than the strain 
rate that tennis balls experience in real play conditions. Therefore, the material properties 
need to be tuned until the impact simulation matches the experimental impacts and until they 
correspond to the right strain rate. This tuning technique is easier if material coefficients can 
be adjusted. If the Marlow form is used, the test data themselves have to be tuned, which 
results in a much more complex method.  
 
The only other strain energy model left is the Reduced Polynomial form. The Reduced 
Polynomial form is defined as 



N
i
i
i ICU
1
10 )3(                                               (3.6) 
The value of N can be increased up to 6, as seen in Figure 4.11. Although increasing the N 
value results in a better fit, it also increases the computation time. Additionally, previous 
work in the field of ball impacts used the reduced polynomial strain energy potential with 
N=2 and proved to be sufficiently accurate (less than 5% error). Therefore, the reduced 
polynomial model with N=2 was used for the ball core model. 
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Figure 4.11: Comparison of test data and the Marlow form, Reduced Polynomial form with 
N=2 and Reduced Polynomial form with N=6. 
 
4.4.4 Tuning of the Material Properties 
 
The first model was developed using the material coefficients obtained from the software and 
based on the Reduced Polynomial function with N=2: 
95212210 C                                                          (4.7) 
60613420 C                                                          (4.8) 
The coefficient 10C  is directly related to the elastic modulus of the material, and increasing 
10C  results in an increase in the stiffness of the material. Therefore, increasing  10C results in 
greater COR values as well as lower impact times.  
 
Strain rate is also known to affect the energy loss during impact. Cross (1999a) studied the 
difference between slow and fast compressions and showed that the hysteresis was much 
larger for the fast compression case. The reason for a larger energy loss is that the ball 
buckles later and at a higher load than during slow compression and therefore the ball loses 
more of its stored elastic energy during fast compression. As mentioned previously, the 
hyperelastic models in ABAQUS do not account for energy losses. Therefore, Rayleigh 
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damping or proportional damping was introduced into the model as another material 
parameter to tune. Rayleigh damping is specified by a mass proportional damping factor 
and a stiffness proportional damping factor  as follows: 
)(
2
1
n
n



                                                     (4.9) 
It can be seen from eq. (4.9) that the mass proportional damping factor gives a contribution 
that is inversely proportional to the natural frequency n , whereas the stiffness proportional 
damping factor leads to a contribution that is linearly proportional to the natural frequency 
(Craig, 2006). Therefore,   damping should be used for high frequency modes as seen in 
high speed impacts. The first model was given a beta damping initial estimate of 0.000137 
based on previous work by Cordingley (2002). Increasing the damping value results in a 
lower COR.   
 
In order to tune the material properties accurately, a series of impact tests were performed at 
speeds from 15 m/s to 65 m/s. The balls were fired using a pneumatic canon. A high speed 
video (HSV) technique combined with image analysis was used to determine experimental 
COR, impact time and maximum squashed and bulge dimensions of the balls during impact. 
A frame rate of 10000 frames per second was used. The material properties were tuned until 
COR, impact time, squashed and bulge dimension values were within 5 % of the values 
obtained experimentally (previous studies have shown 5% to be a realistic tolerance for FEA 
modelling). The final values for the model are: 
6
10 105.2 C                                                   (4.10) 
   30306720 C                                                 (4.11) 
0001.0                                                    (4.12) 
Figure 4.12 shows the corresponding stress-strain curve as well as the 500 mm/min test data 
curve. It can be seen that the elastic modulus of the rubber cores is much larger at a high 
strain rate than at a low strain rate. 
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Figure 4.12: Stress-strain curves of the final material model and the test 
data at a strain rate of 500 mm/min. 
 
4.5 Rubber Core Model Validation 
4.5.1 Model Validation Using High Speed Video (HSV) recording 
4.5.1.1 Methodology 
As mentioned previously, a high speed video camera was used to record impacts at velocities 
ranging from 15 m/s up to 65 m/s by increments of 5 m/s. This range of speeds is wide 
enough to represent the shots observed in professional tennis, including men’s serves which 
can often reach speeds as fast as 65 m/s. Six pressurised ball cores taken from two different 
cans were kept at a temperature of 20 degrees Celsius for 24 hours before being tested. A 
total of 66 impacts, 6 balls impacted once at each of the 11 speeds, were then performed 
using a ball canon and a rigid flat plate. A minimum of 6 impacts at each speed was required 
to account for the variation in the impact characteristics, and allowed for the calculation of 
averaged values. A light gate was used to measure the inbound velocity. The recorded images 
were then analysed using Image Pro software, a commercial image processing package. The 
COR, impact time, and ball squashed and bulge dimensions were measured for each impact. 
The ball squashed and bulge dimensions are measurements of the maximum decrease and 
increase, respectively, of the ball diameter during impact (see Figure 3.5 in previous chapter). 
The experimental results were then compared with the values obtained from the model. 
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4.5.1.2 Results 
Comparisons of Experimental Data with Simulated Data 
Figures 4.13 to 4.16 show experimental and simulated results for COR, impact time, 
squashed and bulge dimensions for a range of inbound velocities. Figure 4.17 shows a time 
sequenced comparison of high speed video (HSV) ball motion and FE model showing stress 
contours. 
 
 
 
Figure 4.13: COR values for simulated and experimental data. 
 
 
Figure 4.14: Impact time values for simulated and experimental data. 
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Figure 4.15: Maximum squashed dimension for simulated and experimental data  
 
 
 
 
Figure 4.16 Maximum bulge dimension for simulated and experimental data 
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Before impact 
 
 
 
 
 
 
 
0.45 ms 
 
 
 
 
 
 
 
1.05 ms 
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Figure 4.17: Image Analysis - Time from Contact for an Impact at 30 m/s 
 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
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4.5.1.3 Discussion 
Previous studies in the field of ball impacts have shown that four parameters can be 
compared to validate a model: the COR, the impact time, the ball squashed dimension and the 
ball bulge dimension. Thus, comparisons between the simulated data and the experimental 
data were made based on these four parameters.  
 
As expected, Figures 4.13, 4.14 and 4.15 show that increasing the inbound velocity results in 
a decrease in the COR, impact time and squashed dimension. Figure 4.16 shows that the 
bulge dimension increases as the inbound velocity increases.  
 
Looking at Figures 4.13-4.16, it can be seen that the simulated data matches the experimental 
data very well with the simulated data found to fall within 5% of the experimental data for 
speeds up to 50 m/s. Larger errors (up to 13%) were observed for speeds ranging from 55 m/s 
to 65 m/s. Therefore, it can be concluded that the rubber core model is valid for a range of 
speeds from 15 m/s to 50 m/s. A visual check (Figure 4.17) was also performed by comparing 
the model images with the experimental images at regular time intervals for an impact speed 
of 30 m/s. Once again, the model matched the experimental results very well.  
 
4.5.2 Model Validation using Modal Analysis 
4.5.2.1 Methodology 
Modal analysis in ABAQUS is a linear perturbation procedure and is performed using 
ABAQUS/Standard. A modal analysis on the FE core model was carried out within the 
software using a frequency extraction procedure which uses eigenvalues to calculate the 
natural frequencies and the corresponding mode shapes of the structure. 
 
The viscoelastic nature of the core material makes its dynamic response frequency-
dependent, and since the stiffness cannot be modified during the eigenvalue extraction 
procedure, it was necessary to change the original reduced polynomial hyperelastic material 
model to a linear elastic material model with a constant stiffness. The Young’s modulus value 
defining the stiffness of the linear elastic material model was determined from the average 
slope of the hyperelastic stress-strain curve corresponding to high velocity impacts shown in 
Figure 4.12. However, this technique prevented the damping and strain-rate dependent 
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material properties to be taken into account during the analysis which limited the accuracy of 
the results.  
 
Since ABAQUS/Standard does not support the core pressurisation technique previously used 
in ABAQUS/Explicit to develop the core FE model (see section 4.3), it was necessary to 
include a step accounting for the pre-stresses in the wall of the core due to internal pressure. 
The default Lanczos eigensolver was then chosen to allow for a maximum number of 
eigenvalues to be provided for the analysis. 
 
4.5.2.2 Results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4.1: Comparison of the first three FE and experimental frequency values 
 
 
 
 
 
4.5.2.3 Discussion 
Figure 4.18 shows the first three frequencies and mode shapes that were extracted from the 
FE core model modal analysis. A scaling factor was used to show exaggerated displacement 
contours and allowed for the mode shapes to be visualised. It can be seen that the mode 
Natural Frequencies 
 
Corresponding Mode Shapes (Exaggerated Displacements) 
 
Figure 4.18: Frequencies and mode shapes of the FE core model 
 Experimental Results (Hz) FE Results (Hz) 
Freq 1 490 463 
Freq 2 617.5 559 
Freq 3 752.5 794 
463 Hz 559 Hz 794 Hz 
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shapes obtained from the simulation are not easily comparable with the operational deflection 
shapes (ODS) obtained experimentally (section 3.2). However, the frequency values could 
easily be compared and Table 4.1 shows that the FE results fall within 10 % of the 
experimental results, with two of the first FE frequencies being within 5 % of the 
experimental values. Since the material model and pressurisation technique had to be 
modified to perform a modal analysis, errors higher than the commonly accepted 5 % range 
were expected. It is worth noticing, for further work, that when frequency dependent material 
properties are specified using the frequency domain viscoelasticity material model, the 
software offers the possibility of choosing the frequency at which these properties are 
evaluated to visualise the corresponding mode shapes (Abaqus, 2008). Therefore, the increase 
in core stiffness with increasing frequencies would be accounted for. DMA testing on the 
rubber core would allow for the frequency domain viscoelasticity model to be used and 
would therefore be an improvement for modal analysis on tennis ball cores in FE.  
 
4.6 Conclusions 
Considerable progress has been made in establishing the primary core model. The core model 
was validated to simulate impacts at most speeds encountered in tennis, from 15 m/s up to 50 
m/s. Two different validation techniques were used. High speed video (HSV) recording of 
core impacts allowed for COR, impact time and ball squashed and bugle dimensions to be 
determined and compared with the simulated data. Additionally, a time sequenced 
comparison of HSV ball motion and FE model showed the shape of the ball at regular time 
intervals during impact and confirmed the validity of the simulation. FE modal analysis was 
also successfully used to obtain the core natural frequencies and corresponding mode shapes. 
The simulated data fell within 10% of the experimental data obtained using a scanner laser 
Doppler vibrometer (SLDV) (see chapter 3), once again confirming the accuracy of the 
simulation. This new knowledge provides the foundation for developing the complete cloth 
covered ball model and then new covering concepts. 
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CHAPTER 5 
Cloth Covered Ball FE Model Development 
 
 
As detailed in section 2.2, a tennis ball consists of a rubber core covered by two dumbbell 
shaped pieces of cloth which are made of wool and nylon fibres in the weft direction and 
cotton fibres in the warp direction. During the manufacturing process, each dumbbell is cut 
from a large sheet of fabric at a 45 degree angle relative to the fibres’ orientation to facilitate 
the application of the cloth on the core (see Figure 5.1). The combination of these 
manufacturing characteristics results in cloth anisotropy, a property that has not been yet 
represented in tennis ball FE models. 
 
 
 
                    Figure 5.1: Cloth fibres orientation 
 
Cordingley (2002) developed a model in which the cloth was assumed to be subjected mainly 
to compression forces during the impact, and the anisotropic tensile behaviour of the cloth 
was neglected. A ‘foam’ material model was used to represent cloth compression. COR, 
impact time and ball squashed dimension were in good agreement with the experimental 
values for velocities ranging between 15 m/s and 35 m/s, however an error of 25% was 
observed in the bulge dimension values. Allen et al. (2007) expanded on Cordingley’s work 
by modelling punctured and pressurised core and ball normal impacts at velocities ranging 
from 5 m/s to 30 m/s. The model was found to over estimate the outbound velocity at speeds 
higher than 20 m/s, and the authors suggested that the energy loss due to the felt cover was 
not accurately modelled. Also, experimental values of COR, squashed dimension and impact 
time were recorded at only three velocities (5, 15 and 25 m/s), and no data related to the 
maximum bulge dimension of the balls were presented in the paper.  
Cotton Fibres Nylon and Wool 
Fibres 
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A study by Price (2005) showed that the definition of material anisotropy in a soccer ball 
impact FE model gave very accurate results, and the effects of the fabric’s anisotropic 
properties were reflected by the asymmetrical deformation of the ball during impact. Price 
used layers of shell elements with a plane stress orthotropic elastic material definition, and a 
similar approach has been used to model the anisotropic behaviour of tennis ball cloth as 
described in this chapter.  
 
 
5.1 Cloth Geometry Generation 
 
The first stage in the production of the cloth model consisted in dividing the surface of the 
sphere into two identical “dumbbell” panels. The first approach was to measure the 
dimensions of a flat dumbbell (before being applied onto the ball), and to project the contour 
of the flat dumbbell onto a sphere. However, once the dumbbells are glued onto the ball, they 
become slightly stretched to match the spherical shape of the ball and the initial dimensions 
become inappropriate for CAD modelling. More precisely, once applied onto the core, each 
dumbbell is stretched by about 8 % in the width direction and about 5 % in the length 
direction. Therefore, another approach had to be considered. 
 
A study by Browne & Cameron (2007) on the Ying and Yang curve variations indicates that 
a young boy by the name of Elias Drake invented the initial baseball curve in the 1840’s and 
that Jackson improved it by trial and error and patented it in the 1860’s. The various line 
construction methods described by Browne & Cameron (2007) are shown in Figure 5.2. 
 
Figure 5.2: Ying and Yang construction curve (Browne & Cameron, 2007) 
 
However, a more useful method based on the work of Thompson (1998) was chosen to 
design the tennis ball seam. Thompson (1998) developed a mathematical method for 
designing a baseball cover in space which aimed to replace the more traditional and time 
consuming method by Jackson. Thompson’s method consisted of finding a parametrisation of 
the seam on the ball which resulted in equations based on the dimension S/2 where S 
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represents the minimum arc length between two parts of the seam as shown in Figure 5.3. 
With the nominal circumference of the ball and symmetry requirements, the dimension S was 
the only other design constraint for the design of a baseball seam since this arc length had to 
be small enough to provide a good grip for the pitcher’s fingers. 
 
 
 
 
 
 
 
 
 
 
 
The coordinates of points A and B in Figure 5.3 are defined in terms of the radius of the 
sphere R and the arc length S as shown in the following equations: 
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While the function h in Figure 5.3 is seen to be linear, Thompson explains that the 
requirements for a baseball cover allow for some freedom in the design of the seam. He 
emphasised this idea by designing an “exotic” ball where the function h is highly nonlinear, 
and it is this ‘freedom of design’ that makes his work applicable for the design of a tennis ball 
seam. Knowing the arc length S (directly measured on the ball) and the radius R, the segment 
h could easily be drawn on the xy-plane and projected onto the sphere representing 1/8th of 
the seam. The tennis ball seam was then modelled by repeating this method 7 other times 
using the other corresponding planes and the result is shown in Figure 5.4. 
 
 
 
 
Figure 5.3: Views from the z-axis (a) and y-axis (b) 
(Thompson, 1998) 
 
Figure 5.4: Tennis ball seam 
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Once the seam was modelled, each dumbbell was divided into 
eight parts, as can be seen in Figure 5.5, to have better meshing 
control.    
 
 
 
 
 
5.2 Cloth Mesh Production and Element Selection 
 
As will be explained in the following section, tennis ball cloth is a highly anisotropic material 
and behaves quite differently during compressive and tensile loading, and it was necessary to 
model both behaviours accurately. It was not possible for both behaviours to be represented 
using only one material model, and the cloth had to be modelled using two separate layers 
with different material properties, one representing the tensile behaviour (mainly of the 
weave) and one representing the compressive behaviour of the cloth (mainly of the fuzz). A 
technique for carpet modelling in car crash test simulations consists in using shell elements to 
model the tensile load carrying capacity of the carpet, and brick elements to represent the 
compressibility of the carpet (Thomas et al., 2007). A similar technique is described in this 
chapter, and shell elements were chosen to model the tensile load carried by the woven 
backing layer of the cloth while solid elements were used to model the compressibility of the 
raised fibres (the fuzz). 
 
Material directionality was applied to the woven backing layer 
only since it was considered that anisotropy was due to the 
woven fibres rather than the raised fibres. The tensile resistance 
caused by the entanglement of the raised fibres was assumed to 
be minimal. Therefore, the dumbbell geometry previously 
described was used for the layer of shell elements, and the 
resulting mesh is shown in Figure 5.6. This mesh was then 
refined until the elements had a size similar to the elements of the core mesh, and a total of 
2392 linear quadrilateral shell elements were used. 
Figure 5.5: Partitioning 
of the dumbbells 
Figure 5.6: Woven layer 
mesh 
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As will be explained in the following section, the compressive behaviour of the cloth did not 
exhibit any material directionality, which allowed for a more uniform and isotropic mesh to 
be used in the compressive layer. In fact, this layer was modelled using the exact same mesh 
as the core (5760 triangular elements with two elements through the thickness) since it 
proved to result in accurate impact characteristic predictions and computational efficiency. 
 
Finally, tie constraints were used to tie all the layers together.  
 
 
5.3 Cloth Material Model Generation 
5.3.1 Material Models in ABAQUS 
5.3.1.1 Anisotropic Elasticity 
The elastic properties of an isotropic material are completely defined by the Young’s 
modulus, the shear modulus and the Poisson’s ratio. However, for anisotropic materials, 
properties differ in different directions and it is then necessary to define the three moduli E1, 
E2, E3, the three Poisson’s ratio 12 , 13 , 23 , and the shear moduli G12, G13, G23. Orthotropic 
materials are a special case of anisotropy and present different properties in three mutually 
perpendicular directions, as well as three mutually perpendicular planes of symmetry (Price, 
2005). When a typical orthotropic material is subjected to plane stress, such as in shell 
elements, only the values of E1, E2, G12, G13, G23, and 12  are required to define the material. 
The shear moduli G13 and G23 may be needed to model transverse shear deformation, 
however these values are not really needed in thin shells as the transverse shear strains are 
usually zero. Similarly to Price’s work, a plane stress orthotropic elastic material was chosen 
to model the woven layer of the cloth. 
 
5.3.1.2 Hyperelastic and Hyperfoam Material Models 
In previous studies (Allen et al., 2007; Cordignley, 2002), hyperfoam material models were 
chosen to represent the through thickness compressibility of the cloth. Foams are made of 
polyhedral cells and under compression, foams are subjected to three deformation stages, as 
shown in Figure 5.7. Initially, the cell walls bend and the material is quite stiff. As the load is 
increased, the walls buckle and large deformations can be observed. Finally, the cell walls get 
crushed against each other which results in an increasing stiffness (Abaqus, 2008).  
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 Figure 5.7: Typical compressive stress-strain 
 curve for elastomeric foams (Abaqus, 2008) 
 
 
The hyperfoam material model in Abaqus is in the hyperelastic category, and the elastic 
behaviour of foams is based on the following strain energy function: 
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where i  is related to the Poisson’s ratio, the coefficients i are related to the initial shear 
modulus, and i

 are the principal stretches. The Poisson’s ratio is effectively zero at large 
strains because the buckling of the cell walls does not result in any significant lateral 
deformation during compression (Abaqus, 2008). The other hyperelastic material models 
available in Abaqus were previously discussed in the core modelling chapter. 
 
 
5.3.2 Balls and Cores ITF Deformation Tests 
 
In order to assess the effects of the cloth on ball deformation, deformation tests were 
performed on three rubber cores and three cloth covered balls using a standard materials 
testing machine that reproduces the Steven’s machine test as described in the ITF guidelines 
for ball testing (ITF, 2008b). Each core and ball was deformed three times in the three 
mutually perpendicular axes as shown in Figures 5.8(a) and 5.8(b).  
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Figure 5.8: Deformation test on cores (a) and covered balls (b) (ITF, 2008b) 
 
The deformations of cores and covered balls were then compared and average deformation 
curves are shown in Figure 5.9. As was expected, the addition of cloth onto the core made the 
ball stiffer as higher loads are needed to obtain equivalent deformation values. Also, the 
hysteresis is much bigger for the covered ball which means that more energy is lost during 
the compression of a complete tennis ball, and this additional loss may be due to the cloth not 
recovering all of its energy after compression. Therefore, it seems that both the tensile and 
the compressive behaviours of the cloth affect the deformation of the ball, which confirms 
that both behaviours should be considered when creating the FE model. 
 
 
Figure 5.9: Deformation curves for a core and a cloth covered ball 
 
 
5.3.3 Cloth Tensile Tests  
5.3.3.1 Methodology 
In order to evaluate the anisotropic properties of the cloth, tensile tests were performed on 
cloth specimens with the fibres oriented at various angles, as described in ISO 13934-1. The 
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specimens were 50 mm wide, 100 mm long, and approximately 3 mm thick. The cotton fibres 
were chosen as references to define the orientation of the fibres in the specimen. In Figure 
5.10(a) the line on the test piece shows the cotton fibres oriented at a 0 degree angle, whereas 
they are oriented at 90 degrees in Figure 5.10(b) and at 45 degrees in Figure 5.10(c). 
Following this method, nine angles were considered from 0 up to 90 by increments of 10. 
Each specimen could only be tested once because of “plastic” deformation occurring at all 
angles and at very low strains. Five specimens were tested at each of the three main 
orientations (0, 45 and 90 degrees) and three specimens were tested at each of the remaining 
orientations. Each sample was subjected to a constant strain rate of 500 mm/min, and five 
additional specimens with a 0 degree and 90 degree orientations were subjected to a strain 
rate of 100 mm/min to assess the effect of strain rate on cloth deformation. A preload of 
about 10 Newton was applied on each specimen. 
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5.3.3.2 Results 
 
 
Figure 5.10: Tensile tests on cloth samples with cotton fibres oriented at 
different angles 
 
 
 
Before Test After Test 
(a) 0 degree 
orientation 
(b) 90 degree 
orientation 
(c) 45 degree 
orientation 
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Figure 5.11: Load-extension curves for the specimens with a 0 degree orientation  
and tested at 500 mm/min 
 
 
 
Figure 5.12: Load-extension curves for the specimens with a 45 degree orientation  
and tested at 500 mm/min 
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Figure 5.13: Load-extension curves for the specimens with a 90 degree orientation  
and tested at 500 mm/min 
 
 
 
 
Figure 5.14: Average load-extension curves for all orientations and a 500 mm/min  
strain rate 
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Figure 5.15: Young’s modulus in function of cloth  
orientation for a constant strain of 0.1 
 
 
 
  
     Figure 5.16: Cloth strain rate dependency 
 
5.3.3.3 Discussion 
Figure 5.10 shows pictures of the samples before and after being tested, and it can be seen 
that the fibres’ orientation clearly have an effect on deformation. For example, the specimen 
stretched along the wool and nylon fibres (90 degree sample) seems much more elastic than 
the specimen tested along the cotton fibres (0 degree sample) as less lateral shrinkage is 
observed. Figure 5.10(c) clearly shows that the initial 45 degree angle seen on the specimen 
has been reduced after the tensile test has been performed, which indicates that the fibres 
slide about their crossover points. The tensile strength of the 45 degree specimens is therefore 
expected to be lower than for specimens with different orientations. 
 
Figures 5.11 to 5.13 show load-extension curves of the specimens oriented at a 0, 45 and 90 
degrees. For the 0 and 90 degree orientations, the results are very consistent between different 
samples. More variation is seen for the 45 degree samples which might be a consequence of 
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the sliding of the fibres. The 0 degree samples, corresponding to extension of the cotton 
fibres, deformed in a hyperelastic manner until failure at approximately 17 mm of extension 
and a load of 650 N. On Figure 5.12, only one of the samples was stretched up to failure 
which occurred at a much higher extension of 50 mm and a lower load of 600 N. The 45 
degree samples also appear to be hyperelastic. However, the tensile behaviours of the 45 
degree cloth and the 0 degree cloth are very different. For the 0 degree cloth, the cotton fibres 
seem to stiffen suddenly after a 3 mm extension. Indeed, the first part of the curve might 
correspond to the flattening of the weave by the cotton fibres being stretched, whereas the 
second part of the curve, which is linear, might represent the extension of the cotton fibres 
themselves. Therefore, the behaviour of the cotton fibres alone (independently from the 
weave) might be more elastic than hyperelastic. For the 45 degree cloth, the curve is 
hyperelastic until failure. In fact, as the angle between the cotton and nylon fibres decreases, 
the extension becomes more and more representative of the fibres tensile behaviours rather 
than the sliding of the fibres, which explains the increase in the slope of the curve. Finally, 
Figure 5.13 indicates that the 90 degree samples, corresponding to the deformation of the 
wool and nylon fibres, are elastic. None of these samples were stretched up to failure because 
a 1kN load cell was used, and after reaching a 40 mm extension, the load was already close to 
the maximum allowed (650 N). In the same manner as for the cotton fibres, the part of the 
curve up to 5 mm might correspond to the flattening of the weave by the nylon fibres being 
stretched, whereas the second part represents the elastic tensile behaviour of the nylon fibres 
themselves.  
 
Stress-strain graphs (representing true stress and strain) were also produced for all the cloth 
orientations, and since all the results were quite consistent between the different samples at 
each orientation, the most representative curve for each orientation was chosen and the results 
are compared in Figure 5.14. From Figures 5.14 and 5.15, it can be seen that Young’s 
modulus, calculated for a true strain value of 0.1, varies in function of cloth orientation. It 
should be noticed that the stress-strain values shown in Figure 5.15 correspond to a cloth 
having a thickness of only 1 mm since it was considered that the tensile load was carried 
mainly by the woven fibres. This modification was needed to incorporate the results in the FE 
model in which the shell elements chosen to represent the tensile behaviour of the cloth were 
given a thickness of 1 mm. It will be shown further in the chapter that the Young’s modulus 
variation curve from Figure 5.15 was used to develop the FE cloth model. 
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Figure 5.16 shows load-extension curves of specimens tested at two different orientations, 0 
and 90 degrees, and at two different strain rates, 100 and 500 mm/min. The cloth is seen to be 
highly strain rate dependent as a higher strain rate results in a stiffer cloth even at very low 
strains.  
 
In conclusion, the tests showed that the tensile strength of tennis ball cloth varies as a 
function of the fibres’ orientation and strain rate. The cloth can therefore be qualified as being 
anisotropic and viscoelastic, two characteristics that needed to be taken into account when 
producing the complete tennis ball FE model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 90
5.3.4 Cloth Compression Tests 
5.3.4.1 Methodology 
The compressibility of the cloth was tested through compression tests performed with a 
materials testing machine at a strain rate of 200 mm/min. A 1 kN load cell was used with a 
limit value of 900 N to prevent overshoot. Six cylindrical cloth specimens with a 50 mm 
diameter were created by stacking five layers of cloth together, as shown in Figure 5.17, 
because specimens composed of only one layer would have been 3 mm thick and were 
therefore considered too thin for testing. In order to ensure that the layers would not slide on 
top of each other during the compression test, a fine glue was sprayed between each layer. 
The initial thickness of each specimen was therefore about 17 mm instead of 15 (3 mm 
thickness for each layer plus the glue layers). However, each specimen was tested five times 
to make sure that the thickness added by the glue layers would be negligible. Although cloth 
compressibility was expected to be isotropic, two of the specimens were oriented with the 
cotton fibres at a 0 degree angle, two with the fibres at a 45 degree angle and two with the 
fibres at a 90 degree angle to check for any material directionality during compression.  
 
 
Figure 5.17: Cloth specimen 
for compression tests 
 
 
5.3.4.2 Results 
Figure 5.18 represents the results obtained after performing compression tests on one of the 
cylindrical cloth specimens (all specimens showed the same curve pattern), and Figure 5.19 
shows a comparison of the compression test results from the specimens with different fibres 
orientations. 
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Figure 5.18: Load-compression curves of one of the specimens 
 
 
Figure 5.19: Comparison of the load-compression curves 
obtained for specimens 1 and 2 (0 degrees), specimens 3 and 4 
(45 degrees), and specimens 5 and 6 (90 degrees) 
 
 
5.3.4.3 Discussion 
Figure 5.18 shows the load-compression curves of one of the specimens. The results are 
reasonably consistent except for the first compression test which shows much higher 
compression values for equivalent stresses. Each specimen presented the same behaviour and 
this may be attributed to the glue layers and the fuzz being compressed during the first series 
and not recovering afterwards. Therefore, the last four series were considered more 
representative of the cloth compression for each specimen. Cloth compressibility is 
characterised by very large deformation during the initial phase, probably due to the 
compression of the raised fibre, followed by a much stiffer behaviour attributed to the 
compression of the woven backing layer. As observed by Allen et al. (2007) and Cordingley 
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(2002), tennis ball cloth behaves like foam even though the initial stiffness of foam materials 
seen in Figure 5.7 is not present in the cloth load-compression curve. Indeed, while the initial 
stage of cell walls bending in foam is not observable on cloth, the second stage of wall 
buckling in foam, inducing large deformations, might be compared with the compression of 
the raised fibres in cloth, also inducing large deformations. Finally, the third stage 
corresponding to the crushing of the cell walls against each other might be compared to the 
crushing of the cloth fibres of the woven backing layer against each other. This analogy was 
considered when developing the cloth covered ball FE model. 
 
In Figure 5.19, average load-compression curves are shown for all specimens tested with the 
fibres in three different orientations described in the methodology section. Specimens 1 and 2 
had a 0 degree orientation, specimens 3 and 4 had a 45 degree orientation, and specimens 5 
and 6 had a 90 degree orientation. Although it appears that the cloth gets stiffer as the 
orientation angle is increased, the data was considered too scattered to draw any meaningful 
conclusion related to material directionality. Therefore, cloth compressibility was assumed to 
be isotropic. 
 
It should be noticed that the compression tests were performed on specimens composed of the 
woven backing layer and the raised fibre layer, since it would have been very difficult to 
perform compression tests on the raised fibre layer only. As explained previously, the 
compressive behaviour of the cloth can only be represented in one of the layers in the FE 
model and a small error may have been introduced when creating the model. 
 
 
 
 
 
 
 
5.3.5 Choosing the Appropriate Material Models 
5.3.5.1 Tensile Layer Fit 
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Figure 5.20: Comparison of test data and plane stress orthotropic 
elastic material model 
 
Figure 5.20 shows a comparison of the experimental data obtained from the tensile tests and 
the plane stress orthotropic elastic material model data. The material model data were 
obtained by simulating the tensile test on one shell element with a 1 mm thickness and a 0.5 
Poisson’s ratio which was needed to account for cloth shrinkage during tension, as seen in 
Figure 5.10. The following initial coefficient values were determined from the simulated 
tensile tests: 
 
1800000001 E                                                 (5.5) 
583289912 E                                                  (5.6) 
2500000G                                                    (5.7) 
5.0                                                        (5.8) 
 
As already mentioned, the plane stress orthotropic elastic material model gave accurate 
results in a soccer ball simulation by Price (2005), and it can be seen from Figure 5.20 that 
the anisotropic tensile behaviour of tennis ball cloth is reasonably approximated using the 
same material model. 
5.3.5.2 Compressive Layer Fit 
In order to check the validity of the hyperfoam model previously used in tennis ball FE 
models, the compression test performed on the cloth specimens were simulated using one 
element with a Poisson’s ratio of 0. As explained by Allen et al. (2007), a zero Poisson’s ratio 
makes “the behaviour of the material a one dimensional law in which the behaviour under 
uniaxial loading is assumed not to be significantly coupled in the transverse direction.” 
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Figure 5.21 shows a comparison of the compression test data and data from hyperfoam 
material models with different expansion values (N) for the strain energy equation. The 
hyperfoam models with N=2 and N=3 show the best fit, however, since a tuning process 
similar to the one used for the core model is needed to accommodate for strain rate effects, a 
low N value is desirable. Therefore, the hyperfoam model with N=1 was considered to be 
appropriate and was also used by Cordingley.  
 
 
Figure 5.21: Comparison of compression test data and different 
hyperfoam material models 
 
 
The material model that was developed for the compressive layer involved the other 
hyperelastic models and similar to the rubber definition for the core, the test data were used 
in the FE model to evaluate the coefficients of the hyperelastic models. Once again, the 
reduced polynomial material model with N=2 was found to be the most appropriate and the 
comparison with the test data is shown in Figure 5.22. 
 
This initial stage created material models that gave good approximations to the low strain rate 
tension and compression tests data, and these were then used to develop the complete ball 
model. 
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Figure 5.22: Comparison of compression test data and the reduced 
polynomial model with N=2 
 
 
5.3.6 Tuning of the Material Properties 
 
Since the rubber core model was validated for impact velocities ranging from 15 to 50 m/s in 
chapter 4, the composite ball also used normal impacts performed over the same velocity 
range using an air cannon to enable the coefficients of the material model to be matched to 
the experimental values of COR, squashed and bulge dimensions, and impact time.  
 
The first model was developed using the plane stress orthotropic elastic material model for 
the shell elements and the hyperfoam material model for the solid elements. In order to 
account for strain rate dependency and energy loss, the coefficients of both material models 
had to be adjusted and an artificial Beta damping factor included. In the anisotropic tensile 
layer (the shell elements), the coefficients were multiplied by a factor of approximately 5, and 
the resulting curve is shown in Figure 5.23. The final coefficient values of the orthotropic 
material model are 
8000000001 E                                               (5.5) 
2769230772 E                                               (5.6) 
15384615G                                                 (5.7) 
5.0                                                      (5.8) 
Test Data (red line) 
Reduced Polynomial Model 
N=2 (blue line) 
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Figure 5.23: Final model values compared with initial values and test data 
 
 
 
Tuning was also performed on the hyperfoam model coefficients. However, the energy loss 
could not be modelled using Beta damping as the solution became unstable. This could be 
due to the fact that a very high Beta value was needed since Beta damping is stiffness 
proportional and the value related to the stiffness in the hyperfoam model had to stay quite 
low. As the Beta value is increased, the number of increments needed to complete the 
simulation considerably increases, which makes the solution unstable due to the accumulation 
of round-off errors. Additionally, high Beta values significantly increase the running time.  
 
While DMA testing could provide information to incorporate energy loss into the model 
using a viscoelastic material model, the reduced polynomial material model was chosen to 
represent cloth compressibility. This material model had already been used for the rubber 
core model, and proved to give acceptable results when the 10C  value was tuned to account 
for the strain rate effects. The curve obtained after tuning the coefficients is shown in Figure 
5.24 and yielded the following: 
50000010 C                                                (5.9) 
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001382.01 D                                            (5.11) 
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0019999.0                                           (5.13) 
 
 
Figure 5.24: Comparison of test data and the final compression model 
data obtained after tuning the material properties 
 
In conclusion, it can be seen that the cloth is highly strain rate dependent and behaves more 
stiffly at the high strain rates seen in tennis ball impacts. 
 
 
5.4 Cloth Material Model Validation 
5.4.1 Methodology 
 
The cloth model validation used high speed video to record normal impacts at 15, 20, 25, 30, 
35, 40, 45 and 50 m/s using an air canon. Six complete balls were kept at a temperature of 20 
degrees Celsius for 24 hours and then pre-compressed before being tested. Six impacts were 
recorded at each velocity, and COR, squashed and bulge dimensions (see Figure 3.5), and 
impact time were measured using Image Pro software. The experimental results were then 
compared with the values obtained from the model, and are shown in Figures 5.26 to 5.29. A 
visual check showing a time sequenced comparison of high speed video complete ball motion 
and FE model was also performed for an impact at 30 m/s and is shown in Figure 5.30. 
 
 
Initial Test Data (red line) 
Tuned Model Compression 
Data (blue line) 
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5.4.2 Results 
 
Comparisons of Experimental and Simulated Data 
Figures 5.26 to 5.29 show experimental and modelled results for COR, impact time, squashed 
and bulge dimensions for a range of inbound velocities and two different impact locations as 
defined in Figure 5.25. Figure 5.30 shows a comparison of high speed video complete ball 
motion and FE model at similar time intervals. 
 
Figure 5.25: Two different impact 
locations 
 
 
Figure 5.26: Comparison of COR values for experimental and simulated data 
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 Figure 5.27: Comparison of impact times for experimental and model data 
 
 
 
Figure 5.28: Comparison of squashed dimension for experimental and model data 
 
 
 
 
 Figure 5.29: Comparison of bulge dimension for experimental and model data 
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Figure 5.30: Time sequenced analysis of ball motion for an impact (location 1 in 
Figure 5.25) at 30 m/s with the model on the left and the experiment on the right 
0.6 ms 
1.8 ms 
2.4 ms 
3 ms 
3.6 ms 
(a) 
(b) 
(d) 
(c) 
(e) 
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5.4.3 Discussion 
 
The same trends as the rubber core results can be seen for those of the complete ball. More 
precisely, Figures 5.26 to 5.28 show that increasing the inbound velocity results in a decrease 
in the COR, impact time and squashed dimension. Figure 5.29 shows that the bulge 
dimension increases with inbound velocity. 
 
Figures 5.26 to 5.29 show the experimental data compared with the simulated data with the 
ball impacted at two different locations relative to the dumbbells, impact location 1 and 
impact location 2 (Figure 5.25). It can be seen that the COR values are very similar for both 
sets of data. However, impact time and deformation values are slightly affected by impact 
location which could indicate that anisotropy of the tensile layer affects ball deformation. For 
example, although differences are small, the simulated ‘impact location 2’ data is consistently 
higher than the ‘impact location 1’ data for the squashed dimension and lower than the 
‘impact location 1’ data for the bulge dimension, maybe indicating that the ball is stiffer 
when impacted at point 2. 
 
Although the impact time is somewhat underestimated for impacts below 25 m/s, it can be 
seen that the simulated data matches the experimental data very well. In fact, simulated data 
fall within 7 % of the experimental data for speeds ranging from 15 m/s to 35 m/s. Slightly 
higher percentage errors were observed in the squashed dimension values after 35 m/s, but 
this might be due to human error in the analysis of the high speed video images since the 
frame rate was not increased for higher velocity impacts. Additionally, by the time the balls 
were tested at high velocities, they had fluffed up a little which made precise deformation 
measurements difficult to obtain.  
 
The validity of the model was confirmed by comparing the model images with the 
experimental images at regular time intervals for an impact at 30 m/s, as shown in Figure 
5.30. The ball was impacted at point 1 (Figure 5.25) such that the ball seam would be 
oriented the same way in both image sets. Once again, the model can be seen to match the 
experimental results very well. The effect of cloth anisotropy is clearly visible in images 
5.30(b) and (c) as the ball deformation is asymmetric.  
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If the cloth was isotropic, the ball would bounce normally  
(for a normal impact) to the ground with αd (defined in  
Figure 5.31) equal to zero, and the ball centre node would  
not have any velocity in the V1 direction. However,  
Figures 5.32 to 5.35 show the ball centre node displacement  
and velocity in the V1 direction, and it can be seen that the 
ball deviates towards the right (positive displacement U1 
and velocity V1) for impact location 1 and slightly to the 
left (negative displacement U1 and velocity V1) for impact location 2. Figures 5.32 and 5.33 
correspond to an impact at 20 m/s whereas Figures 5.34 and 5.35 correspond to an impact at 
35 m/s. In order to evaluate the significance of the ball deviation, the angle αd was calculated 
for each impact based on velocities V2 and V1 (Figure 5.31) and the results are shown in 
Table 5.1. Impact location 1 results in deviations to the right up to a 1.52 degree angle for an 
impact at 35 m/s whereas impact location 2 results in smaller deviations to the left with 
angles around 0.5 degrees. Knudson (1991) also studied ball rebound accuracy based on 
string tension and impact location and found a variance of ±2.5 degrees in ball rebound angle. 
Although Knudson suggests that the variation in rebound angles is due to string tension and 
impact location, it is interesting to note that the results are similar to the deviation angle 
values found by impacting the ball onto a rigid plate, which might indicate that Knudson’s 
deviation angles are partly a result of the anisotropic ball properties. These findings could 
have a significant effect on the game as tennis shots trajectory and length might be altered 
depending on the angle of deviation, and further work related to the effect of cloth fibre 
orientation on rebound deviation angle is described in Chapter 8. 
 
 
Figure 5.32: Ball displacement in U1 direction for an impact at 20 m/s 
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 Figure 5.33: Ball velocity in V1 direction for an impact at 20 m/s 
 
 
Figure 5.34: Ball displacement in U1 direction for an impact at 35 m/s 
 
 
 
 Figure 5.35: Ball velocity in V1 direction for an impact at 35 m/s 
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Table 5.1: Angle of ball rebound deviation for normal impacts at 20 m/s and 35 m/s 
 Impact Velocity (m/s) V1 V2 Deviation Angle αd(deg) 
Impact Location 1 20 0.35 12.97 1.52 
Impact Location 2 20 -0.12 12.96 0.52 
Impact Location 1 35 0.28 17.22 0.94 
Impact location 2 35 -0.15 17.67 0.48 
 
It can be concluded that cloth anisotropy should not be neglected when developing a tennis 
ball FE model as it appears to affect ball deformation. It has been seen that the ball can 
deform asymmetrically depending on the impact location, which might affect ball rebound 
consistency and ball flight. Therefore, the development of an isotropic cloth could be an 
improvement on current ball design and might be worth considering for future work. 
However these impacts are normal, oblique impacts may indicate that shear stresses could be 
a significant consideration. 
 
5.5 Validation of Cloth Covered Ball Oblique Impacts 
 
While normal impacts were used to develop the material models of a cloth covered tennis 
ball, all impacts in tennis are oblique and it is therefore necessary to study ball behaviour 
during oblique impact. Having analysed ball deformation, impact time and normal COR for 
normal impacts, the main characteristics to consider in oblique impacts are spin generation 
and outbound tangential velocity which are both affected by friction. 
 
Cordingley (2002) states that friction arises from two sources: adhesion and deformation. 
However, fabric friction is complicated further due to many factors such as surface finish, 
fibre type, type of blend, yarn structure, fabric structure, crimp height and compressibility. 
Das et al. (2005) studied the characteristics of woven fabrics through fabric-to-metal and 
fabric-to-fabric experiments. It was found that fabrics with high contents of cotton fibres 
produced higher coefficients of friction, and fabric-to-metal friction appeared less sensitive to 
fabric morphology and rubbing direction than fabric-to-fabric friction. More precisely, the 
coefficients of friction along the warp and weft directions of the fabric were almost identical 
when rubbed against a metallic surface. Additionally, the normal load and frictional force 
were found to follow a logarithmic relationship for all the tested fabrics.  
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The constituting fibres, the type of weave and surface finish of tennis ball cloth therefore 
affect the frictional behaviour of the ball with the court and racket strings, and a friction 
model was developed to study oblique ball impact characteristics using both experimental 
and finite element methods. 
 
5.5.1 Experimental Oblique Impacts 
5.5.1.1 Methodology 
In order to develop a model for the friction of tennis ball cloth during impact, oblique tennis 
ball impact experiments were performed and the effects of cloth on post impact 
characteristics of the ball were analysed. 
 
Similarly to the normal impact experiments described previously, six complete balls were 
kept at a temperature of 20 degrees Celsius for 24 hours and pre-compressed before being 
tested. Each ball was impacted against a rigid plate with zero spin using an air canon at 
velocities ranging from 15 to 50 m/s. The rigid plate was oriented at two different angles of 
60 and 75 degrees as shown in Figure 5.36, and six impacts were recorded at each velocity 
and each angle using a high speed video camera. The range of angles was limited by the 
physical extent of the impacting surface of the rigid plate. A rate of 10,000 frames per second 
was used to accurately determine outbound normal and tangential ball velocities, spin rate 
and impact time. In order to measure spin, each ball was marked with circumferential lines in 
the three Cartesian planes prior to testing, as shown in Figure 5.36, and the two dimensional 
rotation of the ball in the plane of view was determined by constructing a line from the ball 
centre to a fixed point on the edge of the ball. The frame rate was then used to calculate the 
corresponding spin rates.  
 
 
Figure 5.36: Oblique impact  
at a 60 degree angle 
60 
deg 
Circumferential 
lines 
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5.5.1.2 Results 
The normal and tangential CORs were considered to be independent from each other, and the 
results were plotted as a function of tangential velocity only. Balls were impacted with zero 
initial spin, and Figure 5.37 shows the resulting outbound spin rates for impacts at 60 degrees 
and 75 degrees. Since friction slows down the ball’s tangential velocity and induces spin, the 
tangential COR (CORt) can be defined as the ratio of outbound total energy (translational and 
rotational energies) over inbound total energy (translational energy only, since the initial spin 
is zero). A formula for CORt is proposed in eq. (5.14), and the results are plotted in Figure 
5.38. 
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                                          (5.14) 
where 
1x
v  is the inbound tangential velocity, 
2x
v is the outbound tangential velocity, I is the 
moment of inertia of the ball, and ωout is the outbound spin rate. Figures 5.39-41 show the 
outbound translational and rotational energies for impacts at 60 degrees and 75 degrees. 
 
 
Figure 5.37: Spin rate as a function of tangential inbound velocity 
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Figure 5.38: Tangential COR as a function of inbound tangential velocity 
 
 
Figure 5.39: Outbound translational energy as a function of inbound  
tangential velocity 
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Figure 5.40: Outbound rotational energy as a function of inbound  
tangential velocity 
 
 
 
Figure 5.41: Outbound rotational and translational energies as a function of  
inbound tangential velocity 
 
5.5.1.3 Discussion 
It can be seen in Figure 5.37 that the spin rate increases linearly with inbound tangential 
velocity. Additionally, it appears that impacts at different angles having the same tangential 
velocities result in the same spin rate. This finding confirms that normal inbound velocity 
(which increases as the incident angle increases) has no effect on spin rate generation. As 
explained by Cross (2002a), nearly all the spin imparted to a tennis ball occurs during the 
sliding phase, and the gripping or ‘biting’ action simply maintains this spin. Table 5.2 shows 
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that all spin ratios (defined as ωout r/
2x
v ) are above unity which means that the ball gripped 
the surface in all cases.  
 
Table 5.2: Spin ratio calculations for oblique impacts 
75 deg   60 deg 
Vx2 
(m/s) 
Spin 
(rpm) 
Spin 
Ratio   
Vx2 
(m/s) 
Spin 
(rpm) 
Spin 
Ratio 
1.43 645.05 1.57   2.59 1258.27 1.70 
2.23 804.98 1.26   3.93 1552.80 1.38 
2.49 898.17 1.26   5.10 1918.54 1.32 
2.89 1048.27 1.27   6.37 2206.24 1.21 
4.03 1300.58 1.13   7.71 2416.84 1.10 
 
 
Figure 5.38 shows that the tangential COR is constant with a value of about 0.6 for the range 
of chosen tangential inbound velocities. This value indicates a significant energy loss that 
might be due to a combination of factors such as friction, cloth deformation, heat and sound. 
 
As expected, Figures 5.39 and 5.40 show that both translational and rotational energies 
increase with increasing inbound tangential velocity. In order to analyse the significance of 
each energy type in the outbound results, the outbound translational and rotational energy 
data were plotted in Figure 5.41 for an impact at 60 degrees. It is seen that translational and 
rotational energies share similar values for all tangential inbound velocities, which implies 
that the inbound energy is equally divided between each energy type. 
 
 
5.5.2 Finite Element Oblique Impacts Validation 
 
Several friction models are available in ABAQUS/Explicit. The basic Coulomb friction 
model relates the maximum allowable frictional stress to the contact pressure between the 
bodies. It also provides the option to define static and sliding coefficients of friction with a 
transition zone defined by an exponential curve, as shown below in Figure 5.41. It is possible 
to control the stick/slip behaviour of the contacting bodies by introducing a shear stress limit 
which represents the maximum shear stress that can be carried by the interface before the 
surfaces begin to slide. Another model defined as ‘rough’ eliminates frictional slip when 
surfaces are in contact (Abaqus, 2008).  
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Figure 5.41: Exponential decay friction model (Abaqus, 2008) 
 
 
Cordingley (2002) used a Coulomb friction model with static and sliding coefficients of 
friction and exponential decay which resulted in acceptable results regarding spin rate and 
normal and tangential COR values. Therefore, a similar friction model was used to develop 
the oblique impact FE simulation.  
 
Using the results from the oblique impact experiments, a coefficient of sliding friction could 
be calculated for each incident angle based on Cross’ equation discussed in Chapter 2 (eq. 
2.9) and repeated here for purpose of clarity: 
)tan()1(1 1
1
2  COR
v
v
x
x                                              (2.9) 
where 
2x
v and 
1x
v are the tangent outbound and inbound velocities, respectively,  is the 
coefficient of sliding friction and 1  is the angle of incidence. While this equation 
underestimates the coefficient of sliding friction for large angles of incidence, it was used as 
an estimate in the development of the FE oblique impact model and Figure 5.42 shows the 
relationship between sliding COF and incident angle. It can be seen that the sliding COF 
decreases linearly with increasing incident angle with values of 0.07, 0.1 and 0.21 for 
incident angles of 80, 75 and 60 degrees. A static COF of 0.54 previously used in the normal 
impact model was also used in the development of the oblique impact model. 
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Figure 5.42: Coefficient of sliding friction relationship with incident angle 
 
 
Figures 5.43-45 show experimental and simulated data for spin rate, tangential outbound 
velocity and normal outbound velocity at inbound speeds ranging from 15 to 50 m/s and an 
incident angle of 60 degrees. 
 
 
 
Figure 5.43: Comparison of spin rate values for experimental and simulated data at an 
incident angle of 60 degrees 
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Figure 5.44: Comparison of tangential outbound velocity values for experimental and 
simulated data at an incident angle of 60 degrees 
 
 
 
Figure 5.45: Comparison of normal outbound velocity values for experimental and 
simulated data at an incident angle of 60 degrees 
 
 
0
2
4
6
8
10
12
14
16
0,00 10,00 20,00 30,00 40,00 50,00 60,00
Vo
ut
x (
m
/s
)
Vin (m/s)
Tangential Outbound Velocity
Experimental Data
Simulated Data
0
5
10
15
20
25
0,00 10,00 20,00 30,00 40,00 50,00 60,00
Vo
ut
y (
m
/s
)
Vin (m/s)
Normal Outbound Velocity
Experimental Data
Simulated Data
 113
It can be seen that the simulated spin rate results match the experimental results really well 
for inbound velocities up to 35 m/s (Figure 5.43). However, at higher velocities, the spin rate 
seems to become constant with a value of about 2400 rpm, which is much lower than the 
experimental results. In fact, it seems that the FE ball loses energy by deforming more than it 
should which might explain the low spin rates at high velocities. On the other hand, Figures 
5.44 and 5.45 show that experimental and simulated data match very well for all inbound 
speeds. The outbound tangential velocity being highly dependent on friction, the results 
shown in Figure 5.44 confirm the validity of the friction model. As a conclusion, the cloth 
covered ball model can be validated for speeds up to 35 m/s which is an improvement on any 
existing FE ball model. 
 
5.6 Conclusions 
 
A tennis ball model simulating both normal and oblique impacts has been validated for 
speeds up to 50 m/s for normal impacts and 35 m/s for oblique impacts. The cloth anisotropic 
properties were found to have a significant effect on ball deformation during impact and ball 
rebound angles. While normal impacts allowed for COR, ball deformation and impact time to 
be measured, oblique impacts were mainly used to analyse friction and spin generation. A 
friction model including both sliding and static friction was found to result in accurate 
tangential velocities for speeds up to 50 m/s. The accuracy of this tennis ball model allows 
for ball-racket impacts to be analysed using FE, as will be shown in the following chapter.  
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CHAPTER 6 
Ball-Racket Interaction Study 
 
 
The previous chapters describe the development of a tennis ball model impacting a rigid 
surface. However, all tennis shots involve ball-string interactions and it is therefore essential 
to understand the ball deformation mechanisms when the ball impacts a tennis racket. 
Additionally, tennis equipment manufacturers continuously seek technological improvement, 
and the use of a FE ball-racket impact would represent an easy and cost effective method to 
determine the factors influencing ball bounce off the strings. 
 
The aim of this chapter is to develop a FE model of a tennis ball-racket impact using a FE 
racket model developed by Weir (2011). 
 
6.1 Background 
Many authors have focused their tennis ball studies on the deformation mechanisms 
occurring during impacts with rigid surfaces (Brody, 1987; Cross, 2002b; Cordingley, 2002; 
Allen et al., 2007). However, very few have studied the ball interaction with the strings, 
which is a much more complex type of impact since both the strings and the ball deform 
simultaneously.  
 
Allen et al. (2008a) developed a FE model of a tennis racket string bed and looked at rebound 
spin, outbound angle and outbound velocity for oblique impacts. The results were found to be 
in good agreement with experimental values, which were obtained by firing spinning balls 
onto a head-clamped racket. In a subsequent study (2009), the authors used the FE model to 
show that racket stiffness had no influence on the rebound characteristics of the ball when 
simulating oblique spinning impacts at the geometric string bed centre.  
 
Weir (2011) also modelled racket-ball oblique impacts using a ball model developed by 
Sissler et al. (2010) to look at spin generation. It was found that increasing the angle of 
incidence (90 degrees being a normal impact) results in higher impact forces and hence 
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higher ball deformation. Additionally, the ball can experience both sliding and biting during 
the impact depending on the incident angle. Weir found that the sliding phase is not present 
for incident angles steeper than 40 degrees. 
 
6.2 FE Modelling of Ball Racket Oblique Impacts 
6.2.1 Friction in Ball Racket Impacts 
 
When a tennis ball impacts a racket, two different models of friction have to be analysed. The 
first one results from the interaction of the ball with the string bed whereas the second one 
involves string to string contacts.  
 
The role of friction in ball racket impacts is a complex topic as friction determines ball spin 
and tangential velocity after impact. As explained in Chapter 2 (Section 2.3.1.5), a tennis ball 
is usually subjected to both sliding and rolling (or ‘biting’) friction depending on the angle of 
incidence. Many authors assume that a tennis ball impacting a racket always bites the strings, 
which implies that increasing the COF would have no effect on the generation of spin. 
However, Cross (2002b) has developed a mathematical model in which both coefficients of 
static and sliding friction are present during a ball racket impact, and showed that both 
friction types have some influence on ball spin generation. 
 
Banwell (2009) measured the coefficient of sliding friction of tennis ball cloth against a string 
bed using a tribometer, as shown in Figure 6.1. The drum was wrapped in tennis ball cloth 
and the sample tray was replaced with a small square string bed. The following equation was 
then used to obtain the coefficient of sliding friction  : 
N
rF
N
F T /                                                       (6.1) 
The normal force N was measured from compression tests on whole tennis balls as well as 
experimental oblique impacts recorded with a high speed video camera. Banwell found that a 
more deformable string-bed leads to a reduction in COF with values varying between 0.43 
and 0.52 depending on string type and string bed pattern. 
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Figure 6.1: Schematic of the tribometer used by Banwell (2009) 
 
Weir (2011) performed a set of experiments using an Instron machine and a weighted sled 
allowing both ball to string and string to string COF to be determined. Figure 6.2 shows a 
schematic of the experimental set-up used by Weir to measure the ball to string COF. The 
string to string COF was measured by replacing the cloth platform with a tennis string pulled 
to different tensions. It should be noted that this method only measures strings pulled in the 
axial direction. In real impacts, there will also be strings that move laterally relative to tennis 
cloth. The ball to string COF values were found to range from 0.19 to 0.53 whereas the string 
to string COF values ranged between 0.12 and 0.22 depending on string type and string 
tension, with higher tension resulting in a reduction of the COF. Therefore, Weir showed that 
different friction models (ball to string and string to string) have to be used to accurately 
simulate ball racket impact using FE. 
 
 
Figure 6.2: Experimental set-up for the ball to string COF 
measurement (Weir, 2011) 
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6.2.2 Ball Racket Interaction during Oblique Impacts 
 
Weir’s initial tennis racket FE model, shown in Figure 6.3, includes a string bed composed of 
18 main gut strings woven into 20 cross gut strings. The string to string interaction was 
modelled using a surface to surface contact definition in ABAQUS with a coefficient of 
friction of 0.1. Connector elements were used to introduce loads on the strings representative 
of the string bed tension. The racket model was validated by analysing the deflection shape of 
the strung racket compared with its unstrung state, and the string bed stiffness was validated 
using tensile tests performed at different locations on the string bed. The author also used 
modal analysis to ensure a dynamic validation of the tennis racket model (Weir, 2011). In 
order to reduce computational time, oblique impacts were simulated with a smaller string bed 
composed of 10 main strings woven into 9 cross strings, as shown in Figure 6.4. This string 
bed configuration was also used by Weir to perform experimental normal impact tests. 
 
 
  
Figure 6.3: FE racket 
model (Weir, 2011) 
Figure 6.4: FE ball racket model used in oblique 
impact simulations 
 
 
An impact at 28 m/s with a 67 degree incident  
angle (defined in Figure 6.5) and no inbound spin  
was chosen for analysis. These values of inbound  
velocity and incident angle were considered to  
correspond well with those employed in play  
(Allen, 2009).  Figure 6.6 shows the stress contours  
on the racket strings and ball, with the grey areas  
corresponding to high stress levels. 
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Figure 6.6: Stress contour on the strings and ball at start of impact (a), half-way through 
the impact (b), and end of impact (c) 
 
 
In order to study the effect of incident angle and ball to string friction on ball rebound 
velocities and spin, several simulations were run using different friction values and incident 
angles. The results are shown in Table 6.1. 
 
 
 
 
 
(a) 
(c) 
(b) 
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Table 6.1: Effect of incident angle and friction on ball bounce characteristics 
Incident Angle 
(deg) 
Vin 
(m/s) 
Vinx 
(m/s) 
Viny 
(m/s) 
Voutx 
(m/s) 
Vouty 
(m/s) 
COF 
(static) 
COF 
(sliding) 
Spin 
(rpm) 
67 28.00 10.94 25.77 5.64 19.93 0.54 0.20 1419 
67 28.00 10.94 25.77 5.59 19.91 0.20 0.20 1484 
60 28.00 14.00 24.25 6.58 19.32 0.54 0.20 2001 
60 28.00 14.00 24.25 7.27 19.43 0.20 0.20 1999 
  
 
As expected, it is seen that increasing the tangential inbound velocity (by decreasing the 
incident angle) results in an increase in the outbound spin rate. More precisely, an increase of 
about 3 m/s in tangential inbound velocity corresponds to a 500 rpm increase in the outbound 
spin rate. However, modifying the static COF value did not seem to affect outbound spin. 
Allen (2009) found similar results, however, he explains that a higher COF causes the ball to 
overspin earlier during the impact due to larger horizontal forces. The COF values did not 
have a noticeable effect on tangential outbound velocity for the 67 degree angle. However, a 
lower static COF value for the 60 degree angle resulted in a higher tangential outbound 
velocity. Also, as was explained in the previous chapter, the normal COR is independent 
from incident angle or any tangential ball motion, and this is confirmed in Table 6.1 since 
altering the COF values did not have any significant effect on normal outbound velocity. 
 
 
6.3 Conclusions 
The tennis ball model developed in Chapters 4 and 5 has been used to simulate oblique 
impacts with a tennis racket. The normal COR was found to be independent from any 
tangential outbound characteristics, which allowed for the effects of friction on outbound spin 
rate and tangential velocity to be analysed. The static COF value did not appear to have any 
effect on outbound spin. Increasing the inbound tangential velocity resulted in an increase in 
both outbound tangential velocity and spin rate. 
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CHAPTER 7 
Aerodynamic Testing of New Cloth Seam Configurations 
 
 
 
While tennis ball impacts with the ground and the racket are significant aspects of a tennis 
shot, they only last a few milliseconds and the ball spends around 98% of the time travelling 
through the air. Over the recent years, tennis players have developed new types of shots 
giving either ‘topspin’ or ‘backspin’ to the ball in order to control its flight. The effects of 
spin on ball trajectory are due to aerodynamic forces acting on the ball, and it is essential to 
develop products that ensure consistency of ball speed, spin and flight. Although the ITF 
rules mention that tennis balls must have a uniform outer surface with a fabric cover and 
stitchless seams, there is no regulation regarding the aerodynamic properties of tennis balls or 
the design of the cloth panels. This chapter concentrates on the development of a wind tunnel 
experimental method for obtaining force data on spinning tennis balls. This method is used to 
compare balls with different seam configurations, firstly on solid additive manufacture (AM) 
balls made of resin, and secondly on tennis ball prototypes (made of pressurised rubber cores 
and cloth), and evaluate the effect of cloth seam configuration on ball performance. The 
obtained aerodynamic data is then used in a flight model that predicts the trajectory of each 
ball for the range of shots observed in professional tennis.  
 
 
7.1 Background 
 
In all ball sports such as football, baseball, cricket or tennis, the ball is subjected to 
aerodynamic effects that influence the ball’s trajectory. As described in section 2.3.2 
(literature review of ball aerodynamics), during flight, the ball is subjected to a drag force 
(eq. 7.1) that depends on drag coefficient, frontal area, fluid velocity and fluid density and a 
lift force (eq. 7.2) that depends on lift coefficient, frontal area, fluid velocity and density. 
2
2
1 AvCF DD                                                   (7.1) 
2
2
1 AvCF LL                                                   (7.2) 
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where CD = f(ω/v, Re) and CL = f(ω/v, Re) where ω is the spin rate (Armenti, 1992).While 
the drag force relates to air resistance, the lift force is a resultant of the spin imparted to the 
ball by the player. According to Brody et al. (2002), the lift coefficient for a spinning tennis 
ball is defined as follows: 
 
     (7.3) 
 
where R is the ball’s radius. Another study on spinning baseballs (NASA, 2011) defined the 
theoretical lift force (Ltheoretical in eq. 7.4) of a spinning ball using an integration method. 
 
      (7.4) 
 
The phenomenon of producing lift by the rotation of a solid body is called the Magnus force 
and as explained in section 2.3.2, ‘topspin’ creates a downward force that makes the ball dive 
into the court whereas ‘backspin’ causes the opposite behaviour. The force due to ball spin is 
always perpendicular to both the velocity vector and the spin axis, and is referred to as lift 
force throughout this chapter.  
 
The flight of sports balls has been of interest for many years and many papers on the testing 
of balls have been published. A major study done in the 1970’s by Achenbach (1972) 
provides benchmark data for a non rotating smooth (polished aluminium) sphere, 200 mm in 
diameter, tested at a Reynolds number range of 5×104 to 6×106. The plot of drag coefficient 
versus Reynolds number showing the changing flow regimes over smooth and rough spheres 
initially defined by Achenbach has been widely used in the literature and is shown in Figure 
7.1.  
R
vCL


2
1
)4(
3
4 32 vRL ltheoretica 
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Figure 7.1: Flow regimes over smooth and rough spheres 
(Steele, 2006) 
 
 
A review of tennis ball aerodynamics by Metha et al. (2008) states that the flow over a new 
tennis ball is generally in the transcritical regime, where the drag coefficient is almost 
independent of Reynolds number. The authors also mention that the drag coefficient varies 
between 0.55 and 0.65 for new tennis balls with no spin subjected to air velocities ranging 
from 60 to 140 km/h. Additionally, a study conducted by Alam et al. (2004) indicates that the 
cloth seam orientation has no significant effect on drag force for air velocities above 80 km/h. 
For spinning balls, the data is usually presented in function of a non-dimensional spin ratio S 
which is defined as the ratio of ball rotational velocity to its linear velocity (ωR/v). According 
to Goodwill et al. (2004), both lift and drag coefficients increase with spin rate, and drag 
coefficient values vary between 0.6 and 0.8 whereas lift coefficient values go up to 0.3 for 
velocities up to 180 km/h and spin ratios up to 0.4. The significance of ball spin was also 
highlighted in a study on tennis ball wear by Steele (2006) in which it is suggested that wear 
does not have much effect on lift force and that spin eliminates ball performance differences 
with respect to drag and lift coefficient values.   
 
There are a number of factors that may influence tennis ball aerodynamic performance. For 
example, the permissible variation in a tennis ball diameter (65.41-68.58 mm (ITF, 2008b)) 
represents up to 10% change in the projected area and therefore a potential 10% difference in 
aerodynamic load. Other factors such as surface material, seam depth and consistency as well 
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as cloth panel/seam configuration may also influence ball flight. Gaining an understanding of 
these parameters will allow for a new tennis ball with controlled and enhanced aerodynamic 
properties to be designed. As mentioned in section 2.3.2, a wide range of methods have been 
used in the aerodynamic testing of sports balls. The method used in this study is similar to the 
one used by Passmore et al. (2007) in which an AM soccer ball with a traditional football 
seam configuration, a soccer ball with the same seam configuration as the AM ball, and three 
real soccer ball prototypes with new seam configurations were spun on a motorised sting in a 
wind tunnel. The different ball constructions were shown to produce different aerodynamic 
performance and had a significant effect on ball trajectory.   
 
7.2 Wind Tunnel Experimental Setup 
An experimental method was developed to obtain force data on spinning AM tennis balls as 
well as tennis ball prototypes of various cloth panel/seam configurations. The open circuit 
wind tunnel used for this experiment was originally developed for scaled automotive and 
aeronautical testing. The aerodynamic balance was a six-axis under-floor virtual centre 
balance with quoted accuracies of ±0.012N for drag force and ±0.021N for lift force. The 
tunnel had a large working section of 1.92m×1.32m×3.6m that eliminated the blockage 
effects that can occur in smaller tunnels. The maximum working speed of 45 m/s allowed for 
tennis balls to be tested at speeds encountered in professional play. The working section 
turbulence intensity was approximately 0.2% and the velocity variation at the midpoint was 
less than 0.2%. 
 
A diagram of the ball spin apparatus as well as a picture of a regular tennis ball in the 
working section are shown in Figure 7.2. Each ball was supported from below and mounted 
on a 10 mm shaft which was connected to a 20 mm shaft leading to the motor and bearing 
assembly. A 10 mm shaft was chosen to ensure minimal effect of out of balance forces. To 
provide a secure mounting on the shaft, each regular tennis ball was filled with a two-part 
poly-urethane expandable foam drilled to accommodate the shaft. The motor had a maximum 
speed of 4500 rpm, and the balance of each ball was tested by monitoring the vibration of the 
motor-bearing assembly. It was concluded that the spin rate should not exceed 2000 rpm for 
the AM balls and 2500 rpm for the real tennis ball prototypes.  
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   Figure 7.2: Ball spin apparatus and regular tennis ball in situ 
 
 
7.3 Testing of Solid Additive Manufacture (AM) Balls 
Six AM balls with a 66.8 mm diameter were tested at speeds ranging from 10 to 40 m/s in 
increments of 5 m/s and at spin rates of 1000, 1500 and 2000 rpm. Table 7.1 shows the balls 
with the different panel configurations used in this experiment. The seams of the AM balls 
had a depth of 1 mm and a width of 3 mm, which corresponds to the cloth seam dimensions 
of traditional tennis balls. A hundred data samples were taken over a 20 second period for 
each run, and the software internally averaged the forces to give mean drag and lift force 
values. The support interference was measured separately by positioning the ball in its usual 
location but independently from the support, and the support data (including both drag and 
lift force measurements on the spinning support) were then subtracted to yield drag and lift 
ball forces.  
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Table 7.1: Balls used in the experiment 
Ball Type Number of Panels Total Seam Length (mm) Picture 
 
 
1 - (AM) 
Smooth Ball 
 
 
1 
 
 
0 
 
 
 
2 - (AM) 
Tennis Ball 
 
 
2 
 
 
296.76 
 
 
 
3 - (AM) 
Tetrahedral Ball 
 
 
4 
 
 
382.86 
 
 
 
 
4 - (AM) 
Cubic Ball 
 
 
6 
 
 
493.32 
 
 
 
 
5 - (AM) 
Octahedral Ball 
 
 
8 
 
 
629.52 
 
 
 
 
6 - (AM) 
Dodecahedral Ball 
 
 
12 
 
 
731.10 
 
 
 
7.3.1 Experimental Method Validation 
 
Figures 7.3 and 7.4 show the aerodynamic data obtained during the tests on the AM smooth 
sphere. In order to ensure the validity of the experiment, the results were compared with data 
from Maccoll, Davies and Steele, available in the literature. 
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Figure 7.3: Drag coefficient as a function of spin ratio for the smooth sphere 
 
Figure 7.4: Lift coefficient as a function of spin ratio for the smooth sphere 
 
It can be seen that the smooth sphere results are in good agreement with data found in the 
literature. More precisely, the drag coefficient values are slightly higher than Maccoll’s and 
slightly lower than Steele’s with values ranging from 0.5 to approximately 0.65. More 
variation is seen in the lift coefficient results with negative values as low as -0.15. However, 
the same trend can be observed in the data from Maccoll and Davies, and a study by Carre et 
al. (2005) on spinning scaled footballs also indicates negative Magnus coefficients at low 
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values of spin parameter. This phenomenon is called the reverse Magnus effect and occurs 
when there is a difference in the type of boundary layer on either side of the ball. On one side 
of the ball, the effective Reynolds number is high enough to have a turbulent boundary layer 
and late flow separation whereas on the other side of the ball, the effective Reynolds number 
is somewhat lower allowing laminar behaviour of the boundary layer and early separation. 
The asymmetric pressure distribution results in a force acting in a direction opposite to what 
is expected.  The reverse Magnus effect was already observed by Achenbach (1972) and is 
known to lead to significant variation in the lift coefficient values of spinning smooth spheres 
due to inconsistency in the boundary layer separation. However, increasing spin, Reynolds 
number or ball roughness results in earlier transition and therefore reduces or eliminates the 
reverse Magnus effect (Carre et al., 2005). A trajectory simulation developed by Carre et al. 
(2005) for a regular football and a smooth ball (no seam) both kicked at the same initial 
conditions is presented in Figure 7.5 and shows the effect of the reverse Magnus effect on 
ball trajectory. This study shows that the presence of the seams on a football results in more 
consistent Magnus forces. 
 
 
Figure 7.5: Effect of reverse Magnus 
phenomenon on football trajectory  
(Carre et al., 2005) 
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7.3.2 Effect of the Different Panel Configurations 
 
Once confidence was gained in the results of the smooth sphere, the remaining AM balls with 
different seam configurations were tested following the same methodology. Figures 7.6 and 
7.7 present the drag and lift coefficient values obtained for each of the AM balls with new 
panel configurations compared with the AM smooth sphere and AM tennis ball.  
Figure 7.6: Direct comparison of the drag coefficients for all the AM balls 
Figure 7.7: Direct comparison of the lift coefficients for all the AM balls 
 
 
-1
-0,8
-0,6
-0,4
-0,2
0
0,2
0,4
0,6
0,8
1
0 0,1 0,2 0,3 0,4 0,5C
l
Spin Ratio
Lift Coefficient for all Designs
AM Smooth
AM Tetrahedral
AM Cubic
AM Octahedral
AM Dodecahedral
AM Tennis Ball
 129
All the AM balls except the cubic one present linear trends in the drag coefficients with 
values around 0.6 for low spin ratios (Figure 7.6). The cubic ball exhibits a very unusual 
behaviour with the drag coefficients following two separate lines. However, the data points 
corresponding to spin ratios above 0.4 were measured at low wind speeds and a high spin 
rate, and it was found in a separate study that spin ratios rarely exceed 0.4 in professional 
tennis. Therefore, results corresponding to spin ratios higher than 0.4 are not considered in 
this study. As was observed for the RP smooth ball in Figure 7.4, the AM tennis ball and 
tetrahedral ball exhibit negative lift coefficients at low spin ratios which means that these 
balls experienced reverse Magnus forces (Figure 7.7). However, as the balls are made 
rougher by increasing the number of seams (cubic, octahedral and dodecahedral 
configurations), the reverse Magnus effect disappears and the lift coefficients values are 
increased. Therefore, increasing the number of seams appears to stabilise the Magnus 
behaviour of the ball. 
 
It can be seen in Figure 7.6 that the AM octahedral and dodecahedral balls present the lowest 
drag coefficients for almost all spin ratios. The distinction between the smooth sphere and 
AM tennis ball is not evident for the drag coefficient values. However, ignoring the unusual 
behaviour of the cubic prototype, it appears that increasing the number of seams decreases 
the drag. On the other hand, looking at the lift coefficient graph in Figure 7.7, the lowest lift 
coefficient values correspond to the smooth sphere whereas the highest coefficients are seen 
to come from the octahedral and dodecahedral balls over the range of spin ratios up to 0.4. 
Therefore, increasing the number of seams appears to increase the lift coefficient.  
 
These results show that a ball with more seams might travel faster through the air and might 
also be more reactive to spin. However, the surface of the AM balls being much smoother 
than tennis ball cloth, it was necessary to perform a similar series of tests on real tennis ball 
prototypes (made of a rubber core covered with cloth) with the new seam configurations, as 
described in the following section. 
 
7.4 Testing of Tennis Ball Prototypes 
Five tennis ball prototypes with seam/panel configurations as shown in Table 7.1 (balls 2-6) 
with a 66.8 mm diameter were tested at speeds ranging from 10 to 35 m/s in increments of 5 
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m/s and at spin rates of 500, 1000, 1500, 2000 and 2500 rpm. It should be noted that the cloth 
panels corresponding to the new seam designs (balls 3-6 in Table 7.1) were fitted onto the 
balls using a trial and error method. The seam width and depth were therefore not as regular 
on the new ball design prototypes as they were on the traditional tennis ball (see Figure 7.8). 
A hundred data samples were taken over a 20 second period for each run, and drag and lift 
forces were averaged over a total of three runs at each velocity and spin rate for each ball, 
which resulted in a total of 450 tests. The support interference was measured using the 
methodology described in section 7.3, and the support data were then subtracted to yield the 
drag and lift ball forces. 
 
 
Figure 7.8: Tennis ball prototypes 
 
 
 
7.4.1 Experimental Method Validation 
 
Figures 7.9 and 7.10 show the aerodynamic data obtained from the tests on the regular tennis 
ball. The results were compared with data from Goodwill et al. 
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Figure 7.9: Drag coefficient as a function of spin ratio for the tennis ball 
 
Figure 7.10: Lift coefficient as a function of spin ratio for the tennis ball 
 
It is seen in Figure 7.9 that the tennis ball drag coefficient values obtained during the 
experiment are in very good agreement with the data from Goodwill et al. Figure 7.10 shows 
that the tennis ball lift coefficient values are slightly lower than the values from Goodwill et 
al., however, the trends are very similar, which confirms the validity of the experiment. 
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The drag coefficient appears to increase very slightly with increasing spin ratio (Figure 7.9) 
and is within the 0.6-0.8 range for all spin ratios. Each velocity series is represented by a total 
of 5 points, corresponding from left to right to the five different spin rates of 500, 1000, 1500, 
2000 and 2500 rpm. Therefore, it can be seen that increasing the spin rate slightly increases 
the drag coefficient. Similarly, the lift coefficient increases with spin ratio and spin rate 
(Figure 7.10). 
 
7.4.2 Effect of the Different Panel Configurations 
 
Since the validity of the tennis ball results was confirmed, the same methodology was used to 
obtain the drag and lift forces of the other balls. Figures 7.11 and 7.12 show comparisons of 
the drag and lift coefficients of the tennis, tetrahedral, cubic, octahedral and dodecahedral 
balls. 
 
Figure 7.11: Drag coefficient as a function of spin ratio for all balls 
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Figure 7.12: Lift coefficient as a function of spin ratio for all balls 
 
All balls seem to follow the same trend as the traditional tennis ball, with drag and lift 
coefficients increasing with increasing spin ratio and spin rate. In order to compare the effect 
of seam design on drag and lift forces, a linear trendline was fit through each series for spin 
ratios up to 0.4, as shown below in Figures 7.13 and 7.14. 
 
 
Figure 7.13: Drag coefficient as a function of spin ratio for all balls fitted with trend lines 
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Figure 7.14: Lift coefficient as a function of spin ratio for all balls fitted with trend lines 
 
According to the tests performed on the AM balls, the balls with higher seam length (see 
Table 7.1) were expected to exhibit lower drag and higher lift coefficients. However, Figures 
7.13 and 7.14 show that there is no such trend when comparing the regular tennis ball 
prototypes. More precisely, the octahedral ball appears to experience lower drag coefficients 
than any of the other balls, whereas the cubic and tetrahedral balls exhibit the highest drag 
coefficients for spin ratios between 0.15 and 0.35. On the other hand, the lift coefficient 
values are the lowest for the tetrahedral ball and the highest for the tennis ball for a spin ratio 
up to about 0.25.  
 
During support calibration, repeatability tests suggested accuracies of ±0.03 N for both drag 
and lift forces, which translated to an error in the drag and lift coefficients of ±0.01 at 10 m/s, 
±0.002 at 20 mps, ±0.004 at 30 mps. However, even by isolating the data corresponding to 
high velocities (30 and 35 mps), no clear distinction between the balls were observed and it is 
very likely that the small differences between the different balls are due to manufacturing 
variability. It can therefore be concluded that the different seam configurations of the tested 
prototypes do not have a significant effect on ball aerodynamic performance. It would be 
useful in future work to repeat these tests on prototypes having better defined or deeper 
seams. 
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Another way to study the effect of seam configuration on ball performance is to predict ball 
trajectories based on the drag and lift force data of the tennis ball prototypes, and the next 
section describes the development of a tennis ball flight simulation that allows for the 
different ball designs to be compared. 
 
 
7.5 Tennis Ball Trajectory Model 
7.5.1 Flight Model 
 
To evaluate the significance of tennis ball cloth panel/seam configuration in the game, a 
trajectory model was developed in MATLAB using data from the wind tunnel and tennis ball 
impact experiments. The aim is to demonstrate the effect of the different drag and lift 
coefficient values from the different seam patterns on ball trajectory. 
 
Three forces act on the ball during its flight: gravity (W) which is pointed straight down, drag 
force (FD) which acts in a direction opposite to the ball’s velocity vector, and lift or Magnus 
force (FM) which is perpendicular to both the velocity vector and the spin axis. Figure 7.15 
shows the force diagram used to develop the trajectory model of a topspin shot. Backspin 
shots were simulated by using negative values of the Magnus force.  
 
 
Figure 7.15: Force diagram used in the 
tennis ball flight model 
 
 
A study on tennis ball trajectories by Brody (1987) indicates that the ball loses a lot of speed 
by the time it reaches the baseline. Additionally, because the air resistance increases 
approximately as the square of the ball speed, the faster a ball is moving the greater its loss of 
speed. Brody found that a ball hit at 45 mph reaches the baseline with a speed of 27 mph 
whereas a ball hit at 90 mph reaches the baseline with a speed of 61 mph. Therefore, the 
Spin (about axis perpendicular to both FD and FM 
plane) 
 Velocity Vector 
 
W 
 
FM 
 
FD 
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model was developed using instantaneous drag and lift forces calculated by fitting second 
order polynomials to the drag data and linear trendlines to the lift data from the wind tunnel 
experiments for each ball. Figures 7.16 and 7.17 show the polynomial fit to the data of the 
traditional tennis ball. It can be seen that a single polynomial was used to fit the drag data for 
all spin rates (Figure 7.16), whereas the lift data were fit with five trendlines corresponding to 
the five different spin rates (Figure 7.17). 
 
 
 
Figure 7.16: Polynomial fit of the drag data from the tennis ball 
 
 
 
 
Figure 7.17: Linear fit of the lift data from the tennis ball 
 
 
Spin rate decay was also included in the model using an iterative calculation developed by 
Chakraverty et al. (2001) and used by Steele (2006) in a tennis ball trajectory simulation. The 
 137
calculation, given in eq. 7.5, represents the ratio of skin friction from the rotational velocity 
of the ball to the moment of inertia of the ball: 





 
 m
tCAR d
ii 360
2
2
11

                                          (7.5) 
where R is the radius of the ball and m is the mass of the ball.  
 
 
 
7.5.2 Bounce Model 
 
There are two characteristics of a court surface that influence the bounce of the ball. The 
COR determines the post-bounce vertical velocity of the ball whereas the COF influences the 
horizontal velocity of the ball. According to Brody (1987), the vertical COR has very little 
effect on the ball’s horizontal velocity. Therefore, a linear fit to the normal impact 
experimental data was used to calculate the vertical COR as shown in Figure 7.18. 
 
 
Figure 7.18: Linear fit of the normal impact data 
 
 
The exact conditions for the loss of horizontal speed during the bounce are determined by the 
COF, pre-bounce spin of the ball and the angle at which the ball hits the ground. In fact, the 
more the friction, the larger the rebound angle will be. Additionally, Steele (2006) states that 
topspin lowers the outbound ball angle and increases post-bounce ball velocity. 
Unfortunately, only high angle (60 degrees to the horizontal) impacts of non-spinning balls 
were performed experimentally as the testing set-up did not allow for lower angles, more 
representative of real tennis shots, to be achieved. However, a horizontal COR which relates 
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the outbound horizontal velocity to the inbound horizontal velocity could still be calculated 
based on impacts at 50 m/s with an incident angle of 60 degrees, and was included in the 
trajectory model. It would be useful to obtain experimental data of spinning oblique impacts 
with low incident angles in a future study and therefore improve the trajectory model. 
 
Brody (1987) identified two bounce conditions. The first one assumes the ball slides 
throughout the bounce for incident angles lower than 16 degrees to the horizontal, whereas 
the second one assumes the ball grips or ‘bites’ the surface. A similar technique to Steele 
(2006) based on the perpendicular (or tangential) surface velocity component was used to 
calculate post-bounce spin. As described by Steele, there is a lack of experimental 
information regarding the gripping bounce condition and the ball was therefore assumed to 
roll during the bounce for angles larger than 16 degrees. 
 
7.5.3 Ball Trajectories 
 
Figures 7.19, 7.20 and 7.21 present ball trajectories for a cross-court forehand, a forehand 
down the line, and a serve respectively. In order to compare the effect of seam configuration 
on ball trajectory, a forehand down the line was simulated for each of the five different seam 
configurations and the results are shown in Tables 7.2 and 7.3. 
 
 
Figure 7.19: Ball trajectory of a forehand down the line 
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Figure 7.20: Ball trajectory of a cross court forehand 
 
 
 
 
Figure 7.21: Ball trajectory of a serve 
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Table 7.2: Down the line shot length comparison for five different seam configurations – 
shot at 30 m/s and 1500 rpm (spin ratio of 0.17) 
 
Bouncing  
Time 
Ball 
Velocity 
Before 
Bounce 
Bounce  
Location 
Length 
 Difference 
Overall 
Ball 
Velocity 
Ball Type T (s) V (m/s) 
x  
(m) 
L  
(m) 
x/T 
(m/s) 
Tennis Ball  0.882 17.26 19.843 Reference 22.50 
Tetrahedral Ball 0.915 16.62 20.1796 0.3366 22.05 
Cubic Ball 0.883 16.93 19.6673 -0.1757 22.27 
Octahedral Ball 0.889 17.09 19.8822 0.0392 22.36 
Dodecahedral 
Ball 0.89 17.14 19.9409 0.0979 22.41 
 
Table 7.3: Down the line shot length comparison for five different seam configurations – 
shot at 30 m/s and 2500 rpm (spin ratio of 0.29) 
 
Bouncing  
Time 
Ball 
Velocity 
Before 
Bounce 
Bounce  
Location 
Length 
 Difference 
Overall 
Ball 
Velocity 
Ball Type T (s) V (m/s) 
x  
(m) 
L  
(m) 
x/T 
(m/s) 
Tennis Ball  0.787 18 18.1506 Reference 23.06 
Tetrahedral Ball 0.814 17.4 18.4466 0.296 22.66 
Cubic Ball 0.789 17.68 18.0243 -0.1263 22.84 
Octahedral Ball 0.797 17.8 18.2616 0.111 22.91 
Dodecahedral 
Ball 0.786 17.94 18.0979 -0.0527 23.03 
 
 
Tables 7.2 and 7.3 show bouncing times and lengths of forehand shots hit at 30 m/s, spin 
rates of 1500 rpm and 2500 rpm, respectively, and an elevation angle of 10 degrees for each 
ball. The traditional tennis ball was taken as a reference.  
 
For a spin rate of 1500 rpm (Table 7.2), all of the balls with a new seam configuration, apart 
from the cubic ball, bounced slightly further than the tennis ball (as seen from the positive L 
values). However, this trend does not hold when the spin rate is increased to 2500 rpm, as 
seen in Table 7.3. In fact, both the cubic and dodecahedral balls bounced a few centimetres 
before the tennis ball, whereas the tetrahedral and octahedral balls bounced further than the 
tennis ball. For both spin rates, the tennis ball appears to be the fastest and the tetrahedral the 
slowest. However, the tetrahedral ball is also the ball that lands the furthest which is probably 
due to the low lift coefficient values exhibited by this prototype (see Figure 7.14). All of the 
balls with new seam configurations seem to lose more speed than the traditional tennis ball 
before bounce.  
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As concluded in section 7.4, no obvious dependence is observed between seam length (see 
Table 7.1) and shot length or ball velocity. However, the observed shot length differences are 
still significant since a couple of centimetre difference might result in a fault during play, and 
it would therefore be useful to use better quality prototypes for future wind tunnel 
experiments and improve the trajectory model using measured COR values from spinning 
ball impact experiments. 
 
7.6 Conclusions 
The aerodynamic force coefficients of spinning AM tennis balls and tennis ball prototypes 
with differing seam configurations (tennis ball, tetrahedral, cubic, octahedral and 
dodecahedral) were determined through a wind tunnel experiment at wind speeds and spin 
rates representative of professional play.  
 
The wind tunnel tests on the AM balls seemed to show that an increase in the number of 
seams decreases the drag force, increases the lift force and stabilises the Magnus behaviour of 
the ball. Additionally, a reverse Magnus effect was observed at low values of spin ratio. 
 
The rough nature of the cloth covering the tennis ball prototypes resulted in very different 
trends from the AM balls. The reverse Magnus effect was overcome by the surface roughness 
of the prototype balls and no negative lift forces were observed in the wind tunnel data. No 
clear distinction related to the seam design could be made, and a trajectory model was 
developed to study the relation between seam length and ball trajectory. All balls with new 
seam designs were found to lose more speed than the traditional tennis ball, and the 
tetrahedral ball appeared to be the slowest. The tetrahedral ball landed considerably further 
than all the other balls at spin rates of 1500 rpm and 2500 rpm.   
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CHAPTER 8 
FE Modelling of New Cloth Fibre Orientations 
 
 
As discussed in the previous chapter, introducing new seam/panel configurations affects the 
ball’s aerodynamic behaviour. It was also seen in Chapter 5 that the anisotropic behaviour of 
the cloth affects ball bounce and leads to deviation angles for normal impacts. Since each 
new panel configuration described in Chapter 7 results in a modification of cloth fibres 
orientation around the ball, changing the panel configuration must also have an effect on ball 
bounce. This chapter presents a FE study on the effect of fibres orientation on ball rebound 
deviation angle for dumbbell shaped panels with new fibre orientations. 
 
8.1 Methodology 
During manufacturing, all cloth dumbbells are cut at a 45 degree angle with the tiling method 
shown in Chapter 2, Figure 2.6. This cutting method results in dumbbells all having identical 
fibre orientations, which introduces asymmetrical ball deformation and deviation angles for 
normal impacts. In order to study the effect of fibres orientation on ball rebound deviation 
angle, three different combinations were modelled as shown in Figure 8.1. The first one 
called ‘regular’ represents the current tennis ball cloth configuration, the second one called 
‘reversed’ is the opposite configuration to regular, and the third one called ‘inverted’ is a 
combination of a regular dumbbell with a reversed dumbbell. 
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Each of these combinations were studied using the FE tennis ball model previously 
developed in Chapter 5 by simply modifying the material orientation in the tensile layer of 
the model. Normal impacts were simulated at velocities of 20 m/s and 35 m/s for each 
combination of cloth panels, and each ball was impacted at two different locations, ‘impact 
location 1’ and ‘impact location 2’ as defined in Chapter 5, Figure 5.25. Two rebound 
characteristics were analysed: the deviation angle αd defined by velocities V2 and V1 of the 
centre node, and the deviation angle βd defined by the velocities V2 and V3 of the centre 
node. 
 
Figure 8.2: Deviation angles αd and βd 
 
 
 
 
Figure 8.1: Three different fibre orientation combinations: regular, reversed and 
inverted 
αd 
V1 
V2 
βd 
V3 
V2 
Cotton Wool/Nylon 
Regular Reversed Inverted 
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8.2 Results 
Tables 8.1-3 show the deviation angles αd and βd for the regular, reversed and inverted 
combination of panels, respectively. Figure 8.3 presents the right and left nodes 
displacements in the ‘U3’ or z-direction for each combination of panels for a normal impact 
at 35 m/s. 
 
Table 8.1: Regular panels 
Impact 
Location 
Impact 
Velocity 
(m/s) V1 V2 V3 
Dev Angle αd (yx-
plane) 
Dev Angle βd (yz-
plane) 
Composit
e Angle 
1 20 0.22 
12.9
7 0.16 0.99 0.70 
1.21 
2 20 -0.01 
12.9
6 
-
0.02 -0.06 -0.11 
0.12 
1 35 0.22 
17.2
2 0.45 0.74 1.49 
1.66 
2 35 -0.09 
17.6
7 
-
0.09 -0.29 -0.30 
0.42 
 
Table 8.2: Reversed panels 
Impact 
Location 
Impact  
Velocity  
(m/s) V1 V2 V3 
Dev Angle αd (yx-
plane) 
Dev Angle βd (yz-
plane) 
Composit
e Angle 
1 20 0.28 
13.4
0 -0.11 1.21 -0.47 
1.30 
2 20 
-
0.02 
13.1
8 -0.01 -0.08 -0.04 
0.09 
1 35 0.32 
18.6
1 -0.43 1.00 -1.32 
1.66 
2 35 
-
0.15 
18.2
7 0.00 -0.48 0.00 
0.48 
 
Table 8.3: Inverted panels 
Impact 
Location 
Impact 
 Velocity 
(m/s) V1 V2 V3 
Dev Angle αd (yx-
plane) 
Dev Angle βd (yz-
plane) 
Composite 
Angle 
1 20 0.21 12.97 0.02 0.93 0.09 0.93 
2 20 0.04 12.75 -0.02 0.17 -0.09 0.19 
1 35 0.20 17.32 0.04 0.65 0.14 0.67 
2 35 -0.04 17.82 -0.08 -0.12 -0.25 0.28 
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Figure 8.3: Displacement of the centre node in the U3 direction for each combination of 
panels 
 
 
8.3 Discussion 
It can be seen in Tables 8.1-3 that impact location 2 results in smaller deviation angles for 
both velocities and all panel combinations, which was expected since the panels orientation is 
more symmetric when the ball is impacted at location 2. The reversed panel combination 
being the opposite of the regular combination, the results presented in Table 8.2 were 
expected to be the opposite of Table 8.1. While it is true for some of the values, it is not the 
case for the others. However, the values are very small, and the ball vibrations might slightly 
affect the accuracy of the readings. Most deviation angle values of the inverted panel 
combination, shown in Table 8.3, are smaller than the values corresponding to the other panel 
combinations. This trend is also true when comparing the composite angles.  
Figure 8.3 confirms the results from Table 8.3 and shows that the inverted panel combination 
results in a ball rebound closer to the normal when compared with the other two panel 
combinations. As expected, the right and left node displacements of the reversed panel 
combination are opposite to the node displacements of the regular panel combination. 
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8.4 Conclusion 
It has been shown that the cloth anisotropy should be taken into account when designing new 
cloth panel configurations. The fibres orientation on the traditional dumbbell shaped cloth 
panels affect ball rebound characteristics. The new inverted panel combination appears to 
result in better results when considering normal impacts. Therefore, more work could be 
done, in the future, on the fibres orientation of the new cloth panel configurations introduced 
in Chapter 7. For example, a lot of different fibre orientations are possible when considering 
the tetrahedral or cubic configurations, and it could have a significant effect on the ball 
rebound deviation angles. An ideal configuration would be one that replicates the behaviour 
of a ball with an isotropic cloth. 
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CHAPTER 9 
Cloth Panel Flattening and Tiling Methods 
 
 
In many industries, such as garment, shoe and sports balls development, three-dimensional 
(3D) products or components are manufactured from raw material that is initially supplied in 
two-dimensional (2D) form. Since these 3D components are not usually developable surfaces 
(surfaces with zero Gaussian curvature that can be flattened onto a plane without distortion), 
inevitably there has to be some distortion of the material involved in progressing from 2D 
shape to the final 3D form. However, the design process usually proceeds in the reverse 
direction to the manufacturing process, and a flattening method allowing the 3D form to be 
flattened into a 2D blank has to be developed.  
 
As mentioned in previous chapters, the new ball seam configurations were produced by 
projecting the edges of regular polyhedrons (tetrahedron, cube, octahedron and 
dodecahedron) onto a sphere, defining new shapes for the cloth panels. It was also shown in 
Chapter 8 that cloth fibres orientations affect ball performance. It is therefore necessary to 
develop a flattening method for these new cloth panel shapes that minimises the amount of 
material distortion, and therefore ensure the right fibres orientations. Additionally, for 
manufacturing purposes as well as cloth wastage minimisation, it is necessary to determine 
the equivalent 2D shape and dimensions of the new cloth panels. This chapter describes a 
basic cloth panel flattening FE method as well as a tiling method developed using 
Unigraphics (NX 7).    
 
9.1 Background 
A lot of studies available in the literature have been concerned with the wrapping of a sphere. 
Demaine et al. (2008) studied the wrapping of Austrian chocolates (Mozartkugel or ‘Mozart 
sphere’) with flat pieces of foil, and defined the smallest piece of foil that would cover a unit 
sphere while tiling the plane to minimise cost. The wrapping of confectionery requires 
infinitesimally small ‘folds’ without any stretching of the raw material to accomplish the 
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required transformation. The authors found that the smallest square that covers a unit sphere 
(a sphere of radius 1) has a diagonal of 2π and an area of 2π2. However, the analysis showed 
that an equilateral triangle with an area 0.1% smaller than the smallest wrapping square can 
also cover a unit sphere, which results in significant savings on the millions of Mozartkugel 
produced each year. Figure 9.1 shows a k-petal wrapping configuration based on the division 
of the sphere by great circles, and Demaine et al. showed that the most effective packing or 
tiling method of 3-petal wrappings (Figure 9.2) resulted in an area of 1.6π2 for each wrapping 
unit. Although the paper showed good improvement over the existing wrapping foil shapes, 
the study was limited to non-stretchable material. 
 
  
Figure 9.1: 3 petal 
configuration (Demaine et 
al., 2008) 
Figure 9.2: Tiling of the petal 
unfolding (Demaine et al., 
2008) 
 
 
While the wrapping of confectionery involves folding of the foil material, the wrapping of a 
sphere with fabric introduces complex material deformation due to the woven nature of the 
raw material. McCartney et al. (2004) developed a pattern flattening method for orthotropic 
materials which relates geometric distortion to strain energy in the material being used, and 
converts initial strain values to energy values. The study is based on the principle that ‘some 
energy must be imparted to the 2D flattening in localised areas so that it takes up the original 
3D region of the surface’.  The 3D surface is represented by a triangulation mesh, and the 
flattening process provides different flattenings depending on the orientation of each triangle 
with respect to the weave of the material. McCartney et al. also considered the insertion of 
seam lines to release strain energy in the flattening.  
 
Ohsaki and Fujiwara (2002) used a FE method to model the flattening of 3D fabric structures. 
However, their method requires the 3D fabric structure to be pre-stressed to maintain its 
stability and stiffness, and the properties of the fabric (elastic moduli, shear modulus and 
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Poisson’s ratio) to be specified. A similar method was used to model the flattening of tennis 
ball cloth panels. 
 
9.2 Cloth Panel Flattening Method 
9.2.1 Finite Element Method 
 
NX 7 offers a FE-based unforming, flattening and formability analysis solution called ‘One-
Step’ usually used in sheet metal applications. However, One-Step supports an extensive set 
of material types as well as user defined materials. Additionally, it allows for material 
deformation in design patterns and generates flat blank profiles of complex 3D shapes.  
 
The first step of the flattening method consisted in defining the properties of the cloth 
material. For simplification purposes, the cloth was modelled as an isotropic material with the 
same properties as the cloth material defined in Chapter 5. The 45 degree orientation (see 
Chapter 5) was chosen for the Young’s modulus value since it allowed for higher material 
deformation at smaller stress levels. During the manufacturing process, the application of the 
flat dumbbell onto the rubber core results in some material deformation of the cloth and 
introduces strain in the cloth dumbbell. It is therefore necessary to represent this ‘strained 
state’ of the 3D cloth dumbbell in the FE model, and an initial strain value of 0.066 was 
applied to the FE 3D piece of cloth, based on a comparison of the dimensions of the actual 
flat dumbbell (provided by the manufacturer) with the dimensions of the dumbbell on the ball 
(see Figure 9.3 (a-b) and Table 9.1). 
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Figure 9.3: Dimensions of an actual flat dumbbell (a), a dumbbell on the ball (b) and the FE 
flattened dumbbell (c) 
 
Once the cloth material was defined, an automated meshing process was used and the 3D part 
was divided in very fine triangular elements, as shown in Figure 9.4. Finally, the 3D shape 
was flattened into a 2D profile (shown in Figure 9.5) with the dimensions reported in Table 
9.1 (FE flattened dumbbell). 
 
 
Table 9.1: Dimensions of an actual flat dumbbell (2D shape), a dumbbell on the ball (3D 
shape) and a FE flattened dumbbell (FE 2D shape) 
 
 
Actual Flat 
Dumbbell 
FE Flattened 
Dumbell 
Dumbbell on 
Ball 
L (mm) 152 N/A N/A 
x (mm) 48 51.8 N/A 
y (mm) 104 93.2 N/A 
z (mm) 75.4 82.3 N/A 
L+δL (mm) N/A N/A 159.9 
x+δx (mm) N/A N/A 50 
 
 
 
Figure 9.5 shows the stress contours on the 3D shape. One-Step also allows for the thickness 
and strain contours to be visualised, as shown in Figures 9.6 and 9.7. It can be seen that these 
contours are symmetrical due to the isotropic material definition of the cloth. However, it 
would be necessary in further work to model the anisotropic nature of the cloth due to the 
different fibres before flattening the FE 3D dumbbell for better accuracy. In order to validate 
(c) 
L x 
z 
y L 
(a) 
x 
(b) 
L + δL 
x + δx 
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the method, the dimensions of the actual flat dumbbell and the FE flattened dumbbell were 
compared, and an accuracy of 10% was achieved. It was considered sufficient since this 
flattening method was developed to obtain a basic approximation of cloth wastage, as 
detailed in section 9.3. 
 
 
  
Figure 9.4: Meshing of the 3D part Figure 9.5: FE flattened dumbbell and stress 
contours 
 
 
  
Figure 9.6: FE flattened dumbbell and 
thickness contours 
Figure 9.7: FE flattened dumbbell and 
strain contours 
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9.2.2 Application to New Cloth Panel Designs 
 
Having successfully applied the flattening process on regular tennis ball dumbbells, it was 
then used on the new cloth panel designs shown in Chapter 7 in Table 7.1. The same 
properties as the regular dumbbell were used for the cloth material definition, and the 
resulting FE flat profiles are shown in Figures 9.8 (a)-(d). For manufacturing purposes, the 
dimensions of each panel configuration were calculated, and Figure 9.9 shows the dimensions 
of the tetrahedral panels. 
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Figure 9.8: FE flat profiles of tetrahedral (a), cubic (b), octahedral (c) and dodecahedral 
(d) cloth panels 
(a) 
(b) 
(c) 
(d) 
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It is interesting to note that the maximum equivalent stress value (corresponding to the red 
zones in Figures 9.5 and 9.8) gets higher as the number of panels decreases. More precisely, 
the maximum equivalent stress is 416.2 MPa for the regular dumbbells, 395.1MPa for the 
tetrahedral panels, 365.1 MPa for the cubic panels, 341.6 MPa for the octahedral panels, and 
317 MPa for the dodecahedral panels. Therefore, the larger the panels are, the more energy is 
needed to apply them onto the core. 
 
It is also interesting to study the projection solid angles needed to obtain the flat profiles 
shown in Figure 9.8. A solid angle is defined as a 2 dimensional angle in a 3 dimensional 
space that an object subtends at a point. Solid angles are expressed in steradians (sr), and the 
solid angle of a sphere is equal to 4π sr while the solid angle of a cube is equal the sphere’s 
solid angle divided by 6, i.e. 2π/3 sr. Figure 9.10 shows a 2D view of a cubic panel and its 
 
Figure 9.9:  Dimensions of the tetrahedral panel 
11 mm 
30 degrees 
60 degrees 
68 mm 
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flattened profile (the blue line). It can be seen that the solid angle corresponding to the 3D 
panel is larger than the solid angle corresponding to the 2D profile and therefore it cannot be 
used to obtain the 2D profile.  
 
 
Figure 9.10: Solid angle comparisons for the cubic panel projection  
onto a plane 
 
 
9.3 Cloth Panel Tiling Method 
As mentioned previously, 17% of the cloth is wasted during manufacture mainly due to the 
cutting method which is shown in Figure 9.11. It is therefore necessary to evaluate the effect 
of the new cloth panel designs on cloth wastage, and design new tiling methods that will 
minimise cloth wastage.   
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Figure 9.11: Cloth wastage 
 
 
Using the FE flat profiles obtained previously, the cloth panels corresponding to each design 
were packed using configurations that were felt to be the most efficient with regards to cloth 
savings (Figure 9.12). The cloth wastage was calculated by subtracting the cloth area 
enclosed by the rectangle from the rectangular area shown for each design in Figure 9.12. A 
cloth wastage percentage was then calculated, and the results are shown in Table 9.2. The 
regular tennis ball dumbbell design appears to be the most efficient with only 4.5% cloth 
wastage. Although this percentage is much lower than the current 17%, it should be noticed 
that during the manufacturing process, a margin must be left between the edges of the large 
sheet of cloth and the individual panel cuts to ensure good quality of the cloth panels, which 
results in an additional amount of cloth wastage (see Figure 9.13). Additionally, the 45 
degree orientation of the dumbbells might induce even more cloth wastage. However, Table 
9.2 can still be used for comparison purposes. 
 
 
 
 
cloth wastage 
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Figure 9.12: Tiling method for each cloth panel configuration: 
dumbbell (a), tetrahedral (b), cubic (c), octahedral (d), dodecahedral 
(e) 
 
 
 
(a) 
(b) 
(c) 
(d) 
(e) 
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Table 9.2: Cloth wastage (%) for each panel configuration 
 
 
 
Figure 9.13: Cloth wastage due to the margin left between the edges of the 
cloth sheet and the individual panel cuts 
 
9.4 Conclusion 
A basic cloth panel flattening method has been developed using the One-Step analysis 
solution offered in NX 7. For simplification purposes, the cloth was assumed to be isotropic, 
and the dimensions of the flat panels corresponding to the different seam configurations were 
calculated. A tiling method was also designed and allowed cloth wastage to be estimated and 
compared for each of the cloth panel designs. The dumbbell design appeared to be the most 
efficient. Further work could be done to improve the method and include the anisotropic 
nature of the cloth, which could affect the shape definition of the flat panels and help in 
minimising material distortion when the panels are applied onto the core. Different fibre 
 Dumbbell Tetrahedral Cubic Octahedral Dodecahedral 
Rectangle area 
(mm2) 14700 7557 2482 3829 2706 
Panel Area (mm2) 14033 6982 2334 3496 2346 
Wastage Area 
(mm2) 666 575 148 333 360 
Proportional Cloth 
Wastage (%) 4.5 7.6 6.0 8.7 13.0 
Cloth wastage due to 
margin 
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orientations could also be studied for each new panel configuration to see their effect on ball 
rebound deviation angle.  
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CHAPTER 10 
Conclusions and Further Work 
 
 
10.1 Conclusions 
Considerable progress has been made in the modelling of tennis balls. Tennis ball impact 
simulations representative of real play conditions have been developed. The viscoelastic 
properties of the rubber core were modelled using an isotropic hyperelastic model with 
artificial damping to account for strain rate dependency and energy loss during impact. A 
novel FE methodology was used to model tennis ball cloth. Indeed, tennis ball FE models 
available in the literature have usually been focused on the compressive behaviour of the 
cloth. The cloth model developed in this thesis includes a plane stress orthotropic elastic 
material model that takes into account the anisotropic tensile cloth properties, due to the 
fibres along the weft direction being different from the fibres along the warp direction of the 
cloth. The compressive behaviour of the cloth was also modelled in a separate layer using a 
hyperelastic material definition with artificial damping.  
 
The rubber core FE model was validated at velocities ranging from 15 m/s to 50 m/s for 
normal impacts, and the cloth covered tennis ball model was validated at velocities ranging 
from 15 m/s to 50 m/s for normal impacts. The validation techniques included HSV, image-
sequence analysis and modal analysis. Rebound characteristics such as COR, ball 
deformation, impact time and spin rate were analysed and correlated within 5% for tennis ball 
cores and 7% for cloth covered balls. While simulated data for normal and tangential 
outbound velocities of oblique cloth covered ball impacts were in good agreement with 
experimental data up to 50 m/s, the simulated spin rates reached a maximum value of about 
2300 rpm at 35 m/s, whereas experimental spin rates kept increasing. Therefore, the oblique 
cloth covered ball impacts were only validated up to 35 m/s. A friction model including both 
static and sliding coefficients was found to be the most appropriate for oblique impacts. Spin 
generation was found to be independent from normal inbound velocity, and it was shown that 
impacts at different angles but having the same tangential inbound velocity resulted in the 
same spin rate. Additionally, during oblique impacts, the inbound energy gets equally divided 
 161
between translational and rotational energies. Oblique tennis ball impacts on racket strings 
were also simulated using a FE racket model developed by Weir (2011), and it was shown 
that the static coefficient of friction of the cloth/string interface did not have any effect on 
outbound spin. However, an increase in the tangential ball velocity resulted in an increase in 
both tangential outbound velocity and spin rate. 
 
Extensive experimental work including tensile tests, compression tests, modal tests, and high 
velocity impact tests allowed for the factors involved in ball variability to be identified. More 
precisely, the effect of the core seam on core impact characteristics was analysed by carrying 
quasi-static as well as dynamic testing. While low strain rate tensile tests on rubber samples 
showed differences in stiffness as a function of seam orientation, dynamic testing showed that 
the core seam did not alter impact characteristics. Therefore, the core seam was neglected in 
the rubber core FE model. On the other hand, the cloth anisotropic behaviour resulted in 
asymmetrical ball deformation during normal impacts, which introduced a deviation angle in 
ball rebound.  
 
Potential tennis ball design improvements such as cloth fibres orientation and cloth panel 
configurations were explored. Based on FE simulations, different fibre orientations were 
proposed on the traditional cloth dumbbells and the modelling predicted results that 
demonstrate better normal rebound consistency than currently seen with traditional tennis 
balls. More precisely, the deviation angle in ball rebound was reduced when using a specific 
cloth fibre orientation. Wind tunnel tests performed on AM tennis balls and real tennis ball 
prototypes having new cloth panel/seam configurations did not reveal any particular trend 
related to seam length. However, a reverse Magnus effect was observed on the AM balls, and 
increasing the number of seams and the roughness of the ball surface allowed to overcome 
this phenomenon and stabilised the Magnus behaviour of the balls. The wind tunnel results 
were used to simulate tennis ball trajectories for common tennis shots with speeds and spin 
rates encountered in professional play. 
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10.2 Further Work 
The tennis ball model developed in this research represents a significant improvement on 
previous FE tennis ball models. However, it would be interesting in further work to validate 
the cloth covered ball model for velocities up to 70 m/s (serving speed) for both normal and 
oblique impacts. This might be possible using DMA, for example, to better represent the 
viscoelastic nature of the rubber core. Moreover, the ball cores used in the experiments were 
not fully cured, and using fully cured cores in the future might improve the viscoelastic 
modelling of the core. Additionally, the experimental impacts had zero initial spin, and it 
would be more representative of real play conditions if experimental impacts could include 
some initial spin. It would also be interesting to experimentally determine deviation angles 
and compare the results with the FE simulation. Also, the work presented in this thesis 
considers woven cloth only, however, simulating the behaviour of needle cloth could also be 
of interest. 
 
The depth and roughness of the cloth seam might have an influence on spin generation when 
the ball hits the strings, and it would be very useful to model the cloth seam accurately in a 
FE ball-racket impact simulation. The modal analysis performed on the core allowed for the 
core natural frequencies to be determined and the mode shapes to be visualised. It would be 
interesting to use the same technique to determine the cloth covered ball frequencies, and 
then use the FE ball-racket simulation to determine the frequencies excited during tennis ball 
impacts.  
 
The fibres orientations were shown to have an effect on ball impact characteristics, and the 
cloth panel flattening method used in this research could be improved by including cloth 
anisotropy. Cloth wastage would then be very accurate, and it would also be interesting to 
study tiling methods that take into account both cloth wastage and the most appropriate fibres 
orientation in each panel for the different designs. Some cloth fibres orientations might result 
in minimum material distortion when the panels are applied onto the ball. However, they 
might not result in the best performance. Therefore, an optimisation study could be done to 
find the best combination. 
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Abstract. An explicit finite element (FE) tennis ball model which illustrates the effects of the 
viscoelastic materials of a tennis ball on ball deformation and bounce during normal impacts is 
presented. A tennis ball is composed of a rubber core and a fabric cover comprised of a wool-
nylon mix which exhibit non-linear strain rate properties during high velocity impacts. The 
rubber core model was developed and validated using low strain rate tensile tests on rubber 
samples as well as high velocity normal impacts of pressurised cores at velocities ranging from 
15 m/s to 50 m/s. The impacts were recorded using a high speed video (HSV) camera to 
determine deformation, impact time and coefficient of restitution (COR). The material 
properties of the core model were tuned to match the HSV results. A two component 
anisotropic fabric model was created which included artificial Rayleigh damping to account for 
hysteresis effects, and the core model ‘tuning’ process was used to refine the cloth layer. The 
ball model’s parameters were in good agreement with experimental data at all velocities for 
both cores and complete balls, and a time sequenced comparison of HSV ball motion and FE 
model confirmed the validity of the model. 
1.  Introduction 
The early game of tennis, called real tennis, originated in France in the 13th century and balls were 
made of wool covered with sheepskin. The game became so popular that a few hundred years later, the 
king Henry IV defined standards for the manufacturing of balls which had to be covered with white 
cloth and stuffed with strips of cloth tied with thread [1]. It is not until 1873 that Major Wingfield 
introduced lawn tennis which is the closest version of today’s tennis, and the manufacturing process of 
tennis balls has barely changed since then.  
Three types of tennis balls including harder fast-speed balls for slow surfaces and larger slow-speed 
balls for fast surfaces are currently allowed by the International Tennis Federation [2], but the main 
balls used in professional championships are regular pressurised tennis balls, also called Type 2 balls. 
These balls consist of a rubber core covered by two dumbbell shaped pieces of cloth which are made 
of wool and nylon fibres in the weft direction and cotton fibres in the warp direction. During the 
manufacturing process, each dumbbell is cut from a large sheet of fabric at a 45 degree angle relative 
to the fibres’ orientation to facilitate the application of the cloth on the core. The dumbbells are dipped 
into a rubber sealing solution and are semi-automatically applied to the cores. The balls are then 
heated into a press to cure the rubber solution, finish curing the core, and smoothen the seam formed 
by the excess rubber sealing solution after application of the dumbbells on the core. Finally, the ball 
goes through a steaming process to raise the cloth fibres and give it a fluffy aspect. 
 
 
 
 
 
 
The combination of these manufacturing characteristics together with the use of strain rate 
dependent materials result in complex ball behaviour during high velocity impacts, and finite element 
(FE) methods have often been used to better understand the mechanisms involved in sports ball 
impacts. Ismail and Stronge [3] and Tanaka et al. [4] developed FE models of golf ball impacts which 
included hyperelastic and viscoelastic material definitions, and both simulations were in good 
agreement with experimental results. Price [5] developed a soccer ball FE model in which the bladder 
was modelled as a hyperelastic material with viscoelastic components based on dynamic mechanical 
analysis (DMA) measurements. Price also introduced an anisotropic material definition and the model 
was validated using high speed video camera (HSV) data. Cordingley [6] and Allen et al. [7] presented 
FE models of tennis ball impacts in which both core and cloth were modelled using isotropic material 
definitions. Cordingley used a hyperelastic material definition for the core, and the energy loss and 
strain rate dependency due to the viscoelastic nature of the rubber were taken into account by 
introducing artificial damping and tuning the material properties of the core to match HSV results. 
Both Cordingley [6] and Allen et al. [7] assumed the cloth to be subjected mainly to compression 
forces during the impact, and both models used a hyperfoam definition to model the cloth, therefore 
neglecting its tensile behaviour. Parameters such as coefficient of restitution (COR) or impact time 
were in good agreement with experimental results at low speeds, however, errors up to 25% in the ball 
maximum deformation values were observed when compared with HSV results. 
Most of these ball impact simulations, except Price’s soccer ball impact, were modelled using 
isotropic material characterisations. This study expands on Cordingley’s work and takes a step further 
in the modelling of tennis ball impacts by introducing the anisotropic behaviour of the tennis ball 
cloth, therefore allowing for a better understanding of the effects of the viscoelastic properties of the 
rubber and cloth on ball deformation during high velocity impacts. 
2.  Core Finite Element (FE) Model 
This section details the development of the rubber core FE model created in ABAQUS/explicit. The 
core was assumed to be homogeneous and isotropic as the seam formed by the assembly of the two 
half shells was experimentally found to have no significant effect on the core’s behaviour during high 
velocity impacts.  
2.1.  Core Mesh 
The core model consists of a total of 5760 first order reduced integration triangular solid elements 
arranged in two layers and in a spherical icosahedral mesh. The spherical icosahedron was found to be 
the appropriate geometry for the mesh production because it exhibits rotational symmetry as well as 
high levels of uniform impact characteristics [5, 6]. A membrane of two dimensional hydrostatic 
elements sharing nodes with the triangular solid elements was added in the interior surface of the 
sphere allowing a coupling between pressurisation of the fluid elements and the material response 
associated with the solid elements. All the hydrostatic elements also shared a common node, known as 
the reference cavity node, having a single degree of freedom representing the pressure inside the 
cavity. The core was filled with a compressible fluid following the ideal gas low, and a pressure of 83 
kPa was uniformly applied inside the cavity as an initial condition. 
2.2.  Core Material Properties 
Although tennis balls are subjected to very high strain rates during professional play, the rubber core 
material model requires the quasi-static stress-strain behaviour of the rubber to be determined 
experimentally. Tensile tests at 200 mm/min and 500 mm/min were performed on rubber dogbone 
samples of Type I (ISO 37) directly cut out from the cores using an Instron material testing machine. 
A preload of 1 Newton was applied on each test specimen to remove the initial bend due to the core 
curvature, and all specimen were stretched up to a strain of 0.5. Figure 1 shows that although the 
specimen were tested at different strain rates, they exhibit the same linear load-extension curves, 
 
 
 
 
 
 
indicating that the strain rate dependency of rubber, characteristic of its viscoelastic behaviour, is not 
really observable for small strains at low strain rates. 
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Figure 1. Comparison of specimens tested at  
200 mm/min and 500 mm/min. 
 
Tennis balls are subjected to strain rates almost 2000 times higher than the maximum strain rate of 
most standard tensile test machines, however, the data obtained from the low strain rate tensile tests 
were input into the FE software and used as a basis for the rubber core material model.  
2.3.  Core Material Model and Model Validation 
When test data are used, the software compares all the different strain energy potentials with 
experimental data and calibrates the material coefficients for each model [8]. A hyperelastic material 
model with a reduced polynomial strain energy potential gave the best fit when compared with the test 
data obtained from the low strain rate tensile tests and was therefore chosen to model the rubber. 
Previous work in the field of ball impacts [5, 6] also used this material model and it proved to be 
accurate enough with errors lower than 5%. However, the material properties are highly affected by 
the velocity of the impact, and the rubber stiffness and energy loss increase with increasing inbound 
velocity. Cross [9] studied the difference between slow and fast compressions and showed that the 
hysteresis was much larger for the fast compression case. The reason for a larger energy loss is that the 
ball buckles later and at a higher load than during slow compression and therefore the ball loses more 
of its stored elastic energy during fast compression. Since the hyperelastic material models in Abaqus 
do not account for energy losses, an artificial Rayleigh damping was introduced in the model, and the 
stiffness and damping of the model could then be tuned to match experimental high speed video 
(HSV) results. 
In order to correctly tune the core material model properties, high velocity impacts of pressurised 
cores were recorded using a HSV camera at a rate of 10000 frames per second. A light gate was used 
to measure the inbound velocity which ranged from 15 m/s up to 50 m/s. The recorded images were 
then analysed using Image Pro software, a commercial image processing package, and COR, impact 
time and horizontal and vertical deformation (as defined in figure 2) were measured. The material 
model properties were then tuned until COR, impact time and deformation values were within 5% of 
the values obtained experimentally. Figure 3 shows the difference between the stress-strain curves 
from the low strain rate test data and the tuned model data. It can be seen that the elastic modulus of 
the cores is much higher at high strain rate than at low strain rate. 
 
 
 
 
 
 
 
 
 
Figure 2. Maximum ball deformation 
during impact. 
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Figure 3. Stress-strain curves of the final  
material model and the test data at a strain rate 
of 500 mm/min. 
 
The comparison between simulation and experimental impacts is shown in figures 4 to 7, and the 
model data fell within 5% of the experimental results for all velocities. Therefore, the core model was 
validated for all speeds from 15 m/s to 50 m/s. As seen on these figures, increasing the inbound 
velocity results in a decrease in the COR, impact time and horizontal deformation, whereas the vertical 
deformation increases with increasing velocity. 
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Figure 4. COR values for model and  
experimental data. 
 
Figure 5. Impact time values for model  
and experimental data. 
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Figure 6. Horizontal deformation values for 
model and experimental data. 
 
Figure 7. Vertical deformation values for model 
and experimental data. 
3.  Cloth Covered Ball Finite Element (FE) Model 
This section describes the development of the complete ball model that includes the anisotropic 
behaviour of the cloth due to the different fibres. A technique for carpet modelling in car crash test 
simulations consists in using shell elements to model the tensile load carrying capacity of the carpet, 
and brick elements to represent the compressibility of the carpet [10]. A similar technique was used to 
model the cloth. 
3.1.  Cloth Mesh 
As mentioned previously, tennis ball cloth is a highly anisotropic material and behaves quite 
differently during compressive and tensile loading, and in order to model both behaviours accurately, 
the cloth was divided into two layers with different material properties. The anisotropic behaviour of 
the woven backing fibres was modelled using a layer of 2392 linear quadrilateral shell elements 
having material directionality properties oriented at a 45 degree angle relative to the cloth seam, as 
shown in figure 8. The compressive behaviour of the raised fibres, or ‘fuzz’, was assumed to be 
isotropic and was modelled with the icosahedral mesh previously used for the core. A tie constraint 
was then used to tie the layers together and tie the cloth to the core. 
 
 
 
Figure 8. Dumbbells with arrows showing 
material directionality 
 
3.2.  Cloth Material Properties 
In order to evaluate the anisotropic properties of the cloth, tensile tests were performed on cloth 
specimens (50mm x 100mm x 3mm) with fibres oriented at nine different angles, from 0 degrees to 90 
degrees relative to the cotton fibres. Each specimen was tested at two different strain rates, 100 
mm/min and 500 mm/min, to assess the effect of strain rate on cloth deformation. A preload of 10 
Newton was applied on each specimen. The test results are presented in figures 9 and 10. Figure 9 
 
 
 
 
 
 
shows the variation of Young’s modulus in function of fibres’ orientation. The specimens stretched 
along the wool and nylon fibres (90 degrees) appear to be much more elastic than the specimens tested 
along the cotton fibres (0 degrees). The low Young’s modulus value at 45 degrees is due to the fibres 
sliding about their crossover points during stretching. It should be noted that these results correspond 
to a cloth thickness of only 1 mm instead of the usual 3 mm since it was considered that the tensile 
load was carried mainly by the woven fibres. This modification was needed to incorporate the results 
in the FE model in which the shell elements chosen to represent the tensile behaviour of the cloth were 
given a thickness of 1 mm. Figure 10 shows that the cloth is strain rate dependent as a higher strain 
rate results in a stiffer cloth. Therefore, the cloth was qualified as being anisotropic and viscoelastic, 
two characteristics that were taken into account in the FE ball modelling.  
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Figure 9. Young’s modulus in function 
of cloth orientation for a constant strain of  
0.1. 
 
Figure 10. Cloth strain rate dependency. 
 
The compressibility of the cloth was tested through compression tests performed at a strain rate of 
200 mm/min. Cylindrical cloth specimens with a 50 mm diameter were created by stacking five layers 
of cloth together resulting in a thickness of 17 mm (3 mm per cloth layer plus the glue layers). The test 
results are shown in figure 11, and it can be seen that the cloth is subjected to a very large deformation 
during the initial phase, probably due to the compression of the raised fibres, followed by a much 
stiffer behaviour attributed to the compression of the woven backing layer. It should be noted that the 
compression tests were performed on specimens composed of the woven backing layer and raised 
fibres since it would have been very difficult to perform compression tests on the raised fibres only. 
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Figure 11. Compression tests on a cloth specimen. 
 
 
 
 
 
 
 
 
 
3.3.  Cloth Material Model and Complete Ball Model Validation 
 
The tensile behaviour of the cloth was modelled using a plane stress orthotropic elastic material 
definition which includes the variation of the cloth stiffness in function of the fibres’ orientation. The 
compressive behaviour of the cloth was modelled using a hyperelastic reduced polynomial material 
definition. These models were chosen as they gave the best approximation to the low strain rate 
tension and compression test data. In order to account for strain rate dependency and energy loss, the 
coefficients of both material models had to be adjusted and an artificial Beta damping factor included. 
The core ‘tuning’ process was then used to refine the cloth layer and validate the complete ball model. 
Impacts of complete balls at speeds ranging from 15 m/s to 50 m/s were recorded with a HSV 
camera at a rate of 10000 frames per second. COR, impact time and maximum horizontal and vertical 
ball deformation values were measured and compared with the model data, as shown in figures 12 to 
15. The same trends as the core results are observed for those of the complete balls. Two different 
impact locations were chosen for the model data to assess the effect of cloth anisotropy on ball 
deformation, and it can be seen that impact location does not have a significant effect on COR. 
However, impact time and deformation values are slightly affected by the impact location which could 
indicate that anisotropy of the tensile layer affects ball deformation. 
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Figure 12. COR values for ball model and 
experimental data. 
 
Figure 13. Impact time values for ball model 
and experimental data. 
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Figure 14. Horizontal deformation values 
for ball model and experimental data. 
 
Figure 15. Vertical deformation values for 
ball model and experimental data. 
 
 
 
 
 
 
 
 
        
      Figure 16. Time sequenced analysis of ball motion for an impact at 30  
      m/s with the model at the top and the experiment at the bottom. 
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Figures 12 to 15 show that the model data is in good agreement with the experimental results with a 
maximum of 7% error for velocities up to 35 m/s and about 10% error for velocities up to 50 m/s for 
all parameters. The validity of the model was also confirmed by a time sequenced analysis of ball 
motion throughout the impact, shown in figure 16. The shape of the ball in the simulation (at the top) 
closely matches the one from the experiment (at the bottom). Figure 16 also shows that the ball 
deforms slightly asymmetrically during impact, which is a consequence of the anisotropic properties 
of the cloth and might affect rebound consistency. When comparing the core and complete ball 
parameters, it appears that the addition of the cloth has the effect of stiffening the composite ball as its 
deformation is reduced. However, the complete balls have longer impact time and lower COR values, 
indicating that a significant amount of energy loss is due to the cloth layer. 
4.  Conclusions 
The viscoelastic properties of the core and the fabric of a pressurised tennis ball have been 
successfully modelled using a ‘tuning’ process to account for strain rate dependency together with the 
addition of an artificial damping to account for energy losses. This method has enabled normal tennis 
ball impacts to be accurately simulated at velocities encountered in professional tennis. An increase in 
the inbound velocity resulted in a decrease in COR, impact time and horizontal deformation and an 
increase in vertical deformation for both cores and cloth covered balls. Material tests showed that cloth 
anisotropy should not be neglected when developing a tennis ball FE model as it appears to affect ball 
deformation. Further work is required to extend the model’s capability for other game impact 
scenarios. 
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