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ABSTRACT
Recent ALMA measurements have revealed bright [O iii] 88 micron line emission from galax-
ies during the Epoch of Reionization (EoR) at redshifts as large as z ∼ 9. We introduce an
analytic model to help interpret these and other upcoming [O iii] 88 micron measurements.
Our approach sums over the emission from discrete Stro¨mgren spheres and considers the total
volume of ionized hydrogen in a galaxy of a given star-formation rate. We estimate the relative
volume of doubly-ionized oxygen and ionized hydrogen and its dependence on the spectrum of
ionizing photons. We then calculate the level populations of OIII ions in different fine-structure
states for HII regions of specified parameters. In this simple model, a galaxy’s [O iii] 88 µm lu-
minosity is determined by: the typical number density of free electrons in HII regions (ne), the
average metallicity of these regions (Z), the rate of hydrogen ionizing photons emitted (QHI),
and the shape of the ionizing spectrum. We cross-check our model by comparing it with de-
tailed CLOUDY calculations, and find that it works to better than 15% accuracy across a broad
range of parameter space. Applying our model to existing ALMA data at z ∼ 6−9, we derive
lower bounds on the gas metallicity and upper bounds on the gas density in the HII regions of
these galaxies. These limits vary considerably from galaxy to galaxy, with the tightest bounds
indicating Z & 0.5Z and nH . 50 cm−3 at 2− σ confidence.
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1 INTRODUCTION
Observations of far-infrared fine structure emission lines have en-
abled spectrosopic redshift determinations for some of the highest
redshift galaxies detected thus far at z ∼ 6 − 9 (e.g., Willott et al.
(2015); Inoue et al. (2016); Marrone et al. (2018)). These measure-
ments probe into the Epoch of Reionization (EoR) when early gen-
erations of luminous sources form, emit ultraviolet light, and grad-
ually photo-ionize neutral hydrogen in the intergalactic medium
(IGM). Fine-structure emission lines provide valuable information
regarding the interstellar medium (ISM) in star-forming galaxies
and the new high redshift measurements have started to probe ISM
properties back into the EoR. Among other quantities, fine-structure
lines may be used to constrain the gas phase metallicities, gas den-
sities, and the spectral shape of the ionizing radiation from early
stellar populations.
Thus far, ALMA observations have yielded a handful of detec-
tions of [C ii] 158 µm and [O iii] 88 µm emission lines at z ∼ 6−9
(e.g., Pentericci et al. 2016; Laporte et al. 2017; Carniani et al. 2017;
Smit et al. 2018; Carniani et al. 2018a,b; Hashimoto et al. 2018,
2019; Tamura et al. 2019; Harikane et al. 2019a; Novak et al. 2019).
An interesting result from these measurements is that the galaxies’
? E-mail:sy1823@nyu.edu
[O iii] luminosity is comparable or brighter than that of local galax-
ies with similar star-formation rates (SFRs) (De Looze et al. 2014;
Moriwaki et al. 2018). Further, the luminosity ratio LOIII/LCII ap-
pears quite high, as much as ten times larger than in local galaxies
(Harikane et al. 2019a).1 Finally, the overall success rate of detect-
ing the [O iii] 88 µm line via ALMA follow-up observations of pho-
tometric z & 6 galaxy candidates is quite high (see e.g. Harikane
et al. 2019a and references therein). That is, the [O iii] 88 µm line
has emerged as a valuable probe of reionization-era galaxy popula-
tions, as anticipated by Inoue et al. (2014). Future ALMA observa-
tions may also detect [O iii] 52 µm emission lines (e.g Jones et al.
2020), while the JWST will enable the detection of rest-frame opti-
cal transitions from OIII ions into the EoR (Moriwaki et al. 2018).
An emerging technique, complementary to the targeted ALMA
observations, is line-intensity mapping (Kovetz et al. 2017). In this
method, one measures the spatial fluctuations in the combined emis-
sion from many individually unresolved galaxies. A number of sur-
veys are underway to measure the [C ii] 158 µm emission from EoR
era galaxies (see e.g. Kovetz et al. 2017 for a description of some
1 Recent work suggests, however, that the [C ii] emission is more extended
than that in [O iii]; the current observations may consequently underesti-
mate the [C ii] luminosity and overestimate the LOIII/LCII luminosity ra-
tio (Carniani et al. 2020).
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of the ongoing efforts), while [O iii] fine-structure emission lines
also provide potentially interesting targets for line-intensity map-
ping studies (Moriwaki et al. 2018; Beane et al. 2019). Furthermore,
the SPHEREx mission will perform line-intensity mapping obser-
vations in multiple rest-frame optical [O iii] emission lines, among
others (Dore´ et al. 2014).
Motivated both by the recent ALMA observations and the
prospects for future line-intensity mapping measurements, the goal
of this paper is to develop a simple analytic model to help interpret
current and future [O iii] emission line observations. Specifically,
our aim is to model correlations between the [O iii] 88 µm lumi-
nosity of a galaxy and its SFR, and to understand how this relation-
ship depends on the properties of the high redshift ISM. In order
to test the accuracy of our model, we compare with detailed sim-
ulations using the CLOUDY code (Ferland et al. 2017). Although
CLOUDY is valuable on its own, our analytic model helps to isolate
the key physical ingredients involved in determining the strength of
a galaxy’s [O iii] emission. In addition, our model may be helpful for
rapidly exploring parameter space and for predicting line-intensity
mapping signals, where an enormous dynamic range in length scale
is relevant. In the line-intensity mapping context our work moves to-
wards physically-motivated descriptions of line luminosity (see also
e.g. Sun et al. 2019), rather than assuming empirical correlations
between e.g. luminosity and SFR. The latter approach, while sim-
ple, generally involves questionable extrapolations in redshift and
luminosity, and does not directly connect with high redshift galaxy
properties.
As a first application of our model we use it to derive con-
straints on the gas-phase metallicities and densities of the z ∼
6− 9 [O iii] emitters observed by ALMA. Specifically, we find that
the relatively large LOIII/SFR values derived previously for these
galaxies imply a lower bound on their metallicities (see also Jones
et al. 2020). Further, collisional de-excitations become important at
high densities and this leads to an upper bound on the gas density
in the HII regions of these galaxies.
The plan of this paper is as follows. In §2 we review the basic
atomic structure of the OIII ion and the emission lines of interest for
our study. §3 describes both our analytic modeling framework and
the suite of CLOUDY simulations used to test it. More specifically,
§3.3 gives a relationship between [O iii] 88 µm luminosity and SFR
valid at low gas density. This result is generalized in §3.4, §3.4.1,
§3.5, and §3.6. In §4 we derive constraints from current ALMA ob-
servations. Next, in §5, we show how the [O iii] 88 µm measure-
ments can be combined with future observations of the 52 µ m line
and optical rest frame [O iii] lines to further constrain the electron
density and temperature of high redshift HII regions (see also Jones
et al. 2020). Finally, we conclude in §6 and mention possible future
research directions.
2 OIII ATOMIC STRUCTURE AND EMISSION LINES
Before describing our model, it is worth briefly recalling the atomic
structure of the OIII ion and its main emission lines. The OIII ion
consists of six electrons. In its lowest energy configuration, four
electrons fill the 1s and 2s sub-shells (with two electrons in each),
leaving two valence 2p electrons. The valence electrons may com-
bine to form a total spin angular momentum of S = 0, 1 and a
total orbital angular momentum of L = 0, 1, 2. The Pauli exclu-
sion principle allows only states with (L, S) = (1, 1); (2, 0); (0, 0).
Hund’s rules dictate that the lowest energy configurations have
S = 1, while the L = 2 state lies lower than the L = 0 one.
Figure 1. The bottom five energy levels of doubly ionized oxygen (OIII),
including the emission lines we model in this work. The columns give (from
left to right): the electronic configuration, the statistical weight, and the en-
ergy level (with energy expressed relative to the ground state in temperature
units). The wavelengths of the transitions are also indicated. Adapted from
Draine (2011) .
Further, spin-orbit fine structure interactions split the lowest lying
(L, S) = (1, 1) state into three separate levels with total (spin plus
orbital) angular momentum J = 0, 1, 2, ordered by increasing en-
ergy.
The resulting energy levels and transitions are summarized in
Fig 1.2 The main line of interest for this paper is the 88.36µm tran-
sition between the 3P1 and 3P0 states, which has been observed by
ALMA at z ∼ 6− 9. We will further briefly consider the 51.81µm
fine structure transition and the rest-frame optical 5008.2 A˚ , 4960.3
A˚ transitions (§5).
3 MODEL
Our goal is to model the total [O iii] emission from high redshift
galaxies. In reality, this emission arises from a collection of discrete
HII regions, distributed across the entire galaxy, each with a com-
plex internal structure, geometry, and dynamics. Our simple model
will ignore much of this complexity, as the aggregate emission from
this assembly of HII regions should depend mostly on the galaxy-
averaged HII region properties and the galaxy’s total rate of ioniz-
ing photon production. Therefore, our model starts from the greatly
simplified picture illustrated in Fig 2. Here, the total ionizing emis-
sion from a galaxy is concentrated in a single effective source of
radiation, denoted by a star in the figure, at the center of a spher-
ical region. Further, the region is taken to be uniform in hydrogen
density and metallicity. We subsequently generalize our treatment
to consider an ensemble of HII regions described by probability dis-
tributions in density and metallicity (§3.6). A simple model like this
2 The usual notation is used for the electronic configuration of each level:
2S+1LJ with S, P,D for L = 0, 1, 2.
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Figure 2. Simplified OIII emission geometry adopted in this work. As de-
scribed in the text, the entire ionizing output from a model galaxy is concen-
trated in a single source at the center of a spherically symmetric region. The
HII region encompasses the total volume of ionized gas in the galaxy. Our
aim is to characterize the emission from the OIII gas in the interior of this
region. For some parameters of interest, the OIII zone is smaller and more
diffuse than the HII region as shown, although this effect is exaggerated here.
is obviously incapable of describing the likely complex structure of
the OIII emission across an individual galaxy. We believe it never-
theless properly accounts for the total galaxy-wide OIII luminosity
and its dependence on typical HII region and stellar ionizing radi-
ation parameters. We comment on possible limitations of our treat-
ment when necessary.
3.1 CLOUDY simulations
As motivated in the Introduction, we compare our analytic model
with detailed CLOUDY calculations. In order to characterize the
accuracy of our model across a broad parameter space, we per-
form CLOUDY simulations with: hydrogen density between 0.5 ≤
log(nH/[cm
−3]) ≤ 43, and gas metallicities of Z/Z = 0.05,
0.2, 1.0. We characterize the strength of the galaxy’s ionizing ra-
diation by the number of HI ionizing photons produced per sec-
ond, and vary this across the range 50 ≤ log(QHI/[s−1]) ≤ 56.
This range in ionization rate spans star-formation rates of roughly
SFR ∼ 10−3 − 103M/yr (Eq 3). The relative abundances of
chemical elements in the gas cloud are scaled to the solar values
(Grevesse et al. 2010), except for helium whose abundance is set fol-
lowing Groves et al. (2004). As discussed in §3.4.1, our simulations
include turbulent velocities (with a fiducial value of vturb = 100
km/s.) We do not incorporate a turbulent pressure component.
The input stellar spectrum adopted follows either population
synthesis calculations from the starburst99 (Leitherer et al. 1999)
3 In this work log denotes a base-10 logarithm and ln denotes a natural
logarithm.
code or an effective blackbody form described below. We do not in-
clude any contributions from AGN. Our fiducial starburst99 spec-
trum assumes a constant star-formation rate (SFR) and a Salpeter
initial mass function (IMF) (Salpeter 1955). The lower and upper
cutoffs of the IMF are 1M and 100M respectively (although
see Eq 3 below). We generally assume that the stellar metallicity
and the metallicity of the HII regions are identical, but we consider
variations around this assumption. Steidel et al. (2016) finds that
the spectra of z ∼ 2 − 3 LBGs are best explained if the stellar
metallicity is a factor of ∼ 5 smaller than the gas-phase metallic-
ity. These authors argue that this is a consequence of a super-solar
oxygen to iron abundance ratio (since the stellar opacity and mass
loss is largely controlled by iron), as expected for enrichment domi-
nated by core-collapse supernovae. That is, in high redshift galaxies
we should naturally expect the gas-phase metallicity to be enhanced
relative to the stellar metallicity. Finally, our fiducial model consid-
ers starburst99 spectra for continuous SFR models with an age
of 10 Myr since the ionizing spectral shape reaches an equilibrium
value slightly before this duration. Our results are therefore insen-
sitive to this choice of age provided continuous SFR models are a
good description (rather than aging starbursts), as discussed further
in §3.5.
It is also interesting to consider variations in the shape of the
ionizing spectrum. Recent advances in spectral synthesis modeling
have emphasized the importance of binarity and rapid rotation in
determining the production of ionizing photons from massive stars
(e.g. Eldridge & Stanway 2012; Stanway & Eldridge 2020). These
effects tend to make the ionizing spectral shape harder than other-
wise expected. Here we defer a full treatment to future work and
follow Steidel et al. (2014) in simply approximating the ionizing ra-
diation spectral shape between 1 and 4 Rydbergs by a blackbody
form, characterized by an effective temperature (in units of 104 K),
T4,eff . This description is intended to avoid a full suite of population
synthesis models, while nevertheless spanning a range of plausible
spectral shapes.
We run CLOUDY in its spherical geometry mode, with an in-
ner radius of 0.01 times the Stro¨mgren radius of the HII region.
We assume an ionization-bounded HII region, and ignore the im-
pact of magnetic fields, dust grains, and external radiation fields.
We comment on the possible impact of dust grains in Section 6. The
CLOUDY calculations are halted when the electron density drops
to half of the input hydrogen density.
3.2 Analytic model setup
Similar to the CLOUDY simulations, our analytic model is parame-
terized by:nH,Z/Z, and an SFR. In §3.6 we further allow for vari-
ations in nH and Z/Z characterized by lognormal distributions.
The shape of the stellar spectrum also plays an important role. Our
default assumptions regarding this spectrum are identical to those
in the CLOUDY simulations discussed above.
In terms of the atomic data in our modeling, we use results
from the following references throughout this paper. We employ the
fits to the photoionization cross-sections from Verner et al. (1996),
the Einstein A coefficients given by Garstang (1973) Table 1, the
case B recombination rate of HII and HeII from Draine (2011) Table
14.1 and Table 14.7, the OIII collisional de-excitation rate given by
Draine (2011) Section 2.3 and Table F.2, the OIII recombination
rates from Osterbrock & Ferland (2006) Table A5.1, and the charge-
exchange rates from Osterbrock & Ferland (2006) Table A5.4.
The Stro¨mgren radius provides a key description of the ion-
ized hydrogen regions in our model. It is important to note that the
MNRAS 000, 1–16 (2018)
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volume discussed here indicates the total volume of ionized hydro-
gen gas in the galaxy (as in Fig 2 and discussed previously), rather
than that around an individual star or star cluster. We assume that a
fraction fesc of the hydrogen ionizing photons escape the galaxy
and make it into the intergalactic medium (IGM), while the rest
are absorbed within the galaxy. Unless stated otherwise, we assume
1− fesc = 1 since empirically – and in many theoretical models –
most galaxies have small escape fractions (Dove et al. 2000; Wood
& Loeb 2000; Razoumov & Sommer-Larsen 2010; Gnedin et al.
2008; Wise & Cen 2009). It is straightforward to rescale our results
for the case of larger escape fractions. Assuming 1 − fesc = 1 the
Stro¨mgren radius of the HII region, Rout, is determined by4
(1−fesc)QHI = 4pi
3
R3outαB,HII(T )nHne = VHIIαB,HII(T )nHne ,
(1)
where nH is the hydrogen density, ne is the electron density, VHII is
the volume of HII region (again, here and throughout this refers to
the total volume of ionized hydrogen gas in the galaxy), and αB,HII
is the case B recombination rate of hydrogen (Hummer & Storey
1987).
Our model and the CLOUDY calculations assume thermal
equilibrium applies, with heating and cooling process balancing in
a steady-state description. We approximate the temperature, T , by
its volume-averaged value. In practice the temperature is difficult to
predict analytically, and is fairly close to T4 = 1 across the parame-
ter space of interest. Therefore, the temperature is the one aspect of
our model that we simply calibrate empirically to CLOUDY simu-
lations. In particular, the following fit on T4 = T/(104 [K]) is accu-
rate to within 15% fractional error across the full range of CLOUDY
models (spanning nH, Z, and QHI) mentioned previously5:
T4 = 10
−0.16(log Z
Z )
2−0.6 log Z
Z−0.18 ×
log QHI
[s−1]
54
×
(
(0.1
(
Z
Z
)0.6
log
(
nHI
[cm−3]
)
+ 0.9
)
,
(2)
It is further interesting to relate the ionizing photon production
rate, QHI, to the instantaneous star-formation rate, SFR, across the
galaxy. A fitting formula to population synthesis calculations, valid
for constant SFR models with age larger than 6 Myr, from Schaerer
(2003) provides a convenient relationship:
log
(
QHI/ [s
−1]
SFR/ [M/yr]
)
=− 0.0029×
(
log
(
Z
Z
)
+ 7.3
)2.5
+ 53.81− log(2.55) .
(3)
This equation assumes the same Salpeter IMF discussed previously,
except with a correction factor of 2.55 introduced to account for
stars with mass between 0.1 and 1 M (Raiter et al. 2010).
4 This assumes photo-ionization equilibrium, which is justified be-
cause the recombination timescale, trec = 1/(αBne) = 1.2 ×
103 yrs (ne/100cm−3)−1, is much shorter than the age of O stars and
the time over which the rate of ionizing photon production evolves.
5 This fit assumes the 10 Myr continuous SFR starburst99 model. Since
the spectral shape reaches an equilibrium value at slightly smaller ages,
it should be a good description for most continuous SFR models. The fit
should, however, be modified for the case of aging starbursts.
3.3 OIII emission in the low nH limit
We now turn to consider OIII 88µm fine structure emission in our
model, handling first the case of the low nH limit. In most of this pa-
per, we will work in the three-level atom approximation accounting
for the level populations in only the 3P0,1,2 states. This is a very
good approximation owing to the large energy gap between these
levels and the higher energy states (see Fig 1.) The abundance of
OIII ions in the 3P0,1,2 states are denoted by n0,1,2 respectively.
For starters, we assume that our model galaxy is optically thin
to OIII emission and so ignore the possibility that 88µm photons
are absorbed elsewhere in the galaxy that produces them. Further-
more, we ignore the impact of any external radiation fields on the
level populations.6 In this case, the level populations are deter-
mined solely by spontaneous decays and collisional excitations/de-
excitations induced by collisions with free electrons. The rate of
spontaneous decays between an upper level, u, and a lower level, l,
is described by the Einstein A coefficient,Aul. The collisional exci-
tation (de-excitation) rate is given by neklu (nekul). Each of these
rates has units of s−1.
Since the timescales involved in the atomic transitions here is
short compared to those related to star-formation and galaxy evolu-
tion, a steady-state solution applies. In the steady-state the rate of
OIII ions leaving a given level exactly balances the rate at which
the same level is populated. Applying this balance to the 3P0 level
(with abundance n0):
n0ne(k01+k02) = n1(A10+nek10) =⇒ n1 = n0ne(k01 + k02)
A10 + nek10
.
(4)
The left hand side describes the rate at which OIII ions are collision-
ally excited out of the 3P0 state. The right hand side describes spon-
taneous decays and collisional de-excitations, which each populate
the 3P0 level from ions initially in the 3P1 state (with population
n1).7 Further, we take the low density limit in which collisional de-
excitations are negligible compared to spontaneous decays. That is,
nek10  A10. For reference, the density at which spontaneous de-
cays and collisional de-excitations make equal contribution defines
the critical density, ncrit = A10/k10 = 1732 cm−3 at T4 = 1. For
densities much less than the critical density, Eq 4 simplifies to
n1 ≈ n0ne(k01 + k02)
A10
. (5)
Further, the total [O iii] emission may be determined from
the level population, n1, as an integral over the volume containing
6 This should be an excellent approximation. Assuming that the external ra-
diation is dominated by the cosmic microwave background (CMB), the pho-
ton occupation number at z = 7 and 88µm isnγ = 5.4×10−4. The rate of
3P0 → 3P1 excitations after absorbing a CMB photon is g1nγA10/g0 =
4.4×10−8 s−1. This is two orders of magnitude smaller than the collisional
excitation rate for ne = 100 cm−3 (for T4 = 1), and becomes comparable
to the rate of collisional excitations only at ne = 1 cm−3. We therefore
neglect the impact of the CMB throughout since it would only be relevant
at very low densities (which seem unlikely). Note that the low photon oc-
cupation number also implies that stimulated emission off of the CMB is
negligible. The CMB is even less important at redshifts below the z = 7
case described explicitly here.
7 Note that this equation neglects spontaneous decays and collisional de-
exciations from the 3P2 state, which in principle could populate 3P0 as well.
The spontaneous decay between these two states proceeds at a negligibly
small rate, while collisional de-excitations may be ignored in the low density
limit adopted here.
MNRAS 000, 1–16 (2018)
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doubly-ionized oxygen:
L10 =
∫
4pir2drn1A10hν10 = n1A10hν10VOIII
= n1A10hν10VOIII
QHI
VHIIαB,HIInHne
.
(6)
Here we have assumed the gas is optically thin to [O iii] emission.
Note that we assume that hydrogen is mostly ionized within the HII
region and that the last factor is unity with QHI/(αB,HIInHne) =
VHII. We can then plug Eq 5 into Eq 6, obtaining:
L10 =
n0
nH
(k01 + k02)hν10
QHI
αB,HII
VOIII
VHII
≈
(
nO
nH
)

Z
Z
(k01 + k02)hν10
QHI
αB,HII
VOIII
VHII
.
(7)
Here we assume that the oxygen is mostly doubly-ionized within
the volume VOIII and the doubly-ionized oxygen are mostly at the
ground 3P0 state, so that n0 = nO where nO is the total oxygen
abundance. Alternatively, as discussed further in §3.5, one can think
of VOIII/VHII as the OIII fraction averaged across the HII region.
This equation supposes that all of the doubly-ionized oxygen atoms
are in the ground state, which is an excellent approximation at low
densities and for plausible HII region temperatures.
In the case of a hard stellar radiation spectrum with a sufficient
number of photons above the OII ionization threshold at an energy
of 35.12 eV (see §3.5), one can approximate VOIII ≈ VHII. In this
case, Eq 7 can be simplified as:
L10 =
(
nO
nH
)

Z
Z
(k01 + k02)hν10
QHI
αB,HII
, (8)
which is independent of hydrogen density. To summarize, this
equation applies for densities much less than the critical density
(ncrit = 1.7×103 cm−3), assumes VOIII ∼ VHII, and ignores self-
absorption of [O iii] 88µm photons, and external radiation fields.
Similar equations have been obtained in the context of [N ii] emis-
sion lines in previous work (e.g. Sun et al. 2019; Herrera-Camus
et al. 2016; McKee & Williams 1997).
Finally, we can connect the ionizing photon output to the SFR
using Eq 3. This gives:
L10
L
= 108.27−0.0029(7.3+log(Z/Z))
2.5 Z
Z
SFR
M/yr
, (9)
for T = 104 K and (nO/nH) = 10−3.31. When applicable, this
equation implies that the [O iii] 88 µm emission from a galaxy is
directly proportional to its SFR. In addition, the luminosity varies
linearly with the metallicity of the HII region, with a further depen-
dence on stellar metallicity arising through the QHI − SFR rela-
tionship.
Fig 3 compares theL10−QHI relation of Eq 8 with CLOUDY
simulations in the low density limit. At low densities and metal-
licities, the equation agrees to within 20% fractional error and is
still more accurate for much of the parameter space shown. At low
QHI the equation slightly overpredicts the luminosity found with
CLOUDY. This owes to the VOIII ∼ VHII approximation, which
we will refine in §3.5. At large metallicity Z = Z, our model is
less accurate but this case is of less interest for our aim of modeling
high redshift galaxies. The model is less successful at high metallic-
ity because the helium abundance in our model grows with metal-
licity (Groves et al. 2004), in order to account for the conversion
of hydrogen into helium and heavier elements by stars. The larger
helium abundance, in turn, makes the VOIII ∼ VHII approximation
less accurate.
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Figure 3. Comparison between the [O iii] emission predicted by Eq 8 and
CLOUDY simulations at low density. Top panel: Solid lines showCLOUDY
results, while the dashed lines show the analytic model computed in the low
density limit. The legend specifies the hydrogen density, log(nH/[cm−3]),
while Z is the gas metallicity in solar units, Z/Z. The stellar metallic-
ity is assumed to match the gas metallicity here. Bottom panel: Fractional
difference between the analytic model and the CLOUDY calculations.
3.4 Arbitrary density and the escape probability
approximation
Next we extend our model to arbitrary densities, accounting for col-
lisional de-excitations in a full treatment of the three-level atom.
At high densities, L10/SFR will be suppressed relative to Eq 9
since collisional de-excitations will lead to 3P1 →3 P0 transitions
without photon emission. We will also allow for the possibility that
[O iii] 88µm photons emitted are re-absorbed somewhere in the HII
region. We will model this using the escape probability approxima-
tion (e.g. Draine 2011).
In the escape probability approximation adopted here, the HII
region is treated as static, homogeneous, and spherically symmetric
so that the excitation of OIII ions across the cloud by trapped pho-
tons is uniform. The probability that photons escape the cloud, β, is
then approximated by its angle and frequency averaged value, 〈β〉,
assuming a Gaussian velocity distribution. The escape probability
is well-approximated by (Draine 2011):
〈β〉 = 1
1 + 0.5τ
. (10)
where the optical depth, τ , is the line-center optical depth for a
ray from the center of the region to its edge. We account for self-
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absorption and stimulated emission in each of the 3P1 →3 P0 and
3P2 →3 P1 transitions, while radiative trapping in the 3P2 →3 P0
line is negligible given its much smaller Einstein-A coefficient. In
the escape probability approximation, radiative decay rates are re-
duced by a factor of 〈β〉 with Aul → 〈β〉Aul.
In the three-level atom the steady-state level populations are
then determined by the following set of equations (Draine 2011):
R1 =
n1
n0
=
R01R20 +R01R21 +R21R02
R10R20 +R10R21 +R12R20
,
R2 =
n2
n0
=
R02R10 +R02R12 +R12R01
R10R20 +R10R21 +R12R20
,
(11)
where:
R10 = nek10 +A10/(1 + 0.5τ10) ,
R20 = nek20 +A20 ,
R21 = nek21 +A21/(1 + 0.5τ20) ,
R01 = (g1/g0)nek10e
−E10/(kT ) ,
R02 = (g2/g0)nek20e
−E20/(kT ) ,
R12 = (g2/g1)nek21e
−E21/(kT ) .
(12)
Inside of each HII region we generally approximate ne = nH +nHe
throughout, assuming that helium is singly ionized along with hy-
drogen (although see §3.5). We ignore electrons from the ionization
of heavier elements given their low abundances.
One needs to solve for the level populations self-consistently
with the optical depths that enter Eq 12. The line center optical depth
between levels l and u is given by: (Draine 2011):
τul =
gu
gl
Aulλ
3
ul
4(2pi)3/2σV
nlRout
(
1− nugl
nlgu
)
,
σ2V =
v2th + v
2
turb
2
, vth =
√
2kT
mO
.
(13)
where the line width, σV , includes thermal and turbulent broaden-
ing components. We self-consistently find numerical solutions for
the level populations and optical depths by searching through a grid
in τ10, τ21.
After solving for the level populations (Eqs 11 and 12) and
optical depths (Eq 13) the [O iii] 88 µm emission is determined via
a modified version of Eq 7 as:
L10 =
R1
1 +R1 +R2
(
nO
nH
)

Z
Z
A10
1 + 0.5τ10
hν10
QHI
αB,HIIne
.
(14)
Combining Eq (14) with the Schaerer (2003) Q-SFR model (Eq 3)
gives the following generalized L10-SFR relation:
L10
L
=1010.86−0.0029(7.3+log(Z/Z))
2.5 Z
Z
× R1
1 +R1 +R2
1
1 + 0.5τ10
[cm−3]
ne
SFR
M/yr
,
(15)
where the numerical values here assume T4 = 104 K and
(nO/nH) = 10−3.31.
3.4.1 Line broadening
A potential concern for our model is that the radiative trapping ef-
fect, if important, will depend on the geometry and velocity distri-
bution of the OIII ions. Neither of these features are well-described
in our simplified model or the CLOUDY simulations. For exam-
ple, discrete HII regions are less likely to “shadow” each other than
50 51 52 53 54 55 56
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104
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106
107
108
109
1010
L 1
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L
]
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vturb = 200 km/s
Figure 4. Radiative trapping and line broadening. The curves show
CLOUDY results for L10 versus QHI assuming log(nH/[cm−3]) = 2.0,
and Z/Z = 0.2, for various choices of turbulent velocity broadening. In
the pure thermal broadening case (vturb = 0 km/s), radiative trapping leads
to a decline in L10 at high QHI. In the more likely case of additional line
broadening, radiative trapping is a small effect and the results are insensitive
to the precise choice of vturb.
implied by our spherically symmetric treatment. In addition the HII
regions will be moving around in their host galaxy with some veloc-
ity dispersion, and so the line profile will not be set by pure thermal
broadening. However, even in the pure thermal broadening case –
which likely overestimates radiative trapping effects – we find that
trapping is only important at relatively high QHI, nH, and Z. A
large value of QHI makes the Stro¨mgren radius and optical depth
large while the optical depth also increases with nH, Z.
To roughly account for non-thermal motions, we simply add a
turbulent velocity component to the velocity width in Eq 13. Our
fiducial choice for vturb is 100 km/s, although our results are in-
sensitive to this choice as illustrated in Fig 4.8 Radiative trapping is
a small effect provided that additional broadening effects – beyond
pure thermal broadening – impact the line profiles.
3.4.2 Results with Eq 14
Fig 5 compares the model of Eq 14 with the corresponding
CLOUDY simulations. This figure shows good overall accuracy,
even at high densities nH & ncrit where Eq 8 breaks down. Note
that the model is again less accurate at high metallicity, with the
Z = Z showing larger differences with CLOUDY. This case is
unlikely relevant for our high redshift galaxy science target. As in
Fig 3, the model works less well at high metallicity owing to the
increasing helium abundance with metallicity in our models.
Fig 6 shows explicitly how L10/SFR declines with increasing
nH owing to collisional de-excitations. As expected, the drop-off
starts around ne ∼ 102−103 cm−3, comparable to the critical den-
sity (ncrit = 1.7×103 cm−3 at T4 = 1.) The good agreement with
CLOUDY shows that this effect is well-captured by our three-level
atomic treatment. The figure also illustrates how L10/SFR drops
8 Treating the non-thermal motions as an additional velocity dispersion is
imperfect because it ignores the fact that nearby OIII ions will have corre-
lated velocities.
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Figure 5. Comparison between L10 predicted by Eq (14) and CLOUDY. This figure is similar to Fig 3 except here we account for a full three-level atomic
treatment including collisional de-excitations and radiative trapping.
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
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0/S
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Z/Z = 0.05
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Figure 6. L10/SFR-nH relation given by CLOUDY simulations (solid
lines) and Eq 14 (dashed lines) for different gas metallicities. We fixQHI =
1054 s−1 here, but the results are insensitive to the precise ionization rate
adopted. The ratio drops with decreasing metallicity and increasing density,
with the latter effect owing to collisional de-excitations.
as the gas metallicity decreases. Given the relatively large values of
L10/SFR from recent ALMA measurements, we will use these ef-
fects to bound the gas phase metallicity and HII region gas density
at z ∼ 6− 9 in §4.
3.5 VOIII/VHII correction
In the previous sections, we assumed that the volumes of doubly-
ionized oxygen and ionized hydrogen across a galaxy are identical
with VOIII/VHII = 1. In fact, this ratio is less than unity for galaxies
with soft ionizing spectra and/or low rates of ionizing photon pro-
duction.9 In this section, we model the volume ratio, VOIII/VHII,
and compare it with CLOUDY calculations. This allows us to “cor-
rect” our previous estimates and more accurately model OIII emis-
sion.
One effect that can limit the size of doubly-ionized oxygen
zones is absorption from neutral helium atoms. Absorption from
neutral helium plays a small role in the case of fairly hard ioniz-
ing spectra, where the HeII and HII zones coincide. However, in the
case of a soft spectrum an HII region will have an inner HeII zone,
while the outer parts of the HII region will mostly be in the form of
HeI.10 In this soft spectrum case, the doubly-ionized oxygen zone is
essentially set by the size of the HeII region. An estimate of the ratio
of the volumes in the HeII and HII zones may be made by neglect-
ing the absorption of HeI ionizing photons by HI and the absorption
of HI ionizing photons by HeI. In this case, ignoring also the small
increase in the free electron abundance in the HeII regions, the vol-
ume ratio is (Osterbrock & Ferland 2006):
VHeII
VHII
=
QHeI
QHI
nH
nHe
αB,HII
αB,HeII
. (16)
Here QHeI denotes the HeI ionizing photon rate, i.e. the number of
photons per second produced above the HeI photoionization thresh-
old of 24.6 eV, nHe is the number density of helium atoms, and
αB,HeII is the HeII recombination coefficient. Eq 16 implies that
the HeII and HII zones coincide with VHeII/VHII = 1 provided
9 Note that the volume of doubly ionized oxygen can never exceed that of
ionized hydrogen. OII ionizing photons encountering neutral hydrogen gas
just beyond the edge of an HII region have a much greater probability of
being absorbed by abundant neutral hydrogen atoms than by OII and so these
photons mostly go into growing the HII region.
10 Across the range of ionizing spectra considered in this work, it is a very
good approximation to neglect doubly-ionized helium as well as higher ion-
ization stages of oxygen (i.e., those beyond OIII).
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QHeII/QHI ≥ (nHeαB,HeII)/(nHαB,HII). Assuming gas of pri-
mordial composition with a temperature of T4 = 1, this requires
QHeI ≥ 0.086QHI. For our fiducial ionizing source spectra, this
requirement is met and the HeII and HII zones match up. On the
other hand, in the case of a softer source spectrum, we expect
VOIII/VHII ∼ VHeII/VHII.
In the harder spectrum case, with coincident HeII/HII zones,
we can model the OIII fraction as a function of radius across the
HII region and compute the volume averaged OIII fraction. Even in
this harder spectrum case, we find that the average OIII fraction may
be significantly less than unity for certain plausible ionizing source
and HII region parameters. In order to calculate the OIII fraction, we
apply photoionization equilibrium accounting for OII photoioniza-
tions, OIII recombinations, and charge-exchange reactions between
OIII ions and residual neutral hydrogen atoms within an HII region.
The latter process, in which an electron swaps from a hydrogen atom
to an OIII ion to form OII (and an HII ion), can play an important
role in the ionization balance in the outskirts of HII regions (Os-
terbrock & Ferland 2006). The ionization balance equation may be
written as:
QOII(0)〈e−τνσOII(ν)〉
4piR2outy
2
nOII = nOIIIneαOIII + nOIIInHIδ
′.
(17)
In this equation, QOII is the rate of OII ionizing photons produced
by the galaxy:
QOII(y = 0) =
∫ ∞
νOII
Lν
hν
dν , (18)
here νOII is the OII photoionization threshold at an energy of 35.12
eV, Lν is the spectral energy distribution of the central radiation
source. The left-hand side of Eq 17 describes the OII photoioniza-
tion rate, with y denoting the radius in units of the Stro¨mgren radius,
Rout. The quantity 〈e−τνσOII(ν)〉 is a weighted average over the
ionizing spectrum:
〈e−τνσOII(ν)〉 =
∫∞
νOII
Lν
hν
e−τνσOII(ν)dν∫∞
νOII
Lν
hν
dν
(19)
Here σOII is the OII photoionization cross section, and e−τ(ν) ac-
counts for the absorption of OII ionizing photons. We calculate the
optical depth τν(y) – we generally suppress the y dependence in
our notation for brevity – assuming that it is dominated by resid-
ual hydrogen absorption, neglecting contributions from helium and
other elements. This is a good approximation, provided the criterion
described around Eq 16 is met.
Finally, the terms on the right hand side of Eq 17 describe
OIII recombinations and charge-exchange interactions, respectively.
Here αOIII is the OIII recombination rate, and δ′ = 1.05 × 10−9
cm3s−1 is the charge exchange rate of the OIII + HI↔ OII + HII
process near T4 = 1 (Osterbrock & Ferland 2006). The OIII re-
combination rate includes both radiative and dielectronic recombi-
nations. Note that in order to account for absorption of OII ionizing
photons by residual hydrogen, e−τν , and to compute the charge-
exchange reaction rate we need to first compute the neutral hydro-
gen fraction xHI(y) = nHI(y)/nH . This is accomplished by self-
consistently solving for the photoionization balance of HI/HII and
the optical depth, τν . For simplicity, we again neglect the absorp-
tion of HI ionizing photons by helium and heavier elements. In this
case, the optical depth equation is:
dτν
dy
= nHRoutσHI(ν)xHI , (20)
where σHI is the HI photoionization cross section. Photoionization
equilibrium balance dictates that:
nHI
4pir2
∫ ∞
νHI
Lν
hν
σHI(ν)e
−τνdν = nHIIneαB,HII(T ). (21)
Eqs 20 and 21 can be solved numerically to determine xHI(y)
starting from the inner radius, y = 0.01, at which point the HI
optical depth is negligibly small. The resulting model for xHI(y)
agrees with more detailed CLOUDY calculations: for example, the
volume-averaged ionized fractions match to within 3%. The small
differences owe to our neglect of helium absorption, and our approx-
imate estimates of HII region temperatures which are also assumed
to be independent of radius.
After calculating the neutral hydrogen fraction as a function
of radius, y, we can then solve the OII/OIII photoionization equi-
librium equation (Eq 17) for the OII and OIII abundances. We as-
sume that oxygen is entirely in the form of OII and OIII and de-
note the fractional OIII and OII abundances by xOIII = nOIII/nO,
1 − xOIII, respectively. Here we also ignore the contributions of
helium (and heavier ions) to the free electron density, assuming
ne = nH(1− xHI). In this case, the solution to Eq 17 is:
y2
xOIII
1− xOIII =
QOII(0)
4piR2out
〈σOIIe−τν 〉
nH[(1− xHI)αOIII + xHIδ′] ≡ A(y) .
(22)
The resulting doubly-ionized oxygen fraction is therefore:
xOIII(y) =
A(y)
A(y) + y2
. (23)
In the limit that A(y) >> y2, xOIII → 1 but A(y) may fall
below y2 within the HII region for some parameters of interest. In
the latter case, xOIII will drop-off within the HII region. It is also
instructive to calculate A(y) in the limit that xHI  1, ignoring
residual hydrogen absorption and charge-exchange reactions. In this
limit, A is independent of y and can be written as:
A ≈ 1
3
QOII(0)
QHI(0)
nH
nO
αB,HII
αOIII
nO〈σOII〉Rout. (24)
One can see that (when xHI  1) A ∝ (QOII/QHI)n1/3H Q1/3HI .
Note that the ionization parameter U scales as U ∝ n1/3H Q1/3HI ,
and so at small y the quantity A is set by the spectral shape and
ionization parameter. Hence the volume correction becomes impor-
tant when the first factor becomes small (soft spectrum), when the
HII region has a low gas density, and/or a small ionizing luminos-
ity. Furthermore, the absorption of OII ionizing photons by residual
hydrogen and the charge-exchange reactions reduce A as y grows.
On the other hand, in the case where the product ofQOII/QHI, nH,
and QHI is sufficiently large, xOIII ∼ 1 is a good approximation
across the entire region and VOIII ∼ VHII.
Fig 7 shows an example model calculation of xOIII(y) in com-
parison to CLOUDY. In this example, we model the ionizing ra-
diation spectrum between 1 and 4 Rydbergs as a blackbody with
an effective temperature of T4,eff = 5.5, which provides a good
approximation to our fidutial model spectrum. The ISM parame-
ters are QHI = 1050 s−1, nH = 100.5 cm−3, and Z = 0.2Z.
Note that the hydrogen photoionization rate here is much smaller
than that expected for currently observed galaxies (§4): it is chosen
to illustrate a case where the volume correction factor is relatively
large. With these parameters, both the model and CLOUDY calcu-
lations show a steep drop starting near y & 0.8. This is a conse-
quence of the increasing residual neutral hydrogen abundance and
charge-exchange reactions play an important role in the declining
MNRAS 000, 1–16 (2018)
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Figure 7. OIII radial abundance predicted by the numerical solution of
Eq (22) and CLOUDY for an example case with lognH/[cm−3] = 0.5,
logQHI/s
−1 = 50 and Z/Z = 0.2. The ionizing radiation spectrum
between 1 and 4 Rydbergs is modeled as a blackbody with effective temper-
ature T4,eff = 5.5 K.
OIII abundance. One can see that our model captures the trend in
CLOUDYwell, with CLOUDY showing a slightly stronger decline.
Tests with CLOUDY reveal that this mildly stronger trend owes
largely to absorption from residual neutral helium within the HII
region, which is neglected in our treatment.
Finally, we can use our computations of the doubly-ionized
fraction throughout the HII region to determine the volume-
averaged OIII fraction as:
VOIII
VHII
= 3
∫ 1
0
xOIII(y)y
2dy . (25)
If the spectrum is so soft that the criterion described around Eq 16
is not satisfied, we instead use the approximation VOIII ∼ VHeII.
We further compare the accuracy of these calculations with a broad
range of CLOUDY models.
The top panel of Fig 8 shows how the volume correction fac-
tor varies with spectral shape. As motivated in §3.1, in order to treat
variations around our fiducial starburst99 spectrum we model the
ionizing radiation spectrum between 1 and 4 Rydbergs as a black-
body with an effective temperature of T4,eff . As mentioned earlier,
T4,eff = 5.5 matches our fiducial spectrum. Fig 8 shows that the
volume correction factor is near unity for QHI = 1054 s−1 and
nH = 100 cm−3 provided T4,eff & 4. The volume correction fac-
tor (VOIII/VHII) falls sharply for softer ionizing spectra (i.e., for
lower T4,eff ) owing to helium, as anticipated in Eq 16. Our estimate
captures the location in temperature and the extent of this decline
well.
In the context of population synthesis models, these results
suggest that the volume correction (for sufficiently high QHI, nH
as explored in the next paragraph) is a small effect for galaxies with
ongoing or very recent star formation. More specifically, we con-
sider continous SFR starburst99models of varying stellar age and
metallicity. The spectrum softens with increasing metallicity and
age, before reaching an asymptotic shape around 10 Myr. However,
in these cases the spectrum is still harder than the T4,eff . 4 case
where the volume correction becomes important. Quantitatively, we
find QHeI/QHI & 0.20 for Z = 0.2Z for continous SFR mod-
els. Furthermore, for a stellar age of 10 Myr,QHeI/QHI & 0.15 for
Z ≤ Z. That is, the criterion of Eq 16 is satisfied for plausible
continuous SFR models. The volume correction would, however,
be more important for galaxies with aging starbursts and age & 5
Figure 8. Variation of the OIII volume correction under changes in the spec-
trum of ionizing radiation, hydrogen density, and ionization rate. Solid lines
show CLOUDY results, while the dashed lines show the OIII volume ana-
lytic model. Top panel: Changes with spectral shape, parameterized by an
effective black-body temperature, T4,eff . The other parameters are fixed at:
nH = 100 cm−3, Z = 0.2Z, Q = 1054 s−1. Bottom panel: Variations
with hydrogen density and the rate of hydrogen ionizing photon production.
Here we fix Z = 0.2Z and T4,eff = 5.5.
Myr (at which point T4,eff ≤ 4 for Z = 0.2Z in the starburst99
models), although binarity and rapid rotation may naturally produce
harder spectra even for aging starburst models (Stanway et al. 2014).
In the bottom panel of Fig 8 we show how the volume correc-
tion factor depends onQHI andnH. As discussed earlier, the volume
correction factor becomes more important at low ionization param-
eter or equivalently in the lowQHI, nH part of the figure. The trend
seen in the CLOUDY calculations is well matched in our model, al-
though the volume corrections in the simulations are slightly more
important than predicted.11 Note that while the low QHI regime –
where the correction becomes more important – is irrelevant for in-
terpreting the current ALMA observations, it may be of interest for
future line-intensity mapping applications.
Fig 9 summarizes our comparison with the CLOUDY simula-
tions. Here we extend our previous results (Fig 5) to include the vol-
ume correction into our model. For our fiducial spectral shape, the
11 The CLOUDY simulations show a slight turndown at highQHI and nH
that is not captured in our model. This likely owes to an additional charge-
exchange process, OIII + HII↔ OIV + HI, which is not included in our
model but occurs in the inner part of the OIII region at high QHI, nH.
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Figure 9. L10 predicted through combining the [O iii] model introduced in Eq (14) and the OIII volume correction factor introduced in Eq (25) compared with
CLOUDY simulation results. Otherwise this figure is similar to Figs 5 and 3.
volume correction improves the accuracy at low QHI with ∼ 10%
accuracy obtained over much of the parameter space studied.
3.6 Probability Distributions
Up to this point, our model has assumed uniform HII regions and
a uniform ionizing radiation field. This neglects scatter in the HII
region properties and radiation field across each galaxy, and – when
applied to an ensemble of galaxies – it ignores variations from
galaxy to galaxy. Furthermore, it does not account for any radial
dependence of the gas density, metallicity, etc. across individual
HII regions. We can improve on these shortcomings by allowing
some of the key properties to be drawn from probability distribu-
tion functions (PDFs). Specifically, we will allow for variations in
the gas density (nH) and the metallicity (Z). We still adopt a single
temperature and spectral shape in order to avoid adding further com-
plexity to our model and since these quantities play a less important
role in determining the [O iii] 88 µm luminosity (L10). In what fol-
lows, these are generally computed assuming the stellar metallicity
matches the gas-phase metallicity.
It is instructive to first consider the low density limit nH 
ncrit, as in §3.3 except now allowing for variations in nH and Z. It
is straightforward to show that in this limit, Eq 8 is modified as:
〈L10〉 =
(
nO
nH
)

hν10(k01 + k02)
QHI
αB,HII
〈Z/ZnHne〉
〈nHne〉 , (26)
where the averages here denote ensemble averages over the HII re-
gions in question. This equation is general and the averages could
apply over a single HII region (with well behaved radial profiles
in nH and/or Z), over an ensemble of HII regions across a sin-
gle galaxy, or across a set of different galaxies. This equation has
a simple interpretation. Allowing for variations, the metallicity of
Eq 8 is simply generalized to an n2H-weighted average metallicity.
In the case that the metallicity and nH variations are uncorrelated,
then 〈Z/Zn2H〉/〈n2H〉 → 〈Z/Z〉, and our earlier equation (Eq 8)
holds with the metallicity replaced by the ensemble-averaged value.
Note that in this low density case, Eq 26 follows without specifying
a particular form for the density/metallicity PDFs.
The situation is more complicated in the arbitrary density case.
Here we allow nH and Z to vary from HII region to HII region
across a galaxy, adopting lognormal distributions for nH and Z to
roughly account for variations in these quantities. In the arbitary
density case, we assume that nH andZ vary independently (i.e., are
uncorrelated) for simplicity.
Specifically, we assume PDFs of the following forms:
dP
d lognH
=
1
σ1
√
2pi
exp
[
−1
2
(
lognH − µ1
σ1
)2]
,
dP
d logZ
=
1
σ2
√
2pi
exp
[
−1
2
(
lognH − µ2
σ2
)2]
,
(27)
where {µ1, σ1} and {µ2, σ2} describe the mean and standard devi-
ation of log(nH/[cm−3]) and logZ/Z, respectively. The mean
of nH and Z/Z are determined, respectively, by: log〈nH〉 =
µ1 + ln(10)
σ21
2
and log〈Z〉 = µ2 + ln(10)σ
2
2
2
. We can then de-
termine the ensemble-averaged luminosity, essentially from Eq 14
and §3.5. One subtlety here, however, is that the escape probabil-
ity and volume correction are already galaxy-averaged quantities.
Therefore, we fix the escape probability and volume correction at
their mean-density values – effectively assuming a homogeneous
medium in computing these two quantities, which in any case have
only a minor impact on the luminosity – while integrating over the
lognormal PDFs to model local variations in the gas density and
metallicity:
〈L10〉 = hν10A10〈Z〉logZ
1 + 0.5τ10
QHI
αB,HII
〈 R1nH
1+R1+R2
〉lognH
〈nHne〉lognH
. (28)
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Here 〈〉lognH and 〈〉logZ denote averages over the lognH and logZ
distributions. The values of τ10 and τ20 are computed using the
mean gas density and metallicity (as are the temperature and spec-
tral shape). In this calculation, we further approximate ne by ne =
1.08nH assuming that helium is mostly singly-ionized in the HII
region and of primordial composition. Under this approximation,
L10 is linear in Z and so the average luminosity is given by that at
the mean metallicity. It is therefore independent of σ2. On the other
hand, the luminosity is a non-linear function of nH and so the aver-
age luminosity generally differs from that at the mean gas density.
We compare this ensemble-averaged expression with observational
data.
4 ALMA OBSERVATIONAL CONSTRAINTS
Here we derive constraints on the metallicity and gas density from
the current sample of nine z ∼ 6 − 9 LBGs with [O iii] 88
µm luminosity measurements from Inoue et al. (2016); Carniani
et al. (2017); Laporte et al. (2017); Hashimoto et al. (2018, 2019);
Tamura et al. (2019); Harikane et al. (2019b). We use the compi-
lation of data in Harikane et al. (2019a). This sample consists of
nine LBGs, photometrically identified with the Hubble Space Tele-
scope or the Hyper-Suprime Camera on the Subaru telescope, and
subsequently detected in the [O iii] 88 µm line with ALMA. The
SFRs are derived from measurements of the UV and IR luminosi-
ties. The galaxies in the sample span a range of properties, with the
SFRs varying from roughly∼ 5−200M/yr. We compare the re-
ported measurements of L10/SFR with a small extension to Eq 28
to connect the ionization rate and SFR, employing the QHI − SFR
relation of Eq 3. We start by assuming that the stellar metallicity is
identical to the gas metallicity.
Before deriving confidence intervals on the model parameters,
it is instructive to compare the measurements from Table 1 and Ta-
ble 2 of Harikane et al. (2019b) with example models. Note that the
model L10 is nearly a linear function in the SFR and so L10/SFR
is close to constant. As discussed previously, the value ofL10/SFR
declines with decreasing metallicity and when the gas density be-
comes larger than the critical density. The ALMA data show consid-
erable scatter in L10/SFR beyond that from measurement errors:
this intrinsic scatter is likely the consequence of galaxy-to-galaxy
variations in the gas metallicity and density. (This is above and be-
yond the variations from HII to HII region captured in Eq 28.)
Interestingly, as illustrated in Fig 10, there are four galaxies
with L10/SFR & 107.50L/M/yr. Comparing to the example
models suggests that these galaxies are best explained by metallici-
ties ofZ = 0.3−1.0Z and relatively low gas densities, nH . 102
cm−3.
On the other hand, the two galaxies with the smallest
L10/SFR from the current sample – centered around L10/SFR ∼
106.50L/M/yr – are best explained by lower metallicities
and/or higher gas densities. For example, the preferred metallicity
for each of these two galaxies is around Z ∼ 0.03Z in the low
density limit (e.g. Fig 10 shows nH ∼ 10 cm−3) or the gas density
might be larger, nH ∼ 103.2 cm−3, if Z = 0.6Z.
To make these statements more precise, we need to translate the
measured range in L10/SFR into confidence intervals in metallic-
ity and gas density. Given the large observed spread in L10/SFR,
we determine separate bounds for each galaxy, rather than fitting
to the ensemble of galaxies. One technical issue in deriving these
bounds is that the L10/SFR measurement errors for some of the
galaxies are highly asymmetric; this appears to be a consequence
of uncertainties in spectral energy distribution modeling (Tamura
et al. 2019). To estimate confidence intervals, we need to adopt a
plausible non-Gaussian model for the PDF of L10/SFR that allows
for strong asymmetry. We assume that the PDF for each galaxy fol-
lows an epsilon-skew-normal distribution (ESN) distribution (Mud-
holkar & Hutson 2000):
f(x) =

1√
2piσ
exp
(
− (x− θ)
2
2(1 + )2σ2
)
, if x < θ
1√
2piσ
exp
(
− (x− θ)
2
2(1− )2σ2
)
, if x ≥ θ
where x = 〈L10〉/SFR is given by Eq (28). To specify the param-
eters of this PDF, we make use of the ESN quantile function, which
is:
q(u) =

θ + σ(1 + )Φ−1
(
u
1 + 
)
, if 0 < u < (1 + )/2
θ + σ(1− )Φ−1
(
u− 
1− 
)
, if (1 + )/2 ≤ u < 1.
Here u is the probability that the measured value of L10/SFR is
smaller than q and Φ−1 is the inverse of the cumulative distribu-
tion function for the case of a Gaussian PDF. We solve for the ESN
parameters θ, σ,  for each ALMA [O iii]-emitting galaxy using:
q(0.16) = xˆ− σ− ,
θ = xˆ ,
q(0.84) = xˆ+ σ+ ,
(29)
where xˆ is the L10/SFR measurement, and σ+/− are the reported
upper/lower measurement errors on L10/SFR at 68% confidence
level.
To start with, we ignore the scatter from HII region to HII re-
gion in nH and Z. Note that even in this simplified case we de-
scribe a single data point (L10/SFR for each galaxy) with a two
parameter model (fit separately for each galaxy). In a purely lin-
ear model this is an undetermined system. Here, we can neverthe-
less provide sensible bounds by adopting reasonable priors on nH
and Z. We adopt flat priors with 0 ≤ log(nH/[cm−3]) ≤ 4.0 and
−5 ≤ log(Z/Z) ≤ 0. Furthermore, note that the model is not
strictly linear in the model parameters: in particular, it saturates at
low density, nH.12
In the left panel of Fig 11 we show the resulting 2D posteri-
ors, in the lognH − logZ plane, for each [O iii] emitting galaxy.
The results illustrate the expected degeneracy between gas den-
sity and metallicity, with the allowed region in nH and Z for each
galaxy resembling an “L”-shape on its side. The measured values of
L10/SFR can be matched at either lower metallicity and gas den-
sity or higher metallicity and gas density. Again, this results be-
cause the suppression in luminosity from collisional de-excitations
may be compensated by enhanced metallicities. However, the mea-
surements yield interesting lower bounds on metallicity and upper
bounds on the gas density. As noted earlier, these bounds vary con-
siderably from galaxy to galaxy.
Table 1 summarizes the 1 and 2-σ bounds on metallicity and
gas density. As discussed more qualitatively earlier, some of the
galaxies in the sample are quite metal rich. For example, the 1− σ
(2− σ) lower bound on the metallicity for J0217, at redshift 6.2, is
12 In principle, L10 also saturates at high metallicity owing to radiative
trapping (since L10 ∝ Z/τ10 at high optical depth with τ10 ∝ Z), but this
limit is not reached under our prior that Z ≤ Z for vturb = 100 km/s.
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Figure 10. Comparison between the L10/SFR versus SFR measurements from Harikane et al. (2019a) and example models. The black points show the
measurements with 1 − σ error bars, while the dashed lines give model predictions according to Eq 14. Here logn in the legend specifies hydrogen density
log(nH/[cm
−3]), while the metallicities, Z, are in solar units Z/Z. Left panel: Models with varying metallicity; the hydrogen density is fixed to a low
density limiting case value of nH = 10cm−3. Right panel: Models with varying hydrogen density; the metallicity is fixed to Z = 0.6Z.
σ1 = 0 σ1 = 0.5
log(Z/Z) lower bound log(nH/[cm−3]) upper bound log〈Z/Z〉 lower bound log〈nH/[cm−3]〉 upper bound
J0217 -0.23,-0.38 1.4,1.8 -0.18,-0.32 0.72,1.0
J0235 -0.21,-0.27 1.5,1.7 -0.12,-0.19 0.68,0.86
J1211 -0.41,-0.54 1.8,2.1 -0.32,-0.46 1.0,1.2
BDF -0.42,-0.49 2.0,2.2 -0.33,-0.42 1.2,1.4
Y1 -1.9,-2.8 3.0,3.8 -1.8,-2.8 2.5,3.5
JD1 -0.81,-1.0 2.4,2.8 -0.73,-0.94 1.6,2.0
B14 -0.90,-1.1 2.3,2.7 -0.82,-1.0 1.6,1.9
NB1006 -1.6,-2.0 3.0,3.5 -1.6,-2.0 2.3,2.9
YD4 -1.8,-2.2 3.2,3.7 -1.7,-2.2 2.6,3.1
Table 1. Summary of the 1− σ and 2− σ lower bounds on gas metallicity and upper bounds on gas density from [O iii] emitting galaxies. The first (second)
entry shows the 1 − σ (2 − σ) bound on the ISM parameters. The left-hand columns give results ignoring scatter from HII region to HII region across each
galaxy, while the right-hand columns incorporate σ1 = 0.5 dex of scatter.
0.59Z (0.42Z). On the other hand, the lower bound on metal-
licity is rather loose for some of the galaxies in the sample, such
as Y1 at redshift 8.3, for which Z ≥ 1.2 × 10−2Z and Z ≥
1.6 × 10−3Z at 1 − σ and 2 − σ confidence, respectively. Like-
wise, the gas density bounds are variable with nH ≤ 25 (63) cm−3
at 1−σ (2−σ) confidence for J0217, butnH ≤ 1.0×103(6.3×103)
cm−3 at 1 − σ (2 − σ) for Y1. Note also that if we are agnostic to
within our stated priors on metallicity and gas density, all of the
galaxies in the sample are consistent with solar metallicity, for ex-
ample, as well as low gas densities. This is illustrated explicitly in
Fig 11 and arises because – as emphasized previously – the increase
in luminosity at high metallicity may be counteracted by collisional
de-excitations at larger densities. Similarly, if the metallicity is rel-
atively small then the data can accommodate arbitrarily low densi-
ties where collisional de-excitations are unimportant. We believe the
most robust constraints from current data are our lower bounds on
metallicity and upper bounds on gas density. In any case, the ALMA
measurements are clearly starting to provide interesting constraints
on ISM properties.
In order to explore how sensitive these results are to the as-
sumption of uniform metallicity and density, we allow scatter in
these quantities as described by Eq 27-28. As mentioned earlier,
since L10 is roughly a linear function of metallicity, these results
do not depend on the width assumed for the metallicity distribu-
tion. Given that the present data sample is relatively small, we sim-
ply fix the width of the hydrogen density distribution at σ1 = 0.5
dex. Although this value is arbitrary, it nevertheless gives a sense
for the impact of plausible density variations. The main result of
including scatter is that the upper bound on the gas density be-
come more stringent. Additionally, the lower bound on metallicity
tightens slightly. This results because, owing to the impact of col-
lisional de-excitations, the ensemble-averaged luminosity of Eq 28
is smaller than the luminosity at the mean gas density. In this sense,
our bounds derived ignoring scatter are conservative. The results
are further quantified in Table 1: the typical shift in the 1 − σ gas
density constraint is 0.7 dex, while the metallicity bound shifts by
about 0.08 dex.
Note that in comparing with the ALMA data we assumed
our fiducial starburst99 ionizing spectrum. A softer ionizing
spectrum with T4,eff . 4 would lead to a noticeably smaller
VOIII/VHII ratio (Fig 8), which would demand larger metallici-
ties and/or smaller gas densities. This case might be hard to rec-
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oncile with the ALMA data, or at least with the galaxies with
large L10/SFR ∼ 107.5L/M/yr. Our model has also assumed
1− fesc = 1; if an appreciable fraction of ionizing photons escape
into the IGM, then our constraint would tighten asL10 ∝ (1−fesc)
in our model.
Finally, the results of Table 1 assume that the stellar metallicity
matches the gas metallicity. However, as mentioned earlier, the spec-
tra of z ∼ 2−3 LBGs may be best explained if the stellar metallicity
is as much as a factor of∼ 5 smaller than the gas-phase metallicity.
In this case, since theQHI−SFR relation depends on stellar metal-
licity (Eq 3), our fiducial assumption may underestimate QHI and
L10 for a given SFR. If we apply the same factor of 5 suggested by
Steidel et al. (2016) at z ∼ 2− 3 to the z ∼ 6− 9 ALMA sample,
we find that this loosens the metallicity bound by 0.05 − 0.13 dex
and the gas density limit by 0.04−0.25 dex. The precise shifts here
depend on the how stringent the bounds are before accounting for
the reduction in stellar metallicity, but are relatively modest given
current error bars.
In general, we find good agreement with the recent work of
Jones et al. (2020), which also derives metallicity bounds for some
of the same galaxies considered here. One difference with these
authors is that they fix ne = 250 cm−3 and T = 1.5 × 104
K, while variations around these parameters are considered as part
of a systematic error budget.13 The range in gas density consid-
ered is ne = 10 − 600 cm−3 based on limits inferred from the
MOSDEF survey near z ∼ 2 (Sanders et al. 2016), while we re-
main more agnostic about the density in this work (our prior spans
0 ≤ log(nH/[cm−3]) ≤ 4.0). Although their methodology is dif-
ferent than ours, for most of the overlapping sample considered, our
1 − σ lower bound on metallicity agrees with their 1 − σ lower
metallicity limits to within 0.4 dex. This difference is consistent
with their systematic error budget, which is estimated at 0.4 dex.
The one exception is Y1, for which our lower bound is 0.7 dex
smaller than their limit; this may be related to the treatment of the
very asymmetric error bar in this galaxy or it may owe to differ-
ences in our methodologies. As discussed in Jones et al. (2020),
these constraints are also in broad agreement with earlier work from
e.g. Inoue et al. (2016), which compared NB1006-2 with CLOUDY
models of [O iii] 88µm emission.
The broad implication of these results is that the ISM is highly
enriched with heavy elements in at least some of the current sample
of ALMA galaxies; this occurs within only ∼ 500 Myr to 1 Gyr
after the big bang. For example, Z & 0.6Z in J0217 at z = 6.2,
when the age of this universe is 880 Myr. Jones et al. (2020) esti-
mate that many of the ALMA galaxies formed stars for∼ 100 Myr
prior to z ∼ 7. This is in general agreement with earlier spectral en-
ergy distribution modeling which found evidence for evolved stellar
populations in some of the [O iii] emitting galaxies (e.g. Hashimoto
et al. 2018).
13 For further comparison, we can compare with their Eq 2 at a typical
example metallicity of Z = 0.2Z. This equation gives their version of
the L10 − SFR relation derived, in their case, from the PyNeb (Luridiana
et al. 2015) code. Here we ignore the ionization correction, since we find
this to be less important than the 0.17 dex fiducial, empirically-motivated
value from Jones et al. (2020), which is, in any case, small compared to
their systematic error budget of 0.4 dex. Here ourL10−SFR relation agrees
with these authors to within 0.03 dex at Z = 0.2Z, ne = 250 cm−3, and
T = 1.5×104 K, illustrating excellent agreement between our independent
modeling efforts.
5 ADDITIONAL [O iii] LINES
As also emphasized in Moriwaki et al. (2018) and Jones et al.
(2020), additional [O iii] line transitions should be observable with
ALMA and the JWST. These can be fruitfully combined with star-
formation rate indicators, such as hydrogen recombination line mea-
surements. The SPHEREx project (Dore´ et al. 2014) will also pro-
vide line-intensity mapping observations of some of the [O iii] rest-
frame optical transitions. In the line-intensity mapping context, ob-
serving multiple different transitions from gas at a given redshift is
invaluable for mitigating foreground interloper contamination and
other systematics (Lidz & Taylor 2016). In terms of scientific yield,
probing multiple transitions can help in empirically constraining the
electron density, temperature, and ionization state of the gas. Here
we briefly discuss modeling additional [O iii] lines and their diag-
nostic power. We refer the reader to Moriwaki et al. (2018) and Jones
et al. (2020) for a discussion regarding the prospects for observing
these additional lines with ALMA and the JWST.
5.1 [O iii] 52 µm line
Our model can be easily extended to the case of the [O iii] 52 µm
fine structure line emitted in the 3P2 →3 P1 transition. Specifically,
following the derivation of Eq 14 the luminosity in this line is:
L21 = n2
A21
1 + 0.5τ21
hν21VO iii
=
R2
1 +R1 +R2
(
nO
nH
)

Z
Z
A21
1 + 0.5τ21
hν21
QHI
αB,HIIne
VOIII
VHII
.
(30)
Similar to theL10 case, we find that Eq 30 agrees with the CLOUDY
simulations to within 15% fractional error over the full range of ISM
and population synthesis models considered in this work.
As a consequence of the differing critical densities between
the two emission lines (ne,crit = 1732 cm−3 for L10 and ne,crit =
A21/k21 = 4617 cm−3 for L21 at T = 104 K), the line ratio
L10/L21 behaves roughly as a step-function in density, ne (e.g.
Draine 2011). To see this, note that in the low density limit of each
line:
n1
n2
≈ k01 + k02
A10
/
k02
A21
=
k01 + k02
k02
A21
A10
. (31)
In the opposite, high density limit, collisional de-excitations domi-
nate over spontaneous decays and the level populations are deter-
mined by the Boltzmann factor: nu
nl
=
gu
gl
e−Eul/(kT ) ≈ gu
gl
,
whereu and l denote upper and lower levels. The relative occupancy
is weakly dependent on temperature because the energy separation
between the levels here is small relative to the temperature of the
HII region gas (see Fig 1). Therefore, the luminosity ratio in the
two lines in the respective asymptotic limits is:
L10
L21
=

k01 + k02
k02
ν10
ν21
= 1.8 if ne → 0;
g1
g2
A10
A21
ν10
ν21
= 0.1 if ne →∞,
(32)
where the numerical values assume T4 = 1. At intermediate den-
sities, the line ratio smoothly interpolates between these two limits
(see Fig 12). Note that the line ratio depends weakly on metallicity
and QHI, with the small dependence arising from the impact of ra-
diative trapping, as the escape probability decreases with increasing
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Figure 11. Gas metallicity and density constraints from the current ALMA measurements. Left panel: Here the results assume that the metallicity and gas
density are uniform across each galaxy. The dark red, light red, and tan regions respectively enclose 68%, 95%, and 99.7% confidence intervals. Right panel:
Mean metallicity and density constraints allowing 0.5 dex of lognormal scatter in these quantities across each galaxy, as modeled using Eq 28.
Stro¨mgren radius and metallicity. For vturb ∼ 100 km/s, radiative
trapping is only a small effect, however. The figure illustrates that
this line ratio provides a density diagnostic: specifically, one can ro-
bustly determine whether measurements are to the low density side
or high density side of the step near the critical density. This can
help in breaking degeneracies between the metallicity and the gas
density that impact the constraints from a single [O iii] line (e.g. as
in §4). Note also that the 52µm line is, in fact, more luminous at
high densities than the 88µm one (Jones et al. 2020).
5.2 [O iii] optical lines
We can further consider the [O iii] rest-frame optical lines: we focus
on the 1D2 → 3P2 transition at 5008 A˚ and the 1D2 → 3P1 line
at 4960 A˚ between states with level populations of n3 → n2 and
n3 → n1, respectively. Here we exploit the fact that the energy gaps
between these transitions are large relative to the gas temperature
(see Fig 1), kBT . Therefore, the ratio of the luminosity in these lines
to that in the fine structure transitions provides a gas temperature
diagnostic (e.g. Draine 2011).
For simplicity, we work here in the low density limit of the
fine-structure lines; note also that the critical densities in the optical
lines are much larger. In this case, following an identical logic to
that leading up to Eq 8, the luminosity ratio between the [O iii] 5008
(4960) A˚ line and [O iii] 88 µm line is:
L32
L10
=
3
4
k03
k01 + k02
ν32
ν10
,
L31
L10
=
1
4
k03
k01 + k02
ν31
ν10
,
(33)
where we have used that A32/A31 ≈ 3. The line ratio is inde-
pendent of the gas metallicity, ionization correction, and the gas
density (in the low-density limit assumed here). However, the ra-
tio is sensitive to the gas temperature via the temperature depen-
dence of the collisional excitation coefficients that enter. Therefore,
it can help to constrain the gas temperature, as illustrated in Fig 13.
We find that the luminosities L32 and L31 predicted by our model
agree with CLOUDY simulations to within 25% fractional error at
Z ≤ 0.2Z. At higher metallicities, the agreement is less good
because the line ratio is quite sensitive to the temperature and our
simple empirical temperature calibration (Eq 2) is less accurate at
high metallicity.
In addition to the [O iii] lines considered here, rest frame op-
tical [O ii] emission lines are a promising target (e.g. Jones et al.
2020). Specifically, joint measurements of [O ii] and [O iii] emis-
sion lines can be used to empirically pin-down the VOIII/VHII cor-
rection and the ionization state of the gas. We defer, however, mod-
eling [O ii] lines to future work.
6 DISCUSSION AND CONCLUSION
We introduced an analytic model aimed at describing the rela-
tionship between a galaxy’s [O iii] 88 µm luminosity and its star-
formation rate. The model treats the total emission of ionizing radi-
ation across a galaxy as though it were concentrated in a single effec-
tive source of radiation at the center of a spherically symmetric ion-
ized region. The volume of ionized hydrogen gas is determined as-
suming a steady-state Stro¨mgren balance between photoionizations
and recombinations. The [O iii] emission is subsequently predicted
according to a three-level atom description, accounting for colli-
sional excitations, de-excitations, radiative trapping, and an ion-
ization/volume correction to account for the relative volumes of
doubly-ionized oxygen and hydrogen gas. The model assumes that
each HII region has a uniform density, metallicity, temperature, and
ionizing spectrum, although local variations in the gas density and
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Figure 12. Ratio between the luminosity of [O iii] 88 µm and [O iii] 52 µm emission lines, as a function of gas density, computed using Eq (32) at T = 104
K. The three panels show cases with varying gas metallicity (Z = 0.05Z, Z = 0.2Z, and Z = Z from left to right), while the different colored lines
show different ionization rates, QHI. Each model assumes our fiducial starburst99 ionizing spectrum.
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Figure 13. Temperature dependence of L32/L10 and L31/L10 predicted
using Eq 33. Here L32 denotes the 5008 A˚ transition, L31 is the 4960 A˚
line, and L10 is the 88 µm fine-structure transition.
metallicity are approximately treated by allowing lognormal scatter
in these quantities.
In the low density limit, the [O iii] luminosity is linearly pro-
portional to the gas metallicity and independent of gas density. At
higher density, the luminosity decreases owing to collisional de-
excitations. After accounting for plausible levels of line broadening,
the effects of radiative trapping are fairly unimportant. We cross-
check our model against detailed CLOUDY simulations and find
agreement to within roughly 10-15% accuracy across a broad range
of parameters. Although we focus here on high redshift science ap-
plications, we believe our calculations apply more broadly, down to
z ∼ 0. The only aspect of our model that is calibrated to CLOUDY
rather than predicted from first principles is the volume-averaged
gas temperature (Eq 2). Our model helps to clarify the key physical
processes involved in determining the [O iii] emission signal and
can be used to rapidly explore parameter space.
Although this agreement is encouraging, it would be interest-
ing to compare our results with numerical simulations capable of –
at least partly – resolving relevant ISM properties across simulated
galaxies (e.g. Hopkins et al. 2018; Katz et al. 2019). These simu-
lations are necessary to capture the detailed geometry and dynam-
ics of the ionized gas in high redshift galaxies, and cross-check our
simplified treatment. Although our model is obviously incapable of
capturing the full complexity of the [O iii] emission across a galaxy,
it should provide a more accurate description of the galaxy’s total
[O iii] luminosity and its dependence on average ISM properties. In
its current implementation, we consider galaxy-averaged properties
but our approach could be modified to describe the emission from
individual HII regions. It would also be interesting to compare this
work with simulations of individual HII regions (e.g. Arthur et al.
2011; Medina et al. 2014), which can help test our simplified ge-
ometry, neglect of dynamical effects and magnetic fields, and other
simplifications.
We use our model to extract constraints on ISM parameters
from the current sample of nine z ∼ 6 − 9 ALMA compiled in
Harikane et al. (2019a). Specifically, we use the observed [O iii] 88
µm luminosity to star-formation rate ratio to derive constraints on
the gas metallicity and density. The current data sample shows a
fairly large scatter in the [O iii] 88 µm luminosity to star-formation
rate ratio, suggesting a diversity in ISM properties at z ∼ 6 − 9.
We report lower bounds on gas metallicity and upper bounds on gas
density, which vary across the current sample by as much as 1.8 dex.
The tightest bounds in the sample give Z & 0.5Z and nH . 50
cm−3 at around 2− σ confidence, indicating a remarkable level of
chemical enrichment in some systems within the first Gyr after the
big bang. In this comparison, we fixed the ionizing spectral shape
to that of a starburst99 continuous star-formation rate model with
an age of 10 Myr. We believe that the data prefer a relatively hard
spectrum (with the 1 to 4 Rydberg spectrum being harder than a
blackbody with temperature T4,eff ≥ 4, see §3.5), so that the vol-
ume of doubly ionized oxygen gas is comparable to that of ionized
hydrogen. It might be interesting to compare with a wider suite of
population synthesis models including binarity (e.g. Stanway et al.
2014) to better understand the implications of these results for stel-
lar population models.
An additional caveat in our analysis is that we ignore the pres-
ence of dust grains, which can absorb hydrogen ionizing photons
and limit the volume of ionized hydrogen and doubly-ionized oxy-
gen gas in the galaxy. Note, however, that including this effect would
make our bounds on metallicity and gas density more stringent. An-
other limitation with our current constraints comes from the degen-
eracy between metallicity and gas density. Empirically, this degen-
eracy may be partly broken using future ALMA measurements of
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the 52 micron [O iii] emission line. Further, measurements of [O iii]
and [O ii] optical transitions can help constrain the temperature and
ionization state of the emitting gas.
Our model may also be combined with numerical simula-
tions and/or semi-analytic models of galaxy formation. In particu-
lar, these models can be used to predict plausible distributions in gas
metallicity, density, and any correlations between these properties
and stellar mass, star-formation rate, or host host halo mass. In the
future, additional [O iii] measurements across a range of redshifts
may help to determine the chemical enrichment history of galaxies
and provide a powerful test of simulations of galaxy formation and
evolution.
We also intend to extend our model to describe line-intensity
mapping signals since [O iii] is a promising target line for such stud-
ies. One approach for describing the line-intensity mapping sig-
nal is to parameterize the mass-metallicity relationship, while fur-
ther connecting stellar mass, star-formation rate, and host halo mass
via abundance matching. This effort will connect the line-intensity
mapping signal to interesting ISM properties; notably, line-intensity
mapping efforts are uniquely powerful in determining aggregate
properties, including the impact of galaxies that are too faint to de-
tect directly. These studies may therefore provide a valuable com-
plement to the ALMA measurements. While we focus on [O iii] in
this work, it will be interesting to generalize our analysis to consider
further emission lines. The ultimate power of line-intensity map-
ping, as well as targeted measurements towards individual galaxies,
naturally comes from detecting as many emission lines as possible.
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