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For a quantum system in a macroscopically large volume V , prepared in a pure state and subject
to maximally noisy or ergodic unitary dynamics, the reduced density matrix of any sub-system
v ≪ V is almost surely totally mixed. We show that the fluctuations around this limiting value,
evaluated according to the invariant measure of these unitary flows, are captured by the Gaussian
unitary ensemble (GUE) of random matrix theory. An extension of this statement, applicable when
the unitary transformations conserve the energy but are maximally noisy or ergodic on any energy
shell, allows to decipher the fluctuations around canonical typicality. According to typicality, if the
large system is prepared in a generic pure state in a given energy shell, the reduced density matrix
of the sub-system is almost surely the canonical Gibbs state of that sub-system. We show that the
fluctuations around the Gibbs state are encoded in a deformation of the GUE whose covariance
is specified by the Gibbs state. Contact with the eigenstate thermalisation hypothesis (ETH) is
discussed.
Introduction.– Understanding how isolated quantum
systems relax towards thermal equilibrium is a central
question in quantum statistical physics. There are essen-
tially two lines of thought in the literature: an ensemb-
list point of view, according to which a system in ther-
mal equilibrium is represented by a statistical ensemble
of states close to the canonical or micro-canonical mixed
state, and a purist perspective, according to which a large
system in a single pure state may behave as thermal for
any local measurement. See [1–3] for thorough discus-
sions. These understandings led to the related notions
of typicality [4–6], partially present in Von Neumanns
work [7], and of eigen-state thermal hypothesis (ETH)
[8–10], formalising under which conditions a pure state
can describe thermal equilibrium locally.
Thermalisation occurs via entanglement which allows
information to spread over the system. Recent studies
of random quantum circuits [11–14] gave detailed hints
on this mechanism. Thermalisation may be quantified by
looking at properties of the system state reduced to small
sub-systems, such as the entanglement spectrum [15]. It
is now believed that there is a link between thermali-
sation and the distribution of the entanglement spec-
trum [16, 17], e.g. whether it is Poisson or Wigner-Dyson
like. For instance, entanglement spectrum statistics have
been used as diagnosis for thermalisation, distinguish-
ing Clifford circuits from universal quantum circuits [18].
This establishes a link between thermalisation, which is
a statement about typical behaviour, and fluctuations,
which goes beyond typical behaviours.
This letter aims at making this link more precise, and
possibly rigorous. Under the assumption of some form of
ergodicity, we present a simple derivation and character-
isation of the fluctuations of density matrices reduced to
small sub-systems embedded in a large system prepared
in a pure state. The form of these fluctuations makes
contact with random matrix theory. It describes den-
sity matrix fluctuations beyond their almost sure thermal
typical behaviours.
Maximally noisy or ergodic quantum systems.–
Let us consider a quantum system in a large volume V
with Hilbert space HV , with dimHV ≈ qV with q count-
ing the number of local degrees of freedom. We assume
unitary (non-dissipative, but possibly noisy) dynamics
on HV , mapping the system density matrix ρ into UρU †
with U ∈ U(HV ). Although the dynamics can be discrete
or continuous in time, we shall focus on the discrete time
setting to ease the description. The evolution of the sys-
tem state is then implemented by iterative products,
Up · · ·U2U1, (1)
where the Uj’s, which may be random or not, code for
the system evolution from time tj to tj+1. In the noisy
cases, they are randomly picked from a sampling set, so
that the time evolved state ρ is random.
By assumption, unitary flows generated by (1) will be
declared to be maximally ergodic [7, 37], or maximally
noisy, if the iterated products (1) cover densely the uni-
tary group U(HV ). Examples are provided by (possi-
bly random) quantum circuits based on a set of univer-
sal quantum gates [19–21]. Time continuous maximally
noisy dynamics on spin chains were recently analysed as
quantum diffusive model systems [22–25].
We shall be interested in the long time steady distribu-
tion of the system state. This statistical distribution is
encoded in the invariant measure of the flows (1), which
we assume to be unique. Ergodicity can alternatively
be defined by demanding this measure to be U(HV )-
2invariant [37]. If ergodicity (as defined above) holds, time
averages of expectations coincide at large time with sta-
tistical averages measured with the invariant measure.
The system being closed (except for possible exterior
noise), we take it to be initially in a pure state |ψ0〉,
so that the system initial density matrix ρ0 = |ψ0〉〈ψ0|
has rank one.
We consider a sub-system of volume v ≪ V of the
original system, with Hilbert space Hv, dimHv ≈ qv,
and look at the distribution of its reduced density matrix
ρv defined by tracing out the degrees of freedom of the
complement V \ v of v in V : ρv := TrHV \vρ with HV =
Hv⊗HV \v. The system V \v plays the role of sub-system
environnement. We claim that, in the large volume limit
(with both v and V large, but V ≫ v), the law of this
reduced density matrix is
lim
N≫M→∞
law
√
N
(
ρv − IdHv
M
)
≡ GUE, (2)
where GUE refers to the Gaussian unitary ensemble of
n × n hermitian matrices in the large n limit [30]. This
statement is valid in the limit N → ∞ first, then M →
∞, with N = dimHV and M = dimHv. Eq.(2) implies
that, for N ≫ M ≫ 1, the reduced density matrix is
almost totally mixed, ρv ≃ IdHvM , plus small Gaussian
fluctuations of order 1/
√
N controlled by the GUE.
At finite but large N and M , (N ≫M ≫ 1), we have
to keep track of sub-leading terms which do not directly
contribute to the above limit (2). As shown below (and
in the Supplementary Material), we may approximate
the statistics of the reduced density matrix by Gaussian
matrices with mean and covariance,
Einv[Tr a ρv]
c =
Tra
M
, (3)
Einv[(Tr a ρv)
2]c =
1
N
(Tra2
M
− (Tra
M
)2
)
, (4)
with a any generic M ×M matrix in B(Hv) and where
the upper-script c refers to connected correlation func-
tions. Higher cumulants of order p decrease as ( 1N )
p−1
with p ≥ 3. These relations are clearly compatible with
the constraint Trρv = 1. They were indirectly tested in
[16–18] by numerically computing the level statistics of
the reduced density matrix in universal random quantum
circuits initially prepared in pure factorised states.
Eqs.(3,4) have to be understood in the large N limit
at M fixed. If we pick a sub-system v which is a fraction
of the total volume, say v = fV , with 0 < f < 1, both
M and N become large but M = Nf ≪ N . The scaling
is then different, but the fluctuations are still GUE with
N
1+f
2
(
ρv− IdHvM
)
Gaussian in the large N limit. See the
Supplementary Material.
The previous results can be extended to deal with
questions about foundations of quantum statistic physics.
From basics of thermodynamics, it is well know that the
state of a system v, weakly coupled to a bath B ≡ V \ v,
is described by the canonical Gibbs ensemble if the total
system V ≡ v + B is described by the micro-canonical
ensemble. Canonical typicality [4–6] asserts a stronger
statement: if the total system is prepared in a single pure
state, not a mixture, in the eigen-space corresponding to
the energy shell of the micro-canonical ensemble then, in
the thermodynamical limit, the reduced density matrix
of the sub-system v is almost surely the Gibbs state.
Consider a small, but thermodynamically large, sub-
system v embedded in a large reservoir system V . As-
sume v and V \ v to be weakly coupled so that the total
hamiltonian HV decomposes as HV = Hv +HV \v +Hint
with Hint negligible compared to Hv or HV \v. Indeed,
for short range interaction, the spectra of HV , HV \v or
Hv, are expected to be extensive in their respective vol-
ume sizes, while that of the interaction Hint scales with
the boundary area of v. Let ρE;v be the reduced density
matrix of v, assuming the total system V be prepared
in a pure state in the energy shell E . As we shall argue
below: if the unitary dynamics on the total system con-
serves energy but is maximally noisy or ergodic in any
energy shell then, in the thermodynamic limit, the fluc-
tuations of the reduced density matrix around the typical
Gibbs state are universal in the sense that
lim
V≫v→∞
law
√
ΩV (E ; δE)
(
ρE;v − ρGibbs
)
≡ GUEGibbs,
(5)
where GUEGibbs is the limit v → ∞ of the law of
Gaussian matrices in Hv with zero mean and covariance
E[(TraρE;v)2] = Tr(a2ρGibbs), where ρGibbs is Gibbs state
at temperature 1/β fixed by the reservoir energy E . Here,
ΩV (E ; δE) is the number of states of energy E , up to δE ,
in the total system V .
As above, this result is valid in the thermodynamic
limit, first V → ∞ then v → ∞. But a Gaussian ap-
proximation is valid at large but finite sub-system (with
V ≫ v large) with the following mean and covariance:
E[Tr aρE;v]c = Tr(aρGibbs) (6)
E[(Tr aρE;v)2]c =
1
ΩV (E ; δE)
(
Tra2ρGibbs − (TraρGibbs)2
)
These fluctuations are of course exponentially small, scal-
ing with the volume size as 1/
√
ΩV (E ; δE) ≈ e− 12SV (E),
with SV (E) the entropy of the total system. All higher
cumulants are exponentially suppressed, by higher power
of e−
1
2SV (E), in the thermodynamic limit. Nevertheless,
they may probably be tested in mesoscopic quantum sys-
tems similarly as their companions were tested in random
quantum circuits.
The statement (6) bares similarities with consequences
of the eigen-state thermalisation hypothesis (ETH) [3, 8–
10]. The ETH asserts that matrix elements of local ob-
servables O, in the energy eigen-basis |Ei〉, HV |Ei〉 =
3Ei|Ei〉, take the following form: Oij = O(E)δij +
e−
1
2SV (E)fO(E , ω)ROij , with E = 12 (Ei + Ej) and ω =
1
2 (Ei − Ej), with O and fO smooth functions, fastly de-
creasing with ω, and ROij matrices of order one with er-
ratically varying elements in the range of energy around
E , with zero mean. As in (6), higher cumulants of ROij are
suppressed by higher powers of e−
1
2SV (E) [26]. Statistical
unitary invariance of ROij has been tested in [27]. The
main point of ETH is to not introduce a priori a statisti-
cal ensemble but let it emerge from the fluctuations of the
matrix elements ROij in the micro-canonical energy win-
dow. Sub-leading fluctuations to the thermodynamic ex-
pectations arise from the arbitrariness in picking a state
in the energy shell E up to δE . Ergodicity, as used above,
replaces this arbitrariness by a measure symmetric under
unitary transformations within this energy shell. Follow-
ing typicality claims [4–6], it indicates that ETH holds
almost surely (w.r.t. to this uniform measure) for states
in the energy shell E . Of course, there could exist rare
states, of measure zero, for which it does not hold [28]. It
is tempting to conjecture that, if the ETH holds for all lo-
cal observables, then the invariant measure of the system
dynamics, restricted to any energy shell, is unique.
Reduced density matrix fluctuations.– Let us now
present the arguments leading to (2) and (5). The
proof consists in first determining (exactly) the gener-
ating function of the total system state distribution, and
second, in analysing the reduction of this generating func-
tion to the sub-system density matrix.
Let Einv be the measure on density matrices on HV
invariant under the flows (1). It depends on the initial
state ρ0. Given ρ0, up to rotation, we assume unicity
of Einv [38]. By construction, it is U(HV )-invariant for
maximally noisy or ergodic dynamics, since the iterated
products (1) explore uniformly the unitary group U(HV ).
This invariance, plus the fact that unitary transforma-
tions are spectrum preserving, determine the measure
entirely. Its generating function Z[A],
Z[A] := Einv
[
eTr(Aρ)
]
, (7)
with A ∈ B(HV ), is represented by the Harish-Chandra-
Itzykson-Zuber (HCIZ) integral [29] over U(HV ), known
in random matrix theory [30]. Namely
Z[A] =
∫
U(HV )
dV eTr(V
†AV ρ0). (8)
with ρ0 the initial state. For ρ0 a pure state, this distri-
bution is also known as that of ‘Haar states’ [31]. En-
tanglement spectrum of reduced density matrices of Haar
states has been studied in [34–36] by using Wishart en-
sembles [32, 33] (See the Supplementary Material for a
brief discussion).
Indeed, the U(HV )-invariance means that, for any uni-
tary V , the density matrices ρ and V ρV † are identi-
cally distributed. As a consequence, the generating func-
tion Z[A] is U(HV )-invariant: Z[V †AV ] = Z[A] for any
V ∈ U(HV ). Hence, by integrating over the unitary
group with the normalised Haar measure,
Z[A] =
∫
U(HV )
dV Einv[e
Tr(V †AV ρ)]. (9)
Permuting integration and expectation, we write Z[A] =
Einv[
∫
U(HV ) dV e
Tr(V †AV ρ)]. By invariance of the Haar
measure, the function
∫
U(HV ) dV e
Tr(V †AV ρ) to be aver-
aged depends only the spectrum of ρ. Since the flows (1)
are unitary, they preserve this spectrum which is hence
non-random. So, we can replace the random variable ρ by
the non-random initial data ρ0, and pull out the integral
from the expectation. This proves (8).
The HCIZ integral (8) can be computed exactly when
ρ0 is of rank one, with output
∑
n≥0
(N − 1)!
(N + n− 1)!
∑
nk,
∑
k≥1 knk=n
∏
k
1
nk!
(
TrAk
k
)nk
,
(10)
with N = dimHV . For N ≫ 1, we may naively approxi-
mate (N−1)!(N+n−1)! by N
−n and sum the series to get
Z[A] =
1
Det(IdHV −A/N)
. (11)
This relation has to be understood in the sense that
Z[NA] = Det(IdHV − A)−1 in the limit N → ∞. The
asymptotic expansion of Z[A] in powers of 1N contains
sub-leading corrections that might have to be taken into
account. To simplify the presentation, the following ar-
guments are going to be based on (11), and we refer to
the Supplementary Material for a more detailed proof.
Consider now a sub-system of volume v ≪ V of the
original system. With local degrees of freedom, the orig-
inal Hilbert space factorises as HV = Hv⊗HV \v with Hv
(resp. HV \v) the Hibert space of the sub-system (resp.
of its complement). Let ρv = TrHV \vρ be the sub-system
reduced density matrix. Since Tr(a⊗ IdHV \vρ) = Tr aρv,
its generating function Zv[a] is given by Z[A] but with
A = a ⊗ IdHV \v . From (11), it then follows that (for ρ0
a pure state):
Zv[a] := Einv
[
eTr(aρv)
]
=
( 1
Det(IdHv − a/N)
)N/M
,
(12)
with M := dimHv and dimHV \v = N/M .
Let us now expand Wv[a] := logZv[a] in power of a.
The first term is Tr(a)M , which implies that ρv is totally
mixed in the large system size limit: ρv ≃ IdHvM . The
second term in Wv[a] reads
Tr(a2)
2MN . So, we rescale a →
4√
NMa, set ρv =
IdHv
M + δρv, and consider
Einv
[
e
√
NMTr(aδρv)
]
=
e−
√
N
M
Tr(a)
Det
(
IdHv −
√
M
N a
)N/M . (13)
We already checked that, when expanding in power of
a, the first term vanishes and the second is appropri-
ately normalised. The higher order term at order k
is 1kTra
k (M/N)k/2(N/M). It scales as (MN )
k/2−1 and
hence vanishes for k > 2 in the large system size N ≫M .
We thus proved that the generating function is Gaussian,
lim
N≫M→∞
Einv
[
e
√
NMTr(aδρv)
]
= e
1
2Tra
2
, (14)
order by order in a, in the large system size.
Eq.(14) means that
ρv =
IdHv
M
+
1√
NM
Rv + · · · , (15)
with Rv a Gaussian hermitian matrix with variance one.
Alternatively, since GUE matrices scale as 1/
√
M in the
usual normalisation, this proves eq.(2). At finite but
large N and M , with N ≫ M , we have to keep track
of sub-leading terms that we neglected above in (11). As
shown in the Supplementary Material, we may then ap-
proximate the statistics of the reduced density matrix as
a Gaussian matrix with mean and covariance (3,4).
Fluctuations around typicality.– Assume now that
the unitary flows commute with a hamiltonian defined on
HV so that the energy is a conserved quantity [39]. Let
HV ;E be the Hilbert space spanned by all eigenstates of
energy less than E , so that δHV ;E is the Hilbert space of
states with energy between E and E + δE . Let ΩV (E) :=
dimHV ;E be the number of eigenstate in V of energy less
that E . We set ΩV (E ; δE) := dim δHV ;E .
We start by assuming that the total system has been
prepared in a pure state ρ0 with energy between E and
E+ δE . Since the unitary transformations commute with
the hamiltonian, they induce a flow on δHV ;E . We as-
sume this flow to be maximally noisy or ergodic. Let ρE
be the state on δHV ;E generated by this flow. By the
same reasoning as previously, the invariant measure is
U(δHV ;E)-invariant [40]. Hence, its generating function
is given by the HCIZ integral but on the unitary group
U(δHV ;E) and, for ρ0 a pure state, it reads
ZE [A] := Einv[eTr(AρE )] =
1
Det(IdδHV ;E −A/ΩV (E ; δE))
,
(16)
with A ∈ B(δHV ;E). The main difference with the pre-
vious discussion is that all objects (ρE , A, Tr(·), Det(·),
· · · ) are now restricted to the subspace δHV ;E of energy
E up to δE .
Again, we consider a sub-system of volume v in V ,
and we view the complement V \ v as a bath environ-
nement for v. Let ρE;v be the density matrix reduced to
v. Let ZE;v[a] := E[eTr(aρE;v)] be the generating function
of its distribution and WE;v[a] := logZE;v[a] the generat-
ing function of its cumulants.
We need to recall the connection between canonical
and micro-canonical ensembles, from basic thermody-
namics. Neglecting, as usual, the interaction energy,
which is proportional to the area of the boundary of v,
we can decompose the total energy E as the sum of the
energy E in the sub-system v and the energy E − E in
the complement V \ v. As a consequence, we have an
(approximate) decomposition of δHV ;E as a direct sum
of eigen-spaces of the respective hamiltonians in the sub-
system v and its complement. This translates into the
following resolution of the identity on δHV ;E
IdδHV ;E =
∫
E
dPv;E ⊗ IdδHV \v;E−E , (17)
where dPv;E is the spectral projector on eigenvalue be-
tween E and E + dE for the hamiltonian on the sub-
system v. Let Ωv(E) := rank dPv;E be the number of
eigen-state of energy E, up to dE, in the sub-system v.
By Boltzmann relation, we have logΩV (E ; δE) ≈ SV (E)
with SV (E) the micro-canonical entropy of the total sys-
tem. For v ≪ V , and by extensitivity of the spectrum
E ≪ E , so that SV \v(E − E) = SV (E) − βE + · · ·
where β := dSV (E)/dE . Hence, ΩV \v(E − E; δE) ≈
e−βE ΩV (E ; δE), up to a multiplicative constant. Using
the sum rule ΩV (E ; δE) =
∫
E dΩv(E)ΩV \v(E − E; δE),
which follows from (17), this constant is found to be the
sub-system partition function, Zv =
∫
E dΩv(E) e
−βE .
Thus, the ratio
ΩV \v(E−E;δE)
ΩV (E;δE) is equal to the Boltzmann
weight at temperature 1/β specified by the total system,
ΩV \v(E − E; δE)
ΩV (E ; δE) =
e−βE
Zv
. (18)
This had to be expected as the ratio
ΩV \v(E−E;δE)
ΩV (E;δE) is the
probability in the micro-canonical ensemble for the sub-
system v to be in a state of energy E.
Let us now look at the first term in WE;v[a]. It reads
Tr a⊗IdΩV (E;δE) . Inserting the resolution of the identity (17),
we get ∫
E
Tr(dPv;E a)
ΩV \v(E − E; δE)
ΩV (E ; δE) .
Using (18), this reads,∫
E
Tr(dPv;E
e−βE
Zv
a) = Tr(ρGibbs a), (19)
with, as it should be, ρGibbs =
∫
E dPv;E
e−βE
Zv
, the thermal
Gibbs state at temperature 1/β.
The second term in WE;v[a] reads 12Tr
(
a⊗Id
ΩV (E;δE)
)2
. In-
serting again the resolution of identity (17), we get
1
2
∫
E
Tr(dPv;E a
2)
ΩV \v(E − E; δE)
ΩV (E ; δE)2 ,
5which reads, using again (18),
1
2ΩV (E ; δE)TrHE (a
2ρGibbs). (20)
By power counting, all higher order terms are suppressed
by higher powers of 1/ΩV (E ; δE). This proves the claim
(5). This result is valid in the large volume limit, but
we can use it to give a Gaussian approximation of the
reduced density matrix statistics valid at large but finite
volume (with V ≫ v), with mean and covariance (6).
Conclusion.– We have provided simple arguments,
if not proofs, yielding to a characterisation of the lead-
ing fluctuations of the reduced density matrices of sub-
systems embedded in a thermodynamically large closed
environnement. These arguments are grounded in the
symmetries of the invariant measure of the underlying
unitary dynamics, reflecting their assumed ergodicity.
We pointed to a possible link between the ETH and the
uniqueness of the invariant measure,
Extending these arguments to non-equilibrium situa-
tions, and determining the fluctuations of density ma-
trices reduced to small cells within a large volume, will
yield a better understanding of the emergence of fluc-
tuating hydrodynamics, of its nature and its domain of
validity, in extended quantum many-body systems out-
of-equilibrium.
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the hamiltonian acts on each leaf of fixed energy sepa-
rately, and hence cannot be ergodic on δHV ;E for a fixed
δE . However, the ergodicity may be recovered in the limit
δE → 0, but implementing this procedure requires com-
muting several limits and is mathematically delicate.
6Supplementary Material
Universal fluctuations of reduced density matrices
in maximally noisy or ergodic quantum systems and typicality
A- Harish-Chandra-Itzykson-Zuber integrals for a rank one matrix
Recall the Harish-Chandra-Ittzykson-Zuber (HCIZ) integral over the unitary group U(N):
Z[A,B] =
∫
U(N)
dV eTr(V AV
†B). (21)
Suppose that rankB = 1, i.e. B is a projector. We have two equivalent exact expressions:
Zrank[A] =
∑
n
(N − 1)!
(N + n− 1)!
∑
nk,
∑
k≥1 knk=n
∏
k
1
nk!
(
TrAk
k
)nk
(22)
=
∑
n
(N − 1)!
(N + n− 1)! χn(A), (23)
with χn(A) the character of the rank n totally symmetric representation of SU(N). A proof of the first expression was
given in [22], but it may probably be found elsewhere in the mathematical literature. The second formula follows from
the character expansion of the HCIZ integral Z[A,B] =
∑
Y cY χY (A)χY (B) where χY (A) are the SU(N)-characters
in the representation labeled by the Young diagram Y and cY some known coefficients. If B is of rank one, χY (B)
is non vanishing only for Y the rank n totally symmetric representation and in those cases χY (B) = 1. Thus, for B
of rank one Zrank[A] =
∑
n cn χn(A). The coefficients cn are found to be cn = 1/n!dn, with dn the dimension of the
rank n totally symmetric representation, by demanding that Zrank = e
t for A = tId. The two expressions coincide
(as they should) thanks to the relation between the character of the rank n totally symmetric representation and the
monomials
∏
k(TrA
k)nk :
χn(A) =
∑
nk,
∑
k
knk=n
∏
k
1
nk!
(
TrAk
k
)nk
. (24)
This later relation is a direct consequence of the Cauchy identity
∏
i,j
(
1
1− aibj
)
=
∑
Y
χY (A)χY (B),
with A (resp. B) the diagonal matrices with entries ai (resp. bj), specialised to the case where B is a matrix of rank
one. For B of rank one, it gives
∏
i
(
1
1−tai
)
=
∑
n t
nχn(A), which yields (24).
B- Scaling limits
Let us look at the large N limit of (22). Approximating (N−1)!(N+n−1)! by
1
Nn , we get,
Zrank[A] ≃
∑
n
∑
nk,
∑
k
knk=n
∏
k
1
nk!
(
tˆk
kNk
)nk
= exp
(∑
k
tˆk
kNk
)
, (25)
with tˆk = TrA
k, so that,
Zrank[NA] ≃ exp
(− Tr log(1−A)) = 1
Det(1−A) , (26)
at large N , under appropriate conditions on A.
7Let us now be more careful by keeping track of the sub-leading 1/N factor. They play a role in ensuring that the
distribution is compatible with the constraint Trρ = 1.
Let us expand Wrank[A] := logZrank[A], keeping track of the sub-leading factors of 1/N . For logZrank[A] =
1 + z1 + z2 + z3 + · · · with zk of degree k in A, we have
Wrank[A] = z1 + (z2 − 1
2
z21) + (z3 − z1z2 +
1
3
z31) + · · · .
We have z1 = τ1, z2 =
N
N+1 (τ2 +
1
2τ
2
1 ), and z3 =
N2
(N+1)(N+2)(τ3 + τ1τ2 +
1
6τ
3
1 ) , with τk =
TrAk
kNk
.
Hence, with tk =
TrAk
Nk
= kτk,
Wrank[A] = t1 +
1
2(N + 1)
(
Nt2 − t21
)
+
1
3(N + 1)(N + 2)
(
N2t3 − 3Nt1t2 + 2t31
)
+ · · · (27)
= (
TrA
N
) +
1
2(N + 1)
(
(
TrA2
N
)− (TrA
N
)2
)
+
1
3(N + 1)(N + 2)
(
(
TrA3
N
)− 3(TrA
N
)(
TrA2
N
) + 2(
TrA
N
)3
)
+ · · ·
We can check that Wrank[A = 1] = 1, as it should be (recall that tk = N
1−k for A = 1)
For the reduced density matrix, the generation function is (taking into account that A = a⊗ 1)
Wred[a] =Wrank[tk =
Trak
MNk−1
] (28)
From this we read the first few connected cumulants
E[Tr aρv]
c =
Tra
M
,
E[(Tr aρv)
2]c =
1
(N + 1)
(
(
Tra2
M
)− (Tra
M
)2
)
,
E[(Tr aρv)
3]c =
2
(N + 1)(N + 2)
(
(
Tra3
M
)− 3(Tra
2
M
)(
Tra
M
) + 2(
Tra
M
)3
)
.
This is again compatible with Tr ρv = 1, as it should be.
We can now look at the large N limit at M fixed and prove that the fluctuations, properly rescaled, are Gaussian,
as can be seen from the first few cumulants given above. To take into account the fact that fluctuations scale as
√
N ,
we start with Zrank evaluated at A(b) = b⊗ Id with b =
√
N(a− TraM ). Then,
Zrank[A(b)] = E[e
√
N Tra(ρv− IdM )], (29)
because Tr(a− TraM )ρv = Tr a(ρv− IdM ) since Trρv = 1. We have TrA(b)k =
√
N
k N
MTr(a− TraM )k where the extra factor
( NM ) comes from tracing over the identity in the complementary space of dimension
N
M . Let write TrA(b)
k = N
k+2
2 θk
with θk =
1
MTr(a − TraM )k independent of N . Note that θ1 = 0, by construction, and θ2 = 1MTr(a − TraM )2 =
Tra2
M − (TraM )2. By (22), we then have
Zrank[A(b)] =
∑
n
(N − 1)!
(N + n− 1)!
∑
nk,
∑
k
knk=n
∏
k
1
nk!
(
N
k+2
2 θk
k
)nk
(30)
=
∑
n
(N − 1)!Nn
(N + n− 1)!
∑
nk,
∑
k
knk=n
(
1
N
)∑
k
k−2
2 nk
·
∏
k
1
nk!
(
θk
k
)nk
, (31)
where we have pulled out the N -dependence. The pre-factors (N−1)!N
n
(N+n−1)! are of order 1 + O(
1
N ) at large N . Since
θ1 = 0, n1 has to be zero for the corresponding term in the above sum not to vanish. The factor
(
1
N
)∑
k
k−2
2 nk is then
of order one if and only if all nk = 0, for k ≥ 3. Thus, the only terms which contribute at leading order ( 1N )0 are
8those for which only n2 6= 0 and, we have, order by order in power of a,
Zrank[A(b)] =
∑
m
1
m!
(
θ2
2
)m (
1 +O(
1
N
)
)
(32)
= exp
θ2
2
= exp
[
1
2M
Tr(a− Tra
M
)2
]
(33)
Because (N−1)!N
n
(N+n−1)!
(
1
N
)∑
k≥2
k−2
2 nk , with n =
∑
k knk, is smaller than 1 (for all N and nk), one can prove, using a
dominated convergence argument, that this result is not only valid order by order in a but uniformly in (a− TraM ) in
a neighbourhood of the origin.
Eq.(33) proves that XM ≡
√
N (ρv− IdM ) is Gaussian, in the limit N →∞ at fixed M . The probability distribution
of XM is that of a Gaussian random matrix with the constraint that TrXM = 0, that is
Z−1M
∫
dXM δ(TrXM ) e
−M2 TrX2M , (34)
where the integration is over the M ×M hermitian matrices and ZM a constant normalising the probability.
From this computation, we learn that, at finite but large N andM , with M ≪ N , we may approximate the statistic
of the reduced density matrix as being Gaussian with mean and covariance:
E[Tr aρv]
c =
Tra
M
, (35)
E[(Tr aρv)
2]c =
1
N
(Tra2
M
− (Tra
M
)2
)
. (36)
The scaling relation is different if M scales with N , say M = Nf , with 0 < f < 1, so that both M and N are large,
still with M ≪ N . It is easy to see that the correct scaling amounts to replace √N by N 1+f2 so that the Gaussian
variable is
XN := N
1+f
2
(
ρv − Id
M
)
. (37)
Indeed, following the same strategy as above, we introduce Af := N
α(a− TraM )⊗ Id with some exponent α to be fixed.
Then TrAkf = N
kα N
MTr(a − TraM )k which scale as Nkα+(1−f). To apply the same argument as before, we have to
compare
∏
k(N
kα+(1+f))nk to ( 1N )
n with n =
∑
k knk. That is, we have to look at
∏
k(N
k(α−1)+(1−f))nk (with k ≥ 2).
For the scaling to be correct, we should have 2(α − 1) = f − 1, corresponding to k = 2, and k(α − 1) + (1 − f) < 0
for k ≥ 3. This fixes α = 1+f2 . The rest of the proof is then as before.
C- Singular case
The story is different when M and N are both large but comparable M ∼ N . Let M be a fraction of N , that is
M = N/ℓ with ℓ > 1 integer (dividing N). Let us look at Zrank but with AN (a) = N a⊗ Id. On one hand, we have
Zrank[AN (a)] = E[e
N Traρv ] (38)
On the other hand, by (22) with TrAN (a)
k = Nk NMTra
k = ℓNkTrak, we have
Zrank[AN (a)] =
∑
n
(N − 1)!Nn
(N + n− 1)!
∑
nk,
∑
k
knk=n
∏
k
1
nk!
(
ℓTrak
k
)nk
, (39)
where, again, we pull out the N dependence using
∑
k knk = n. The term
(N−1)!Nn
(N+n−1)! is of order 1 for N large. Thus,
we get Zrank[AN (a)] =
∑
nk
∏
k
1
nk!
(
ℓTrak
k
)nk
+O( 1N ), so that
E[eN Traρv ] = exp
∑
k
ℓTrak
k
=
(
1
Det(1− a)
)ℓ
, (40)
9for N ≫ 1 with ℓ = N/M fixed.
D- Relation to Wishart ensembles
The aim of the following is to make simple remarks on the relation between the previous results and Wishart
ensembles of random matrices. These ensembles describe the statistical property of positive square matrices Ω := ZZ†,
with Z complex rectangular matrices of different sizes, by fixing a measure on the Y ’s, say
dZdZ† e−Tr(ZZ
†), (41)
up to a multiplicative factor. Here, we connect these distributions with the Haar measure we used, say in the
Harish-Chandra-Itzykson-Zuber integral (8). We start with the case of Haar pure states which, in Wishart language,
corresponds to line matrices Z of size N × 1.
If (zα)α∈J1,NK ∈ CN , then the matrix
ραβ :=
zαzβ∑
γ∈J1,NK zγzγ
is a rank one density matrix and every such matrix arises in that way. Moreover, any unitary invariant measure on
CN gives rise to a unitary invariant measure on rank one density matrices. There is actually only one such measure:
the space of rank one density matrices on is CN is simply the projective space P(CN ), on which the unitary group
acts transitively. One can work with a simple measure on CN , namely
∏
α∈J1,NK
d2zα
π
e−zαzα , (42)
which is the only one such that the measure is unitary invariant and the components are independent. But any
normalised measure
∏
α∈J1,NK d
2zαf(||z||), with ||z||2 =
∑
γ∈J1,NK zγzγ , induces the same measure on the space of
rank one density matrices (as a simple consequence of the homogeneity of the formula for ρ in terms of the z’s).
Uniqueness is clear in the formula (8) or (22).
In the large N limit, the expression for Nρ can be replaced by the simpler formula,
Nραβ ≃ zαzβ ,
if the Gaussian measure (42) on (zα)α∈J1,NK is used. Indeed, the random variables zγzγ are easily seen to be inde-
pendent exponential (do the angular integral) so 1N
∑
γ∈J1,NK zγzγ concentrates near the value 1, up to fluctuations
of order O( 1√
N
). It is clear that, within this approximation, Nραβ = zαzβ, for N fixed, and
E(eNTrAρ) =
∫ ∏
α∈J1,NK
d2zα
π
e−zαzαe
∑
α,β∈J1,NK Aαβzαzβ =
1
Det (1−A) , (43)
by a standard Gaussian integral formula valid for hermitian matrices A with no eigenvalue > 1. One infers that if N
gets large but A satisifies certain conditions, in particular if, starting from a certain size, say n, Aαβ evolves with N
by completing with zeros, i.e. A =
(
A(nn) 0n(N−n)
0(N−n)n 0(N−n)(N−n)
)
, then
lim
N→∞
E(eNTrAρ) = lim
N→∞
∫ ∏
α∈J1,NK
d2zα
π
e−zαzαe
∑
α,β∈J1,NK Aαβzαzβ =
1
Det (1−A) . (44)
This coincides with (26). It gives an explicit representation of the limiting object “limN→∞Nρ”.
More generally, in the largeN limit with a subsystem of sizeM , we may split the indices and considerAαi,βj = aαβδij
with random variables zαi, with α ∈ J1,MK, i ∈ J1, M˜K with MM˜ = N . The random variable ρred with matrix
elements,
ρredαβ :=
∑
i zαizβi∑
γi zγizγi
, (45)
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which couples to a = (aαβ) has then a simple limit distribution (as we shall see). We can alternatively write the
reduced density matrix as ρred = ZZ
†
TrZZ† with Z the complex rectangular matrix with entries (zαi). The measure on
Z is then that of Wishart ensembles (41).
We first investigate the large M˜ = NM limit, M fixed. Let us define ξ
(M)
αβ by
∑
i
zαizβi =: N
(δαβ
M
+
1√
NM
ξ
(M)
αβ
)
, (46)
so that
ρredαβ =
Nδαβ +
√
NMξ
(M)
αβ
NM +
√
NM
∑
γ ξ
(M)
γγ
. (47)
It is easy to check that if a = (aαβ) and ξ
(M) = (ξ
(M)
αβ ) then, at M fixed,
lim
N→∞
E(eTr aξ
(M)
) = e
1
2Tr a
2
. (48)
Thus, as expected from the central limit theorem, ξ(M) converges in law at large N to an hermitian Gaussian random
matrix (with the simplest covariance). We denote this limit (in law) by ξ = (ξαβ) so that E(e
Tr aξ) = e
1
2Tr a
2
.
We can now translate this result as a statement on the reduced density matrix (45). Using the definition (45) and
the representation (47), it is easy to verify that, at large N , M fixed, we get
√
NM
(
ρredαβ −
δαβ
M
)
law→ ξαβ − δαβ
M
∑
γ
ξγγ .
This coincides with (33). It gives a an explicit representation of the limiting object “limN→∞
√
N
(
ρredαβ − δαβM
)
”.
