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Abstract-A method for predicting filtered chemical species concentrations and filtered reaction 
rates in large-eddy simulations ofnonpremixed, nonisothermal, turbulent reacting flows has been pre- 
viously demonstrated to be.quite accurate for higher Damkohler numbers and simple chemistry. The 
method extends quasi-steady flamelet concepts to model reactions that occur at lengths smaller than 
those resolved on the numerical grid. In this paper, the method is more fully tested using predictions 
of filtered mass fractions, temperatures, and reaction rates in an incompressible scalar mixing layer. 
One- and two-step reactions are considered, with activation temperatures and stoichiometric mixture 
fractions typical of reactions that occur in natural and engineering processes. The predictions for the 
mass fractions and temperatures are excellent in all csses considered for which quasi-steady flamelet 
modelling is appropriate. The predictions of the filtered reaction rates are also very good, even for 
cases where the reaction zones are very thin. Also demonstrated is a one-parameter model for the 
probability density of the subgrid-scale dissipation rate that significantly improves the predictions of 
the filtered reaction rates. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Accounting for chemical reactions in a large-eddy simulation (LES) requires knowledge of the 
distribution of reactants within each LES grid cell, and several approaches have been investigated 
by different researchers [l-8]. One aspect of the strategy investigated in this paper for accounting 
for subgrid-scale mixing is the utilization of an assumed form for the probability density function 
(PDF) of a conserved scalar within a grid volume. Gao and O’Brien [9] refer to this type of 
PDF as a large-eddy probability density function (LEPDF), while Colucci et al. [2] use the term 
filtered density function. Bilger [lo] and Lentini [ll] found that errors in assumed PDFs are 
greatly reduced upon integration, a common operation which is required in order to obtain, e.g., 
average or filtered concentrations. Frankel et al. [12] and Cook and Riley [13] demonstrated the 
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assumed LEPDF approach to be both practical and accurate for LES with equilibrium chemistry. 
In treating nonequilibrium chemistry, Frankel et al. [12] employed a joint Beta distribution for 
the fuel and oxidizer in a flow with a single-step reaction. Specification of the joint LEPDF 
requires modeiling the subgrid-scale species covariance, a quantity that is very difficult to obtain 
accurately, although the using of a scaling model for the unmixedness shows promise [14]. An 
alternative method of accounting for nonequilibrium chemistry is to invoke the quasi-steady 
version of the flamelet approximation of Peters [15]. This approach, combined with Reynolds- 
averaged Navier-Stokes computations, has been recently applied to predict average species mass 
fractions in turbulent hydrogen-air flames [16-181. The accurate predictions of laboratory data 
provide encouragement to apply the quasi-steady flamelet approach in the LES of turbulent 
combustion. To do so requires knowledge of the filtered dissipation rate and the subgrid-scale 
(SGS) variance of the scalar, quantities that potentially can be accurately modelled in an LES, 
since they are established by the large scales of motion. 
Cook et al. [19] used flamelet theory, in conjunction with an assumed LEPDF, to derive a model 
for the filtered chemical species in an incompressible, isothermal flow with a single-step reaction. 
The model was termed the large-eddy laminar flamelet model (LELFM). Cook and Riley [20] 
extended the LELFM theory to the case of compressible flows with multistep, Arrhenius-rate 
chemistry. A priori tests of the model using data from direct numerical simulations (DNS) 
indicated that the LELFM is accurate, and improves with increasing Damkohler number. In the 
research reported in those papers, both the scalar subgrid-scale variance and filtered dissipation 
rate were computed directly by filtering data from the DNS. 
The purpose of this paper is to present the results of integrated tests in which LELFM is 
used to predict filtered mass fractions, temperatures, and reaction rates directly from LES- 
simulated data. The benchmark against which the LELFM results are compared are direct 
numerical simulations (DNSs) of an incompressible reacting scalar mixing layer; the DNSs have 
been previously demonstrated to accurately represent the corresponding flow in wind tunnels 
for this case [21,22]. The chemical reactions include one-and. two-step mechanisms with high 
activation temperatures and stoichiometric mixture fractions comparable to those of reactions 
that occur in natural and engineering processes. 
2. MODEL FORMULATION 
Numerical simulation of a constant density, reacting flow involves the discretization and numer- 
ical solution of conservation equations for mass, momentum, passive scalar, and in DNS, reacting 
scalar fields. When the conservation equations are discretized, length scales below those of the 
computational mesh spacing cannot be represented. In DNS, only flows are considered which 
would have negligible interaction between the resolved and the unresolved scales, and therefore, 
no modelling of the unresolved scales is required. In LES, the small scales are explicitly removed 
by applying a “grid filter” before the equations are discretized. The filter is defined by the con- 
volution integral of the field being filtered 4, and a filter kernel g, and the filtered quantity is 
here denoted with an overbar; i.e., 
The filter kernel is normalized, 
Jrn g(r; A) dr = 1, (2) -cm 
and has a characteristic width A which is directly related to the grid spacing of the LES mesh. 
Applying the grid filter to the conservation equations removes information about the small scales, 
which must be added back into the simulations in the form of subgrid-scale (SGS) models. 
Large-Eddy Simulation 
2.1. Momentum and Conserved Scalar Transport 
549 
Piomelli [23] and Meneveau and Katz [24] review the current state of research into closure 
models for the momentum and passive scalar transport equations. The type of.model needed 
in a particular LES depends on the complexity of the flow, the degree to which the large and 
small scales are in dynamic equilibrium, and the importance of the time history of the flow. In 
the simulations reported in this paper, turbulence undergoing isotropic decay with scalar mixing 
is considered, and the Smagorinsky model with dynamically computed coefficients [25-301 is 
adequate in capturing the large-scale features of the flow [31-341. 
2.2. Reacting Scalars 
The models for the unresolved terms in the momentum and conserved scalar equations rely 
on the fact that most of the kinetic and scalar energy resides in the largest scales. Thus, it is 
reasoned, a subgrid model need only extract the correct amount of energy from the large scales 
to be adequate for many applications. The same argument cannot be applied to be modelling 
of reacting scalars because, for moderate to high reaction rates, the scale of the entire flame 
lies below the grid scale. Hence, the chemistry model must be capable of approximating the 
interaction between the species within each LES grid cell. The large-eddy laminar flamelet model 
(LELFM) [19,20] is one approach to modelling the small scale structures. Although the model 
is applicable to compressible flows with multistep Arrhenius-rate chemistry [20], the derivation 
that follows assumes an incompressible flow since that is the subject of the current simulations. 
Consider a two-feed combustion problem with fuel carried by feed 1 and oxidizer carried by 
feed 2. As the fuel and oxidizer are mixed, chemical reactions occur, forming combustion products. 
In this work. the reaction sets consists of one or more irreversible reactions of the form 
A + rB + (r + l)C, (3) 
where r is the mass of species B required to react with a unit mass of species A. A mixture-fraction 
[(Z, t) is defined, as in [lo], so that, with the assumption of equal diffusivities of all species, E is 
a passive conserved scalar in the flow, having a value of unity in feed 1 and a value of zero in 
feed 2. 
In typical combustion problems, the zones of reaction are too small to be resolved by the LES; 
therefore, the chemistry must be modelled in its entirety. In deriving a model for the subgrid- 
scale chemistry, it is useful to note that the universal nature of the mixing of [ at the small 
scales of turbulence is well documented, supported by detailed laboratory experimental evidence, 
DNS data, and local solutions of the Navier-Stokes and scalar transport equations [35-381. This 
motivates the use of flamelet theory in formulating a subgrid-scale model for the mass fraction 
of the ith species, Y$. 
Peters [15] proposed the following set of equations, derived from the species conservation equa- 
tions, ss a means of relating the species mass fraction Yi to the mixture-fraction <. These 
equations are expected to hold at high Damkohler numbers 
1 d2Yi -- 2x-@ = ci, 
where x is the scalar dissipation rate, defined as 
X’2DZ 
3 
i=l,...,n, (4 
at 
dzj’ (5) 
n is the number of species in the reaction set, and tii is the reaction rate of the ith species; the 
equation set is coupled through the reaction rates. Equation (4) satisfies the boundary conditions 
Yi = 
x2, E=O, 
Xl, t-=1, 
(6) 
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where Yir and Yis are the uniform values of Yi in feeds 1 and 2, respectively. The dynamics of the 
local strain-diffusion competition involved in scalar mixing suggest that x must be concentrated 
in locally one-dimensional, layer-like structures [15,35]. The [ dependence of x is therefore 
prescribed as the solution to a one-dimensional, counterflow problem. The result is 
x = XOW), (7) 
where 
F(e) = exp { -2 [erf-‘(%<)I “} . 
Here, xc represents the value of x where t = 0.5, and erf-’ is the inverse error function (not the 
reciprocal). 
2.2.1. Subgrid-scale PDF 
By assuming that reactions occur in thin regions of one-dimensional counterflow, the E depen- 
dence of x is known through (7). In the modelling, it is assumed that xc is independent of E, so 
the average value of Yi within an LES grid cell can be expressed as 
1 00 
yl, = SJ WE, xoV’(xoNJ) dxo dE. 0 0 (8) 
In (8), P(t) is the LEPDF, giving the subgrid-scale probability density distribution of 5 within 
the cell. Likewise, P(xc) gives the subgrid-scale probability density of xc. To simplify notation, 
no distinction is made between the random variables and their probability space counterparts. 
Since the deviation between x and its equilibrium limit depends weakly on x0 [16,39,40], it 
follows that 
1 
pi = 
s 
Y, (E, a01 J’(t) 4. (9) 
0 
The integral in (9) is carried out by assuming a Beta distribution for P(t). Williams [41] gives 
this as 
(10) q<) = Ea-l(l - Gb-’ B(a,b) ’ 
where 
<i = <” - cz variance, as defined in (16) below, and B(a, b) is the Beta function. Finally, x0 is 
related to z by integrating (7) with P(J); i.e., 
s 1 R = x0 F(EP(t) dE. (11) 0 
2.2.2. Filtered reaction rate 
In the development of the LELFM, the instantaneous species mass fractions are written in 
terms of [ and xc, in which case T = T(J, ~0). Then, the filtered reaction rate for species i is 
1 Co 
2i)% = 
J’s fi[~(~,xo),Y2(~,xo),...,Y~(~,xo)lexp 1 P(xoP(O dxo ti, (12) 0 0 
assuming the PDFs of ~0 and < are independent. Here, the Arrhenius term has been made 
explicit, and fi represents the functional relationship between the reaction rate of species i and 
the mass fractions of all the species. In order to evaluate (12), a model for the P(xc) is required. 
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Cook [42], Cook and Riley [20], and deBruyn Kops et al. [31] suggest replacing P(xo) with a 
delta function at ~0, in which case (12) simplifies to 
J 
1 
7YiJi 21 P(E) dt. 
0 
Unfortunately, the approximation in (13) lacks the physical justification of that in (9). 
An alternate approach for modelling P(xo) is to first note that the PDF of X is approximately 
lognormal [43-471, and to surmise that the subgrid-scale PDF of x will also be approximately 
lognormal since x is dominated by the small scales. Next, as shown in [32], P(xo) is~similar in 
form to P(x), at least for the scalar fields considered in this research. Finally, JimCnez et al. [48] 
suggest a lognormal function with one parameter (the variance is proportional to the square of 
the mean) for approximating the PDF of x conditioned on the mixture fraction, which motivates 
the following model for P(xo): 
P(xo) = L (x0; x0, ao) , (14) 
where a is a constant of proportionality and the lognormal density function L is defined in terms 
of its mean 7, and its standard deviation 6, as 
1 
L(?Arl,Q) = - exp -On y - d2 
&-%/ 29 
(15) 
Since an LES is typically a simulation in which the majority of the scalar dissipation rate is in 
the subgrid-scale, the majority of the fluctuations in x will occur at lengths smaller than the 
subgrid-scale for any size grid filter likely to be used. Therefore, the relationship between the 
SGS variance of x and the local x, if it exists, should not depend strongly on the grid filter 
width. This contrasts with the modelling of the SGS scalar variance since the majority of the 
fluctuations in .$ are resolved, and the fraction that are unresolved depend strongly on the grid 
filter width. 
2.3. Subgrid-Scale Mixing 
The LELFM requires information about the SGS-mixing in the form of the SGS-variance <,“, 
and the filtered dissipation rate x. Several models for each of these quantities have been previously 
examined [33,34], and the ones that were found to be most accurate are used here. 
2.3.1. SGS variance 
The appropriate definition for the SGS variance in the context of a SGS PDF is [13,49] 
This quantity can be modelled by relating it to the magnitude of the resolved scale gradi- 
ent [42,50,51], 
& s C,A2 ]V~]‘. (17) 
The time-dependent coefficient C< is computed by assuming a form for the SGS scalar energy 
spectrum and adding it to the resolved-scale spectrum (from the LES) to form the complete 
scalar energy spectrum E.=(k). Here, k is the magnitude of the three-dimensional wave number 
vector. Next, a “‘test filter” with characteristic width larger than A is defined and denoted by fi. 
By assuming homogeneous turbulence, Cook [52] shows that 
s O” [l - j2(rC; A)] E<(k) dk 
” = Jdm [l -i2 (k;“)] [l -i2(k;A)] E&i$dk’ 
(18) 
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where 3 and 6 are the Fourier transformed grid and test filters, respectively. With Cc computed 
from (18), the average SGS variance from (17) will exactly equal the average SGS variance implicit 
in Et(k),-if the small-scale turbulence is isotropic [52]. 
In a high Reynolds number LES, the inertial range will extend to wave numbers which make 
an insignificant contribution to the SGS variance. If the grid filter is in the inertial range, it is 
reasonable to assume E,=(k) 0; k -5/3 for all SGS k, and to ignore details of the spectrum in the 
dissipation range. In moderate Reynolds number flows, such as those presented in this work, the 
dissipation range accounts for a significant amount of the SGS variance and cannot be ignored. 
Therefore, a specific form for the high wave number spectrum is used which extends through the 
dissipation range 153-551 
E<(k) 0: kaexp -&DEF1/3k4/3 
> 
Pa0 [55] assigns the values cx = -5/3 and n = 0.59; for the moderate Reynolds number flows 
studied in this research, the values cr = -1 and n = 1.2 are used. While not needed to com- 
pute (18), the constant of proportionality in (19) may be determined by matching Et(k) to the 
actual LES spectrum at the highest resolved wave number. The kinetic energy flux supplied by 
the large eddies ET, can be estimated from the LES by assuming that it is equal to the energy 
removed from the resolved scales by the LES SGS model. Pao points out that the &T used for the 
theoretical deduction of (19) (which assumes infinite Reynolds number) will always be greater 
than that measured in a laboratory experiment or, presumably, that computed from a LES of 
a flow with finite Reynolds number. Therefore, (19) is expected to underestimate the true SGS 
spectrum. While the effect that the error in EC will have on 5, 2 is not clear due to the application 
of the grid and test filters in (17), it is expected that ([$) + (@ as the Reynolds number 
increases. 
When the scalar field is homogeneous in at least one direction, the assumed spectrum method 
can be used by assuming homogeneity in the unresolved scales. In testing (19), Pao [55] notes 
that the longitudinal spectrum, Et,~(kl), is related to EC(k) by [56] 
J O” &l(h) = - Edk) & h k 
Following Pao’s methodology, E<(k) is replaced by the assumed spectrum (19). 
2.3.2. Filtered dissipation rate 
Filtering the scalar energy equation results in the term 
(21) 
which is the filtered dissipation rate. The first term on the RHS of (21) is the dissipation rate 
of .$2, which can be computed directly from the resolved scales of an LES. The second term is 
the scalar dissipation rate caused by interaction among the small scales. The last term is due 
to interactions between resolved and unresolved scales, and can be either positive or negative. 
Girimaji and Zhou [57] develop models for the second and third terms and conclude that it is 
crucial that the backscatter (third) term be modelled accurately in an LES if R is to be computed 
accurately. In this work, however, x is used only as an input to the LELFM and not to close 
the transport equations for scalar energy in the LES; therefore, only the first term on the RHS 
of (21) is considered in the model for x, which is defined as 
(22) 
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where the constant C, is determined by assuming a form for the high wave number portion of 
the E energy spectrum, e.g., (19)) following Cook [58]. His analysis results in 
J 
m 
k2EE(k) dk 
c,= m” 
J 
k21j2(k; A)&(k) dk 
0 
(23) 
In Section 2.3.1, it was argued that the assumed SGS EC(k) f rom (19) will always underestimate 
the true SGS spectrum because (19) was deduced for the case of infinite Reynolds number. While 
the effect of the error in l&(k) on t: is not obvious, it is clear that underpredicting Et(k) at 
high wave numbers will result in (xm) < (x). It is expected that (j&) M (jj) for large enough 
Reynolds number. 
3. REACTION MECHANISMS 
Two reaction mechanisms with Arrhenius kinetics are considered in this research, 
F + r-0 + (1 + r)P, (24) 
and 
A+B-+I+C, (25) 
B+I-+2C. (26) 
While the first mechanism is quite simple, it is examined over a wide range of parameters which 
result in reaction rates from near equilibrium to near extinction; it is also examined at a single 
Damkiihler (defined below) but multiple Reynolds numbers. The second reaction set introduces 
the effects of free radicals and intermediate species. Details of each mechanism are given below. 
3.1. Single-Step Mechanism 
In the first mechanism, species 0 oxidizes species F in a single, irreversible step with the 
reaction rate of F given by 
(27) 
Here, Q = (Tf - T,)/Tf, fl = cuT,/Tf, and T,. = (T - T,)/(Tf - T,) [41]; cx is a heat release 
factor, fi is a dimensionless activation energy, and T, is a reduced temperature equal to Yp. This 
formulation leads to a convenient definition of a global Damkiihler number, 
A local Damkiihler number, in which it is assumed that the local mixing-rate time scale is related 
to x, is 
(29) 
This definition is intrinsic to the flamelet equation. In the case of high p, asymptotic methods 
can be used to derive a chemical time scale of the diffusion flame [59-611, which leads to a reduced 
Damkijhler number defined at the stoichiometric surface 
DaT= 
rAQte-T-ITf T; 3 
XstP [ 1 Ta(Tf L- 1) [2EstU - &)12. (30) 
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3.2. Two-Step Mechanism 
The second reaction mechanism used in this study is that developed by Swaminathan and Bil- 
ger [62] to model methane combustion by two reactions. Species A represents CH4, B represents 
02, and I plays the role of the intermediate species Hz and CO. Free radical appears as species 
R in the following rate expressions, which correspond to reactions (25) and (26), respectively: 
G2=- b2exP(+)TT2P2] [I+u(YT--)]n2exp(-1i7:~(~~~),))YeYR. (32) 
. : 
The radical mass fraction is defined algebraically by 
Yn = KnYrmexp (33) 
YT is the temperature difference between the true temperature and the inlet stream temperature 
scaled by the specific heat at constant temperature, the heat release per mole of fuel, and the 
specific abundance of fuel species in the unmixed state; YT M 0.3 when T = Tf = 2350K, the 
adiabatic flame temperature. The thermodynamic pressure, P, is taken to be unity. The global 
Damkohler numbers are defined as 
AJ Dai - - exp i = 1,2. 
%?7lS 
The values of the remaining constants appearing in the rate equations are the same as those used 
in [62], KR = 1.477, X = 0.5, T,l = 5455K, Ta2 = OK, ni = 1.6, 712 = -1.72. 
4. DESCFUPTION OF THE SIMULATIONS 
The flow field considered in this research is a reacting scalar mixing layer in decaying grid 
turbulence. A schematic of the flow showing the one-step reaction is given in Figure 1. While 
temperature affects the rates of the chemical reactions, the velocity field is considered to be incom- 
pressible. The velocity and conserved scalar data from the direct numerical simulations [21,22] 
closely resemble those in the laboratory experiments of Ma and Warhaft [63], which, combined 
with spatial and temporal resolution tests, give confidence that the DNS data very nearly repre- 
sent a canonical mixing layer and, therefore, provide a good benchmark against which to compare 
the LES results. Additional details concerning the accuracy of the simulations are presented 
in [22,34]. 
f 
Y 
Fuel - 
n 
Oxidizer+ 
\ 
n \urbulencel 
grid 
Figure 1. Schematic of a reacting mixing layer with a one-step reaction 
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In the simulations, temporally decaying turbulence in a three-dimensional box is considered to 
be convected by the mean flow. The computational domains contain 5123 (DNS), 1283, and 643 
(LES) grid points and use periodic boundary conditions in the x and z directions and a free 
slip condition in the y direction (the direction of the mean scalar gradient). The corresponding 
physical problem is a cube 25.1 cm on a side being convected by the mean flow downstream of a 
turbulence-generating mesh in a wind tunnel; downstream distances range from 25.4 to 231 times 
the spacing of the mesh. 
The DNS method used in this research is the same as that used by deBruyn Kops and Ri- 
ley (641 to accurately simulate the decaying isotropic turbulence experiment of Corn&Bellot and 
Corrsin [65], and the large-eddy simulations employ the same code modified to include the SGS’ 
terms in the momentum and scalar transport equations. Briefly, a massively-parallel, pseudospec- 
tral code advances the transport equations in time, with all the large scales fully resolved, and 
the small scales either fully resolved (DNS) or modelled (LES). Pseudospectral Fourier methods 
are used to approximate spatial derivatives; these derivatives are computed in Fourier space and 
nonlinear algebraic terms are computed in real space. This pseudospectral method has the ad- 
vantages that phase errors are very small, rates of convergence are very high, and the truncation 
error decreases faster than algebraically ss the number of Fourier modes becomes large [66]. The 
method has been found to be twice as accurate as finite-difference schemes using the same reso- 
lution [67]. A second-order Adams-Bashforth scheme with projection is used for time-stepping. 
Pseudospectral methods suffer from errors caused by the aliasing of energy at high wave num- 
bers to lower wave numbers whkn nonlinear terms are computed in physical space. These alissing 
errors can be eliminated by applying a spectral mask to remove energy in wave numbers greater 
than N/3, where N is the number of grid points in each direction [68,69]. This is equivalent to 
applying a spectral truncation grid filter with A equal to 1.5 times the grid spacing, In LES 
using the Smagorinsky SGS model with a dynamically computed coefficient, it is especially im- 
portant to eliminate aliasing errors to prevent them from being fed back into the calculation of 
the Smagorinsky coefficient. For this reason, the N/3 mask is used for all LES reported in this 
work. In DNS, sufficient dealiasing is achieved if the energy in wave numbers greater than 15N/32 
is removed [70]. The 15N/32 mask is equivalent to a spectral truncation grid filter with A equal 
to 16/15 times the grid spacing. Such a grid filter is used in this work for DNS. For consistency, 
the LES test filter is also a spectral truncation filter with 6 = 2A. The ratio of A to A is based 
on a priori tests by German0 et al.. [27]. 
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Figure 2. Onedimensional scalar energy and dissipation rate spectra on centerline 
at x/M = 50.1. 
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As an indication of the resolution of the scalar fields on the three numerical grids, the one- 
dimensional scalar energy and dissipation rate spectra on centerline at x/lM = 50.1 are displayed 
in Figure 2. The fractions of scalar energy and dissipation rate that are accounted for by the 
resolved scales are given in Table 1. It is apparent from both the figure and the table that, 
in the large-eddy simulations, most of the scalar energy is resolved but that the significant 
scalar dissipation occurs at scales smaller than the grid scale and so must be modelled. With 
the 1283-paint grid in the far field (x/M = 231), very little modelling of jj or cz is required; 
nevertheless, the reaction zones for the reactions considered are much smaller than either the 
mixing zone or the grid scale, and so considerable modelling is required to predict filtered mass 
fractions and dissipation rates. 
Table 1. Fraction of scalar energy and dissipation rate accounted for by the resolved 
scales at different grid resolutions. 
5. CHARACTERISTICS OF THE REACTIONS 
Six chemistry cases are considered in this paper. These include a set of three single-step 
mechanisms in which all parameters are held constant except for the initial Damkohler number, 
a set of two single-step mechanisms in which only the stoichiometric ratio is varied, and a two- 
step mechanism. The reaction parameters are given in Tables 2 and 3. To provide an overview of 
the relative reaction rates and amount of extinction in the simulated one-step reactions, scatter 
plots of the product mass fractions (Yp) versus the mixture fraction (6) are shown in Figure 3. 
Scatter plots of mass fractions and scaled temperature for the simulations involving a two-step 
reaction are given in Figure 4. The upper four panels in Figure 3 are for the three cases involving 
F + r0 --) P with T = 1 (ML3, ML4, ML5), with Case ML4 shown at two different downstream 
locations, and thus two different values of (Dar). In Case ML3, there is considerable mixing 
without burning, either due to extinction or nonignition, and tests indicate that reducing Da 
by a factor of two from what it is in the ML3 case results in global extinction. In Case ML5. 
the reaction rate is about 17 times higher than it is in Case ML3; the reaction occurs at the 
equilibrium rate in most locations at x/M = 50.1 (shown), and at virtually all locations at 
z/M = 231 (not shown). Thus, Cases ML3 and ML5 bracket the full range of reaction rates from 
very low to near equilibrium. Figure 5 shows the unscaled profiles of the average product mass 
fraction for these two simulations. Both start with the same equilibrium chemistry condition, 
but the product advects and diffuses faster than it is created in Case ML3 while being created 
faster than it advects and diffuses in Case ML5. 
Table 2. Reaction parameters for one-step reactions. 
P r Da Initial 
Oh-) at nT at 
a Da Final 
x/M = 50.1 x/M = 50.1 
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Table 3. Reaction parameters for two-step reactions 
Pl P2 
Dal Da2 Dal Da2 
a Initial Initial Final Final 
ML8 0.62 1.4 0 17.2 1.12 207 13.5 
1 
>p 0.5 
0 
0 0.5 1 0 0.5 1 
5 5 
1 
>a 0.5 
0 
u 0.5 1 0 0.5 1 
5 5 
Figure 3. Scatter plots of Yp versus c for the mixing layer with one-step reactions. 
All the plots are at x/M = 50.1 except the center right, which is at x/M = 231. 
Since the turbulence is decaying, (DaT) is the same for the middle two panels. 
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Figure 5. Product mass fraction profiles for csses M3 (left) and M5 (right). 
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ML4 is a nonisothermal case with intermediate reaction rate. The simulations are designed so 
that (DaT) is the same in ML4 at x/M = 50.1 and ML3 at x/M = 231, and is also the same in 
ML4 at x/M = 231 and ML5 at x/M = 50.1. So, it is possible to observe the flow at the same 
(DaT) but different Reynolds numbers. It is presumably easier to account for the time history 
of the flow on the LES models at x/M = 231 than at x/M = 50.1 since details of the initial 
conditions are expected to be of less consequence in the far field. 
The remaining two simulations with one-step reactions (ML6 and ML7) involve temperature- 
dependent chemistry at a lower activation temperature than ML3 through ML5. Also, T is much 
greater than unity so that the peak reaction rate does not coincide with the centerline of the 
mixing layer. Some evidence of extinction is apparent in the bottom two panels of Figure 3 for 
both cases, with ML7 having a less vigorous reaction than ML6. 
The two-step reaction (Figure 3) is moderately fast as evidenced by the limited scatter away 
from the equilibrium limit of the mass fraction of fuel (species A); but there is significant scatter 
in the intermediate species. Even though the fuel-consuming reaction (25) proceeds near its 
mixing limited rate, the second reaction (26) is kinetically limited in a significant fraction of the 
field. Thus, the overall reaction is robust without being suitable to modelling with equilibrium 
methods. 
6. QUASI-STEADY 
FLAMELET SOLUTIONS 
The quasi-stationary flamelet (QFL) model (4) underlies the large-eddy flamelet model, and 
understanding the behavior of QFL is important in the understanding of LELFM. QFL has been 
previously examined in detail via direct numerical simulations [7I-731, and a rigorous study is not 
repeated here. It is useful, however, to demonstrate the performance of the model when applied 
to the current high resolution simulations with temperature dependent kinetics; these results will 
be referred to in the next section in conjunction with evaluating the large-eddy laminar flamelet 
model. 
The DNS data and QFL model predictions of product mass fractions and fuel reaction rates 
are shown in Figure 6 for cases where r = 1. The QFL results are computed by solving (4) at each 
point in the field using DNS results for [ and x, and assuming the < dependence of x given by (7). 
In the left-hand panels of each figure, the flamelet solutions are conditionally averaged on the 
DNS results, so that a straight diagonal line indicates that the model is perfect, on average, over 
the full range of DNS values existing in the fields. In the right-hand panels, the DNS and flamelet 
model results are each conditioned on the mixture fraction and averaged, thereby showing how 
well the model performs over the range of E. All of the plots are at x/M = 231, but they are 
typical of all downstream locations. 
When the Damkohler number is low and there is considerable extinction (top panels), the QFL 
significantly overpredicts Yp, but underpredicts the reaction rate at this downstream location. 
It is expected that the QFL will overpredict the product mass fraction because the model has 
no mechanism for determining extinction; in this work, when an ignited solution can be found 
numerically for (4), it is used. In the intermediate Damkijhler number case (middle panels), the 
QFL model yields good predictions for both the product mass fraction and the reaction rate, 
although it slightly underpredicts the latter over the entire range of tiF. At high Damkijhler 
number (bottom panels), the model yields excellent predictions for the product mass fraction; 
the reaction rate predictions are good on average but, from the lower left-hand panel, it is evident 
that the model tends to underpredict the reaction rate except where the rate is extremely high. 
The QFL predictions for the cases with T > 1 (ML6, ML7) are compared with the DNS results 
in Figure 7. The predictions for Yp are excellent while, as in the cases where r = 1, the QFL 
model underpredicts tiF, especially at high values of tiF. The accurate predictions of Yp, even 
for Case ML7 in which the reaction rate is not particularly fast, are consistent with the finding 
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Figure 6. Two views of DNS data versus QFL predictions for product msss fractions 
and fuel reaction rates for cases with r = 1. In the right-hand plots, the symbols 
denote DNS results and the lines denote flamelet predictions. 
of deBruyn Kops et al. [22] that, with comparable global rates, reactions with T > 1 are easier 
to model than those with T = 1. 
For the case with multistep chemistry (ML8), the QFL predictions for the mass fractions and 
the temperature (YT) very closely match the DNS results when conditionally averaged (Figure 8). 
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Figure 7. Two views of DNS data versus QFL predictions for product mass fractions 
and fuel reaction rates for cases with T > 1. In the right-hand plots, the symbols 
denote DNS results and the lines denote flamelet predictions. 
This is as expected for species A and R and for the temperature, since only moderate deviation 
from the equilibrium limit is apparent in Figure 4. For species I, considerable deviation from 
quasiequilibrium is observed in many locations, so it is encouraging that the QFL predictions are 
very good for this species as well. As with the single-step mechanism, QFL slightly underpredicts 
the conditionally averaged reaction rates. 
From the five singlestep reaction cases examined, it is apparent that there is a tendency for 
QFL to underpredict tiF on average while accurately predicting the average Yp when Da is 
moderate to high. This characteristic is not so much a failure of the model to account for a key 
physical phenomenon as it is an artifact of the nonlinear nature of the Arrhenius exponential. 
Consider a model for Yp which is perfect on average over the full range of values, but locally has 
a small relative error e, i.e., Yp mode’ = Yp(1 f e), subject to the constraint that Ypode’ is between 
the frozen and equilibrium chemistry limits. Recall that for the simple reaction set considered 
in this work, the reduced temperature is equal to the product mass fraction. Then, when the 
reaction rate is computed from Yprnode’ with a small value of e (less than O.l), it will be lower 
than the true reaction rate computed from Yp on average, and the error will be more pronounced 
at higher values of Yp, Libby and Williams [74] explain the phenomenon in a somewhat different 
manner, but either analysis leads to the conclusion that any model that accurately (on average) 
predicts the mass fractions, and then uses the mass fractions to estimate the reaction rate, will 
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Figure 8. DNS data versus QFL predictions for mass fractions and reaction rates 
for the two-step reaction mechanism (r/M = 231). The symbols denote DNS results 
and the lines denote flamelet predictions. 
underestimate the reaction rate when the activation temperature is high, unless the model for 
the mass fractions is perfect locally. 
7. LELFM PREDICTIONS 
In the previous section it was shown that the QFL model, which underlies the large-eddy 
laminar flamelet model, yields good predictions of the product mass fraction and fuel reaction 
rate in four of the five single-step reaction cases examined and in the two-step reaction case. 
This brief study of the QFL model serves to quantify the first of the four classes of errors that 
exist when the LELFM is used in conjunction with LES hydrodynamic data, namely errors in 
the underlying quasi-steady flamelet model. The remaining classes of errors are: 
(1) errors in the LELFM model itself, 
(2) errors in the submodels for x and [i themselves, and 
(3) inaccuracies in the LES values of c, which directly cause errors in the LELFM predictions, 
and which lead to errors in X, [,“. 
A priori tests on the individual components of the LELFM have been performed elsewhere: the 
beta PDF model [13]; LELFM with x and (2 taken directly from the DNS [19,20,31]; and models 
for x and <z [31,33,34]. In this section, the focus is on a posterior-i tests of the LELFM, i.e., tests 
of LELFM using only those inputs obtained from large-eddy simulations. The standard against 
which the LELFM predictions are compared is filtered DNS results; recall from Section 4 that 
these DNS data have been shown to closely represent wind tunnel data. We only consider the 
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four chemistry cases in which the QFL performed well since the LES model cannot correct errors 
introduced by this underlying model. 
There are three quantities of primary interest in evaluating models for SGS reactions: mass 
fractions, temperature, and reaction rates. In reacting flows where extinction is not prevalent 
(e.g., vigorous combustion, reactions in the atmosphere, reactions occurring in certain chemical 
manufacturing processes), a useful model must be able to predict the mean mass fractions as a 
function of time. In flows where the reactions tend to extinguish at high rates of strain, it is 
presumably necessary for the SGS reaction model to be able to accurately predict the filtered 
temperatures and reaction rates. 
7.1. Mass Fractions and Temperature 
A principal goal of large-eddy simulations of reacting flows is to accurately predict the average 
concentrations of the primary species involved in the reactions. For the single-step reactions, 
the filtered product mass fraction is a particularly convenient quantity by which to measure 
the performance of the LES since it not only represents a species concentration, but it is also 
proportional to temperature (assuming adiabatic, unity Lewis numbers). (yp ] I) from the LES 
is shown in Figure 9, along with the reference values computed by the filtered DNS fields, for 
the four cases with one-step reactions. Results using a LES numerical grid with 643 points 
are shown since this is approximately the minimum resolution at which the velocity and scalar 
field subgrid-scale models yield reasonably accurate predictions [34]. The LELFM predictions 
of (& ] c) (using only LES results as input) are very good, and the predictions improve when 
the LES resolution is increased to 12g3 grid points (not shown). This is encouraging since the 
LES not only yields good predictions, but the predictions approach the exact (DNS) results as 
the resolution is improved. It is also apparent that the LES results are consistently good at 
all downstream distances examined (z/M = 43.1,98,231). This characteristic of the results is 
encouraging, but it must be noted that: 
(1) the passive scalar mixing layer is very nearly self-similar, and so time history effects on 
the mixing rate are minimal [21]; 
(2) the reacting scalars are sufficiently quasisteady that the QFL accurately predicts the 
conditionally averaged, unfiltered mass fractions. 
The twc-step reaction (ML8) provides a measure of the ability of LELFM to predict not 
only major species concentrations and temperature, but also intermediate species concentrations, 
which are important in predicting the rate of pollutant formation. In Figure 10 are shown the 
predicted filtered mass fractions for this case, along with the values computed by filtering the 
DNS results. The LELFM predictions are excellent. Comparing Figures 10 and 8, it is apparent 
that the additional modelling included in the LELFM to predict the filtered mass fractions from 
the hydrodynamic LES data and the QFL equation has a negligible effect on the predictions of 
the filtered mass fractions. 
7.2. Reaction Rates 
In the work discussed in this paper, the large-eddy simulations are run and the species concen- 
trations are computed afterwards (postprocessed). To conduct large-eddy simulations of flows in 
which the time history of the reaction significantly affects the evolution of the flow, it is likely 
necessary that the reaction model accurately predicts the rates of reaction, and hence the local 
heat release. From Figures 6 and 8, we expected that if the LELFM is consistent with QFL, it 
will slightly underpredict the filtered reaction rates. Instead, when the grid resolution of the LES 
is 643, the LELFM results in Figures 11 and 12 show that the LELFM slightly underpredicts the 
reaction rates at x/M = 43.1, and overpredicts them for larger values of x. 
To further illustrate the characteristics of the LELFM predictions for filtered reaction rates, 
the QFL, LELFM, and DNS values for the reaction rates averaged over the entire computational 
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Figure 9. Filtered product msss fractions conditioned on filtered mixture fraction 
for the single-step mechanisms. The symbols are filtered DNS data and the lines are 
from the LELFM applied to 643 LES data. 
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Figure 10. Filtered mass fractions conditioned on filtered mixture fraction for the 
two-step mechanism. The symbols are filtered DNS data and the lines are from the 
LELFM applied to 643 LES data. 
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the single-step mechanisms at x/M = 231. The symbols are filtered DNS data and 
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Figure 12. Filtered reaction rates conditioned on filtered mixture fraction for the 
two-step mechanism at x/M = 231. The symbols are filtered DNS data and the lines 
are from the LELFM applied to 643 LES data (a = 1). 
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domain are given in Table 4. Consistent with the figures just referenced, LELFM tends to 
overpredict (Gi) at x/M = 231 when the LES grid spacing is relatively coarse; even in the cases 
in which the LELFM prediction is less than the DNS result, it still exceeds the QFL prediction. 
When the LES resolution is increased to 12B3-points, the LELFM predictions approach the QFL 
results. 
Table 4. Predictions of (I&) as a fraction of the DNS values. .TIie symbol a is that 
in (14). 
xlM 
43 
231 
43 
231 
98 
98 
231 
231 
0.82 1.20 0.98 
0.96 1.25 1.04 
0.88 1.12 0.94 
1.10 1.28 1.14 
0.78 0.82 0.73 
0.87 1.07 0.93 
0.82 0.96 0.92 
0.71 0.87 0.82 
In (14), the parameter a is used to relate the mean and the variance of the SGS < when the PDF 
of that quantity is modelled with a lognormal distribution. The effect of varying a between 0 
and 1 is evident in Table 4. When a = 0, the LELFM predictions significantly exceed those 
of the QFL, indicating that modelling the SGS x with a Dirac delta function introduces errors 
into the model for the filtered mass fractions that counteract the errors in the underlying QFL 
model. When a = 1, the LELFM results more closely agree with the QFL predictions. While this 
does not prove that the one-parameter logarithmic distribution for SGS x is appropriate, it is 
encouraging. Furthermore, for most of the cases considered, the LELFM results with 12B3-point 
resolution and a = 1 very nearly agree with the QFL results. 
1283 LES 
8. CONCLUSIONS 
The large-eddy laminar flamelet model (LELFM) is one of several approaches to modelling 
reactions that occur at length scales smaller than those resolved on an LES numerical grid. 
The model is based on the quasi-steady flamelet (QFL) model and requires as input the filtered 
mean and variance of the mixture fraction, as well as its filtered dissipation rate; the first of 
these quantities is computed directly from an evolution equation in an LES, while the latter’ 
two are modelled in the present study. Validations of all of the elements of the LELFM have 
been previously reported [13:19,20,31,33,34]. Presented in this paper are the results of integrated 
tests of the LELFM in which mass fractions, temperatures, and reaction rates, computed using 
only LES data ss input, are compared with benchmark results from high resolution DNS. The 
benchmark data includes single- and two-step reaction mechanisms with a range of stoichiometric 
ratios and activation temperatures, and, based on results shown elsewhere [21,22], are expected 
to accurately represent passive reactions superimposed on the wind tunnel experiments of Ma 
and Warhaft [63]. 
Examined are six chemistry cases, five of which are shown to be suitable for modelling with the 
QFL approach; the sixth is included to emphasize that the LELFM, since it is based on QFL, is 
not appropriate for modelling reactions in which QFL does not apply. For the five cases in which 
the QFL model yields good results for the unfiltered mass fractions, the following conclusions 
about the performance of the LELFM for predicting filtered mass fractions, reaction rates, and 
temperatures can be drawn 
(1) the LELFM yields excellent predictions for filtered mass fractions and temperatures; 
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(2) the LELFM yields good predictions for filtered reaction rates, even when the reaction is 
much thinner than the LES grid spacing; 
(3) the additional modelling (beyond that in the QFL model) involved in the LELFM approach 
has a negligible effect on the results of the model; 
(4) LELFM predictions of filtered reaction rates are more consistent with QFL predictions 
of the corresponding unfiltered quantities when a lognormal PDF is assumed f6r the SGS 
dissipation rate than when a Dirac delta function PDF is assumed. 
The LELFM is presently applicable to a wide range of nonpremixed combustion problems, and 
the current results encourage the thought that advances that broaden the applicability of flamelet 
modelling will carry over to the LELFM. 
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