ABSTRACT
INTRODUCTION
Predicting the stock market due to its importance and popularity among the masses and also small and large companies due to financial benefits and its low risk is a growing topic in research [1] . Despite the risk of falling too much value per share due to market fluctuations rarely happens, but again, the risk is there. These fluctuations which effect on stock price and trading volume have some difficulties in predicting. The fluctuations effect on the behavior of people in terms of capital savings or investment, the stock price and the increase or decrease of risk for investors. Therefore in general, predicting the stock market behavior through techniques and various methods is a useful tool to assist investors to act with greater certainty and taking the risks and volatility of an investment into consideration and know when to buy the cheapest price and when to sell to highest price [2] .
Data mining techniques have a more successful performance in predicting various fields such as economy, policy and engineering compared to traditional statistical methods by discovering hidden knowledge of data [3, 4, and 5] . Experience has shown that machine learning techniques could be successful in predicting daily stock price and its trading volume [6] . In this paper, at first review the prior researches done for predicting stock market and then we describe the importance of trading volume. By using linear regression we predict S&P 500 index [7] behavior and at the end we compared and evaluated the result of our proposed method with other approaches.
PREVIOUS WORK
Nowadays the stock market has been called for research in many fields due to its effects on financial challenging and capacity of predicting its various aspects through different scientific methods such as genetic algorithm, Artificial Neural Network (ANN) and other Meta heuristic algorithms. Many institution and academic researchers are trying to propose a method for predicting next day behaviors of stock indexes in order to be better than the other methods, like a research that Majhi and other friends [8] did via applying bacterial foraging optimization technique for predicting stock market and S&P500 indexes in short and long terms, and they made a linear combiner model which its weights updated by BFO and comparing it with MultiLayer Perceptron (MLP) based method showed that Majhi and other friend's method has less calculative complexity and more precision to MLP method.
Another predicting system [9] in which counting of complex keyword topples and its transformation to predict stock market behavior periodically and doing real-time forecasting on web has been done. Some researchers used text mining approach [10] , their findings investigates effects of financial news in predicting stock market. Increasing social networks and their popularity among people have been led into new ideas of investigating of effect of the popularity and application of these social networks that can have on stock market behavior.
Like a work about effect of emotions like hope, fear and worry have on increasing or decreasing amount of Dow Jones on the next day [11] or investigating effects of Facebook [12] on stock market. The relation between the tendencies of investors and activities of stock market found by using a new time scale which operates on updated mood of about 100 million American Facebook users between the periods of 10/09/2007 to 10/09/2010. In this paper, predicting of trading volume is considered which is similar to the introduced methods.
IMPORTANCE OF TRADING VOLUME
Stock market is one of the first options of attracting investments and main financial indexes of country [13] . One of the most important parameters affecting the dynamics of the stock market is its trading volume. Stock trading volume includes the number of lots bought and sold which is expressing in daily basis [14] . The more trading volume of a stock is higher, the more the stock is active. Trading volume is an approving to price patterns in technical analysis and it's more important than stock price. If we could predict the moving direction of trading volume of a stock in the future, we can also obtain the prices changing, continuing or finishing of its trend, with more confidence [15] .
LINEAR REGRESSION
Regression predicts a numerical value [16] . Regression performs operations on a dataset where the target values have been defined already. And the result can be extended by adding new information [17] . The relations which regression establishes between predictor and target values can make a pattern. This pattern can be used on other datasets which their target values are not known. Therefore the data needed for regression are 2 part, first section for defining model and the other for testing model. In this section we choose linear regression for our analysis. First, we divide the data into two parts of training and testing. Then we use the training section for starting analysis and defining the model. Scatter plot of 80% out of data has been shown in (figure 1) with taking this into consideration that the (Average) parameter is the mean of the prices of Open, Low, High and close. Scatter plot has been shown with just the Average parameter in order to be simpler. ) that has been calculated in (table 3) and shown with a red trend line in ( figure 1 ). R-squared shows that the two variables were used for determining the orientation of trend line is 35.8% related. This value is used for analysis based on scatter plot of (figure 1). For the first step correlations or relationship between desired independent parameters for specific the relation between stock prices according to that it is in Open, Low, High, Close and Volume status is obtained, as shown in (table 2) . Coefficients have been calculated to 3 decimal (the relations are between 80% out of the whole data). As it is obvious from the relationship chart of table 2, the relationship of 4 values of S&P 500 indexes are close to 1, and also the independence value of the dependent variable of Volume with other 4 prices is close to 0. By using data analysis that is one of the facilities of Excel which is used for financial analysis and defining predicting patterns, linear regression applied to the data. Summary output of applying the regression analysis has shown in ( The value of multiple R is 0.599 or 0.6. This value is close to 1 which means that the regression line along with least square value is appropriate and well-adjusted to data. and , this values are close to 0 which means that the average and volume points are close to the trend line shown in figure 1 . Since we use linear regression and take independent parameter of average into consideration. Therefore R square value is the value of . The standard error is equal to 285577 which is the error between real values and estimated value of volume has been calculated from summation of all residual values along with degree of freedom, sum and mean of squares shown in table 4. After obtaining coefficients, slope, error and intercept and applying linear regression on sample data, for testing that how much close the formula can predict the trading volume (which is our unknown parameter) to real volume, we applied this formula on the rest 20% of data. The results shown in As it's obvious from table 6, the predicted trading volume is very similar to real values. By computing the difference between real and predicted values of proposed approach shown in figure 6 , similarities of 61.35% observed
DISCUSSION
Financial markets such as stock market are generating constantly great volume of information needed to analysis and to produce any predicting pattern in any time. Therefore they are interesting case of using different scientific methods to development and improvement in generating techniques. Each of the used techniques for predicting financial matters has some benefits and limitations of its own which causes to some weakened or strengthened status. With taking this matter into consideration that our study is a case study on S&P 500 index to compare with other techniques, we checked out 8 most important features for predicting methods. The first feature is ease of encoding, which our method is equal to rule induction and has high degree in it and it is better than ANNs and genetic algorithm.
Second feature is accessibility or availability of off-the-shelf software that for this feature it is equal to rule induction, statistical inference and ANN and has high degree in it. Third feature is flexibility or ability of covering different types of large scales is equal to statistical inference and genetic algorithm and has medium degree in it. Fourth feature is autonomy or independence of prior assumptions from relations between variables and domain theories is equal to rule induction and statistical inference and is weak in this feature.
Fifth feature is optimization capability which tries to generate optimized results, in this feature is equal to genetic algorithms and has medium efficiency in it. Sixth and seventh features are operative complexity and cost of calculation in generating the results which has medium degree in them. In the case of eighth feature which is interpretability or ability of explaining results has high degree like rule induction and data visualization [18] .
CONCLUSIONS
Each clustering algorithms are solely capable of focusing on particular parts of customers' data in electronic shops. This focus brings better and more detailed results to the same parts. Meanwhile, in analysing other parts, due to the lack of clustering analyses, it brings challenges to them.
So, each algorithm is capable of doing detailed analyses of some parts of customers' data. To provide comprehensive results and clustering analyses, it must be used several integrated and clustering algorithms. We, in this paper, investigate different types of methods and clustering algorithms. Finally, by using K-means, farthest first, EM samples of customers of an E-commerce websites, we made clustering vie Weka software.
We indicated that each algorithm covers the clustering analyses weaknesses of other algorithms for some customers. The integrated data of all algorithms analyses brings detailed results from customers' behavioural method and its relation with shopping basket as well. So, by using integrated collective data, it can be determined marketing policies and customer satisfaction appropriate to all customers' clustering and their orientation which finally lead to increased productivity and incomes.
