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ABSTRACT
Accurate choroid segmentation in optical coherence to-
mography (OCT) image is vital because the choroid thickness
is a major quantitative biomarker of many ocular diseases.
Deep learning has shown its superiority in the segmentation of
the choroid region but subjects to the performance degenera-
tion caused by the domain discrepancies (e.g., noise level and
distribution) among datasets obtained from the OCT devices
of different manufacturers. In this paper, we present an unsu-
pervised perceptual-assisted adversarial adaptation (PAAA)
framework for efficiently segmenting the choroid area by nar-
rowing the domain discrepancies between different domains.
The adversarial adaptation module in the proposed framework
encourages the prediction structure information of the target
domain to be similar to that of the source domain. Besides,
a perceptual loss is employed for matching their shape in-
formation (the curvatures of Bruch’s membrane and choroid-
sclera interface) which can result in a fine boundary predic-
tion. The results of quantitative experiments show that the
proposed PAAA segmentation framework outperforms other
state-of-the-art methods.
Index Terms— Choroid segmentation, deep learning, ad-
versarial adaptation, perceptual loss
1. INTRODUCTION
The choroid in OCT contains abundant blood vessels which
are extremely important for the supply of oxygen and nutri-
ents to the outer retina [1]. Accurate choroid segmentation is a
prerequisite for the diagnosis of many ocular diseases. How-
ever, manually choroid segmentation by professional ophthal-
mologists is a heavy and tedious task. An efficient automatic
choroid segmentation algorithm is urgently needed.
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Fig. 1. The orange rounded rectangle shows that segmen-
tation degrades due to domain discrepancy. The red rounded
rectangle shows that domain adaptation method can obtain a
better segmentation in target domain by minimizing domain
discrepancy between the source and target domains.
In recent years, deep learning has shown its advantage for
medical image analysis [3], especially the convolutional neu-
ral network (CNN) which is trained in an end to end manner
has been widely used for medical image segmentation. Mas-
sod et al. [4] and Caneiro et al. [5] have shown the advan-
tage of deep learning methods compared to non-deep learn-
ing methods in choroid segmentation task. In [4], the authors
proposed a two-stage segmentation network with a combina-
tion of CNNs and morphological operations. In [5], patch-
based supervised machine learning methods were used to seg-
ment retinal and choroid boundary. The supervised methods
based on deep learning have brought significant improvement
for choroid segmentation. Although the supervised segmen-
tation methods (e.g., FCN, U-Net) have a outstanding perfor-
mance for choroid segmentation, there are two challenges for
supervised methods. 1) supervised deep learning fails to ob-
tain satisfactory segmentation results on new datasets due to
the domain discrepancy between different datasets. 2) pixel-
level annotations are time-consuming and labor-intensive in
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Fig. 2. Overview of the Perceptual-assisted Adversarial Adaptation method. Firstly, source images (Is) and target images (It)
are fed into identical segmentation network based on U-Net [2] and obtain the predictions (Ms and Mt) of source and target
images, respectively. Then, the prediction of the source image (Ms) is utilized to compute segmentation loss. Finally, the
predictions of the source image and the target image are fed into the perceptual-assisted adversarial adaptation (PAAA) module.
In PAAA module, the prediction of the target image (Mt) and the label of the source image (Ys) are fed into perceptual loss
module while the predictions of the source image and the target image (Ms and Mt) are fed into patch discriminator module.
The whole network was trained in an end-to-end manner.
existing supervised methods for choroid segmentation. The
orange rounded rectangle in Fig. 1 show that segmentation
degrades when the supervised models are adapted from the
source domain to the target domain.
To overcome the shortcomings of supervised deep learn-
ing, an unsupervised domain adaptation method aimed at
minimizing the domain shift (domain discrepancy) has been
proposed over the past few years [6]. Tsai et al. [7] consid-
ered semantic segmentation as structured outputs and conduct
adversarial learning in output space for semantic segmenta-
tion. Wang et al. [8] introduced an unsupervised domain
adaptation method using a patch discriminator for joint optic
disc and cup segmentation. Although the unsupervised do-
main adaptation methods mentioned above can obtain better
performance when facing the domain discrepancy, adver-
sarial adaptation can only narrow the prediction distribution
between the source domain and the target domain. It is diffi-
cult for adversarial learning to capture details. In this paper,
we present a perceptual-assisted adversarial adaptation for
choroid segmentation. Our PAAA framework incorporates
adversarial adaptation to address the domain discrepancy by
encouraging the structure information of the target domain
close to that of the source domain. Furthermore, we utilize
the perceptual loss module to match shape information of the
source and target domains which can result in a fine boundary
prediction.
Contributions: 1) We propose a perceptual-assisted ad-
versarial adaptation method to minimize the performance
degradation caused by domain discrepancy. 2) To the best
of our knowledge, our work is the first of its kind to lever-
age the combined advantage of adversarial adaptation and
perceptual loss for choroid segmentation in OCT in an unsu-
pervised manner. 3) We apply our method to segment choroid
area in OCT data. Results show that our proposed method
outperforms the state-of-the-art methods.
2. METHOLODY
2.1. Problem Formulation
As shown in Fig. 2, our proposed method includes two parts:
the segmentation network Gseg and the perceptual-assisted
adversarial adaptation part which combines patch discrimi-
nator Dadv module with perceptual loss module P to imple-
ment domain adaptation in output space. Formally, the source
domain and target domain are denoted as S and T , respec-
tively. The input images from source domain are denoted
as Is ∈ RC×W×H while the ones from target domain are
denoted as It ∈ RC×W×H . Ms and Mt represent the pre-
dictions of the source image and the target image while Ys
denotes the label of source image.
2.2. Learning at Source Domain
We first adopt the cross-entropy loss as the segmentation loss
for images from the source domain to train the segmentation
network:
Lseg(Is) = −
∑
h,w
∑
c∈C
Y (c,h,w)s log(M(c,h,w)s ) (1)
where Ys is the ground truth annotaions for source images
andMs = Gseg(Is) is the output of segmentation network.
Gseg represents the segmentation network.
2.3. Adversarial Adaptation for Target Domain
The segmentation loss Lseg is only applied on the source do-
main. To optimized the network for images It in target do-
main, we forward them into Gseg to obtain the segmentation
predictionMt = Gseg(It). Then we first leverage the adver-
sarial training to minimize the discrepancy between the pre-
diction of the target domain and the one of the source domain
in output space. Adversarial training is achieved by utilizing
a PatchGAN loss [9]. Two predictions Ms and Mt gener-
ated from the network are fed into the discriminator Dadv .
To make the distribution ofMt closer toMs, we use an ad-
versarial loss Ladv as :
Ladv(It) = −
∑
h,w
log(Dadv(Mt)(c,h,w)) (2)
This loss is designed to train the segmentation network
and fool the discriminator by maximizing the probability
of the target prediction being considered as the source pre-
diction. Through adversarial optimization, the output space
of the target domain learns to mimic the distribution of the
source output space.
2.4. Perceptual-assisted Adaptation for Target Domain
Besides, a perceptual loss [10] Lper is employed for match-
ing their shape information (the curvatures of Bruch’s mem-
brane and choroid-sclera interface) which can result in a fine
boundary prediction. As the name suggests, Lper penalizes
results that are not perceptually similar to labels by defining
a distance measure between feature maps of target prediction
mask and source label after passing a pretrained VGG net-
work. The constriction matches the shape information be-
tween the source domain and target domain which drives the
prediction of the choroid area close to the true physiological
structure and makes a better boundary prediction. Perceptual
loss is defined as
Lper(It) =
∑
i
1
Ni
||φi(Mt)− φi(Ys)||1 (3)
where φi is the feature map of the i’-th layer of the pre-
trained network. For this work, φi denotes the feature maps
from layers relu1 1, relu2 1, relu3 1, relu4 1 and relu5 1 of
the VGG-19 [11] network pretrained on the ImageNet [12]
dataset.
The overall training objective for segmentation network
is:
L = λsegLseg(Is) + λadvLadv(It) + λperLper(It) (4)
By incorporating adversarial adaptation with perceptual
loss based on VGG network, the proposed method can mini-
mize the discrepancy between the source domain and the tar-
get domain in output space.
3. EXPERIMENTS
a b c d e f
Fig. 3. Comparison of qualitative results when models are
adapted from source domain image to target domain image.
(a) Input. (b) Ground truth. (c) FCN. (d) U-Net. (e) Adapt-
SegNet. (f) Ours.
3.1. Datasets
Two different datasets obtained from topcon OCT device
and nidek OCT device are utilized to implement experiments
in this paper. The two datasets are called TOPCON and
NIDEK, respectively. Both of TOPCON and NIDEK datasets
have pixel-level manual annotations. We set the train part
of TOPCON dataset as the source domain and the train part
of NIDEK dataset as the target domain. The train part of
TOPCON dataset consists of 640 OCT images with 512 ×
512 resolution and the train part of NIDEK dataset includes
120 OCT images with 512 × 1024 resolution. The test part
of NIDEK dataset has 30 OCT images and are used for eval-
uation.
3.2. Implementation details
The architecture of the proposed method can be referred to
Fig 2. The proposed method leverage U-Net [2] as the back-
bone. The method was implemented in Python based on Py-
Torch. In the experiments, both of source image Is and target
image It were resized to 224× 224 resolution. We trained the
entire network end-to-end using Adam optimizer [13]. The
beta1 and beta2 of Adam optimizer was set to 0.9 and 0.99,
respectively. The weight decay factor was 0.0001. The learn-
ing rate of the segmentation network was set to 10−3 and the
one of the discriminator was set to 0.0001. λseg , λadv , λper
in training objective were set to 100, 0.01, 0.06. Only the
segmentation module was utilized in the evaluation phase.
Methods Source domain Target domain AUSDE1↓ IOU 2↑ GAPausde ↓ GAPiou ↓
Oracle NIDEK NIDEK 2.65 89.30 - - - - - -
FCN [14] TOPCON NIDEK 53.08 42.97 50.43 46.33
U-Net [2] TOPCON NIDEK 51.26 51.11 48.61 38.19
FCN + AA [7] TOPCON NIDEK 24.50 51.19 16.98 28.57
U-Net + AA TOPCON NIDEK 19.63 60.73 16.98 28.57
Proposed method TOPCON NIDEK 3.21 85.77 0.56 3.53
1 AUSDE (pixels)
2 IOU (%)
Table 1. Results of adapting from the source domain to the target domain. We compare the results of our proposed method
with other methods.
3.3. Metrics
In order to properly evaluate the performance of our proposed
method, the following metrics will be utilized in experiments.
Intersection over uniou (IOU): Intersection over uniou
is a common evaluation metric to evaluate the segmentation
quality. The IOU is defined as: IOU = Ao / Au, where Ao
and Au represent area of overlap and area of union between
the prediction and the reference standard.
Average unsigned surface detection error (AUSDE)
[15]: Average unsigned surface detection error was com-
puted for each lower boundary of choroid by measuring
absolute Euclidean distance in the z-axis between the results
of the algorithm and the reference standard. AUSDE is effi-
cient metric to evaluate performance of choroid segmentation
between different algorithms.
Moreover, GAP (GAPausde and GAPiou) is another
criterion to evaluate the adaptation performance of models.
GAPX is the gap of X between the model and the fully-
supervised model, where X denotes ausde or iou.
3.4. Results and Discusions
We evaluate the performance of our proposed method using
the metrics mentioned in 3.3 and compare our methods with
other state-of-the-art methods when models are adapted from
the source domain to the target domain.
Quantitative evaluation: In Table. 1, we compare the
proposed method with oracle (upper bound), supervised
methods and unsupervised domain adaptation methods. Ex-
cept for oracle, all experiments take TOPCON as source
domain and NIDEK as target domain. The oracle repre-
sents the results of U-Net trained and evaluated on the same
target domain. The comparison results between the super-
vised method (U-Net) and oracle quantitatively show the
performance degradation due to the domain discrepancy. Our
method achieves over 48 pixels decreasing for AUSDE and
over 34% IOU improvement compared with the supervised
methods (FCN, U-Net), demonstrating the effectiveness of
perceptual-assisted adversarial adaptation method used to
narrow domain discrepancy. We also compare our method
with the state-of-the-art unsupervised domain adaptation
method AdaptSegNet (FCN + AA) and our method outper-
forms the AdaptSegNet by more than 21 pixels decreasing
for AUSDE and more than 34% IOU improvement, which
show that the proposed PAAA method can obtain a better
segmentation performance than AdaptSegNet. The ablation
experiments were implemented, the proposed method can
decrease the AUSDE by more than 16 pixels and improve the
IOU by more than 25% compared with the baseline method
(U-Net + AA) without perceptual loss module. The abla-
tion experiments demonstrate that the perceptual loss help to
result in a fine boundary prediction and obtain a better seg-
mentation result. The GAPausde and GAPiou indicate that
the segmentation results of our proposed method are closer
to that of oracle than other methods. what’s more, the pro-
posed method don not require pixel-level annotations in the
target domain while the oracle needs the labor-intensive and
time-consuming annotations to be trained.
Qualitative evaluation: Fig. 3 shows the visualization of
choroid segmentation results when models are adapted from
source domain image to target domain image. The predictions
of our methods are visually better than that of other methods
and more closer to the label (ground truth). The compari-
son shows that the proposed method has a better segmentation
performance than other methods.
4. CONCLUSION
In this paper, we have proposed a novel framework Perceptual-
assisted Adversarial Adaptation to narrow the discrepancy
between the source domain and the target domain and to
obtain a better segmentation performance. The experiment
results have demonstrated that our proposed method has an
outstanding performance for choroid segmentation compared
with other methods when models are adapted from the source
domain to the target domain.
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