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Automorphisms of the semigroup of invertible
matrices with nonnegative elements
Bunina E. I., Mikhalev A.V.
Let R be a linearly ordered ring with 1/2, Gn(R) (n ≥ 3) be a subsemigroup of the group GLn(R),
which consists of all matrices with nonnegative elements. In the paper [1] A.V. Mikhalev and M.A. Shatalova
described all automorphisms of Gn(R) in the case when R is a skewfield and n ≥ 2. In this paper we describe
all automorphisms of Gn(R), if R is an arbitrary linearly ordered associative ring with 1/2, n ≥ 3.
1 Main definitions and notations, formulation of the main theorem.
Let R be an associative ring with 1.
Definition 1. A ring R is called linearly ordered, if some subset R+ is selected in R, and this subset R+
satisfies the following conditions :
1) ∀x ∈ R (x = 0 ∨ x ∈ R+ ∨ −x ∈ R+) ∧ (x ∈ R+ ⇒ −x /∈ R+);
2) ∀x, y ∈ R+ (x + y ∈ R+ ∧ xy ∈ R+).
We say that x ∈ R is greater (not smaller) than y ∈ R, and denote it by x > y, or y < x (x ≥ y, or y ≤ x),
iff x− y ∈ R+ (x− y ∈ R+ ∪ {0}).
It is clear that 1 ∈ R+, because in the opposite case −1 ∈ R+ ⇒ 1 = (−1)(−1) ∈ R+, and that is impossible.
It is easy to prove by induction that in linearly ordered ring R we have char R = 0.
Elements of R+ are called positive, and elements of R+ ∪ {0} are called nonnegative.
Definition 2. Let R be a linearly ordered ring. By Gn(R) we will denote the subsemigroup of GLn(R), which
consists of all matrices with nonnegative elements.
The set of all invertible elements of R is denoted by R∗. If 1/2 ∈ R, then R∗ is infinite, because it contains
all 1/2n for n ∈ N. The set R+ ∩R
∗ is denoted by R∗+. If 1/2 ∈ R, then it is also infinite.
Definition 3. Suppose that R is a linearly ordered ring, T ⊂ R. Then Z(T ) will denote the center of T ,
Z∗(T ) = Z(T ) ∩R∗, Z+(T ) = Z(T ) ∩R+, Z
∗
+(T ) = Z(T ) ∩R
∗
+.
It is clear that Z∗+(R) ⊆ Z
∗
+(R
∗). If 1/2 ∈ R, then all these sets are infinite for T = R.
Definition 4. Let I = In, Γn(R) be the group of all invertible elements of Gn(R), Σn be the symmetric group
of the order n, Sσ be the matrix of a permutation σ ∈ Σn (i. e. the matrix (δiσ(j)), where δiσ(j) is a Kronecker
symbol), Sn = {Sσ|σ ∈ Σn}, diag[d1, . . . , dn] be a diagonal matrix with the elements d1, . . . , dn on the diagonal,
d1, . . . , dn ∈ R
∗
+.
Definition 5. By Dn(R) we will denote the group of all invertible diagonal matrices from Gn(R), by D
Z
n (R)
we will denote the center of Dn(R).
It is clear that the group DZn (R) consists of all matrices diag[d1, . . . , dn], d1, . . . , dn ∈ Z
∗
+(R
∗).
Definition 6. If A,B are subsets of Gn(R), then we will set
CA(B) = {a ∈ A|∀b ∈ B (ab = ba)}.
A matrix A ∈ Γn(R), which satisfies A
2 = I, will be called an involution.
Definition 7. By Kn(R) we will denote the subsemigroup of Gn(R) consisting of all matrices(
Xn−1 0
0 x
)
, Xn−1 ∈ Gn−1(R), x ∈ R
∗
+.
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Let Eij be the matrix with one nonzero element eij = 1.
Definition 8. By Bij(x) we will denote the matrix I + xEij . Let P denote the subsemigroup in Gn(R), which
is generated by the matrices Sσ (σ ∈ Σn), Bij(x) (x ∈ R+, i 6= j) and diag[α1, . . . , αn] ∈ Dn(R).
Definition 9. Two matrices A,B ∈ Gn(R) are called P-equivalent (see [1]), if there exist matrices Aj ∈ Gn(R),
j = 0, . . . , k, A = A0, B = Ak, and matrices Pi, P˜i, Qi, Q˜i ∈ P, i = 0, . . . , k − 1 such that PiAiP˜i = QiAi+1Q˜i.
Definition 10. By GE+n (R) we will denote the subsemigroup in Gn(R) generated by all matrices which are
P-equivalent to matrices from P.
Note that if R is a skewfield, then GE+n (R) = Gn(R).
Definition 11. If G is some semigroup (for example, G = R∗+, Gn(R), GE
+
n (R)), then a homomorphism
λ(·) : G → G is called a central homomorphism of G, if λ(G) ⊂ Z(G). The mapping Ω(·) : G → G such that
∀X ∈ G
Ω(X) = λ(X) ·X,
where λ(·) is a central homomorphism, is called a central homothety.
For example, if R = R (the field of real numbers), then the homomorphism λ(·) : Gn(R) → Gn(R) such
that ∀A ∈ Gn(R) λ(A) = |detA| · I, is a central homomorphism, and the mapping Ω(·) : Gn(R)→ Gn(R), such
that ∀A ∈ Gn(R) Ω(A) = |detA| · A, is a central homothety. Note that a central homothety Ω(·) always is an
endomorphism of the semigroup G: ∀X,Y ∈ G Ω(X)Ω(Y ) = λ(X)X ·λ(Y )Y = λ(X)λ(Y )X ·Y = λ(XY )XY =
Ω(XY ).
For every M ∈ Γn(R) ΦM denotes the automorphism of the semigroup Gn(R) such that ∀X ∈ Gn(R)
ΦM (X) =MXM
−1.
For every y(·) ∈ Aut(R+) by Φ
y we denote the automorphism of the semigroups Gn(R) such that ∀X =
(xij) ∈ Gn(R) Φ
y(X) = Φy((xij)) = (y(xij)).
The main result of our paper is the following
Theorem. Let Φ be any automorphism of Gn(R), n ≥ 3, 1/2 ∈ R. Then on the semigroup GE
+
n (R)
Φ = ΦMΦ
cΩ, where M ∈ Γn(R), c(·) ∈ Aut(R+), Ω(·) is a central homothety of GE
+
n (R).
2 Construction of the automorphism Φ′
In this section we suppose that we have some automorphism Φ ∈ Aut(Gn(R)), where n ≥ 3, 1/2 ∈ R, and
we construct a new automorphism Φ′ ∈ Aut(Gn(R)) such that Φ
′ = ΦM ′Φ for some M
′ ∈ Γn(R) and for all
σ ∈ Σn we have Φ
′(Sσ) = Sσ.
The following lemma in even a more general case can be found in [2].
Lemma 1. Γn(R) = Dn(R) · Sn, i.e. the group Γn(R) consists of all monomial matrices.
Proof. It is clear that every monomial matrix is invertible, i.e. Dn(R)Sn ⊂ Γn(R).
Now let us consider some A = (aij) ∈ Γn(R). We need to show that in each its row (column) there is
exactly one nonzero element. Suppose that it is not true, and the i-th row of A contains at least two nonzero
(i. e. positive) elements ai,k and ai,j . Let us consider the inverse matrix B = (bl,m). Its k-th row is nonzero,
therefore there exists l such that bk,l > 0. Therefore
δil = ai,1b1,l + · · ·+ ai,nbn,l ≥ ai,kbk,l > 0,
and so i = l.
Similarly there exists m such that bj,m > 0, i. e. i = m. Thus l = m = i. Therefore bj,i > 0, bk,i > 0.
The condition I = BA implies
δj,k = bj,1a1,k + · · ·+ bj,nan,k ≥ bj,iai,k > 0.
Consequently j = k, which contradicts to the assumption that i-th row contains two non-zero entries.
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Note that the representation of every matrix A ∈ Γn(R) in the form A = DSσ, D ∈ Dn(R), σ ∈ Σn, is
unique.
Lemma 2. If r ∈ R+ and r
k = 1 for some k ≥ 1, then r = 1.
Proof. We need to show that x > 1 implies xk > 1, and 0 < x < 1 implies 0 < xk < 1.
1) Let us prove by induction that
x > 1⇒ xk > 1.
If k = 1, the condition is clear. Assume that the condition is proved for some k, i. e. x > 1, xk > 1, therefore
x−1 ∈ R+, x
k−1 ∈ R+, consequently, x
k+1−x ∈ R+ ⇒ (x
k+1−x)+(x−1) ∈ R+ ⇒ x
k+1−1 ∈ R+ ⇒ x
k+1 > 1.
2) Similarly let us prove by induction that
0 < x < 1⇒ 0 < xk < 1.
If k = 1, then the condition is clear. Assume that the condition is proved for some k, i. e. 0 < x < 1⇒ 0 < xk <
1. Thus x, xk, 1−x, 1−xk ∈ R+, therefore x(1−x
k) = x−xk+1 ∈ R+ ⇒ (1−x)+ (x−x
k+1) = 1−xk+1 ∈ R+,
i. e. 0 < xk+1 < 1.
The condition is proved.
It is clear that in the ring R there is no zero divizors.
The proof of the following lemma can be found in [1].
Lemma 3. If A is an involution in Gn(R), then A = diag[t1, . . . , tn]Sσ, where σ
2 = 1, and for every i = 1, . . . , n
we have ti · tσ(i) = 1.
Proof. By Lemma 1 we have A = dSσ, where d = diag[d1, . . . , dn]. Since A
2 = I, we have dSσdSσ = I ⇒
dSσ = S
−1
σ d
−1SσS
−1
σ . Since the representation of A in the form dSσ is unique and S
−1
σ d
−1Sσ ∈ Dn(R), we
have d = S−1σ d
−1Sσ and Sσ = S
−1
σ .
Therefore σ2 = 1 and diag[d1, . . . , dn] = diag[d
−1
σ(1), . . . , d
−1
σ(n)], i. e. ti = t
−1
σ(i).
Lemma 4. If Φ is an automorphism of Gn(R), where n ≥ 3, 1/2 ∈ R, then
1) Φ(Γn(R)) = Γn(R),
2) Φ(Dn(R)) = Dn(R),
3) Φ(DZn (R)) = D
Z
n (R).
Proof. 1) Since Γn(R) is the subgroup of all invertible matrices of Gn(R), then Φ(Γn(R)) = Γn(R).
2) Consider the set F of all matrices A ∈ Γn(R), commuting with all matrices conjugate to A.
Consider
A = diag[α1, . . . , αn] ∈ D
Z
n (R),
then every matrix conjugate to A has the form
Sσ−1diag[d
−1
1 , . . . , d
−1
n ]diag[α1, . . . , αn]diag[d1, . . . , dn]Sσ =
= Sσ−1diag[α1, . . . , αn]Sσ = diag[ασ−1(1), . . . , ασ−1(n)],
i. e. it commutes with A = diag[α1, . . . , αn].
If we consider
A = diag[α1, . . . , αn] ∈ Dn(R) \D
Z
n (R),
then the matrix conjugate to A also is diagonal, but it is impossible to say, if it commutes with A =
diag[α1, . . . , αn], or not.
Now consider
A = diag[α1, . . . , αn]Sρ, ρ 6= e, α1, . . . , αn ∈ R
∗
+.
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Consider some
M = diag[d1, . . . , dn] ∈ D
Z
n (R),
to obtain a matrix conjugate to A.
We have
M−1AM = diag[d−11 , . . . , d
−1
n ]diag[α1, . . . , αn]Sρdiag[d1, . . . , dn] =
= diag[dρ−1(1)d
−1
1 α1, . . . , dρ−1(n)d
−1
n αn]Sρ = diag[γ1α1, . . . , γnαn]Sρ,
where γ1, . . . , γn ∈ Z
∗
+(R
∗).
We have the conditions
A(M−1AM) = diag[γρ−1(1)α1αρ−1(1), . . . , γρ−1(n)αnαρ−1(n)]Sρ2 ,
(M−1AM)A = diag[γ1α1αρ−1(1), . . . , γnαnαρ−1(1)]Sρ2 .
Since ρ 6= e, we have that there exists such i ∈ {1, . . . , n} that j = ρ−1(i) 6= i. In this case we can take
dk =
{
2, if k = j,
1, if k 6= j.
Thus we have
γk =

2 if k = i,
1/2, if k = j,
1, if k 6= i and k 6= j.
Therefore
A(M−1AM) 6= (M−1AM)A.
So the condition
(A ∈ Γn(R)) ∧ (∀M ∈ Γn(R) (M
−1AM)A = A(M−1AM))
holds for all elements of DZn (R), possibly can hold for some elements of Dn(R) \ D
Z
n (R) and never holds for
elements of Γn(R) \Dn(R).
It is clear that Φ(F) = F .
Introduce on the set F the additional condition
(A ∈ F) ∧ (∀M ∈ Γn(R) (M 6= I ∧M
n! = I ⇒ AM 6=MA)), (1)
i.e. “A does not commute with any non-unit matrix of finite order”.
It is clear that if A ∈ Dn(R) has two equal elements on its i-th and j-th diagonal places, then it commutes
with S(i,j).
If A ∈ DZn (R) has all distinct entries on its diagonal, then it satisfies the condition (1).
Besides, this condition can be satisfied for some matrices from Dn(R) \ D
Z
n (R), but they also must have
distinct entries on the diagonal. Let us denote the set of all matrices satisfying the condition (1), by L. It is
clear that Φ(L) = L.
Let us consider the set
X =
⋃
M∈L
CΓn(R)(M),
i. e. the set of all invertible matrices commuting with some matrix from L.
Let us show that X = Dn(R).
To prove X ⊂ Dn(R) note that every M ∈ L has distinct values on its diagonal, therefore if AM = MA,
then A ∈ Dn(R).
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To prove that Dn(R) ⊂ X consider the matrix
M = diag[2, 22, . . . , 2n] ∈ DZn (R).
It is clear that M ∈ L and CΓn(R)(M) = Dn(R). Since CΓn(R)(M) ⊂ X , we have Dn(X ) ⊂ X .
Consequently X = Dn(R).
It is clear that Φ(X ) = X . Therefore Φ(Dn(R)) = Dn(R).
3) Since CΓn(R)(Dn(R)) = D
Z
n (R) and Φ(Dn(R)) = Dn(R), we have Φ(D
Z
n (R)) = D
Z
n (R).
Lemma 5. If Φ is an automorphism of Gn(R), n ≥ 3, 1/2 ∈ R, then there exists M ∈ Γn(R) such that
ΦMΦ(Kn(R)) = Kn(R), where for all X ∈ Gn(R)
ΦM (X) =MXM
−1.
Proof. Let us consider a matrix
A = diag[α, . . . , α, β] ∈ DZn (R), α 6= β.
Suppose that
B = Φ(A) = diag[γ1, . . . , γn] ∈ D
Z
n (R).
It is clear that
CΓn(R)(A)/Dn(R)
∼= Σn−1,
hence
Φ(CΓn(R)(A))/Φ(Dn(R)) = CΓn(R)(B)/Dn(R)
∼= Σn−1.
Therefore
B = diag[γ, . . . , γ, δ, γ, . . . , γ], γ 6= δ.
Thus there exists σ ∈ Σn such that
B˜ = SσBSσ−1 = [γ, . . . , γ, δ].
We haveCGn(R)(A) ⊆ K and CGn(R)(B˜) ⊆ K. Besides, there exists such a matrixA (for example, diag[1, . . . , 1, 2]),
that CGn(R)(A) = Kn(R), i. e.
Kn(R) =
⋃
A=diag[α,...,α,β]∈DZ
n
(R),α6=β
CGn(R)(A),
Kn(R) =
⋃
A=diag[α,...,α,β]∈DZ
n
(R),α6=β
CGn(R)(SσΦ(A)S
−1
σ ),
since Φ is an automorphism.
Consider M = Sσ, Φ
′ = ΦM ◦ Φ. For every A = diag[α, . . . , α, β] ∈ D
Z
n (R), α 6= β, we have Φ
′(A) =
diag[γ, . . . , γ, δ] ∈ DZn (R), γ 6= δ, and
Φ′(Kn(R)) = Φ
′
 ⋃
A=diag[α,...,α,β]∈DZ
n
(R),α6=β
CGn(R)(A)
 =
=
⋃
A=diag[α,...,α,β]∈DZ
n
(R),α6=β
Φ′(CGn(R)(A)) =
⋃
A=diag[α,...,α,β]∈DZ
n
(R),α6=β
CGn(R)(Φ
′(A)) = Kn(R).
Therefore ΦMΦ(Kn(R)) = Kn(R).
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Lemma 6. If Φ is an automorphism of Gn(R), then by Lemma 4, since Φ(Γn(R)) = Γn(R), for every σ ∈ Σn
we have
Φ(Sσ) = DσSϕ(σ),
where Dσ ∈ Dn(R). The obtained mapping ϕ : Σn → Σn is an endomorphism of the group Σn.
Proof. For all σ1, σ2 ∈ Σn
Φ(Sσ1 · Sσ2) = Φ(Sσ1·σ2) = Dσ1σ2 · Sϕ(σ1σ2),
Φ(Sσ1) · Φ(Sσ2) = Dσ1Sϕ(σ1)Dσ2Sϕ(σ2) = Dσ1 ·D
′
σ2
Sϕ(σ1)ϕ(σ2),
Φ(Sσ1 · Sσ2) = Φ(Sσ1) · Φ(Sσ2),
therefore
ϕ(σ1σ2) = ϕ(σ1)ϕ(σ2).
Since Φ(Dn(R)) = Dn(R) (see Lemma 4(2)), we have that ϕ ∈ Aut(Σn). Actually, if σ1, σ2 ∈ Σn, σ1 6= σ2,
σ = ϕ(σ1) = ϕ(σ2), then
Φ(Sσ1) = Dσ1Sσ, Φ(Sσ2) = Dσ2Sσ ⇒ Φ(Sσ1 · Sσ−1
2
) = Dσ1SσSσ−1D
−1
σ2
∈ Dn(R).
So for some ρ 6= e we have
Φ(Sρ) ∈ Dn(R),
but it is impossible.
The proof of the following lemma is completely similar to the proof of Proposition 10 from [1].
Lemma 7. If Φ is an automorphism of Gn(R), 1/2 ∈ R, n ≥ 3, then there exists a matrix M ∈ Γn(R) such
that ΦMΦ(Sσ) = Sσ for all σ ∈ Σn.
Proof. 1) Let n 6= 6. Consider the automorphism ϕ ∈ Aut(Σn) introduced in lemma 6. Since for n 6= 6 all
automorphisms of the group Σn are inner, then there exists a permutation ρ ∈ Σn such that for all σ ∈ Σn
ϕ(σ) = ρσρ−1.
Therefore for every σ ∈ Σn
Φ(Sσ) = DσSρσρ−1 = DσSρSσSρ−1 = SρD
′
σSσSρ.
Then for M ′ = S−1ρ
∀σ ∈ Σn ΦM ′Φ(Sσ) = D
′
σSσ.
2) Let n = 6. Consider some automorphism Φ1 = ΦM1Φ of G6(R) such that Φ1(Kn(R)) = Kn(R), which
exists by Lemma 5. Let ϕ1 be the automorphism of Σ6 defined by Φ1. Note that for every σ ∈ Σ6 the matrix
Sσ ∈ Kn(R) iff σ(6) = 6. Therefore ϕ1 induces an inner automorphism of the group Σ(1, . . . , 5), i.e. there
exists τ ∈ Σ(1, . . . , 5) such that for every σ ∈ Σ(1, . . . , 5) we have ϕ1(σ) = τστ
−1.
Consider an automorphism Φ2 = ΦM2 ◦ Φ1 of G6(R), where M2 = S
−1
τ . For every σ ∈ Σ(1, . . . , 5) we have
Φ2(Sσ) = S
−1
τ Φ1(Sσ)Sτ = S
−1
τ DσSτστ−1Sτ = D
′
σSσ.
Let ϕ2 be an automorphism of Σ6 associated with Φ2. Note that Φ2(Kn(R)) = Kn(R) and ϕ2(σ) = σ for all
σ ∈ Σ(1, . . . , 5).
Let us prove that ϕ2 is an identical automorphism of Σ6. Let δ = ϕ2((1, 6)). It is clear that δ is an odd
substitution, and either δ = (1, 6), or δ = (1, 6)(α1, α2)(β1, β2). If δ = (1, 6), then for every i = 2, . . . , 5
ϕ2((i, 6)) = ϕ2((1, 6)(1, i)(1, 6)) = (1, 6)(1, i)(1, 6) = (i, 6).
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Since the group Σn is generated by transpositions and for every transposition σ ϕ2(σ) = σ, we have that for all
σ ∈ Σ6 ϕ2(σ) = σ, i.e. ϕ2 is identical.
Let us show that the second case is impossible. Actually, in this case ϕ2((1, 6)) = ϕ2((α2, β1)(1, 6)(α2, β1)) =
(α2, β1)(1, 6)(α1, α2)(β1, β2)(α2, β1) = (1, 6)(α1, β1)(α2, β2) 6= ϕ(1, 6).
Therefore for the matrix M ′ =M2M1 we have ΦM ′Φ(Sσ) = DσSσ for every Sσ ∈ Sn.
3) Now for every n ≥ 3 we have some M ′ ∈ Γn(R) such that ΦM ′Φ(Sσ) = DσSσ for every matrix Sσ ∈ Sn.
Consider ρ = (1, 2, . . . , n) ∈ Σn. Let ΦM ′Φ(Sρ) = DρSρ, where Dρ = diag[α1, . . . , αn]. The equal-
ity Snρ = I implies (DρSρ)
n = I, and then α1α2 . . . αn = 1. Consider a matrix T = diag[t1, . . . , tn],
where ti = (αiαi+1 . . . αn)
−1, i = 1, . . . , n, and the automorphism Φ3 = ΦTΦMΦ. We see that Φ3(Sρ) =
diag[t1, . . . , tn]diag[α1, . . . , αn]Sρdiag[t
−1
1 , . . . , t
−1
n ] = diag[t1α1t
−1
2 , t2α2t
−1
3 , . . . .tnαnt
−1
1 ]Sρ = Sρ and for every
permutation σ ∈ Σn we have Φ3(Sσ) = D˜σSσ, where D˜σ ∈ Dn(R). Let now τ = (1, 2). Then Sτ is an involution.
According to Lemma 3, we obtain Φ3(Sτ ) = D˜τSτ , where
D˜τ = diag[β, β
−1, 1, . . . , 1] (β ∈ R∗+).
The condition ρ = (n, n−1)(n−1, n−2) . . . (2, 1) implies Sρ = S
ρn−2
τ . . . Sτ , where S
δ
τ = S
−1
δ SτSδ. Consequently,
Sρ = Φ3(S
ρn−2
τ . . . Sτ ) = (DτSτ )
ρn−2 . . . DτSτ .
Comparing nonzero elements, we obtain βn = 1, hence β = 1 (see Lemma 2). Therefore Φ3(Sτ ) = Sτ . Since
ρ and τ generate Σn, we have Φ3(Sσ) = Sσ for every σ ∈ Σn.
3 The action of Φ′ on diagonal matrices.
In the previous section by our automorphism Φ we have constructed a new automorphism Φ′ = ΦMΦ such
that Φ′(Sσ) = Sσ for all σ ∈ Σn. We will suppose that this automorphism Φ
′ is fixed.
Lemma 8. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R)) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then
for all α, β ∈ R∗+ we have
Φ′(diag[α, β, . . . , β]) = diag[γ, δ, . . . , δ], γ, δ ∈ R∗+.
If α 6= β, then γ 6= δ. If α, β ∈ Z∗+(R
∗), then γ, δ ∈ Z∗+(R
∗).
Proof. By Lemma 4
Φ′(diag[α, β, . . . , β]) = diag[γ1, . . . , γn].
Since Φ′(S(i,i+1)) = S(i,i+1) for all i = 2, . . . , n− 1, then for all i = 2, . . . , n− 1 we have
Φ′(diag[α, β, . . . , β])Φ′(S(i,i+1)) = Φ
′(S(i,i+1))Φ
′(diag[α, β, . . . , β])⇒
diag[γ1, . . . , γn]S(i,i+1) = S(i,i+1)diag[γ1, . . . , γn]⇒ γi = γi+1.
Therefore γ2 = γ3 = · · · = γn−1 = γn and we can assume that
Φ′(diag[α, β, . . . , β]) = diag[γ, δ, . . . , δ].
If α 6= β, then
diag[α, β, . . . , β]S(1,2) 6= S(1,2)diag[α, β, . . . , β]⇒ diag[γ, δ, . . . , δ]S(1,2) 6= S(1,2)diag[γ, δ, . . . , δ]⇒ γ 6= δ.
If α, β ∈ Z∗(R∗), then diag[α, β, . . . , β] ∈ DZn (R), and by Lemma 4(3) diag[γ, δ, . . . , δ] ∈ D
Z
n (R
∗), thus γ, δ ∈
Z∗(R∗).
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Lemma 9. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then for
all X ∈ G2(R) we have
Φ′

X 0 . . . 0
0 1 . . . 0
. . . . .
. . . . . .
0 . . . . . . 1
 =

Y 0 . . . 0
0 a . . . 0
. . . . .
. . . . . .
0 . . . . . . a
 , where Y ∈ G2(R), a ∈ Z∗+(R∗).
Proof. Similarly to the proof of Lemma 8 we can prove that for every
A = diag[α, α, β, . . . , β] ∈ Dn(R), α 6= β,
we have
Φ′(A) = diag[γ, γ, δ, . . . , δ] ∈ Dn(R), γ 6= δ.
Consider now the set L of all involutions of the form
diag[ξ, ξ−1, 1, . . . , 1]S(1,2), ξ ∈ R
∗
+.
For every such an involution M we have
N = Φ′(M) = Φ′(diag[ξ, ξ−1, 1, . . . , 1])S(1,2)
and N is an involution. By Lemma 3
N = diag[η, η−1, 1, . . . , 1]S(1,2).
If ξ ∈ Z∗+(R
∗), then η ∈ Z∗+(R
∗), if ξ /∈ Z∗+(R
∗), then η /∈ Z∗+(R
∗). We see that Φ′(L) = L.
The set of all matrices of the form
diag[α, α, β, . . . , β], α, β ∈ R∗+, α 6= β
will be denoted by M. We know that Φ′(M) =M. Therefore
Φ′(CML) = CML,
i.e. for every µ ∈ Z∗+(R
∗), η ∈ R∗+ we have
Φ′(diag[µ, µ, η, . . . , η]) = diag[µ′, µ′, η′, . . . , η′],
where µ′ ∈ Z∗+(R
∗), η′ ∈ R∗+ and if η ∈ R
∗
+ \ Z
∗
+(R
∗), then η′ ∈ R∗+ \ Z
∗
+(R
∗).
By Z we will denote the set of all matrices
αI = diag[α, . . . , α], α ∈ Z∗+(R
∗).
It is clear that Φ′(Z) = Z.
Consider some matrix
A =

X 0
0 a
. . .
a
 , X ∈ G2(R), a ∈ Z∗+(R∗).
This matrix satisfies the condition
∀M ∈ CML ∃N ∈ Z A(MN) = (MN)A ∧ AS(3,4) = S(3,4)A ∧ · · · ∧AS(n−1,n) = S(n−1,n)A. (2)
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Actually, every M ∈ CML has the form
M = diag[µ, µ, η, . . . , η], µ ∈ Z∗+(R
∗), η ∈ R∗+.
If MA = AM , we can take N = I. If MA 6= AM , i.e. µ ∈ Z∗+(R
∗) \ Z∗+(R) and Xdiag[µ, µ] 6= diag[µ, µ]X ,
then we can take
N = diag[µ−1, . . . , µ−1] ∈ Z.
Then MN = diag[1, 1, ηµ−1, . . . , ηµ−1] and A(MN) = (MN)A.
If some matrix A satisfies the condition (2), then the part
AS(3,4) = S(3,4)A ∧ · · · ∧ AS(n−1,n) = S(n−1,n)A
implies
A =

X 0
0 a
. . .
a
 , X ∈ G2(R), a ∈ R∗+.
If a ∈ R∗+ \ Z
∗
+(R
∗), then there exists b ∈ R∗+ such that ab 6= ba, therefore for
M = diag[1, 1, b, . . . , b] ∈ CML
we have MA 6= AM . For every N = diag[α, . . . , α] ∈ Z we have A(MN) 6= (MN)A, since abα 6= bαa. Thus
the matrix
A =

X 0
0 a
. . .
a

with a ∈ R∗+ \ Z
∗
+(R
∗) can not satisfy the condition (2). So we have a ∈ Z∗+(R
∗).
Therefore we see that a matrix A has the form
A =

X 0
0 a
. . .
a
 , X ∈ G2(R), a ∈ Z∗+(R∗)
iff it satisfies the condition (2).
Since Φ′(S(i,i+1)) = S(i,i+1) for all i = 3, . . . , n − 1, Φ
′(Z) = Z, Φ′(CML) = CMM, we obtain that if a
matrix A satisfies (2), then the matrix Φ′(A) satisfies (2).
Consequently, for X ∈ G2(R), a ∈ Z
∗
+(R
∗) we have
Φ′

X 0
0 a
. . .
a
 =

Y 0
0 b
. . .
b
 , Y ∈ G2(R), b ∈ Z∗+(R∗).
Lemma 10. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R)) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then
for every x ∈ Z∗+(R)
Φ′(diag[x, 1, . . . , 1]) = diag[ξ, η, . . . , η], ξ, η ∈ Z∗+(R).
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Proof. Since x ∈ Z∗+(R), we have that x ∈ Z
∗
+(R
∗), therefore A = diag[x, 1, . . . , 1] ∈ DZn (R), then by Lemma 8
A′ = Φ′(A) = diag[ξ, η, . . . , η], where ξ, η ∈ Z∗+(R
∗).
Let Y denote the set of all matrices of the form
a 0 . . . 0
0
. . . . . . . . . .
. . . . . . a 0
. . . . . . 0 X
 , X ∈ G2(R), a ∈ Z∗+(R∗).
It is clear that Φ′(Y) = Y (the proof is completely similar to the proof of Lemma 9).
Let Z denote the center of the semigroup Gn(R). It is clear that
Z = {αI|α ∈ Z∗+(R)}.
We have Φ′(Z) = Z.
Every matrix A = diag[x, 1, . . . , 1], x ∈ Z∗+(R) satisfies the condition
∀M ∈ Y MA = AM. (3)
The matrix A′ = Φ′(A) also satisfies the condition (3), therefore
∀M ∈ Y M · diag[ξ, η, . . . , η] = diag[ξ, η, . . . , η] ·M,
or
∀X ∈ G2(R) X ◦ diag[η, η] = diag[η, η] ◦X,
thus η ∈ Z∗+(R).
Now we need to prove that ξ ∈ Z∗+(R).
We have
Φ′(diag[1, x, 1, . . . , 1]) = Φ′(S(1,2)diag[x, 1, . . . , 1]S(1,2)) = S(1,2)diag[ξ, η, . . . , η]S(1,2) = diag[η, ξ, η, . . . , η]
and, similarly,
Φ′(diag[1, 1, x, 1, . . . , 1]) = diag[η, η, ξ, η, . . . , η], . . . ,Φ′(diag[1, . . . , 1, x]) = diag[η, . . . , η, ξ].
Consequently,
Φ′(x · I) = Φ′(diag[x, 1, . . . , 1] · diag[1, x, . . . , 1] . . . diag[1, . . . , 1, x]) = ξηn−1 · I.
Since x ∈ Z∗+(R), we have that ξη
n−1 ∈ Z∗+(R). Since (as we just have proved) η ∈ Z
∗
+(R), we have that
ηn−1 ∈ Z∗+(R), therefore ξ ∈ Z
∗
+(R), as we needed to prove.
Lemma 11. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R)) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then
for every x1, x2 ∈ Z
∗
+(R) such that x1 6= x2,
Φ′(A1) = Φ
′(diag[x1, 1, . . . , 1]) = diag[ξ1, η1, . . . , η1],
Φ′(A2) = Φ
′(diag[x2, 1, . . . , 1]) = diag[ξ2, η2, . . . , η2]
we have ξ1η
−1
1 6= ξ2η
−1
2 .
Proof. Suppose that for some distinct x1, x2 ∈ Z
∗
+(R) we have ξ1η
−1
1 = ξ2η
−1
2 , i.e.
Φ′(A1) = Φ
′(diag[x1, 1, . . . , 1]) = diag[ξ, η, . . . , η] = A
′
1,
Φ′(A2) = Φ
′(diag[x2, 1, . . . , 1]) = α · diag[ξ, η, . . . , η] = A
′
2,
where ξ, η, α ∈ Z∗+(R) (see Lemma 10). Therefore Φ
′−1(αI) = Φ′
−1
(A′1A
′
2
−1
) = diag[x1x
−1
2 , 1, . . . , 1]) =
diag[β, 1, . . . , 1], where 1 6= β ∈ Z∗+(R), but it is impossible, since Φ
′−1(Z) = Z (see the proof of Lemma 10).
Thus ξ1η
−1
1 6= ξ2η
−1
2 .
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4 The main theorem.
In this section we will prove the main theorem (Theorem 1).
Recall (see Definition 8) that for x ∈ R+
B12(x) =

1 x
0 1
1
. . .
1
 , B21(x) =

1 0
x 1
1
. . .
1
 .
Lemma 12. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R)) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then
there are two possibilities :
1) there exists some mapping c(·) : R+ → R+ such that for all x ∈ R+ Φ
′(B12(x)) = B12(c(x));
2) there exists some mapping b(·) : R+ → R+ such that for all x ∈ R+ Φ
′(B12(x)) = B21(b(x)).
Proof. By Lemma 9 we have
Φ′(B12(1)) =

α β
γ δ
a
. . .
a
 , a ∈ Z∗+(R∗),
(
α β
γ δ
)
∈ G2(R)
(see Lemma 9).
Let for every x ∈ R∗+
Φ′(diag[x, 1, . . . , 1)] = diag[ξ(x), γ(x), . . . , γ(x)], ξ(x), η(x) ∈ R∗+
(see Lemma 8).
Then for every x ∈ Z∗+(R)
Φ′(B12(x)) = Φ
′(diag[x, 1, . . . , 1]B12(1)diag[x
−1, 1, . . . , 1]) =
= diag[ξ(x), η(x), . . . , η(x)]

α β
γ δ
a
. . .
a
 diag[ξ(x)−1, η(x)−1, . . . , η(x)−1] =
=

ξ(x)αξ(x)−1 ξ(x)βη(x)−1
η(x)γξ(x)−1 η(x)δη(x)−1
a
. . .
a
 .
Since by Lemma 10 ξ(x), η(x) ∈ Z∗+(R), we have ξ(x)αξ(x)
−1 = α, ξ(x)βη(x)−1 = ξ(x)η(x)−1β, η(x)γξ(x)−1 =
η(x)ξ(x)−1γ, η(x)δη(x)−1 = δ, thus
Φ′(B12(x)) =

α ν(x)β
ν(x)−1γ δ
a
. . .
a

11
for ν(x) = ξ(x)η(x)−1.
By Lemma 11 for x1 6= x2 we have ν(x1) 6= ν(x2).
For every x ∈ R+ Φ
′(B12(1)) and Φ
′(B12(x)) commute. Let us write this condition in the matrix form for
x ∈ Z∗+(R) (recall that in this case ν(x) ∈ Z
∗
+(R) by Lemma 10):(
α β
γ δ
)(
α ν(x)β
ν(x)−1γ δ
)
=
(
α ν(x)β
ν(x)−1γ δ
)(
α β
γ δ
)
⇒
⇒
(
α2 + ν(x)−1βγ ν(x)αβ + βδ
γα+ ν(x)−1δγ ν(x)γβ + δ2
)
=
(
α2 + ν(x)βγ αβ + ν(x)βδ
ν(x)−1γα+ δγ ν(x)−1γβ + δ2
)
.
Hence ν(x)−1βγ = ν(x)βγ for distinct x ∈ Z∗+(R) (for example, for x = 2, 2
2, . . . ). By Lemma 11 ν(x) 6= 1 for
x 6= 1, therefore ν(x) 6= ν(x)−1 for x 6= 1 and βγ = 0, i.e. either β = 0, or γ = 0.
Suppose that γ = 0 (the case β = 0 is similar).
Then
Φ′(B12(1)) =

α β
0 δ
a
. . .
a
 , a ∈ Z∗+(R∗), α, δ ∈ R∗+, β ∈ R+ ∪ {0}.
Let us use the condition (B12(1))
2 = diag[2, 1, . . . , 1]B12(1) · diag[1/2, 1, . . . , 1]:
α2 αβ + βδ
0 δ2
a2
. . .
a2
 =

α ν(2)β
0 δ
a
. . .
a
 ,
which implies α = δ = a = 1, ν(2) = 2. Therefore we have Φ′(B12(1)) = B12(β) for some β ∈ R+.
Similarly, if β = 0, then Φ′(B12(1)) = B21(γ) for some γ ∈ R+.
Consider the case γ = 0 (the case β = 0 is similar). Since for every x ∈ R+ Φ
′(B12(x)) commutes with
Φ(B12(1)), with S(i,i+1) for i = 3, . . . , n− 1, and with diag[1, 1, µ3, . . . , µn] for µ3, . . . , µn ∈ R
∗
+, we have
Φ′(B12(x)) =

a(x) b(x)
0 a(x)
d(x)
. . .
d(x)
 , where a(x), b(x) ∈ R+, d(x) ∈ Z∗+(R∗).
Now we will use the condition
(B12(x))
2 = diag[2, 1, . . . , 1]B12(x)diag[1/2, 1, . . . , 1]⇒
a(x)2 a(x)b(x) + b(x)a(x)
0 a(x)2
d(x)2
. . .
d(x)2
 =

a(x) 2b(x)
0 a(x)
d(x)
. . .
d(x)
 .
Consequently a(x) = d(x) = 1 for every x ∈ R+. Therefore, if γ = 0, then Φ
′(B12(x)) = B12(b(x)) for every
x ∈ R+. Similarly, in the case β = 0 we have Φ
′(B12(x)) = B21(c(x)) for every x ∈ R+.
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Now the cases γ = 0 and β = 0 will be considered separately. In the next lemma we will prove that the case
β = 0 is impossible.
Lemma 13. If n ≥ 3, 1/2 ∈ R, the automorphism Φ′ ∈ Aut(Gn(R)) is such that ∀σ ∈ Σn Φ
′(Sσ) = Sσ, then
the condition
Φ′(B12(1)) = B21(c(1)) (= B21(γ))
is impossible.
Proof. If Φ′(B12(1)) = B21(γ) = B21(c(1)) for some γ = c(1) ∈ R+, then by the previous lemma there exists
such a mapping c(·) : R+ → R+, that for every x ∈ R+ we have Φ
′(B12(x)) = B21(c(x)). Since n ≥ 3 and
∀σ ∈ Σn Φ
′(Sσ) = Sσ, we have
Φ′(B13(x)) = Φ
′(S(2,3)B12(x)S(2,3)) = S(2,3)B21(c(x))S(2,3) = B31(c(x)).
Similarly, Φ′(B32(x)) = B23(c(x)).
Let us use the condition
∀x1, x2 ∈ R+ B13(x1)B32(x2) = B32(x2)B13(x1)B12(x1x2).
It implies
Φ′(B13(x1)B32(x2)) = Φ
′(B32(x2)B13(x1)B12(x1x2))⇒
⇒ B31(c(x1))B23(c(x2)) = B23(c(x2))B31(c(x1))B21(c(x1x2))⇒
⇒
 1 0 00 1 c(x2)
c(x1) 0 1
 =
 1 0 0c(x2)c(x1) + c(x1x2) 1 c(x2)
c(x1) 0 1
⇒
⇒ ∀x1, x2 ∈ R+ c(x2)c(x1) + c(x1x2) = 0⇒
⇒ ∀x ∈ R+ c(x)
2 + c(x2) = 0⇒ c(x) = 0,
but it is impossible, since Φ′ is an autmorphism.
Recall (see Definition 11) that if G is some semigroup, then a homomorphism λ(·) : G→ G is called a central
homomorphism of G, if λ(G) ⊂ Z(G). The mapping Ω(·) : G→ G such that ∀X ∈ G
Ω(X) = λ(X) ·X,
where λ(·) is a central homomorphism, is called a central homothety.
Recall that for every y(·) ∈ Aut(R+) by Φ
y we denote the automorphism of the semigroups Gn(R) such that
∀X = (xij) ∈ Gn(R) Φ
y(X) = Φy((xij)) = (y(xij)).
Theorem 1. Let Φ be any automorphism of Gn(R), n ≥ 3, 1/2 ∈ R. Then on the semigroup GE
+
n (R) (see
Definition 10) Φ = ΦMΦ
cΩ, where M ∈ Γn(R), c(·) ∈ Aut(R+), Ω(·) is a central homothety of GE
+
n (R).
Proof. By Lemma 6 there exists such a matrix M ′ ∈ Γn(R) that for every σ ∈ Σn
Φ′(Sσ) = ΦM ′Φ(Sσ) = Sσ.
Consider now the automorphism Φ′.
By Lemmas 12 and 13 there exists a mapping c(·) : R+ → R+ such that for every x ∈ R+
Φ′(B12(x)) = B12(c(x)).
Let us consider this mapping. Since Φ is an automorphism of the semigroup Gn(R), we have that c(·) :
R+ → R+ is bijective.
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Since for all x1, x2 ∈ R+ B12(x1 + x2) = B12(x1)B12(x2), we have B12(c(x1 + x2)) = Φ
′(B12(x1 + x2)) =
Φ′(B12(x1)B12(x2)) = Φ
′(B12(x1))Φ
′(B12(x2)) = B12(c(x1)) ·B12(c(x2)) = B12(c(x1) + c(x2)), therefore for all
x1, x2 ∈ R+ c(x1 + x2) = c(x1) + c(x2) and c(·) is additive.
To prove the multiplicativity of c(·) we will use the following:
1) Φ′(B13(x)) = Φ
′(S(2,3)B12(x)S(2,3)) = S(2,3)) = S(2,3)B12(c(x))S(2,3) = B13(c(x));
2) similarly, Φ′(B32(x)) = B32(c(x));
3) (compare with the proof of Lemma 13)
B13(x1)B32(x2) = B32(x2)B13(x1)B12(x1x2)⇒
⇒ Φ′(B13(x1))Φ
′(B32(x2)) = Φ
′(B32(x2))Φ
′(B13(x1))Φ
′(B12(x1x2))⇒
⇒ B13(c(x1))B32(c(x2)) = B32(c(x2))B13(c(x1))B12(c(x1x2))⇒
⇒ ∀x1, x2 ∈ R+
1 c(x1)c(x2) c(x1)0 1 0
0 c(x2) 1
 =
1 c(x1x2) c(x1)0 1 0
0 c(x2) 1
⇒
⇒ ∀x1, x2 ∈ R+ c(x1x2) = c(x1)c(x2).
Therefore c(·) is a multiplicative mapping.
Since c(·) is a bijective, additive and multiplicative mapping, we have that c(·) is an automorphism of the
semiring R+, or, in other words, c(·) can be extended to an automorphism of the ring R, preserving the order.
Consider now the mapping Φc
−1
, which maps every matrix A = (aij) to the matrix Φ
c−1(A) = (c−1(aij)).
This mapping is an automorphism of the semigroup Gn(R). Then Φ
′′ = Φc
−1
◦ Φ′ = Φc
−1
◦ ΦM ′ ◦ Φ is an
automorphism of the semigroup Gn(R), preserving all matrices Sσ (σ ∈ Σn) and Bij(x) (x ∈ R+, i, j = 1, . . . , n,
i 6= j). Namely, Φ′′(Sσ) = Φ
c−1(Φ′(Sσ)) = Φ
c−1(Sσ) = Sσ, since the matrix Sσ contains only 0 and 1;
for i = 3, . . . , n Φ′′(Bi2(x)) = Φ
′′(S(1,i)B12(x)S(1,i)) = S(1,i)Φ
′′(B12(x)))S(1,i) = S(1,i)Φ
c−1(B12(c(x)))S(1,i) =
S(1,i)B12(x)S(1,i) = Bi,2(x); for j = 3, . . . , n Φ
′′(B1j(x)) = Φ
′′(S(2,j)B12(x)S(2,j)) = S(2,j)B12(x)S(2,j) = B1j(x);
for i, j = 3, . . . , n Φ′′(Bij(x)) = Φ
′′(S(i,1)B1j(x)S(1,i)) = S(1,i)B1j(x)S(1,i) = Bij(x).
As we know (see Lemma 8), for all α ∈ R∗+
Φ′′(diag[α, 1, . . . , 1]) = diag[β(α), γ(α), . . . , γ(α)], β, γ ∈ R∗+.
Let us use the condition
diag[α, 1, . . . , 1]B12(1)diag[α
−1, 1, . . . , 1] = B12(α)⇒
Φ′′(diag[α, 1, . . . , 1])Φ′′(B12(1))Φ
′′(diag[α−1, 1, . . . , 1]) = Φ′′(B12(α))⇒
⇒ diag[β(α), γ(α), . . . , γ(α)]B12(1)diag[β(α)
−1, γ(α)−1, . . . , γ(α)−1] = B12(α)⇒
⇒ β(α)γ(α)−1 = α⇒ β(α) = αγ(α)⇒
∀α ∈ R∗+ Φ
′′(diag[α, 1, . . . , 1]) = diag[αγ(α), γ(α), . . . , γ(α)].
Since diag[α, 1, . . . , 1] commutes with every matrix of the form(
1 0
0 X
)
, X ∈ Gn−1(R),
and n ≥ 3, we have that for all α ∈ R∗+ γ(α) ∈ Z
∗
+(R).
Since for all α1, α2 ∈ R
∗
+
diag[α1α2γ(α1α2), γ(α1α2), . . . , γ(α1α2)] = Φ
′′(diag[α1α2, 1, . . . , 1]) =
= Φ′′(diag[α1, 1, . . . , 1])Φ
′′(diag[α2, 1, . . . , 1]) =
= diag[α1γ(α1), γ(α1), . . . , γ(α1)]diag[α2γ(α2), γ(α2), . . . , γ(α2)] =
= diag[α1α2γ(α1)γ(α2), γ(α1)γ(α2), . . . , γ(α1)γ(α2)]⇒
⇒ ∀α1, α2 ∈ R
∗
+ γ(α1α2) = γ(α1)γ(α2),
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we have that the mapping γ(·) is a central homomorphism (see Definition 11) γ(·) : R∗+ → Z
∗
+(R).
If A = diag[α1, . . . , αn] ∈ Dn(R), then
Φ′′(A) = Φ′′(diag[α1, 1, . . . , 1]S1,2diag[α2, 1, . . . , 1]S(1,2)S(1,3)diag[α3, 1, . . . , 1]S(1,3) . . .
. . . S(1,n)diag[αn, 1, . . . , 1]S(1,n)) = γ(α1)diag[α1, 1, . . . , 1]S(1,2)γ(α2)diag[α2, 1, . . . , 1]S(1,2) . . .
. . . S(1,n)γ(αn)diag[αn, 1, . . . , 1]γ(αn) =
= γ(α1) . . . γ(αn)A = γ(α1 . . . αn)A.
Recall (see Definition 8) that P is the subsemigroup in Gn(R), which is generated by the matrices Sσ
(σ ∈ Σn), Bij(x) (x ∈ R+, i, j = 1, . . . , n, i 6= j), and diag[α1, . . . , αn] (α1, . . . , αn ∈ R
∗
+).
It is clear that every matrix A ∈ P can be represented in the form
A = diag[α1, . . . , αn]A1 . . . Ak,
where α1, . . . , αn ∈ R
∗
+, A1, . . . , Ak ∈ {Sσ, Bij(x)|σ ∈ Σn, x ∈ R+, i, j = 1, . . . , n, i 6= j}. Then
Φ′′(A) = Φ′′(diag[α1, . . . , αn]A1 . . . Ak) =
= γ(α1 . . . αn)diag[α1, . . . , αn]A1 . . . Ak = γ(α1 . . . αn)A.
Now we can introduce the mapping γ(·) : P→ Z∗+(R) by the following rule: if A ∈ P and A = diag[α1, . . . , αn]A1 . . . Ak,
where A1, . . . , Ak ∈ {Sσ, Bij(x)|σ ∈ Σn, x ∈ R+, i, j = 1, . . . , n, i 6= j}, then γ(A) = γ(α1, . . . , αn).
The mapping λ(·) is uniquely defined, because if A = diag[α1, . . . , αn]A1 . . . Ak = diag[α
′
1, . . . , α
′
n]A
′
1 . . . A
′
m,
then Φ′′(A) = γ(α1 . . . αn)A and Φ
′′(A) = γ(α′1 . . . α
′
n)A and therefore γ(α1 . . . αn) = γ(α
′
1 . . . α
′
n).
Since γ(AA′)AA′ = Φ′′(AA′) = Φ′′(A)Φ′′(A′) = γ(A)A · γ(A′)A′ = γ(A)γ(A′)AA′, we have that γ is a
homomorphism P→ Z∗+(R).
Now we see that on the semigroup P the automorphism Φ′′ concides with the central homothety Ω(·) : P→
P, where for all a ∈ P Ω(A) = γ(A) · A.
Let B ∈ GE+n (R). Then (see Definitions 9,10) B is P-equivalent to some matrix A ∈ P, i.e. there exist
matrices A0, . . . , Ak ∈ Gn(R), A0 = A ∈ P, Ak = B and matrices Pi, P˜i, Qi, Q˜i ∈ P, i = 0, . . . , k − 1 such that
for all i = 0, . . . , k − 1
PiAiP˜i = QiAi+1Q˜i.
Then
Φ′′(P0A0P˜0) = Φ
′′(Q0A1Q˜0)⇒
⇒ γ(P0)P0γ(A0)A0γ(P˜0)P˜0 = γ(Q0)Q0Φ
′′(A1)γ(Q˜0)Q˜0 ⇒
γ(P0A0P˜0)P0A0P˜0 = γ(Q0Q˜0)Q0Φ
′′(A1)Q˜0 ⇒
⇒ γ(P0A0P˜0)γ(Q0Q˜0)
−1Q0A1Q˜0 = Q0Φ
′′(A1)Q˜0 ⇒
⇒ Φ′′(A1) = γ(P0A0P˜0)γ(Q0Q˜0)
−1A1, . . . ,
. . . ,Φ′′(B) = Φ′′(An) = γ(Pn−1)γ(An−1)γ(P˜n−1)γ(Qn−1)
−1γ(Q˜n−1).
Therefore we can continue the mapping γ(·) : P→ Z∗+(R) to some mapping λ(·) : GE
+
n (R)→ Z
∗
+(R) such that
for every B ∈ GE+n (R)
Φ′′(B) = λ(B) ·B.
Since Φ′′ is an automorphism of the semigroup GE+n (R), we have that λ(·) is a central homomorphism
λ(·) : GE+n (R) → Z
∗
+(R) and so the automorphism Φ
′′ : GE+n (R) → GE
+
n (R) is a central homothety Ω(·) :
GE+n (R)→ GE
+
n (R), where ∀X ∈ GE
+
n (R) Ω(X) = λ(X) ·X .
Since Φ′′ = Ω on GE+n (R) and Φ
′′ = Φc
−1
◦ ΦM ′ ◦ Φ on Gn(R), then Φ = ΦM ◦ Φ
c ◦ Ω on GE+n (R), where
M =M ′
−1
.
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