Abstract-In this research, we propose to use the discrete cosine transform to approximate the cumulative distributions of data cube cells' values. The cosine transform is known to have a good energy compaction property and thus can approximate data distribution functions easily with small number of coefficients. The derived estimator is accurate and easy to update. We perform experiments to compare its performance with a well-known technique -the (Haar) wavelet. The experimental results show that the cosine transform performs much better than the wavelet in estimation accuracy, speed, space efficiency, and update easiness.
tedious mining process or in an ad-hoc drill-down and roll-up in OLAP [1] . In this research, we attempt to find a method that not only can provide fast approximate answers to rangesum queries, but also uses very little space. In addition, the approach is dynamically updatable in the presence of updates to data cubes.
In this research, we propose to use discrete cosine transform (DCT) to approximate prefix-sum cubes. The discrete cosine transform is known to have a good energy compaction property and thus can approximate the distribution of data cube cells' values easily using only a few low frequency terms. The derived estimator is accurate and easy to update. We perform experiments to compare its performance with a well-known technique, the (Haar) wavelet [11] , [15] . Experimental results show that DCT performs better than the wavelet in estimation accuracy, speed, space efficiency, and update easiness.
The paper is organized as follows. Section II reviews previous studies on data cube compression and prefix-sum cubes. Section 3 introduces the notations. Section 4 discusses approximation using cosine transform. Section 5 presents the range-sum query estimation. Section 6 discusses the updatability of the cosine estimator. Section 7 presents the experimental results. Section 8 concludes the paper.
II. RELATED WORK
The condensed cube [16] condenses tuples from different cuboids that are aggregated from the same set of tuples into one tuple. The quotient cube method [8] partitions a cube into classes of cells with identical aggregate values to save storage space. Dwarf [14] accomplishes size reduction of data cubes by factoring redundant prefixes and suffixes out of the data warehouse. Unfortunately, the constructions of such cubes are generally complex and the effectiveness of these reduction methods heavily depend upon the properties of the data themselves. For range-sum queries, substantial portions of the size-reduced cubes may have to be accessed. Li et al. [10] indicated that poor query performance was observed in condensed and quotient cubes.
Quasi-cubes [2] slice the data cubes and approximate the distributions of subcubes by linear functions. It is not clear how range-sum queries can be answered when subcubes partially intersect with the ranges of queries. In addition, updates are difficult to handle on the fly and periodical reconstructions of the linear functions may be required.
To facilitate range-sum query processing, Ho et al. [7] computed the prefix sums of data cubes. Although this method can answer queries fast, an update in the worst case can propagate to the entire prefix-sum cube, which is as large as the original data cube. To control the cascading of updates, Geffner et al. [4] , [5] decomposed the prefix-sum cubes recursively and Chan et al. [3] organized the prefix-sum cubes hierarchically; but the complexity of update still increases exponentially with the number of dimensions. In general, update propagation is a common problem for all these prefix-sum data cube approaches. Note that all these approaches require tremendous amounts of space, at least as large as the sizes of the original data cubes, to store the prefix-sum cubes.
The wavelet transforms [13] decompose the original signal by applying high-pass and low-pass filters repeatedly until a predefined decomposition level is reached. The Haar transform is conceptually simple and fast. It is proved that the largest coefficients in absolute value carry the most important information of the original signal in the Haar transform. Thus, the original signal can be compressed using a small number of coefficients that have largest absolute values. The wavelet transform has been used to compress histograms for selectivity estimation [11] . Vitter et al. [15] compressed the data cubes using the Haar wavelet and showed that estimates of aggregation queries can be derived quickly and accurately. Matias et al [12] have enhanced the method with a dynamic update scheme for its coefficients.
In this study, we use the discrete cosine transform (DCT) to approximate the cumulative distribution of the measure attribute values in the data cubes. DCT is known to have a good energy compaction property and thus can approximate a distribution easily using a few (low-frequency) coefficients. DCT also has a simple and efficient update method. Since the domains of dimension attributes are all discrete or already discretized, we shall use "discrete cosine transform" and "cosine transform" interchangeably in the paper for simplicity.
The wavelet method [15] is most relevant to our approach as both attempt to apply mathematical techniques to compress the data cubes. We shall have more in depth comparisons of the two approaches in subsequent sections.
III. NOTATIONS

A. Attribute Value Normalization
Consider a data cube with d dimension attributes X 1 , . . ., X d . By converting a categorical domain to numerical, all dimension attributes can be viewed as numerical. Let M be a measure attribute whose values are of interest. We assume M has the set of real numbers R as its domain.
To simplify notations and algorithm implementation, dimension attribute values are normalized to a predetermined domain [0, 1]. Let maxX i and minX i be the maximal and minimal values of attribute X i , respectively. Then, each value x i of X i can be normalized as follows:
(1) From now on, we shall assume all attribute values are so normalized and shall not distinguish x i from x z i , unless otherwise stated.
B. Range-Sum Queries
Let X = (X 1 , . . . , X d ) be the set of dimension attributes. For each 1≤ i≤ d, denoted by x i is a value of the attribute
. We assume all range constraints in a range-sum query have the form a i < X i ≤ b i . Other forms of range constraints, such as
value that is smaller than a i . Let {X i1 , ..., X ik } be the set of attributes on which range constraints, such as a i < X i ≤ b i , are posted in the queries. By denoting a i = 0 and
, is to compute the sum of measure attribute values for those cells whose dimension attribute values satisfy
C. Empiric Distribution
Consider a random variable M that has a cumulative distribution function F . If F is known, the probability of M falling in the range (a, b] is
For simplicity, we shall use the term "distribution" for "cumulative distribution" from now on. The empiric (cumulative) distribution represents exactly the data distribution of the data cube without losing any information. Consider a data cube as a sample from the measure attribute domain R. Each cell of the data cube can be viewed as an observation. Given a set of n non-zero (measure attribute) observations {v 1 , ..., v n }, whose coordinates in the data cube are {y 1 , y 2 , . . . , y n }, the empiric distribution functionF (x) is defined bŷ
Then given a sample of a random variable M , we can use the empirical distribution constructed from the sample to estimate the distribution of M .
Consider a one-dimensional example here. Given a sample of 6 measure attribute values {3, 1, 4, 1, 2, 2} at coordinates {0.2, 0.3, 0.4, 0.5, 0.6, 0.8}, we can estimate the probability P {X ≤ 0.4} as the ratio of the sum of the values whose coordinates are less than or equal to 0.4 (i.e., 8) to the sum of all the values (i.e., 13) , that is 8/13.
In this paper, our goal is to find an approximation, denoted byF m (X), to the empiric distributionF (X). The approximation shall use much less space and yet with little information loss.
IV. EMPIRICAL DISTRIBUTION ESTIMATION VIA COSINE SERIES
In this section, we discuss how to derive an estimator for the empiric distribution.
Let the cosine series be denoted as φ i (x), i ≥ 0,
We assume for simplicity all dimension attributes have the same domain size D. Consider a d-dimensional data cube with n non-zero measure attribute values (or cell values) v 1 , v 2 , . . . , v n , whose coordinates are y 1 , y 2 , . . . , y n , respectively. Then, the empirical distributionF (x 1 , ..., x d ) of the cells' values can be represented by a cosine series with D d coefficients,
where y kj is the j th -dimension coordinate of y k, 1 ≤ k ≤ n. While the empirical functionF (x 1 , ..., x d ) describes the exact distribution of tuples, the storage of such a function could be large, especially when the number of domain attributes d and the domain sizes thereof are large. To save storage space, we opt to approximate the function by a smaller number of cosine coefficients.
The cosine transform has a good energy compaction property; most energy is preserved in the first few low frequency terms. Thus, one can approximate, without much information loss, the empirical distributionF (x 1 , ..., x d ) with its first m d (low frequency) terms, denotedF m , aŝ
In general, the larger the m value, the better the approximation. It is noted that only the m d coefficients (real numbers) need to be stored for the approximate frequency function. In contrast, besides the coefficients, the wavelet needs to store the indexes of coefficients too (to indicate which terms are selected). Thus, the cosine method is more space-efficient than the wavelet method. 
The estimator of the empiric distribution with 2 coefficients isF 2 (x) = 7.65 − 4.8951( √ 2 cos πx).
V. ESTIMATION OF RANGE-SUM QUERIES
In this section, we elaborate on the estimation of range-sum queries using the approximate empiric distributions derived in the previous section.
Let us illustrate our idea through a 1-dimensional case. Suppose X is a random variable such that X ∈ [0, 1] with a cumulative distribution function F (x). The probability that a < X ≤ b is
Let us extend X to a d-variate random vector.
Thus, the range-sum query Q(a, b) is estimated as
Example 5.1.
Algorithm 1 summarizes the computation of a range-sum query Q(a, b).
The above algorithm calls Empiric-Distribution, depicted in Algorithm 2, to compute the empirical distribution of the measure attribute valuesF m (p) (i.e., Eq.(6) at a specific point p.
A. Storage of the Estimator
By utilizing the good energy compaction property, one can further filter out high frequency terms without much information loss. A technique, called Triangle Sampling [9] can be applied. It stores only those coefficients whose indexes satisfy i 1 + .... + i d ≤ m − 1. Thus, the number of the coefficients finally stored is Q(a, b) . 
By triangle sampling, only 6 (=C(m + d − 1, d)) of them that satisfy the condition: i 1 + i 2 ≤ m − 1 = 2, are kept. They are: C 0,0 , C 0,1 , C 0,2 , C 1,0 , C 2,0 , C 1,1 . We will incorporate this technique in our implementation.
VI. DYNAMIC MAINTENANCE OF THE ESTIMATOR
As observed from Eq. (5), each coefficientβ i1,...,i d of the transform is basically the sum of the product of the measure attribute values and the products of basis functions on the measure attribute value's coordinates. Therefore, for insertion or deletion of a measure attribute value, we can just compute the "contribution" of the value to the transform and then combine them with the old coefficients. That is, for insertion of a new value t at y = (y 1 , y 2 , . . . ,
Similarly, for deletion of a value t at y = (y 1 , y 2 , . . . ,
An update to the measure attribute value can be accomplished by a deletion followed by an insertion. Let m be the number of coefficients of the estimator. The complexities of an insertion, a deletion, and an update are all O(m).
Coefficients can be updated easily and dynamically. This property makes the cosine transform well suited in data stream environments, where tuples continuously flow in. The updates of the coefficients can be performed on the fly as well as in batch. In addition, the computation workload can be easily distributed among processors as the "contributions" of tuples can be computed separately.
VII. EXPERIMENTAL RESULTS
In this section, we report experimental results of estimating range-sum queries using the cosine and wavelet methods.
A. Experiment Setup
We have implemented both methods in C++ and compiled them with GNU C/C++ Compiler V3.2.3. The test platform is Redhat Linux Enterprise 4 running on a Dell Precision 360 workstation with 3.3 GHZ CPU and 1GB RAM.
Experiments are run on both synthetic and real-life datasets. The purpose of using synthetic data is to study the methods in relation to different characteristics of data in a controlled environment. The synthetic relations are generated following the TPC-D benchmark [18] with attribute values distributed Zipfianly [17] . We generate distributions with two different z values, 0.5, and 1.0, which represent, roughly speaking, a slightly skewed and skewed distribution, respectively. The domain size of each dimension attribute is 1, 024 and the sum of measure attribute values is 10 6 . We have also used a real-life dataset from the Bureau of Census [19] . We select the data for a period of three-months, from January to March 2004. The dataset has around 140, 000 tuples for each month. The dimension attributes are Age, Education and State, whose ranges are [1, 99] , [1, 46] and [1, 99] , respectively, and the measure attribute is count (or the number of tuples).
B. Estimation Accuracy
We ran 100 queries with randomly chosen ranges on dimension attributes. The accuracy of estimation is measured by average relative errors. Figures 2 and 3 show the estimation results of range-sum queries over twodimensional data cube with Zipf parameters, 0.5 and 1.0, respectively. As shown in the figures, in general, the greater the number of coefficients used, the better the results for both techniques.
1) Performance on Synthetic Datasets:
As shown in Figure 2 , the cosine method performed better than the wavelet using the same number of coefficients for the slightly skewed distribution. The wavelet generated average errors ranging from 3.93% for 100 coefficients to 1.07% for 2, 000 coefficients, while ours from 1.02% to 0.33% for the same number of coefficients. Notice that with only 100 coefficients, our estimates are already very accurate (around 1% error) in both cases. But the accuracy does not improve much when the number of coefficients increases further. This demonstrates the good energy compaction property of the cosine transform. As mentioned earlier, the cosine transform stores only the coefficients, but the wavelet needs to store the indexes with the coefficients. Thus, for the same number of coefficients, the wavelet uses at least twice as much space as ours. This further demonstrates the efficiency of the cosine transform.
As the distributions become more skewed (i.e., z = 1.0), it becomes more difficult to capture the sharp changes in frequency and thus estimation accuracy degrades. Nevertheless, our method demonstrates an even larger performance edge over wavelet in the more skewed case (z = 1.0) than in the smoother case (z = 0.5).
Figures 4 and 5 show the results of range-sum queries with constrains on three-dimensional data cubes with Zipf parameters 0.5 and 1.0, respectively. In general, the higher the dimension, the greater the number of coefficients is needed to achieve a desired accuracy. This is mainly due to the increased number of frequency values to be approximated (or compressed) in higher dimensional spaces. Again, our method performed better than the wavelet method for the same number of coefficients. In Figure 4 , wavelet generated average errors ranging from 28.04% for 1, 000 coefficients to 8.25% for 10, 000 coefficients, while ours from 6.9% to 2.67% for the As distributions become more skewed, the errors become greater like in the 2-dimensional cases. For example, at z = 1.0, the wavelet generated average errors ranging from 54.45% for 1, 000 coefficients to 29.88% for 10, 000 coefficients while our approach generated from 8.68% to 0.81% for the same number of coefficients. The wavelet's errors are about 6 to 37 times larger than ours.
In Figures 6 and 7 , we show the results of six-dimensional queries. With each dimension partitioned into 16 regions, it results in a 16 6 (= 16 million)-bucket histogram. The wavelet generated large errors (e.g., > 100%) for small numbers of coefficients (e.g., 1, 000, 2, 000, etc). Even for the largest number of coefficients we tested, i.e., 8, 000 coefficients, the errors are still very large, for example, 49.5% for z = 0.5 and 59.3% for z = 1.0. Due to the large errors of wavelet, we present only the results of cosine series in the following.
As a short summary, the cosine transform performs much better than the wavelet in accuracy. Nevertheless, all these two methods use much less space than a prefix-sum cube method, which requires at least as large space as the original data cube (1024 d cells). Figures 8 and 9 show the results on the real dataset.
2) A Real Dataset:
As in the synthetic experiments, our method performs better than the wavelet. For example, with only 100 coefficients, as shown in Figure 8 , the errors of the wavelet and cosine methods are 12.45% and 1.68%, respectively.
For three-dimensional queries, as shown in Figure 9 , with 100 coefficients, our error is already below 10% while the wavelet still has an error as high as 54%. 
C. Update and Estimation Speeds
As mentioned earlier, the higher the number of dimensions, the greater the number of coefficients is required for an estimator to achieve an acceptable accuracy. We assume that the estimators have 400, 3, 000, 8, 000 coefficients for 2-dimensional 3-dimensional, and 6-dimensional cases, respectively, which we believe are generally large enough to yield reasonable accuracy.
Let m be the number of coefficients used in the estimators. It takes O(m) time to update a cosine estimator, as shown in Eqs. (11) and (12) . On the other hand, wavelet takes O(logH) time to update the coefficients, where H is the size of the underlying histogram (or the number of cells in the data cube), recalling that wavelet is a histogram-based method. Note that the size of histogram generally increases exponentially with the number of dimensions (d) of the histogram, i.e., H = |D| d , where |D| is the size of each dimension attribute domain (assumed to be the same for all dimension attributes). Consequently, Table I shows wavelet is much slower in high dimensional cases. The cosine method has a complexity of O(2 d m) for a rangesum query estimation, as demonstrated in Eq. (9) . The wavelet has a complexity of O(2 d Hlog(H)). Hence, the wavelet estimator can be very slow in high dimensions, as shown in Table II .
VIII. CONCLUSIONS
In this paper, we develop a nonparametric statistical rangesum query estimation approach, which is based upon the empiric distribution estimation by the cosine series. First, we derive an estimator for the empiric distribution of measure attribute values in a data cube, and then use the empiric distribution estimator to compute the range-sum query estimates. The empiric distribution estimator can be stored easily and updated efficiently. The experimental results have shown that our approach produced much more accurate estimates than the wavelet method. The proposed method is well suited for online approximate aggregate query estimation over data cubes. It is simple, accurate, efficient, and adaptive.
