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Cancer is becoming a leading cause of death among people in the whole world. It is confirmed that 
the early detection and accurate diagnosis of this disease can ensure a long survival of the patients. 
Expert systems and machine learning techniques are gaining popularity in this field because of the 
effective classification and high diagnostic capability. This paper presents the application of rough 
set theory for clustering two cancer datasets. These datasets are taken from UCI ML repository. The 
method is based on MDA technique proposed from Ref. 11. To select a clustering attribute, the 
maximal degree of the rough attributes dependencies in categorical-valued information systems is 
used. Further, we use a divide-and-conquer method to partition/cluster the objects. The results show 
that MDA technique can be used to cluster to the data. Further, we present clusters visualization 
using two dimensional plot. The plot results provide user friendly navigation to understand the 
cluster obtained. 
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1.   Introduction 
 
In the last years there has been a considerable growth of the amount of biological data 
available in several domains. The use of clustering algorithms to discover new and useful 
information in biological data is getting increasing attention lately. Clustering algorithms 
are considered a powerful tool for the identification of groups and sub-groups in 
biological data. Clustering algorithms aim to group data consistently, in such a way that 
the most similar objects belong to the same group or cluster and dissimilar objects are 
assigned to different clusters. The use of these algorithms allows to detect similar objects 
in a dataset that could not be easily or efficiently grouped by humans1. Clustering a set of 
objects into homogeneous classes is a fundamental operation in data mining. The 
operation is required in a number of data analysis tasks, such as unsupervised 
classification and data summation, as well as segmentation of large homogeneous data 
sets into smaller homogeneous subsets that can be easily managed, separately modeled 
and analyzed. Recently, many attentions have been put on categorical data clustering2-8, 
where data objects are made up of non-numerical attributes. One of the popular 
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approaches is based on rough set theory9-11. The main idea of the rough clustering is the 
clustering data set is mapped as the decision table. This can be done by introducing a 
decision attribute and consequently, a divide-and-conquer method can be used to 
partition/cluster the objects. In previous papers12-14, we propose a technique for selecting 
a clustering attribute in categorical data clustering. The proposed technique, is based on 
the maximum degree of dependency of attribute15,16. We have succeeded in showing that 
the proposed technique is able to achieve lower computational complexity with higher 
purity as compared to baseline techniques. Cancer is becoming a leading cause of death 
among people in the whole world. Expert systems and machine learning techniques are 
gaining popularity in this field because of the effective classification and high diagnostic 
capability17. This paper presents the application of rough set theory for clustering two 
cancer datasets. The dataset are taken from UCI ML repository18. The method is based on 
MDA technique proposed by12-14. The rough attributes dependencies in categorical-
valued information systems is used to select clustering attribute based on the maximal 
degree. Further, we use a divide-and-conquer method to partition/cluster the objects.  
The rest of this paper is organized as follows. Section 2 describes fundamental 
concept of rough set theory. Section 3 describes the Maximum Attributes Dependency 
(MDA) technique. Experimental results of MDA on Lung Cancer and Wisconsin Breast 
Cancer (original) datasets are described in section 4. Finally, the conclusion of this work 
is described in section 5. 
 
2.   Rough Set Theory 
2.1.   Information System 
The observation that one cannot distinguish objects on the basis of given information 
about them is the starting point of rough set theory. In other words, imperfect information 
causes indiscernibility of objects. The indiscernibility relation induces an approximation 
space MDA of equivalence classes of indiscernible objects. A rough approximating a 
subset of the set of objects is a pair of dual approximation operator, called a lower 
approximation and an upper approximation in term of these equivalence classes. Rough 
sets are defined trough their dual set approximations in Pawlak approximation space9. 
Here, we use the concept of rough set theory in term of reasoning about data containing 
in an information system10. The notion of information system provides a convenient tool 
for the representation of objects in terms of their attribute values. 
The syntax of information systems is very similar to relations in relational data 
bases. Entities in relational databases are also represented by tuples of attribute values. 
An information system11 is a 4-tuple (quadruple) ( )fVAUS ,,,= , where { }UuuuuU ,,,, 321 L=  is a non-empty finite set of objects, { }AaaaaA ,,,, 321 L=  is a 
non-empty finite set of attributes, U Aa aVV ∈= , aV  is the domain (value set) of attribute 
a, VAUf →×:  is an information function such that ( )
a
Vauf ∈, , for every 
( ) AUau ×∈,
 , called information (knowledge) function. An information system is also 
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called a knowledge representation systems or an attribute-valued system and can be 
intuitively expressed in terms of an information table (see Table 1). 
 
Table 1. An information system 
 
U/A 





1u  ( )11,auf  ( )21,auf  … ( )kauf ,1  … ( )Aauf ,1  
2u  ( )12 ,auf  ( )22 ,auf  … ( )kauf ,2  … ( )Aauf ,2  
M  M  M  O  M
 
O  M  
Uu  ( )1,auf U  ( )2,auf U  … ( )kU auf ,  … ( )AU auf ,  
 
The time complexity for computing an information system ( )fVAUS ,,,=  is 
AU ×
 since there are AU ×  values of ( )ji auf ,  to be computed, where 
Ui ,,3,2,1 L=
 and Aj ,,3,2,1 L= . Note that t induces a set of maps 
( ) VAUauft →×= :, . Each map is a tuple ( ) ( )( )Aiii aufauft ,,,, 1 L= , where 
Ui ,,3,2,1 L= .  
Note that the tuple t is not necessarily associated with entity uniquely (see Table 1). 
In an information table, two distinct entities could have the same tuple representation 
(duplicated/redundant tuple), which is not permissible in relational databases. Thus, the 
concept of information systems is a generalization of the concept of relational databases. 
The starting point of rough set theory is the indiscernibility relation, which is generated 
by information about objects of interest. The indiscernibility relation is intended to 
express the fact that due to the lack of knowledge it is difficult to discern some objects 
employing the available information. That means, in general, it is unable to deal with 
single objects but clusters of indiscernible objects must be considered. Now the notion of 
indiscernibility relation between two objects can be defined precisely. 
2.2.   Set Approximations 
 
Definition 1. Two elements Uyx ∈,  are said to be B-indiscernible (indiscernible by the 
set of attributes AB ⊆  in S) if and only if ( ) ( )ayfaxf ,, = , for every Ba ∈ . 
 
Obviously, every subset of A induces unique indiscernibility relation. Notice that, an 
indiscernibility relation induced by the set of attribute B, denoted by ( )BIND , is an 
equivalence relation. The partition of U induced by ( )BIND  is denoted by BU /  and the 
equivalence class in the partition BU /  containing Ux ∈ , is denoted by [ ]Bx . The 




Definition 2. The B-lower approximation of X, denoted by ( )XB  and B-upper 
approximations of X, denoted by ( )XB , are defined by 
 
( ) [ ]{ }XxUxXB
B
⊆∈=
 and ( ) [ ]{ }φ≠∈= XxUxXB
B
I , respectively. 
 
The accuracy of approximation (accuracy of roughness) of any subset UX ⊆  with 
respect to AB ⊆ , denoted ( )XBα  is measured by 
 
( ) ( ) ( )XBXBXB /=α , 
 
where X  denotes the cardinality of X. For empty set φ , we define ( ) 1=φα B . 
Obviously, ( ) 10 ≤≤ XBα . If X is a union of some equivalence classes, then ( ) 1=XBα . 
Thus, the set X is crisp with respect to B, and otherwise, if ( ) 1<XBα , X is rough with 
respect to B.  
Another important issue in database analysis is discovering dependencies between 
attributes. Intuitively, a set of attributes D depends totally on a set of attributes C, denoted 
DC ⇒ , if all values of attributes from D are uniquely determined by values of attributes 
from C. In other words, D depends totally on C, if there a functional dependency between 
values of D and C. The formal definition of attributes dependency is given as follows. 
2.3.   Dependency of Attributes 
The notion of the dependency of attributes in information systems is given in the 
following definition.  
 
Definition 3. Let ( )fVAUS ,,,=  be an information system and let D and C be any 
subsets of A. Attribute D is called depends totally on attribute C, denoted DC ⇒ , if all 
values of attributes D are uniquely determined by values of attributes C. 
 
In other words, attribute D depends totally on attribute C, if there exist a functional 
dependency between values D and C. Since an information system is a generalization of a 
relational database. We would need also a generalization concept of dependency of 
attributes, called a partial dependency of attributes. 
 
Definition 4. Let ( )fVAUS ,,,=  be an information system and let D and C be any 






k DUX∑ ∈= / .             (1) 
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Obviously, 10 ≤≤ k . Attribute D is said to be (totally dependent) depends totally 
(in a degree of k) on the attribute C if 1=k . Otherwise, D is depends partially on C. 
Thus, attribute D depends totally (partially) on attribute C, if all (some) elements of the 
universe U can be uniquely classified to equivalence classes of the partition DU / , 
employing C. 
 
3. The Proposed Technique 
 
3.1. The MDA Technique 
 
In the proposed technique, the rough attributes dependencies in categorical-valued 
information systems is used to select clustering attribute based on the maximum degree. 
We have succeed in showing that the proposed technique is able to achieve lower 
computational complexity with higher purity as compared to the baseline method12-14. 
The proposed technique for selecting partitioning attribute is based on the maximum 
degree of dependency of attributes. The justification that the higher of the degree of 
dependency of attributes implies the more accuracy for selecting partitioning attribute is 
stated in the Proposition 1. 
 
Proposition 1. Let ( )fVAUS ,,,=  be an information system and let D and C be any 
subsets of A. If D depends totally on C, then 
 
( ) ( )XX CD αα ≤ , 
 
for every .UX ⊆  
 
Proof. Let D and C be any subsets of A in information system ( )fVAUS ,,,= . From the 
hypothesis, we have ( ) ( )DINDCIND ⊆ . Furthermore, the partitioning CU /  is finer 
than that DU / , thus, it is clear that any equivalence class induced by ( )DIND  is a union 
of some equivalence class induced by ( )CIND . Therefore, for every UXx ⊆∈ , we 
have [ ] [ ]DC xx ⊆ . And hence, for every UX ⊆ , we have 
 




( ) ( )( )
( )




X CD αα =≤= . □ 
 




Proposition 2. Let ( )fVAUS ,,,=  be an information system and let 
n
CCC ,,, 21 L  and D 




L , where 121 kkkk nn ≤≤≤≤ − L ,  
then 
 
( ) ( ) ( ) ( ) ( )XXXXX CCCCD nn 121 ααααα ≤≤≤≤≤ − L , 
 




CCC ,,, 21 L  and D be any subsets of A in information system S. From the 
hypothesis and Proposition 4.1, the accuracies of roughness are given as 
 
( ) ( )XX CD 1αα ≤  
( ) ( )XX CD 2αα ≤  
M  
( ) ( )XX
nCD
αα ≤  
 
Since 121 kkkk nn ≤≤≤≤ − L , then 
 











[ ] [ ]
12 CC




( ) ( ) ( ) ( ) ( )XXXXX CCCCD nn 121 ααααα ≤≤≤≤≤ − L . 
 
Figure 1 shows the pseudo-code of the proposed technique. The technique uses the 
dependency of attributes in the rough set theory in information systems. It consists of 
four main steps. The first step deals with the computation of the equivalence classes of 
each attribute (feature). The equivalence classes of the set of objects U can be obtained 
using the indiscernibility relation of attribute Aai ∈  in information system( )fVAUS ,,,= . The second step deals with the determination of the dependency degree 
of attributes. The degree of dependency attributes can be determined using formula in 
equation (1). The third step deals with selecting the maximum dependency degree. 
Finally, the attribute is ranked with the ascending sequence based on the maximum of 
dependency degree of each attribute. 
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Algorithm: MDA 
Input: Dataset without clustering attribute 
Output: Clustering attribute 
Begin 
Step 1. Compute the equivalence classes using the indiscernibility relation on 
each attribute. 
Step 2. Determine the dependency degree of attribute ia  with respect to all ja
, where ji ≠ . 
Step 3. Select the maximum of dependency degree of each attribute. 
Step 4. Select a clustering attribute based on the maximum degree of 
dependency of attributes. 
End 
 
Fig. 1. The MDA algorithm 
 
In the proposed technique, it is recommended to look at the next lowest 




The dataset is an animal dataset from Hu19. In Table 2, there are nine animals with nine 
categorical-valued attributes; Hair, Teeth, Eye, Feather, Feet, Eat, Milk, Fly and Swim. 
The attributes Hair, Eye, Feather, Milk, Fly and Swim have two values. Attributes Teeth 
has three values, and other attributes have four values. 
a. To obtain the dependencies degree of all attributes, the first step of the techniques is 
to obtain the equivalence classes induced by indiscernibility relation of singleton 
attributes, i.e., disjoint classes of objects which are contain indiscernible objects. 
b. By collecting the equivalence classes, a partition of objects can be obtained. The 
partitions are shown in Figure 2. 
c. The dependency degree of attributes can be obtained using formula in (1). For 
attribute Hair depends on attributes Teeth, Eye, Feather, Feet, Eat, Milk, Fly and 
Swim, we have the degrees as shown in Figure 3. 
 
Table 2. Animal world dataset from19 
 
Animal Hair Teeth Eye Feather Feet Eat Milk Fly Swim 
Tiger Y Pointed Forward N Claw Meat Y N Y 
Cheetah Y Pointed Forward N Claw Meat Y N Y 
Giraffe Y Blunt Side N Hoof Grass Y N N 
Zebra Y Blunt Side N Hoof Grass Y N N 
Ostrich N N Side Y Claw Grain N N N 
Penguin N N Side Y Web Fish N N Y 
Albatross N N Side Y Claw Grain N Y Y 
Eagle N N Forward Y Claw Meat N Y N 







a. ( ) { }4,3,2,1yesHair ==X , ( ) { }9,8,7,6,5noHair ==X , 
{ } { }{ }9,8,7,6,5,4,3,2,1Hair/ =U . 
b. ( ) { }9,2,1pointedTeeth ==X , ( ) { }4,3bluntTeeth ==X , 
( ) { }8,7,6,5noTeeth ==X , 
{ } { }{ }{ }8,7,6,54,3,9,2,1Teeth/ =U . 
c. ( ) { }9,8,2,1ForwardEye ==X , ( ) { }7,6,5,4,3SideEye ==X , 
{ } { }{ }7,6,5,4,3,9,8,2,1Eye/ =U . 
d. ( ) { }9,4,3,2,1noFeather ==X , ( ) { }8,7,6,5yesFeather ==X , 
{ } { }{ }8,7,6,5,9,4,3,2,1Feather/ =U . 
e. ( ) { }8,7,5,2,1clawFeet ==X , ( ) { }4,3hoofFeet ==X , 
( ) { }6webFeet ==X , ( ) { }9noFeet ==X .  
{ } { } { } { }{ }9,6,4,3,9,8,7,5,2,1Feet/ =U . 
f. ( ) { }9,8,2,1MeatEat ==X , ( ) { }4,3grassEat ==X , 
( ) { }7,5grainEat ==X , ( ) { }6fishEat ==X .  
{ } { } { } { }{ }6,7,5,4,3,9,8,2,1Eat/ =U . 
g. ( ) { }4,3,2,1yesMilk ==X , ( ) { }9,8,7,6,5noMilk ==X , 
{ } { }{ }9,8,7,6,5,4,3,2,1Milk/ =U . 
h. ( ) { }9,6,5,4,3,2,1noFly ==X , ( ) { }8,7yesFly ==X , 
{ } { }{ }8,7,6,5,4,3,2,1Fly/ =U . 
i. ( ) { }7,6,2,1yesSwim ==X , ( ) { }9,8,5,4,3noSwim ==X , 
{ } { }{ }9,8,5,4,3,7,6,2,1Swim/ =U . 
 
Fig. 2. The partitions using singleton attributes 
 
HairTeeth k⇒ , where 












k U . 














HairFeather k⇒ , where 
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HairFeet k⇒ , where 
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HairEat k⇒ , where 












k U . 
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HairMilk k⇒ , where 











k U . 
HairFly k⇒ , where 
























k U . 
 
Fig. 3. The attributes dependencies 
 
Similar calculations are performed for all the attributes. These calculations are 
summarized in Table 3.  
 
Table 3. The dependencies degree of all attributes from Table 2 
 
Attribute Degree of dependency 
Hair Teeth Eye Feather Feet Eat Milk Fly Swim 
0.666 0 0.444 0.444 0.555 1 0.222 0 
Teeth Hair Eye Feather Feet Eat Milk Fly Swim 
0 0 0.444 0.444 0.555 0 0.222 0 
Eye Hair Teeth Feather Feet Eat Milk Fly Swim 
0 0.555 0 0.444 1 0 0 0 
Feather Hair Teeth Eye Feet Eat Milk Fly Swim 
0.444 1 0 0.444 0.555 0.444 0.222 0 
Feet Hair Teeth Eye Feather Eat Milk Fly Swim 
0 0.222 0 0 0.555 0 0.2222 0 
Eat Hair Teeth Eye Feather Feet Milk Fly Swim 
0 0.555 0.444 0 0.333 0 0 0 
Milk Hair Teeth Eye Feather Feet Eat Fly Swim 
1 0.666 0 0.444 0.444 0.555 0.222 0 
Fly Hair Teeth Eye Feather Feet Eat Milk Swim 
0.444 0.555 0 0.555 0.444 0.333 0.444 0 
Swim Hair Teeth Eye Feather Feet Eat Milk Fly 
0 0.222 0 0 0.444 0.333 0 0 
 
With the MDA technique, the first maximum degree of dependency of attributes, i.e. 
1 occurs in attributes Hair (Milk), Eye and Feather (i.e., 1) as Table 4 shows. The second 
maximum degree of dependency of attributes, i.e. 0.666 occurs in attributes Hair. Thus, 
based on Table 4, attribute Hair is selected as clustering attribute. 
 
3.3. Objects splitting 
 
For objects splitting, we use a divide-conquer method. For example, in Table 2 we can 
cluster (partition) the animals based on the decision attribute selected, i.e., Hair/Milk. 
Notice that, the partition of the set of animals induced by attribute Hair/Milk is 

















Fig. 4. The objects splitting 
 
The technique is applied recursively to obtain further clusters. At subsequent 
iterations, the leaf node having more objects is selected for further splitting. The 
algorithm terminates when it reaches a pre-defined number of clusters. This is subjective 
and is pre-decided based either on user requirement or domain knowledge.  
  
4. Experiment Test 
 
In order to apply MDA, we use two datasets obtained from the benchmark UCI Machine 
Learning Repository18. We use Lung Cancer and Breast Cancer datasets. The algorithms 
of MDA for Lung Cancer and Breast Cancer datasets are implemented in MATLAB 
version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 
Duo CPUs. The total main memory is 1 Gigabyte and the operating system is Windows 
XP Professional SP3. 
 
4.1. Lung Cancer Dataset 
 
The first experiment was conducted on Breast-Cancer-Wisconsin dataset20. The data 
described 3 types of pathological lung cancers. The Authors give no information on the 
individual variables nor on where the data was originally used. The number of instances 
is 32, number of attributes is 57 (1 class attribute, 56 predictive), where attribute 1 is the 
class label. Meanwhile all predictive attributes are nominal, taking on integer values 0-3. 
Applying MDA on this dataset, we get the values of maximal dependencies among 
attributes are given in Appendix (refers Table 1 in Appendix A.1). Therefore, we obtain 
the following clusters. 
 
Tiger, Cheetah, Giraffe, Zebra, Ostrich, 
Penguin,  Albatross, Eagle, Viper  
Tiger, Cheetah, 
Giraffe, Zebra 
Ostrich, Penguin,   
Albatross, Eagle, Viper  
Tiger, Cheetah Giraffe, Zebra Ostrich, Penguin,   






1st possible clusters 
 
 
2nd possible clusters 
 




Fig. 5. The lung cancer clusters obtained 
 
 
4.2. Breast-Cancer-Wisconsin (Original) Dataset 
 
The second experiment was conducted on Breast-Cancer-Wisconsin (original) dataset21. 
The aim of the dataset is to diagnose the breast cancer according to Fine- Needle 
Aspirates (FNA) test. The dataset was obtained from a repository of a machine-learning 
database University of California, Irvin. It was compiled by Dr. William H. Wolberg 
from University of Wisconsin Hospitals, Madison, Madison, WI, United States. It has 10 
attributes and 699 records (as of 15 July 1992) with 158 benign and 241 malignant 
classes, respectively. Applying MDA on this dataset, we get the values of maximal 
dependencies among attributes are given in Appendix (refers Table 2 in Appendix A.2). 
Therefore, we obtain the following clusters. 
 
 




The following sets are related to each node in Figure 6. 
Node 1 is the set of all objects 






















Node 3 is the set consist of 
6,13,15,16,19,21,22,25,32,36,38,39,40,41,42,43,45,48,49,50,51,52,53,54,55,56,57,58,59,
61,62,64,66,67,70,72,73,83,84,85,86,97,98,99,100,102,103,104,105,106,108,110. 






















Node 5 is the set consist of 
3,60,74,82,109,115,118,120,134,144,160,234,239,376,395,404,429,526,606,622,679. 
Node 6 is the set consist of 14,77,113,117,150,159,339,349,350,401,406,428,471,553. 
Node 7 is the set consist of 4,390,427,493,610,635. 
Node 8 is the set consist of 114,141,237,286,298,307,447,480,539,612. 
Node 9 is the set consist of 191. 
Node 10 is the set consist of 252,420. 
Node 11 is the set consist of 2,7,245. 
Node 12 is the set consist of 16,36,42,43,56,103,162,172,301,335,422,576,589,621,653. 
Node 13 is the set consist of 58,62,64,70,231,413,560,597,633. 
Node 14 is the set consist of 13,40,49,59,102,104,257,297,343,443,474,574,618,681. 
Node 15 is the set consist of 50,73,84,213,261,266,289,315,345,398,451,475,682. 
Node 16 is the set consist of  
32,51,54,99,100,140,149,201,210,217,222,280,468,492,508,535,555,654,676,683. 
Node 17 is the set consist of 55,97,441,611. 
Node 18 is the set consist of 22,25,39,123,225,271,346. 
Node 19 is the set consist of  
48,52,53,61,85,112,143,181,183,185,206,218,226,247,305,317,336,591,655. 
Node 20 is the set consist of 15,45,67,83,108,110,232,241,387. 






Expert systems and machine learning techniques are gaining popularity in the field of 
computational biology because of the effective classification and high diagnostic 
capability. In this paper, we explore MDA technique-an alternative technique for 
categorical data clustering using rough set theory based on attributes dependencies- for 
clustering two cancer datasets. These datasets are taken from UCI ML repository. To 
select a clustering attribute, the maximal degree of the rough attributes dependencies in 
categorical-valued information systems is used. Further, we use a divide-and-conquer 
method to partition/cluster the objects. The results show that MDA technique can be used 
to cluster to the data. Further, we present clusters visualization using two dimensional 
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Appendix A. 
 
A.1. Dependency degrees values for Lung Cancer Dataset 
 
Table 1. Dependency degrees values for Lung Cancer Dataset 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.59 0.59 0.88 0.84 0.72 0.81 0.56 0.72 0.09 0.38 0.41 0.53 0.63 0.81 0.81 0.28 0.13 0.13 0.25 0.50 0.25 0.19 0.25 0.25 0.41 0.63 0.31 0.31 0.47 
0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.13 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.25 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.00 0.22 0.00 0.09 0.03 0.09 0.19 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.19 0.00 0.09 0.06 0.00 0.00 0.13 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.31 0.03 0.03 0.53 0.38 0.00 0.19 0.44 0.44 0.66 0.00 0.06 0.28 0.19 0.00 0.03 0.00 0.13 0.25 0.59 0.00 0.00 0.25 0.25 0.06 0.00 0.00 0.31 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.16 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.25 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.03 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.06 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.22 0.00 0.03 0.03 0.00 0.06 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.00 0.00 0.22 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.34 0.00 0.19 0.31 
0.28 0.03 0.44 0.34 0.00 0.00 0.38 0.22 0.00 0.03 0.03 0.09 0.06 0.28 0.38 0.41 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.34 0.31 0.19 0.00 
0.00 0.03 0.03 0.59 0.16 0.00 0.44 0.22 0.28 0.09 0.03 0.09 0.19 0.38 0.00 0.19 0.03 0.00 0.25 0.09 0.00 0.19 0.00 0.09 0.06 0.00 0.00 0.19 0.16 
0.28 0.03 0.03 0.25 0.16 0.00 0.00 0.00 0.56 0.09 0.03 0.09 0.06 0.28 0.38 0.00 0.03 0.00 0.00 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.00 0.00 0.00 0.28 0.03 0.03 0.00 0.06 0.38 0.00 0.00 0.03 0.00 0.00 0.03 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.19 0.00 
0.00 0.03 0.03 0.00 0.00 0.28 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.19 0.00 
0.28 0.03 0.03 0.13 0.16 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.09 0.00 0.00 0.16 0.06 0.00 0.00 0.00 0.16 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.06 0.38 0.00 0.00 0.00 
Tutut Herawan 
 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.16 0.00 0.00 0.00 0.16 0.03 0.03 0.00 0.00 0.00 0.19 0.19 0.03 0.13 0.00 0.03 0.09 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.34 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.28 0.03 0.03 0.13 0.16 0.28 0.38 0.00 0.16 0.09 0.03 0.09 0.06 0.28 0.38 0.00 0.03 0.00 0.13 0.03 0.41 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.25 0.16 0.00 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.00 0.00 0.19 0.03 0.00 0.00 0.03 0.09 0.00 0.19 0.00 0.09 0.06 0.00 0.00 0.13 
0.69 0.03 0.03 0.13 0.16 0.00 0.38 0.34 0.56 0.09 0.03 0.09 0.06 0.28 0.38 0.00 0.03 0.00 0.00 0.03 0.41 0.00 0.00 0.00 0.00 0.00 0.00 0.31 0.19 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.69 0.03 0.03 0.25 0.16 0.00 0.38 0.34 0.56 0.09 0.38 0.09 0.19 0.28 0.38 0.19 0.03 0.00 0.00 0.78 0.50 0.00 0.19 0.00 0.16 0.00 0.00 0.31 0.31 
0.00 0.03 0.03 0.00 0.00 0.00 0.19 0.00 0.00 0.09 0.03 0.09 0.13 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.53 0.00 0.19 0.00 0.28 0.03 0.38 0.31 0.06 0.28 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.00 0.25 0.06 0.28 0.00 0.19 
0.41 0.03 0.03 0.25 0.16 0.00 0.00 0.00 0.00 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.00 0.00 
0.69 0.03 0.44 0.25 0.53 0.00 0.56 0.56 0.56 0.09 0.38 0.09 0.19 0.28 0.56 0.59 0.28 0.13 0.13 0.78 0.50 0.00 0.19 0.00 0.25 0.06 0.66 0.00 0.13 
0.69 0.03 0.44 0.25 0.53 0.00 0.56 0.56 0.56 0.09 0.38 0.09 0.19 0.28 0.56 0.59 0.28 0.13 0.13 0.78 0.50 0.00 0.19 0.00 0.25 0.06 0.66 0.00 0.13 
0.00 0.03 0.03 0.13 0.16 0.00 0.19 0.34 0.28 0.03 0.38 0.31 0.00 0.38 0.00 0.00 0.03 0.00 0.13 0.03 0.09 0.00 0.00 0.00 0.25 0.06 0.28 0.00 0.00 
0.28 0.03 0.03 0.25 0.16 0.00 0.38 0.56 0.56 0.09 0.03 0.09 0.06 0.28 0.38 0.41 0.03 0.00 0.13 0.78 0.41 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.00 0.00 0.22 0.00 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.13 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.09 0.06 0.00 0.00 0.00 0.03 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.03 0.09 0.06 0.00 0.00 0.19 0.28 0.13 0.00 0.03 0.00 0.00 0.19 0.00 0.16 0.00 0.00 0.00 0.13 
0.00 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.03 0.13 0.13 0.03 0.00 0.00 0.00 0.00 0.09 0.06 0.00 0.00 0.00 
0.00 0.03 0.03 0.13 0.00 0.28 0.00 0.00 0.16 0.03 0.03 0.00 0.47 0.00 0.00 0.41 0.03 0.00 0.00 0.03 0.50 0.00 0.00 0.00 0.09 0.06 0.34 0.00 0.00 
0.28 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.16 0.09 0.03 0.09 0.19 0.28 0.00 0.00 0.03 0.00 0.00 0.03 0.09 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00 




Table 1. Dependency degrees values for Lung Cancer Dataset (Continued) 
 
30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 MDA 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.13 0.09 0.09 0.19 0.06 0.00 0.13 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.19 
0.88 0.41 0.41 0.19 0.56 0.50 0.38 0.56 0.44 0.22 0.19 0.53 0.66 0.13 0.25 0.16 0.19 0.06 0.06 0.13 0.13 0.25 0.22 0.22 0.56 0.19 0.72 0.88 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.00 0.09 0.00 0.09 0.03 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.13 0.13 0.00 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.06 0.16 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.25 
0.00 0.00 0.00 0.19 0.16 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.06 0.13 0.03 0.03 0.00 0.19 0.00 0.22 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.09 0.09 0.06 0.09 0.03 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.09 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.13 0.09 0.09 0.09 0.06 0.00 0.13 0.06 0.06 0.06 0.06 0.06 0.13 0.13 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.06 0.16 0.00 0.00 0.00 0.13 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.41 
0.31 0.13 0.13 0.19 0.59 0.13 0.03 0.56 0.66 0.22 0.19 0.06 0.00 0.13 0.25 0.06 0.19 0.06 0.06 0.06 0.13 0.25 0.22 0.22 0.00 0.00 0.28 0.66 
0.00 0.00 0.00 0.00 0.16 0.00 0.03 0.13 0.09 0.09 0.09 0.06 0.00 0.13 0.06 0.06 0.06 0.06 0.06 0.06 0.13 0.00 0.03 0.03 0.00 0.00 0.00 0.16 
0.00 0.00 0.00 0.00 0.16 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.06 0.06 0.13 0.00 0.00 0.13 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.25 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.06 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.06 0.06 0.00 0.00 0.00 0.06 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.16 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.09 0.00 0.06 0.09 0.03 0.00 0.00 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.09 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.03 0.09 0.00 0.06 0.00 0.13 0.00 0.00 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.22 
0.00 0.00 0.00 0.09 0.16 0.00 0.03 0.00 0.09 0.09 0.00 0.06 0.09 0.03 0.00 0.09 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.22 0.00 0.00 0.00 0.34 
0.13 0.28 0.28 0.09 0.16 0.13 0.03 0.44 0.66 0.09 0.00 0.06 0.00 0.03 0.19 0.09 0.06 0.06 0.06 0.06 0.06 0.13 0.03 0.22 0.44 0.00 0.00 0.66 
0.13 0.41 0.41 0.19 0.16 0.13 0.38 0.00 0.03 0.09 0.09 0.06 0.09 0.03 0.06 0.16 0.19 0.06 0.06 0.13 0.13 0.25 0.03 0.03 0.44 0.00 0.00 0.59 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.03 0.09 0.00 0.06 0.00 0.03 0.19 0.09 0.06 0.06 0.06 0.06 0.13 0.13 0.03 0.03 0.00 0.00 0.00 0.56 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.13 0.09 0.09 0.09 0.06 0.00 0.13 0.06 0.06 0.06 0.06 0.06 0.13 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.16 
0.00 0.41 0.41 0.19 0.16 0.13 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.06 0.06 0.13 0.00 0.00 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.41 
0.00 0.28 0.28 0.09 0.16 0.13 0.03 0.00 0.03 0.22 0.00 0.06 0.00 0.13 0.19 0.00 0.06 0.06 0.06 0.00 0.06 0.13 0.03 0.22 0.00 0.00 0.00 0.28 
0.00 0.00 0.00 0.09 0.16 0.13 0.03 0.13 0.09 0.00 0.09 0.06 0.34 0.13 0.25 0.16 0.13 0.00 0.00 0.06 0.06 0.00 0.22 0.03 0.00 0.00 0.00 0.34 
0.00 0.00 0.00 0.09 0.00 0.38 0.03 0.13 0.09 0.09 0.09 0.06 0.09 0.13 0.06 0.16 0.06 0.06 0.06 0.13 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.38 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.06 0.16 0.00 0.00 0.00 0.13 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.16 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.00 0.09 0.19 0.06 0.06 0.00 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.19 
0.00 0.13 0.13 0.00 0.00 0.00 0.03 0.13 0.09 0.00 0.19 0.06 0.00 0.13 0.06 0.06 0.13 0.00 0.00 0.13 0.06 0.13 0.03 0.03 0.00 0.00 0.00 0.19 
Tutut Herawan 
 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.06 0.00 0.13 0.00 0.09 0.00 0.00 0.00 0.00 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.09 0.03 0.00 0.00 0.06 0.06 0.06 0.00 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.09 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.09 0.03 0.06 0.16 0.06 0.06 0.06 0.06 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.34 
0.00 0.13 1.00 0.09 0.00 0.00 0.03 0.00 0.09 0.13 0.00 0.00 0.09 0.03 0.06 0.06 0.06 0.06 0.06 0.13 0.00 0.00 0.03 0.03 0.00 0.00 0.00 1.00 
0.00 0.13 1.00 0.09 0.00 0.00 0.03 0.00 0.09 0.13 0.00 0.00 0.09 0.03 0.06 0.06 0.06 0.06 0.06 0.13 0.00 0.00 0.03 0.03 0.00 0.00 0.00 1.00 
0.00 0.13 0.00 0.00 0.00 0.00 0.03 0.00 0.09 0.13 0.00 0.00 0.00 0.03 0.06 0.16 0.00 0.00 0.00 0.13 0.00 0.00 0.03 0.22 0.00 0.00 0.00 0.41 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.06 0.06 0.00 0.00 0.00 0.13 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.09 0.06 0.00 0.03 0.06 0.06 0.13 0.00 0.00 0.13 0.13 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.13 0.13 0.13 0.00 0.00 0.00 0.00 0.03 0.09 0.09 0.06 0.09 0.03 0.00 0.00 0.06 0.06 0.06 0.00 0.13 0.13 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.09 0.00 0.09 0.06 0.00 0.13 0.06 0.16 0.00 0.00 0.00 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.16 
0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.03 0.44 0.09 0.00 0.06 0.09 0.03 0.00 0.09 0.06 0.06 0.06 0.00 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.44 
0.16 0.00 0.13 0.13 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.06 0.34 0.03 0.19 0.09 0.06 0.06 0.06 0.00 0.13 0.00 0.22 0.22 0.00 0.00 0.00 0.34 
0.00 0.13 0.00 0.00 0.00 0.00 0.13 0.03 0.44 0.03 0.00 0.06 0.00 0.03 0.25 0.16 0.00 0.00 0.00 0.13 0.06 0.00 0.03 0.22 0.00 0.00 0.00 0.69 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.06 0.00 0.03 0.03 0.00 0.00 0.00 0.09 
0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.13 0.00 0.00 0.03 0.00 0.00 0.06 0.06 0.06 0.06 0.00 0.00 0.03 0.03 0.00 0.00 0.00 0.13 
0.00 0.13 0.00 0.00 0.00 0.00 0.13 0.03 0.44 0.03 0.00 0.81 0.53 0.00 0.19 0.09 0.00 0.00 0.00 0.06 0.13 0.13 0.22 0.22 0.00 0.19 0.00 0.81 
0.00 0.13 0.00 0.00 0.09 0.41 0.00 0.03 0.00 0.03 0.13 0.09 0.00 0.00 0.03 0.16 0.13 0.00 0.00 0.13 0.06 0.13 0.03 0.03 0.00 0.00 0.00 0.41 
0.00 0.31 0.13 0.13 0.19 0.00 0.13 0.03 0.44 0.59 0.13 0.09 0.00 0.00 0.03 0.25 0.13 0.00 0.00 0.06 0.06 0.13 0.03 0.03 0.00 0.19 0.00 0.59 
0.00 0.13 0.28 0.28 0.09 0.00 0.38 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.19 0.09 0.06 0.06 0.06 0.00 0.00 0.03 0.22 0.00 0.00 0.00 0.41 
0.69 0.31 0.41 0.41 0.09 0.16 0.38 0.66 0.44 0.66 0.91 0.09 0.47 0.91 0.03 0.19 0.09 1.00 1.00 0.06 0.06 0.75 0.22 0.22 0.44 0.19 0.72 1.00 
0.69 0.31 0.41 0.41 0.09 0.16 0.38 0.66 0.44 0.66 0.91 0.09 0.47 0.91 0.03 0.19 0.09 1.00 1.00 0.06 0.06 0.75 0.22 0.22 0.44 0.19 0.72 1.00 
0.00 0.19 0.41 0.41 0.19 0.16 0.13 0.03 0.00 0.03 0.00 0.09 0.47 0.34 0.03 0.25 0.06 0.13 0.00 0.00 0.06 0.13 0.22 0.22 0.00 0.00 0.00 0.47 
0.00 0.00 0.00 0.00 0.00 0.16 0.50 0.03 0.00 0.09 0.13 0.00 0.06 0.00 0.03 0.19 0.09 0.00 0.00 0.00 0.06 0.75 0.03 0.03 0.00 0.00 0.00 0.78 
0.00 0.00 0.00 0.00 0.00 0.16 0.38 0.03 0.00 0.09 0.00 0.00 0.06 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.06 0.13 0.03 0.03 0.00 0.00 0.00 0.38 
0.00 0.13 0.00 0.00 0.09 0.00 0.13 0.03 0.00 0.09 0.13 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.03 0.00 0.00 0.00 0.13 
0.16 0.19 0.13 0.13 0.19 0.00 0.13 0.03 0.00 0.09 0.13 0.09 0.00 0.00 0.03 0.00 0.00 0.13 0.00 0.00 0.06 0.00 0.00 0.03 0.00 0.19 0.00 0.28 
0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.03 0.13 0.09 0.09 0.09 0.06 0.09 0.13 0.06 0.16 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.03 0.19 0.00 0.19 
0.00 0.00 0.28 0.28 0.09 0.16 0.13 0.03 0.13 0.09 0.09 0.09 0.06 0.00 0.13 0.06 0.16 0.06 0.06 0.06 0.06 0.06 0.00 0.03 0.22 0.44 0.28 0.50 
0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.03 0.00 0.09 0.00 0.00 0.00 0.00 0.03 0.25 0.16 0.06 0.06 0.06 0.13 0.06 0.00 0.03 0.03 0.00 0.19 0.28 




A.2. Dependency degrees values for Breast Cancer Dataset 
 
 
Table 2. Dependency degrees values for Breast Cancer Dataset 
 
 
At 1 At2 At3 At4 At5 At6 At7 At8 At9 MDA 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0.002928 0 0 0 0 0 0.002928 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0.004392 0 0.004392 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0.002928 0 0 0 0 0.002928 
0 0 0 0 0 0 0 0 0 0 
0.121523 0.178624 0.095168 0.061493 0.002928 0.019034 0.086384 0.10981 0.04246 0.178624 
 
 
 
