Abstract-The major source of uncertainty in target recognition consists of two parts. One is about feature extraction from observation data and another is about the rule definition between target type and feature. While the former can be naturally captured in the form of statistics, it is our opinion that the latter should be defined by using possibility since exact probability assignment is in general impossible. This paper addresses target recognition within the Bayesian framework while reinterpreting the likelihood of Bayes' theorem as a possibility. It leads to an open structure of feature database, which can exempt the reconstruction of feature database of the Bayesian classifier when new feature rules need to be included. An example of target recognition using attribute data from an electronic support measure (ESM) shows that the proposed method has competitive performance with the conventional Bayesian classifier.
INTRODUCTION
Target tracking and recognition are two critical tasks of battlefield surveillance systems. The latter is usually considered to be more challenging for the more sophisticated uncertainty involved. Up to now, a variety of approaches, such as the Bayesian method [1, 2] the Dempster-Shafer method [2, 3] , fuzzy set theories [4] , and the neural network method [5] among others, have been developed to solve this problem. Among them, the Bayesian method remains the most popular, as it offers the most efficient and theoretically justifiable method of managing uncertainty in situations similar to target recognition. This paper addresses the problem of target recognition with focus on uncertainty modeling. It is natural to describe the uncertainty of recognizing a target by its posterior type probability, from which a hard decision can finally be made. However, probability is by far the only uncertainty that need to be handled in the process of target recognition. In fact, there are two stages in target recognition with different kinds of uncertainty involved. The first stage is to define the function between the observed data and the feature selected for recognizing a certain target while the second step is about the relation of the target feature and the target type. It is very often that the uncertainty involved in the first stage can be given in the form of statistics, but in the second stage it can hardly be given in statistics. Instead it should be regarded as a possibility. The fusion of the two different kinds of uncertain information can be achieved by using the Bayesian updating procedure but with the likelihood function interpreted in terms of possibility as in [6] [7] [8] .
After a discussion of the proposed method of uncertainty modeling for target recognition in Section 2, we show in Section 3 by a simulated example that the proposed classifier succeeded in recognizing a noncooperative target using attribute data from an electronic support measure (ESM). Section 4 concludes the paper.
II. UNCERTAINTY MODELING FOR TARGET RECOGNITION
The major source of uncertainty in target recognition arises from feature mapping, which consists of two stages as illustrated in Fig. 1 [9] . The first stage, uncertain mapping Ⅰ, is to select/extract features from observation information. The second stage, uncertain mapping Ⅱ, is to define the uncertain mapping between the feature space and the type space. From the conventional Bayesian viewpoint, the posterior type probability of a target being recognized could be updated using Bayes' rule of conditioning as follows:
where i c denotes a type i target that belongs to the recognition . It is natural that the uncertain mapping be modeled as a statistic function since sensor observation is usually a measure of feature with corruption noise. However it is usually very difficult to assign an exact probability to the uncertain mapping Ⅱ. Let us take target recognition using ESM data for example. Assume a noncooperative target being recognized belongs to type set it is often possible to get the emitter set for either type of target, it is hard to tell the usage probability of each emitter category for every target type. This is the motivation for us to seek a possibility representation of the uncertain mapping Ⅱ.
We draw the ideal from [6] , which interprets the membership function of a fuzzy set as a conditional over C is assured to be 1, which is one of the requirements of a possibility distribution. Because Eq. (1) holds for any value proportional to
Note that if the emitter on the target is off, then no emitter will be declared. The noncooperative target is recognized using both the Bayesian classifier and the proposed classifier. The initial probabilities of the target type, p f c is exactly the same as that for data generation. For Classifier 2, it represents that a certain target type has an equal probability of producing every emitter category since the exact probability assignment is not know.
For the proposed Classifier 3, ( ) Table 3 , which indicates for example that Figs. 2 and 3 are average probabilities of 100 runs for recognizing target c 1 and c 2 , respectively. Fig. 2 shows that Classifier 2 is a little pessimistic in recognizing the target c 1 while the proposed Classifier 3 is a little optimistic, but both have competitive performance as Classifier 1 which uses the exact emitter usage probability as that for data generation. Contrary conclusion can be drawn from Fig. 3 . The overall performances of the Bayesian classifier and the proposed classifier are close. 
IV. CONCLUSIONS
It is more natural and convenient to model the uncertainty involved in target recognition using the so called possibilized Bayes' Theorem, which has competitive recognition performance with the conventional Bayesian classifier and the merit of an open structure of feature database. Future work is to test the proposed method using more application oriented data.
