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Abstract
Queue inference is a method of utilizing service-time data, available from ATM's,
point-of-sale terminals, and other sources of transactional data, in order to estimate
queue parameters. Three basic limitations to the standard method of queue infer-
ence are: the statistics generated by the algorithm may not be extensive enough;
the running time for the algorithm is too long for large congestion periods or real-
time applications; and the algorithm fails to take advantage of partial queue-length
information which may be available. This thesis addresses these three limitations,
presenting several new results in the area, which expand the utility and applicability
of the method.
First, two theorems are presented, which pertain to the density function for the
arrival time of the k-th customer out of the N customers who must wait in queue
during a given congestion period. These theorems are used to find an algorithm which
generates all N of these density functions in O(N4 ) time. The density function for
the arrival time of a random (unordered) customer is also found, as are the density
functions for the queue waiting time of the k-th customer, or a random customer,
assuming a first-come-first-served queueing discipline. An airline industry application
for using these density functions is presented in some detail.
Second, several alternative algorithms are found which give bounds and approx-
imations to the expected cumulative number of arrivals to the queue as a function
of time, a function which, as generated by the original algorithm, is concave and
piecewise-linear. Specifically, first a simple lower bound is found, which takes advan-
tage of the concavity of the function. Then an upper bound is found, which approxi-
mates all of the ordered arrival-time densities as being truncated uniforms. Finally, an
approximation is presented, which uses trapezoidal functions as approximations for
these densities. Although none of these performs well by itself, computational results
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4show that combinations of some of these algorithms give queue-length estimates very
close to that of the original algorithm. Next, modification of the set of conditioning
inequalities which are used to calculate the arrival-time probabilities (the probability
that the k-th customer arrives before the i-th service completion) in the original algo-
rithm, is considered. A general theorem is proved which describes how the arrival-time
probabilities are changed when the conditioning inequalities are modified. This theo-
rem is used to find two more lower-bound algorithms: the first of these only includes a
subset of the conditioning inequalities when calculating the arrival-time probabilities;
the second considers adding the constraint that the maximum queue length over the
duration of the congestion period be below some specified threshold. Sample runs of
all of these algorithms are provided to demonstrate typical performance and reduced
runtimes.
Third, the incorporation of partial queue-length information into the estimates of
queue length is considered in two cases. First, in the case that the queue length actu-
ally did not exceed some specified value during a given congestion period, the lower
bound algorithm described above may be used to give better queue-length estimates
in less running time. Second, if the times of all (M - 1)-to-M and M-to-(M - 1)
queue-length transitions are known, then that exact information allows partitioning
of the congestion period and separate analysis of the partitions, giving faster runtimes
and better estimates. Sample runs of these algorithms are also provided.
Finally, practical applications for this work are summarized, and suggestions for
future work, especially in the areas of heuristics and statistical analysis, are pre-
sented.
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Chapter 1
Background and Motivation
The quantity of data available to operations analysts has been burgeoning over the
past decade, due in large part to the advent and growing omnipresence of comput-
ers. Finding ways to utilize these data to improve customer service and to optimize
manufacturing and other operations is one of the current challenges for operations
managers. One familiar example of such data streams is given by those generated by
Automatic Teller Machines (ATM's), which currently record the times of all ATM
card insertions (service commencement times) and card removals (service completion
times). However, until recently, there was no way to estimate the queue lengths
behind the ATM's from the service time data.
In 1990, Larson introduced the Queue Inference Engine (QIE) [Lars 90], an algo-
rithm which uses these service-time data to generate estimates of queue parameters
during a congestion period. (A congestion period occurs when all servers are busy,
and service completions are followed almost immediately by service commencements.)
After some pre-processing of the data to determine when the system is in a conges-
tion period, the QIE operates on a single congestion period to calculate estimates of
the queue length as a function of time, the time-averaged queue length, the expected
wait in queue, and the probability distribution of queue length as experienced by
a randomly-arriving customer. With these estimates, the bank may decide to add
ATM's to or remove ATM's from an over-utilized or under-utilized site, respectively.
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Potential applications of transactional data analysis algorithms, like the QIE al-
gorithm, abound in industries other than the banking example cited. Airports, urban
transportation, hotels, fast-food restaurants, supermarkets, and telecommunications
are all areas in which huge amounts of data are being, or could be, collected. How-
ever, in many of these applications, implementation of the QIE algorithm may not
be practical or desirable.
First, there may be a desire to use different, more extensive performance measures
than those generated by the QIE. For example, the QIE generates only the expected
wait in queue for a random customer during a congestion period. But some industries
may wish to perform off-line analyses of customer arrival times, in order to generate
arrival-time distributions for future customer service staffing. Others may wish to
use performance measures other than expected waiting time, such as the probability
that any customer, or some specific customer, had to wait longer than five minutes in
queue (see the paper by Jones and Larson [Jone 91] for an approach to this problem).
Second, when congestion periods are large or analysis needs to be near real-time,
there is a need for faster algorithms. In some cases, congestion periods may be enor-
mous: the Citibank ATM's located at City Hall in New York City routinely have
lunchtime congestion periods of hundreds of people [Lars 92]. The QIE algorithm
has a computational complexity of O(N3 ) where N is the number of customers who
waited in queue during the given congestion period (this was demonstrated both by
Larson-see [Lars 91], and by Bertsimas and Servi, in a multidimensional integration
approach-see [Bert 91]). Running the full O(N 3) QIE algorithm on such a large
congestion period would be impossible in any sort of desktop or real-time environ-
ment, so that some kinds of approximation techniques are called for. Daley and
Servi have begun to address this need through the development of an O(N 2 (lnN))
algorithm that can approximate the QIE calculations with any prespecified level of
p:ecision [Dale 91]. However, even this algorithm may be overly cumbersome for
some instances. For example, the banking industry (and potentially others, includ-
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ing the supermarket industry) would like to have near real-time analysis available at
their ATM sites, so that decisions could be made to switch some ATM's from being
full-service to being "express" machines for cash advances only. In this real-time
application, some very simple and fast approximation techniques are called for.
Finally, in some environments, additional data which provide partial queue-length
information are also available to the analyst. The current QIE algorithm has no way
to take advantage of these data. Customer-tracking technologies (pressure-sensitive
mats, ultrasonic detectors, etc.) are currently under development and in use in some
industries. These can provide information as to whether a queue exists or not, or
whether some finite waiting-room capacity has been exceeded. This information can
be used to supplement the transactional data upon which the QIE operates. Algo-
rithms which take advantage of these data to provide more accurate queue-length
estimates, as well as faster runtimes, are needed, especially when large congestion
periods are to be analyzed.
This thesis addresses all of these needs in the following ways. First, we provide
an algorithm to determine the exact density functions for both the ordered arrivals
and the unordered arrivals in a congestion period. These functions can then be used
to provide more extensive estimates of other queue quantities of intr-est, such as the
density of the wait in queue either for a random arrival or for the k-th person to
arrive during the congestion period, and the tail probabilities, i.e., the probability
that a random arrival waited more than i minutes in queue during a given congestion
period. Second, we provide several alternative algorithms which give bounds and
approximations to the QIE's exact estimate of the time-dependent number of cus-
tomers in queue. These algorithms typically run in O(N) or O(N 2) time; and some
of them are much less complex than the exact QIE, so provide a realistic option when
computing time is a constraint. Finally, we consider an environment in which partial
queue-length information is available and develop algorithms to take advantage of
the additional information. These algorithms typically give better estimates of the
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quantities calculated by the exact QIE and also run in less time.
The problem of queueing inference is relatively new, so there is not a lot of litera-
ture directed to this specific area. The work that has been done in the area over the
last five years has been based on three approaches, all of which are rooted in familiar
and standard mathematical techniques. The approach taken by Larson (see [Lars 90],
[Lars 91]) and by much of this thesis is one based on order statistics (see [Barl 72] or
[Davi 81]). A second approach, taken by Bertsimas and Servi (see [Bert 91]) and also
taken in Chapter 3 of this thesis, is based on multidimensional integration. Finally,
a third approach, taken by Daley and Servi (see [Dale 91]), is based on the theory
of Markov chains with taboo probabilities, in which specified states of the chain are
disallowed at certain times during the process (see [Chun 60]).
After this introduction, the thesis continues in Chapter 2 with an overview of
how the original QIE algorithm works, what assumptions it is based upon, and what
specific statistics it provides the user. Also covered in Chapter 2 is much of the basic
notation that is used in the thesis. Although there is significant overlap with the
notation used in [Lars 90], there are also some departures, which should be noted. At
the end of Chapter 2, an example of a typical QIE run is provided.
In Chapter 3, a deeper look into the arrival-time and waiting-time densities, both
for the k-th customer and for a random customer in a congestion period, is under-
taken. Simple examples of congestion periods with N = 2 and N = 3 are presented
to motivate the subsequent generalizations to N customers. Two theorems, which es-
tablish the polynomial nature of the ordered arrival-time densities, are proved. Then,
a general algorithm, to find the probability density function for the arrival-time of the
k-th customer to arrive during an N-customer congestion period, is derived. This al-
gorithm provides all of the arrival-time densities in O(N4 ) time. The density function
for the arrival-time of a random (unordered) customer is then found. The densities
for the queue waiting times, both for ordered and unordered customers, are easily
found as a byproduct of the arrival-time densities, under the assumption of a first-
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come-first-served queue. Finally, an interesting application for these types of densities
from the airline industry is presented in some detail.
Chapter 4 begins to explore the issue of bounds and approximations to the original
QIE algorithm. As its primary output, the original algorithm generates the expected
cumulative number of arrivals to the system, as a function of time, a function which
was shown in [Lars 90] to be concave and piecewise-linear. Hence, first we find a
simple lower bound to this function, based on its concavity, which is easily demon-
strated to be a lower bound and to be concave. Next, we find an upper bound to the
function, based on approximating the ordered arrival-time densities by uniform den-
sities. This is also demonstrated to be an upper bound and to be concave. Then, we
find an approximation to the function, which is based on approximating the ordered
arrival-time densities by trapezoidal densities. This is demonstrated to be neither an
upper nor lower bound, nor a concave nor convex function. However, it is demon-
strated to be a lower bound to the uniform upper bound. Finally, computational
results are presented from simulation runs, which look at typical output from these
algorithms. We also look at output which combines weighted components of pairs of
these algorithms to see how these combinations perform in approximating the exact
QIE.
Chapter 5 introduces a more general way of framing the problem presented by
the original QIE algorithm, which is how to calculate arrival-time probabilities (the
probabilities that the k-th customer arrives before the i-th service completion) under
a set of very specific conditioning inequalities. In this chapter, the set of conditioning
inequalities is greatly generalized. First, the motivation for changing the conditioning
inequalities is presented. Next, a theorem is proved, which provides the means to
construct a set of stochastically dominant lower bounds to the function generated by
the QIE. Finally, a generalized algorithm is derived, which allows calculation of the
arrival-time probabilities under (almost) any set of conditioning inequalities.
Chapter 6 takes the generalized algorithm which was found at the end of Chapter
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5 and specializes it to two cases, both of which result in lower bounds to the original
QIE algorithm. In the first case, we consider simply omitting some of the conditioning
inequalities in calculation of the arrival-time probabilities. We look at sample runs of
two implementations of this lower bound algorithm, which is considerably faster than
the original QIE. We then consider a second approach: namely, adding the constraint
that the maximum queue length during the given congestion period remain below
some threshold. This allows us to neglect large-queue events in calculation of the
arrival-time probabilities and hence saves computation time. Of course, in the case
that we actually know that the queue length did not exceed the given value, the
algorithm actually gives better queue estimates than the original QIE algorithm,
which does not take advantage of this information. We also present sample runs for
this lower bound algorithm.
The notion that we might know that some maximum queue length was not ex-
ceeded during a congestion period leads to the ideas presented in Chapter 7: namely,
that partial queue-length information can improve estimates and simultaneously re-
duce runtimes. Specifically, we consider a congestion period in which we know the
times of all (M- 1)-to-M and all M-to-(M - 1) queue-length transitions. In this case,
since we have perfect information as to the state of the system at these instants, we
may partition the congestion period and analyze the partitions separately. We present
an even more general algorithm which allows calculation of arrival-time probabilities,
even when the system does not start empty, and when there is a different number of
arrivals than departures during some partition. We also show how to reconstruct all
of the queue statistics of interest from these partition analyses. Finally, we present
sample runs which demonstrate the reduced runtimes and improved accuracies of the
partition analysis over the original QIE analysis.
In Chapter 8, we summarize the results of the thesis and the practical applications
of the work. We describe work that still remains to be done, both direct extensions of
this thesis, mostly in the areas of heuristics and statistical analysis, and more general
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ideas that need to be explored. We continue now with a review of the original QIE
algorithm and an introduction to notation.

Chapter 2
Review of the QIE Algorithm and
Notation
In this chapter, we review the basic QIE algorithm. We use some of the same notation
as that used in [Lars 90], but we have also adapted some new notation where we
believe that it clarifies concepts. Hence, as we review the QIE, we also review notation
and introduce any modifications.
As already mentioned, the QIE algorithm operates on a single congestion period.
Therefore, one issue that arises when dealing with real data is how to determine when
the system is in congestion. It is possible to have "gaps" between service completions
and the following service commencement, even when all servers are busy, due to such
things as time to walk to the next available machine, time to put one's ATM card back
in one's wallet, etc. Hence, some preprocessing of the data is required, before the QIE
is utilized, to determine exactly when the congestions periods are. Techniques that are
employed include: having a set cutoff time for gap lengths within congestion periods;
making probabilistic decisions as to whether a gap indicates the end of a congestion
period; using historical data for that ATM at that time of day to perform a Bayesian
analysis on the gaps; and using partial queue-length information (queue/no queue)
to supplement the decision process (this is discussed briefly in Chapter 8). We now
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continue with a description of the QIE algorithm.
The QIE model assumes Poisson arrivals to a queueing system, which may com-
prise a single, multiple, or changing number of servers. The Poisson arrival rate, A, is
assumed to be constant over the duration of a single congestion period. The service
distribution may be completely general, the only assumption being that whenever a
server becomes available and a queue exists, that server will be utilized immediately
by one of the waiting customers. The data that are provided to the QIE include
N, the total number of customers who waited in queue during a given congestion
period; to, the start time of the congestion period, when the last idle server becomes
busy, which here we assume to be 0; and t (tl, t2,... ,tN), the times of service
commencement for the queued customers. (We assume to < tl < ... < tN.) Note
that h1, t2 ,... , tN may also be thought of as service completion or departure times,
but, because we allow multiple servers, the customers who depart at these times may
or may not be different from customers 1 through N. (Certainly the departure at tl
cannot be one of these N customers.) For example, in an M/M/s queue with 1000
servers and a 10-customer congestion period, it is quite unlikely that any of the 10
departures during the congestion period would correspond to customers who had just
arrived during that congestion period.
Customer 1 is the first customer to arrive and find all servers busy. Customer
N is the last customer to commence service immediately after a departure: i.e., the
departure at t N+1 creates an idle server. So the period during which all servers are
busy is actually [0, tN+l]. However, because we know that a server was made idle
at tN+l, we also know that there must have been exactly zero arrivals to the system
during the interval (tN, tv+l]. Therefore, the interval of interest, during which there
is some uncertainty as to when arrivals occurred, is the interval (0, tN]; and this is
the interval which is analyzed by the QIE algorithm (see Figure 2.1). It is also the
only time during the congestion period during which it is possible to have a positive
queue length.
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First queued customer enters service
Second queued customer enters service
Third queued customer enters service
Fourth queued customer enters service
Departure creates an idle server
Figure 2.1: Congestion Period Description When N = 4
A(t) denotes the counting process (see [Ross 83] for the formal definition of a
counting process) which represents the cumulative number of arrivals to the system
over the time period (0, t], where t < tN. Here, we do not include the arrival that
initiated the congestion period in A(t), since we know with certainty when that arrival
occurred. Also, we define A(O) -= 0. The key attribute of a counting process which
we will use is that for s < t, we also have that A(s) < A(t). We also let A(tl, t 2)
denote the cumulative number of arrivals to the system over the time period (tl, t2],
where t < t2. Finally, Q(t) denotes the number of customers in queue at time t. The
unordered arrival times of customers 1 to N are denoted by U1, U2,..., UN. When
these arrival times are ordered, they are denoted by X 1,X 2 ,...,XN, rather than
the more standard U(i), etc. Note that both the U's and the X's are unobserved
quantities, while N and the ti's are observed quantities.
If we let D(t) represent the cumulative number of departures which have occurred
during a congestion period, then we have that
Q(t) = A(t)- D(t)
4 T -- 4. :AI- L.-,,,, P~.,,
-
-I . .: " IIk - ! r .11- i r.llr-/s !1- Ilffl 
(2.1)
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Also, we adopt the following convention:
D(t) = i, ti _ t < t+l, i=0,1,...,N-1 (2.2)
D(tN) = N
- Q(ti) = Q(t) - 1
A(t) = i, Xi < t < Xi+ , i = O,1, ..., N-1
A(t) = N, XN < t < tN
- Q(Xi) = Q(X-) + 1
that is, the functions A, D, and Q are all right-continuous functions [Rudi 76]. Figure
2.2 depicts a congestion period with N = 12 queued customers and shows the rela-
tionship between the three functions. This figure does not depict the right-continuous
nature of the three functions: were it to do so, the horizontal line segments in the
figure would have closed (filled) left endpoints and open right endpoints.
In order for customers 1 through N to comprise a congestion period, it must be
the case that X1 < tl, X2 < t2 , ... ,XN < tN. Otherwise, if the i-th arrival after
all servers became busy occurred after ti, then a server would have been made idle
at time t = ti, and the congestion period would have ended. Note that the above
condition required for the congestion period to continue may also be represented by
A(tl) > 1, A(t 2) > 2, ... , A(tN) > N. When we combine these conditions with the
boundary conditions of the process, i.e. A(O) = 0 and A(tN) = N, we get the following
set of events which all must occur:
0 < A(to) < 0
1 < A(t1 ) < N
2 < A(t 2) < N (2.3)
N < A(tN) < N
In order to get a more compact notation for this set of events, we make the following
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general definition:
N
£B(t) {1j < A(tj) < uj}
j=o
where B is a general set of lower and upper bounds on the A(tj)'s, given by:
B {l, 11, 12, . ., IN, UO, U1,2,. . , UN} (2.4)
So, by defining the set S to be the standard set of bounds on the A(tj)'s, i.e.
S {O, 2,..., N, 0, N, N,..., N} (2.5)
then ES(t) represents all of the information that we are given about the system during
a given congestion period. We also define EOiN(t) to be the boundary conditions for
the process, i.e.
£°ON(t) {A(to) = 0} f{A(tN) = N}
The quantities calculated by the QIE include:
* E[A(t)lEs(t)], the expected cumulative number of arrivals to the system, up to
and including time t, conditioned on E(t);
* E[Q(t)E£s(t)], the expected number of customers in queue at time t, also con-
ditional on £s(t);
* E[LQo£s(t)], the time-averaged queue length over a congestion period;
* E[WQIES(t)], the expected wait in queue over a congestion period;
· [klES(t)], the probability that a random arriving customer finds k customers
in queue (k = 0,1,..., N- 1);
· and E[eQlES(t)], the expected queue length experienced by a random arriving
customer.
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(Note that the PASTA result [Wolf 82] would, in the case of Poisson arrivals, tell
us that E[LQ] = E[Q]: however, the conditioning information in Es(t) effectively
negates the Poisson arrival assumption.) All of these quantities may be calculated as
functions of the following quantities:
pki(t) - Pr[Xk < tilEs(t)]
- Pr[A(ti) > kIES(t)], k = 1,2,..., N, i= 1,2,..., N
Note that 8B3 i(t) = 1 for k < i. We now describe the method for calculating the
other values for flki(t). First, we need the following two definitions:
£s<i(t) {lj < A(tj) < uj} (2.6)j=o
,sri(t) fn{lj < A(tj) < uj} (2.7)
j=i
where the Ij's and uj's are assumed to come from the set S. Now we may begin:
Pki(t) = Pr[A(ti) > klEs(t)]
= Pr[A(ti) > k + liES(t)] + Pr[A(ti) = kIES(t)]
Recognizing the first term above as fl(k+l),i(t) when k < N and zero when k = N, we
get that:
Pki (t) = /(k+),i(t) + Pr[A(ti) = kE(t)], k = 0, 1,..., N - 1
Pr[A(ti) = kIES(t)], k = N
So clearly the term of interest to calculate is Pr[A(ti) = kEs(t)], which we do as
follows:
Pr[A(ti) = k£s(t)] Pr[S(t)A(ti) = k,£°,N(t)] x Pr[A(ti) = kI£°ON(t)]
Pr[S(t) E°N(t)]
Pr[£s(t)lCoN(t)] {Pr[ES<(t)lA(ti) = k, £oN(t)]
x Pr[ES'i(t)lA(ti) = k,E£°,N(t)] x Pr[A(ti) = kI£°ON(t)]}
NN(t) ki() X () ) (i) (tN ti }
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Note that we may break up Pr[S(t)IA(ti) = k,£°'N(t)] into &ki(t) x 7ki(t), because,
given the value of A(ti), events prior to t are conditionally independent of events
subsequent to ti. The last term in the braces above is due to the fact that the
number of arrivals by time t in a Poisson process that started at time t = 0 and had
N arrivals by time tN is a binomial random variable with "p" equal to -. In the
tN
above, we have used the following definitions for &ki(t) and ?ki(t):
ki(t)-= Pr[ES<i(t)JA(t) = k,E°N(t)] (2.8)
ki(t) - Pr[ES>i(t)jA(t;) = k,E°N(t)] (2.9)
Note that:
Pr[ES(t) £°oN(t)] = Pr[ES<N(t)£° N(t)] = aNN(t)
= Pr[EO>°(t)[E°ON(t)] = 70(t)
The next task is to determine the values in the &-matrix for i = 1,2,..., N and
for k = 1,2,..., N. First, it should be obvious that:
&kl(t) = Pr[ESl(t)[A(tl) = k,£°ON(t)] = 1, k = 1,2,...,N
&ki(t) = 0, 2,...,i-1, i=2,3,...,N-1
We also define &kN(t) = 0 for k = 1, 2,...,N - 1. Now consider the following:
&ki(t) = Pr[ES<i(t)lA(ti)= k,gO'N(t)]
k-i+l
= Z Pr[ES<i-l(t),i < A(ti) < N,A(ti_l, ti) = jJA(ti) = k,£°N(t)
j=O
k-i+1
= > Pr[Es<'-'(t)lA(ti_i, t) = j, A(ti) = k, E°ON(t)]
j=o
x Pr[A(ti_, ti) = jA(ti) = k, £°EON(t)]
k-i+l
= Pr[£s<-l(t)A(ti_l) k - j,°'N(t)]
j=O
x Pr[A(ti1, ti) = jlA(ti) - k, °ON(t)J
= k &(k -j),( -)(t)x( t ) ( t )'j= i \ t/ ti
k=i,i+l,...,N, i=2,3,...,N (2.10)
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So we first fill in the first column of the matrix with ones and the upper half of the
matrix with zeroes; then we proceed to the second column, and the third column.
etc., each time calculating the unknown values using the values from the previous
column.
Next, we must determine the values in the b-matrix for i = 0, 1,... , N - 1 and
for k = 0, 1, ... , N. Again, it should be obvious that:
?Ni(t) = Pr[£S>i(t)lA(ti) = N,°O'N(t)] 1, i = 1,2,...,
1, k=Tk,(N-i)(t) = r[S0, k=0,1,(t)A(ti-) , N(t) = , k2,..,N-2
7Tki(t) = 0, k = 0,1, .. ., i-1, i = 1,2,..., N-2
N-1
0, N- 2
N - 1
We also define ko(t) 0 for k = 1, 2,.. ., N. Now consider the following:
Tki (t) = Pr[S>i(t)jA(ti) = k, EON(t)]
N-k
= Z Pr[ES>i+l(t),i < A(ti) < N,A(ti,ti+l) = jA(t.) = k, °oN(t)]j=o
N-k
= Z Pr[ES>'i+(t)lA(ti, ti+) = j,A(ti) = k,£°'N(t)]
j=o
x Pr[A(ti, t+l) = jjA(ti) = k, E°oN(t)
N-k
E Pr[Es>i+l(t)lA(ti+ ) = k + j, EoN(t)]
j=o
x Pr[A(ti, ti+) = jIA(ti) = k, O°'N(t)]
N-k (Nk-k ti+l -ti\f tN-ti+l N-k-j
= y (k+,i+1)(t)X )j=0 .) , tN 
-
ti k tN
-
ti
k=i,i+1,...,N-1, i=1,2,...,N - 2, andk=0, i=0 (2.11)
So we first fill in the last column and bottom row of the matrix with zeroes and ones
as specified above; and the upper half of the matrix with zeroes. Then we proceed to
the second-to-last column, and the third-to-last column, etc., each time calculating
the unknown values using the values from the column to the right.
'We now present the following definitions, which make all of the above equations
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simpler and follow exactly the equations given in [Lars 90:
aki (t)
7ki(t)
- 71ki(t) X (tN )
- NtNkj
_= ki(t) X tN
With these definitions, we have the following for the definitions of the a-matrix:
= (t ) , k = 1,2,...,
= 0, k=1,2,...,i-1,
The 7r-matrix is defined by the following:
= 1, i=1,2,...,N-1
v - tN-1
tN 
k = 0,1,...,N-2
k = N - 1
= 0, k=0,1,...,i-1, i=1,2,...,N-2
and k= 1,2,...,N-1, i=0
N-k
= (k+j),(i+l)(t) 
j=O
(N-k)
ii
ti+l -ti 
t,,N
k=i,i+1,...,N-1, i=1,2,...,N-2,
Finally, we have for the ,-matrix:
Pki(t) = 1, k = 1,2,...,i, i= 1,2,...,N
3Ni,(t) = Pr[A(t,) =N£IS(t)]
= &Ni(t)Ni(t) ti N
CN (t) tN
- aNi(t) i = 1,2,..., N- 1
= (kl)1(t) + N(t) {(N)= (k+l),i(t) q- aN(t) k
k=i+ ,i+2,...,N-1, i=1,2,...,N-2
.akl(t)
aCki(t)
aki(t)
k-i+l
E Q(k-j),(i-)(t) j=O
( k
'i
71Ni(t)
% 7k,(N-1) (t)
7ki (t)
77ki(t)
and k=O, i=O
Pki (t)
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Hence, we begin by filling in the upper right triangle of the -matrix with ones; then
we calculate the bottom row of the matrix; finally we calculate each column, from
the bottom up, by a multiplication of elements from the a-matrix and the 71-matrix,
which we then add to the element of the ,-matrix just below the one being calculated.
The method just presented for calculating the values in the -matrix is very similar
to that presented in [Lars 90], except that here the derivations are in terms of the
quantity A(ti), while in [Lars 90], they are in terms of the quantity Xk. We will be
focussing on the quantity A(ti) in much of what is to come: hence, the presentation
here in those terms.
Finally, we review the method by which the queue statistics are calculated from
the ki(t)'s. The quantities that we will deal with the most are E[A(t)l£s(t)] and
E[Q(t)I£s(t)]. Many of the approximations and bounds in the later chapters of the
thesis are found in terms of E[A(t)lEs(t)], but most of the figures that we present are
comparisons of E[Q(t)lS(t)]. Note that we may find E[Q(t)l£s(t)] from E[A(t)l£s(t)]
as follows (see Equations 2.1 and 2.2):
Q(t) = A(t)-i, ti t < ti+l, i = 0,1,...,N- 1 (2.12)
Q(tN) = o0
'. E[Q(t)s(t)] = E[A(t)ES(t)]-i, t < ti+,, i= 0,1,...,N-1
We know that E[A(to)lEs(t)] = 0 and that E[A(tN)jEs(t)] = N. Further, Larson
showed that E[A(t)lES(t)] is a concave, piecewise-linear function, with breakpoints
at the ti's [Lars 90]. Hence, we need only find E[A(t)l£E(t)] for i = 1, 2,..., N -1
to determine the entire function. We find E[A(ti)E£s(t)] from the following:
N
E[A(ti)lES(t)] = EPr[A(ti) > klES(t)]
k=l
N
= fki(t), i=1,2,...,N- 1
k=l
The quantity E[LQI£s(t)] is easily found from the following:
E[LQICS(t)] = 1t N E[Q(t)l6s(t)]dt
tN Jo
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t (ti t ) 2 {E[Q(ti)Is(t)] + E[Q(ti_l)J£s(t)] + 1}
We also have:
E[WQI6S(t)] - (tN E[LQ£ES(t)]
We can find II[kES(t)] from the following:
n[kliE(t)] = E[ (Dl(k+j),(t) - (k+j+l),j(t)) + N,(N-k)(t)]
k=0,1,...,N- 1
Finally E[iQJCS(t)] is found from:
N-1
E[eQles(t)] = E k x fI[kES(t)]
k=O
For details of any of the above derivations, see [Lars 90].
Figure 2.3 depicts both E[A(t)lEs(t)] and E[Q(t)l£s(t)] for a congestion period
with N = 10 customers and t-vector as given. Also presented are the l-matrix and
all of the above statistics for this congestion period ([kes(t)] is abbreviated Hk).
Having now reviewed all of the notation and concepts from the original QIE algo-
rithm which are pertinent to this thesis, we continue with an analysis of the densities
of the ordered and unordered arrival times.
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Number of Customers = 10
t-vector:
0.1132 0.1157 0.2185 0.3150
Matrix of the Betas:
1.0000
0.9790
0.4934
0.1557
0.0321
0.0043
0.0004
0.0000
0.0000
0.0000
1.0000
1.0000
0.5159
0.1669
0.0353
0.0048
0.0004
0.0000
0.0000
0.0000
I.0000
1.0000
1.0000
0.7504
0.3820
0.1244
0.0241
0.0027
0.0002
0.0000
1.0000
1.0000
1.0000
1.0000
0.8447
0.5113
0.1826
0.0346
0.0036
0.0002
0.4011 0.4248 0.4938 0.6906 0.8936 1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.9235
0.5457
0.1577
0.0242
0.0016
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.6797
0.2196
0.0374
0.0028
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.4696
0.1093
0.0108
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.5930
0.1494
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.6392
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
Vector of Incidence Probabilities:
Io = 0.3605 I, = 0.3817 112 = 0.1874 113 = 0.0581
115 = 0.0012 116 = 0.0001 I17 = 0.0000 118 = 0.0000
Expected Cumulative Number of Arrivals By ti:
tl: 2.6648 t2 : 2.7234 t3 : 4.2838 t4 : 5.5770 te
t6: 6.9395 t7 : 7.5898 t8 : 8.7424 t9 : 9.6392 tio
1I4 = 0.0110
II9 = 0.0000
5: 6.6528
: 10.0000
Other statistics:
E[LQIES(t)] = 1.3663 E[WQIES(t)] = 0.1366 E[eQES(t)] = 0.9813
Figure 2.3: Queue Statistics for N = 10 Congestion Period
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Chapter 3
Arrival and Wait Time Densities
It is useful to consider the probability density functions of the times of customer
arrivais over a single congestion period, conditioned on the arrival-time inequalities,
for two primary reasons. First, there are occasions on which we might require more
extensive performance measures than those generated by the -matrix. An example
of such an application is provided at the end of this chapter. Second, by obtaining
insight into these densities, we may determine some useful ways of approximating
them. We first consider the two specific cases of N = 2 and N = 3, and then we
proceed to make some inferences about the distributions for general N. We describe
a simple way to determine the density function for the time of arrival of the last cus-
tomer in the congestion period, and then we give an O(N4 ) algorithm to determine
the density functions for all N customers. We briefly describe the density function
for the unordered times of customer arrivals, conditioned on the arrival-time inequal-
ities (without the conditioning, these densities are just uniform over the duration
of the congestion period). Finally, a derivation for waiting time densities under the
assumption of a first-come-first-served (FCFS) queue is presented. At the end of the
chapter, two applications in which these density functions could be utilized directly,
are explored. In Sections 3.1 and 3.2, we normalize the duration of the congestion
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period to be 1 time unit, i.e. we consider departure times t , ... t = 1 where
it = ti/tN, i = , 2,..., N
Note that this engenders no loss of generality. As mentioned in Chapter 2, we also
define to 0.
3.1 Congestion Periods with N = 2 Qeued Cus-
tomers
It is well-known that without the arrival-time inequality conditions, the joint density
function for X1 and X2 during a congestion period with N = 2 queued customers is
uniform over the triangular region defined by 0 < X1 < X 2 < 1. Consequently, the
marginal densities for X1 and X2 are both linear and given by:
f(XI) = 2-2X 1 , 0 <X < 1
f(X 2) = 2X2, 0 < X2 < 1
When we add the single arrival-time inequality, X1 < tl, as a conditioning event,
the region over which the joint density is uniform is reduced to the trapezoidal area
defined by 0 < X1 t, X1 < X 2 < 1 (see Figure 3.1). Hence, it is easy to
determine that the marginal densities for X1 and X 2, given X1 t, are now as
shown in Figure 3.1, and are given by the following expressions:
2 - 2X1f(Xi X1 t) = t(2- 2X)' 0<X1 t
2X2
f(X2x, < t) = t(2- t)'2 -tX 2
As expected, the conditional density function for X1 is still linearly decreasing, but
truncated (and scaled accordingly) at the value tl. The conditional density function
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X2 f(XJX < t) f(X 2 lxI < t)
1
tl
0 X1 0- A X
0 tl 0 tl 0 tl I
Figure 3.1: Joint and Marginal Densities for X1 and X2, Given X1 tl
for X2 starts out to be linearly increasing, as before, up to the value of l1, and then
becomes constant for values between tl and 1. This makes sense: given that X2
occurred between tl and 1, it was the only arrival during that interval, and so its
conditional density function should be uniform. Similarly, given that X2 occurred
between 0 and tl, we know it was the maximum of two arrivals over that interval
and so its conditional density is linearly increasing. Finally, the conditional density
for X1 may be thought of as a weighted average of a uniform function and a linearly
decreasing (down to 0) function, where the weighting depends on whether X2 > tl or
X2 < tl, respectively. (This can be seen clearly by considering the conditional joint
density.)
Note that all oi the above discussion has depended on knowing the exact value of
tl. But what if that value is not known? It is interesting and instructive to examine
the resulting densities in that case. Consider an M/M/1 queue with a congestion
period of known length and 2 queued customers. Say, however, that the time of
service initiation of the first queued customer, tl, is not known. Before we order
the arrivals, then, and before we add the constraint X1 < tl, we know that during
the time unit of the congestion period, we have exactly three independent Poisson
events from the process which is the combination of the arrival Poisson process and
the service Poisson process. Hence, the joint density function for these three events
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is uniform over the unit cube. Requiring X1 < X2 and X1 < tl cuts up the sample
space, but the joint density over that new space is still uniform, with value 3, since
Pr[Xi < X2, X l t] = dX J dX2 J dtl = 1/3
So we now have a partial ordering on the three events: X1 is the minimum of three
Poisson events on the unit time interval; and X2 and tl are the unordered (among
themselves) second and third of these events. For simplicity of notation in what
follows, we call C the set of conditioning events given by X1 < X2 and X1 < t. When
we also know the value of one of the variables, say X1 , we denote our conditions as
C,X 1.
First note that X2 and t are indistinguishable in terms of their probability densi-
ties: they are both Poisson arrivals over the unit time interval, and both must occur
after X1. Hence, we may use some of the results discussed previously to determine
other densities of interest. For instance, consider the two marginal densities depicted
in Figure 3.1. The first, f(X X1 < t), or, in our new notation, f(X 1 lC,ti) can
also be thought of as representing f(X 1 C, X2 ), for values of X1 between 0 and X 2.
Similarly, f(X 2 C, t1) is the same density as f(tlIC, X2 ), and is linear for values of tl
between 0 and X2, and then is uniform between X2 and 1. It should also be obvious
that f(t IC, X 1) = f(X 2 IC, X), and that both of these densities are uniform between
X1 and 1. (Given the value of X1 , we simply have two independent Poisson arrivals
during (X1, 1], so they are both uniformly distributed over that interval.) We also
know that if we are given both the values of tl and X2, then the density for X1 will
be uniform over the interval between 0 and the minimum of the two given values.
Finally, we calculate the marginal densities for X1 and X2 (tl will have the same
marginal density as X2 ). The marginal for X1 is just the density for the minimum
of three random variables which are independent and uniform over the unit time
interval. This density is given by
f(X) = 3(1 _- X) 2, 0 < X < 1
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i.e. it is a convex decreasing function of X1. We find f(X 2) by the following:
f(X,X 2) = J3dt = 3-3X, O<X1 X2 < 1
f(X2) = J (3-3X1)dX = 3X2-1.5X2, 0<X2 < 1
So we find that the marginals for X2 and t are concave increasing functions of their
random variables.
3.2 Congestion Periods with N = 3 Queued Cus-
tomers
We now proceed to analyze completely a congestion period having three queued cus-
tomers and return to the case in which we know the exact times of service commence-
ment for all customers during the congestion period. This will lead naturally to some
generalizations for N customers, as well as giving us some ideas of ways to approxi-
mate the densities of the X's. Again, we first review the densities of the X's without
the arrival-time inequality conditions. For three independent random variables which
are uniform on the unit time interval, the probability densities for the minimum (X1 ),
the second smallest (X 2), and the maximum (X3 ) of the three random variables are
as follows (these are well-known and easily-derivable results from order statistics):
f(XI) = 3(1-X1)2 , 0 < X1 < 1
f(X 2) = 6X2(1-X 2), 0< X2 < 1
f(X3) = 3X2, 0<X 3 < 1
These densities are depicted in Figure 3.2.
We now proceed to the case in which the arrival-time inequality conditions (which
we denote by Cs(t), as defined in Chapter 2) apply and begin by observing that, as
in the case of N = 2, the joint density of the three ordered arrival times, given the
arrival time conditions, is a constant. To find its value, we note that it must be the
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*1)
Xi
K3)
X2
Figure 3.2: Densities for X1, X2, and X3
reciprocal of the volume, V, over which ES(t) may occur:
rt z t21
dX J dX2 dX3 -V
So we find that
v = t _t2 + 2We may thus find the d nsity for X1 asfollows:
We may thus find the density for X1 as follows:
f[X 1, X 2lES(t)]
f[X l£ES(t)]
_ 1 1-= J dX = 
= f (1 X 2 )dX2
1 It t X +
-x 2
V
X 2
2 ]
Not surprisingly, the density for X1 is a convex quadratic (just like the density in
the unconditioned case), which is truncated at tl and scaled appropriately. It may
also be thought of as the weighted sum of a convex quadratic, a linearly decreasing
function, and a constant, where the weighting is given by the probability of three,
two, or one arrival respectively in (0, tl].
The density for X2 is found as follows:
oI<x 1 t
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f[X 2 1Es(t)]
-V jmn(X2,t) (1-X 2 ) dX1
1 j (1-X2 )dX, <X2 •ti
1 t ( l - X 2)dXL, tl<X 2 <t 2V 
(X2 - X2 0 < X2 < tl
V (tl - tlX2), t1 < X2 < t2
This density is a concave quadratic for values of X2 < t, and it then decreases linearly
for values of X2 between t and t2. Again, this makes sense: under the conditioning,
X2 is the second earliest of two or three Poisson arrivals between 0 and tl (weighted
sum of a linearly increasing function and a concave quadratic), and it is the minimum
of one or two Poisson arrivals between t and t2 (weighted sum of a constant and a
linearly decreasing function).
Finally, we may find the marginal density for X3 as follows:
f[X2, X3lS(t)]
1 /min(X2,tl)dX 1
"V O dX
X2
V
tl
V
< X2 < tl
f[X3 1ES(t)] = Om in (x 3 2 ) f[X 2 , X3Is(t)] dX 2
x 3 X2
- dX2,V 
dX2
- dX 2 4
0 < X3 < tl
X3 tl
j'2 Vl dX2 ,z tlV; dX2 
tl < X3 < t2
t2 <X3 1
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2)
.I j e I
fK3)
X3
Figure 3.3: Densities for X1, X2, and X3, Given X1 < t,X 2 < t 2,X 3 < 1
0 < X3 < tl
tl < X3 < t2
t 2 <X 3 1
This density is a convex quadratic for values of X 3 < tl, increases linearly for values
of X3 between t and t2, and then is constant for values of X3 between t2 and 1.
Again, this makes sense: if X3 < tl, then we know that it is the maximum of three
Poisson arrivals over that interval; if t < X 3 < t2, then it is either the maximum
of two Poisson arrivals (linear increasing) or the only Poisson arrival (constant) over
that interval; finally, if t 2 < X3 < 1, then we know that it is the only Poisson arrival
in that interval and hence its time of arrival is uniformly distributed over the interval.
The densities for X1 , X2, and X3 conditioned on the arrival-time inequalities are
depicted in Figure 3.3. It is interesting to note that all of these densities are continuous
and that X3 is continuous in slope between 0 and t. We shall see how this pattern
generalizes in the next section.
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3.3.CONGESTION PERIODS WITH N QUEUED CUSTOMERS
3.3 Congestion Periods with N Queued Customers
In this section, we prove two theorems about the ordered arrivals, conditioned on the
arrival-time inequalities, when we have a general number, N, of queued customers. In
particular, we first consider determining something about the density for the arrival
time of the k-th customer when the arrival time of the (k - 1)th customer is known.
Then we proceed to make some inferences about the shape of the marginal density
for the arrival time of the k-th customer when no other information is available.
Specifically, we will prove the following:
Theorem 3.1 fxk(X£ES(t), Xk_ 1) is a non-increasing, convex, (N-k)-th order poly-
nomial, for Xk-1 < X < tk.
Theorem 3.2 f[XkIls(t)] is a continuous function for 0 < Xk < tk, which, for
ti-_ < Xk < ti, is an (N - i)-th order polynomial. Additionally, - f[XkEs(t)] is
continuous for 0 < Xk < tk-j.
Before we prove either of these, however, we need a result from order statistics.
This result states that the jth smallest of M uniform arrivals over an interval (t, t + a]
has a density that is given by:
fx,(X) = (j _ - (X - t)j-'(t + a - X)M- j, t < X < t + a (3.1)
(Note that, when a = 1 and t = 0, this is a beta density.) This result is easily derived
by considering fx, (X)dX to be the probability that the jth smallest arrival occurs
in (X, X + dX]. In order for this to happen, we had to have j - 1 arrivals in (t, XJ
(which occurs with probability [(X - t)/a]j-'); we had to have M - j arrivals in
(X + dX, t + a] (probability [(t + a - X)/a]M-j); and we had to have a single arrival in
(X, X + dX] (probability dX/a). Finally, the M arrivals could have occurred in any
of M! orders, but we don't care about the ordering of the arrivals prior to Xj (divide
by (j - 1)!) nor of those after Xj (divide by (M -j)!). Combining these results and
dividing both sides by dX, we obtain the result given above.
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3.3.1 Proof of Theorem 3.1
We now proceed to determine the form for the conditional probability density function
for the k-th arrival, given the arrival time of customer k-1, fx, (XI£s(t),Xk_). (We
have adopted slightly more cumbersome notation for the probability density fuction
of Xk in this section only, to indicate that X is the value that random variable Xk
takes on, and Xk-1 is the given time of arrival of customer k - 1.) Given the time at
which Xk_1 occurs, we know that Xk is the next arrival, and we know that it occurs
before tk. We also know that any number of the remaining N - k customers could
also arrive prior to tk. By conditioning on the total number of arrivals in (Xk-l, tk],
we may more easily determine the conditional density for Xk. Specifically, we define
Bi to be the following event:
B' _ (Xk+ < tk,...,Xk+i < tk, tk < Xk+i+l < tk+i+l, ,tk < XN < tN),
i = , 1,..., N - k
Clearly, exactly one of the B i occurs, so we may write
N--k
fxk(XI£S(t),Xk-l) = fxk (XIE£S(t), Xk_-, Bi) x Pr(B'l£s(t), Xk-l) (3.2)
i=O
i.e., the conditional density is just a weighted sum of densities which are also condi-
tional on the total number of arrivals, i + 1 (including arrival k), which occur in the
interval (Xk-l,tk]. But, given that exactly i + 1 arrivals occur in that interval, we
know that Xk is the minimum of i + 1 Poisson arrivals on a fixed interval and hence
that its density is described by Equation 3.1, with j = 1,M = i + 1,t = Xk- 1, and
a = tk - Xk_1. Hence, we have that
i+1fxk (X (t), Xk-l, B) (tk - Xk 1)i+1 (tk - X) i, Xk- < X _< tk
i = , 1,...,N-k
So given the time of the (k - 1)th arrival, the density for the time of the k-th arrival
is just the weighted sum of N - k + 1 polynomials in X, the highest order of which
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(when i = N - k) is an (N - k)-order polynomial; thus, the weighted sum will just be
an (N - k)-order polynomial in X.
Now consider the following derivatives:
( ( = (tk-Xk)+ (tk-X)i-', i=l,2,...,N-k
d ffxfxk(XJ£S~t),Xk_1,B(t),Xk-)i+
0, i=O(tki- 1 )i(i +1)
dXfxk(Xl£S(t),Xkl,B') =
0, i=O,1
Since each of the N- k + 1 polynomials in Equation 3.2 has a non-positive first
derivative, it is non-increasing in X. Similarly, since each has a non-negative second
derivative, it is convex. Hence, since the weighted sum of non-increasing convex
functions is also non-increasing and convex, we have that fxk(X£S(t),Xk_l) is a
non-increasing, convex, (N - k)-th order polynomial, for Xk-l < X < tk. I
3.3.2 Proof of Theorem 3.2
Now we wish to determine the form for the marginal density for the k-th arrival,
f[XklIs(t)]. This density is just the integral of the joint density, f(X,, X2,.. . XN),
over all variables except Xk. From previous arguments, the joint density is constant,
with value 1/V, where V is found from:
ftlft2 t
V ddX 1 dX2' . dXN (3-3)
1 J X N-1
Hence, we may write:
f[x1i(t)]= 1n(Xkrk-l) d nin(Xk-lttk-2) min(X 2 ,tl)/[Xkles(t)] : v x Jo dx,_,/ . dXk,2 , dX_
ftk+1 t k+2 tN
x dXk+l X dXk 2 ... JX dXN, 0 < Xk < tk
Xk Xk+1 jN-1
49
CHAPTER 3. ARRIVAL AND WAIT TIME DENSITIES
To investigate further, we define the following quantities:
nin(X,t.1.) ,min(Xkl,tk-2) nmin(X2 ,t1)H 2 ),. ] dXk ..l dXk2 LdX1,
k = 2,3,...,N
HI(X) _ 1
Gk(Xi) - dX+ k+2'* j =1 Xk+1 XN--1
k = 1,2,...,N-1
dXN,
GN(XN) - 1
and we may then simplify our expression for f[Xk E£s(t)] to:
I XHk(Xk)XGk(Xk), O<Xk<tk, k=1,2,...,N
f [XkI Es(t)] = V (3.4)
0 otherwise
The proof of the theorem proceeds as follows. First we show that Gk(Xk) is an
(N - k)-th order polynomial in Xk, which is continuous and all of whose derivatives
are continuous. Then we show that Hk(Xk) is continuous for all Xk and is a (k - i)-th
order polynomial in Xk for ti- 1 < Xk < ti. Finally, we show that the jth derivative
of Hk(Xk) is just Hk-j(Xk) for 0 < Xk < tk..j, and hence is continuous in that range.
Putting all of this information together allows us to prove the theorem easily.
We begin with the following:
Lemma 3.1 Gk(Xk) is a continuous (N - k)-th order polynomial in Xk on the in-
terval (0, tk], all of whose derivatives are continuous on the interval (0, tk).
Proof: If we can prove that Gk(Xk) is an (N - k)-th order polynomial in Xk, then
the continuities are automatically proved, since any polynomial with finite coefficients
is continuous and has continuous derivatives. We proceed by backwards induction,
beginning with k = N-1, since the k = N case is obvious and depends on a separate
definition.
dXN = tN - XN-1, 0 < XN_1 < tN_1
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This is an N - k = N - (N - 1) = 1st order polynomial in XN-I, as claimed. Now
assume the hypothesis for k + 1:
Gk(Xk) = Ak Gk+I(Xk+l)dXk+l, < Xk < tk
By the induction hypothesis, Gk+l(Xk+l) is an (N - k - )th order polynomial on
(0, tk+1]: hence, its integral is just an (N - k)th order polynomial. When evaluated
at the given limits, we get the difference between a constant and an (N - k)th order
polynomial in Xk, which is just an (N - k)th order polynomial in Xk. I
We continue with the following:
Lemma 3.2 For k = 1, 2,..., N, Hk(Xk) is continuous for 0 < Xk < tk. Further-
more, Hk(Xk) is:
1. a (k-i)-th order polynomial in Xk for ti-1 < Xk < ti (where i = 1, 2,..., k-1);
2. a zero-th order polynomial (i.e. constant) for tk-1 < Xk < tk-
Proof: Again the proof proceeds by induction. The lemma is obvious for k = 1 and
depends on a separate definition, so we begin the induction with k = 2:
k=2: H2(X2) = X nin(X2,t)dX1 f X 2, 0 < X2 < tl
=2 H(X) d o tl, tl < X2 <t 2
This function is continuous for all X2 (notably at the point t1) and is a first-order
polynomial in X 2 for 0 < X2 < t and is zero-th order for t < X 2 < t2. Hence we
continue by assuming the hypothesis for k - 1:
Hk(Xk) 1= jrin(Xk'ik.) Hk-1 (Xkl )dXk-l
J Hk-(Xk-l)dXk-_, 0 < Xk < tk-
=k! (3.5)
t- Hk-1(Xk-1l)dXk-l, tk-l < Xk < tk
We now introduce the following notation: we let Pj(X) represent a jth-order poly-
nomial in X. Then, from the induction hypothesis, we may say
Hk(Xk) = ' pk-(xkl)dXkl + pk3'(Xkl)dXk_ +...
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,xk
+ J pk-i-l(Xk-l)dXkl (3.6)
-1
= constants + pk-i(Xk) = pk-i(Xk),
til <Xk<ti, i= 1,2,...,k-1
which proves assertion 1 of the Lemma. We may also say:
(x t pk-2(Xk_ l)dXk l + X pk 3 (Xk_l)dXk+ (x)= ]o" ++.
+ j PO(Xk-l)dXk-1 (3.7)
tk-2
= constant,
tk- < Xk tk
which proves assertion 2 of the Lemma. To see the continuity, consider Equation 3.5.
Since the induction hypothesis assures us that Hk-l(Xk-l) is continuous everywhere,
then its integral must also be continuous, at least for Xk < tkl and for Xk > tk-1.
The only remaining question is the point Xk = tk-1. But now compare Equation 3.6
for i = k - 1 and Xk = t k-1 to Equation 3.7. The forms are identical and hence
Hk(Xk) is also continuous at the point Xk = tk-1*. 
Finally, we prove the following:
di djLemma 3.3 - Hk(Xk) = Hk-j(Xk) for 0 < Xk < tk-j. Hence, -Hk(Xk) is
continuous for 0 < Xk < tk-j.
Proof: We prove the first part of the Lemma with induction. The second part then
follows immediately from Lemma 3.2. We begin the induction with j = 1:
d d m Xin(Xk,tk - ) fin(Xk-l ,tk-2) rd-in(X 2,t)
-Hk=(Xk) = I in(X2,tldX1( X dXk ak Xko 0o
d fdxk_,r xXk-1, tk-2) nin(X24,~,)
=d- Xdi(k Xk-2 *- dXl, Xk < tk-ldXk o ao -
(Xk,tk-2) rin(X2 .tl)
= dXk-2 .. I dX1, Xk < tk-l
= Hk-(Xk), o <Xk < tk-l
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Now we assume the first part of the Lemma for j - 1:
dJ d d]-' d
dHk(Xk) k [dXki-.H(Xk) = -Hk-j+l(Xk), Xk < tk-j+l
kX dXk dXk
d niin(Xk,tk.j)dX_ - in(Xk ,( k ) dXk_j_ min(X
Xk < tk-j+l
CjX*d fm Xk rin(Xkj.tk,_) dX_.. min(X2, dX )dX J f~- o fo-- * 
Xk < tk-j
-/min(Xk.-) dXk-j-1 ... (Xt) dX, Xk < tk-j
= Hk-j(Xk), 0 < Xk < tk-i
dX 1,
Since the jth derivative of Hk(Xk) is just Hk_j(Xk) (a continuous function), when
Xk < tk-j, then the jth derivative must also be continuous, for 0 < Xk < tk-j. I
We now have all of the pieces necessary to prove Theorem 3.2. We use the def-
inition of f[XkE£s(t)] given in Equation 3.4. First, since Hk(Xk) and Gk(Xk) are
continuous on (0, tk] from Lemmata 3.1 and 3.2, and f[Xkl£s(t)] is a constant times
these functions when 0 < Xk < tk, then f[Xkl£s(t)] is also continuous, at least
for 0 < Xk < tk. Second, we know that Gk(Xk) is an (N - k)-th order polyno-
mial everywhere (Lemma 3.1), and that Hk(Xk) is a (k - i)-th order polynomial for
ti- 1 < Xk < ti, i = 1,2, ... , k (Lemma 3.2). Hence, a constant times their product
yields an (N - i)-th order polynomial for til < Xk < ti, i = 1, 2, ... , k. Finally,
consider the jth derivative of f[XklES(t)] (here, we abbreviate Hk(Xk) and Gk(Xk)
by H and G respectively):
dj s1 rG dxHj dG + dj-H
df[Xk |s(t)] = V dXk d dX( + - H
+ -Jx + --xH
. -1 dXk i dXk dXk
But we know that Gk(Xk) and all of its derivatives are continuous for 0 < Xk < tk,
from Lemma 3.1. We also know that Hk(Xk) and all of its derivatives up to the jth
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are continuous for Xk < tk-j. Hence, since the product of continuous functions is
continuous, we have that 2f [Xks(t)] is continuous at least for 0 < Xk < tkj.
dXk
There is one final comment to make about the proof that f[XklIs(t)] is a polyno-
mial of order N-i for ti-, < Xk < ti. We could also have proved this by conditioning
on Xk occurring in (ti- 1, ti] and additionally conditioning on 1, the total number of
arrivals during that interval. That is, if we define B! to be the event that there were
a total of exactly 1 arrivals during (ti-l, ti], then
k N-i+l
f[Xkl£s(t)] = E E f[XklB,ti- l < Xk • ti ,ES(t)]
i=1 l=k-i+l
x Pr[B, ti_l < Xk < tilES(t)]
But, given that ti- 1 < Xk • ti and that there were exactly I arrivals during that
interval, then the conditional density for Xk will be the weighted sum of densities of
the form given in Equation 3.1, with M = 1, t = ti-1, and a = ti- ti-1, where the
weighted sum will be due to the fact that Xk could have been positioned amongst the 
arrivals in different ways: i.e., j in Equation 3.1 could take on several different values.
However, no matter what the value of j, the result is an (M - 1)- or, with M = I,
an (I - 1)-th order polynomial. Hence, since the maximum value for is N - i + 1,
then f[Xklti-_ < Xk t,,ES(t)], which is the only contributor to f[XkIES(t)] for
ti-1 < Xk < ti will be an (N - i)-th order polynomial, as already shown above.
3.4 Determining the Marginal Density Functions
Theorem 3.2 seems to give us a lot of information about the marginal density functions
for the ordered arrivals, conditioned on the arrival-time inequalities. The natural
question to ask is whether there is an "easy" technique for determining the exact
form of these densities. The answer to that question is yes for the density of XN:
this technique is described in Section 3.4.1. For the other densities, we have found an
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O(N4 ) algorithm which provides the exact form of all of the other density functions.
This algorithm takes a more direct approach to the problem by using integration
recursively to find the coefficients for the polynomial arrival time densities. This
second algorithm is described in Section 3.4.2.
3.4.1 Determining the Marginal Density Function for XN
Using Continuity Equations
The density function for the last arrival in the congestion period is, as described by
Theorem 3.2, a continuous function for 0 < XN < tN, and is a polynomial of order
N - i for ti_ < XN < ti. We also know that dt f[XNIES(t)] is continuous for
dXN-N
< XN < tN-j. Finally, for 0 < XN < t, f[XNIS(t)] is given by the product
f[XNIXN < t,Es(t)] x Pr[XN < tl ES(t)]. But f[XNIXN < tl,£(t)] is just the
density function for the maximum of N Poisson arrivals over the interval (0, tl] and so
is given by Equation 3.1 with j = N, M = N,t = 0, and a = tl. Hence, f[XN£S(t)]
is just a constant multiplying XNN- .
Therefore, we may write f[XNles(t)] as follows:
f[XNI£s(t)] =
al,(N-1))XN-, o < XN < t
a2o + a21XN + a22X + ' + a2,(N-2)XN , tl < XN < t2
a30 + a31XN + a32XN + '.+ a3,(N-3)XNN , t 2 < XN < t3
a(N-1),o + a(N-1),XN, t N-2 < XN < tN- 1
aNo, t N-1 < XN < tN
So we have a total of 1 + (N-1) + (N- 2) + + 2 + 1 = 1 + N(N - 1) coefficients
to determine. We now make the following definition:
fi[XNI&S(t)I E f[XNINS(t)] , til < XN < ti, i = 1, 2, ... , N
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Our continuity equations tell us the following:
dX f'[XN[Ss(t)] ---- f1[XN1 (t)1 , 01,... ,N - i,
~~dXN- ' Xj dXti-1 JXNJti-1
i = 2,3,...,N
N _ N(N- 1)
so that we have EN-i + 1 - 2 equations with which to determine the
i=2
aii's. Therefore, with one additional equation, we would be able, theoretically, to
solve for all of these coefficients. But, assuming we have calculated V as defined in
Equation 3.3, then we may find al,(N-1) by equating the following two expressions for
Pr[XN < tI£s(t)]:
Pr[XN < t s(t)] = j fl[XNIES(t)]dXN
= X al,(Nl)XNN 1 dXN
tN
= al,(N-1) N
Pr[XN < tllES(t)] = t j dXN JN dXN JN- dXN_2 ... dX
tN
N!V
- al(,(N-) =V(N- 1)!
Now that we have a sufficient number of equations to determine the values of the
coefficients, we must find an efficient method for actually obtaining their values. By
expanding our continuity equation above, the method becomes obvious:
di- j!i (j + +2)! 2
dX. fi-[XNS(t)] = a(i-1),j + 1 a(i- 1) '(j + )XN 2! (i-)(j+2)XNdXNk' 0! I! 2!
(N - i + 1)! N-i+ilj+ + a(i-),(N-i+l)X -j
ci3 j~~a,, (1+1)! ~(j + 2)! 2
d f:[XN&ES(t)] = j!ai + 1!) a,(j+l)XN + 2! ai,(j+2)XN +..--
(N - )! ai,(N-i)XN-i-j
+(N - i - j)!. )N
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We can equate the two expressions above at the value XN = ti-1 and rearrange them
so that we have an expression for aij as follows:
0, j=O,1,...,N-2
aij = 1
V(N- 1)! j = N 1
aij = a(i-l),j + j ) a(i-l),(+l)ti- + J + 2
j +1 ) aj,(j+l)til-(i . 2) ai,(j+2)t.-1
. a,(N-i)ti- 1
kc=O k=1ai'(N-i)ti-1
j=O,1,...,N-i, i=2,3,...,N
Now we can find aij strictly in terms of other coefficients akl, with k < i, or with
k = i and > j. In terms of the expression for f[XNIES(t)] as defined on page 55, we
start at the second equation (the XJue of al,(N-1) already having been determined)
and first determine the value for a2,(N-2), then we work from right to left (i.e., we
decrease the value of j by one at each step), to find the value of a2j in terms of values
already found. We then proceed to the third equation and work from right to left
and so on.
Since there are O(N 2) coefficients to find, and finding aj requires calculating
2(N - i - j + 1) terms, the overall algorithm to determine f[XNI E(t)] is O(N3 ).
This seems high, but we are obtaining much more information than we get from
simply calculating the beta-matrices. If this method generalized and we were able
to find the density function for each of the X's in O(N3 ), then we would have an
O(N 4 ) algorithm for determining all possible information about the arrival stream at
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every point in time. Unfortunately, for earlier arrivals than XN, we have many fewer
continuity equations, and even though we also have fewer coefficients, the number of
equations decreases much more quickly, so that we would have to be inventing multiple
additional equations to solve for all of the coefficients. In the next section, we suggest
a more straightforward method for calculating the marginal density functions for the
ordered arrivals, which also surprisingly results in an O(N4 ) algorithm.
3.4.2 Determining the Marginal Density Functions for the
X's Using Integration
We now pursue a technique, suggested in the proof of Theorem 3.2 for determining
all of the marginal density functions. Specifically, in Equation 3.4, we provide a
definition for f[Xkl£s(t)] in terms of the quantities V, Hk(Xk), and Gk(Xk) We
know that Gk(Xk) is simply an (N - k)th order polynomial and so can be defined
in terms of N - k + 1 coefficients of powers of Xk. We also know that Hk(Xk) is a
(k- i)th order polynomial for ti-_ < Xk < ti, i = 1, 2,..., k. Hence, it can be defined
in terms of 1 + 2 -+ (k - 1) + k = k(k + 1) coefficients of powers of Xk. We now
2
provide an algorithm to find the coefficients for these functions (and, incidentally, to
find V), which we may then multiply together to find f[XklES(t)].
First, we work with Gk(Xk), which we may expand as follows (here we let gj
represent the coefficient of the j-th power of Xk in Gk(Xk), where 0 < j < N - k):
Gk(Xk)1 2 k vN -kGk(Xk) = go~ + g~Xk + g'X/ +... + gN-kAk 
k = 1,2,...,N-1
GN(XN) = g9N = 1
But note that, because of the definition of Gk(Xk), we also have the following:
=[k+tk+2 tn
Gk(Xk) = t dXk+l Jt dXk+2 I dXN= x AJxk+ ,N-
ktk++
= 1[+1 Gk+l(Xk+l) dXk+lJirk
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= fk+ [gk+Iy + gk +1 y+ + g 12 +g+1 - k-1] dXk+IJ [gk+l + +lXk + + : 2 k +l ''N-k-lXk+l 
gk+ k+i XN-k X=tk+lgk+ X9 X2 + 3 N-k-1 N-k X=k
gk+l gk+l k N-
k~k~lX.+i90 tk+ + 2 tk+ + 3 ,k+ + - +N-k tk+I
k+1 k+1 k
-gk~lxk - 2 _ 92 3 gN--i yN-k
-9k+ Xk 2 Xk - 3 Xk N k k
This then gives us a very simple method for determining all of the values for gk in
terms of the values of gk+, m = 0, 1,... , N - k - 1. Specifically, as can be seen from
the above, we have:
k+1
k _g 1_gk =2j j, j=1,2,...,N-k, k=1,2,...,N-1
N-k k+l N-k
9o = Z E, tk+l= Egmtk+l, k=1,2,...,N-i
m=l m=l1
Before we begin discussion of the H functions, note that V may be easily found
from the following:
ttl t2 rtN
v = j dX1j dX2 ... dXNJO fX1 XN-_
= - Gl(X1) dX1
N gm-l tm
m=l m 1
That is, once G(X 1) has been found, V is easily found as a weighted sum of its
coefficients.
Finding each of the gk's for i 5# 0 requires a single division, and so finding all
of the gk's for j O0 requires O(N2 ) calculations. Finding the value of g0k requires
that N - k terms be found, and so finding all of the gk's is also an O(N 2) opera-
tion. Therefore, determining Gk(Xk) for k = 1,2,... ,N, and determining V requires
O(N 2) calculations.
We now proceed in a similar manner to determine the exact form for Hk(Xk).
Because Hk(Xk) is a different polynomial, depending on the value of Xk, we make
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the following definitions (here we let hk represent the coefficient of the j-th power of
Xk in H(Xk), where 0 < j < k- i):
Hk(Xk), ti-1 < Xk ti, i = 2,... k
0O i>k
H(X) = hl = 1
Hi(Xk) = hik+hikXk+Lh ik +h'k .k-i, i = 1,2,.. .,k, k =2,3,...,N
We base what follows on the above definitions and on Equation 3.5:
H(Xk) = Jo Hl,(xk-l)dXk-_l + H k_(Xk-l)dXk- +. '.
k fo k-l(X dr,kk-1 
rt_-1 XkH+ :(Xkl)dXk l + Hki _(Xk-l)dXk-l
Hki-(X)]X=ti- + /1 Hk_ (Xk-.l)dXkl
Of course, when i = k, the last integral above has an integrand which is equal to 0
and hence does not contribute to Hk(Xk).
To determine the specific values of the hik's, we expand the last expression above:
it(i h ,k - ),kt2_l (i-1),ktk-i+lHt(Xk) h(- l) 'k " + h(i' )'kti- +.-'+ hkt1 i+  1
"R~~kl + '1 i-1 2 . T ' k-i+ i-I
i~h'(k- 1) + -X2 ____ k-i___+ h(kl)X + + + k-I- X
(i + [kh (-l k _l. 1]ii+(kl)k hi;( )] coefficients in the expressionl above:=-ho + [hi'- ~ .* h0.~*- " ] t,_, + g'-~.~ h; ~ thio +...
h i(k-1)'
ht k i - +j= , ,k-i-1i,(k-lh x I Xk2 + 1 3 .-i Xk-it-ho'(k-1k k -+ - x + +2 3 k- i
Now we may find the specific values for h? simply by picking off the appropriate
coefficients in the expression above:
hj'k =-i 0 ~~~ 1',.. 
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hk = 0, j>k-i
= hl) t+ [h( -')Ikh ]t
ml
We begin by knowing the value of h",. Then, as long as we calculate the s in
non-decreasing order of both i and k, and as long as we calculate hok after all of the
other values of hk have been calculated, then we will always have all of the values we
need on the right-hand sides of the expressions above.
Finding each of the h,'s for j 0 requires a single division, and so finding all of
the hk's for j = 1,2,..., k-i and i = 1, 2,..., k and k = 2, 3,..., N requires O(N3)
calculations. Finding the value of h k requires that k - i + 1 terms be found, and so
finding all of the h's is also an O(N3) operation. Therefore, determining Hk(Xk)
for i = 1, 2,.. ., k and k = 1, 2,..., N, requires O(N3 ) calculations.
Since we have found all of the necessary components to determine f[XklES(t)]
for k = 1,2,..., N in O(N3 ) calculations, it seems surprising that the overall algo-
rithm should turn out to be O(N 4 ). Unfortunately, we still must do the appropriate
multiplications in order to find each of the f[Xkl£s(t)]'s explicitly, and this multipli-
cation turns out to be an O(N3 ) operation for each function. To see this, consider
the following definition:
f[XkES(t)] _ f[XkIES(t)], ti-, < Xk ti, i 2,..., k, k = 1,2, .., N
But we may find f[Xkl£s(t)] by again using Equation 3.4, as follows:
fi[XkES(t)] = l X H(X) G (Xk), i = 1,2, ,, k = 1, 2, , N
We know that Hi(Xk) has k-i + 1 terms, and each of these is multiplied by each term
of Gk(Xk), of which there are N - k + 1. Hence, just to find fi[Xkls(t)] requires
approximately (k - i + 1)(N - k + 1) operations: thus, to determine the number of
calculations required to find f[XkIES(t)], we must add up this number for i = 1 to k:
we find that calculation of f[Xk ICs(t)] is an O(Nk 2) operation. Finally, to determine
all of the f[XklES(t)]'s, for k = 1,2,..., N, is an O(N4 ) operation. It should not
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be surprising that it costs more computationally to find the exact density functions
for the ordered arrivals than it does to find the beta-matrix, since the beta-matrix
only gives information at the specific values of the ti's, while the density functions
give information about all of the arrivals at every instant in the congestion period.
Figures 3.4 and 3.5 give the arrival time densities for X1 through X10, with the ti's
generated randomly on the unit time interval.
3.5 The Density Function for the Unordered Ar-
rivals
We now consider the density function for the unordered times of customer arrivals.
Without any conditioning, there are a fixed number (N) of Poisson arrivals over the
fixed time interval (0, tN], so that f(Uk), k = 1,2,..., N has constant value 1/tN,
since these arrivals are distributed uniformly over the interval. When the arrival-
time inequalities are added as conditions, the density function changes. We claim the
following:
Theorem 3.3 f[UkIEs(t)], k = 1,2, ... ,N is constant in the interval (ti-l, ti], i =
1, 2,.. ., N, with the value of the constant non-increasing as i increases.
Proof: We may say
N
f[UkJ£s(t)] = Zf[Uki-i < Uk ti, s(t)] x Pr[tiI < Uk < tiES(t)]
i=l
Each of the conditional densities in the sum above contributes to f[UkEs(t)] only
in the interval (ti- 1,ti]. Hence, proving that these conditional densities are uniform
proves the first part of the theorem. But we may also say:
N-i+1
f[Ukjti < Uk ti,£s(t)] = E f[UkIN(ti-_l,ti) = j, ti-1 < Uk < ti, ES(t)]
j=1
x Pr[N(til,ti) = jIti-l < Uk < ti,£s(t)]
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Conditional Marginal Density for X7
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Figure 3.5: Densities for X7 through Xlo, Conditioned on ES(t)
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But given that there are exactly j Poisson arrivals, one of which is Uk, over the
interval (ti-l,ti], we know that the density for Uk over that interval is uniform.
Since a weighted sum of uniform densities is also uniform, we have established that
f[Ukl£s(t)] is uniform in the interval (ti-1,ti], i = 1,2,.. .,N.
To prove that the value of the constant is non-increasing, we use the concavity of
the function E[A(t)1Es(t)]. Specifically, say that f[U&kls(t)] = ui, t < Uk < t.i
Then, we wish to show that ui > ui+l. Consider the expected number of arrivals to
the system during the interval (ti-l, ti]. We may represent this as:
(3.8)
Because the densities of all of the Uk are symmetric, we may also say:
N
E[A(ti_1, ti)lES(t) = E E[A(ti_1 , ti)JES(t)] due to Uk
k=l
= N x Pr(ti_l < Uk < ti)
= N x ui X (ti - ti-)
The concavity of the function E[A(t) Es
i.e. that
E[A(ti) ls(t)] - E[A(t_ 1)JES(t)]
ti - ti-1
i = 1, 2,..., N- 1
'(t)] tells us that the slope must be decreasing,
> E[A(ti+l)lE(t)] - E[A(t)lES(t)]
ti+l - ti
(3.10)
Now we substitute Equations 3.8 and 3.9 into 3.10, and we immediately have the
following:
N x ui x (ti - ti- 1) > N x ui+l x (ti+l - ti)
ti - ti-1l ti+l - ti ==.. Ui Ui+
Since the above holds for all i = 1, 2,..., N- 1, the theorem is proved, and the density
function for the unordered arrivals, conditioned on the arrival-time inequalities, is just
a descending staircase, with the steps located at the ti's. I
(3.9)
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Note that the first part of the theorem (the constancy of f[Ukl£s(t)] over (ti- 1, ti])
may also be proved directly from the linearity of the function E[A(t)les(t)] in the
interval (ti-1, t]. We have:
N
E[A(t)l£s(t)] = E E[A(t)lES(t)l due to Uk
k=1
= N x Pr[U < tES(t)]
= N x Fu[tls(t)]
where FU[tJES(t)] is just the distribution function for U. Hence, since the left-hand
side of the above is linear, so is the right-hand side, i.e. Fu[tl£s(t)] is linear, and its
derivative, fu[tl s (t)], is constant.
Another interesting observation may be made from the following (again we use
the definition Fu[tl£s(t)] = Pr[U < tlEs(t)]):
N
Fv[tlES(t)] = EPr[U < trand cust is k-th, ES(t)]
k=1
x Pr[rand cust is k-thl£S(t)]
NN ~1
E Fx, [tl£s(t)] x N
k=1
1 N
= fu[tlS(t)] = N fxk[tl£s(t)]
k=l
This says that the sum of all of the polynomials, f[XklIE(t)], in the interval (til, ti],
is a constant, a somewhat counterintuitive result! Figure 3.6 gives the density for U,
for the same set of ti's as those used in Figures 3.4 and 3.5: this density was actually
generated by just adding up the polynomials f[X JES(t)] through f[X 1 olEs(t)], and
then dividing the result by 10, as suggested above.
3.6 The Density Functions for the Waiting Times
Once we have obtained the densities for the arrival times, and assuming a first-come,
first-served (FCFS) queue, we can easily find the density functions for the queue
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Figure 3.6: Density for U, Conditioned on ES(t)
waiting times, both of specific ordered customers, and of a random customer. Since
we know the density for when customer k arrives, and, under the FCFS assumption,
this customer begins service at time tk, then the density for customer k's waiting time
at time t, fwk[tl£s(t)], is just fxk[tk - tES(t)]: i.e., the probability that customer k
waits t time units is just the probability that that customer arrived at time tk - t.
See Figures 3.7 and 3.8 for the densities of the waiting times for customers 1 through
10, in a FCFS queue with the same ti's as those used in Figures 3.4 and 3.5.
Finally, note that the density for the waiting time of a random customer in a FCFS
queue, fw[t(ES(t)], may be found from the following simple observation, similar to
that made in finding fu[tlES(t)]:
N
fw[tls(t)] = E fw[tlrand cust is k-th, es(t)]
k=1
x Pr[rand cust is k-thles(t)]
N N
= Efwk [t1CS(t)] x
k=1
Figure 3.9 depicts the density for the waiting time of a random customer in a FCFS
queue, for the same set of ti's as those used for Figures 3.7 and 3.8.
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3.7 Applications for the Arrival and Wait Time
Densities
In this section, we present two applications in which the full densities for the wait
times or the arrival times might actually be utilized to improve customer service. The
first example is from the banking industry, and the second example is from the airline
industry.
The banking application comes from ATM's. Since most ATM installations work
on a first-come-first-served (FCFS) basis, it is possible to generate the probability
density function (PDF) for the wait in queue for each of the customers during a
congestion period. By customer-tagging these PDF's, it is also possible to update
these for each customer, each time the customer uses an ATM at that bank. Therefore,
theoretically, at least, a customer's monthly statement could include information such
as the probability that that customer had to wait more than 5 minutes in queue
during the whole month; or the times that the customer visited the ATM and had
the shortest expected wait (to encourage the customer to avoid particularly congested
times); or the entire PDF for the customer's wait time during the month. This
ability to provide customer-specific information could be very valuable in improving
an individual customer's service.
The airline application is a little more involved. At least one major airline deter-
mines its daily ticket-counter staffing levels by the following procedure:
* For one month during every year, airline agents interview every passenger arriv-
ing at the ticket-counter queue and record the time of each passenger's arrival
and their flight number.
* Based on these interviews, a cumulative distribution function (CDF) for each
flight is created, which represents the customer arrival time pattern for that
flight.
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* For the next year, at the beginning of each day, for all flights, the flight load
factor is multiplied by the corresponding CDF to determine when passengers
for each flight will arrive.
* The above are combined for all flights to determine staffing levels at the ticket-
counter for all times during the day.
Some of the problems with this type of procedure are as follows:
1. Only one month of data is available, i.e., seasonal changes are not reflected in
the CDF.
2. The data are only updated once a year, so that systemic changes in passenger
behavior are not recognized until the next time that the polling is done.
3. There is only a single CDF created for each flight, even though the loading of
the flight might be reflected in very different customer arrival patterns, i.e., no
load-dependent CDF's are available.
4. All of the above sources of inaccuracies could result in over- or under-staffing
of the ticket counters. In addition, for one month a year, a substantial number
of manhours is consumed by the interview procedure.
Now consider how the ability to generate the arrival-time densities for each cus-
tomer could simplify this process. As each customer arrives at the ticket counter
(enters service), the point-of-sale terminals provide the flight number for that passen-
ger and the number of passengers in his/her party, as well as the time at which the
transaction begins. (Here, we consider each transaction to be the set of passengers
who are travelling together: the Poisson arrival assumption applies to these clumps of
people, rather than to individual passengers.) Note that the loading of the flight for
that day could also be included as part of the transactional data. So, the following
new procedure is proposed to replace the current procedure:
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* For each congestion period, find f[XklES(t)] for all k. Tag each of these PDF's
with its flight number, the number of passengers the transaction represents, and
the flight loading.
* For each flight, create a PDF for passenger arrival times by combining the
above PDF's for that flight (and multiplying by number of passengers where
necessary). Note that it would be very simple to create several load-dependent
PDF's.
* Proceed as before.
This technique eliminates all of the problems listed above! First, the data could be
gathered continuously, so that seasonal changes would be detected. Second, the PDF's
could be updated in a Bayesian manner as often as desired, so that real changes in
passenger arrival trends would be detected immediately. Third, since flight-loading
could be included as part of the transactional data, it is very easy to create load-
dependent PDF's. Finally, the interview manhours would be eliminated, and the
improved accuracy in the data would reduce both under- and over-staffing problems.
Finding the densities for the wait and arrival times of passengers can provide
valuable information, but it is a time-consuming process. In some applications, when
large congestion periods must be analyzed, or when real-time analysis is desired, even
the original QIE algorithm is too slow. In the next chapter, we consider several
preliminary approaches to approximating the queue statistics that are found by the
QIE algorithm, which provide bounds and approximations to E[A(t)l£s(t)] in much
less time than the QIE algorithm.

Chapter 4
Concavity Lower Bound, Uniform
Upper Bound, and Trapezoidal
Approximation to the QIE
As described in Chapter 2, the computation time required for the QIE to calculate
the queue statistics of interest for a given congestion period is proportional to N3,
where N is the number of queued customers in the congestion period. For very large
congestion periods, this computational burden may be excessive, particularly if the
QIE is being run in a desktop or realtime environment and immediate results are
desired. In these cases, it may be useful to have bounds and approximations to apply
to the QIE, in order to get an idea of the maximum, minimum, and approximate
expected queue lengths and queue waits for customers in such a congestion period.
In this chapter, we present three algorithms which provide, respectively, a lower
bound, an upper bound, and an approximation (which is provably not a bound) to
the function generated by the QIE, the expected cumulative number of arrivals at
any given time during the congestion period, E[A(t)lEs(t)]. Although none of these
algorithms generates a full /-matrix, it is still possible to determine most of the
statistics that the original QIE algorithm generates. Of course, E[Q(t)jEs(t)] comes
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directly from E[A(t)E£s(t)], and the time-averaged queue length and expected wait
in queue can be found directly by integrating E[Q(t)les(t)]. We can also find the
expected queue length as encountered by a random arrival, as follows.
1 N
E[eQ lS(t)] = , E[number in queue seen by arrival i
1 N
= 1 E[number in queue seen by departure i
i=N
N=  E[Q(ti) Es(t)]
Indeed, if the expressions for E[eQIS(t)] and H[klIs(t)] at the end of Chapter 2 are
expanded and rearranged, we find that we do indeed get the above result. Unfortu-
nately, we cannot generate the values for II[kl£S(t)j without the -matrix, but for
most applications, the other statistics are sufficient.
The lower bound is based on the observation that E[A(t)lCS(t)] is a piecewise-
linear, concave function. The upper bound is found by approximating the densities
of the arrivals to be uniform over a restricted range. The approximation algorithm
uses some of the results of the last chapter and approximates the densities of the
arrivals to be trapezoidal over a restricted range. Each of these three algorithms is
explored in turn in the first three sections of this chapter. Finally, in the last section,
we present computational results to demonstrate how these algorithms perform on a
series of simulation runs. We also present computational results for combinations of
the algorithms, some of which provide good approximations to the exact QIE.
4.1 Concavity Lower Bound
As shown in [Lars 90], E[A(t)l£s(t)] is a piecewise-linear, concave function, with
endpoints E[A(to)l£s(t)] = 0 and E[A(t)l£s(t)] = N. We make use of the concavity
and the fact that, conditional on ES(t), we know A(ti) > i, to create our lower bound.
We define ALB(t) to be the value of our function, which we claim to be a lower bound
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for E[A(t)E£s(t)], for 0 < t < tN; and we generate ALB(t) via the following algorithm:
1. For i = 0,1,... ,N, set ALB(ti) = i.
2. Set i = 0.
3. For j = i + 1, i+2,.. ., N, calculate the slope, mi, of the line connecting ALB(ti)
to ALB (tj).
4. Let j* be the index which maximizes these slopes: i.e., mi. = max mj.
5. For ti < t tj., set ALB(t) = i + mj.(t - ti), i.e., construct a straight line
from ALB(ti) to ALB(tj.).
6. If j* = N then we are done; otherwise, set i = j* and go to step 3.
Claim 4.1 ALB(t) is a concave, piecewise-linear function, which is a lower bound to
E[A(t)lS(t)]
Proof: The piecewise-linearity is by construction. The concavity is also by con-
struction: if in and j are the values of i and j* on the nth iteration of step 4 of
the algorithm, then we know that mj, the slope of the line connecting the points
(tinin) and (tjn,jn), is greater than the slope of the line connecting (tinin) and
(tj.+l,jn+ 1), which implies that mj. is greater than m?+, the slope of the line con-
necting (tjn,j n) = (tin+, in+1) and (tj+l ,jn+l), and hence the function is concave.
Finally, we know that
ALB(tin) = in < E[A(tin)IE£s(t)]
ALB(tjn) = jn < E[A(tjn)ljs(t)]
Since ALB(t) is linear between tin and tj., the concave function E[A(t)lES(t)] must
lie above ALB(t) between these points, and we are done. I
Technically, the algorithm for determining ALB(t) is O(N 2 ), since in the worst
case we might have to repeat steps 3 through 6 of the algorithm N times, and at
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iteration n, we must calculate N - n + 1 slopes: i.e., in the worst case, we must
calculate approximately N(N + ) slopes. However, in practice, the algorithm does
much better (see Section 4.4).
4.2 Uniform Upper Bound
We now discuss an upper bound to E[A(t)Es(t)]. We expand our notation for ES(t)
to make explicit the size of the congestion period:
EN(t) £ES(to, t,t2, ..,tN)
As discussed earlier, our assumption of Poisson arrivals means that, over the fixed
time interval (0, tN], the arrivals are described by N independent uniform random
variables, U1, U2, ... , UN. However, the time conditioning given by Es(t) places re-
strictions on these random variables, as follows:
min(Ul, U2 ,..., UN) t1
2nd smallest(Ul, U2,..., UN) t2
max(U1,U2,...,UN) < tN
These conditions are what cause the analysis to become difficult, in part because,
given these conditions, the Ui's are no longer independent. Now consider the following
quantity:
E[A(t)IUN(t)] -- E[A(t)U < t1, U2 < t2, .. , UN < tN, EON(t)]
Note that with this new set of conditions, UN(t), we guarantee at least i arrivals by
ti, which is the necessary condition for the busy period to continue. Also note that
this set of conditions maintains the independence of the Ui's.
We may easily find E[A(t)IUN(t)] as follows:
N
E[A(t)IUN(t)] = E[A(t) due to UilUN(t)]
i=1
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N
- EE[A(t) due to UilUi < ti]
i=l
where the last equation follows because of the independence of the Ui's. But we may
easily find the quantity in the summation as follows:
A(t) due to Ui = 1, Ui t
0, i > t
Hence, the expectation of the above is found as:
E[A(t) due to UilUi < ti] = Pr(Ui < tlUi < ti)
t, O<t<ti
1, ti < t < tN
0, otherwise
Therefore, we have that the value of E[A(t)IUN(t)] is given by:
N
E[A(t)IUN(t)] = EPr(Ui < tUi < ti)i=l
and for values of t in (tjl, tj] this reduces to:
j-1 N t
E[A(t) UN(t)] = 1 + ft
i= i=j ti
N t
=j- + , tj_l< t< tj, j=1,2,...,N (4.1)
i=j ti
Note that this function is concave and piecewise linear, with breakpoints at the ti's,
just like E[A(t)£JEI(t)]: in Equation 4.1, the summation term is the sum of N- j + 1
linear terms and hence is linear itself for tj_ 1 < t < tj. As j increases, there are fewer
of these positive-slope terms in the summation: hence the slope of the sum decreases,
and the function is concave. Also note that when N = 1, this function is exactly
equal to E[A(t)lEN(t)], which starts at the value 0 when t = 0, and rises linearly to
the value 1 when t = t1.
We now proceed to prove that E[A(t)IUN(t)] is an upper bound to E[A(t)ES (t)],
via the following theorem:
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Theorem 4.1 E[A(t)IUNv(t)] > E[A(t)FN£(t)], 0 < t < t N
Proof: First, because both functions are piecewise linear with the same breakpoints,
we only consider the breakpoints. Second, note that
E[A(0)IUN(t)] = E[A(O)IEs(t)] = 0
E[A(tN)IUN(t)] = E[A(tN)j£(.(t)] = N
Hence, we need only prove E[A(t)IUN(t)] > E[A(t)lEs(t)] for t = t 1, t2 , ... , tN-
Note that, at the point t = t, i = 1,2,...,N - 1, Equation 4.1 reduces to the
following:
N ti
E[A(t,)lUN(t)] = i + E it (4.2)
k=i+l 
The proof is by induction. First, we prove it for N = 2; then we proceed to the
N = 3 case, as a demonstration of the induction method. Finally, we generalize for
any value of N.
N = 2: For N = 2, we need only prove the theorem at the single value t = tl.
We have from Equation 4.2:
tl
E[A(t1)lU2 (t)] = 1 + tt2
We may then use standard QIE methods to find that:
E[A(t)lEs(t)] = 2t2-2t 2 - t1
By simple algebraic manipulation, it follows that:
1 + > 2 , t2 > tlt2 - 2t2 - tl
But this is true by definition! Hence, for N = 2, E[A(ti)lU2(t)] > E[A(ti)l£2s(t)], i =
0, 1, 2; and therefore, by the piecewise linearity of both functions, we have that
E[A(t)LU2(t)] > E[A(t)lC2s(t)], 0 < t < t2
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N = 3: Now we define a set of three events, Bs(t),B3(t), and B3(t), which we
claim are three mutually exclusive, collectively exhaustive subsets of £s(t).
B(t) _ (min(Ul, U2)< t2} n(max(U, U2) t n{O < U3 < tl) n£0,3(t)
B3(t) - {min(U1, U2) tl n{max(Ui,U2) t3}flnt1 < U3 < t2} E0 '3 (t)
Ba3(t) = {min(Ul, U2) < tl} nmax(L, U2) < t2} n{t2 < U3 < t3} n £O'(t)
Clearly, these are mutually exclusive, since U3 is defined over a different interval for
each event. Also, these are certainly subsets of ES(t), since, in each case,
min(Ul, U2, U3) tl
2nd smallest(Ul, U2, U3) < t2 (4.3)
max(, U2, U3 ) t3
is satisfied. Finally, they are collectively exhaustive, because ES (t) is exactly satisfied,
without slack, by each of these events. This can be easily seen by contradiction: say
I have a point (Ut, U2, Us3) in E3S(t) which I claim is not an element of any of the
events above, and say that tjl < U3 tj for this point (j = 1,2,3). So if the
point is in any event, it will be in event B(t). If I claim that this point violates
the first constraint of B3(t), then the point is not in £ES(t) because it violates the
first (j = 2, 3) or second (j = 1) constraint of set 4.3 above. If I claim that the
point violates the second constraint of B(t), then the point is not in ES(t) because
it violates the second (j = 3) or third (j = 1, 2) constraint of set 4.3 above. Hence,
if the point is not in one of the B3(t)'s, then it is not in 3S(t), or, conversely, if the
point is in £3S(t), then it must be in one of the B-(t)'s, so the B3(t)'s are mutually
exclusive, collectively exhaustive subsets of E63(t).
Now we show that
E1 <t,)IB3(t)] < E[A(t)lU 3 (t)], j=1,2,3; i = 1,2
Since B3(t), B3(t), and B3(t) are mutually exclusive, collectively exhaustive subsets
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of E63(t), this is equivalent to showing that
E[A(ti) 13s(t)] < E[A(ti)IU3 (t)], i = 1,2
First, we show in detail that E[A(t)B3(t)] < E[A(tl)JU3(t)].
i =1, j =1:
= E[A(tl) due to Ui, U2 lB3(t)] + E[A(tl)
= E[A(tl) due to U, U2 2(t2,t3)]+E[A(t)
= E[A(tl)£2(t2,tt3)] + 1
due to U3 lB3(t)]
due to U3 IU3 < tl]
The second equation above follows because, conditioned on B3(t), U1 and U2 are
independent of U3 (although U1 and U2 are themselves conditionally dependent).
The second term of the last equation above follows because we know U3 < tl.
The first term of the last equation above follows because, given B(t), and
considering only U1 and U2, it is as if we have a congestion period with N = 2
and with departures at t2 and t3; and we are interested in the expected number
of arrivals by the intermediate time, tl. From our N = 2 proof, we know:
E[A(tl)l£2(t 2, t3)] + 1 < E[A(tl)lU2 (t2 ,t3 )] + 1
ti + tl
t 2 t3
= E[A(t1)lU3(t, t2 ,t 3)]
- E[A(tl)l(t)] < E[A(tl)lU3(t)]
We briefly enumerate the other five cases, which follow by exactly the same logic:
i =1, j =2:
E[A(t)JB32(t)] = E[A(tl) due to U, U2 B3(t)] + E[A(tl) due to U3lBs(t)]
= E[A(tl)l2S(tl, t3)] + 0
< E[A(tl)|f2(t,t3)]
tl tl tl
= 1+ < 1+ + 
t3 t2 t3
= E[A(tl)lU3(t)]
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i =1, j =3:
= E[A(tl) due to U1 , U2 Bl3(t)] + E[A(ti) due to U31B33(t)]
= E[A(ti)l2s(tl, t2)] + o
< E[A(ti)1U 2 (t, t2 )]
tl tl tl
= 1 + < 1 + t + 
t= E[A( t t3
= E[A(t)1U 3 (t)]
i =2, j =1:
= E[A(t 2) due to U1, U2 jB3(t)] + E[A(t 2) due to U3 B3(t)]
= E[A(t 2)I(t 2, t 3)] + 1
< E[A(t 2) U2(t2,t3 )] + 1
= 1+ 2+1
t3
= E[A(t2)U 3(t)I
i =2, j =2:
= E[A(t 2) due to U1, U21B32(t)] + E[A(t 2) due to U3 l83(t)]
= E[A(t 2)l£2 s(t, t3)] + 1
< E[A(t2)U 2(tl, t3)] + 1
t2
= 1+ 2+1
t3
= E[A(t2 )1U3(t)]
i =2, j =3:
= E[A(t 2) due to U1, U2 B33(t)] + E[A(t 2) due to U3 BL33(t)]
= E[A(t 2)lE2(tl, t2)] + 0
< E[A(t 2)1U2 (il, t2)]
= 2 < 2+ 2
t3
= E[A(t2) U3(t)]
E[A(tj)JB3(t)]
E[A(t2)lB(t)1
E[A(t2)116(t)]
E[A(t2)jB3(t)j
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Hence, we have shown that
E[A(ti)I3B(t)] <_ E[A(t)U3(t)], i = 1,2; j = 1, 2,3
Therefore, we may say:
3
E[A(ti)IS(t)] = EE[A(ti)l 3(t)] x Pr[B(t)lJES(t)]
j=l
3
< EE[A (tU(t)] x Pr[B3(t)lss(t)]
j=l
= E[A(ti)U3(t)], i = 1, 2
Again, because of the linearity of both functions between the breakpoints, this is
equivalent to having proved, for N = 3:
E[A(t)Is(t)] < E[A(t)lU3(t)], 0 < t < t3
General N : We proceed in a manner parallel to the N = 3
N events B (t), B32(t),. .. , N (t), where:
(min(U, U2, ... , UN-1)
n {2nd smallest(Ul, U2,..., UN-1)
nf {(j -1)th
n {jth
n {( + 1)th
smallest(Ul, U2,. , UN-1)
smallest(U1, U2 ,. . ., UN- 1)
smallest(U 1, U2,. ·. , UN-1)
case. First, we define
< t}
< t2 }
< ti-)}
< tj+l }
< tj+2}
n max(U, U2,..- U UN_1) < tN}
n {tj_ < N < tj} £°,N(t)
where j = 1,2,..., N. We claim that these are mutually exclusive, collectively ex-
haustive subsets of E£s(t), just as in the N = 3 case. They are certainly mutually ex-
clusive, since UN is defined over a different interval for each BN(t). They are also cer-
tainly subsets of Ejs(t). The ith condition of EN(t), ith smallest(U, U2, .. ., UN) < ti,
BN(t) =
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is satisfied by the ith condition of BN(t), for i = 1,2,...,j - 1; it is satisfied by
tj-l < UN < tj for i = j; and it is satisfied by the (i - 1)th condition of BJN(t) for
i=j+ 1,j+2,...,N.
Finally, the argument for the BN(t)'s being collectively exhaustive may be made
by contradiction, as before: say I have a set of U1, U2,..., UN = U, which I claim is
not contained in any of the B3(t)'s, and say that, for U, ti- 1 < UN < ti. So, if U is
in any of the B (t)'s, it will be in Bv(t). Now I claim that U violates constraint k
of B'(t), where k = 1,2, ... , N - 1. But then U cannot be contained in £S(t). For
k < i -1, constraint k being violated means that the kth smallest of U1, U2,..., UN-
is greater than tk, and since we know UN > tk, this is equivalent to the kth smallest of
U1, U2,. .. , UN being greater then t k, which violates constraint k of CEN(t). Similarly,
for k > i, constraint k being violated means that the kth smallest of U1, U2 ,. .. , UN-1
is greater than tk+l, and since we know UN < tk+l, this is equivalent to the (k + 1)th
smallest of U1, U2 ,..., UN being greater then tk+l, which violates constraint k + 1 of
ENs(t). Hence, if U is not in any of the B (t)'s, then it is also not in Es(t), so that
the BN(t)'s are indeed a set of mutually exclusive, collectively exhaustive subsets of
EN(t). In a manner parallel to that used in the N = 3 proof, we will show that:
E[A(ti)JBj(t)] < E[A(ti)lUN(t)], j = 1,2,...,N; i=1,2,...,N-1
'= E[A(ti)lN(t)] E[A(ti)lUN(t)], i= 1,2,...,N- 1
We first make the induction assumption that:
E[A(t)lEJl(t)] < E[A(t)UNl(t)], 0 < t < tNii
and that this is true for any set of ti's satisfying 0 < tl < t 2 < ... < tN-1. We now
show that E[A(ti)IlB(t)] < E[A(ti)IUN(t)] by considering the three cases i < j, i = j,
and i > j.
i<j
E[A(tj)JBk(t) = E[A(ti) due to U, U2,... ,UN..1 Bk(t)]
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+ E[A(ti) due to UNISBN(t)]
= E[A(t) due to U1, U2,..., UN-1
IsNl,(tl, t2, ., tj-1, tj+l, tj+2, .. .,tN)]
+ E[A(ti) due to UNItj-l < UN < t]
= E[A(ti)£_ 1 (t, t2, , tj_1, tj+l, tj+2,. . ,tN) + 0
< E[A(ti)JUN-l(tl, t2, ..., tjl, tj+l, tj+2 . .-tN)]
ti ti ti t ti
= i+ + +...+- + i +...+ i
ti+l ti+2 tj-1 tj+l tN
N t-
k=i+l tk
= E[A(ti) UN(t)]
i=j
= E[A(t) due to U1,U2,... ,UN_l (t)]
+ E[A(ti) due to UNI B(t)]
= E[A(ti) due to U,U2,...,UNlv_
IEN-1(tl, 2,. , ti-, t+,, ti+2, .. , t)]
+ E[A(ti) due to UNIti-l < UN < ti]
= E[A(ti)l£N_l(tl,t2,... ,ti-l,ti+l,ti+2, ,tN)] + 1
< E[A(ti)JUN-,(tl,t2, . ,ti-1, ti+l, ti+2, .. tN) + 1
t+ i + i tii-1 -++...+ + 1
ti+l ti+2 tN
N t
k=i+1 tk
= E[A(tj)lUN(t)]
i>j
E[A(ti)lgj(t)] = E[A(ti) due to U1, U2,..., UN-.IBS(t)]
+ E[A(ti) due to UNIBSN(t)]
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= E[A(ti) due to U1, U2,..., UN-1
IFN-l (tl, t2,. .., tj-1, tj+l, tj+2, . . .,tN)]
+ E[A(ti) due to UNIt-l < UN < tj]
= E[A(ti)l£S_(tl, t2,. . .,tj-1, tj+l, tj+2, .. , tN) + 1
< E[A(ti)JUN_(tl, t2, , tj_1, tj+l, tj+2, .. ., t)] + 1
j-1 i N t
= 1+ 1 + N ' +1
k=l k=j+l k=i+l k
N t
i+ E tk
k=i+l tk
- E[A(ti)IUN(t)]
Therefore, we may say
N
E[A(ti)lSN(t)] = j E[A(t,)JIN(t)] x Pr[,B(t) JES(t)]
j=1
N
< EE[A(ti)lJUN(t)] x Pr[&N(t)6N(t)]
j=1
= E[A(ti)lUN(t)], i= 1, 2,..., N- 1
Again, because of the linearity of both functions between the breakpoints, this is
equivalent to
E[A(t)lEN(t)] < E[A(t)IUN(t)], 0 < t < tN
and thus the theorem is proved. I
The algorithm for determining E[A(t)lUN(t)] is O(N 2 ), since in order to determine
E[A(ti) UN(t)], i = 1, 2,..., N - 1, we must perform N - i divisions and additions,
and
N-i N(N - 1) N(N - 1)Z(N-i) = N(N - 1) N(N-1)2 
i=1
The calculations that are performed are so simple, though, compared to those that
must be performed to determine E[A(t)EN(t)] for the exact QIE, that the time savings
is quite dramatic. In Section 4.4, we present typical runs and computation times for
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the exact QIE and for the upper bound. We also consider weighted combinations of
the upper bound and the lower bound presented in the previous section, which, in
some cases, do quite well in approximating the value of E[A(t)l£s(t)] for the exact
QIE.
4.3 Trapezoidal Approximation
In this section, we explore an approach to approximating the value of E[A(t)l£s(t)],
an approximation which is based loosely on the observations of Chapter 3. First
note that, in the previous section, we could obtain the identical upper bound to
E[A(t)E£s(t)] by creating a set of N approximations to the densities of the ordered
arrival times, where the approximation to f[Xkl£s(t)] would be a function which is
uniform between 0 and t k. (This is just a different interpretation of what we did in
the last section.) With the trapezoidal approximation, we create a different set of
approximations to the densities of the ordered arrivals, conditioned on the arrival-time
inequalities. Specifically, we create a set of density functions f[Yk], k = 1,2,..., N,
which are approximations to the functions f[XkI£s(t)].
Recall that in the case of the upper bound with N = 1, the density function
f(UllU < t) is identical to the density function f(X 1JXI < t): both are uniform
with value 1/tl, for values between 0 and tl, and hence the expected number of
arrivals by time t is identical for both the exact QIE algorithm and for the upper
bound. The trapezoidal approximation matches the exact density functions both
when N = 1 (f[Y] is just uniform over (0, t]) and N = 2. Specifically, in the case of
N = 2, we begin with density functions which are identical to the density functions
f[XllEs(t)] and f[X 2 E£s(t)] (see Figure 3.1). Note that f[X 2I£s(t)] is trapezoidal
in shape. Since we are only really interested in the expected number of arrivals by
tl and will linearly interpolate to find the expected number of arrivals for times less
than t, we may also approximate f[X 1 £s(t)] by a uniform function over (0, tl], to
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simplify the analysis (particularly as we extrapolate this algorithm to larger values
of N). With this approximation, then, we have:
f[Y 1] = T, O<Y < tl
(2 _ ) O < Y2 t1
f[Y 2] = t1(2 - t)'
2- t, < Y2 < t22 -tl'
When we calculate the expected number of arrivals by tl, we get the same value
as that calculated by the exact QIE algorithm (not surprisingly), a lower value than
that calculated by the upper bound algorithm. But f[Y] is identical to f[Ul U_ <
tl, U2 < t2]. The difference is that f[U2 1U1 < t, U2 < t2] is uniform, while f[Y2] is
trapezoidal: f[Y 2] essentially causes the other arrival to occur later and thus reduces
the expected number of arrivals by time tl. This then suggests a way to improve
on the upper bound to the expected number of arrivals. Namely, rather than using
uniform density functions for all of the arrivals, which causes the arrivals to occur
too soon, we use trapezoidal density functions for all of the arrivals (except the first,
which we still approximate by a uniform), which causes these arrivals to occur later
and thus reduces the expected number of arrivals by the ti's.
Specifically, we have the following. We define f[Yk] to be an approximation to
f[Xkl£s(t)]. We would like f[Yk] to be linearly increasing up to tk-l and then to be
uniform for tk-_l < Yk tk, i.e., we require that Y < t for all i so that we know
that we have enough arrivals by ti for the busy period to continue. After working out
what the values must be in order to ensure that the area of f[Yk] is unity, we have
the following:
2Y,- k ' 0 < Yk < tk-1
2 tk- < Yk < tk
2tk - tk-l '
Now we define the trapezoidal approximation to the expected number of arrivals by
time ti, which we denote by ATR(ti), to be the expected number of arrivals by time
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ti due to the Yk's. Specifically:
ATR(t,) -- E[A(ti) due to the Yk'S]
N
= E[A(ti) due to Yk]
k=1
But the quantity in the summation is easily found as follows:
A(ti) due to Yk = 1, Yk ti
0, k > ti
E[A(t,) due to Yk = Pr[Yk < t]
t= i< t2
tk-(2tk- tk--1) i
Therefore, we find that ATR(t,) is given by the following:
N t
ATR(ti,) = i + t(2t t- ) (4.4)
k=i+l tk-(2tk - tk-1)
If we actually used the Yk's to evaluate ATR(t) for values of t not equal to a ti,
then ATR(t) would not be a piecewise linear function but would be quadratic. Hence,
we define ATR(t) for values of t in the range ti-, < t < t to be the linear interpolation
between ATR(ti_ ) and ATR(ti). Specifically, we have:
ATR(t) = ATR(t_) + tt {AATR(t,) - ATR(ti, 1)}, t,_1 < t < t,
Of course, only the values of the function at the ti's are used in calculating the queue
statistics of interest; the above is provided for completeness.
We now proceed to demonstrate that the trapezoidal approximation is neither
an upper bound nor a lower bound (proof by counterexample); that it is neither
concave nor convex (also proof by counterexample); and that it does give values for
the expected number of arrivals by time ti which are lower than those provided by
the upper bound, i.e., we have
ATR(ti) < E[A(ti)IUN(t)], i= 1,2,...,N
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4.3. TRAPEZOIDAL APPROXIMATION
Consider a congestion period with 3 customers and with service commencement
times given by:
t = 15
t2 = 19
t3 = 20
We may use Equation 4.4 to calcuiate the expected number of arrivals by time ti
using the trapezoidal approximation. To find the exact expected number of arrivals
by time ti, either we may use the beta-matrix technique: described in Chapter 2; or we
may integrate and sum the densities given in Section 3.2 for X 2 and X3 . The values
we get are the following:
Note that E[A(tl)l£s(t)] > ATR(tl). However, we also have that E[A(t 2)lEs(t)] <
ATR(t 2 ). This is sufficient to demonstrate that ATR(t) is neither an upper nor a lower
bound to E[A(t)lES(t)].
Next we wish to consider the concavity of the function ATR(t) in this partic-
ular N = 3 example. We define mIE to be the slope of the line connecting
(ti-_, E[A(ti_l)ISS(t)]) with (ti, E[A(ti)E£s(t)]). Similarly, we define mTR to be the
slope of the line connecting (ti_l, ATR(ti_l)) with (ti, ATR(ti)). Then we have:
mQ IE E[A(ti)Es(t)]- E[A(ti_,)ljS(t)]
ti - ti-1
mTR = ATR(t,) - ATR(t,_l)
ti - ti-1
which gives us the following for the slopes in the tl = 15, t 2 = 19, t3 = 20 example:
Time E[A(t)lEs(t)] A TR(t)
t = 15 2.2931 2.2161
t2 = 19 2.8678 2.9048
t3 = 20 3.0000 3.0000
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Interval m QI E | m TR
(to, t) 0.1529 0.1477
(tl, t2) 0.1437 0.1722
(t 2,t3 ) 0.1322 0.0952
As can be seen from the above table and as we already knew, the exact QIE estimate
is a piecewise-linear, concave function whose slope decreases as t increases. As can
also be seen, the trapezoidal approximation of the cumulative number of arrivals by
time t is convex in the interval (to, t2), and is concave in the interval (tl, t3). This is
sufficient to demonstrate that ATR(t) is neither a convex nor a concave function of t.
Finally, we wish to demonstrate that Equation 4.5 holds. We know the following:
ATR(ti)
E[A(ti) IUN(t)]
N
= ~ E[A(ti) due to Yk]
k=1
N
= Z E[A(ti) due to UklUk < tk]
k=1
We also know that:
E[A(ti) due to Yk]
E[A(ti) due to UkIUk < tk]
= Pr[Yk < ti]
= Pr[Uk < tilUk < tk]
We can easily show dominance of the right-hand side of the bottom expression over
tl. right-hand side of the top expression. When k < i, both right-hand sides are
unity. When k > i, we have:
Pr[Yk < ti]
Pr[Uk < tilUk < tk]
- k>i
tk-1(2tk - tk-1)'
tkltk = -i= k- 12tk - tk-l 
ti
= -, k >i
tk
tk_~
= - i= k-1
tk 
Both functions begin at the origin, and Pr[Yk < t] is convex in ti while Pr[Uk <
tilUk < tk] is linear. Hence, if the linear function still dominates the convex function
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at the greatest possible value of ti (since we require k > i, this would be at the point
ti = tk-1), then it also dominates everywhere in between the origin and this point.
But considering the above expressions when i = k - 1, we see that the dominance
exists if and only if 2 tk - tkl > tk = tk > tk-. This is true by definition, and
hence we have the stochastic dominance (of UklUk < tk over Yk) to give us the result
of Equation 4.5:
Pr[Yk < t] < Pr[Uk < tiUk < tk], i = 1,2,...,N, k =1,2,...,N
-=: ATR(ti) E[A(ti)lUN(t)], i= 1,2,...,N
Because both ATR(t) and E[A(t)IUN(t)] are or have been defined to be linear for
values of t between the ti's, then the inequality above actually holds for all values of
t in [0, tN].
4.4 Computational Results
In this section, we present figures and tables which document the results of runs
of the concavity lower bound algorithm, the uniform upper bound algorithm, and
the trapezoidal approximation algorithm. We then consider combining pairs of these
algorithms to get better estimates of the exact QIE expected queue length function.
We include results from simulation of an M/M/1 queue. These data were generated
by three simulation runs of 100 hours with Poisson arrivals at rate 10 per hour, a single
server, and exponential service time with expected value of 3 minutes for the first run
(giving a value of p = 0.5) and 4 minutes for the second and third runs (giving a
value of p = 0.67). There were 6 congestion periods in the first run which had greater
than 11 customers. They had 14, 13, 14, 18, 21, and 12 customers, respectively. In
the following results, we consider either all 6 of these runs, or just the two longest,
with N = 18 and N = 21. We also examine the two longest runs in the other two
congestion periods, both of which, coincidentally, had N = 58 customers. These runs
are presented as examples of very long congestion periods. The statistics that are
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used for comparison of the various algorithms include: E[LQ I ... ], the time-averaged
number of customers in queue; E[WQI...], the average wait in queue; and 6, the
approximation error, which we define to be the absolute area between E[Q(t)lSs(t)]
as generated by the exact QIE algorithm, and the approximation algorithm's estimate
of the same function, divided by the duration of the congestion period, tN. The run
times to generate the expected cumulative number of arrivals by the ti's for the
different algorithms are also compared. Runs were on a 386/387-based Northgate
Computer Systems PC. Each run time presented below is actually the average of
1000 (for long runs, presented to hundredths of a second), 3000 (for intermediate
runs, presented to thousandths of a second significance) or 10,000 (for short runs,
presented to ten-thousandths of a second significance) run times from different runs
of the program on the same data. This averaging was necessary, because the system
clock is only updated every 0.0549254 seconds [Scan 83], so to get accuracies better
than 0.1 seconds, many runs must be averaged.
The first results are for the concavity lower bound. In Figures 4.1 and 4.2 we
show the expected queue lengths as generated by the original QIE algorithm versus
the expected queue lengths as generated by the concavity lower bound algorithm.
The queue statistics and run times for these congestion periods, under the original
QIE algorithm and the concavity lower bound, are presented in Table 4.1. Note that
the run times for the concavity lower bound algorithm are very small. Also note that
they are not monotonic with the size of the congestion period. This is because the
number of slopes that must be calculated to generate the concave hull depends on the
t-vector as well as the number of customers in the congestion period. For example,
it is much faster to compute the concave hull of a set of (ti, i) that describe a convex
function than it is a set that describe a concave function. In general, this bound is not
very good. At the end of this section, we will see how to combine it with either the
uniform upper bound or the trapezoidal approximation to get a better approximation
to the original QIE function.
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Figure 4.1: Expected Queue Length for Congestion Periods of 14, 13, 14, 18, 21, and
12 Customers: Exact QIE vs. Concavity Lower Bound
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Figure 4.2: Expected Queue Length for Two Congestion Periods of 58 Customers:
Exact QIE vs. Concavity Lower Bound
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Size of Data E[LQI... I E[WQI...] 6 Run Time
Cong. Period Used (minutes) (secs)
N = 14 Orig. QIE 2.8067 11.5727 0 0.172
Concavity LB 2.4254 10.0005 0.3813 0.0011
N = 13 Orig. QIE 2.5231 11.5515 0 0.133
Concavity LB 1.8718 8.5697 0.6513 0.0014
N = 14 Orig. QIE 2.6239 8.6997 0 0.173
Concavity LB 1.9440 6.4456 0.6798 0.0014
N = 18 Orig. QIE 2.8649 12.6644 0 0.404
Concavity LB 1.8121 8.0103 1.0528 0.0017
N = 21 Orig. QIE 3.3871 12.0615 0 0.694
Concavity LB 2.4346 8.6698 0.9524 0.0016
N = 12 Orig. QIE 1.8193 6.4488 0 0.103
Concavity LB 1.1878 4.2104 0.6315 0.0013
N = 58 (1) Orig. QIE 9.3605 49.5175 0 31.15
Concavity LB 8.6635 45.8302 0.6970 0.0031
N = 58 (2) Orig. QIE 4.4114 21.5511 0 31.22
Concavity LB 2.4802 12.1168 1.9312 0.0074
Table 4.1: Comparison of QIE and Concavity Lower Bound Algorithms for Eight
Congestion Periods
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The next set of results are for the uniform upper bound. In Figures 4.3 and 4.4, we
show the expected queue lengths as generated by the original QIE algorithm versus
the expected queue lengths as generated by the uniform upper bound algorithm.
The queue statistics for these congestion periods, under the original QIE algorithm
and the uniform upper bound, are presented in Table 4.2. Note that the run times
for the uniform upper bound algorithm are also very short. This time, however,
they are monotonic with the length of the congestion period, since the number of
calculations that must be executed for a single congestion period is deterministic
with the length of the congestion period and in no way depends on the t-vector.
Note that there is a slight discrepancy between the runtimes of the two N = 58
congestion periods. This discrepancy is also evident in the runtimes for the trapezoidal
approximation. The source of the discrepancy is unknown, although it is conjectured
that the processor may handle different t-vectors slightly differently, which could
result in slightly different runtimes. Again, we will see better performance of this
algorithm at the end of this section when it is combined with the concavity lower
bound.
Next, we present results for the trapezoidal approximation algorithm. In Figures
4.5 and 4.6, we show the expected queue lengths as generated by the original QIE
algorithm versus the expected queue lengths as generated by the trapezoidal approx-
imation algorithm. The queue statistics for these congestion periods, under the
original QIE algorithm and the uniform upper bound, are presented in Table 4.3.
The run times for the trapezoidal algorithm are again monotonic with the length of
the congestion period. These runs take just slightly less than twice as long as the
uniform upper bound runs on the same data. Note that this approximation does
much better than the uniform upper bound. The tendency of the trapezoidal ap-
proximation algorithm is to underestimate the queue lengths at the beginning of the
congestion period and then to overestimate them towards the end of the congestion
period. The reason for this is that at the beginning of the congestion period, most of
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Figure 4.4: Expected Queue Length for Two Congestion Periods of 58
Exact QIE vs. Uniform Upper Bound
Customers:
100
N = 58: Expected Queue Length
Exact QIE v Uniform Upper Bound
LiM
Li
0
zC;
Li
z
M
TIMn
N = 58: Expected Queue Length
Exact QIE v Uniform Upper Bound
W
n
z
aW
mr
z
o 50 1oo 150 200 250 TIME
- -
-
-
-
4.4. COMPUTATIONAL RESULTS
Size of Data E[LQ ...] E[WQ I..] 6 Run Time
Cong. Period Used (minutes) (secs)
N = 14 Orig. QIE 2.8067 11.5727 0 0.172
Uniform UB 4.7127 19.4318 1.9060 0.0021
N = 13 Orig. QIE 2.5231 11.5515 0 0.133
Uniform UB 4.0867 18.7099 1.5636 0.0018
N = 14 Orig. QIE 2.6239 8.6997 0 0.173
Uniform UB 4.4573 14.7788 1.8335 0.0021
N = 18 Orig. QIE 2.8649 12.6644 0 0.404
Uniform UB 5.3502 23.6505 2.4853 0.0033
N = 21 Orig. QIE 3.3871 12.0615 0 0.694
Uniform UB 6.3740 22.6982 2.9870 0.0043
N = 12 Orig. QIE 1.8193 6.4488 0 0.103
Uniform UB 3.1765 11.2596 1.3572 0.0016
N = 58 (1) Orig. QIE 9.3605 49.5175 0 31.15
Uniform UB 18.8317 99.6206 9.4712 0.0310
N = 58 (2) Orig. QIE 4.4114 21.5511 0 31.22
Uniform UB 14.0497 68.6376 9.6383 0.0299
Table 4.2: Comparison of QIE and Uniform Upper Bound Algorithms for Eight Con-
gestion Periods
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Figure 4.5: Expected Queue Length for Congestion Periods of 14, 13, 14, 18, 21, and
12 Customers: Exact QIE vs. Trapezoidal Approximation
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Figure 4.6: Expected Queue Length for Two Congestion Periods of 58 Customers:
Exact QIE vs. Trapezoidal Approximation
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Size of Data E[LQI...] E[WQ I...] Run Time
Cong. Period Used (minutes) (secs)
N = 14 Orig. QIE 2.8067 11.5727 0 0.172
Trap. Approx. 3.2745 13.5020 0.6072 0.0040
N = 13 Orig. QIE 2.5231 11.5515 0 0.133
Trap. Approx. 2.9582 13.5434 0.5026 0.0035
N = 14 Orig. QIE 2.6239 8.6997 0 0.173
Trap. Approx. 3.1007 10.2807 0.6086 0.0040
N = 18 Orig. QIE 2.8649 12.6644 0 0.404
Trap. Approx. 3.7207 16.4474 0.9669 0.0065
N = 21 Orig. QIE 3.3871 12.0615 0 0.694
Trap. Approx. 4.6003 16.3817 1.2132 0.0086
N = 12 Orig. QIE 1.8193 6.4488 0 0.103
| Trap. Approx. 2.2399 7.9396 0.4691 0.0030
N = 58 (1) Orig. QIE 9.3605 49.5175 0 31.15
Trap. Approx. 12.6367 66.8488 3.6746 0.0650
N = 58 (2) Orig. QIE 4.4114 21.5511 0 31.22
Trap. Approx. 9.4367 46.1014 5.0322 0.0641
Table 4.3: Comparison of QIE and Trapezoidal Approximation Algorithms for Eight
Congestion Periods
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the contribution to the expected queue length is from the early arrivals. The prob-
ability densities for the very early arrivals tend to be skewed much earlier than a
trapezoidal density would suggest, leading to an underestimation of queue length.
On the other hand, at the middle and end of the congestion period, the later arrivals
are the only ones contributing to the expected queue length, and these tend to be
skewed even more heavily towards the later times than a trapezoidal density, leading
to an overestimation of queue length.
Finally, we present results for mixtures of the uniform upper bound with the
concavity lower bound, and of the trapezoidal approximation with the concavity lower
bound. In Figures 4.7 and 4.8, we show the expected queue lengths as generated
by the original QIE algorithm versus the expected queue lengths as generated by
a mixture of the uniform upper bound and the concavity lower bound. Then,
in Figures 4.9 and 4.10, we show the expected queue lengths as generated by the
original QIE algorithm versus the expected queue lengths as generated by a mixture
of the trapezoidal approximation and the concavity lower bound. In both cases,
the N = 18, N = 21, and the two N = 58 congestion periods are analyzed, with
various fractions of the contributing algorithms. Also in both cases, we started by
trying a 50/50 combination of each algorithm. We then tried two other combinations
for each mixture. For the uniform upper bound mixture, it was clear that the 50/50
combination still had too much contribution from the upper bound, so both 40/60
and 30/70 combinations were tried for the smaller congestion periods, and 30/70 and
20/80 combinations were tried for the N = 58 congestion periods. For the trapezoidal
approximation mixture, the 50/50 mixture seemed to perform well for the smaller
congestion periods, so we tried combinations on either side of 50/50, namely 40/60
and 60/40. For the N = 58 congestion periods, we started with a 50/50 combination
and the tried 40/60 and 30/70 combinations. It should be stressed that these choices
were strictly ad hoc and depended on the results of these specific congestion periods.
It appears that the amount of the concavity lower bound to be included in either
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Figure 4.7: Expected Queue Length for Congestion Periods of 18 and 21 Customers:
Exact QIE vs. Uniform UB/Concavity LB Combinations
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Figure 4.8: Expected Queue Length for Two Congestion Periods of 58 Customers:
Exact QIE vs. Uniform UB/Concavity LB Combinations
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Figure 4.9: Expected Queue Length for Congestion Periods of 18 and 21 Customers:
Exact QIE vs. Trapezoidal App/Concavity LB Combinations
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Figure 4.10: Expected Queue Length for Two Congestion Periods of 58 Customers:
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:ombination increases with the size of the congestion period. The specific manner by
which this occurs is one area which needs to be investigated in a methodical manner.
The queue statistics for these four congestion periods, under the original QIE
algorithm and the mixture algorithms, are presented in Tables 4.4 and 4.5. Note
that we do not present run times here, since the run times will simply be the sum
of the times for the individual algorithms plus a nominal amount of time to add the
two values together with the appropriate weighting: i.e., the run times are still very
short. The improvement in approximating the QIE is quite dramatic over any of the
algorithms alone, but work needs to be done to determine a reliable technique for
choosing the best ratio as a function of the size of the congestion period.
4.4. COMPUTATIONAL RESULTS
Size of Data E[LQ ... E[WQI... ] 6
Cong. Period Used (minutes)
Orig. QIE 2.8649 12.6644 0
N = 18 50% UUB + 50% CLB 3.5812 15.8304 1.0669
40% UUB + 60% CLB 3.2274 14.2664 0.4167
30% UUB + 70% CLB 2.8735 12.7024 0.2172
Orig. QIE 3.3871 12.0615 0
N = 21 50% UUB + 50% CLB 4.4043 15.6840 1.0197
40% UUB + 60% CLB 4.0104 14.2812 0.6467
30% UUB + 70% CLB 3.6165 12.8783 0.3714
Orig. QIE 9.3605 49.5175 0
N = 58 (1) 50% UUB + 50% CLB 13.7476 72.7254 4.3871
30% UUB + 70% CLB 11.7140 61.9673 2.3543
20% UUB + 80% CLB 10.6971 56.5882 1.3475
Orig. QIE 4.4114 21.5511 0
N = 58 (2) 50% UUB + 50% CLB 8.2650 40.3772 3.8536
30% UUB + 70% CLB 5.9511 29.0730 1.5435
20% UUB + 80% CLB 4.7941 23.4209 0.4278
Table 4.4: Comparison of QIE and Various Mixtures of the Uniform Upper Bound
(UUB) and the Concavity
with N = 18, 21, and 58
Lower Bound (CLB) Algorithms, for Congestion Periods
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Size of Data E[LQI...] E!WQI ...] 5
Cong. Period Used (minutes)
Orig. QIE 2.8649 ]L2.6644 0
N = 18 60% TRA + 40% CLB 2.9573 13.0725 0.3276
50% TRA + 50% CLB 2.7664 12.2288 0.8212
40% TRA + 60% CLB 2.5756 11.3851 0.2894
Orig. QIE 3.3871 12.0615 0
N = 21 60% TRA + 40% CLB 3.7340 13.2970 0.4400
50% TRA + 50% CLB 3.5175 12.5258 0.2631
40% TRA + 60% CLB 3.3009 11.7546 0.1617
Orig. QIE 9.3605 49.5175 0
N = 58 (1) 50% TRA + 50% CLB 10.6501 56.3395 1.7393
40% TRA + 60% CLB 10.2528 54.2376 1.3616
30% TRA + 70% CLB 9.8555 52.1357 0.9942
Orig. QIE 4.4114 21.5511 0
N = 58 (2) 50% TRA + 50% CLB 5.9585 29.1091 1.5826
40% TRA + 60% CLB 5.2628 25.7106 0.9350
30% TRA + 70% CLB 4.5672 22.3122 0.4043
Table 4.5: Comparison of QIE and Various Mixtures of the Trapezoidal Approxi-
mation (TRA) and the Concavity Lower Bound (CLB) Algorithms, for Congestion
Periods with N = 18, 21, and 58
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Chapter 5
Generalizing the Set of
Conditioning Inequalities
The basic ideas in this chapter were motivated by the consideration of large conges-
tion periods. The ideas presented explore the consequences of changing the set of
conditioning events on which the lIki(t)'s are calculated. A general theorem is pre-
sented and proved, which leads to bounds on the quantity E[A(t)lES(t)]. Finally, a
general algorithm, to find the ki(t)'s under any set of conditioning events, is pre-
sented. In the next chapter, this algorithm is specialized in a couple of ways to take
advantage of the special structure of the modified set of conditioning events. These
specialized algorithms result in some significant computational savings over the orig-
inal QIE algorithm, although they are not as fast as the algorithms presented in the
last chapter.
5.1 Motivation for Changing ES(t)
Note that in the calculation of the Pki(t) values, we condition on all of the arrival-
time inequalities given by £s(t). But if N = 100, and we are calculating /375,6 0 (t) (the
probability that X7 5 occurs before t60), it is unlikely that P75,60(t) will be much affected
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by the part of Es(t) given by XI < tl (otherwise denoted by 1 < N(tl) < 100). Hence,
the idea arises that perhaps a good approximation to the Oki (t) values may be found
by considering only the parts of ES(t) that are likely to have a significant impact on
Iki(t). One question that arises is, what does omission of some of the arrival-time
inequalities do to the expected cumulative number of arrivals by time t? To answer
this, consider the example given above. If we omit the single arrival-time inequality,
X1 < t, then we are allowing X1 to occur at a later time, which would seem to
increase the probabilities that all of the X's occur later, in turn decreasing Ski(t) for
all k and i values of interest. The decrease in all of these probabilities would mean
that there would be a concomitant decrease in the expected cumulative number of
arrivals by time t, and hence we speculate that the expected cumulative number of
arrivals in this case would be a lower bound to E[A(t)E£s(t)].
Now consider what would happen if we also eliminated the arrival-time inequality,
X2 < t2 . This allows X2 to occur later, which again increases the probabilities that all
of the other X's occur later, which would decrease Oki (t) and the expected cumulative
number of arrivals even further than the original reduction due to omitting X1 < t.
Hence, by starting with a minimal number of the original arrival-time inequalities
and then adding more and more of them, we get a series of stochastically dominant
lower bounds to E[A(t)l£s(t)], where the bound gets better and better as we add
more conditioning inequalities. Our general hypothesis here is that omitting any
(and any number) of the conditions contained in £s(t) (except the two boundary
conditions) and then calculating E[A(t)lER(t)], the expected cumulative number of
arrivals conditioned on £R(t) (the reduced set of inequalities), gives a lower bound
to E[A(t)lgs(t)].
To see what impact reducing the set of inequalities has on our formulation of the
set of bounds on the A(ti)'s, we look at a simple example. Say N = 4, and we decide
to eliminate the inequality X2 < t2 from ES(t). Then, our reduced set of inequalities,
114
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Figure 5.1: Bounds for £s(t) (Left) and £R(t) (Right: Eliminate X2 < t 2)
£R(t), would be given by:
0 < A(to) < 0
1 < A(ti) < 4
3 < A(t 3) < 4
4 < A(t 4 ) < 4
But because A(t) is defined as a counting process, we know that A(tl) < A(t 2 ) <
A(t3 ), which says that there are still implicit bounds on A(t 2), which are given by
1 < A(t 2) < 4. In the original ES(t), the bounds on A(t 2 ) were given by 2 < A(t 2 ) < 4,
so the elimination of the inequality X2 < t2 has the effect of lowering the lower bound
on A(t 2 ). See Figure 5.1 for a graphical interpretation of the two sets of bounds. Note
that by eliminating the inequality X2 < t2, the state A(t 2 ) = 1 is admitted to the set
of allowable states.
Now let us consider another way to change the bounds on the A(ti)'s. Say that in
our N = 100 example, we decide that it is very unlikely that all 100 customers arrived
before tl (giving a queue length of 100), so we would like not to have to calculate
the probability of this (presumably rare) event in our algorithm. What does this
assumption do to the bounds on the A(ti)'s and to the expected cumulative number
of arrivals by time t? Clearly, we now require 1 < A(tl) < 99, i.e., the upper bound
4 1 4 1
4 0
4 0 4 0
1
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on A(tl) has been lowered from 100 to 99. By making this change, we are not allowing
X100 to occur before tl, i.e., we are forcing it to occur later, which again increases
the probabilities that all of the X's occur later, again decreasing Pki(t) for all k and
all i. The decrease in all of these probabilities would mean that there would be a
concomitant decrease in the expected cumulative number of arrivals by time t: i.e.,
we hypothesize that eliminating large-queue events from £s(t) and then calculating
E[A(t) E£Q(t)], the expected cumulative number of arrivals conditioned on the new set
of bounds, would give a lower bound to E[A(t)les(t)]. We look at a simple N = 4
example, this time adding the constraint that our maximum queue length may never
exceed the value 3 (this is equivalent to lowering the upper bound on A(t 1 )). So our
new set of conditions, EQ(t), is given by:
0< A(to) < 0
1 < A(t1) < 3
2 < A(t 2 ) < 4
3 < A(t 3) < 4
4 < A(t4 ) < 4
See Figure 5.2 for a graphical interpretation of this new set of bounds.
Consider now how these ideas might generalize. We begin with ES(t), and then
we lower either a lower bound or an upper bound to one of the A(ti)'s. In both
cases, we hypothesize the values of flki(t) for all k and i are reduced, and hence the
expected cumulative number of arrivals by time t is also reduced, i.e., in both cases a
lower bound to E[A(t)lEs(t)] is generated. There was nothing special about starting
with the set of bounds given by ES(t), however. And we might also speculate that
raising either the upper or lower bound on some A(ti) should give an upper bound to
E[A(t)lES(t)]. We now present a general theorem which combines all of these ideas
and does indeed give the hypothesized results.
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Figure 5.2: Bounds for £s(t) (Left) and £Q(t) (Right: Max Queue Length 3)
5.2 Proof of Stochastic Dominance Theorem
In this section, we present and prove a theorem which validates the general conjec-
tures made in the last section. We begin with some definitions and notation. First, we
generalize on the Poisson assumption. Namely, we assume that, given N arrivals in
(0, tN], the times of the unordered arrivals are independent and identically distributed
(under Poisson arrivals, the additional assumption of uniformity is made). The dis-
tribution function for these arrivals is given by F. Now consider B, any reasonable
set of bounds on the A(ti)'s, i.e., a set which does not violate the counting process
nature of A(t). Specifically, in terms of Equation 2.4, we require the following:
10 = o = 
IN = UN = N
li-1 < li i= l, 2, . .., N (5.1)
ui-1 < ui i=1,2,. ,N
li < i i = 1, .N
The first two of these requirements are just the boundary conditions of the process;
the next two are direct consequences of the fact that A(ti_l) < A(t1 ); and the last
is a consequence of requiring that there be at least one allowable state for each of
4 0 40 4 
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the A(ti)'s. We also adapt another convenience in notation, which will be used in
this section only. Since we are only looking at A(t) and F(t) at the values t = ti, we
abbreviate A(ti) by Ai and F(ti) by Fi, i.e. we have, for the explication and proof of
the theorem only:
Ai, A(ti), Fi = F(ti), i = 0,1, ... , N
Finally, since we are only considering a single t-vector throughout the proof, we omit
it in our notation for conditioning events, e.g., instead of £B(t), we use EB.
The general formulation of the theorem is the following:
Theorem 5.1 Pr[Ai > klAj > m., B] > Pr[Ai > kcB], m < Uj
i.e., increasing the minimum number of arrivals that have occurred by time tj also
increases the probability that there have been at least k arrivals by time ti.
Proof: Note that this theorem is symmetric in i and j: i.e., it may be expressed as:
Pr[A > k, Aj > ml£B] > Pr[Ai > kl£B] x Pr[Aj > m £EB]
In this formulation it is easy to see that it is trivially true when i = j, for then the
theorem reduces to proving (when k > m)
Pr[Ai > kl £EB] > Pr[Ai > klEB] x Pr[Ai > mIEB]
Because of the symmetry, we may assume, without loss of generality, that i > j. We
now eliminate some other trivial cases. First, when k < m, the left-hand side of the
theorem is unity, making it trivially true, so we assume k > m. Second, when k < Ii,
then both sides of the theorem are unity; and when k > ui, then both sides are zero:
hence, we assume li < k < ui. Finally, both sides of the theorem are equal when
m < Ij (no new information added), so we assume Ij < m. Summarizing all of the
assumptions, then, we have:
i > j k > m
li < k < ui Ij < m < u
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Figure 5.3: Depiction of Theorem 5.1
See Figure 5.3 for a graphical interpretation of the theorem: the probability of entering
the circled states is higher, given we start from the boxed states, than it is, given we
start from the dashed-boxed states.
We begin the proof with the following Lemma:
Lemma 5.1
Pr[Aa > bAa._ = c, EB>a, E,N] > Pr[Aa > blAa_- = c- 1,EB a, ,N], c < Ua
The definition of £B>a is equivalent to that given in Equation 2.7 (although here we
omit explicit reference to the t-vector). Figure 5.4 gives a graphical interpretation of
the Lemma: we wish to prove that the probability of entering the circled states at
time ta has a higher probability when A(ta_l) = c than when A(ta_l) = c- 1. Again,
we make the following assumptions to avoid trivialities:
b > c
la < b < ua
0 < c < ua
N
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We may expand the left-hand side of the lemma as follows, just using the definition
of conditional probability:
Pr[Aa_1 = c, Aa > b, EB>aE°ON]
Pr[Aa-i = c, B>aO,N]
Pr[Aa_ = c, Aa > b, B>a ICo,N]
Pr[Aa_i = c, Aa > b, B>a£o0,N] + Pr[Aa_i = c, A < b, B aEO,N]
In a similar manner, we expand the right-hand side of the lemma to get:
Pr[Aa_i = c-1, Aa > b, -B>a I£°,N]
Pr[Aa._=c-1, Aa>b, £B>a£ °ON] + Pr[Aa_i =c-1,Aa <b, B>a IE£N]
We now make the following definitions:
W = Pr[Aa_1 = c, Aa > b, EB>a gON]
X m Pr[Aa_1 = c- 1,Aa < b,CEBaIO£° N]
Y - Pr[Aa_l = c, Aa < b, £B>"agON]
Z -- Pr[Aa-l = c- 1, Aa > b,£B>aIgoN]
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W = sample paths
traversing
X = sample paths
traversing --
Y = sample paths
traversing .....
Z = sample paths
traversing
tal ta tal ta
Figure 5.5: Depiction of Sample Paths Comprising W, X, Y, and Z
See Figure 5.5 for a depiction of the set of sample paths that each represents. W is
the probability of all sample paths which enter state c at time t_ 1, then enter a state
with index at least equal to b at time ta and then conform to the barriers given by
gB>a for times greater than t and less than tN. X, Y, and Z are defined similarly.
Substituting these in, we see that the Lemma may be restated:
W Z
W+Y - Z+X
c~ WxX > YxZ
Each of these four probabilities may be expressed as a sum of multinomial probabili-
ties, as follows:
W = Pr[Aal = c, Aa > b, B>.aE°N]
= E Pr[Aa-_ = c, Aa = , Aa+l = a+l ... , AN-1 = YN-I, AN = NJE°oN]
rw
N!
rw C(a - )!(a+ - )! (N - N-1)!
x FaC_(F- Fl)("-Ya)(Fa+l - Fa)(+-Iya) . .. (FN- FN_)(N N - 1)
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where rw is the set of all ?y's (, 7a+ .. , YN-1) which satisfy the basic definition of
a counting process, i.e., we have c < 7_ a +l • A'' < YIN-1 < N, and which also
satisfy:
b < Y < U.
la+l < 'a+1 < Ua+l
IN-1 < N-1 < UN-1
Note that X, Y, and Z may be expressed similarly.
When we multiply W by X, or Y by Z, we get a sum of terms, each of which is
the product of two multinomial terms similar to the above. We claim that, for any
term in Y x Z, consisting of the product of one term from Y and one from Z, we may
find a unique term in W x X, consisting of the product of one term from W and one
term from X, such that
term from W x X > term from Y x Z
Specifically, let (Aa-1, Aa,...,AN-1, AN) represent any point in the sample space
(where we always have AN = N). Now say that our term from Y x Z is given by the
product of
Pr[c, Ya,, Ya+l, ... YN-I, NIEN ] X Pr[c-1, a,, Z+l,... ZN-l, N£ °ON]
where we know c ya < b, z, > b, and, of course, the y's and z's are non-decreasing
with their indices. Then we choose our term from W x X to be the following product:
Pr[c, Wa = ZaWa+l = Za+l,. . ,WN-1 = ZN-1,NI£ 'N]
x Pr[c- 1, a = Ya, Xa+1 = Ya+l, .. ,XN-1 = YN-1, N[£ °ON]
We know the first term exists in W, since wa = Za > b > c and the z's are non-
decreasing. Similarly, the second term exists in X, since c- 1 < c < ya = Xa < b and
the y's are non-decreasing. We would like to show the following:
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Claim 5.1
Pr[c, z, Za+l, . . . ZN-1, NIE °oN]
> Pr[cYaya+l .. .YN_,Nl£ 'N]
x Pr[c - 1, Ya, Ya+l, .. YN-1, NI 0£° N]
x Pr[c - 1, Za, Za+l, . ZN-1-, NIEO°N ]
We expand each of the above into its multinomial form to find that the claim is true
if and only if
x
N!
!(z - c)!(z,+l - Za)! ... (N - ZN-1)!
XFC (Fa - F _,)(Z- Ca) (FN - FN- )(N-Z N- 1)
N!
(c - )!(ya - c + )!(ya+l - ya)! ... (N - YN-1)!
... (FN - FN_)( )
N!
c!(ya - c)!(ya+l - y)! ... (N - YN-1)!
xF:_(Fa - Fi)(YI- C) ... (FN - FN_y)(Nn-1)
N!
(c - 1)!(z,, - c + 1)!(z,,+l - z)! ... (N -ZN-l)!
XF(Cl)(Fa- Fa_l)(Za+l)X.a-1 a ... (FN - FN_1)(N- N- 1)
Fortunately, all of the F terms and most of the factorial terms cancel. After cancel-
lation, we find that the claim is true if and only if:
1
(z - c)!(ya - + 1)!
(Z - + 1)!
(Z -C)!
a*z.-c+
1
> (Ya - )!(z - + 1)!
- (Ya -C)!
> Ya-c+ 
4' Za > Ya
But since Za > b and Ya < b, the above is true, and hence the claim is true. Since for
each term in Y x Z we can find a unique corresponding term in W x X, then
Y x Z = >E all Y x Z terms < Y all corresponding W x X terms < W x X
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where the last inequality follows since there may be additional terms in W x X that
have not been accounted for. I (Lemma 5.1)
Now we proceed to prove the following:
Lemma 5.2
Pr[Aa > bA_,, = c, B >a-n+, oN] > Pr[Aa > bAa_n = - 1, gB>a-n+l,EO,N],
C < Ua-n+l
Again, to avoid trivialities, we assume the following:
b > c
la < b < Ua
0 < c < min(ua- 1,u an+l)
Figure 5.6 gives a graphical interpretation of the Lemma: we wish to prove that the
probability of entering the circled states at time ta has a higher probability when
A(ta-n) = c than when A(ta_n) = c - 1. The proof is by induction on n, where the
n = 1 case was proved in Lemma 5.1. Hence, we assume the Lemma to be true for n
and prove that this implies its truth for n + 1.
First we expand the left-hand side of the Lemma for n + 1:
Pr[Aa > bAa_,-n1 = c, £B>a-n, gO,N]
Ua-n
= E Pr[Aa > b, Aa_n = diAa_-n- = c, £B>a-n, O0N]
d=la-n
Ua-n
E {Pr[Aa > blAa-n = d,EB>a-n+l, O,N]
d=la-n
x Pr[Aan. = dlAa-n- = c, EB>-an, £O,N]} (5.2)
Notice that the first term in the last sum above does not need to be conditioned on
the value of Aa_-n-, since the process is Markovian. Also note that:
{Aa_. = d} £ B>a-" = {Aa.n = d} rflB>a-n+ l
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Figure 5.6: Sample Bounds for Lemma 5.2
Now we rewrite expression 5.2 as follows:
E {Pr[Aa > blAa-n = d, Ba"-n+, £EON]
d=la-n
- Pr[Aa > bAa._n = d- 1, B>a-n+l£°,N]}
x Pr[A._n > dlAa_.n- = c, £B>a-n, £o,N]
Note the inequality in the last term. Also note that we have defined
Pr[Aa > blAa-n = laIn - 1, g B>a-n +l, EO,N] = 0
We know from Lemma 5.1 that
Pr[Aa_n > dlAan_-1 = c, £B>a-n, £oN]
> Pr[Aa-n > dlAa..-. = c- 1, £B>a-n, Eo,N]
We also know from the induction hypothesis that the difference term in braces in
125
(5.3)
(5.4)
CHAPTER 5. GENERALIZING THE CONDITIONING INEQUALITIES
expression 5.3 must be nonnegative. Combining these results we have that
Expression 5.3
which proves Lemma 5.2.
> ]E {Pr[A > bAa_n = d, £B>a-+l, £oN]
d=la-n
- Pr[Aa > blA.-n = d- 1,EB>a-n+l, £°N]
x Pr[Aa-n > dlAa-n__ = - 1, EB>a-n, o,N]
Ua-n {Pr[Aa > blA = d, EB>a-n+l, EO,N
d=la.n
x Pr[Aa-n = dlAa.,n- = C- B>a-n, EON]}
= Pr[Aa > blAan-1 = c- 1, CBa-n, °ON]
I (Lemma 5.2)
Now we can prove Theorem 5.1. From Lemma 5.2 we know that
Pr[Ai > kAj = c, B>+l, £oN] > Pr[Ai > kAj = c- 1, B+l, E£°ON]
Since the value of A; is exactly specified, and the process is Markovian, we also have
that:
Pr[Ai > kAj = c- 1, £B>j+l, £° ,N] = Pr[Ai > klAj = c-1, B]
Pr[Ai > klAj = C, B >j+ l, lO N ] = Pr[Ai > klAj = c,£B]
Combining the above two results, we have that:
Pr[Ai > kAj = c, Ea]
==- Pr[Ai > kAj = c, B]
> Pr[Ai > kAj = c-1,B]
> Pr[Ai > klAj = b,B], c > b
since we can just apply Equation 5.5 recursively to get Equation 5.6. We would like
to prove that:
Pr[Ai > kAj > m, B]
4-= Z Pr[Ai > k, Aj = blAj > m, ,B]
b=m
UJ Pr[Ai Ž! kAj = b, EB] Pr[Aj =bl£B]
b=m Pr[Aj > mIcB]
> Pr[Ai > kL]
? u)
5 Pr[Ai > k, Aj = bl£B]
b=l,
? uj
_ >Pr[Ai > kAj = b, B] Pr[Aj = blB]
b=l,
(5.5)
(5.6)
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Since the denominator on the left-hand side above is not a function of b, we may
bring it over to the right. We also multiply the left-hand side by unity, in the form
of Pr[Aj r ml£ B] + Pr[Aj < mEB], so we now want to show that:
uj
y] Pr[Ai > kAj = b, £EB] Pr[Aj = blEB] {Pr[Aj > mIE] + Pr[Aj < mEB]}
b=m
7 f~U3
> Z Pr[A, > klAj = b, EB] Pr[Aj = b[£B] Pr[Aj > ml£B]
b=lj
i== Z Pr[A, > klAj = b, EB] Pr[Aj = blEB] Pr[Aj < mEB ]
b=m
? m-1
> E Pr[A > kAj = b, B] Pr[Aj = bEB] Pr[Aj > mlcB]
b=I,
uj m-1
<=•. Z E Pr[A, > klAj = b, EB] Pr[Aj = blEB] Pr[Aj = cl£B]
b=m c=l
? m-1 Uj
E Z Pr[A, > kAj = b, EB] Pr[Aj = bl£B] Pr[Aj = cB]
b=Ij c=m
If we compare the two sides of the above inequality, we see that the limits on the sums
are the same, but reversed with respect to b and c. Hence, we now simply change
indices on the left-hand side so that what was b becomes c and vice versa. We also
reverse the order of summation, so that we now want to show that:
m-l ujZ E Pr[Ai > klAj = c, EB] Pr[A; = clEB] Pr[Aj = bB]
b=l3 c=m
? m-l uj
> Z C Pr[Ai > kAj = b, FB] Pr[Aj = bE] Pr[Aj = c£S]
b=13 c=m
But now it is easy to show term-by-term dominance: i.e., to show that term (b, c) on
the left-hand side is greater than or equal to term (b, c) on the right-hand side:
Pr[Ai > kAj = c, £B] Pr[Aj = cl£B] Pr[Aj = bl£B]
> Pr[Ai > klAj = b, B] Pr[Aj = bB] Pr[A, = c£B]
i44 Pr[A, > kAj = c, £B] _ Pr[A, > kAj = b, gB]
But we know c > m and b < m- 1 so that we have c > b. Hence, by Equation 5.6,
we know that the above is true. But since we have term-by-term dominance, the sum
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also dominates (identical ranges for b and c on both sides), and hence the theorem is
true! I (Theorem 5.1)
Note the implications of this theorem. First, as the theorem is stated, decreasing
the lower bound on some A(tj) decreases the values of Pki(t), while increasing the
lower bound increases the /3ki(t)'s. Similarly, we may rearrange the statement of the
theorem as follows:
Pr[Ai > kAj > m,B] > Pr[Ai > k£B]
- 1-Pr[Ai > kAj > m,EB] < 1- Pr[Ai > klEB]
Pr[A < kAj > rr,£B] < Pr[Ai < kl£B]
Pr[Ai < k, Aj > ml] < Pr[Ai <klB] x Pr[Aj > m 'LB]
·- Pr[Aj> mA <k,gB] < Pr[Aj > ml£B]
This tells us that decreasing the upper bound on some A(tj) will also decrease the
values of ki(t), while increasing the upper bound increases the ki(t)'s. In all of
these cases, whenever all of the /3ki(t) values are decreased (increased), we are also
decreasing (increasing) the expected cumulative number of arrivals function, and
hence we are finding a lower (upper) bound to E[A(t)l£s(t)]. In the next section we
find an algorithm to determine the arrival-time probabilities under any general set
of bounds. These probabilities may then be used to find upper and lower bounds to
E[A(t)l£s(t)], as just described.
5.3 An Algorithm for Finding Arrival-Time Prob-
abilities Under General Bounds
We have introduced the notion of a set of general bounds, B, on the A(ti)'s. The
question arises, is there an easy algorithm to find quantities comparable to the /3ki(t)'s,
i.e. is there an easy way to find the quantity
k(t) _ Pr[A(ti) > k£B(t)], k = 1,2,..., N, i = 1, 2,..., N
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(where we have made explicit the set of bounds that the probability is conditioned
on)? The answer is yes, and the derivation runs parallel to that given in Chapter 2
for the recursion algorithm to find the 1ki(t)'s. Here, we present the general form and
again generalize to I.I.D. arrivals on the interval (0,tN], rather than restricting the
derivation to the Poisson case. We also maintain our notation that F represents the
distribution function for the unordered arrivals and that F/ represents the probability
that an arrival occurred prior to ti.
Note that
,fi(t) = i = 1,2,. ., N
0, k = ui+l,ui+2,..., N,
We now describe the method for calculating the other values for /3k(t). First, we
define £B<i(t) and £B>i(t) similarly to the definitions of £S<i(t) and £s>i(t) in Equa-
tions 2.6 and 2.7. Now we may begin:
f/l(t) = Pr[A(ti) > kl£B(t)]
= Pr[A(ti) > k + 1EB(t)] + Pr[A(ti) = k£CB(t)]
Recognizing the first term above as (kSl),i(t) when k < ui and zero when k = ui, we
get that:
Bk+l)i(t) + Pr[A(ti) = kl£B(t)], k =l+l, li+2,..., u 1,
Pr[A(ti) = klEB(t)], k = ui,
i = 1,2,..., N- 
So clearly the term of interest to calculate is Pr[A(ti) = kB(t)], which we do as
follows:
Pr[A(t) = (t Pr[(t)lA(ti) = , £°N(t)] x Pr[A(ti) = kO£°N(t)]
Pr[£B(t)l£° 'N(t)]
pr[£B(t)l£oN(t)] {Pr[£Bi(t)lA(ti) = k,£ON(t)]
x Pr[EB>i(t)lA(ti) = k,EO£°N(t)] x Pr[A(ti) = kEO£°N(t)]}
= -Bi x -B x( \Nk
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Note that we may break up Pr[EB(t)lA(ti) = k, £°'N(t)] into &B(t) x B(t), because,
given the value of A(ti), events prior to t are conditionally independent of events
subsequent to ti. The last term in the braces above is again due to the fact that
the number of arrivals by time ti, given N arrivals by time tN, is a binomial random
variable with "p" equal to Fi, and "1 - p" equal to FN - Fi (where FN = 1). Note
that in the case of Poisson arrivals, Fi = i and FN - F = i. We have defined
tN tN
&B(t) and (t) similarly to the definitions of &ki(t) and iki(t) in Equations 2.8 and
2.9, i.e., we have that:
&i(t)- Pr[EB<i(t)(t)t,) = k,£°N(t)]
jk(t) = Pr[£B>i(t)lA(ti) = k,£°ON(t)]
We also have that:
Pr[eB(t)E,N(t) = pr[B<N(t)lO,N(t)] = aNB(t)
= Pr[B>0(t)0gN(t)] = B(t)
The next task is to determine the values in the &B-matrix for k = 0, 1,..., N and
for i = , 2,..., N. First, it should be obvious that:
~B (t) = Pr[gB<(t)A(ti) = 0, £°N(t)] = 1, if i = 0, , i = 1, 2,..., N - 1
a&B(t) = Pr[£B<l(t)lA(tl) = k,O°'N(t)] = 1, k = 11,11+1,...,ul
&B(t) = , k = 0,1,...,li-l or k = u+1,ui+2,...,N,
i=1,2,...,N-1 (5.7)
We also define &B(t) - 0 for k = 0, 1,..., N - 1. Now consider the following:
B (t) = Pr[EB<i(t)lA(ti) = k,°EON(t)], k = li,1+l,...,ui and k > 0
k-li-I
= E Pr[&B<i•1(t), 1i < A(ti) < ui, A(ti 1, ti) =jlA(t) = k, ON(t)]
j=max(O,k-u,_l )
Here, as in Chapter 2, j represents the number of arrivals which may occur between
ti-1 and ti, while still conforming to the bounds given by £B(t). Of course, we would
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get the greatest possible number of arrivals if A(ti_l) were as small as possible, i.e., if
A(ti_ 1) = li-. In this case, the number of arrivals in (ti-l, ti] would be k-li_l: hence,
the upper limit on the sum above. To understand the lower limit, we know that we
must have a non-negative number of arrivals in (til, ti]; however, when ui1_ < k, then
A(ti,_) can be no larger than uj_l, and therefore, the number of arrivals in (ti_, ti]
can be no smaller than k - ui-l: hence, the lower limit on the sum. We continue:
k-_
&i(t) = E Pr[B<i'-(t)IA(ti-l, ti) = j,A(ti) = k,eON(t)]
j=max(0,k-u,_l )
x Pr[A(ti_,,ti) = jA(ti) = k, °ON(t)]
= kEI,. Pr[EB<i-l(t)A(ti_ ) = k - j, £°ON(t)J
j=max(O,k-u,_j )
x Pr[A(ti_l,ti) = jlA(ti) = k, £°ON(t)]
=B k
- C j(t) X (J) ( Fi ) ( Fi
j=max(,k-u,,_) FI '
k = li, 1i+1,...,ui and k > O0, i = 2,3,...,N (5.8)
Here, F is the probability that one of the arrivals occurs prior to til, given that
it occurs prior to ti. So we first fill in the first column and zero-th row of the matrix
with ones and zeroes; and we fill in other zeroes as indicated by Equation 5.7. Then
we proceed to the second column, and the third column, etc., each time calculating
the unknown values using the values from the previous column.
Now let us compare Equation 5.8 to Equation 2.10, where our set of bounds, B,
is given by S (see Equation 2.5). First consider the limits on the sum: since k < N
and ui = N, i = 1, 2, ... , N, then the bottom limit of zero makes sense. Similarly,
we have i = i, i = 1,2,..., N, so li- = i- 1, and the upper limit on the sum
should be k- (i - 1) = k - i + 1, which it is. Also, F here corresponds to i in the
tN
Poisson case. Finally, the values of k and i for which the recursion equation is valid
also correspond, since li = i and ui = N, in this special case.
Next, we must determine the values in the 4B-matrix for i = 0, 1,..., N - 1 and
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for k = 0, 1,..., N. Again, it should be obvious that:
7Bi(t) = Pr[EB>(t)lA(ti) = N, £°ON(t)] = 1, if ui = N, i = 1,2,..., N - 1
/k(N-1)(t) = Pr[B>N-l(t)lA(tN_I)=k,gON(t)] = 1, k = IN-_, IN-1+,. .. UN-1
ki(t) = 0, k=O, 1,...,li-1ork=ui+l,ui+2,...,N,
i = 1,2,...,N-1 (5.9)
We also define B (t) -0 for k = 1,2,... ,N. Now consider the following:
kBi(t) = Pr[CB>i(t)IA(ti)=k,EoN(t)], k li,li+l,...,ui and k < N
ui+ 1 -k
= E Pr[ECBi+l(t), li<A(ti) <ui, A(ti, ti+)=jlA(ti)= = k, £0N(t)]
j=max(O,l,+, -k)
Again, as in Chapter 2, j represents the number of arrivals which may occur between
ti and t+l, while still conforming to the bounds given by EB(t). Of course, we would
get the greatest possible number of arrivals if A(ti+l ) were as large as possible, i.e.,
if A(ti+l) = ui+1. In this case, the number of arrivals in (ti, ti+l] would be ui+ - k:
hence, the upper limit on the sum above. To understand the lower limit, we know that
we must have a non-negative number of arrivals in (ti, ti+l]; however, when li+l > k,
then A(ti+1 ) can be no smaller than ll, and hence, the number of arrivals in (ti, ti+l]
can be no smaller than li+1 - k: hence, the lower limit on the sum. We continue:
ui+l -k
Bki(t) = Pr[B>i+l(t)A(ti, ti+l) =j,A(ti) = k,£°,N(t)]
j=max(O,l,+l-k)
x Pr[A(ti, ti+l) = jA(ti) = k, 60'N(t)]
ui+l -k
= Z Pr[EB->i+l(t)IA(ti+l) = k + j, O£°N(t)]
j=max(O,l,+ -k)
x Pr[A(ti,ti+,) = jA(t) = k, °ON(t)]
ui1+ -k N-k-j
--B~B N - k (Fi+l-Fi j FN- Fi+ll (k+j),(i+l)(t) FN-i FN- j=max(O,,+!-k) 
-F FNi 
k- li, li+l,...,ui and k < N, i = 0,1,..., ?T-2 (5.10)
Again, we have used fractional forms of the distribution function to represent condi-
tional probabilities of arrivals. So we first fill in the last column and bottom row of
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the matrix with ones and zeroes; and we fill in other zeroes as indicated by Equation
5.9. Then we proceed to the second-to-last column, and the third-to-last column,
etc., each time calculating the unknown values using the values from the column to
the right.
Now let us compare Equation 5.10 to Equation 2.11, where our set of bounds, B, is
again given by S. First consider the limits on the sum: since ui = N, i = 1, 2, . .. N,
then the upper limit of N - k makes sense. Similarly, we have 1i = i, i = 1, 2, ... , N,
so li+l = i + 1. We also know that k > i, so as long as k > i, then we will have
li+l - k < 0, so the lower limit of zero makes sense here. When k = i, then the lower
limit of the sum in Equation 2.11 should be 1, since it is not possible to have zero
arrivals in (ti, t+l] in this case. However, since 7jBi+l(t) has already been defined to
be zero, we may start the sum at j = 0: hence the lower limit. Again, the values
of k and i for which the recursion equation is valid also correspond, since 1i = i and
ui = N, in this special case.
We now present the following definitions, which make all of the above equations
simpler and are comparable to the equations given in [Lars 90]:
iB (t) - &(t) x [F(ti) k
77Bk(t) - B(t) [F(tN) - F(ti)]I- k
i(t) x [1- F(ti)]N- k
where, for clarity, we have expanded our notation for the distribution function for the
unordered arrivals. With these definitions, we have the following for the definitions
of the aB-matrix:
aB(t) = 1, ifl = 0, i= 1,2,...,N-1 (5.11)
al(t) = [F(tl)]k, k = 1,1+1,.. ,ul (5.12)
aB(t) = O, k = 0, 1,..., li-1 or k = ui+l, ui+2,..., N,
(5.13)
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ki(t) = k- (k-j),(i-)(t) ) [F(ti)- F(ti-)],j=max(0,k-u,_l ) J
k= , li,+1,...,ui and k > 0, i = 2,3,...,N
The fiB-matrix is defined by the following:
7B (t)
77k,(N-1)(t)
7kB(t)
= 1, ifui=N, i=1,2,...,N-1
= [1 - F(tNv_l)l)-k , k = IN-1, IN-1+1, .. ., UNV-1
= 0, k = 0,1,...,li-1ork=ui+l,ui+?,...,N,
i = 0,1,...,N l1
ut, -k - k
E 7a(k+j),(i+l)(t) X [F(ti+l) -j=max(0,l,+ -k) $
k= li, li+l,...,uiandk < N, i=0,1,...,N-
- F(ti)]j ,
2 
(5.14)
(5.15)
(5.16)
(5.17)
(5.18)
Finally, we have for the /3B-matrix:
/3B(t)
/ki(t)
3Bi(t)
PkB(t)
1, k = 1,2,...,li, i = 1,2,...,N
0, k=ui+l,ui+2,...,N, i=1,2,...,N-1
= Pr[A(ti) = N£CB(t)]
t NNi(ti(t)[F(ti)] (t) f ui = NN= a(t) - QNN(t)
0, if ui < N
i = 1,2,..., N-1
1( aN B(t)1B(t )
- /(k+),i"(t) + B(t) k ki
/N(t) "/
(5.19)
(5.20)
(5.21)
k = li+l, li+2,...,u; and k < N, i = 1,2,...,N-1 (5.22)
Hence, we begin by filling in the ones and zeroes as indicated; then we calculate the
bottom row of the matrix; finally we calculate each column by a multiplication of
elements from the aB-matrix and the riB-matrix, which we then add to the element
of the ,B-matrix just below the one being calculated.
Of course, in order to calculate E[A(t)l£IB(t)], we merely add up all of the values
in column i of the B-matrix, just as in the case of the standard QIE. Similarly, all
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of the statistics corresponding to those generated by the standard QIE algorithm are
calculated in exactly the same manner as described at the end of Chapter 2. However,
in order to calculate the expected cumulative number of arrivals to the system under
this general set of bounds at intermediate values of t, E[A(t)l£B(t)l, we cannot simply
linearly interpolate between the values of the function at the ti's, as in the Poisson
case. Instead, we must use the following:
E[A(t)J£B(t)] = E[A(ti_)lSB(t)]
+ {E[A(ti)lEB(t)] - E[A(ti_l)l B(t)]} F(t) - F(t, )F(t)- F(t-1)
ti_l < t ti, i = 1,2,...,N
The validity of this expression may be seen by conditioning on the number of arrivals
at ti-l and ti, using the independence of the arrivals, and then just weighting and
adding.
This general algorithm would appear to be very useful, but its efficacy in reducing
runtimes relative to the original QIE algorithm, when used in the manners suggested
earlier in this chapter, is not evident. In the next chapter, we specialize this algorithm
in the two cases of using a reduced set of conditioning inequalities and of imposing
a maximum queue length. These algorithms have special structures which allow
a simpler calculation of their beta-matrices and hence of the expected cumulative
number of arrivals by time t.
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Chapter 6
Two Lower Bound Algorithms
Based on Changing the
Conditioning Information
In this chapter, we explore two specific algorithms, based on the general algorithm
in Chapter 5. Both algorithms assume a return to the assumption of Poisson arrivals
that was abandoned in the last chapter. In the first section, we consider reducing
the set of conditioning inequalities. When this is done, it is possible to construct
matrices similar to the a- and rl-matrices, but which only consider the times at
which the conditioning inequalities apply. Hence, the matrices so constructed have
fewer columns and require less computation. In the second section, we provide some
results of sample runs of this algorithm, considering its accuracy and its runtimes. In
the third section, we consider adding maximum queue length information to the set
of conditioning inequalities. This has the effect of allowing calculation of all of the
matrices of interest, without calculation of the large-queue events: thus, the lower left-
hand corner of these matrices are zeroed out, again reducing the amount of required
computation. Finally, we provide results of sample runs of this second algorithm that
again examine both its accuracy and the reduction in computation that is achieved.
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6.1 Algorithm Based on Reducing the Set of Con-
ditioning Inequalities
The notion of reducing the set of conditioning inequalities upon which the P-matrices
are based was first introduced in Chapter 5. The basic idea is that perhaps not
all of these inequalities are necessary in order to get a good estimate of what the
queue length is actually doing. We showed in Chapter 5 that reducing the set of
inequalities leads to a lower bound on the expected cumulative number of arrivals by
any given time. We now proceed to show the specifics of implementing this lower-
bound algorithm and investigate its computational complexity. The first step is to
demonstrate how to find E[A(t)lR(t)], the expected cumulative number of arrivals
by time t, conditioned on the reduced set of inequalities, R.
First, we need a few definitions. Say that, in terms of the ordered arrival times,
X 1, X 2 ,..., XN, we decide that the following conditions will comprise the set that we
consider:
Xl, < II
XI2 < I2
XI, = XN < Ic = N
So, Im is the index of the m-th arrival time inequality in our set of C conditions.
Note that we will always include XN < N in our set, since this is one of the boundary
conditions of the process. Now it is easy to translate this set of conditions into a
comparable set in terms of the A(ti)'s (here, we also define Io = 0):
1o = 0 < A(to) < 0
Io = 0 < A(tl) < N
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Io=0 < A(tl, ) < N
11, < A(t ) < N
I1 < A(tl,+l) < N
I, < A(t,2_1) < N
12 < A(tl2) < N
I2 < A(t 2+1) < N
IC-2 < A(tic_,-1) < N
Ic-1 < A(tlc_,) < N
IC_ < A(tlc_,+1) < N
Ic-1 < A(tN-1) < N
Ic = N < A(tN) < N
We let R represent the set of bounds for any such reduced set of inequalities, so that
we have for R:
Im l I+1 lm+l-1 = I
m = 0O, 1,...,C-1
IN =l = Ic=N
U0 = 0
U1 = U2 = -- = UN = N
Now that we have defined all of these quantities, we could go ahead and compute
full aR- , R-, and /3R-matrices, as described in Section 5.3. But this would not provide
us with any computational savings. Instead, we calculate these quantities only at the
tm's, m = 1, 2,.. ., C, and claim that, from these values, we may calculate the entire
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function, E[A(t)£ER(t)]. First, it is certainly possible to calculate the Im-th column of
the fR-matrix from the comparable columns of the crR- and rR-matrices, simply by
using Equations 5.19 through 5.22. Now we must show that it is possible to calculate
the a R- and the 7R-matrices recursively, where we only calculate the values in the
columns representing t,,,m = 1,2,..., C. We proceed to show this by way of the
following claims.
Claim 6.1
aR (t) = Pr[ER<l(t)lA(t,) = k,EO,N(t)] x (t-)k
[O. k= 0,,...,I-1
t , k
Proof: The first part of the claim comes directly from Equation 5.13 and the fact that
II, = I. The second part of the claim results because, when k > I, the probability
that all of the bounds on the A(ti)'s, for i < I, are met, is just unity. I
Claim 6.2
aR(t)k,,re(t) = Pr[ER-Im(t)IA(tIm) = k,e°oN(t)] X (tIM 
0,
E ak(k-j)m1 (t) ) ( t ) j= tN
m = 2,3,...,C
k = 0,1,..., Im- 1
k = I,Im+ 1,...,N
Proof: Again, the first part of the claim comes directly from Equation 5.13 and the
fact that lim = I,. The second part of the claim may be derived as follows:
k,, l (t) - Pr[ER<Im(t)IA(tim) k,£o N(t)]
k-lm-l
= E Pr[£R<lm(t), A(tm_,, t) = jlA(tim) = k, EON(t)],j=o
k = Im,Im + 1... N, m= 2,3,...,C
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Here, j is the number of arrivals that occur between tm_l and tm. The lower limit
on the sum is due to the fact that if A(t,_,) = k, then there are zero arrivals in the
interval. The upper limit results because, in order for the probability being summed
to be non-zero, it must be the case that A(ti,_,) > I,_l = _-. This means that
the greatest number of arrivals we can have over the interval is k- Irl. Continuing:
akIm (t) = E Pr[£RIm (t), Im_l < A(tim_l+l) < N,.. , Iml < A(tml)<N,j=o
Im < A(tim) < N,A(tzm_,,tlm) = jA(tm) = k, O£°N(t)]
k-Im-1
= Z Pr[Im_i < A(tim_+i) < N,..., Im < A(tm-1) < N,j=o
Im < A(tim) < NIE£RIm-l(t),A(tl_,,tI) = j,A(tim) = k, 6°ON(t)]
x Pr[ER<Im' (t) A(tIm,,_ tl) = j, A(tl) = k, £°'N(t)]
x Pr[A(tm._, tm) = jlA(tim) = k, £°oN(t)]
= 1 x a(k.R j),Im(t) X ( m ) (j=o \1 ti 1
The key here is that there are no new conditions imposed between tm_l and tm, so
that the probability that the numbers of arrivals at the intermediate times stay within
their bounds, given the number of arrivals at the two endpoints of the interval, is just
unity. By using the standard definition that a(t) &R(t)(ti ), we immediately
get the second result of Claim 6.2:
akt ) =-E C(kj),Im_ (t)j= / t
k = n,Im + ,...,N, m = 2,3,...,N
and so the claim has been proved. I
We continue now with two similar claims regarding the r7R-matrices.
Claim 6.3
kIC (t) -_ Pr[£ ->C- (t)IA(tlc,) = k,°ON(t)] x t )
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O. k = ,,..., Ic-1
(t-tl'c_ k = Ic _ + 1,...,N
Proof: The first part of the claim comes directly from Equation 5.17 and the fact
that Ilc_I = IC-1. The second part of the claim results because, when k > Ic-1, the
probability that all of the bounds on the A(ti)'s, for i > Ic-1, are met, is just unity.
I
Claim 6.4
R (t)
,qk,[ ,,(t) Pr[R-Im(t)lA(tim)= k, ON(t)] ( tN )
0,
N-k
= Ej=max(0,m+ -k)
k = O,1,...,m 1
R (t) (N; k) (tIm+- tIm )
(k+JImIm+ (t) 1,...,N 
k = I,Im +l,1...,IN
m = 1,2,...,C-2
Proof: Again, the first part of the claim comes directly from Equation 5.17 and the
fact that Im = I,. The second part of the claim may be derived as follows:
kIm (t) - pr[R>Im(t)A(tim) = k,O£°N(t)]
N-k
= E Pr[R>lIm (t), A(tim, tim+) = j A(tj) = k, °N(t) ],
j=max(O,I++l -k)
k = Im,Im + 1,...,N, m= 1,2,...,C-2
Here, j is the number of arrivals that occur between tIm and tIm4 . The upper limit
on the sum is due to the fact that if A(tim+i) = N, then there are N - k arrivals in
the interval. The lower limit results because, first, there must have been at least zero
arrivals in the interval. But in the case that k < I+, we know that A(tm+,) > Im+,
and hence, the number of arrivals in the interval must be at least Im+l-k. Continuing:
Rk (t) =
N-k
E Pr[ER>Im+l (t), Im < A(tm) < N, Im < A(tIm+l) < N,
j=max(O,Im+l -k)
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.* 'Im A(tm+_ ) < N, A(tm,t im+ ) = j A(tm) = k, E°'N(t)]
N-k
= E Pr[Im < A(t,) < N, Im < A(tm+l) < N,...,
j=max(0,l,m+l-k)
I, < A(tIm+._l) < NIERl-+ (t), A(t,m tjm+) = j, A(tm) = k, £°ON(t)]
x Pr[£R>Im+l(t)lA(t, ,t ii+l,) = j, A(tlm) = k, O£°N(t)]
x Pr[A(tim,tim+,) = jlA(tm) = k, 0 N(t)]
N-k (N k (ti' - tlmV /t -tm+i\ N-k-j
= 1 X 7/(k+i),Im+ (t) x t ( Jj=max(,Im+, -k) tN- tim tN - tim
The key here is that there are no new conditions imposed between tm and t,+l,,
so that the probability that the numbers of arrivals at the intermediate times stay
within their bounds, given the number of arrivals at the two endpoints of the interval,
(tN- N -kis just unity. By using the standard definition that 7 R(t) = R(t)(t ,we
immediately get the second result of Claim 6.4:77Im (t) -'77 (k+j),I+, (t) ( ik, M =j=max(0,lm+l -k) tN
k = Im,Im + ,...,N, m = 1,2,...,C-2
and so the claim has been proved. I
We have now seen how to construct limited a R- and y7R-matrices, calculating
only the columns corresponding to tim,m = 1,2,..., C. We also pointed out that
the corresponding columns of the PR-matrix may be calculated from these limited
matrices, using Equations 5.19, 5.21, and 5.22. That is, we have:
/kIm(t) = 1, k = 1,2,...,Im, m = 1,2,...,C
,fl,Im(t) = Pr[A(ti) = NER(t)]
cNIm (t)77N m (t) ( tN , (t)
aNN(t) -NN(t)
m = 1,2,...,C-1
R/ RI", (t)7 =/kIm(t) = 1(k+l),Im(t) + Nk(t) ( k) akim(t)kfIm (t)}
k = Im + 1,I + 2,...,N-1, m = 1,2,...,C-1
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Now it is easy to calculate the values of E[A(tjm)lER(t)] by using the familiar
N
E[A(tim)l£R(t)] -= Pr[A(ti.) > kl£R(t)]
k=1
N
- E I m (t)
k=l
We now make the following claim:
Claim 6.5
E[A(t)£R(t) E[At] I - t + E[A(t)JER(t)] t - t]_l
tIm - timEt - tm 1
tzm_ < t t,, m = 1,2,..., C
i.e. E[A(t)I£R(t)] is linear when tm_- < t < tim and m = 1,2,..., C.
Proof: The proof exactly parallels the proof in [Lars 90] of Lemma 3. First, we
condition both on the value of A(tm_,) and on the number of arrivals that occurred
during the interval (tim_, tim]. That is, say we are given that A(tim_,) = n and
that A(tim_,, tm) = j. Then, since there are no conditions imposed on when the j
arrivals may occur within the interval, those arrivals are conditionally independent
and uniform over the interval, so that the cumulative expected number of arrivals by
time t grows linearly with t, i.e., we have:
E[A(t)lA(t-,t) = nA(tIm-,t.) =j, E(t)] = n + t thm-l X
tim - t_1
n = Im-l, Im-1 + 1. N - j, j = 0,1, ., N - Im-1
where the limits on n and j are given to correspond to the bounds on A(tzm_,) and
on A(tim). Now we remove the conditioning, first on A(tzm_,):
E[A(t)IA(tm_,, tim) = j, gR(t)]
N-j
E E[A(t)IA(tim_,) = n,A(tim_,,tim) = j, ER(t)]
n=I-1
x Pr[A(tim_, ) = nlA(tim-,, tim) = j £R(t)]
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= f {n + jti -ti } x Pr[A(t m) = nlA(tIm,,tm) j£R(t)]
t -- tlml
= E[A(tIm_,)IA(tim_,,tim) = j,ER(t)] + j -
ti -
Finally w', remove the conditioning on A(tim_,, tim):
N-lm-I
E[A(t)ER(t)] = - E[A(t)lA(tI._,tIm) = j,ER(t)] x Pr[A(t._.,tI) = jlER(t)]
j=O
N-m- t_ 1
=I E[A(tIm-)LA(tImi- tIL) = j' ER(t) + j t
x Pr[A(ti_, ti) = j.gR(t)]
= E[(tit_ )£R(t)] + E[A(tI_. ),A(t. )IeR(t)] t I-tltIm -tim-
After substituting E[A(t)lER(t)] - E[A(tlm_,)lER(t)] for E[A(tI'_),A(tim)16R(t)]
and doing some rearranging, we see that the claim is indeed true. I
So we have now shown how to find the entire function, E[A(t)lER(t)], while only
calculating C columns of the a R -, r R-, and #/R-matrices. We call this the QIER
algorithm. Since we have not found the entire fiR-matrix, it is not possible to find
the H[kl£R(t)]'s, the probabilities that a random arrival finds k customers in queue.
However, as described at the beginning of Chapter 4, it is possible to generate all of the
other queue statistics that are generated by the standard QIE algorithm. Of course, if
we needed the H[klER(t)]'s, it would be possible to generate them just by calculating
the full #R-matrix, but then no computational savings would be realized, so it is hard
to imagine why one would choose to do this when, for the same computational effort,
one could implement the full QIE algorithm.
We now consider two specific ways of implementing the QIER algorithm. The first
and most obvious way would be to select a subset of the total set of conditions and
use that subset to calculate the entire function E[A(t)lER(t)]. So, we might choose
C = 10, and, in the case of a congestion period with N = 50 customers, we might
choose to include conditions 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50 (recall that we
must include condition N). Note that, rather than spacing these conditions evenly
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with regard to the number of the condition, it might also be of interest to space
them evenly with regard to time. For example, say that the congestion period in
question had N = 4 and C = 2. By spacing evenly with regard to condition, we
would be tempted to use A(t2 ) > 2 and A(t4) > 4 as our two conditions. However,
if our t-vector were tl = 1, t2 = 2, t3 = 5, t4 = tN = 10, it might make more
sense to choose the conditions corresponding to t3 and t4. In either case, we have
some method of choosing a set of conditions which is then used to calculate the entire
function, E[A(t)l£R(t)]. In this case, the total computational complexity of the QIER
algorithm would be O(N 2 C), because we calculate C columns of the crR- and rqR
matrices, each of which has potentially as many as N values, and each of these values
is produced by up to N computations from the previously calculated column.
We claim that, in this implementation, E[A(t)lER(t)] is a concave function. The
proof of this claim follows very closely the proof that E[A(t)lES(t)] is a concave
function in [Lars 90], so we present only a sketch here. We have the following:
Claim 6.6 EA(t)IER(t)] is a concave function of t, for 0 < t < tN.
Proof: We will show that the function is concave on (tk,,, tIk+t] for k = 1, 2, ... , C- 
by fixing the value of A(tIk_, ) and then adding up weighted concave functions. We
consider two cases.
Case 1. A(tik_l ) = m, ki, < m < N
Then of the remaining N - m arrivals, we may have any number n of them, with
n max(O, kI,, - m), uniformly and independently distributed over (tIk_ ,tlk+].
Of course, the contribution to E[A(t)ER(t), A(tI_) = m], tk_, < t < tk+1 of the
arrivals prior to tk_l is just a constant (of value m), and arrivals after tk+1 contribute
nothing. Finally, with n fixed, the contribution of the n uniform arrivals will be a
straight line. Hence, after unconditioning on n and adding in the constant, we find
that, in this case, E[A(t)lER(t), A(tik_.) = m], tk_l < t < tk+l is a straight line,
which is a concave function.
Case 2. A(tk_l ) = m, lk_, m < lIk
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Again, we temporarily fix the number of arrivals in (tk_, t*+, ] to be n, where n >
l4k+1 - m, and we define B,,mn as follows:
Bmn= {A(tl_,l) = m, A(tk+,) = m + n}
Without the time constraint at t k, we would still have that E[A(t)IB,t], tk_, < t <
tlk+1 is a straight line, starting at the value m at tk_, and ending at the value m + n
at tk+,. However, we no longer have uniform independent arrivals, since we have the
intermediate requirement that A(tlk) > IIk (in Case 1, this is automatically satisfied,
because of the value of m). It should be obvious that
E[A(tlk)lBm, A(tk) > 1,] > E[A(tlk)lBBm], tk_, < t < tk+1
since the expectation of a random variable, after it is restricted to the upper values
of its range, can only increase. It should also be clear that
E[A(t)IBmn, A(tik) > Ijk] = E[A(t)IBmn, £R(t)], tk_l < t < t,,k+
since, in the given range for t, with the endpoints fixed, the only part of ER(t) which
affects the expected cumulative number of arrivals is the intermediate condition at
tk. It is certainly still true that for values of t between t_, and tk and between tk
and tk+,, E[A(t) Bmn, A(tlk) > II] will still be linear (consider conditioning on the
value of A(tik), weighting, and adding). Hence, E[A(t)Bmn, A(t;k) > I] must be
a concave function in the given range for t, since it is piecewise-linear; it has values
equal to those of the straight line given by E[A(t)lBmn] at its endpoints; and it has
a value greater than or equal to that of the straight line given by E[A(t)IBmn] at its
single breakpoint, tk. Therefore, we can say that E[A(t)lBmn, ER(t)] is concave in
the given range, and, after unconditioning on n, since the sum of concave functions
is concave, we have that E[A(t)£ER(t), A(tlk_,) = m], t_, < t < tk+, is a concave
function.
To complete the proof, we merely uncondition on m by weighting by the appro-
priate probabilities and adding. Again, since the sum of concave functions is concave,
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and we do not alter concavity by weighting, we have that E[A(t) £R(t)] is concave
on (tjkl,tIk+,]. Since there was nothing special about the selected value of k, we
conclude that E[A(t)l£R(t)] is a concave, increasing, piecewise-linear function, with
breakpoints at the tk's, with k = 1, 2,..., C- 1. I
We now continue with specifics of this first type of implementation. One pitfall to
be aware of in this method is that, since we no longer have the requirement A(ti) > i
at all values of i, it is possible that the expected queue length at some of these
unconditioned ti's could be negative. An obvious remedy to this problem would be
first to calculate E[A(t)lER(t)] for all t; then to require that E[A(ti)IER(t)] > i for all
i; and next to linearize the function between the new values at the ti's. We know that
the original E[A(t)lER(t)] is a concave function, but adding the requirement that no
queue lengths be negative can cause the new function to violate concavity. Hence, to
get an even better bound, as a final step, we may take the concave hull of the modified
function. This technique ensures that we generate no negative queue lengths and that
the resulting function is concave and piecewise linear. Note that this function will
still be a lower bound to the actual E[A(t)lES(t)].
We may find a series of stochastically dominant lower bounds to the exact QIE
algorithm by using this first implementation (with or without the combined improve-
ments just suggested). In our N = 50 example, if we begin with the two conditions
at t25 and t50 , we get a fairly weak lower bound. As we add conditions one at a time,
each E[A(t)lER(t)] is an upper bound to the previously generated function, while
still being a lower bound to the exact E[A(t)lES(t)] (from Theorem 5.1). Since the
algorithm is essentially O(N 2 ) to find E[A(t)lER(t)] for the two-condition case (see
the discussion in the next two paragraphs), and is O(N3 ) for the exact QIE, then
we essentially have a continuum of algorithms available, with range in computational
complexity between O(N 2 ) and O(N3 ), and with accuracy increasing as complex-
ity. At this point, it is not clear where in this range the algorithm becomes "good
enough," but it is speculated that it is closer to the N2 end of the range than the N3 .
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The computational results in the next section provide some illustration of the types
of output that result for various values of C.
A second way to implement the QIER algorithm is found by recalling the original
intent for devising the algorithm, which was that perhaps the expected cumulative
number of arrivals by time t would only depend heavily on conditions in the vicinity
of ti. So, as a first approach, say that we only wish to consider the condition Xi ti
when calculating the expected cumulative number of arrivals by ti. So, if we let
R. represent the set of bounds corresponding to the two conditions, Xi < t and
XN < tN, then we would like to calculate E[A(ti)JCER(t)]. This can surely be done:
for each value of i, we calculate column i of the aRi-matrix and of the 7rRi-matrix,
plus the value CaR(t). From this, we can find all elements of the i-th column of the
,3R-matrix. Finally, we add up all of the elements in that column to get our value
for E[A(t,)El£R(t)].
Note how different this is from the previous implementation: here we choose
a different subset of conditions for each ti and calculate the expected cumulative
number of arrivals at that time based on these different conditions. This would
appear to increase the computational complexity substantially, since, for each i, we
would have an O(N 2 C) operation. There are N values of i, so the entire algorithm
in this implementation would appear to be O(N3 C), greater than the original QIE.
This would be the case if we chose a large and different set of conditions for each i,
but the current example being considered requires closer scrutiny. In this case, we
have C = 2, I1 = i, and I2 = N. So, in order to calculate column i of the aR-matrix,
we need only use Claim 6.1: i.e., calculation of the entire column requires only N - i
calculations. We also have to calculate CR'(t). Using Claim 6.2, we see that this also
requires N - i calculations. Next, we have to calculate the i-th column of the qrR,_
matrix. Using Claim 6.3, we see that this also requires N - i calculations. Finally,
there are N - i - 1 non-trivial entries in the i-th column of the ,RR-matrix, each
of which requires 0(1) operation. Hence, we see that calculation of E[A(ti)lER(t)]
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requires N - i operations, and hence, calculation of the entire function is an O(N2 )
operation.
One advantage of this implementation is that we do require A(ti) > i for every
i, so we don't have the problem of generating negative queue lengths. This function
is not necessarily concave, so we can also improve performance by taking its concave
hull. This implementation actually performs quite well (see Section 6.2), especially
considering that we are only looking at a single arrival-time inequality at each time.
But, as already mentioned, if we try to look at a different set of C > 2 inequalities
at each ti, the computational complexity becomes O(N 3 C), greater than that of the
original QIE algorithm.
In Section 6.2, we present the results of several runs of this algorithm. We con-
sider both implementations, and for the first implementation (using a single set of
conditions to generate E[A(t)lER(t)]), we consider both the method of choosing con-
ditions by spacing the conditions evenly and by spacing them evenly in time. We
compare all of the implementations to each other, and to the original QIE algorithm,
to demonstrate their accuracy and their improved runtimes. We also consider the im-
provements found by adding the requirements that no queue length be negative and
that the functions be concave. These additions improve our estimates while adding
very little to the runtimes.
6.2 Computational Results of the QIER Algorithm
We include here results from simulation of an M/M/1 queue. These data were gen-
erated by three simulation runs with Poisson arrivals at rate 10 per hour, a single
server, and exponential service times with expected values of 3 minutes for the first
run (giving a value of p = 0.5) and 4 minutes for the last two runs (giving a value
of p = 0.67). Runs were on a 386/387-based Northgate Computer Systems PC. Each
run time given below is an average of 3000 run times (for shorter runs, presented to
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thousandths of a second) or 1000 run times (for longer runs, presented to hundredths
of a second) from different runs of the program on the same data. This averaging was
necessary because the system clock is only updated every 0.0549254 seconds [Scan 83],
so to get accuracy greater than 0.1 seconds, many runs must be averaged.
We compare the QIER algorithm to the standard QIE algorithm. First, we con-
sider the case in which a fixed number of C conditions is used to generate our entire
function, E[A(t)l£ER(t)]. Then, we examine the case in which a single local condi-
tion is used at each t to generate the expected cumulative number of arrivals by
that time. The statistics that are used for comparison of the algorithms include:
E[LQI...], the time-averaged number of customers in queue; E[WQI ... ], the average
wait in queue; and 6, the approximation error, which we define to be the absolute area
between E[Q(t)lEs(t)] as generated by the exact QIE algorithm, and the lower bound
algorithm's estimate of the same function, divided by the duration of the congestion
period, tN. The run times to generate the beta-matrix for the different algorithms
are also compared.
First, consider choosing a fixed number of C conditions to generate the entire
expected queue length function. We will examine the two longest congestion periods
in the first simulation run, one with N = 18, and the other with N = 21, as well as
the longest congestion period from each of the other two runs, each with N = 58. We
consider different values of C. For the two smaller congestion periods, we begin with
a total of C = 5 conditions, then increase that number to C = 8, and finally finish
with C = 10 conditions. For the N = 58 congestion periods, we consider C = 5,
C = 10, and C = 20. In each case, we choose which k conditions to include (actually,
we only choose k - 1, since the N-th condition must always be included) by trying
to space them evenly by condition number. So, for example, in the N = 18 case,
we begin with conditions 4, 7, 11, 14, and 18. In the N = 21 case, we begin with
conditions 4, 8, 12, 16, and 21. In the N = 58 case, we begin with conditions 11,
23, 35, 47, and 58. Because we would like to show a series of stochastically dominant
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bounds, we then proceed to generate the next set of conditions by adding conditions
to the original 5 in all cases. For the N = 18 case, we add conditions 2, 9, and 16;
for the N = 21 case, we add conditions 2, 6, and 18; and for the N = 58 case, we
add conditions 5, 17, 29, 41, and 53. Although the conditions in the N = 21 case
are no longer very evenly spaced, adding the last two to generate the C = 10 set of
conditions again restores the even spacing. In the N = 18 case, we add conditions 5
and 12; in the N = 21 case, we add conditions 10 and 14; and in the N = 58 case,
we add conditions 2, 8, 14, 20, 26, 32, 38, 44, 50, and 56. The selected conditions are
summarized below.
Figures 6.1 and 6.2 present the expected queue length for the four congestion
periods and the sets of conditions above, both for the exact QIE algorithm and for
the QIER algorithm. There are a couple of things to point out with regard to
these figures. First, we have incorporated the "no negative queue-lengths" improve-
ment suggested in the last section, but have not yet incorporated the concavity filter.
Second, although the total number of conditions is 5, 8, 10, or 20, the number of
Size of Number of Conditions
Cong. Pd. Conditions Selected
C = 5 4,7,11,14,18
N = 18 C = 8 2,4,7,9,11,14,16,18
C = 10 2,4,5,7,9,11,12,14,16,18
C = 5 4,8,12,16,21
N = 21 C = 8 2,4,6,8,12,16,18,21
C= 10 2,4,6,8,10,12,14,16,18,21
C = 5 11,23,35,47,58
N = 58 C = 10 5,11,17,23,29,35,41,47,53,58
C = 20 2,5,8,11,14,17,20,23,26,29,
32,35,38,41,44,47,50,53,56,58
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Figure 6.1: Expected Queue Length for Congestion Periods with N = 18 and N = 21:
Exact QIE vs. QIER Algorithm, for C = 5, 8, and 10, No Concavity Filter
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Figure 6.2: Expected Queue Length for Two Congestion Periods with N = 58: Exact
QIE vs. QIER Algorithm, for C = 5,10, and 20, No Concavity Filter
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internal conditions selected by the user is actually one less than this, since the N-th
condition must always be selected: this is the number of conditions indicated on the
graphs themselves. The queue statistics for this set of graphs are presented in Table
6.1. The algorithm does very well on these congestion periods, and the monotonic
increase in the values of the lower bounding queue statistics, as well as the monotonic
decrease in 6, may be seen. Note that the reported run times will vary as the set
of chosen conditions changes. This is due to the way the matrices are computed,
the left-most columns having many more elements to compute than the right-most
columns. To test the variance that would result, we ran both the N = 18 and the
N = 21 congestion periods with the two extreme sets of conditions for the case C = 5,
and the results given in Table 6.2 were achieved. These results are depicted in Figure
6.3: note that we have not implemented the concavity filter for these runs. Note
that there is quite a range of run times. As one would expect, none of the extreme
cases does as well at estimating the queue length and queue statistics as the cases
where the conditions are spaced. Surprisingly, the extreme case which takes the least
amount of time does much better than that which takes the most, and approaches
the accuracy of the mixed conditions cases.
Figures 6.4 and 6.5 present the expected queue length for the four congestion
periods and the sets of conditions above, both for the exact QIE algorithm and for
the QIER algorithm, when concavity filtering is added. The queue statistics for this
set of graphs is presented in Table 6.3. Notice that, in the N = 21 case and in the first
N = 58 case, the queue statistics do not change when concavity filtering is added.
That is because the original queue length calculation did not go negative, so that the
original concave function was not modified when checked for negative queue lengths.
Hence, taking the concave hull of a concave function gives back the same function,
i.e., nothing is changed. Since we did check for concavity, though, the run times are
slightly increased. This small increase can be considered to be the maximum time
that the concavity filter could add to an N = 21 (N = 58) congestion period, since
155
CHAPTER 6. TWO LOWER BOUND ALGORITHMS
Size of Algorithm E[LQO...] E[WQI ...] Run Time
Cong. Period Used (minutes) (seconds)
QIE 2.8649 12.6644 0 0.404
N = 18 QIER, C = 5 2.4537 10.8465 0.4112 0.088
QIER, C = 8 2.5237 11.1560 0.3412 0.175
QIER, C = 10 2.5373 11.2160 0.3276 0.222
QIE 3.3870 12.0614 0 0.694
N = 21 QIER, C = 5 3.0348 10.8069 0.3523' 0.138
QIER, C = 8 3.1969 11.3841 0.1902 0.297
QIER, C = 10 3.2905 11.7174 0.0966 0.338
QIE 9.3605 49.5175 0 31.15
N = 58 (1) QIER, C = 5 8.6864 45.9513 0.6741 1.79
QIER, C= 10 8.7223 46.1412 0.6382 4.62
QIER, C = 20 9.1154 48.2206 0.2452 10.31
QIE 4.4114 21.5511 0 31.22
N 58 (2) QIER, C = 5 3.0226 14.7664 1.3888 1.79
QIER, C = 10 3.7435 18.2884 0.6679 4.64
QIER, C = 20 3.9568 19.3302 0.4546 10.40
Table 6.1: Comparison of QIE and QIER Algorithms (No Concavity Filter) for Con-
gestion Periods with N = 18, 21, and 58
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Figure 6.5: Expected Queue Length for Two Congestion Periods with N = 58: Exact
QIE vs. QIER Algorithm, for C = 5,10, and 20, with Concavity Filter
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Size of Alg. Conds. E[LQ ... ] E[WQI...] 6 Run Time
Cong. Pd. Used (minutes) (seconds)
QIE all 2.8649 12.6644 0 0.404
N = 18 QIER 1,2,3,4,18 2.1184 9.3645 0.7465 0.209
QIER 14,15,16,17,18 2.3800 10.5205 0.4850 0.014
QIE all 3.3870 12.0614 0 0.694
N = 21 QIER 1,2,3,4,21 2.3429 8.3431 1.0442 0.319
QIER 17,18,19,20,21 2.9262 10.4201 0.4609 0.015
Table 6.2: Comparison of QIE and QIER Algorithms for Congestion Periods of N = 18
and N = 21, with C = 5 and Extreme Conditions
an already concave function must be checked at every breakpoint for concavity. In
the N = 18 case, small improvements are noted, but only because the original QIER
algorithm produced a negative queue length at time tl, which was adjusted, resulting
in a non-concave function. Similarly, in the second N = 58 case, small improvements
are noted for the C = 5 case only.
Now, we consider trying to space the conditions evenly in time, rather than by
condition number, and see if that results in any change in the queue statistics. We
consider the case C = 5 for both large congestion periods (N = 18 and N = 21) in
the first run and for the N = 58 congestion period from each of the last two runs.
We look at the results with and without concavity filtering. Figures 6.6 and 6.7
present the expected queue length for the two congestion periods with N = 18 and
N = 21, and the two with N = 58, respectively, both for the exact QIE algorithm
and for the QIER algorithm, with C = 5, and with the conditions chosen to be evenly
spaced in time. The set of conditions that are chosen are 2, 6, 10, and 14 for the
N = 18 congestion period; 1, 7, 13, and 17 for the N = 21 congestion period; 5,
13, 23, and 35 for the first N = 58 congestion period; and 13, 28, 35, and 46 for
the second N = 58 congestion period. The results are shown both with and without
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Size of Algorithm E[LQ ... ] E[WQI ... ] 6 Run Time
Cong. Period Used (minutes) (seconds)
QIE 2.8649 12.6644 0 0.404
N = 18 QIER, C = 5 2.4594 10.8715 0.4056 0.091
QIER, C = 8 2.5252 11.1628 0.3397 0.178
QIER, C = 10 2.5388 11.2227 0.3261 0.226
QIE 3.3870 12.0614 0 0.694
N = 21 QIER, C = 5 3.0348 10.8069 0.3523 0.143
QIER, C = 8 3.1969 11.3841 0.1902 0.302
QIER, C = 10 3.2905 11.7174 0.0966 0.342
QIE 9.3605 49.5175 0 31.15
N = 58 (1) QIER, C = 5 8.6864 45.9513 0.6741 1.80
QIER, C = 10 8.7223 46.1412 0.6382 4.64
QIER, C = 20 9.1154 48.2206 0.2452 10.34
QIE 4.4114 21.5511 0 31.22
N = 58 (2) QIER, C = 5 3.0558 14.9285 1.3556 1.81
QIER, C = 10 3.7435 18.2884 0.6679 4.66
QIER, C = 20 3.9568 19.3302 0.4546 10.43
Table 6.3: Comparison. of QIE and QIER Algorithms, with Concavity Filter, for
Congestion Periods with N = 18, 21, and 58
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Figure 6.6: Expected Queue Length for Congestion Periods with N = 18 and N = 21:
Exact QIE vs. QIER Algorithm, for 5 Time-Spaced Conditions, with and without
Concavity Filter
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Figure 6.7: Expected Queue Length for Two Congestion Periods with N = 58: Exact
QIE vs. QIER Algorithm, for 5 Time-Spaced Conditions, with and without Concavity
Filter
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concavity filtering. The queue statistics for this set of runs are presented in Table
6.4. Again, concavity filtering makes a difference only in the N = 18 case and the
second N = 58 case. Although spacing evenly in time gives slightly better estimates
in the N = 18 example, it gives worse estimates in the other three examples, so we
can draw no definite conclusions as to a preferred method for selecting the best set of
conditions to use, although we would be inclined to use condition-spacing as a first
try. Presumably, there is some optimal set of conditions that gives the best estimate
for any given congestion period and C. This is an area which requires exhaustive
study.
6.2. COMPUTATIONAL RESULTS OF THE QIER ALGORITHM
Size of Algorithm Concavity E[LQ I...] E[WQI ...]
Cong. Pd. Used Filter? _ (minutes)
QIE - 2.8649 12.6644 0
QIER, CS No 2.4537 10.8465 0.4112
N = 18 QIER, CS Yes 2.4594 10.8715 0.4056
QIER, TS No 2.5281 11.1755 0.3368
QIER, TS Yes 2.5304 11.1855 0.3345
QIE - 3.3870 12.0614 0
QIER, CS No 3.0348 10.8069 0.3523
N = 21 QIER, CS Yes 3.0348 10.8069 0.3523
QIER, TS No 2.9594 10.5385 0.4277
QIER, TS Yes 2.9594 10.5385 0.4277
QIE - 9.3605 49.5175 0
QIER, CS No 8.6864 45.9513 0.6741
N = 58 (1) QIER, CS Yes 8.6864 45.9513 0.6741
QIER, TS No 8.6862 45.9506 0.6743
QIER, TS Yes 8.6862 45.9506 0.6743
QIE - 4.4114 21.5511 0
QIER, CS No 3.0226 14.7664 1.3888
N = 58 (2) QIER, CS Yes 3.0558 14.9285 1.3556
QIER, TS No 2.6105 12.7530 1.8009
QIER, TS Yes 2.7288 13.3309 1.6826
Table 6.4: Comparison of QIE and QIER Algorithms, with and without Concavity
Filter, Condition-Spaced (CS) and Time-Spaced (TS),
N = 18, 21, and 58
for Congestion Periods with
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Next, consider the second implementation suggested in the last section, namely,
using a single local condition at each ti: i.e., only using A(ti) > i to calculate
E[A(ti)l...]. We examine the six longest congestion periods in our first simulation
run, with numbers of customers 14, 13, 14, 18, 21, and 12, as well as the two N = 58
congestion periods, one from each of the other two runs. Figures 6.8 and 6.9 present
the expected queue length for the eight congestion periods, both for the exact QIE
algorithm and for the QIER algorithm. These figures do not incorporate the con-
cavity filter. The same set of data, but with incorporation of the concavity filter for
the QIER algorithm, is presented in Figures 6.10 and 6.11. The queue statistics
for both sets of graphs (with and without concavity filtering) are presented in Table
6.5. Note that, even though we are considering only a single condition at each ti, the
algorithm does fairly well, even without concavity filtering. When the concave hull
of the function is taken, marked improvements may be seen. In fact, for N = 18,
after concavity filtering, this algorithm is comparable in accuracy to, yet runs much
faster than, the multiple global conditions implementation for C = 10. In the N = 21
example, after concavity filtering, this algorithm is close to the accuracy of the other
implementation, with C = 5, although its run time is slightly greater. For the first
N = 58 congestion period, after concavity filtering, the algorithm is close to the ac-
curacy of the multiple global conditions, C = 20, case, yet runs much faster. And
for the second N = 58 congestion period, after concavity filtering, the algorithm is
between the C = 5 and C = 10 multiple global conditions implementation in both
accuracy and runtime. In general, however, the run times are quite fast and adding
concavity filtering adds very little to them, even less than was added in the previous
implementation of the QIER algorithm. As already discussed, this is because the
multiple global conditions implementation produces a concave function, while that
produced by the single local condition implementation may be far from concave. It
is paradoxical that the more the lower bound is improved by concavity filtering, the
less time the concavity filter takes to run!
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Expected Queue Length for Two Congestion Periods of N = 58: Exact
QIE vs. QIER, Single Local Condition, No Concavity Filter
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Figure 6.10: Expected Queue Length for Congestion Periods of N = 14, 13, 14, 18,
21, and 12: Exact QIE vs. QIER, Single Local Condition, with Concavity Filter
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Figure 6.11: Expected Queue Length for Two Congestion Periods of N = 58: Exact
QIE vs. QIER, Single Local Condition, with Concavity Filter
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Size of Algorithm E[LQ ...] E[WQI ...] 6 Run Time
Cong. Pd. Used (minutes) (seconds)
QIE 2.8066 11.5726 0 0.172
N = 14 QIER, SLC, NCF 2.5848 10.6581 0.2218 0.050
QIER, SLC, CF 2.6379 10.8770 0.1687 0.051
QIE 2.5231 11.5514 0 0.133
N = 13 QIER, SLC, NCF 2.0712 9.4823 0.4519 0.041
QIER, SLC, CF 2.3126 10.5878 0.2105 0.042
QIE 2.6238 8.6997 0 0.173
N = 14 QIER, SLC, NCF 2.2293 7.3917 0.3945 0.050
QIER, SLC, CF 2.4109 7.9936 0.2129 0.051
QIE 2.8649 12.6644 0 0.404
N = 18 QIER, SLC, NCF 2.2082 9.7612 0.6568 0.099
QIER, SLC, CF 2.5288 11.1783 0.3362 0.101
QIE 3.3870 12.0614 0 0.694
N = 21 QIER, SLC, NCF 2.7255 9.7058 0.6615 0.153
QIER, SLC, CF 3.0194 10.7523 0.3676 0.154
QIE 1.8193 6.4488 0 0.103
N =12 QIER, SLC, NCF 1.2786 4.5323 0.5407 0.033
QIER, SLC, CF 1.4959 5.3025 0.3234 0.034
QIE 9.3605 49.5175 0 31.15
N = 58 (1) QIER, SLC, NCF 8.7584 46.3322 0.6021 2.86
QIER, SLC, CF 9.1113 48.1992 0.2492 2.86
QIE 4.4114 21.5511 0 31.22
N = 58 (2) QIER, SLC, NCF 2.3265 11.3658 2.0849 2.87
QIER, SLC, CF 3.2942 16.0933 1.1172 2.87
..... '~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
Table 6.5: Comparison of QIE and QIER, Single Local Condition (SLC),
Filter (NCF) and Concavity Filter (CF), for Eight Congestion Periods
No Concavity
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We have presented two implementations of the QIER algorithm, both of which
provide quite good lower bounds to the actual QIE calculations, yet cut down sig-
nificantly on the running time required. Substantial work remains to be done to
determine how to choose the set of conditions to use in the multiple global conditions
implementation, both in terms of improving the bound and reducing the run times.
6.3 Algorithm Based on Restricting the Maxi-
mum Queue Length
The second idea that was introduced in Chapter 5 as a way to change the conditioning
inequalities was the notion of assuming a maximum queue length. That is, we conjec-
tured that an approximation to the expected cumulative number of arrivals function
could be found by disregarding large-queue events, thereby avoiding calculation of
their (presumably small) probabilities. We showed in Chapter 5 that introducing a
maximum queue length constraint, i.e., conditioning on the maximum queue length
being less than or equal to some value Q, also leads to a lower bound on the values
in the -matrix and hence on the expected cumulative number of arrivals by time t.
We now show the specifics of implementing this algorithm, and show how the com-
putational complexity is reduced by the zeroing out of many elements of the three
matrices.
As already stated, the condition that we will add to ES(t) is that the queue
length never exceed the length Q during the congestion period in question. Because
we have defined Q(t) as a right-continuous function, this means that, between t-1
and ti, the queue length may only increase, until the instant ti, at which time Q(ti)
is decremented by one from its value at Q(t-). So in order to ensure that the queue
length never exceed Q during the congestion period, we must require Q(ti) < Q-l, i =
1, 2,..., N. By using Equation 2.12, it is easy to see what this constraint does to the
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bounds on the A(ti)'s:
Condition from ES(t): i A(ti) < N
Additional Condition: Q(ti) Q- 1
4==* A(ti) • i + Q -1
Total Conditions: i < A(ti) < min(N, i + Q - 1)
i < A(ti) < i+Q-1, i=1,2,...,N-Q
i A(ti) < N, i=N-Q+1,N-Q+2,...,N
So this means that we have for our set Q of bounds on the A(ti)'s:
i = i, i = O,1,...,N
U0 = 0
ui = i+Q-1, i=1,2,...,N-Q
ui = N, i=N-Q+1,N-Q+2,...,N
(Here, we are using Q both to represent the maximum queue length that might
have been achieved during the congestion period, and also to represent the set of
bounds under Es(t) and the additional condition that the maximum queue length
did not exceed Q: the context should make clear which definition is being used, and
any confusion is outweighed by the confusion inherent in introducing yet another
symbol.) Note that we also have some implicit constraints on the value of Q, namely,
we require 1 Q < N, since we have to have at least one person in queue prior to
every ti in order for the congestion period to continue, and since N is the maximum
queue length achievable for a congestion period of N customers.
We now proceed to find the aQ-, 7 Q-, and PQ-matrices, using the above specific
definitions for the li's and the ui's, and using the results of Chapter 5. These results
actually follow quite readily from Equations 5.11 through 5.22 and so will not be
derived in detail here, but are presented via the following claims. We begin with the
a Q-matrix.
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Claim 6.7
aQk(t)
a k4i(t)
- , k = 1,2,Q...,
= 0, k=0,1,...,i-l1ork=i+Q,i+Q+1,...,N,
i = 1,2,...,N
E (k-j),(i-1)(t) x ( )
k=i,i + 1,...,min(i+Q
(ti - ti-)
VtN I
-1,N), i=2,3,...,N
Proof: Most of the above follows directly from Equations 5.11 through 5.14. The only
explanation required is for the lower limit on the sum in the last part of the claim
above. Consider the situation in which k = i+Q-1 and i = 2, 3,..., N-Q + 1. Then
ui-1 is actually equal to i + Q - 2, so that k - ui- = 1, rather than the zero indicated
as the lower limit. But we claim that, in this special case, the j = 0 term is zero, so
starting the sum at zero is actually valid. This can be seen by considering the first
term of the sum, which, for the values of k and i above, and j = 0, is Q
But this expression has the value of its first subscript greater than the value of its
second subscript by the amount Q, and so, by the second part of the claim above,
this aQ term, and hence the whole j = 0 term, is zero. I
We now continue with the Q-matrix.
Claim 6.8
9Ni (t)
Q
'(N-1),(N-1)(t)
77ki(t)
= 1, i=N-Q+1,N-Q+2,...,N-1
tN - tN-l
tN
- 0, k=0,1,...,i-lork=i+Q,i+Q+1,...,N,
i = 0, ,...,N-1
1=Q 3 tNk=i ,i+l,...,min(N- , i+Q-1), i=0 1...N-2
k=i,i+l,...,min(N-1,i+Q-1), i= 0,,...,N-2
akQi (t)
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Proof: Most of the above follows directly from Equations 5.15 through 5.18. The only
explanations required are for the limits on the sum in the last part of the claim above.
First consider the upper limit, which, from Equation 5.18, should be ui+l - k. We
know we can express ui = min(N, i + Q- 1) so that we also have ui+1 = min(N, i + Q)
and finally, u+l - k = min(N - k, i + Q - k). Now consider the lower limit, which,
from Equation 5.18, should be max(O, li+l - k). We know 1i+1 = i + 1, so we will have
the maximum equal to zero except in the single case when k = i. But we claim that,
in this special case, the j = 0 term is zero, so starting the sum at zero is actually
valid. This can be seen by considering the first term of the sum, which, for the values
k = i and j = 0, is r(+)(t). But this expression has a first subscript whose value
is one less than that of its second subscript, and so, by the third part of the claim
above, this irQ term, and hence the whole j = 0 term, is zero. I
Finally, we have the following for the Q-matrix.
Claim 6.9
Pk3Q(t) = 1, k=1,2,...,i, i=1,2,...,N
~Q(t) = 0, k=i+Q,i+Q+l1,...,N, i=1,2,...,N-Q
i(t) = Q(t)= i = N-Q + 1,N-Q + 2, ..., N- 1
di'(t) = fl(k+l),i(t) + aQN(t) { ( a(t)Q(t)}
k=i+1,i+2,...,min(N-l,i+Q-1), i 1,2,...,N-2
Proof: These expressions follow directly from Equations 5.19 through 5.22 and re-
quire no elaboration. I
We now have a complete method for determining the full /3Q-matrix, which in
turn may be used in the standard way to generate all of the queue statistics that are
generated by the original QIE algorithm. We call this algorithm the QIEQ algorithm.
Now let us examine its computational complexity. We first generate the aQ- and
7Q-matrices. Consider the last parts of both Claims 6.7 and 6.8. In both cases, for
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column i, we calculate at most Q elements in that column. To find the complexity of
calculating each of these elements for the aQ-matrix, we see that we have the most
terms to add up when k = i + Q - 1: in this case, we must add up Q + 1 terms
to find the single element, ca(i+Ql) i(t). Similarly, for the 7rQ-matrix, we have the
most terms to add up when k = i: in this case, we must also add up Q + 1 terms to
find the single element, r7Q(t). Hence, calculation of each column of these matrices
is O(Q 2), and since each matrix has N columns, calculation of the entire aQ- and
77Q-matrices is an O(NQ 2) operation. Finally, we multiply elements of these matrices
to generate elements of the /3Q-matrix. There are N columns of the Q-matrix to be
filled in; each of these columns has at most Q- 1 elements to be calculated (see Claim
6.9); and each of these elements requires an 0(1) computation: hence, computation
of the flQ-matrix, after computation of the other two matrices, is O(NQ), and the
computational complexity of the entire QIEQ algorithm is O(NQ 2 ).
This is quite a savings over the standard QIE algorithm, and, for large congestion
periods, even a modest value for Q (on the order of 10 or 15) can result in a fairly tight
bound (see Section 6.4). The bound can be improved even further by again forcing
concavity on the function, E[A(t)J£Q(t)]. That is, one would find the E[A(t)lEQ(t)]
function, and then take the concave hull of that function in order to get a tighter
lower bound on E[A(t)lES(t)].
An important point to note with regard to the QIEQ algorithm is that, in some
environments, we may actually know that, during some congestion period, the queue
length never exceeded the value, Q. For example, we may have a finite-capacity wait-
ing room, whose capacity we know to be Q, and by some means of observation, we
may be able to determine that the capacity was never exceeded during a given conges-
tion period. Incorporating this information into the QIE model is exactly equivalent
to assuming bounds, Q, on the A(ti)'s, as described above. So we could run the
QIEQ algorithm on the given data set, and, not only would we realize computational
savings, but we should also actually do a better job in estimating the expected cu-
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mulative number of arrivals by time t than we would do, running the original QIE
algorithm. This is due to the fact that the original algorithm takes into account all
possible arrival patterns, including those that generate large queues; but, given that
the queue length was limited, we know that those particular arrival patterns did not
occur, and by omitting them from consideration, we are actually more likely to be
close to the actual arrival pattern.
And what if, during a congestion period, the capacity of our waiting room were
exceeded and we were given the times of transition between the states "capacity
exceeded" and "capacity not exceeded?" As in the case above, we are given some
partial queue length information which should make our estimates of the queue statis-
tics better than if we did not have the information. Also, since we are given perfect
information as to the queue length at several points during the congestion period, it
should be possible to break up the congestion period and analyze each section sepa-
rately, thereby also reducing the computational burden. These are the ideas that are
explored in the next chapter.
In the next section, we present the results of several sample runs of the QIEQ
algorithm. We consider two cases. First, we consider using the algorithm as a lower
bound to E[A(t)l£s(t)], and we examine how good the bound is and how fast the
runtimes are, relative to the original QIE algorithm. Second, we look at actual
simulations with queue lengths less than or equal to Q, and we calculate E[A(t)lCQ(t)]
and compare its performance to that of E[A(t)ls(t)]: in this case, we expect the
QIEQ algorithm to be better and to have faster runtimes. These expectations are
indeed borne out.
6.4 Computational Results of the QIEQ Algorithm
We include here results from simulation of an M/M/1 queue. These data were gen-
erated by three simulation runs with Poisson arrivals at rate 10 per hour, a single
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server, and exponential service times with expected values of 3 minutes for the first
run (giving a value of p = 0.5) and 4 minutes for the last two runs (giving a value
of p = 0.67). Runs were on a 386/387-based Northgate Computer Systems PC. Each
run time given below is an average of 3000 run times (for shorter runs, presented to
thousandths of a second) or 1000 run times (for longer runs, presented to hundredths
of a second) from different runs of the program on the same data. This averaging was
necessary because the system clock is only updated every 0.0549254 seconds [Scan 83],
so to get accuracy greater than 0.1 seconds, many runs must be averaged.
We compare the QIEQ algorithm to the standard QIE algorithm. First, we con-
sider the case in which the QIEQ algorithm is used as a lower bound to the exact
QIE algorithm. Then, we examine the case in which maximum queue length data are
available, so that the QIEQ algorithm may be used to improve our estimates. The
statistics that are used for comparison of the algorithms include: E[LQ I ... ], the time-
averaged number of customers in queue; E[WQI ... ], the average wait in queue; , the
approximation error, which we define to be the absolute area between E[Q(t)l£s(t)]
as generated by the exact QIE algorithm, and the lower bound algorithm's estimate
of the same function, divided by the duration of the congestion period, tN; and , the
time-averaged error, defined to be the absolute area between the actual queue length
graph and the QIE (or QIEQ) expected queue length graph, divided by the total time
of the congestion period. The run times to generate the beta-matrix for the different
algorithms are also compared.
When we are not given data regarding the maximum queue length but have a long
congestion period to analyze, we may wish to lower bound the QIE output by using
the QIEQ algorithm. Examples of this are presented in Figures 6.12 and 6.13. These
graphs illustrate the mean queue length as estimated by the QIE algorithm, compared
with the same quantity as estimated by the QIEQ algorithm, for congestion periods
of 18, 21, and 58 customers. We present these comparisons for values of Q of 5, 8, and
10 for the two shorter congestion periods, and Q = 5, 10, and 15 for the two N = 58
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congestion periods. Note that as Q increases, the bound gets tighter, and the values of
E[LQ £Q(t)] also increase, up to the maximum given by the standard QIE algorithm,
while the value of decreases to 0. Also note that, for the two shorter congestion
periods and the second N = 58 congestion period with Q = 10, the QIEQ algorithm
is very close to the exact QIE algorithm yet requires considerably less running time.
For the first N = 58 congestion period, we must have at least Q = 15 to obtain a
bound that is reasonably close, but again, the running time is still far less than that
of the exact QIE algorithm. Comparisons of the values of the time-average queue
length, the expected wait in queue, the approximation error, and the running times
for these data are provided in Table 6.6.
Recall that we suggested that the QIEQ algorithm could be improved by taking the
concave hull of the expected cumulative number of arrivals by time t. This concave
hull is still a lower bound, but is tighter than that generated by the QIEQ algorithm
alone. In Figures 6.14 and 6.15, we present the output of the same congestion periods
and values of Q we considered above, but this time we add concavity filtering to the
QIEQ algorithm. Comparisons of the values of the time-average queue length, the
expected wait in queue, the approximation error, and the running times for these data
are provided in Table 6.7. Note that the run times are not significantly increased by
the additional task of the concavity filtering, but that in many instances, the bound is
tightened quite significantly after the concave hull has been taken. This is particularly
evident in the first N = 58 congestion period, where, even with Q = 5, we get quite
a good bound after concavity filtering.
Next, we compare the QIEQ algorithm to the standard QIE algorithm, when we
actually have maximum queue length data available. Consider a congestion period
with N = 11, as shown in Figure 6.16, and suppose we have a pressure-sensitive
mat at position Q + 1 in the queue, and we determine that, over the course of the
given congestion period, the mat was never depressed, so the queue length could not
have exceeded Q. The figure depicts the exact queue length for the period (which,
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Size of Algorithm E[LQ I...] E[WQ ...] 6 Run Time
Cong. Pd. Used (minutes) (seconds)
QIE 2.8649 12.6644 0 0.404
N = 18 QIEQ, Q = 5 2.1541 9.5221 0.7108 0.084
QIEQ, Q = 8 2.7703 12.2461 0.0946 0.167
QIEQ, Q = 10 2.8568 12.6282 0.0082 0.235
QIE 3.3871 12.0615 0 0.694
N = 21 QIEQ, Q = 5 2.1681 7.7205 1.2190 0.102
QIEQ, Q = 8 2.9874 10.6383 0.3996 0.208
QIEQ, Q 10 3.2773 11.6706 0.1098 0.301
QIE 9.3605 49.5175 0 31.15
N = 58 (1) QIEQ, Q = 5 2.4845 13.1428 6.8761 0.423
QIE Q, Q = 10 5.0879 26.9151 4.2726 1.20
QIEQ, Q = 15 7.5336 39.8530 1.8269 2.69
QIE 4.4114 21.5511 0 31.22
N = 58 (2) QIEQ, Q = 5 2.4109 11.7779 2.0005 0.423
QIE, Q = 10 4.0442 19.7574 0.3672 1.20
QIEQ, Q = 15 4.4041 21.5154 0.0073 2.69
Table 6.6: Comparison of QIE and QIEQ Algorithms, for Four Congestion Periods,
No Concavity Filter
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Size of Algorithm E[LI ...] E[WQ I...] 6 Run Time
Cong. Pd. Used (minutes) (seconds)
QIE 2.8649 12.6644 0 0.404
N=18 QIEQ, Q = 5 2.4668 10.9045 0.3981 0.088
QIEQ, Q = 8 2.7791 12.2849 0.0858 0.173
QIE Q , Q = 10 2.8568 12.6282 0.0082 0.242
QIE 3.3871 12.0615 0 0.694
N = 21 QIEQ, Q = 5 3.0083 10.7125 0.3788 0.108
QIEQ, Q = 8 3.1955 11.3793 0.1915 0.215
QIE Q , Q = 10 3.3098 11.7863 0.0773 0.308
QIE 9.3605 49.5175 0 31.15
N = 58 (1) QIEQ, Q = 5 8.8658 46.9004 0.4947 0.427
QIEQ, Q = 10 8.9758 47.4823 0.3847 1.20
QIEQ, Q = 15 9.1104 48.1942 0.2501 2.70
QIE 4.4114 21.5511 0 31.22
N = 58 (2) QIEQ, Q = 5 3.1403 15.3413 1.2711 0.435
QIEQ, Q = 10 4.0915 19.9884 0.3199 1.23
QIEQ, Q = 15 4.4041 21.5154 0.0073 2.73
Table 6.7: Comparison of QIE and QIEQ Algorithms, for Four Congestion Periods,
with Concavity Filter
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with N = 11: Standard QIE and QIEQ with Q = 3,4, and 5
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6.4. COMPUTATIONAL RESULTS OF THE QIEQ ALGORITHM
Algorithm E[LQI ... ] E[WQI ...] (minutes) e Run Time
Used (actual = 1.1161) (actual = 3.7160) (seconds)
QIE 1.9230 6.4025 0.9249 0.080
QIEQ, Q = 3 1.3654 4.5460 0.5309 0.027
QIEQ, Q = 4 1.6467 5.4826 0.6947 0.034
QIE Q, Q = 5 1.8107 6.0286 0.8293 0.043
Table 6.8: Comparison of QIE and QIEQ Algorithms (with Max Queue Length Data
Given) for a Congestion Period with N = 11
in fact, never exceeds 3) and, superimposed, depicts the QIE (or QIEQ) expected
queue length. As can be seen, the standard QIE overestimates the expected queue
length, while the QIEQ estimate with Q = 3 is quite close to the actual data. With
Q = 5, the QIEQ is actually quite close to the standard QIE output: even though the
standard QIE algorithm considers many more possible events (all those with queue
length greater than 5 and less than 12), those events are of relatively low probability
and so do not have much impact on the final expected queue length. Comparative
statistics for these congestion periods are provided in Table 6.8. Notice that the
algorithm with the shortest run time gives the best estimate of the data!
We continue with the idea of having partial queue-length data available in the
next chapter. We again consider having a mat at position Q + 1 in the queue, but
this time we allow mat transitions to occur during the congestion period. This allows
us to partition the congestion period and analyze the partitions separately, thereby
giving us more accurate estimates in shorter runtimes.
187

Chapter 7
Adding Partial Queue Length
Information to Transactional Data
The QIEQ algorithm discussed in the last chapter raises the following interesting issue.
Suppose that the queue actually had some sort of sensing mechanism, for example
a pressure-sensitive mat placed at position M in the queue, such that we would be
able to detect all queue transitions from M - 1 to M, as well as all transitions from
M to M - 1. Here, we ignore the transients of customers stepping over the mat just
to achieve a position in queue which is less than M. We also assume that there is
no queue transit delay: that is when a customer leaves the queue to enter service,
the entire queue immediately shifts forward one position. Then, for a congestion
period during which no transitions are observed, we have exactly the situation in the
previous chapter, with M = Q + 1: the mat information allows us to discard the
large-queue events which we know did not occur.
For a congestion period during which mat transitions are observed, we clearly
have new information at the points of transition and so should be able to use this
information to improve the QIE performance. In addition, because the state of the
queue is known exactly at the points of transition, we may break the congestion period
down into "congestion period partitions" and analyze each of these separately, thereby
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significantly reducing the complexity of the computation. Specifically, assume, as
before, that tl, t2,..., tN are the times of service commencement for customers 1
through N. Now define a mat cycle as any period of time during which the mat is
continuously depressed. Similarly, define a non-mat cycle as any period of time within
a single congestion period between two mat cycles. Say there are r mat cycles during
the congestion period, with r > 0 (hence, there are r- 1 non-mat cycles whenever
r > 1). Then define dl, d2, ... ,dr as the times at which the mat is depressed; and
define rl, r2,..., rr as the times at which the mat is released. Note that any given
mat release time must coincide with one of the ti's. Figure 7.1 provides an example
of a congestion period which has N = 12 customers who must wait in queue, with a
mat position at M = 3, and two mat cycles ( = 2).
Whenever r > 0, the congestion period can be broken down into 2rF 1 congestion
period partitions, each of which must be one of four distinct types. The first type of
congestion period partition comprises the time (0, dl], i.e. the time from the beginning
of the congestion period until the first time that there are M customers in queue (there
must be at least M- 1 arrivals prior to time dl). The second type of congestion
period partition comprises the time (dj, rj], j = 1,..., r, a single mat cycle. This is
the time between any depression of the mat and the subsequent release. Note that
the queue can grow to any size greater than or equal to M during this congestion
period partition. The third type of congestion period partition comprises the time
(rj, dj+l], j = 1,...,r - 1, a single non-mat cycle (this type exists only when r >
2). This is the time within a single congestion period between any mat release and
subsequent depression. The queue length can be anything between 0 and M - 1
during this congestion period partition, although no server may be made idle, as this
would cause the end of the congestion period. Finally, the fourth type of congestion
period partition comprises the time (rr, tN], i.e. the time between the end of the last
mat cycle and the end of the congestion period. Including tN, there must be at least
M - 1 departures during this congestion period partition, to empty out the M - 1
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customers who are in queue at time rr. Again looking at Figure 7.1, because there
are two mat cycles (F = 2), there are two type 2 congestion period partitions, and
one each of types 1, 3, and 4.
In the next section, we introduce a general algorithm which may be used to analyze
all of the four types of congestion period partitions. Then, in each of the following
four sections, we specialize the algorithm to each of the four types of partitions. As
we analyze each congestion period partition, we will be partially filling in another
l-matrix, this one with entries flk(r), where
flk(r) _ Pr[A(ri) > klES(t),Mj
and where Ti is any time at which information is available (i.e., the tk's and the mat
depression times, the dj's). Here, M is used to denote the mat data, as contained
in the telegraph wave, such as that depicted at the bottom of Figure 7.1. We also
discuss the computational complexity of each of the specialized algorithms. Finally,
we discuss how to complete the PM-matrix and how to use it to derive the queue
statistics of interest. We call the algorithm which fills in the 8m-matrix the QIEM
algorithm.
7.1 Algorithm to Find Arrival-Time Probabilities
for Congestion Period Partitions
The fact that we have perfect information as to the queue length (and hence, the
number of arrivals) at both the beginning and end of each of the congestion period
partitions suggests that perhaps we could use the algorithm introduced in Section
5.3 in order to find the arrival-time probabilities of interest, the k(T)'s. However,
there are four requirements for that algorithm which are not fulfilled by some or all
of the congestion period partitions considered here. First, that algorithm requires
that the cumulative number of arrivals at the beginning of the period to be analyzed
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be zero: only the type 1 partition satisfies that requirement. Second, the algorithm
requires that the number in queue at the end of the period to be analyzed also be
zero: only the type 4 partition satisfies that requirement. The algorithm also requires
that the number of arrivals during the period to be analyzed be equal to the number
of departures: this is certainly not the case for the type 1 partition, since we start
out the partition with zero customers in queue and end up with M in queue (so we
must have had M more arrivals than departures). Finally, the algorithm assumes
that we only have information at instants at which there were departures from the
queue: in this case, we also have information at various arrival times. We now present
a generalization of the algorithm presented in Section 5.3, which accounts for all of
these discrepancies.
Consider a partition of an N-customer congestion period, such that we have perfect
information as to the state of the queue at both the beginning and end of the segment
or partition. Say that, during the partition, we have NA arrivals, and let NT represent
the number of arrival times and departure times during the interval that we know
with certainty. (In the standard algorithm, we have NA = N and NT = N, i.e., we
know only the N departure times with certainty.) We denote the beginning of the
partition by r0 (note that this is not assumed to be zero) and each of the "times of
interest" by Ti,i = 1,2,...,NT. We also let A A(r) represent the cumulative
number of arrivals to the system at the beginning of the interval. Here, we count only
the arrivals who have had to wait in queue. Finally, we have that A(rNT) = AO + NA.
We would like to find the generalized P-quantities, k/3(r), defined as follows:
/G(r) - Pr[A(ri) > k£EG(t)],
i = 1,2,...,NT, k=Ao + i,Ao+2,...,Ao+NA
NT
where EG(t) - {l< A(j) < u}
j=o
where here the 1j's and uj's are defined by the set of bounds G:
G - {lo, 11,..., INT-, INr, 0, U,, UNT-1, UNT}
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= {Ao,1,..., INT-1, Ao + NA, Ao, u,..., UNT-1, AO + NA)
and the lj's and uj's must also conform to the last three equations in the set 5.1, with
the boundary conditions as given above.
Then, we may proceed in a manner identical to that given in Section 5.3 to derive
the values for l(r), using the following:
EAONA(T) {A(ro) = Ao)} {A(TNT) = AO + NA}
( -rrj k-A0C(T) -Pr[£<'(,r)IA(i) = k, AoNA(r)] X ( - oTNT - to
G A (Ti Eln~s)=k.E'NoNAjx( NA (k-Ao)
7(7) - Pr[C>'(r)A(Ti) = k, AO°NA(v)] X NT - Ti
\ TNT - To
The entire derivation will not be presented here since it is so close to the derivation
of the algorithm in Section 5.3. Instead, we present the results for the three matrices.
The aG-matrix is given by:
aGoi(r) = 1, ifli = Ao, i = 1,2,...,NT-1
a(kl(r) = (-o, k = l+l,..., ul
aGi(r) = 0, k=Ao, Ao+ l,...,li-lork=u+l1,ui+2,...,Ao+NA,
i= 1,2,...,NT
= kiT =kj)(i-l)() X ( - 'j=max(O,k-ujj) 2 NT -o/
k = i, li+1,...,ui and k > Ao, i = 2,3,...,NT
The G-matrix is defined by the following:
G7(o+NA),i(r) = 1, ifui = Ao+NA, i=1,2,...,NT -1
TNT - TNT1 - I NA-(k-Ao)
k,(NT-1)(r) = TNT k IN ,INT+1 UNT-1
G71(r) = 0, k = AO, AO + 1, ... , li-1 Or k = ui+l, ui+2,..., AO + NA,
i = , 1,...,NT - 1
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G ( NA - - A') (t+l -
-j max(0,+)(r) 3 ( TNT - 7)'
k = li, li+l,..., ui and k < Ao + NA, i 0,1,...,NT - 2
Finally, we have for the P-matrix:
Pk(r) = 1, k = Ao + 1,Ao+2,...,, i = 1,2,...,NT
/kG(r) = 0, k=ui+l,ui+2,...,Ao+ NA, i = 1,2,...,N-1
(Ao+NA),i(T) = (Ao+NA),NT(r) i A + NA
0, if ui < Ao +lNA
i = 1,2,...,NT- 1
pki(r)= 1G+I)i(T) + {- NA ) G 
1(k+)"ii ( + aoAo+NA),NT(T) -Ao )
k = li+l, li+2,...,ui and k < Ao + NA, i = 1,2,...,NT-1
Note that the /G-matrix generated by this algorithm has NA rows and NT columns.
We now proceed to analyze each of the four types of congestion period partitions
in turn. For each type, we specify how to find Ao, NA, NT, and what the r-vector is.
We also specify he set of bounds li, i = 1, 2,..., NT - 1 and ui, i = 1, 2,..., NT - 1.
For all of these quantities, we indicate by a superscript of 1, 2j, 3j, or 4 whether the
quantity applies to the type 1, j-th type 2, j-th type 3, or type 4 partition respectively.
Hence, note that we will always have the following:
/0 = uP = AoP
,NT =NT  A+NA
P = 1,2j,3j,4
where P denotes the type of partition being analyzed. Similarly, we let D1, D2j, D3 j,
and D4 denote the total number of departures during the type 1, j-th type 2, j-th
type 3, or type 4 partition respectively. Note that:
r r-1
D1+ZD 2 j +D 3 j+D 4 = N
j=1 j=1
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These quantities allow us to fill in an NA by NT matrix of arrival-time probabilities,
via the above algorithm. Then we calculate the computational complexity of the
algorithm in each of the four cases. Finally, we describe how to combine all of the
information to calculate queue statistics of interest. In all of the sections that follow,
we define M to be the position of the mat, and we let r be the number of mat cycles,
with mat depression times dj and mat release times rj, as described earlier. The
set of times at which we have information as to arrivals and departures includes to
through tN and all of the dj's. In fact, we have perfect information as to the state
of the queue both at time dj (queue length equals M) and at time dj (queue length
equals M - 1), so we will utilize both pieces of information.
7.2 Type 1 Congestion Period Partition Analysis:
from 0 in Queue to M in Queue
During the type 1 congestion period partition, which runs over the time interval
(0, dl], we know that the queue length starts out at zero, and then is less than M
until the instant dl, at which time the queue length increases from M - 1 to M for
the first time. Clearly, the boundaries of this partition, the times at which we know
the state of the queue with certainty, are time to = 0, at which time we know that the
queue length is zero, and time d-, when we know that the queue length equals M -1.
Using the definitions of the last section, we also know that during the interval (0, d],
there were D1 service completions, at times t, t2,..., tD,. Hence, NT, the number of
times of interest, for this type 1 congestion period partition, is D1 + 1. Specifically,
we have the following information as to the times of interest:
NT = D1+1
dI = ti, i=0,1,...,NT- 1
rT = d1
dT
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We also know that at the beginning of the partition, there are zero customers who
have waited in queue up to time r0, so Al for this type 1 partition is zero. Since we
consider the partition to end the instant before the arrival which causes the queue
length to increment to M, i.e., at time dl, then NA, the total number of arrivals
during the partition, must be D1 + M - 1, the total number of service completions
during the partition, plus the increase in the number in queue during the partition
(from 0 to M - 1). We also know that we had continuous congestion throughout the
partition, so the values of the I 's are found from:
A(tk) > k
--- A(<r ) > i = 11, i=0,1,..., NT - 1
Finally, to find the u's, we require that the queue length, at all times during the
partition, be less than M. As pointed out in the last chapter, this is equivalent to
requiring Q(tk) < M - 1 = Q(tk) < M - 2, which means for all tk in the partition
we have:
Q(tk) < M- 2
== A(tk) < k + M-2
-- A(71 ) < i+M-2 = u, i=1,2,..., NT-1
Note that these ut's automatically satisfy ul < ul = A + NA. Summarizing, then,
we have the following information as to the arrivals during the type 1 partition:
Al = O
NA = D1 + M-1
l = i, i=0,1,...,N -i
IT = D1 +M-1
ul = 0
ui = i+M-2, i= 12,...,NT
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Using the two sets of data given above for the arrivals and the times of interest,
we may generate a '-matrix, as described in the last section. This matrix will give
all of the arrival-time probabilities of interest for the period (0, dl). It has D1 + M- 1
rows and D1 + 1 columns. The computational complexity of determining the 3 G_
matrix for this partition may be found by an analysis similar to that used in finding
the computational complexity of the QIEQ algorithm. In any column of the acG- or
rqG-matrix, there are at most M - 1 non-trivial values to compute. The number of
terms contributing to each of these values is at most M, and the number of columns
to be computed is NT -1 = D1 . Hence, as in the QIEQ algorithm, we calculate only a
band of values in each of these two matrices, making their computational complexity
O(D1M2). The 3G-matrix requires that M- 2 non-trivial values be calculated by an
0(1) operation in each of NT -1 = D1 columns, so that the computational complexity
of just calculating the fG-values is O(D1M) (again, only a band of values need be
calculated), and the computational complexity of the entire algorithm for the type 1
partition is O(D1M2 ).
We also could have analyzed the type 1 partition by using the QIEQ algorithm
directly, in the following manner, by making use of an artificial bulk departure of
M - 1 customers at time d-. Suppose that, rather than having an arrival at time
dl, we have M - I1 departures at d, with the assumption that these departures
are the last ones of the congestion period. An analysis of this congestion period,
using the QIEQ algorithm with Q = M- 1, provides us with the probabilities of
the various ways the Poisson arrivals could have occurred over the time interval
(0, d1) while still obeying the queue length constraint and the usual arrival time
inequalities, which is exactly what we are looking for. Of course, since we would have
T)+1 = TD+2- = D1,+M-1 = d-, then entries in the last M - 2 columns of the
three matrices of interest would be either zeroes or ones or redundant, so that the
useful information would be contained in a (D + M - 1) by (D1 + 1) submatrix,
identical to the matrix obtained above.
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7.3 Type 2 Congestion Period Partition Analysis:
A Single Mat Cycle
This type of congestion period partition runs over the time interval (d3,rj],j =
1,2,...,r. There are no restrictions on queue size during this congestion period
partition, except that it be greater than or equal to A! at all times during (dj,rj)
and that it then decrease from M to M- 1 at the instant rj. At first glance, it
might seem that the boundaries of this partition, the times at which we know the
state of the queue with certainty, would be dj and rj. However, consider the service
completion immediately prior to rj. We claim that at this instant, the queue length
must decrease from M + 1 to M: if the queue length were any longer, there would
be no way for it to decrease to M by time rj; and if the queue length were shorter,
the mat would have been released prior to rj. This implies that there must have
been zero arrivals between this prior service completion and rj. This is similar to the
situation we have in the standard QIE algorithm. Although the congestion period
(all servers busy) technically lasts from time 0 to time tN+1, we need only analyze
the period (0, tN]: we know a server was made idle at time tN+l, so we know there
were zero arrivals during (tN, tN+l].
In order to determine some of the quantities of interest for this type 2 partition
analysis, we first must calculate A2j , the cumulative number of customers who have
had to wait in queue by time dj. This can be found by first finding the total number
of service completions by time dj, which is equal to D1 + Ej'n=(D2n + D3,), and then
adding to it the number of customers in queue at time dj, which is equal to M. This
gives for Ag2:
j-1
A0j = D1 + (D2n + D3n) + M, j = 1, 2,..., r
n=l
Since the type 2 partition runs from dj to the service completion before rj, with the
times of interest comprising the service completions in this interval, then the following
199
200 CHAPTER 7. ADDING PARTIAL QUEUE LENGTH INFORMATION
should be obvious for j = 1,2,..., rF:
NTj = D2j-1
r2j0 = dj
23j = tA2-M+i' i = 1, 2,..., N2jTi AOJ -m+i, T
We may find NAi, the total number of arrivals during the partition, to be equal
to the number of service completions during the interval, N~T = D2j - 1, since the
queue length is equal to M both at the beginning and end of the partition. The
upper bounds, u j , are easily found, since there are no upper constraints on queue
length during this partition. The only implicit constraint is that the total cumulative
number of arrivals at time r2j may not exceed the total cumulative number of arrivals
by the end of the partition, i.e., we must have A(r 2j ) < Ao2 +N j . The lower bounds,
lij, are found from the following observation about all times tk during the partition:
Q(tk) > M
'; A(tk) > M+k
A(rM A2'+k) > M +k
: A(ri2j ) > Ao + i , i=1,2,., N
Summarizing, then, we have the following information as to the arrivals during the
type 2 partition, for j = 1, 2,..., r:
j-1
Ao = D1 + (D2n + D3n) + M
n=l
NA' = D2j-1
l2j = Ao' + i, i =0,1, . .., NT
uj = A2
uij = A + N , i = 1,2, . . ., N
Now we may use the data given above to generate a G-matrix for the j-th type 2
congestion period partition. This matrix will give all of the arrival-time probabilities
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of interest for the period (dj, tA2JM+N2]. It is a square matrix, having D2j - 1 rows
and columns. If we let A2i be zero and NAj be N, we see that we have exactly the
same size and bounds as in the original QIE algorithm. Hence, the computational
complexity of this algorithm must be the same as that of the original, which is O(N3 )
or O(Daj).
In fact, we could have analyzed this partition just by applying the standard QIE
algorithm. Specifically, consider our original queueing system, with a waiting room
added for the first M customers in queue; additional customers must wait outside. A
"congestion period" for this new system begins when the waiting room becomes full
(this occurs at time dj in the original system, when the queue length goes from M -1
to M). The congestion period terminates when there is again space in the waiting
room (this occurs at time rj in the original system, when the queue length goes from
M to M - 1), which is equivalent to time tN+l, so that we would analyze the period
between dj and the service completion prior to rj, just as suggested above. Analysis
of this new congestion period, using the original QIE algorithm, gives us a (D2j - 1)
by (D2j - 1) matrix, with the desired arrival time probabilities, identical to that
described above. Of course, we would have to shuffle indices and determine where
in the 3M-matrix these probabilities should go (this is handled automatically by our
algorithm above). Note that, for N > M, one of these type 2 congestion period
partitions could be very long, and hence its concomitant standard QIE analysis, with
computational complexity of O(Daj) could be computationally burdensome.
7.4 Type 3 Congestion Period Partition Analysis:
A Single Non-Mat Cycle
During the type 3 congestion period partition, which runs over the time interval
(rj, dj+l],l < j < r - 1, there are many constraints. First, we know that at time
rj, there are exactly M - 1 customers in queue. Second, we know that between rj
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and dj+l, there are no more than M - 1 customers in queue. Also, we know that no
server is made idle over the same time period (although we may have 0 in queue).
Finally, we know that at time dj-+, there are exactly M -1 customers in queue again.
Consider where the beginning of this partition should be defined. We know that at
rj, the queue length decreases from M to M - 1. We claim that we also know that
at the service completion immediately following rj, the queue length decreases from
M- 1 to AM- 2. It can certainly be no greater than M-1 right before the completion,
or we would have had another mat transition. It can also be no less than M - 1,
since there has been no other intervening service completion to deplete the queue.
Hence, we know that there were zero arrivals between rj and the subsequent service
completion, and therefore we may start our analysis at this subsequent time, rather
than at rj.
In order to determine some of the quantities of interest for this type 3 partition
analysis, we first must calculate A?3, the cumulative number of customers who have
had to wait in queue by ro3 , the time of the service completion subsequent to rj: this
quantity is equal to the cumulative number of arrivals by rj (since we just argued
that there are zero arrivals in (rj, r0o3]). This latter can be found by first finding the
total number of service completions by time rj, which is equal to D1 + n= (D2 +
D-,) + D2j, then adding to it the number of customers in queue at time rj, which is
equal to M - 1. This gives for Ao3J:
j-1
A03 = D + (D2n + D3n) D2 + M-1, j = 1, 2,..., r -1
n=l
Since the type 3 partition runs from 0o3 to d+l, with the times of interest comprising
the service completions in (rj,dj+l], minus the service completion at -o3j, plus the
instant prior to the arrival at dj+, then the following should be obvious for j =
1,2,...,r- 1:
NTj = D3j
Ti = tAOM+2+i, i = 0,1, ... , - 1
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TNT = djl
We may find NAj , the total number of arrivals during the partition, to be equal to
the number of service completions during the interval (rj, dj+1 ], which is D3j, since
the queue length is equal to M - 1 both at the beginning and end of that interval,
and there are no arrivals in (rj, 3]. The lower bounds, l3j's, are found from the
constraint that the busy period not end during the partition, i.e., that A(tk) > k for
all tk during the partition. We find:
A(tk) > k
A(rjA3,_+) > k
- A(i3j) > A-M+2+i, i=1,2,...,NT3 -1
Note that we also require that A(ri3?) be greater than or equal to the cumulative
number of arrivals at the beginning of the partition, i.e., we require A(r3) > A03 .
The upper bounds are found by examining the constraint that Q(tk) < M - 1 which
implies that Q(tk) < M - 2. Translating this into constraints on the A(tk)'s, for all
tk during the partition:
A(tk) < k+M-2
A(Tr A3 2+k) < k + M-2
A(r3j) < A3j +i, = 1,2 ... , N - 1
Note that these ui 's automatically satisfy u < i 3, + Nd'. Summrarizin,
then, we have the following information as to the arrivals during the type 3 partition,
for j = 1,2,...,r - 1:
j-1
Ao3j = 1 + (D2, + D ) + D2j + M-1
n=l
N3j = D3j
liJ = A,3 i=0,1,...,M-2
l3 = A -M+2+ i, i=M-1,M,...,N- 1
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j3 =- A3 + D3j
u3 = A0 +i, i = 0,1,...,nTj
Now we may use the data given above to generate a /3G-matrix for the j-th type 3
congestion period partition. This matrix will give all of the arrival-time probabilities
of interest for the period (tA3, M+2, dj+l). It is also a square matrix, having D3j rows
and columns. To find the computational complexity, first consider the caG- and the
77G-matrices. Each column has u j - 13j + 1 non-trivial values to compute, and with
the values of the bounds given above, this number of values per column must be
less than or equal to M - 1. Each of these values is calculated as a sum of at most
ut- i 1 + 1 terms from an adjacent column, and this number must be less than or
equal to M. Finally, there are NTj = D3j columns to compute, so the complexity of
calculating these two matrices is O(D3jM2 ). Since the PG-matrix has D3j columns
to compute, each with u 3 - l?3 non-trivial elements, then calculation of this matrix
alone is O(D3jM) and the entire algorithm has computational complexity O(D 3jM 2 ).
We also could have analyzed the type 3 partition by using the QIEQ algorithm
directly, in the following manner, by making use of both an artificial bulk departure of
M- 1 customers at time d7+l, and artificial deterministic arrivals of M- 2 customers
at time 03j. That is, rather than having an arrival at time dj+l, we have M - 1
departures at dj+l, with the assumption that these departures are the last ones of the
congestion period. Similarly, rather than having a departure at rd3, we claim that the
"congestion period" begins at this instant, and we immediately have M - 2 arrivals
to the queue. An analysis of this congestion period, using the QIEQ algorithm with
Q = MAl- 1, provides us with the probabilities of the various ways the Poisson arrivals
could have occurred over the time interval (r3j, dj+1 ) while still obeying the queue
length constraint and the usual arrival time inequalities, which is exactly what we are
looking for. Of course, since the last M - 1 departures occur simultaneously at time
dj-+l, then entries in the last M - 2 columns of the three matrices of interest would
be either ones or zeroes or redundant. Similarly, since the first M - 2 arrivals are
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deterministic, then entries in the first M - 2 rows of the three matrices would also be
ones or zeroes or redundant. Hence, the algorithm would generate a (D3j + M - 2)
by (D3j + M- 2) square matrix, but only the lower left-hand square submatrix with
D3j rows and columns would contain any useful information, information identical to
that generated by the algorithm above.
7.5 Type 4 Congestion Period Partition Analysis:
from M in Queue to 0 in Queue
The type 4 congestion period partition runs over the time period (rr, tN]. We know
that at time rr, the queue length drops from M to M - 1, and hence, at time rr,
there are exactly M - 1 customers in queue. We also know that at time tN, there are
exactly 0 customers in queue. Finally, we know that during this congestion period
partition, the queue length never exceeds M - 1 customers. As in the case of the
type 3 congestion period partition, we must consider where the beginning of this
partition should be defined. We know that at rr, the queue length decreases from M
to M - 1. We claim that we also know that at the service completion immediately
following rr, the queue length decreases from M - 1 to M - 2. It can certainly be
no greater than M - 1 right before the completion, or we would have had another
mat transition. It can also be no less than M - 1, since there has been no other
intervening service completion to deplete the queue. Hence, we know that there were
zero arrivals between rr and the subsequent service completion, and therefore we may
start our analysis at this subsequent time, rather than at rr.
Since there are just the D4 service completions during this partition, but the
number included in NT does not include that at time -04, we have that NT = D 4 - 1.
Note that we must have D4 - 1 > M - 2 so that all of the customers in queue at
the beginning of the partition get emptied out by the end. We also know that the
total number of service completions through time r is D1 + zr=l D, + r= D3 + 1,
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which is more simply denoted N - D4 + 1. Hence, we have the following:
NT = D4-1
= tN-D4+l+i, i = 0,1, ... ,NT
The cumulative number of arrivals to the system by time r 4 is just the total
number of service completions by that time plus M - 2, the number in queue at r04:
hence, we have Ag = N-D 4 +M-1. Now, the total number of arrivals during (r, tN]
must be M - 2 smaller than the number of service completions, so that the M - 2
customers in queue at r4 get emptied out by tN, i.e., we have NA = D4 - M + 1. This
makes sense, since the total number of arrivals by the end of the partition, Ao4 + N4
must equal N. To find the values of 14, we know that we must have A(tk) > k for all
t k during the partition, and A(r!4) > A3. Consider the first constraint:
A(tk) > k
A(rkN+D4 -1) > k
A(r4) > N-D 4+1+i
The second constraint may be expressed:
A(r) > N- D4 + M- 1
The upper bounds are also found as the intersection of two constraints. First, we
require that the queue length be less than M at all times during the partition, so
that we have Q(t-) < M - 1 Q(tk) < M - 2. Continuing:
Q(tk) < M- 2
=:- A(tk) k+M-2
- A(7kN+D4-1) k + M-2
==- A(r) • i+N-D 4 +M-1
The second constraint is that the total number of arrivals by ri4 be less than or equal
to N, i.e.,
A( 4) < N
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Combining all of these results, then, we have for the arrivals during the type 4 parti-
tion:
A4 = N-D 4 +M-1
= D4 -M+l
14 = N-D 4 +M-1, i=0,1,...,M-2
14 = N-D 4 +l+i, i=M-1,M,...,NT
U4 = i+N-D4+M-1, i=0,1,... D4-M+1
4 = N, i= D4 -M+2,D 4 -M+3,..., N
We use the data above to generate a /3G-matrix for the type 4 congestion period
partition. This matrix will give all of the arrival-time probabilities of interest for the
period (tN-D 4+l,tN]. This matrix has D4 - M + 1 rows and D 4 - 1 columns. To
find the computational complexity, we again begin with the aG- and 77G-matrices.
Each column of these matrices has u - 14 + 1 non-trivial values to compute, which,
from the above, is at most M - 1. Each value is calculated as a sum of at most
- 4_l + 1 terms from an adjacent column, which is at most M terms. Finally,
there are NT = D4-1 columns, so that the complexity of calculating these matrices is
O(D4M2 ). The ,G-matrix also has D 4 -1 columns, each of which has u 4 - 14 < M- 2
non-trivial values to calculate (each of which is an 0(1) operation), so calculation of
~the G-matrix alone is O(D4M) and the entire algorithm is O(D4M2 ).
Again, we could have analyzed the type 4 partition by using the QIEQ algorithm
directly, by making use of artificial deterministic arrivals of M - 2 customers at
time r04. Specifically, rather than having a service completion at , we consider the
"congestion period" to begin at that instant, with M- 2 customers immediately
arriving to fill up the queue. An analysis of this congestion period, using the QIEQ
algorithm, with Q = M - 1, provides the probabilities of the ways the Poisson (non-
deterministic) arrivals could have occurred over the time interval (4, tN], while still
obeying the queue length constraint and the usual arrival-time inequalities, which
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is exactly what we are looking for. Note that, since the first M - 2 arrivals are
deterministic, then entries in the first M - 2 rows of the three matrices would either
be ones or zeroes or redundant. Hence, the algorithm would generate a square matrix,
with D4 - 1 rows and columns, but only the lower D4 - M + 1 rows would contain
useful information, the same information generated by the algorithm above.
7.6 Completion of the ,3M-Matrix
We have shown how to fill in many parts of the -matrix by analysis of congestion
period partitions. Filling in the rest of the matrix is easily accomplished in the manner
described in this section. Recall that we defined ik3(r) as follows:
/k (r) - Pr[A(ri) > kj£S(t), M], k = 1,2,..., N
where ri is any time at which information is available. Specifically, ri could represent
one of the tk's, or it could represent dj- or dj. Note that we must include both of
these latter times in our t--matrix, because we use this matrix to calculate the
cumulative expected number of arrivals and expected queue length at time t during
the congestion period. If we only included the point dj, then the expected queue
length function between the service completion prior to dj (call it r) and dj would
just be linearly increasing up to the value M. In fact, we know with certainty that
there were exactly M - 1 customers in queue just prior to dj, and there was an arrival
at dj. Hence, we would like our expected queue length function between r and dj to
be linearly increasing up to the value M - 1, and then to make a step jump up to the
value M. This is accomplished by including the time d- in the ,M-matrix.
Hence, although a standard -matrix has N rows and N columns, this /M-matrix
will have N rows (since the number of arrivals during the congestion period must still
be N), and N + 2F columns, one column each for t, t2, ... , tN, and one column for
each d and dj, for j = 1, 2,..., F. We assume that the columns of the matrix are
time-ordered, so that, for example, the column representing tD, is just to the left of
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the column representing d-, which is to the left of that representing d, which is to
the left of that representing tD,+l, etc.
The algorithms presented in the last four sections allow submatrices of the /3 -
matrix to be filled in. We next consider how to fill in the remaining rows of those
columns partially filled in by these algorithms. We claim the following for any column,
ri, of the ,-matrix which is filled in by the type P congestion period partition
algorithm:
Claim 7.1
Pr[A(ri) > kl(t) = , k > AP NP
P= 1,2j, 3j, 4
where P represents the congestion period partition algorithm used to fill in column ri
of the m3 -matrix.
Proof: Since we know that the cumulative number of arrivals to the system by the
beginning of partition P is AoP , then the probability that the cumulative number of
arrivals at a later time is greater than or equal to k, where k is less than or equal to
AP, must be one. Similarly, since we know that the cumulative number of arrivals
to the system at the end of partition P is AP + NAP, the the probability that the
cumulative number of arrivals at an earlier time is greater than or equal to k, where
k is greater than AP + NP, must be zero. I
This claim allows us to fill in all rows of the columns which are filled in by the
four partition analysis algorithms. Next, we consider which columns remain to be
completed, and how to complete them. First, we find the correspondence between
the ri's (the N + 2r columns of the M-matrix), and the dj's and tk's. We know
that by time dy, j = 1, 2,. ., F, there has been one type 1 partition with D1 service
completions, plus j - 1 types 2 and 3 partitions, with a total of Ej,= D2, + D3n
service completions, plus 2(j - 1) additional instants of information, the latter rep-
resenting times d, dl, d-, d2,. .. , djl , djl. Hence, we have that the index on the ri
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representing dj- (dj) should be one (two) greater than the sum of the total number
of service completions plus the number of additional instants of information, i.e.:
j-1
dj = ri, i = D + (D2 + D3n) + 2(j-1) + 1
n=lj-1
i = D + (D2n + D3.) + 2j - 1
n=lj-1
dj = ri, i = D + (D2n + D3n) + 2(j -1) + 2
n=1
j-1
=- i= D + (D2 n + D3n) + 2
n=lj = 1,2,...,r
So, for instance, we would have that d = 7r,+1 and that d = TD,+D 21+D 31+3, which
makes sense. If tk is between the j-th ane the (j + 1)-th mat depression, then t k
represents the (k + 2j)-th instant of information during the congestion period, i.e.:
tk = Tk, tO tk < d
tk = Tk2j, dj < tk < dj+l, j = 1,2, .. , -1
tk = rk+2r, dr <tk < tN
We combine all of the above into the following:
r = ti, i = 0,1,...,D
j-1
r = dj-, i=D + (D2n+D3n) + 2j-1, j=1,2,...,r
n=l
j-1
ri = dj, i = Di + (D 2 + D3 ) + 2j, j= 1,2,...,r
n=l
(k
ri = ti-2k, i = D + (D2 + D3 n) + 2k + 1 ,...,
D + (D2n + D3n) + 2k , k = 1, 2,..., F-1
ti n= ) 
i = ti-2r, i= D+ (D + D3 )+ 2r + 1)..., (N + 2r)
n1
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Since the algorithm for the type P partition fills in the columns of the ,M-matrix
corresponding to r through TrP inclusive, we summarize here what those values
are for the four types of partition and then determine how to fill in the remaining
columns:
= tl
j-1
= tk, k=D+Z
n=1
j-1
= tk, k=D1+Z
n=1j = 1,2,...,r
j-1
= tk, k=D1 +±
n=l
= dj+l
j = 1,2,...,r- 1
r-1
= tk, k=D 1
n=l
= tN
(D 2n + D3n) + 1
(D2n + D3n) + D2j - 1
(D2n + D3n) + D2r + 2
First consider the gap between the type 1 partition and the first type 2 partition,
or between rki = d1 and rl' = tDl+l. It should be clear that the only column that
needs to be filled in between these two is that representing dl. Similarly, consider the
gap between any type 3 partition and the subsequent type 2 partition, or between
3= dj + 1- and (j+l) for j = 1,2, .... , - 1. The service completion prior to
dj-+l is at t k, k = D1 + E=1 (D2 , + D3n), so again the only column that needs to be
filled in is that corresponding to dj+l, j = 1,2,...,r - 1. In other words, we must
find Pr[A(dj) > kl£S(t), M], j = 1,2,...,F. But we claim this is easily found as
follows:
1
Ti
I
TN1
F2jT
2j
3T
3j33TI
4
TN4T
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Claim 7.2
1, k= 1, 2..., D + (D2,+D3n)+ M
Pr[A(dj) > kl£s(t),M] =n=
|Ox =(,  D+ (D2n + D3n) + M + 1, N
n=l
= 1,2,...,r
Proof: We know that the cumulative number of arrivals by dj is equal to the number
of departures by that time plus the number in queue (which we know has just increased
to M): hence, we know
j-1
A(dj) = D + (D2n + D3n)+ M
n=1
Since we know the value of A(dj) to be exactly that above, the result of the claim
follows immediately. I
Next, consider any columns missing between the last (-th) type 2 partition and
the type 4 partition, or between Tr2r and 4. It should be clear that there are
two missing columns between these, those corresponding to thr and thr+1, with hr =
D1 + Erl (D2n + D3 n) + D2r. Similarly, consider which columns are missing between
any of the first r - 1 type 2 partitions and the subsequent type 3 partitions, or
between rN and r3j, with j = 1,2, '- 1. It should be clear that there are two
missing columns between these, those corresponding to th, and th,+1, with h =
D1 + EI=l (D2n + D3n) + D2j. In both cases just cited, we know that thj corresponds
to mat release time rj, and th,+1 to the subsequent service completion. Hence, by
previous arguments, and since we know there are M - 1 customers in queue at the
mat release time, then we also know that
j-i
A(th,) = D1 i, (D2n D3n) + D2j + M- 1
n=l
= A(tth+),j = 1,2. r (7.1)
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where the two values are equal because, by previous arguments, we can have no
arrivals between a mat release and a subsequent service completion., unless that arrival
coincides with a mat depression. Hence, we have the following:
Claim 7.3
Pr[A(th,) > k£s(t), M] = Pr[A(th,+l) > kjs(t), M]
1, k = 1, 2, ... D + (D2 + D3n) + D2j + M-1
n=l
0, k = (D + (D2n + D3n) + D2j + M), . ., N
j-1
hj = D + Ad (D2 + D3n) + D2j, j = 1, 2,..., r
n=l
Proof: We know the exact values of A(th,) and A(th,+l) from Equation 7.1. Hence,
the result of the claim follows immediately. I
We now have the means necessary to fill in the entire M-matrix. We use the
type 1 algorithm to fill in the upper (D1 + M- 1) x (D1 + 1) submatrix, filling in the
entries below the submatrix with zeroes as per Claim 7.1. Then we fill in the column
corresponding to dl via Claim 7.2. Next we fill in entries in the square submatrix
comprising rows (D1 + M + 1) to (D1 + D21 + M - 1) and columns (D1 + 3) through
(D1 + D21 + 1), according to the type 2 algorithm, and fill in above and below the
submatrix using Claim 7.1. Next we fill in the columns corresponding to r and the
subsequent service completion, using Claim 7.3. We continue until the entire matrix
is filled in. An example of this filling-in procedure is provided in Figure 7.2.
Once the matrix is completely filled in via the QIEM algorithm, its values may
be used to generate queue statistics. This is done in a method similar to that used
in [Lars 90]. We calculate E[A(Ti)lE(t), M] for all of the service completion times,
as well as for the dy-'s and the dj's, by adding up all of the values in the i-th column
of the M-matrix. To find E[Q(ri)lCs(t),M], note the following:
E[Q(tk)lIS(t),M] = E[A(tk)lEs(t),M]-k + 1
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Figure 7.2: Sample Congestion Period with M = 4, N = 17, and r = 2; and Its
PM3-Matrix (D 1 = 2, D21 = 4, D31 = 3, D22 = 3, D4 = 5)
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7.7. COMPUTATIONAL RESULTS: QIE VS. QIEM
E[Q(tk)lE(t),M] = E[A(tk)les(t),M]- k
E[Q(d-j)Ils(t),M] = E[A(dj)Jl£s(t),M] - hj = M - 1
E[Q(dj)lcs(t),M] = E[A(dj)IlE(t),M]- h = Af
hj = index of service completion just prior to dj
Of course, both E[A(r)I£s(t), M] and E[Q(r)I£s(t), M] are linear between the values
specified. We may then calculate the time-average queue length as the area under
E[Q(r) jEs(t), M], divided by the total congestion period time:
E[LQIe (t)M] = t E (, - Ti) E[Q(7 -)ES (t),M] + E[Q(rs_1)ilE (t)o 
where we assume that dj - dj = O. The average wait in queue is still found to be:
E[WQ ES(t), M] = tN-E[LQ eS(t), M]
Incidence probabilities, H[kl£s(t),M], are found by creating a square submatrix
of the P/-matrix, which only contains the columns corresponding to the service
completion times and then proceeding exactly as described in [Lars 90], using this
reduced matrix. E[eQ IES(t), M], the average queue length experienced by a randomly
arriving customer, is also calculated exactly as in [Lars 90].
7.7 Computational Results: Comparison of the
QIE and the QIEM Algorithms
We include here results from simulation of an M/M/1 queue. These data were gen-
erated by three simulation runs with Poisson arrivals at rate 10 per hour, a single
server, and exponential service times with expected values of 3 minutes for the first
run (giving a value of p = 0.5) and 4 minutes for the last two runs (giving a value of
p = 0.67). We compare the QIEM algorithm to the standard QIE algorithm and also
consider the effect of moving the mat to different positions. The statistics that are
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used for comparison of the algorithms include: E[LQ ... ], the time-averaged number
of customers in queue; E[WQI ... ], the average wait in queue; and , the time-average
error, defined to be the absolute area between the actual queue length graph and
the QIE expected queue length graph, divided by the total time of the congestion
period. The run times to generate the beta-matrix for the different algorithms are
also compared. Runs were on a 386/387-based Northgate Computer Systems PC.
Each run time given below is an average of 1000 run times (for longer runs, pre-
sented to hundredths of a second) or 3000 run times (for shorter runs, presented to
thousandths of a second) from different runs of the program on the same data. This
averaging was necessary because the system clock is only updated every 0.0549254
seconds [Scan 83], so to get accuracy greater than 0.1 seconds, many runs must be
averaged.
In Figures 7.3, 7.4, and 7.5, we compare the QIE and the QIEM algorithms.
In those figures, we present the six congestion periods with N > 12 from the first
simulation run, as well as the longest congestion period (each with N = 58) from
each of the last two runs. We compare the standard QIE performance (left set of
graphs) with that of the QIEM" algorithm (right set of graphs), with a mat added
at position M = 3 for the six shorter congestion periods and at position M = 5 for
the two N = 58 congestion periods. Each graph on the left compares E[Q(t)l£s(t)]
to the actual queue length, as generated by the simulation run. Each graph on the
right compares E[Q(t)l£s(t), M] to the actual queue length. Note how the right-hand
graphs are able to track the queue length exactly at the mat depression (queue length
increasing from M - 1 to M) and mat release (queue length decreasing from M to
M-1) times. The values 3 and 5 were arbitrarily chosen for the mat position, although
they were reasonable values for the selected congestion periods. The extent to which
the QIEM algorithm improves the queue estimates over the QIE algorithm, for all
of the congestion periods considered, is detailed in Table 7.1. Note the considerable
improvement both in accuracy (particularly as evidenced by e) and in running time.
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N = 14 Exact, Qm Length vs ExpetaI Quae Laagth
(no mat data)
N = 14 Exct Quee Lngth v E prted Queue length
with lt = 3
Figure 7.3: Exact vs. Expected Queue Length for Congestion Periods with N = 14,
13, and 14: Standard QIE (Left) and QIEM, M=3 (Right)
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Figure 7.4: Exact vs. Expected Queue Length for Congestion Periods with N = 18,
21, and 12: Standard QIE (Left) and QIEM, M=3 (Right)
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Also note that the QIEM algorithm does not always do better than the standard QIE
(see, for instance, the queue statistics for N = 18); however, averaged over many
runs, there will be a marked improvement. It is also interesting to compare the two
N = 58 congestion periods, to see the difference in run times and in accuracy.
In Figure 7.6 we present a comparison of the performance of the QIEM algorithm,
as the value of M varies, for the congestion period of length N = 18. We also present
the performance of the standard QIE algorithm, in the row labelled "NO MAT."
As demonstrated by this figure, the values of M which provide the most accurate
estimate of queue length are not necessarily predictable for a single congestion period.
However, it is hypothesized that an optimal mat placement does exist in an ergodic
sense for a queue with specified parameters. The queue statistics corresponding to
this figure are provided in Table 7.2.
The issue of mat placement brings up the more general problem that if one does
have some customer-tracking technology available, there are many practical decisions
which must be made in order to use that technology to the best advantage. And if
the technology is not available and one wishes to find full density functions as an
improved performance measure, or to use bounds and approximations to speed up
analysis, there are other practical decisions to be made as to which algorithm or
algorithms to employ, in which situations. These issues are addressed in the next
(and final) chapter.
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Size of Data e E[LQ I...] E[WQ ... ] Run Time
Cong. Period Used (minutes) (secs)
Actual - 1.8149 7.4835
N = 14 QIE 1.0962 2.8067 11.5727 0.172
QIEM,M = 3 0.2909 1.8123 7.4727 0.027
Actual - 3.6868 16.8793
N = 13 QIE 1.4417 2.5231 11.5515 0.133
QIEM, M = 3 0.6742 3.2784 15.0092 0.039
Actual - 1.9843 6.5792 -
N = 14 QIE 0.8015 2.6239 8.6997 0.173
QIE, M = 3 0.2935 1.8419 6.1070 0.027
Actual - 2.7095 11.9771 -
N = 18 QIE 0.7426 2.8649 12.6644 0.404
QIEM, M = 3 0.5127 3.0174 13.3384 0.040
Actual -- 2.8922 10.2991
N = 21 QIE 0.8013 3.3871 12.0615 0.694
QIEM, M = 3 0.4056 3.1268 11.1346 0.026
Actual - 1.7390 6.1643 -
N= 12 QIE 0.7353 1.8193 6.4488 0.103
QIEM, M = 3 0.2582 1.6969 6.0151 0.021
Actual - 9.6573 51.0872 -
N = 58 (1) QIE 1.0962 9.3605 49.5175 31.15
QIEM, M = 5 0.9363 9.2485 48.9251 9.02
Actual - 5.3768 26.2675 -
N = 58 (2) QIE 1.6965 4.4114 21.5511 31.22
QIEM, M = 5 0.4516 5.1309 25.0664 0.781
Table 7.1: Comparison of QIE and QIEM Algorithms for Six Congestion Periods with
M = 3 and Two Congestion Periods with M = 5
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Figure 7.6: QIEM Expected Queue Length for Congestion Period with N = 18 and
Mat Placements at M = 1, 2, 3, 4, 5, and 6
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7.7. COMPUTATIONAL RESULTS: QIE VS. QIEM
Table 7.2: Queue Statistics for QIEM
and M = 1, 2, 3, 4, 5, and 6
Algorithm for a Congestion Period with N = 18
Mat I E[LQ ... ] E[WQI ... ] (minutes)
Placement (actual = 2.7095) (actual = 11.9771)
M = 1 0.4868 2.5744 11.3802
M = 2 0.4536 2.6432 11.6843
M = 3 0.5127 3.0174 13.3384
M = 4 0.4034 2.5925 11.4599
M = 5 0.6000 2.4720 10.9272
M = 6 0.5528 2.7509 12.1601
NO MAT 0.7426 2.8649 12.6644
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Chapter 8
Practical Implications and Future
Research
We have found several ways to improve and extend the queue-length estimates pro-
vided by the QIE and to reduce the runtimes required. First, we provided a recursive
method for finding the exact density functions for the arrival times and for the queue
waiting times, conditioned on the arrival-time inequalities. Although the algorithm
is slower than the original QIE algorithm, the exact density functions provide a much
richer source of informaton than do the 1ki(t) values. We gave two examples of when
these more extensive performance measures might be used. In the case of ATM's,
they could be used to provide customers with personalized information about their
wait in queue, such as the time of day when they experienced their smallest wait,
or the percentage of time that they had to wait more than 5 minutes. We also pre-
sented an airline example, in which the density functions could be used in lieu of the
present method of one-month-a-year polling of customers, to generate flight-specific
arrival-time density functions, which are then used to schedule ticket-counter staff.
Second, we found several alternative algorithms which give bounds and approxi-
mations to E[A(t)lEs(t)], the expected cumulative number of arrivals to the system
by time t, all of which have shorter runtimes than the original QIE algorithm. We
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found an upper bound based on truncating the densities of the unordered arrivals.
We also found a trapezoidal approximation which gives values demonstrably less than
those given by the upper bound. We found several lower bounds: one was based on
the concavity of the function E[A(t)lCs(t)]; a second was found by omitting some of
the arrival-time inequalities from the original set; and a third was found by adding the
condition that the queue length be less than some specified value. These bounds and
approximations can be used when large congestion periods, such as those experienced
at downtown New York City ATM's at lunchtime (on the order of many hundreds
of customers), have to be analyzed. The other use for bounds and approximations
is to allow near-real-time analysis of congestion periods, so that, in the ATM exam-
ple again, when queue lengths or queue waiting times begin to increase significantly,
some ATM's may be switched over from being full-service machines to being express
cash-only machines, thereby easing the traffic flow.
Finally, we found an algorithm which takes advantage of a specific type of partial
queue-length information, namely, the times of all (M - 1)-to-M and M-to-(M - 1)
queue-length transitions, with M some pre-specified value. Because of the exact
information available at these instants, we are able to break up the congestion period
and analyze each partition individually, which results in more accuracy and shorter
runtimes. This type of partial queue-length information could be obtained by sensor
mats, electric eyes, or ultrasonic detectors. In some banks, in fact, sensor mats have
been installed at position M = 1, i.e., at the head of the queue, so that this analysis
may be applied to queue/no queue partitions of the congestion period. This mat
position also helps to solve the "gap" problem which was mentioned at the beginning
of Chapter 2. That is, knowing when a queue exists can help to determine when
the system is actually in a congestion period, even though a gap between a service
completion and the subsequent service commencement may have been sensed.
The QIEM algorithm may be particularly useful in a setting in which the Poisson
rate of arrivals varies slowly within a single congestion period, or in which there
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is some semi-state-dependent balking. In the first case, since the QIEM algorithm
breaks the congestion period up into several congestion period partitions, then even
if the Poisson rate varies significantly over the entire congestion period, it may be
relatively stable over the course of any congestion period partition. Similarly, say that
the system experiences balking such that the probability of a customer not joining
the queue for queue lengths less than M is pi, and the probability of a customer not
joining the queue for queue lengths greater than or equal to M is P2. In this case, if
the Poisson rate of arrivals is approximately constant with ate A, then during any
type 1, 3, or 4 congestion period partition, arrivals are Poisson at rate Apl , and during
any type 2 congestion period partition, arrivals are Poisson at rate Ap,. If there were
more than two balking rates, then, theoretically, one could add mats to correspond to
the points at which the balking rate changed. This may be a simple way to capture
the effects of balking on expected queue length.
All of these new algorithms can be useful to the growing number of industries
with transactional data available, in order to help them manage their queueing envi-
ronments to improve customer service and optimize operations. However, there are
several areas of research which still need to be addressed and which would make these
algorithms even more useful.
First, the densities for the queue waiting times were found only for the case of
a first-come-first-served (FCFS) queueing discipline. Although this is the discipline
observed in many human queueing situations, there are also some human queueing
situations (large banks of ATM's, such as those at BayBank's Harvard Square branch)
and other queueing environments (e.g., mobile communications) which might be bet-
ter modelled as some other discipline, such as service in random order. It would
be useful to try to find a simple algorithm for determining the queue waiting time
densities under disciplines other than FCFS.
As was mentioned in Chapter 4, the usefulness of the bounds and approximations
found there really depends on being able to guess how to combine either the uniform
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upper bound or the trapezoidal approximation with the concavity lower bound. It
should be fairly easy to come up with a heuristic that determines these proportions
as a function of the size of the congestion period being analyzed. The nature of the
t-vector might also have some impact on the chosen proportions, but since one of the
points of using these bounds and approximations is that they are extremely fast, it
would probably be defeating the purpose to do this sort of detailed analysis.
The two lower bound algorithms discussed in Chapter 6 are also in need of some
heuristics. First, consider the multiple global conditions implementation of the QIER
algorithm. Some improvements to that algorithm were already addressed in the
computational section of Chapter 6: that is, we should always eliminate negative
queue lengths and do concavity filtering, since so little computational time is added
by these additional tasks. However, the question rtmains as to how many conditions
and which conditions should be chosen to obtain some specified level of confidence in
the tightness of the bound. Of course, the number of conditions would probably be
primarily a function of the size of the congestion period. Which specific conditions
to select might be more a function of the shape of the t-vector. The QIEQ algorithm
has the single parameter Q to be chosen: again, we would like to choose Q as a
function of the size of the congestion period to ensure a relatively tight bound. The
choice of Q might also depend on the shape of the t-vector: this is another area to
be investigated.
Finally, there are several areas to be addressed with regard to the QIEM algo-
rithm. The first is how to ensure that person number M in queue is indeed the person
who first depresses the mat; or, to turn the question around, how badly would the
QIEM estimates be thrown off if, say, the (M - 1)-th person in queue were to stand
on the mat, rather than the M-th (as assumed by the algorithm)? This is an issue
of sensitivity analysis: if the algorithm is highly sensitive to which person is standing
on the mat, then it may be preferable to run the standard QIE algorithm (i.e., no in-
formation may be better than bad information). If, on the other hand, the sensitivity
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is not that high, then it may still be possible to use the QIEM algorithm, although
its performance will be degraded.
Another issue that must be addressed in a practical setting is that of queue-length
propagation delays. In a human queueing situation, when a customer enters service, it
takes some time for the entire queue to move forward to take up the slack. If M were
relatively large, then in the analysis of the type 2 congestion period partition, it might
make sense to use the high-frequency information provided by people stepping off and
back onto the mat, as the queue moves forward, in place of the actual service-initiation
times, the ti's. This is because these service initiations might take a significant amount
of time to propagate back to the mat, and analysis based on them may not provide
accurate queue-length estimates.
As was seen in the previous chapter, the placement of the mat for a given queueing
situation is critical. The placement may be optimized in terms of accuracy: i.e., how
close do the queue estimates come to the actual values of those statistics? It may also
be optimized in terms of computational complexity: how do we minimize the amount
of computation to be done in the calculation of the #/-matrix? It is hypothesized
that, in terms of accuracy, there is a single optimal location for the mat, for a given
queue. Clearly, with M = 0 or M = oo, we get zero additional information. It remains
to be shown that, for a given set of queue parameters, the "best" mat location is at
a single value of M.
Finally, the issue of multiple mats must be addressed. That is, say we have partial
queue-length information that includes all (M1 -1) -+ M1 transitions (and back) and
all (M2 - 1) - M2 transitions (and back). This should be a fairly simple extension
of the existing QIEM algorithm, since we are simply breaking down the congestion
period further into more congestion period partitions, now with two different sets of
queue constraints. The number of mats to be used could, of course, exceed two; and
the optimal number of mats to use would require a cost-benefit analysis.
One area which still remains to be investigated is how good the QIE and the other
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algorithms presented in this thesis are, in a statistical sense. For example, we know
that if we average the QIE estimate of the expected queue length over many congestion
periods, it converges to the actual expected queue length for that particular queueing
system. However, we do not know the variance of our estimates on any given run of
the QIE. Similarly, we would like to know how close our bounds and approximations
are to the exact QIE, both in a long-run average sense, and for any single congestion
period analysis. We would also like to know how much better the QIEM algorithm
is than the standard QIE; we might decide on this basis whether implementation
of some customer-tracking technology to provide partial queue-length information is
worthwhile. This is a large area of research, which is vital if managers are to be
convinced that the information generated by these algorithms is of value to them.
Finally, in a more general sense, as was noted in Chapter 1, the amount of trans-
actional data which is available to operations managers is increasing exponentially.
Finding ways of gleaning useful information from these data is an enormous and
potentially critical area of research, in these days of global competition and shrink-
ing profit margins. We have presented algorithms for divining queue estimates from
service-time data, one small area of transactional data analysis. But there is a lot of
data out there, waiting to be turned into useful information by operations researchers,
to help managers fine-tune both their manufacturing and service operations.
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