, where models and solution strategies for the problem have been given. In many cases LATN design and expansion problems are divided into more than one step. In some of these cases the Tree Knapsack Problem (TKP) and Extended Tree Knapsack Problem (ETKP) can be used as model. To solve the overall design problem, it may be necessary to solve many TKP and ETKP models. It is thus important to be able to solve these problems efficiently, as these models may be solved a large number of times.
Before discussing the ETKP model, a brief note on the general knapsack problem or 0-1 Knapsack Problem (KP) is presented. The KP is a widely studied problem in Operations Research and combinatorial optimization. The reason is that it has many variants and is found as subproblem for many optimization problems. Generally in knapsack problems a set of items are available with associated values. A subset of items must be chosen to maximize the total value, however, generally some sort of bound is imposed making it impossible to select all items from the original set. These types of problems get their name from the situation where a hitchhiker or soldier has to fill up his knapsack with items of value from a given set while keeping within some constraint. This constraint can be weight or volume or some other measure [11] .
In the design of LATN networks a special type of knapsack problem is encountered where a precedence order is imposed on the items to be chosen. This means that in order to take a specific item, it is required that another item also be taken. For example, before a flash light can be included by a hiker, batteries must be included. After batteries have been included, it may be possible to pack a radio as well. The reverse is also true, if the batteries are taken out, so too must the radio and flashlight The TKP and ETKP are discussed in [3] , [4] , [14] and [15] , In the following section the ETKP model will be presented.
III. ETKP MODEL
The ETKP model investigated can be seen as an extension to the TKP problem, as reported in [18] and [19] . In the following discussion the items that can be included in the ETKP can be seen as customers that can possibly be serviced and can alternatively be referred to as nodes. The ETKP can be seen as choosing a subtree from a tree that maximizes the profit for including nodes in the subtree while not violating some capacity constraint.
Given is an undirected tree ( ) j . Two vital assumptions for the problem are 1) Indivisible demand assumption: Each node is serviced completely, meaning all its demand is serviced or not at all 2) Contiguity constraint: All nodes on the path between a specific node and the root node, must also be included if a node is included in the subtree. The root node has limited capacity to serve the demand of the customers, this will be denoted by a non-negative integer H . Each node also generate a flow j y , with an associated cost of ( ) j f y . This cost function can take on several forms. In order to formulate the problem as a MILP certain modeling changes was implemented to the ETKP as presented in [15] .
The vector x has 0-1 elements j x denoting the exclusion or inclusion of a node j in the subtree.
The j y variables are divided into two parts, such that 
where j p is the parent of node j . D is a diagonal matrix with diagonal elemets 1 2 , , ,
ensures the conservation of flow, where B represents the node-arc incidence matrix. The profit obtained from choosing a subtree can be seen as the profit for including nodes minus the cost of flow generated by the nodes chosen.
In this paper a specific form of the cable expansion cost
where j b is the current capacity of the link between nodes j and j p , j a is the variable cost for flow generated exceed- The next section will discuss general solution strategies and present the solution strategy used for the research forming the basis for this paper.
IV. GENERAL SOLUTION STRATEGIES
Various solution strategies exist for solving optimization problems, like standard off the shelf software, heuristics, dynamic programming, tabu search etc. For the TKP and ETKP models various dynamic programming and branch and bound methods are available, see [3] , [4] , [14] and [15] . More approaches for the general planning problem is presented in [1] .
Specifically for the ETKP a depth-first dynamic programming algorithm is presented in [15] . Note that the ETKP is represented in a depth first manner for the implementation of this algorithm
The depth-first dynamic programming algorithm for the ETKP uses recursive rules to build solutions for sub trees and to generate an optimal solution value for the problem in a recursive fashion. A negative aspect is that once an optimal objective function has been obtained, the optimal solution sub-tree and flow dimensioning is not known. An additional procedure is presented in [15] that can be used to obtain the optimal solution, after the optimal objective function value has been determined.
V. ALGORITHM DEVELOPED
The solution approach used for the ETKP is a method that uses standard off the shelf software combined with enhanced modeling and partitioning. The problems are modeled as Mixed Integer Linear Programs (MILP). This approach has the following advantages:
• Custom developed solution algorithms (like dynamic programming) is seldom readily available for use by other practitioners. Using standard software will cut down on development times.
• Guarantees on the quality of solutions. Many dynamic programming solutions can give no guarantee regarding the quality of solutions obtained in cases where time constraints prevent it from running to completion.
• The solution process proposed here will create interim feasible solutions with known bounds; this is preferred to methods that only produce solutions upon completion.
• Advances in the standard software as vendors improve their product will improve the efficiency of the solution process automatically.
The algorithm developed produces exact optimal solutions, however, intermediate solutions are also generated during the solution process. These solutions form bounds for the overall problem and these bounds improves the performance of the solution process.
A two-phase partitioning of the search space is done. The first partition aims to exploit the idea of cardinality. The idea of cardinality is estimate the optimal number of variables in the optimal solution and use this estimate to reduce the search space. The idea of cardinality was advocated in [12] and [13] .
From a specific first order partition, the Linear programming relaxation is used to identify a set of promising variables. This set is used to implement a second order partition. The overall goal of partitioning is to solve a number of easier problems, rather than one difficult problem, where the solution times of the easier problems should be relatively short.
An algorithm based on these ideas was developed for the TKP algorithm and is published in an operations research journal, [19] and presented at various conferences by the authors, [18] . The algorithm was ported to the ETKP case as well. The algorithm is presented in the appendix for the interested reader and for the sake of completeness.
The ETKP partitioning algorithm initially produced poor computation results. This was due to a large number of second order partitions to investigate. To enhance the computational efficiency several additional ideas were implemented.
The first such idea is to add valid inequalities to the formulation. The idea of valid inequalities is discussed in more detail in [9] and [10] . A large integrality gap (the difference between the best integer solution found so far and the linear programming relaxation) leads to too many second order partitions to investigate. Adding valid inequalities reduced the integrality gap and limited the number of second order partitions to investigate, improving solution times dramatically. The valid inequalities used are also presented in the Appendix to this paper.
A heuristic was also developed to obtain good starting solutions. Another use of the heuristic is to differentiate between first order partitions. The idea of the heuristic is to identify a set of promising nodes in the sense that the solution to the LP relaxation included these nodes by assigning values of 1 in the optimal LP solution although the variables were not constrained to be zero or one. A simple 0-1 knapsack is formed with nodes adjacent to the promising set. This problem is relatively easy to solve. This heuristic gave good bounds and in some cases produced the optimal solution after one application and was subsequently proved by the application of the branch and bound process.. The heuristic is also given in the Appendix.
VI. RESULTS
Computational experiments were done using CPLEX from ILOG as the standard off the shelf optimization software. This software was used to solve all linear-, mixed integer linear-and integer programming problems. This also presented a bench mark for the enhanced modeling and partitioning algorithm. Since numerous errors were found in the algorithm presented in [15] this algorithm was not developed and could not be tested for computational efficiency.
Problems were generated using a pseudo random number generator. Problems sized ranged between 500 and 10,000. For all problems a time cut-off value of 7,200 seconds was imposed. Because the ETKP may need to be solved multiple times as it forms part of the modelling of larger telecommunications networks, it was deemed reasonable to impose a cut-off value of 7,200 seconds. If a user employs these methods to solve a particular design problem, these limits can obviously be extended. For each problem size 4 different tree configurations were generated. Within each configuration 9 different capacities were used. This is in contrast to work presented in [15] where the capacities of the problem instances were kept fixed even when the problem size was increased. It was felt that this practice may lead to a misrepresentation of the actual performance of the algorithm published in [15] .
Without the added valid inequalities the partitioning algorithm did not produce viable solution times to problems sizes above 300 nodes. In the empirical work reported on here the partitioning method with valid inequalities and the heuristic was employed. This is due to the fact that very few data instances could be solved with more than 300 nodes without the valid inequalities, as there were too many second order partitions to investigate and too large an integrality gap.
For the empirical work AMD DL145G2 OPTERON 64 bit machines were used. The computers form part of a cluster computing platform with parallel computing capabilities. Parallel computing was not utilised during the computational test, but may be considered in future work. The operating system is RedHat Linux. The machines have 4Gb of ram and CPLEX 10 was used.
The legend for the graph and data presented is as follows:
• CPLEX: Standard optimization software from ILOG, considered to be industry standard software.
• Part ETKP algorithm: The partitioning algorithm presented implementing enhanced modeling and partitioning strategies. In Table I various data instances It can be seen from the graph and the data that on average the partitioning algorithm solved the ETKP data instances in less time than standard CPLEX. The solutions obtained are exact proven optimal solutions. It is evident from the graph that the average CPLEX is close to the cut-off value of 7,200 seconds for larger problem instances, meaning that CPLEX could not reliably solve the data instances.
Generally the standard deviations for the partitioning ETKP algorithm are also less than the deviations of CPLEX, see Table I above. This means that the solution times were less variable for the partitioning algorithm than for CPLEX. The exception is for some of the larger problem sizes. This is due to fact that in many cases CPLEX reached the cut-off value, which means there is little variation in solution times, but reaching the cut-off time is not a desired outcome, since the procedure was stopped before the optimal solution was obtained.
VII. CONCLUSION
Solving ETKP problems with a partitioning algorithm that uses standard off the shelf software coupled with enhanced modeling seems to be a very viable solution strategy. This can be very helpful as the ETKP is a basic subproblem in LATN design problems. The main conclusion is that the empirical experience with the new algorithms indicate that problems with more than 6 000 nodes can be reliably solved whereas the other methods tested failed to do so in reasonable time.
VIII. FUTURE WORK
Future work may be to investigate different cost functions and to see if the approach of using standard software coupled with enhanced modeling and partitioning can be used in other models for LATN design.
APPENDIX
The partitioning algorithm implemented and enhancements are presented in this section.
1) Partitioning ETKP algorithm
Define ILP(ETKP) as an Integer Linear Programming model for the ETKP with ILPR(ETKP) the Linear Programming relaxation of the problem. In the same way ILP(ETKP,p) defines a first order MILP partitioning with corresponding relaxation being ILPR(ETKP,p). The second order partition is indicated ILP(ETKP,p,q) for the MILP and ILPR(ETKP,p,q) for the relaxation. For a full definition of the partition, refer to [17] . The partitions are also given implicitly in the procedure below. 
end (while)
Optimal solution = CLB end.
2) Valid inequalities
The first valid inequality tries to exploit the fact that capacity is used up on a path between a node and the gateway or root node. This, in combination with contiguity constraints, force expansion higher up in the network if a node is added. Another enhancement is due to the fact that the ETKP capacity H in the equation 
