Optimal power generation using dark states in dimers strongly coupled to
  their environment by Rouse, D. M. et al.
Optimal power generation using dark states in
dimers strongly coupled to their environment
D M Rouse1, E M Gauger2 and B W Lovett1
1SUPA, School of Physics and Astronomy, University of St. Andrews, St. Andrews
KY16 9SS, UK
2SUPA, Institute of Photonics and Quantum Sciences, Heriot-Watt University,
Edinburgh EH14 4AS, UK
E-mail: dmr9@st-andrews.ac.uk, e.gauger@hw.ac.uk, bwl4@st-andrews.ac.uk
January 2019
Abstract. Dark state protection has been proposed as a mechanism to increase
the power output of light harvesting devices by reducing the rate of radiative
recombination. Indeed many theoretical studies have reported increased power outputs
in dimer systems which use quantum interference to generate dark states. These
models have typically been restricted to particular geometries and to weakly coupled
vibrational baths. Here we consider the experimentally-relevant strong vibrational
coupling regime with no geometric restrictions on the dimer. We analyze how dark
states can be formed in the dimer by numerically minimizing the emission rate of
the lowest energy excited eigenstate, and then calculate the power output of the
molecules with these dark states. We find that there are two distinct types of dark
states depending on whether the monomers form homodimers, where energy splittings
and dipole strengths are identical, or heterodimers, where there is some difference.
Homodimers, which exploit destructive quantum interference, produce high power
outputs but strong phonon couplings and perturbations from ideal geometries are
extremely detrimental. Heterodimers, which are closer to the classical picture of a
distinct donor and acceptor molecule, produce an intermediate power output that is
relatively stable to these changes. The strong vibrational couplings typically found in
organic molecules will suppress destructive interference and thus favour the dark-state
enhancement offered by heterodimers.
Keywords: dark state protection, light harvesting, polaron transform, organic solar cell,
quantum heat engine
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21. Introduction
Organic light harvesting molecules offer the possibility of cheap, stable, flexible and
portable photovoltaic devices [1, 2]. However, the efficiency of these devices is much
lower than those found in more conventional solar cells, with experimentally reported
efficiencies reaching up to 13% after molecular optimization [3], but commonly much
lower [1, 4]. One way to improve these figures could be to exploit the results of
recent theoretical studies, which show that if quantum interference can be harnessed
in coupled organic molecules, then the efficiency of organic materials could be much
higher [5, 6, 7, 8].
Pairs of coupled monomers, dimers, are the building blocks of the proposed quantum
mechanical light harvesting devices. Modelling has shown that careful optimization of
the coupling of the monomers, through tuning their optical properties and relative
position and orientation, leads to a hybridization and energy splitting of the single
exciton eigenstates. The lower of these states can be optically inactive – the so-
called dark state [5, 6, 9, 10], whereas the higher lying state has an enhanced
transition dipole – this is the bright state. The dark state is accessed by non-radiative,
vibrational relaxation from the bright state. So long as the energy splitting of the
bright and dark states is large enough to suppress vibronic re-excitation, then the
absorbed energy becomes trapped as exciton recombination is suppressed. This process
breaks the detailed balance that leads to the Shockley-Queisser limit, and has been
predicted to increase the power output and efficiency of a device built from such
molecules [5, 6, 7, 9, 11, 12, 13, 14, 15].
Dark state protection has been shown to work effectively for specific geometries of
both homodimers [5] and heterodimers [6], and more recently in linear chains of coupled
homodimers [16]. However, these studies are restricted to the case of weak environmental
coupling; the picture is more complicated in typical organic molecules and dye pigments,
since these have strong coupling to their vibrational environments [17, 18, 19, 20]. In
this paper, we therefore go beyond these earlier works by treating strong environmental
coupling in unrestricted geometries, and including realistic inter-monomer dipole-dipole
couplings. We treat the strong coupling by using a polaron transformation [21]. In
the polaron frame, the monomer energy splittings and inter-monomer coupling become
renormalized such that the vibronic environment is in equilibrium with the excited state,
rather than displaced by it. Energy transfer in the polaron frame has been studied
before [21, 22, 23], but not in the context of dark state protection. We will show that
strong coupling has a profound effect on quantum interference processes such that it no
longer necessarily improves the efficiency of devices. Rather we will propose a different
strategy for designing energy harvesting dimer molecules, in which a dark state is chiefly
localized on the lower energy monomer.
The paper is structured as follows: Section 2 begins by introducing the dimer model,
before showing how the Hamiltonian is transformed in the polaron frame. In Section 3
we discuss the Born-Markov master equation formalism before, in Section 4, we derive
3the emission rate from the dark state and explore the conditions under which dark state
protection is optimized. We identify different mechanisms for dark state formation for
homogeneous and heterogeneous dimers. In Section 5 we show absorption and emission
spectra for the dimers under conditions in which a dark state is expected to form and
compare this to conditions which prevent dark state formation. In doing so we provide
a way to determine experimentally if a dark state can form. In Section 6 we explain the
theoretical model of power extraction and calculate the power output of dimers over a
wide range of realistic parameters. We find that the optimal power output occurs when
the dark state is formed in either the homogeneous or heterogeneous dimer and discuss
in which regimes either is preferable. Finally, we conclude in Section 7.
2. Model
The dimer consists of two monomers with single dipole moments, dj located at positions
rj, where j = 1, 2 labels the dipoles. This system is illustrated in a cartoon in Figure 1(a)
where the dipoles exist as part of a larger protein structure. By virtue of the dipole-
dipole coupling, the monomers form symmetric and antisymmetric eigenstates (denoted
|+〉 and |−〉 respectively), depicted as green clouds. In an ideal scenario quantum
interference is constructive at the |+〉, leading to enhanced photon absorption, and is
conversely suppressed at the |−〉, forming a dark state. After absorption at the brighter
|+〉, the excitation is transferred non-radiatively to the darker |−〉 where it becomes
trapped until extraction to an idealized load to produce power. We will now describe
the dimer system mathematically.
2.1. Dimer Hamiltonian
We assume that each monomer can be treated as a two level system. The excited states
are denoted |1〉 and |2〉, and the ground state as |0〉. This lab frame energy level diagram
is shown in Figure 1(c). We use natural units throughout (~ = c ≡ 1). The Hamiltonian
describing this system part is
HS =
2∑
j=1
δj |j〉 〈j|+ C
2
(|1〉 〈2|+ |2〉 〈1|) , (1)
where δj is the energy splitting of monomer-j and C is the static dipole-dipole coupling:
C
2
=
1
4pir312
[d1 · d2 − 3 (d1 · r12) (d2 · r12)] , (2)
where r12 = r1−r2 is the separation vector of the monomers. No restrictions are placed
on any of the system parameters. We only consider the single excitation subspace since
under illumination with solar temperature radiation the dimer will very rarely hold two
excitations.
Each monomer couples to a global, multimode photon environment described by
HγE =
∑
q,λ νqa
†
q,λaq,λ where νq is the frequency of mode q and a
†
q,λ (aq,λ) is the
4Figure 1. (a) Cartoon of the energy transfer process involved, from absorption into the
dimer to extraction to the idealized load. Monomers are treated as single dipoles with
a definite direction and coupling to independent vibrational environments indicated
by the masses on springs. (b) Definition of the coordinate system used. (c) Energy
level diagrams of the dimer illustrating the system Hamiltonian after each unitary
transformation, referred to throughout Section 2. The coloured boxes represent that
the excited states are coupled to distinct vibrational environments, with the relative
filling of each box denoting the coupling strength in that frame. We also show a
schematic of the extraction process to the idealized load which will become important
when we determine the power output of the dimer in Section 6.
creation (annihilation) operator for a photon of mode q and polarization λ. Under
the rotating wave approximation, the interaction of monomer-j with this field results in
the Hamiltonian term,
Hγ,jI = i |0〉 〈j|
∑
q,λ
dj · u∗qλ(rj)a†qλ + H.c., (3)
where H.c. denotes the Hermitian conjugate.‡ We take the spatial mode functions
‡ We have directly verified that neglecting counter rotating terms in (3), and ignoring the double
excited state, makes negligible difference to any results we present.
5uqλ(r) of the field to be those of free space with volume V and permittivity ,
uqλ(r) =
√
νq
2V
eqλe
iq·r, (4)
where eqλ are unit vectors describing the polarization state.
Finally, the monomers interact with their own local phonon environment Hpn,jE =∑
k ωk,jb
†
k,jbk,j where ωk,j is the frequency of a phonon of mode k within monomer-j and
b†k,j (bk,j) is the creation (annihilation) operator for that phonon. These interactions are
represented by the usual displacement of the excited states,
Hpn,jI = |j〉 〈j|
∑
k
(gk,jb
†
k,j + g
∗
k,jbk,j), (5)
with coupling strength gk,j. The full Hamiltonian is then
H = HS +
2∑
j=1
(Hγ,jI +H
pn,j
I +H
pn,j
E ) +H
γ
E. (6)
2.2. Polaron transformation
The presence of large Stokes’ shifts in candidate monomers for implementing dark state
protection ideas, such as those found in [6], indicates that these molecules have strong
coupling to vibrational modes. Therefore, we transform to the polaron frame which
takes some of the phonon interaction Hamiltonian into the system, leaving a residual
interaction that can be treated within a weak coupling theory.
The polaron transformation is generated by the unitary operator UP = e
G where
G =
∑
k,j |j〉 〈j| (gk,jb†k,j − g∗k,jbk,j)/ωk,j. This can be decomposed into the dipole basis
as e±G = |0〉 〈0|+∑j B±j |j〉 〈j|, where
B±j = exp[±
∑
k
(gk,jb
†
k,j − g∗k,jbk,j)/ωk,j] ≡
∏
k
Dk,j
(
± gk,j
ωk,j
)
, (7)
is a product of displacement operators, themselves defined by Dx(α) = e
αb†x−α∗bx [21, 22,
23].
After applying the polaron transformation to the full Hamiltonian (6), we
subsequently partition the terms into system, environment and interaction Hamiltonians
in the usual way [21, 23, 24]. We find that both the photon and phonon environment
Hamiltonians are unchanged. The system Hamiltonian becomes
HSP =
2∑
j=1
δ′j |j〉 〈j|+
C ′
2
(|1〉 〈2|+ |2〉 〈1|) , (8)
where the primed variables indicate renormalization by phonon interactions.
Specifically, defining the spectral density of the phonon environment coupled to
monomer-j as
Jj(ω) =
∑
k
|gk,j|2 δ(ω − ωk,j), (9)
6we have δ′j = δj − λj where
λj =
∫ ∞
0
dω
Jj(ω)
ω
, (10)
is the reorganization energy of the phonon environment, and C ′ = κ1κ2C where
κj ≡ 〈B±j 〉pnj = e−
1
2
φj(0), (11)
and
φj(t) =
∫ ∞
0
dω
Jj(ω)
ω2
[
cos(ωt) coth
(
βpnω
2
)
− i sin(ωt)
]
, (12)
is the phonon propagator for the phonon environment with inverse temperature
βpn = (kBTpn)
−1. The polaron-frame system Hamiltonian is depicted in Figure 1(c).
In the polaron frame, the photon and phonon interaction Hamiltonians become
HγIP =
2∑
j=1
Hγ,jIP =
2∑
j=1
i |0〉 〈j|B−j
∑
q,λ
dj · u∗qλ(rj)a†qλ + H.c., (13)
HpnIP =
C
2
(B |1〉 〈2|+ B† |2〉 〈1|) , (14)
where B = B+1 B−2 − κ1κ2, and note that (B+j )† = B−j .
2.3. Diagonalization
The stronger the dipole-dipole coupling C ′ is compared to the detuning of the monomers
∆ in the polaron frame, the more delocalized the excitons are over the monomers [25].
The phase relationship between the monomer components of the eigenstate wave
functions then determines their optical dipole matrix element with the ground state,
and fine tuning the degree of delocalization leads to the formation of dark states for
various monomers [6].
The diagonalized system Hamiltonian (8) is written H˜SP =
∑
σ=± δσ |σ〉 〈σ|, where
the eigenvalues are
δ± =
1
2
(δ′1 + δ
′
2 ± η) , (15)
with eigenstate detuning η =
√
∆2 + C ′2, and renormalized monomer detuning
∆ = δ′1 − δ′2. The symmetric and antisymmetric eigenstates (see Figure 1(c) for a
depiction) are
|+〉 = cos χ
2
|1〉+ sin χ
2
|2〉 , (16a)
|−〉 = − sin χ
2
|1〉+ cos χ
2
|2〉 , (16b)
where
cosχ =
∆
η
, (17a)
sinχ =
C ′
η
. (17b)
7Although we have named the |+〉 and the |−〉 the symmetric and antisymmetric
eigenstates respectively, this definition is strictly only correct for positive couplings,
C. When the coupling becomes negative, the symmetry of the eigenstates swap. In the
eigenbasis, the photon interaction Hamiltonian becomes
H˜γIP =
∑
σ=±
i |0〉 〈σ|
∑
q,λ
(D
(σ)
qλ (r1, r2))
†a†qλ + H.c., (18)
where
D
(+)
qλ (r1, r2) = cos
χ
2
d1 · uqλ(r1)B+1 + sin
χ
2
d2 · uqλ(r2)B+2 , (19a)
D
(−)
qλ (r1, r2) = − sin
χ
2
d1 · uqλ(r1)B+1 + cos
χ
2
d2 · uqλ(r2)B+2 . (19b)
Finally, the phonon Hamiltonian becomes
H˜pnIP =
∑
α=x,y,z
ταBα, (20)
where we have introduced the Pauli operators
τx = |+〉 〈−|+ |−〉 〈+| , (21a)
τy = −i (|+〉 〈−| − |−〉 〈+|) , (21b)
τz = |+〉 〈+| − |−〉 〈−| , (21c)
and the following groupings of phonon operators
Bx =
C ′
2
(B† + B) cosχ, (22a)
By =
C ′
2i
(B† − B), (22b)
Bz =
C ′
2
(B† + B) sinχ. (22c)
Thus, the full Hamiltonian in the polaron frame reads:
H˜P = H˜SP + H˜
γ
IP + H˜
pn
IP +H
γ
E +
2∑
j=1
Hpn,jE . (23)
3. Master equation formalism
To calculate the energy transfer dynamics we use the standard second order Born-
Markov master equation in the polaron frame. A full discussion on the master equation
formalism can be found in [26]. The Born-Markov assumptions are that the density
matrix ρ(t) is separable at all times into a system and environment part, and that the
environment retains no memory of its interactions with the system. Therefore we can
write the total density matrix in the factorized form ρ(t) = ρS(t)⊗ ρpnE ⊗ ργE where ρS(t)
is the system density matrix, and ρxE are the density matrices for boson environments
x, and are constant in time and in thermal equilibrium, i.e.
ρxE =
e−βxH
x
E
trE,x (e−βxH
x
E)
, (24)
8where βx (trE,x) is the inverse temperature of (trace over) environment x. We are
interested in the dynamics of the system, and because of the density matrix partitioning
we are able to trace out the environment degrees of freedom and derive a dynamical
equation ρS(t) = trE [ρ(t)] where E denotes both environments.
The closed evolution of the system is then treated exactly, but the effects of the
system-environment interactions on the dynamics are treated perturbatively to second
order within the Born-Markov approximation. To summarize a standard result, one
finds that in the Schro¨dinger picture,
d
dt
ρS(t) = −i[H˜SP, ρS(t)] +Dγ (ρS(t)) +Dpn (ρS(t)) , (25)
where Dx(ρ) are the dissipators for environment x. After writing the interaction
Hamiltonians as H˜xIP =
∑
αA
x
α ⊗ Cxα where the Axα and Cxα operators are in the system
and environment(s) Hilbert spaces respectively, then in the Schro¨dinger picture (and
polaron frame) the dissipators have the form
Dx (ρS(t)) =
∑
α,β
∑
ω,ω′
Ξxαβ(ω)
[
Axβ(ω)ρS(t)A
x†
α (ω
′)− Ax†α (ω′)Axβ(ω)ρS(t)
]
+H.c., (26)
where the rates of each process are given by the environment correlation functions
(ECFs)
Ξxαβ(ω) =
∫ ∞
0
dteiωt〈Cx†α (t)Cxβ (0)〉E. (27)
In (26), the system operators are in eigenoperator form, defined as Axα(ω) =∑
P()AxαP( + ω) where P() = |〉 〈|, H˜SP |〉 =  |〉 and the sum extends over
all eigenvalues . Similarly, the environment operators in (27) are evaluated in the
interaction picture.
We summarize the contributions to the master equation from each term of (25)
in Appendix B. In the following we only explicitly discuss terms which influence the
formation of the dark state.
4. Creating dark states
For an eigenstate to be dark, the emission of a photon must be suppressed. It is also
necessary that the dominant role of phonon processes is to cause excitations to be
transferred into the dark state from the bright state, rather than vice-versa. The latter
is easily achieved by choosing our target dark state as the lower energy, antisymmetric
eigenstate, |−〉. The former is only achieved by carefully tuning all parameters of
the system, and the phonon coupling strength, such that the photon emission rate
is suppressed from the |−〉.
94.1. Antisymmetric eigenstate photon rates.
We derive the photon emission and absorption rates in Appendix A but here we quote
the results. We find that the rates between the |−〉 and the ground state can be written
as
γµ− = sin
2 χ
2
Γµ1(δ−) + cos
2 χ
2
Γµ2(δ−)− sinχΓµ12(δ−), (28)
where µ = A,E for absorption and emission, and the angle χ is defined by (17a) and
(17b). In (28), Γµj (ω) are the rates for the phonon-renormalized electronic transitions
of monomer-j and Γµ12(ω) are the contributions to the rates due to the collective effects
of the monomers in the dimer. Therefore, recalling the definition of the |−〉 (16b),
the first two terms in (28) are seen to describe the contribution from each monomer
independently. These include a trigonometric factor describing the localization on either
monomer, as well as the electronic transition rate of the associated monomer. The final
term describes the effect of the coupling between the monomers and the overall sign
determines if this leads to constructive (> 0) or destructive (< 0) interference. A term
due to destructive interference in the rate expression is beneficial for creating a dark
state.
The terms due to the monomer coupling, Γµ12(ω) can be derived analytically (see
Appendix A.2) and for absorption and emission are found to be
ΓA12(ω) = κ1κ2
√
γ1(ω)γ2(ω)F(ωr12)N(ω), (29a)
ΓE12(ω) = κ1κ2
√
γ1(ω)γ2(ω)F(ωr12) [1 +N(ω)] , (29b)
where
γj(ω) = (d
2
jω
3)/(3pi), (30)
is the bare electronic transition rate, N(ω) =
(
eβγω − 1)−1 is the photon Bose-Einstein
distribution and κj are defined by (11). The cross function is
F(x) = 3
2
(
α12
sinx
x
+ β12
[
cosx
x2
− sinx
x3
])
, (31)
with
α12 = dˆ1 · dˆ2 − (dˆ1 · rˆ12)(dˆ2 · rˆ12), (32)
β12 = dˆ1 · dˆ2 − 3(dˆ1 · rˆ12)(dˆ2 · rˆ12), (33)
where the hat denotes the unit vector. The range of the cross function is
−1 ≤ F(ωr12) ≤ 1 and its value indicates the effect of the delocalization on the photon
rates (28). In realistic dimer systems, the eigenstate energy splittings δ± ∼ eV and
monomer separation r12 ∼ nm, in which case we can use the following limit
F ≡ lim
ωr12→0
F(ωr12)→ dˆ1 · dˆ2. (34)
We can immediately see that for the collective effects to cause destructive
interference and suppress the |−〉 rates we require sign [C] = sign [F ]. If this is not
true, then one instead finds that the interference of the |−〉 rates is constructive. The
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magnitude of the interference term depends on: the size of the renormalized monomer
detuning ∆ compared to the renormalized dipole-dipole coupling C ′; the geometry of
the dimer though the cross function F and coupling C ′; the bare monomer rates γj(ω)
and the phonon coupling strengths through the factor κ1κ2 and renormalization of the
monomer transition rates.
The monomer electronic transition rates, Γµj (ω) in (28) are discussed in Appendix
A.3. These cannot be derived analytically and the usual approximation would
be to assume that the photon spectral density is flat for frequencies near to the
eigenfrequencies of the system [21, 24]. This is the flat spectral density approximation
(FSDA). If we used this approximation we would find that ΓAj (ω) → ΓA,FSDAj (ω) =
γj(ω)N(ω) and Γ
E
j (ω) → ΓE,FSDAj (ω) = γj(ω) [1 +N(ω)]. Hence, under the FSDA
the phonon coupling does not affect the electronic transition rates. It is therefore not
surprising that the rates derived using the FSDA are equivalent to those derived in the
limit of weak phonon coupling. For strong phonon couplings this approximation quickly
breaks down [27], and we show this explicitly in Figure A1 in Appendix A.3. Instead
of making the FSDA, and because the effect of increasing the phonon coupling is to
increase the lifetime of the monomers, we write
Γµj (ω) = ζ
µ
j (ω)Γ
µ,FSDA
j (ω), (35a)
where the ζµj (ω) have values 0 ≤ ζµj (ω) ≤ 1, tending towards zero for increasing phonon
coupling strength. Deviations from unity measure the error in assuming that the photon
spectral density can be regarded as being flat, i.e. in assuming that there is no influence
on optical emission rates by the vibrational environments. A similar result has been
recently found in the context of mapping the vibrational environment onto a collective
coordinate [27].
The functional form of ζµj (ω) is dependent on the choice of phonon spectral density,
J(ω). An exact solution can only be derived for simple spectral densities. However, an
approximate but analytic solution can be found for many spectral densities. We give
this approximate expression (1.17) in Appendix A.3. In Figure A1 of Appendix A.3,
we plot the approximated and exact expressions for ζµj (ω) for a simple spectral density
(where the exact solution exists) for a range of phonon couplings to illustrate that the
approximate solution works well in this case. Throughout this paper, we use the spectral
density
J(ω) = Aω3exp
[− (ω/ωc)2] , (36)
for which there is no exact expression of ζµj (ω). Therefore, we assume the approximated
expression (1.17) is accurate for this spectral density.
We can finally summarize the |−〉 absorption and emission rates by writing
γA− = Γ
A
−N(δ−), (37)
γE− = Γ
E
− [1 +N(δ−)] , (38)
where the rate coefficients are
Γµ− = sin
2 χ
2
ζµ1 (δ−)γ1(δ−) + cos
2 χ
2
ζµ2 (δ−)γ2(δ−)
11
− κ1κ2 sinχ
√
γ1(δ−)γ2(δ−)F , (39)
for µ = A,E.
4.2. The dark state
To make the |−〉 a dark state, we need to minimize the rate coefficient (39). To do so it
is useful to define the dipole magnitude ratio, z ≡ |d2/d1| which, under our definitions of
monomer-1 and monomer-2, can take the values 0 < z ≤ 1. We identify two parameter
regimes where the emission rate is minimized by two distinct mechanisms.
The first mechanism occurs when the monomer detuning is much greater than the
dipole-dipole coupling (∆ C ′). From (16b) we see that this causes the antisymmetric
eigenstate to localize onto monomer-2 (|−〉 ≈ |2〉) which is reflected in the emission and
absorption rates of the |−〉 because
lim
∆C′
Γµ− → ζµ2 (δ′2)γ2(δ′2), (40)
and these are the respective rates for monomer-2. For the large detuning and small
dipole magnitude ratio necessary to achieve localization, the emission rate of monomer-2
is small because γ2(δ
′
2) ∝ z2 (δ′1 −∆)3 (see (30)). Therefore, very heterogeneous dimers
can lead to a dark |−〉. This mechanism does not make use of quantum effects, but
simply localizes the eigenstate onto an already relatively optically inactive monomer.
Therefore, these heterodimers cannot create perfect dark states without completely
decoupling monomer-2 from the photon field. This is close to the classical picture of a
dimer consisting of a donor (monomer-1) and acceptor (monomer-2) molecule.
The second mechanism maximizes the destructive interference term of (39). This
therefore requires C ′  ∆ (so that sinχ ≈ 1) which is achieved for homodimers because
these have (z,∆) → (1, 0). This can be more useful than the first mechanism because
we can produce a highly (and in some ideal situations, perfectly) decoupled eigenstate
but still have large dipole-dipole couplings. Since the phonon transition rates between
the |+〉 and the |−〉 scale as ∼ C ′2, this also enables easier access to the dark state.
The drawback of this mechanism is that the interference is easily suppressed by strong
phonon couplings and sub-optimal monomer orientations; this is in contrast to dark
states in heterodimers, which are largely unaffected. This can can be inferred from
the interference term in (39), which is proportional to κ1κ2 and F , and so away from
ideal geometries (F = 1) and very weak phonon couplings (κj ≈ 1) the destructive
interference is reduced.
4.3. Minimization of the emission rate
In Figure 2 we explore the dependence of the |−〉 emission rate on detuning, orientation
and phonon coupling strength using the complete expression for the dipole-dipole
coupling given by (2). We plot the logarithm of the |−〉 emission rate, ΓE−, divided
by the emission rate of monomer-2, ΓE2 = ζ
E
2 (δ
′
2)γ2(δ
′
2), where δ
′
2 = δ
′
1 − ∆ and we fix
12
δ′1 = 2.8 eV. We are therefore using the lower energy monomer as a benchmark to test
the decoupling. The coordinate system of the dipoles is defined in Figure 1(b).
Figure 2. Relative photon emission rate of the antisymmetric eigenstate |−〉 compared
to the lower energy monomer in the dimer. The color axis is the logarithm of the ratio
between the |−〉 and monomer-2 emission rates. Each subplot corresponds to a fixed
reorganization energy and detuning; within each subplot we show the rate ratio as a
function of angles φ2 and θ12, but keep φ1 =
pi
2 fixed. Therefore, maximal destructive
interference, F = 1, occurs for φ2 = pi2 along with θ12 = 0, pi, 2pi. In each subfigure,
we keep the unnormalized lifetime of monomer-1 fixed at (3pi) /
(
d21δ
′3
1
)
= 5 ns. This
then fixes d1 = 0.15e nm in all plots, where e is the electron charge. We should
note that due to phonon renormalization, the measured lifetime of monomer-1 will be
larger by a factor of 1/ζE1 (δ
′
1). Additionally, in each subfigure we fix the maximum
value of the renormalized coupling to C ′ = (100 meV) zc (in the ideal orientation)
by varying the monomer separation, indicated above each column. Finally, we keep
the polaron frame energy splitting of monomer-1 fixed at δ′1 = 2.8 eV and create the
detuning by decreasing δ′2. We assume that photon temperature has negligible effect.
We choose identical phonon spectral densities for the two baths given by (36) and
keep ωc = 0.3 eV fixed, which gives a realistic range of vibrational modes in organic
molecules [19]. Both phonon baths are at identical temperature, Tpn = 300 K. These
phonon bath properties are used throughout the paper.
If the emission rate of the |−〉 is larger than that of monomer-2 then this does not
necessarily mean that the power output of the dimer will also be lower. This is explored
in Section 6. In Figure 2, we fix φ1 =
pi
2
in all subfigures so that for all orientations
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sign [C] = sign [F ] and therefore the interference is alwayy destructive. Additionally,
we choose the value of z such that the |−〉 emission rate (39) is minimized in the ideal
orientation - i.e. in each subfigure we use the same value of z for all orientations.
The ideal orientation for maximizing destructive interference is dipoles parallel or anti-
parallel to each other, and perpendicular to the interconnecting vector so that F = 1
(i.e. (φ1, φ2, θ12) = (
pi
2
, pi
2
, npi) for n = 0, 1, 2). Figure 2 then allows us to determine the
effect of imperfect orientation.
We keep the renormalized coupling fixed at C ′ = (100 meV) z and study a wide
range of detunings. Therefore, we explore both the homodimer parameter regime where
destructive interference is important (C ′ > ∆), as well as the heterodimer parameter
regime where instead localization is important (C ′ . ∆). For parameters where the
interference term is strongly suppressed the only minimum in the emission rate occurs
at z = 0, even in the optimal orientation. In Figure 2, these situations are indicated
with an asterisk (∗) and we instead choose a z value by using
z∗c = tan
χ
2
κ1κ2
ζE2 (δ−)
F , (41)
derived in Appendix C. This expression gives the value of z for which the destructive
interference minimizes the emission rate (39) in the simplified case where C ′ does not
depend on dipole strength, an assumption made in [6].
Figure 2 clearly illustrates that the destructive interference is larger for detunings
much smaller than the renormalized coupling, as evident in the bottom two rows.
Additionally, we can see the extreme sensitivity of the emission rate to orientation and
phonon coupling strength: As a guide, reorganization energies in organic molecules are
typically of the order 100 meV. We also see in Figure 2 that to form dark states at strong
phonon couplings it is more beneficial to have heterodimers (∆ > C ′). As expected in
these cases, the |−〉 emission is equal to the benchmark emission, which would be small
due to the reduced z and δ′2 values. At strong coupling in homodimers (∆ = 0) we
see that the emission rate of the |−〉 can exceed that of monomer-2. This is because
with suppressed destructive interference, the partial localization of the eigenstate over
the more optically active monomer-1 dominates. In fact, at very strong couplings and
small detunings it is preferable to orientate the dipoles such that the coupling C ′ is
reduced much smaller than ∆ to localize onto the lower energy monomer, so forming a
heterodimer. This is not possible in the bottom row where the detuning is zero, except
for θ12 =
pi
2
, 3pi
2
for which C ′ = 0.
5. Spectra
Producing homodimers that maximize destructive interference requires precise control
of the monomer orientations. This is especially true at strong phonon couplings where
the interference has already been suppressed. To highlight experimentally detectable
signatures of dark state formation in a homodimer, we plot theoretically calculated
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absorption and emission spectra in Figure 3. In Appendix D.1 we plot spectra for the
heterodimer.
We choose a realistic molecular phonon coupling strength for both environments,
λj = 100 meV for j = 1, 2 and keep the phonon renormalized dipole-dipole coupling
at C ′/z = 100 meV in the optimum orientation. In each row of Figure 3 we choose
different orientations of the dipoles. The lowest row corresponds to the orientation
which optimizes dark state formation (signified by F = 1) and progressively higher
rows correspond to less desirable geometries (signified by F < 1). The specific angles
are detailed in the caption. We use the same dipole magnitude ratio, z = 0.735, in
each row. This value minimizes the |−〉 emission rate, i.e. creates the dark state in the
homodimer, for the optimum orientation. In this way, the lowest row corresponds to
the dimer one should aim to produce in order to maximize decoupling from the photon
field, and the higher two rows show realistic experimental deviations from this perfect
scenario. We note that the minimizing value of z is not 1 (i.e. the dimer is not a
completely homogeneous) and this is because of the strong phonon coupling.
In each subfigure of Figure 3 we plot the spectra with and without the phonon
sideband (as solid blue and dashed green lines respectively). Using these plots we
are also able to calculate the fraction of emission or absorption which occurs through
the phonon sideband numerically, which is the parameter fpn: The specifics of this
calculation, and how we find the spectra, are discussed in detail in Appendix D.2.
From Figure 3 we can identify two different signatures that a dark state has formed
in the homodimer. Firstly, the darker the |−〉, the more reliant the dimer is on phonons
for emission. This is reflected by the trend in fpn. For these strong phonon and
dipole-dipole couplings, excitations are mostly transferred to the |−〉 before they are
immediately re-radiated from the |+〉. Therefore, emission can only occur after phonon
transfer out of the dark state, which becomes increasingly more true the darker the |−〉
is. Crucially, the excitations are trapped without phonon transfer. This trend is not seen
in the absorption spectra because the dimer can still be excited through the |+〉 even if
the |−〉 is dark. In this case, there is no absolute blocking of absorption in the absence
of phonon processes. As we show in Appendix D.3, one can derive expressions for fpn
which are exact for absorption and approximate for emission. We also demonstrate the
accuracy of these expressions in Figure D2. For the homodimer, one finds that (for
κ1 = κ2 ≡ κ) the fractional absorption and emission in the phonon sideband are
fpnA = 1− κ2, (42)
fpnE ≈
1− κ2
1− κ2Fsign [C] . (43)
For the parameters used in Figure 3 the value of 1 − κ2 = 0.33, in agreement with the
numerical values calculated from the spectra. Indeed, (43) allows one to determine F
experimentally for a homodimer by measuring fpnE .
The second parameter which helps to identify dark state formation in a homodimer
is the total amount of light that is absorbed and emitted by the dark state, Pd. As
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Figure 3. Absorption and emission spectra for the homodimer in different
orientations. We plot the spectra with (solid blue) and without (dashed green) the
phonon sideband. We explain in Appendix D.2 how to remove the phonon sideband
from the calculated spectra; we note that phonons do play a role in all spectra.
Monomer-1 and monomer-2 have renormalized energies δ′1 = δ
′
2 = 2.8 eV with
λ = 100 meV for both environments. All other parameters are identical to those
used in Figure 2, unless explicitly stated otherwise. The orientations in each row
from bottom to top, written in the form (φ1, φ2, θ12), are (
pi
2 ,
pi
2 , 0), (
pi
2 ,
pi
2 , 0.2pi) and
(0.6pi, 0.3pi, 0.2pi). The corresponding cross functions and dipole-dipole couplings for
z = 0.735 are given in the figure. For each spectra we highlight certain parameters:
fpn is the fraction of absorption or emission in the phonon sideband and Pd is the
relative intensity of emission and absorption from the dark state, |−〉. Pd is measured
relative to the ideal dimer, whose spectra are in the bottom row, and calculated using
the area of the peaks (positioned at the environment-renormalized frequency of the
dark state, see Appendix B.1 and Appendix B.2) above the full-width-half-maximum
line.
expected, the total absorption and emission from the dark state dramatically increases
as the destructive interference weakens due to poor geometry.
6. Power output
Finally, we have calculated the power output of the dimer, shown in Figure 4; we use
six panels for different values of dipole coupling C ′ and phonon coupling λ, and within
each panel vary z and ∆. To calculate the power output we formally introduce the
idealized load model alluded to in Figure 1(c). Following [12, 13], we measure the power
output of the dimer by coupling it to a distinct two level system called a trap, which
serves as the idealized load. The extraction process is modelled by adding an incoherent
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process which moves excitations from a chosen eigenstate in the dimer (which we will
choose to be the |−〉) to the ground state, whilst simultaneously exciting the trap, all
at a rate γx. There is also an incoherent process which causes transfer from the excited
trap-state |α〉 to the ground trap-state |β〉 at rate γt, and this is always optimized
to give maximal power output. The voltage and current through the trap at inverse
temperature βt = (kBTt)
−1 are then defined as
V = δt − 1
βt
ln
Pα
Pβ
, (44)
I = eγtPα, (45)
where δt is the trap energy splitting, e is the electron charge and the Pi for i = α, β
are the trap populations in the steady state. The trap Hamiltonian is Ht = δα |α〉 〈α|+
δβ |β〉 〈β|, where δt = δα − δβ is always set equal to the energy splitting of the state
from which the extraction is occurring. The extraction and transfer processes are added
phenomenologically with Lindblad operators [12]. For a full description see Appendix
E. Other models for the extraction process and power generation are also possible [28].
Instead of plotting absolute power (which is shown in Appendix F), Figure 4 shows
the power output of the dimer compared to a benchmark. The benchmark is the total
power that would be extracted from the monomers in the dimer if they were completely
independent and coupled to separate traps. In the benchmark, the extraction rate from
either monomer is equal to the rate that we extract from the dark state in the dimer.
Therefore, if the dimer produces more power than the benchmark, then we can say with
certainty that using the dimer conveys a definite advantage because overall the dimer has
only half the extraction rate of the benchmark. In Figure 4, the power output is plotted
as a function of dipole magnitude ratio z and detuning ∆, over dipole-dipole couplings
and phonon couplings ranging from the weak to strong regimes. The extraction rate is
fixed at γx = 100 neV. Indicated on the plots are four power maxima which correspond
to forming dark states in the homogeneous and heterogeneous dimers.
The four power maxima are labelled ‘homodimer maximum-X’ (HOX) and
‘heterodimer maximum-X’ (HEX) for X = 1, 2 which label the strong and weak dipole-
dipole coupling regimes respectively. The label of the maximum refers to the detuning
and relative dipole strengths of the monomers in the dimer and therefore, as discussed in
Section 4, the mechanism by which the |−〉 is optically darker. We see that the HO1 has
a higher power output than the HO2 because of stronger dipole-dipole coupling which
increases the destructive interference and that, as expected, strong phonon couplings
quench this. Since the monomer detunings are zero at the HOX, the eigenstate detuning
η =
√
∆2 + C ′2 = C ′. To maximize overall phonon transfer from the |+〉 to the |−〉 the
eigenstate detuning must optimized. The detuning must be sufficiently large to suppress
excitation via phonon transfer back out of the dark state, but smaller than the cut-off
frequency of the vibrational baths ωc so that the modes that are most strongly coupled
are used to complete the transfer. As before, we use a cut-off frequency found in realistic
molecules ωc = 0.3 eV [19] therefore at the HOX, η < ωc. Additionally, in the polaron
frame the phonon rates scale with C ′2 (see Appendix B.2). Therefore, in addition to
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Figure 4. Power output of the dimer across a range of system parameters with
extraction at γx = 100 neV. As before, we keep the two phonon baths identical and
fix the (unnormalized) lifetime of monomer-1 to be 5 ns with a renormalized splitting
of 2.8 eV. In each subfigure we vary the energy splitting of monomer-2 from 2.8 eV to
0 and z from 0 to 1. In order to keep both the dipole-dipole coupling and monomer-1
lifetime fixed at different reorganization energies, the monomer separation is changed
in each contour plot. The separations in nm (reading first from left to right across
the top row and then repeating with the bottom) are 0.69, 0.61, 0.47; 1.49, 1.32, 1.02.
Following [12], in each calculation the transfer rate within the trap, γt is optimized to
maximize power output. The photon environment is at the temperature of the solar
surface, Tγ = 6000 K.
being darker, phonon transfer is also much larger at the HO1 than the HO2.
As discussed in Section 4, at the HEX the |−〉 is localized onto monomer-2, which
requires small z and δ′2. With these parameters monomer-2 is also relatively optically
inactive. This localization also implies that C ′  ∆ and therefore the eigenstate
splitting is dominated by the monomer detuning, i.e. η =
√
∆2 + C ′2 ≈ ∆. The sacrifice
made with the small dipole strength means that phonon transfers, which scale with C ′2
are suppressed. Therefore, the power maxima occur at the eigenstate detuning that will
maximize phonon transfer from the |+〉 to the |−〉. For our chosen cut-off frequency,
phonon transfers maximize for eigenstate detunings ≈ 0.2 eV which explains the location
of the HEX. We show important rates in understanding the power outputs in Appendix
G.
In Figure 5 we plot both the benchmarked power and the absolute power at each
of these maxima as a function of extraction rate. Although absolute power output is
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always greater for faster extraction to the trap, it does not necessarily mean that a
real device would operate in these high extraction regimes. This is discussed in the
supplementary material of [12]. There it is argued that if one assumes a simple linear
relationship between the total extraction rate and the average number of traps adjacent
to any light harvesting dimer. Natural photosynthetic systems commonly contain a few
hundred antennae for each reaction centre [29], which leads to a relatively small transfer
rate. It can therefore be important to improve power output at low extraction rate,
which is the regime in which dark state protection typically works well.
Figure 5. Absolute and benchmarked power output of the dimer at each of the HOX
and HEX as a function of extraction rate. The lines in each plot have the detunings
and dipole magnitude ratios which produce the maxima identified in Figure 4. The
vertical line labels the extraction rate used in Figure 4.
From Figure 4 and Figure 5 we identify that the strengths of the dipole-dipole
coupling and phonon couplings should dictate whether the target dimer should be
homogeneous or heterogeneous. The power output achieved with homodimers can be
large, however, it requires either extremely large dipole-dipole couplings (C ′ > 100 meV)
or extremely weak phonon couplings λ ≈ 0.1 meV. Such strong dipole-dipole couplings
are only achievable with unrealistically short monomer lifetimes and/or separations.
Organic monomers typically have reorganization energies close to 100 meV and in
this regime aiming for the HOX is not ideal. On the other hand, the HE1 produces
a high power output which is relatively unaffected by increasing phonon coupling.
This reflects the fact that the HE1 is not reliant on an ever-increasingly quenched
destructive interference for low |−〉 emission. In the HE2, increasing phonon coupling
actually increases power output because, at this small dipole-dipole coupling, the power
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bottleneck is the phonon transfer rate from the bright to the dark state.
In Figure 5 we see that for large extraction rate the advantage conferred by dark
state protection is lost, for all of the HEX and HOX. This is because extraction
must, beyond some threshold rate, always occur much more quickly then any exciton
recombination. There is, however, also a low extraction rate regime where the power
output of the benchmark slightly exceeds that of the HO2 dimer. This happens for strong
phonon coupling (λ = 100 meV) which destroys the destructive interference effect for
this dark state. Since there is then no dark state advantage, and the benchmark has
overall twice the extraction, the benchmark has a higher power output than the dimer.
7. Conclusion
Dimers are the relatively simple molecules that can form the building blocks of larger
more sophisticated light harvesting complexes that could form the components of organic
solar cells [5]. Therefore, a detailed understanding of the energy transfer processes
in these systems subject to realistic environmental constraints is important. Here we
have developed a theory for energy transfer in a dimer which significantly improves
upon previous models. More importantly, we have tailored the model to better suit
biologically inspired dimers where the coupling to vibrational modes can be strong and
a polaron theory is needed to capture the details of the dynamics.
We have found that there can be an enhanced power output for the homodimers
which exploit the quantum effect of delocalization, resulting in destructive interference
of the optical emission rate. However, this is extremely sensitive to orientation, phonon
coupling and the ratio of detuning with dipole-dipole coupling. For strong phonon
coupling, which is close to experimental reality, it can be beneficial to instead design
a heterodimer that localizes the eigenstates onto the monomers. The optimal dimer
choice also depends on how quickly excitons are extracted into the electrical circuit
and there are additional, distinct challenges in constructing the best homogeneous or
heterogeneous dimer.
Engineering an heterodimer (HEX) requires careful pairing of monomers to localize
the |−〉 onto a relatively dark monomer-2, whilst ensuring that there is sufficient phonon
transfer into the |−〉 so that it is populated. However, this is mitigated by there being
a vast number of monomers to choose from, as shown in the supplementary material
of [6]. On the other hand, creating a homodimer (HOX) simply requires the use of
identical monomers with weak vibrational environments. However, the dipoles of the
monomers must be orientated with relatively high precision to maximize destructive
interference, and we have identified experimentally detectable signatures of when this
has been achieved. Since destructive interference is of little importance to heterodimers,
their orientation can instead be utilized to fine-tune the magnitude of the dipole-
dipole coupling. This enables one to find the optimal balance between localization
and phonon transfer. In previous literature, there has been focus on producing dark
states by maximizing the destructive interference using homodimers. Here we show
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that in organic solar cells, where the vibrational coupling is likely to be strong, this
interference is significantly quenched, and it is instead better to produce heterodimers
where the eigenstate localizes onto a relatively optically dark monomer.
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Appendices
Appendix A. Emission and absorption rates from the antisymmetric
eigenstate
To derive the absorption and emission rates of the |−〉 we start from the ECF definition
(27). We first partition the photon interaction Hamiltonian (18) into system and
environment operators as H˜γIP =
∑
αA
γ
α⊗Cγα where Aγa = |0〉 〈+|, Aγb = |0〉 〈−|, Aγc = Aγ†a
and Aγd = A
γ†
b . The corresponding environment operators are C
γ
a = i
∑
qλD
(+)†
qλ a
†
qλ,
Cγb = i
∑
qλD
(−)†
qλ a
†
qλ, C
γ
c = C
γ†
a and C
γ
d = C
γ†
b where D
(±)
qλ are given by (19a) and (19b).
Then, from the expression for the general dissipator (26), one finds that the emission
(E) and absorption (A) rates from the |−〉 to and from the ground state are given by
γE− = 2< [Ξγbb(δ−)] , (1.1a)
γA− = 2< [Ξγdd(−δ−)] . (1.1b)
In the following subsections we aim to calculate Ξγbb(δ−) and Ξ
γ
dd(−δ−). This first
requires us to derive expressions for the two-time expectation functions over the
environment space operators, which we do in the next subsection. Subsequently we
must integrate these expressions over time.
Appendix A.1. Photon and phonon expectation values.
We first note that the environment space operators Cγα live in both the photon and
phonon spaces, and that the expectation value in the ECF definition (27) is over both
environments. The Born approximation allows us to separate the expectation value over
both environments into a product of averages over single environments. Introducing the
concise notations,
Gij ≡ [di · uqλ(ri)]∗ [dj · uq′λ′(rj)] , (1.2)
Bij(t) ≡ 〈B+i (t)B−j (0)〉E,pn, (1.3)
where i, j labels the monomers, we can write
〈C†b(t)Cb(0)〉E =
∑
qλ
∑
q′λ′
[
sin2
χ
2
G11B11(t) + cos
2 χ
2
G22B22(t)−
1
2
sinχ (G12B12(t) +G21B21(t))
]
〈a†qλ(t)aq′λ′(0)〉E,γ, (1.4)
where in the interaction picture aqλ(t) = aqλe
−iνqt and
B±j (t) = exp[±
∑
k
(gk,jb
†
k,je
iωk,jt − g∗k,jbk,je−iωk,jt)/ωk,j]. (1.5)
As is shown in [21], 〈B+i (t)B−j (0)〉E,pn = 〈B−i (t)B+j (0)〉E,pn, and therefore we can write
that
〈C†d(t)Cd(0)〉E =
∑
qλ
∑
q′λ′
[
sin2
χ
2
G∗11B11(t) + cos
2 χ
2
G∗22B22(t)−
22
1
2
sinχ (G∗12B12(t) +G
∗
21B21(t))
]
〈aqλ(t)a†q′λ′(0)〉E,γ. (1.6)
Aside from the averages over the photon operators, the expressions for the emission (1.4)
and absorption (1.6) expectation values are largely identical. The thermal averages of
the photonic operators are
〈a†qλaq′λ′〉E,γ = δqq′δλλ′N(νq), (1.7a)
〈aqλa†q′λ′〉E,γ = δqq′δλλ′ [1 +N(νq)] . (1.7b)
We next want to evaluate
∑
qλGij for i, j = 1, 2. This is completed by first taking
the continuum limit,∑
q
→ V
(2pic)3
∫ ∞
0
dνqν
2
q
∫
Ωq
dΩq, (1.8)
where dΩq is an infinitesimal solid angle. Then, by defining a coordinate system one
can show that in this limit∑
qλ
Gij =
∑
qλ
G∗ij →
1
2pi
∫ ∞
0
dνq ×
 γj(νq) for i = j√γi(νq)γj(νq)F(νqrij) for i 6= j (1.9)
≡
∫ ∞
0
dνqFij(νq).
where γj(ω) and F(x) are defined in (30) and (31) respectively. This part of a similar
derivation is discussed in detail in [30].
We also need the expectation values of the phonon displacement operators. Using
standard results derived in [21] we have that:
Bij(t) =
{
κ2je
φj(t) for i = j
κiκj for i 6= j
, (1.10)
where φj(t) is defined by (12).
We now have the ingredients to calculate the ECFs. These require us to evaluate
double integrals over photon frequency and time, which contain functions originating
from both photon and phonon environments. Using the expressions for the expectation
values, we find that these integrals are of the form
I±ij (ω) =
∫ ∞
0
dνqF
±
ij (νq)
∫ ∞
0
dtei(ω±νq)Bij(t), (1.11)
where we have defined F+ij (νq) = Fij(νq)N(νq) and F
−
ij (νq) = Fij(νq)[1 + N(νq)]. This
enables us to succinctly write the emission (1.1a) and absorption (1.1b) rates of the |−〉
as
γ
A/E
− = 2<
[
sin2
χ
2
I±11(∓δ−) + cos2
χ
2
I±22(∓δ−)− sinχI±12(∓δ−)
]
, (1.12)
where we have used the fact that I±12(ω) = I
±
21(ω).
The integrals I±12(∓ω) lead to the collective effects induced by the monomer coupling
on the |−〉 rates with energy ω, whereas I±jj(∓ω) lead to the independent monomer rates
for a monomer-j with splitting ω.
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Appendix A.2. Monomer collective effects.
I±12(∓ω) is calculated using the standard identity∫ ∞
0
dyeiy = piδ() + i
P

, (1.13)
where δ() is the Dirac delta function and P indicates that the principal value of the
subsequent integral should be taken. Using this it is straightforward to show that
I±12(ω) = piκ1κ2
[
F±12(∓ω) + iP
∫ ∞
0
dνq
F±12(νq)
ω ± νq
]
. (1.14)
The real part of this quantity characterizes the changes to the eigenstate photon
absorption and emission rates, and the imaginary part describes the renormalization of
the eigenfrequency δ−, which does not diverge and is given explicitly in Appendix B.1.
Since these both originate from the dipole-dipole coupling between the monomers, they
have a significant dependence on the orientations of the dipoles. The entire expression
is renormalized by the phonon coupling strength of both monomers to their respective
environments through κ1κ2.
Appendix A.3. Monomer phonon-renormalized electronic rates.
Finally, we need to calculate the independent rates for each monomer. The relevant
integrals are
I±jj(ω) = κ
2
j
∫ ∞
0
dνqF
±
jj (νq)
∫ ∞
0
dtei(ω±νq)teφj(t). (1.15)
Unlike in the collective case, we see from (1.10) that the renormalization induced by
either phonon environment has complicated time dependence. A thorough investigation
into this integral will be published in an additional paper [31]. We find that
< [I±jj(ω)] = piζ±j (∓ω)F±jj (∓ω), (1.16)
which is given in the main text (35a). To reach an analytic solution for ζ±j (∓ω),
we can approximate the continuum of vibrational modes, defined by the spectral
density, as a single mode. Specifically, J(ω) =
∑
k |gk|2 δ(ω − ωk) → |g˜|2 δ(ω − ω˜),
where g˜ and ω˜ are the single mode representation coupling strength and frequency.
Estimations for these parameters can be found from the moments of the distribution,∫∞
0
dω (J(ω)/ω2)ωn ≡ m(n). One can identify that m(0) = φ(0) and m(1) = λ which are
the reorganization energy (10) and phonon propagator (12) respectively. We can then
show that |g˜|2 = m(0) = φ(0) and ω˜ = m(1)/m(0) = λ/φ(0). Using this, we find that the
phonon renormalization at zero temperature is
ζ±j (ω) ≈ κ2j
1 + ∞∑
n=1
[φj(0)]
n
n!
F±jj
(
∓
[
ω − n λj
φj(0)
])
F±jj (∓ω)
 , (1.17)
This renormalization can be calculated exactly for certain simple phonon spectral
densities. Here, for a single two level system, we test our approximate solution of
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ζ±(ω) compared to the exact version for J(ω) = Aω3exp (−ω/Ω). In Figure A1 we plot
the approximated and exact expressions ζ±(∓δ) against renormalization energy, λ for
various cut-off frequencies, Ω. The figure shows reasonable agreement between the two
solutions, bearing in mind that under the usual FSDA or weak phonon coupling limit
ζ±(∓ω) = 1 for all reorganization energies. This justifies our using of the approximated
form (1.17) throughout the paper where we use the spectral density given by (36) for
which there is no exact expression for the phonon renormalization.
Figure A1. Comparison of the exact (solid) and approximate (dashed) expressions
for ζ±(∓ω) (blue and red respectively) plotted against phonon reorganization energy
for J(ω) = Aω3exp (−ω/Ω). Note that the analytic solutions for both ζ±(∓ω) are
overlapping. We also plot the result from making the FSDA or taking the weak phonon
coupling limit (light grey, equal to 1 for all couplings). All curves are generated
for zero phonon temperature because this is the condition under which both the
approximate solution is derived. For the example model, we chose a monomer with
energy splitting ω = 2.8 eV and dipole strength d = 0.2e nm. The photon spectral
densities with number distributions are F−(ω) = 12pi
[(
ω3d2
)
/ (3pi)
]
[1 +N(ω)] and
F+(ω) = 12pi
[(
ω3d2
)
/ (3pi)
]
N(ω).
Appendix B. Master equations
We write, ρ˙S =
(LS + Lγ + Lpn)ρS where each Liouvillian Lx is a matrix, and the vector
ρS = (ρ00, ρ++, ρ−−, ρ+−, ρ−+) where ραβ ≡ 〈α| ρS |β〉. Explicitly, LSρS = −i [HS, ρS]
and LxρS = Dx(ρS) for x = γ, pn. We ignore the other elements of the density matrix
because the dimer level populations decouple from them.
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Appendix B.1. Photon + system Liouvillian
The sum of the system and photon Liouvillians, LS+γ = LS + Lγ are found as
LS+γ =

−[γA+ + γA−] γE+ γE− Θ+ + Θ∗− Θ∗+ + Θ−
γA+ −γE+ 0 −Θ∗− −Θ−
γA− 0 −γE− −Θ+ −Θ∗+
Θ˜+ + Θ˜
∗
− −Θ∗+ −Θ− −12 [γE+ + γE−]− i∆˜ 0
Θ˜∗+ + Θ˜− −Θ+ −Θ∗− 0 −12 [γE+ + γE−] + i∆˜
 (2.1)
where the absorption rates from the ground state to the |+〉 or the |−〉 are denoted
γA± ≡ ΓA±N± and the emission rates from the eigenstates to the ground state are
γE± ≡ ΓE± (1 +N±). The form of Γµ− is given in the main text for µ = A,E (39),
N± is the Bose-Einstein distribution evaluated at frequency δ± respectively, and
Γµ+ = cos
2 χ
2
ζµ1 (δ+)γ1(δ+) + sin
2 χ
2
ζµ2 (δ+)γ2(δ+) (2.2)
+ κ1κ2 sinχ
√
γ1(δ+)γ2(δ+)F(δ+r12). (2.3)
The renormalized excited state detuning of the dimer is ∆˜ ≡ δ˜+ − δ˜−, where
δ˜+ = δ+ + cos
2 χ
2
Λ1(δ+) + sin
2 χ
2
Λ2(δ+) + κ1κ2 sinχ
√
γ1(δ+)γ2(δ+)G(δ+r12), (2.4)
δ˜− = δ− + sin2
χ
2
Λ1(δ−) + cos2
χ
2
Λ2(δ−)− κ1κ2 sinχ
√
γ1(δ−)γ2(δ−)G(δ−r12), (2.5)
and the Lamb shift of the excited state of monomer-j is
Λj(ω) =
γj(ω)
2piω3
P
∫ ∞
0
dzz3 ×

1 +N(z)
ω − z , for ω > 0
N(z)
ω + z
, for ω < 0
, (2.6)
where P denotes the principal value. This integral diverges but it is assumed that
the monomer Lamb shifts are negligible. The coherence generating function (CGF) is
defined by the integral
G(ωr12) = P
2pi |ω|3
∫ ∞
0
dzz3F (zr12)×

1 +N(z)
ω − z , for ω > 0
N(z)
ω + z
, for ω < 0
≈
{
G ′(ωr12) + g(ωr12), for ω < 0
0, for ω < 0
(2.7)
where in the second line we have made the approximation of zero photon temperature.
In (2.7) we have defined,
G ′(x) = −3
8
(
α12
cosx
x
− β12(sinx
x2
+
cosx
x3
)
)
, (2.8)
g(x) =
3
4pi
[
α12
(
− 1
x2
+
1
x
[sin(x)Ci(x)− cos(x)Si(x)]
)
+ β12
([
cosx
x2
− sinx
x3
]
Ci(x) +
[
sinx
x2
+
cosx
x3
]
Si(x)
)]
,(2.9)
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and we have made use of the standard functions
Ci(x) = −
∫ ∞
x
dy
cos y
y
, (2.10)
Si(x) =
∫ x
0
dy
sin y
y
. (2.11)
Finally, the rates which measure the degree of communication of the excited states
with the coherences between them have the forms
Θ± =
1
2
γE+−(δ±) [1 +N±] + iS+−(δ±), (2.12)
Θ˜± =
1
2
γA+−(δ±)N± + iS+−(−δ±), (2.13)
where we have defined
γE+−(ω) = −
1
2
sinχ
[
ζE1 (ω)γ1(ω)− ζE2 (ω)γ2(ω)
]
+ κ1κ2 cosχ
√
γ1(ω)γ2(ω)F(ωr12), (2.14)
γA+−(ω) = −
1
2
sinχ
[
ζA1 (−ω)γ1(ω)− ζA2 (−ω)γ2(ω)
]
+ κ1κ2 cosχ
√
γ1(ω)γ2(ω)F(ωr12), (2.15)
and
S+−(ω) = −1
2
sinχ [Λ1(ω)− Λ2(ω)] + κ1κ2 cosχ
√
γ1(ω)γ2(ω)G(ωr12), (2.16)
and therefore note that S+−(−ω) ≈ 0. The Liouvillian shows that due to the imaginary
parts of the rates Θ±, there are oscillations between the excited state populations and
coherences at frequencies ν± = 2κ1κ2 cosχ
√
γ1(δ±)γ2(δ±)G(δ±r12). This is the origin of
the naming for the CGF. The coherences also have additional oscillations occuring at ∆˜.
If we set Θ+ = Θ− (so that ν+ = ν− ≡ ν±), then it can be shown that the combination
of these two effects manifests itself in the excited state populations as oscillations with
frequency νpop =
√
∆˜2 + 4ν2±. There are corrections to this expression when ν+ 6= ν−.
For means of comparison, here we show the Liouvillian for the case where the
rotating wave approximation (RWA) is not made in the original photon interaction
Hamiltonian. In this case it also becomes necessary to include the double excited state,
and only at the very end approximating that it is never populated. This way we can
still capture the virtual processes connecting the single excitation eigenstates that pass
through the double excited state. We emphasize that we have checked that by making
these approximations in the paper we have not lost any information. In this case, the
full Liouvillian is
LS+γf ==

−[γA+ + γA−] γE+ γE−
γA+ −γE+ 0
γA− 0 −γE−
Θ˜+ + Θ˜
∗
− −Θ∗+ − Φ˜∗− −Θ− − Φ˜+
Θ˜∗+ + Θ˜− −Θ+ − Φ˜− −Θ∗− − Φ˜∗+
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Θ+ + Θ
∗
− Θ
∗
+ + Θ−
−Θ∗− − Φ˜∗+ −Θ− − Φ˜+
−Θ+ − Φ˜− −Θ∗+ − Φ˜∗−
−1
2
[γE+ + γ
E
−]− i∆˜f 0
0 −1
2
[γE+ + γ
E
−] + i∆˜f
 (2.17)
where without the RWA the CGF is now given by
G(ωr12) = P
2pi |ω|3
∫ ∞
0
dzz3F (zr12)
[
1 +N(z)
ω − z +
N(z)
ω + z
]
(2.18)
≈
{
G ′(ωr12) + g(ωr12) for ω > 0
G ′(|ω| r12)− g(|ω| r12) for ω < 0
(2.19)
where we have again made the approximation of zero photon temperature. Furthermore,
the Lamb shifts become
Λj(ω) =
γj(ω)
2piω3
P
∫ ∞
0
dzz3
[
1 +N(z)
ω − z +
N(z)
ω + z
]
, (2.20)
but are still assumed to be zero. The additional terms in (2.17) that originate from
virtual processes passing through the double excited state are of the form
φ˜± =
1
2
sinχ [Λ1(−δ±)− Λ2(−δ±)] + κ1κ2 cosχ
√
γ1(−δ±)γ2(−δ±)G(−δ±r12), (2.21)
and the eigenstate splitting gets further renormalized to ∆˜f = δ˜+,f − δ˜−,f where
δ˜+,f = δ˜+ + sin
2 χ
2
Λ1(−δ+) + cos2 χ
2
Λ2(−δ+)
+ κ1κ2 sinχ
√
γ1(−δ+)γ2(−δ+)G(−δ+r12), (2.22)
δ˜−,f = δ˜− + cos2
χ
2
Λ1(−δ−) + sin2 χ
2
Λ2(−δ−)
− κ1κ2 sinχ
√
γ1(−δ−)γ2(−δ−)G(−δ−r12). (2.23)
Appendix B.2. Phonon Liouvillian
We find that
Lpn =

0 0 0
0 −γpn+ (η) γpn+ (−η)
0 γpn+ (η) −γpn+ (−η)
0 2(iSpnxz (0) + ζ
∗
xz(η)) 2(iS
pn
xz (0)− ζxz(−η))
0 2(−iSpnxz (0) + ζxz(η)) 2(−iSpnxz (0)− ζ∗xz(−η))
0 0
γpnxz (0) γ
pn
xz (0)
−γpnxz (0) −γpnxz (0)
−(γ¯pn+ + iµ¯pn+ )− 2γpnzz (0) (γ¯pn− − iµ¯pn− )
(γ¯pn− + iµ¯
pn
− ) −(γ¯pn+ − iµ¯pn+ )− 2γpnzz (0)
 (2.24)
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where the rates are given by
γpn± (ω) = γ
pn
xx (ω)± γpnyy (ω), (2.25)
µpn± (ω) = S
pn
xx (ω)± Spnyy (ω), (2.26)
γ¯pn± =
1
2
[γpn± (η) + γ
pn
± (−η)], (2.27)
µ¯pn± = µ
pn
± (η)− µpn± (−η), (2.28)
with γpnab (ω) ≡ 2<[ζab(ω)] and Spnab (ω) ≡ =[ζab(ω)] for a, b = x, y, z. The ECFs are
ζab(ω) =
∫ ∞
0
dt eiωt
〈
B†a(t)Bb(0)
〉
E,pn
, (2.29)
where Ba(t) are given by (22a, 22b, 22c) for a = x, y, z. Using the properties of
displacement operators derived in [21] we find that〈
B†x(t)Bx(0)
〉
E,pn
= cos2 χ
C ′2
2
sinh2
[
φ(t)
2
]
=
cos2 χ
sin2 χ
〈
B†z(t)Bz(0)
〉
E,pn
, (2.30)
〈
B†x(t)Bz(0)
〉
E,pn
=
〈
B†z(t)Bx(0)
〉
E,pn
= sinχ cosχ
C ′2
2
sinh2
[
φ(t)
2
]
, (2.31)
〈
B†y(t)By(0)
〉
pn
=
C ′2
4
sinh [φ(t)] , (2.32)
where φ(t) is defined by (12) and all other combinations equate to zero. The ECF
integrals are computed numerically.
The Liouvillian (2.24) describes phonon induced excitation from the |−〉 to the |+〉
at rate γpn+ (−η) and the reverse process at rate γpn+ (η). It also shows that the eigenstate
detuning is increased by µ¯pn+ . Furthermore, the population eigenstates either diminish
or gain through the coherences due to the γpnxz (0) term. The sign of this rate determines
which population gains and which diminishes. However, unlike the photon interaction,
the phonon interaction induces oscillations between the coherences at frequency µ¯pn− .
Finally, the phonon interaction provides additional decay of the coherences at rate
γ¯pn+ + 2γ
pn
zz (0).
Appendix C. Approximate analytic dark state condition
Minimizing the rate coefficient (39) with respect to z allows us to derive the critical
dipole ratio for which the destructive interference maximally suppresses the emission
rate of the |−〉. This has previously been calculated for weak vibrational coupling, for
homogeneous [5] and heterogeneous [6] dimers. In both of these cases, however, it was
also assumed that the coupling between the monomers C was independent of dipole
strength. In our calculations, C ∝ z and this means that minimizing (39) with respect
to z can only be done numerically (as we show in Figure 2 of the main text). To derive
simple analytic formulae for the location of the dark state and its efficacy once formed
we approximate C ′ to be independent of z. Really, though, this is just a necessity to
find analytic formulae. Despite this, the formulae we derive are largely obeyed when
the correct dependence on z is reinstated. To do so, we write γ2(ω) = z
2γ1(ω) in (39)
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and find the minimum of the rate with respect to z. We find that this occurs when z is
equal to
zc = tan
χ
2
κ1κ2
ζE2 (δ−)
F . (3.1)
In this approximation, when a dimer is formed with dipole magnitude ratio zc the |−〉
emission rate will be minimal, with the rate coefficient equal to
ΓEc− = sin
2 χ
2
[
ζE1 (δ−)−
1
ζE2 (δ−)
(κ1κ2F)2
]
γ1(δ−). (3.2)
Evidently in this simple case, maximal optical decoupling of the minus state occurs for
weaker phonon coupling and geometries for which F is closer to 1. From (3.1) this also
means that zc → 1, leading to homodimers. If the geometry deviates from F = 1, or
there is some degree of phonon coupling, it is not possible for the dimer to become fully
decoupled by utilizing destructive interference. We note that under the same conditions
proposed in [6] (that is for very weak phonon coupling and a geometry giving F = 1) we
recover the same condition on zc and the resulting Γ
E
c− for perfect dark state formation.
When the dipole-dipole coupling C takes its z-dependent form (2), the qualitative
dependencies of the critical dipole ratio zc (3.1) and rate coefficient Γ
E
c− (3.2) on system
parameters are still followed when the dark state forms by optimizing destructive
interference. This can be seen by comparing these expressions to Figure 2. For example,
we still find that maximal decoupling occurs when F = 1 and for weak phonon couplings.
However, there are a couple of important consequences of using the full expression of
C: (a) a minimum with respect to z does not necessarily exist in the rate for a given set
of parameters, forming only for fairly homogeneous dimers; and (b) the Bose-Einstein
distributions N(δ−) now have z dependence, however, we have found numerically that
the zc of the eigenstates have negligible dependence on photon temperature.
Appendix D. Absorption and emission spectra
Appendix D.1. Heterogeneous dimer spectra
In Figure D1 we plot absorption and emission spectra for the heterodimer, specifically
for parameters at the HE1 power maximum in Figure 4. So we can compare with the
spectra in the main paper for the homodimer (Figure 3) we choose the same geometries
in each row, indicated by F , and the same phonon coupling strength and dipole-dipole
coupling strength, with λ = 100 meV and C ′ = (100 meV) z. Compared to the
homodimer, emission in the heterodimer has much smaller dependence on orientation.
This is because the heterodimer is not reliant on destructive interference to create a dark
state, and therefore is not sensitive to perturbations from ideal geometries. However, the
destructive interference is still playing a role in reducing emission and absorption directly
into the dark state which can be seen by the changing value of Pd with orientation.
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Figure D1. Absorption and emission spectra for the heterodimer in the same
orientations used in Figure 3. The parameters used in all spectra mean that this
dimer corresponds to the HE1 power maxima in Figure 4 but with dipoles in different
orientations. The reorganization energy is λ = 100 meV, the renormalized dipole-
dipole coupling is C ′/z = 100 meV with z = 0.01 and the renormalized monomer
detuning is ∆ = 0.2 eV. The orientation is varied by row, indicated by the values of F
and C ′. The orientations are the same as those in the homodimer spectra, Figure 3,
and are detailed there. All other parameters are as in previous figures.
Appendix D.2. Calculating spectra
The emission and absorption spectra are calculated as the Fourier transforms of the
two-time correlation functions between the positive and negative frequency components
of the electric field. It is well documented that, in the Markov approximation, the
absorption (µ = A) and emission (µ = E) spectrum are given by
Sµ(ω) = <
∫ ∞
0
dτeiωτ lim
t→∞
2∑
ij=1
γijg
µ
ij(t, t+ τ), (4.1)
where γij are the (unnormalized) monomer photon rates and g
µ
ij(t, t + τ) are the two-
time expectation functions discussed shortly [30, 32]. In (4.1), the sum runs through
i, j = 1, 2 for the monomers in the dimer. Introducing the notation γi(δ
′
i) ≡ γi, the
photon rates are given by
γij =
{
γj for i = j√
γiγjF for i 6= j
, (4.2)
which are the unnormalized single monomer photon rate (i = j) and collective rates
(i 6= j) derived in Appendix A. The two-time expectation functions for absorption and
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emission are
gµij =
{〈
σ−j (t+ τ)σ
+
j (t)
〉
S+E
for µ = A〈
σ+j (t)σ
−
j (t+ τ)
〉
S+E
for µ = E
, (4.3)
where σ±(t) are the raising and lowering operators for monomer-j in the Heisenberg
picture [30, 32]. Note that to get the overall absorption of some weak probe-field one
must subtract the emission spectrum from the absorption [30, 32]. However, here we
are only interested in the raw absorption spectrum. To account for the strong phonon
interaction we again move to the polaron frame using the transformation described in
Section 2.2. It can be shown that after applying the polaron transform, the Heisenberg
picture raising and lowering operators become
σ±j (s)→ B±j (s)σ±j (s), (4.4)
where B±j (s) are the displacement operators (7) in the Heisenberg picture. We then
state the following two-time expectation values of the displacement operators in the
Heisenberg picture (for a similar proof see [21]),〈
B±i (t+ τ)B
∓
j (t)
〉
E,pn
=
{
κ2je
φj(τ) for i = j
κiκj for i 6= j
, (4.5a)
〈
B±i (t)B
∓
j (t+ τ)
〉
E,pn
=
{
κ2je
φj(τ) for i = j
κiκj for i 6= j
, (4.5b)
where κj and φj(s) are defined in (11) and (12) respectively, and
φj(s) =
∫ ∞
0
dω
Jj(ω)
ω2
[
cos(ωs) coth
(
βpnω
2
)
+ i sin(ωs)
]
, (4.6)
is the conjugate phonon propagator. Therefore, in the polaron frame, the two-time
expectation functions (4.3) are
gµjj = κ
2
j
{〈
σ−j (t+ τ)σ
+
j (t)
〉
S
eφj(τ) for µ = A〈
σ+j (t)σ
−
j (t+ τ)
〉
S
eφj(τ) for µ = E
, (4.7)
and
gµij = κiκj
{〈
σ−i (t+ τ)σ
+
j (t)
〉
S
for µ = A〈
σ+i (t)σ
−
j (t+ τ)
〉
S
for µ = E
. (4.8)
The two-time expectation values of the lowering and raising operators are evaluated with
the quantum regression theorem [21, 30, 32, 33]. This maps these expectation values
onto elements of the system density matrix. Therefore, these encode the information on
the system dynamics (photon/phonon processes). The phonon sidebands in the spectra
arise entirely because of the factors of eφj(s) and eφj(s) in (4.7). So, to produce the
spectra in Figure 3 and Figure D1 that do not have phonon sidebands (whilst keeping
vibrationally induced transfer processes) we have simply set these factors to equal unity.
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Appendix D.3. Approximating fpn
The area under the total spectrum is
AµT =
∫ ∞
0
dωSµ(ω), (4.9)
where Sµ(ω) is defined in (4.1). We can immediately evaluate the integral over frequency
using the identity < ∫∞
0
dωeiωτ = piδ(0). Then, the integral over τ in (4.1) results in the
area being given by the integrand of piSµ(ω) evaluated at τ = 0. The fractional emission
or absorption from the phonon sideband is defined as
fpnµ ≡
AµT − Aµγ
AµT
, (4.10)
where Aµγ is the integral (4.9) with the the factors of e
φj(s) and eφj(s) set to unity in
the spectrum (the part of the spectrum not generated through the phonon sideband).
Before we can evaluate this we must briefly introduce the Markovian quantum regression
theorem (QRT) which is used to evaluate the two time system correlation functions in
(4.7) and (4.8).
The theory behind the Markovian quantum regression theorem (QRT) is well
documented [21, 30, 33], so we will just state the relevant results. One finds from
using the QRT, that
lim
t→∞
〈
σ+i (t)σ
−
j (t+ τ)
〉
S
= χij0(τ), (4.11)
where χij0(τ) = 〈j|χ(τ)i |0〉 and χi(τ) is an effective density matrix described by
d
dτ
χi(τ) = LTχi(τ), (4.12)
for the same total Liouvillian LT that describes the evolution of the system density
matrix, ρS(t) i.e. ρ˙S(t) = LTρS(t). The superscript i refers to the initial conditions of
the density matrix which, through the QRT, are found as
χi(0) = ρS(t =∞)σ+i . (4.13)
Similarly one can show that
lim
t→∞
〈
σ−j (t+ τ)σ
+
i (t)
〉
S
= Λij0(τ), (4.14)
with initial condition
Λi(0) = σ+i ρS(t =∞). (4.15)
We can therefore write general expressions for the areas of the spectrum with and
without the phonon sidebands, which are
AµT = G
µ + κ1κ2F
µ, (4.16a)
Aµγ = α
µGµ + κ1κ2F
µ, (4.16b)
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where
Gµ =
2∑
j=1
γjQ
µ
j , (4.17a)
F µ = γ12Q
µ
12, (4.17b)
αµ =
1
Gµ
2∑
j=1
κ2jγjQ
µ
j . (4.17c)
The functions Qµj are the effective density matrices evaluated at zero time. Specifically,
Qµj =
{
Λjj0(0) for µ = A
χjj0(0) for µ = E
, (4.18)
Qµ12 =
{
Λ210(0) + Λ
1
20(0) for µ = A
χ210(0) + χ
1
20(0) for µ = E
. (4.19)
For algebraic ease, we set κ1 = κ2 ≡ κ so that αµ = κ2 for µ = A,E. Therefore, we
arrive at the general expression
fpnµ =
1− κ2
1 + κ2νµ
, (4.20)
where νµ = F µ/Gµ is the ratio of collective and individual monomer electronic rates.
The zero time values of the effective density matrices concerned with absorption,
Λij0(0), do not depend on whether the dimer is homogeneous or heterogeneous and can
be readily found as
Λjj0(0) = P00, (4.21a)
Λ210(0) = Λ
1
20(0) = 0, (4.21b)
where we have introduced the notation Pab ≡ 〈a| ρS(t = ∞) |b〉. Therefore, without
approximation,
νA = 0, (4.22)
and we arrive at (42) in the main text. Calculating the emission fraction is not so
simple, because
χ120(0) = sin
χ
2
[
cos
χ
2
P++ − sin χ
2
P+−
]
+ cos
χ
2
[
cos
χ
2
P−+ − sin χ
2
P−−
]
, (4.23a)
χ210(0) = cos
χ
2
[
sin
χ
2
P++ + cos
χ
2
P+−
]
− sin χ
2
[
sin
χ
2
P−+ + cos
χ
2
P−−
]
, (4.23b)
χ110(0) = cos
χ
2
[
cos
χ
2
P++ − sin χ
2
P+−
]
− sin χ
2
[
cos
χ
2
P−+ − sin χ
2
P−−
]
, (4.23c)
χ220(0) = sin
χ
2
[
sin
χ
2
P++ + cos
χ
2
P+−
]
− cos χ
2
[
sin
χ
2
P−+ + cos
χ
2
P−−
]
, (4.23d)
where the trigonometric functions describe the rotation between the dipole basis and
the eigenbasis and the angle χ is defined by (17a) and (17b). For an exact solution, one
can calculate the steady states numerically, however, here we make approximations to
get simpler solutions. We will assume that P−−  P++ which is justified if there is a
sufficient bias for phonon transfer to move excitations from the |+〉 to the |−〉.
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We can further simplify by assuming that the dimer is either homogeneous or
heterogeneous. If the dimer is homogeneous, then ∆  C ′ and so sin χ
2
≈ cos χ
2
≈
1√
2
. Furthermore, because the eigenstate populations completely decouple from their
coherences in the homodimer we can assume that P+− = P−+ = 0. Under these
assumptions, χjj0(0) ≈ 12P−− and χ210(0) ≈ χ120(0) ≈ −12P−−sign [C]. Consequently,
νhomo,E ≈ −γ12sign [C]1
2
(γ1 + γ2)
≈ −Fsign [C] , (4.24)
where in the second equality we have made the further approximation that γ1 ≈ γ2 (true
for highly homogeneous dimers) to arrive at (43) in the main text.
If the dimer is heterogeneous (∆ C ′), one cannot derive an expression that does
not involve the steady states of the density matrix. Defining  = C ′/∆ 1, and noting
that γ1  γ2, we find that
νhetero,E ≈ −γ12 P−− − 2< [P+−]
P++γ1 + P−−γ2
, (4.25)
where we have used that = [P+−] ≈ 0. In Figure D2 we plot these derived expressions
for fpnµ with F for λ = 100 meV. Additionally, we plot the values calculated by
numerically integrating the homodimer and heterodimer spectra over all frequencies
with and without the phonon sidebands.
Appendix E. Idealized load model
We model the idealized load illustrated in Figure 1(c) as a two level system called a trap.
The evolution of the dimer and trap is described by the total density matrix ρ(t)⊗ρt(t)
where ρ(t) and ρt(t) are the dimer and trap density matrices. As described in the main
text we follow standard Born-Markov procedure and trace out the dimer environment
degrees of freedom leaving the relevant ones, ρrel(t) = ρS(t) ⊗ ρt(t). Adding the trap
with a tensor product was first discussed in [12] in place of the original set-up which
added the trap energy levels to the system density matrix [5, 13, 14]. This was to reduce
the number of free parameters needed to describe the extraction process. The evolution
of the system density matrix has been derived in the previous sections and is governed
by ρ˙S = LTρS where LT is the total Liouvillian. We can write down a phenomenological
equation describing the evolution of the trap as ρ˙t = −i[Ht, ρt] +Dt(ρt), where the trap
decay dissipator is given by
Dt(ρt) = γt[ |β〉 〈α| ρt |α〉 〈β| − 1
2
{|α〉 〈α| , ρt}], (5.1)
and the trap Hamiltonian is Ht = δα |α〉 〈α|+δβ |β〉 〈β| where δt = δα−δβ. As described
in the main text, there is then a further phenomenological dissipator added which
describes non-radiative extraction of excitons from the minus state to the trap. This
must act in both spaces and has the form
Dx(ρrel) = γx
[
|0〉 〈−| ρS |−〉 〈0| ⊗ |α〉 〈β| ρt |β〉 〈α| (5.2)
− 1
2
{|−〉 〈−| ⊗ |β〉 〈β| , ρS ⊗ ρt}
]
. (5.3)
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Figure D2. Comparison between fpnµ values calculated from the approximate
expressions and and numerically from the homodimer (Figure 3) and heterodimer
(Figure D1) spectra. The lines and circles are results calculated by substituting the
approximate expressions for νE (4.24) and (4.25) into (4.20). The points are calculated
from the spectra. There is overall good agreement. Note that specifying F does not
uniquely determine the orientation of the dipoles. In order to do so one must also
specify C ′. Therefore, because fpnhetero,E depends on both F and C ′ we cannot plot
a continuous line for the derived expression with respect to F . This is not true for
fpnhomo,E which depends only on F , and not on C ′. This also means that experimentally
determining fpnhomo,E gives direct access to F and so, for the homodimer, this enables
the determination of a set of possible orientations of the dipoles.
Therefore, the evolution of the combined density matrix is described by
ρ˙rel = ρ˙S ⊗ ρt + ρS ⊗ ρ˙t +Dx(ρrel)
= LTρS ⊗ ρt + ρS ⊗
(
− i[Ht, ρt] +Dt(ρt)
)
+Dx(ρrel). (5.4)
Appendix F. Absolute power output
Figure F1 shows the power output of the dimer calculated in Figure 4 but without
dividing by the power output of the benchmark. The significant difference between
the two power plots is that there is now a new power maximum for z = 1 and large
detunings, ∆. This new maximum does not appear in the benchmarked power output
because the benchmark similarly maximizes power output here. The reason that the
power maximizes here is simply that reducing the energy of monomer-2 will increase the
steady state Bose-Einstein population of this excited state. However, there is a trade-off
because this decrease in energy of monomer-2 will also mean that the trap voltage has
decreased by the same amount.
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Figure F1. The absolute power in picowatts of the dimer for the same parameters as
used in Figure 4. We have kept the labels of the homodimer and heterodimer maxima
in the same positions on the contour plots.
Appendix G. Important rates in determining power output
In Figure G1 we show the important rates in understanding the positions of the maxima
in Figure 4 and Figure F1. Each set of four contour plots in Figure G1 corresponds to
the power plot in Figure 4 and Figure F1 which has the same C ′/z and λ values. In
each set of four, we show the |−〉 emission rate (top left); |+〉 absorption rate (top
right); overall phonon transfer rate from the |+〉 to |−〉 (bottom left) and the photon
non-secular oscillation frequency from the |+〉 to the excited state coherences (bottom
right).
Interestingly, by looking at how the emission rate from the |−〉 changes as phonon
coupling increases for a given dipole-dipole coupling, one can see the dark state in the
homodimer, at (z,∆) = (1, 0), being destroyed. The optical absorption into the |+〉 is
also larger for the HOX than the HEX which prevents bottle-necking and, though less
important than a reduced |−〉 emission, will increase the power output. This occurs
because constructive interference of the |+〉 absorption is equal in magnitude to the
destructive interference of the |−〉 emission. We also show a photon non-secular rate as
an example of what these look like.
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Figure G1. Contour plots of some important rates in determining the power output.
Each set of 4 rate plots correspond to one of the power contour plots in Figure 4 and
Figure F1. Each set shows the |−〉 emission rate (top left); |+〉 absorption rate (top
right); overall phonon transfer rate from the |+〉 to |−〉 (bottom left) and the photon
non-secular oscillation frequency from the |+〉 to the excited state coherences (bottom
right). Each rate-type is normalized against the maximum of their type across all six
panels. With regard to non-secular oscillation frequency, the effect of decreasing the
separation is almost exactly canceled by the effect of increasing the phonon coupling.
Note that just like in the power plots, the separations in each panel are different in
order to keep C ′/z fixed. The values are detailed in the caption of Figure 4
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