The development of a method to analyze molecular tagging velocimetry data based on the Hough transform is presented. This method, based on line fitting, parameterizes the grid lines "written" into a flowfield. Initial proof-of-principle illustration of this method was performed to obtain twocomponent velocity measurements in the wake of a cylinder in a Mach 4.6 flow, using a data set derived from computational fluid dynamics simulations. The Hough transform is attractive for molecular tagging velocimetry applications since it is capable of discriminating spurious features that can have a biasing effect in the fitting process. Assessment of the precision and accuracy of the method were also performed to show the dependence on analysis window size and signal-to-noise levels. The accuracy of this Hough transform-based method to quantify intersection displacements was determined to be comparable to cross-correlation methods. The employed line parameterization avoids the assumption of linearity in the vicinity of each intersection, which is important in the limit of drastic grid deformations resulting from large velocity gradients common in high-speed flow applications. This Hough transform method has the potential to enable the direct and spatially accurate measurement of local vorticity, which is important in applications involving turbulent flowfields. Finally, two-component velocity determinations using the Hough transform from experimentally obtained images are presented, demonstrating the feasibility of the proposed analysis method. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Molecular tagging velocimetry (MTV) techniques are an alternative to particle image velocimetry (PIV) for flowfield characterization in high-speed flow applications, mitigating the large errors in velocity determinations that result from the long particle relaxation times under the presence of strong gradients and low-density environments. This limitation was well illustrated by Huffman and Elliott (2009) and by Sakurai et al. (2015) , mapping the velocity field of an underexpanded jet using both PIV and MTV techniques, where inaccuracies in resolving gradients and determining flow velocities in low density regions using PIV were observed.
A brief summary of molecular tagging methods used in gaseous and liquid flowfields can be found in the MTV works by Koochesfahani and Nocera (2007) and Hsu et al. (2009b) . In MTV, a pair of images consisting of an initial image at time zero and a time-delayed image is collected. The velocity is obtained by dividing the spatial displacement of a tagged region by the time delay between the two images. This time of flight velocity is directly determined using u = d/τ, where u is the flow velocity, d is the flow displacement measured from the image pair, and τ is the time delay between both images. Thus, the resulting velocities represent spatially averaged values along the displacement of the tracked lines or intersections. Line MTV provides a single component of velocity by tracking a) Author to whom correspondence should be addressed. Electronic mail:
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the spatial displacement of the tagged lines, while gridded techniques provide two components of velocity, u and v, in the imaging plane by observing the spatial displacement of the grid intersections. Wide utilization of MTV techniques for flowfield characterization has been limited by a number of factors that include the lack of ready-to-use data analysis codes, which are largely written in-house. In contrast to MTV, there are several commercially available correlation-based software packages capable of highly accurate velocity determination from PIV experimental data. While MTV is intrinsically insensitive to the biasing effects of low-densities and strong gradients, the lack of benchmarked data analysis software represents a limiting factor to a broader application of these techniques. In addition, MTV in low density unsteady flows is challenging due to low signal-to-noise levels that require unique analysis tools to permit efficient data reduction and interpretation. The current methods employed for MTV data analysis are diverse and have usually been developed by the same groups performing the experiments. Some methods are based on detecting intensity maxima or edges of the tagged lines in an initial image and identifying the corresponding feature in a time-delayed image, yielding velocity information from the feature displacement magnitudes divided by the image pair temporal separation (Danehy et al., 2003 and Hsu et al., 2009a) . However, the accuracy of these methods is largely limited by the image spatial resolution since they yield integral pixel displacements and also require of high signal-to-noise levels to avoid location of spurious features. More robust line and intersection tracking methodologies intended to reach sub-pixel accuracy have also been developed, based on fitting the entire intensity profiles across the tagged lines to accurately find the line centers, resulting in increased accuracy for one-and two-component velocity measurements (Hill and Klewicki, 1996) . Other methodologies, also demonstrated in one-and two-component velocimetry applications, have been based on several cross-correlation variants (Bathel et al., 2011; Gendrich and Koochesfahani, 1996; and Ramsey and Pitz, 2011) . Cross-correlation methodologies and their variants derive from PIV analysis and have resulted in the highest velocity determination accuracy since they reduce significantly the contribution of random error due to image noise.
MTV techniques offer unique advantages that have not been collectively exploited to maximize the amount of information extracted from experimental images, inherently contained in the grid deformations. For example, Ramsey and Pitz (2011) have suggested the possibility of obtaining spatially resolved vorticity measurements from the rotations of the intersections observed in two-component MTV experiments. There are several advantages to the MTV technique that can also be used to develop improved feature detection and tracking algorithms to yield measurements of velocity and other quantities: (1) the initial images, at time zero, involve straight lines; (2) the line positions at time zero are fixed and repeatable in the absence of vibrations and need only be accurately determined once for a particular experiment; (3) the number of tagged lines and thus the number of intersections in a two-component MTV experiment are known; and (4) all the lines are continuous. Considering these factors, we have developed a different algorithm designed to analyze MTV data that fits the features present in an image using pre-defined functional forms. This method minimizes the probability of inclusion of spurious features in the fitting process, improving the accuracy of the flow displacement determinations when compared to direct line fitting. The method is based on a Hough transform algorithm and fits the tagged lines in the vicinity of each grid intersection using appropriate functional forms. It also differs from other methods in which the functional form of the intersecting lines is assumed as linear. The linearity assumption is not valid for drastically deformed grids often resulting from time-delayed images obtained in experiments involving strong velocity gradients and turbulence. MTV data analysis methodologies based on the parameterization of the lines forming an intersection have to account for these highly distorted features, and thus, the parameterization has to account for non-linearities. The proposed Hough transformbased algorithm addresses this issue.
II. MOLECULAR TAGGING VELOCIMETRY AND THE HOUGH TRANSFORM
The Hough transform was originally proposed by Paul V. C. Hough in 1962 as a method to perform automated recognition and parameterization of straight lines captured in photographs that represent the paths followed by subatomic particles in bubble chambers (Hough, 1962) , and its flexibility has allowed implementations to detect other geometries (Duda and Hart, 1972) . The use of the Hough transform to detect and parameterize geometric features traditionally requires edge detection pre-processing algorithms to convert full-scale intensity images to binary edge maps. Edge detection allows the identification of candidate points that are assumed to belong to any relevant feature present in an image. In the case of straight line detection, for example, a candidate point could belong to an infinite number of lines with any possible combination of slopes and y-intercepts. If a collection of candidate points belongs to the same straight line, they will share the same set of common parameters, in this case the same slope and the same y-intercept. The Hough transform method is based on finding points that share a common set of parameters and, consequently, detects and parameterizes relevant features simultaneously. The details of the Hough transform are outlined in Secs. II A-II D as well as the developments to achieve appropriate implementation for MTV data analysis purposes. Binary images obtained from local intensity maxima detection with integral pixel resolution will be initially employed to outline the principles of the Hough transform in Secs. II A and II B. Although the principles of the Hough transform are straightforward and are outlined in this paper, more details can be found in references such as Duda and Hart (1972) . We focus on the implementation and performance evaluation of the Hough transform in the analysis of MTV data.
A. Detection and parameterization of lines in MTV images at t = 0
The time-zero images associated with two-component MTV experiments consist of a grid formed by the intersection of virtually straight lines, and thus, a linear model can be used to parameterize these features. Following the identification of candidate points by any method, such as an edge or local maxima detection algorithm, line detection and parameterization are performed by transformation of the candidate points into a parameter space: the Hough space. In the linear case, a line formed by points (x i , y i ) contained in an x-y plane, or the image space, can be described by a slope-intercept model, y i = mx i + b, where m is the slope and b is the y-intercept, or its equivalent ρ = x i cos θ + y i sin θ, where ρ is the distance of the line from the origin and θ is the angle of the line's normal (Figure 1 ). The latter parameterization is preferred to avoid infinite slope issues resulting from vertical lines (Duda and Hart, 1972) .
Using the parameterization ρ = x i cos θ + y i sin θ, the candidate points selected in the first step are then assumed to belong to an infinite number of lines that can adopt any possible θ parameter value and a corresponding ρ parameter value. For convenience, the range of possible θ values is quantized and is defined as θ initial : dθ : θ final , where dθ is the desired resolution to discriminate between two different θ values. Similarly, all possible ρ values are ρ initial : dρ : ρ final , where ρ values can possibly range from 1 to the image size, with the quantization dρ being a pixel unit. These ranges of potential θ and ρ parameter values conform the coordinates of the Hough space. Every candidate point determined in the first step is now transformed into the Hough space by sweeping across the θ dimension vector to generate a ρ value for every θ, Rev. Sci. Instrum. 86, 105106 (2015) FIG. 1. Parameterizations of a straight line using the slope and y-intercept (a) or the angle of its normal and distance from the origin (b). using ρ = x i cos θ + y i sin θ, where (x i , y i ) are the coordinates of each candidate point in the image space. Thus, each point in the original image space corresponds to a sinusoidal curve in the Hough space and each resulting point in the Hough space corresponds to a straight line in the original image space. the parameters of an existing line in the original image. The accuracy of the line parameter determination will be limited by the level of quantization of the Hough space, defined by dθ and dρ. The number of line intersections occurring in each dθ × dρ area element in the Hough space is counted in a process called voting and the most probable set of parameters describing a line in the original image is defined by the area location with the largest number of votes, and thus the largest intensity. For a MTV grid intersection as the one shown in Figure 2 (a), using previous knowledge that each intersection is formed by only two lines, we can define the two area elements in the Hough space with the largest intensity as the two combinations of parameters that describe the two intersecting lines. These two regions, evident in Figure 2 (c), appear near 0
• and 90
• , following the orientation of the intersecting lines in the original image. The region near 180
• is a recurrence of the line at 0
• given the π-cyclic character of the two-dimensional Hough space. Additionally, time-zero non-linearities in the initially written grid can occur, for example, due to time-average nonuniformities in the index of refraction within the flowfield. The analysis of nonlinear MTV grids is addressed in Sec. II B.
B. Detection and parameterization of curves in MTV images at t > 0
For MTV grid sizes of the order of the interrogated flow structures, time delayed images often result in highly distorted grids, particularly in high-speed flow applications as shown in Figure 3 (a). Utilization of linear models to detect and parameterize these features is visibly inadequate and, therefore, quadratic or higher order polynomials should be employed to describe deformed sections of the MTV grid. High order polynomials, however, will increase the dimensionality of the Hough space and consequently the computation time. Figure 3 (b) corresponds to a single intersection of a time-delayed MTV image near the wake of a cylinder in a Mach 4.6 flow as that described in Sanchez-Gonzalez et al. (2012a) and shown in Figure 3 (a). Following a local intensity maxima detection algorithm to yield the binary image shown in Figure 3 (c), as in Sec. II A, it becomes clear that the vertically tagged lines will have inflection points and their description across scales exceeding one grid length by a quadratic model is insufficient. In order to avoid use of higher order polynomials, and thus a Hough space of higher dimensionality, regions of interest should be limited to a single intersection. This allows utilizing linear models in time-zero images and quadratic equations in time-delayed images even in the presence of grid distortions. If grid intersections in the time-delayed images can be analyzed using a quadratic model of the form y i = ax i 2 + bx i + c, the Hough space formed by the parameters a, b, and c will be three dimensional and the most probable solutions representing the curves in the original image will be located within the volume elements of size da × db × dc that contain the largest number of plane intersections. Each point in the original image space corresponds to a plane in the three-dimensional Hough space, as shown in Figure 3 (d), and each resulting point in the Hough space corresponds to a curve in the original image space. Finally, the detected and parameterized lines can now be solved as part of a system of equations to find the grid intersections with sub-pixel accuracy. The Hough space is swept in two separate events: the first employs the parameterization y i = ax i 2 + bx i + c in order to detect and fit the horizontally oriented curves, and the second employs the parameterization x i = ay i 2 + by i + c to detect and fit the vertically oriented curves. In practice, as will be described in Section II D, only certain regions of the entire Hough space are explored, and for the analysis of time-delayed images, each of the two Hough space regions utilized to fit the two intersecting lines corresponds to these two parameterizations.
C. Hough transform fitting vs. direct fitting
MTV data analysis methods are usually based on either line fitting procedures or cross-correlation. The analysis of grid images in two-component velocimetry experiments using line fitting procedures is done by performing a fit of the lines along each grid intersection and solving for the intersection of both fitted lines (Hill and Klewicki, 1996) . If this process is performed in the initial and time-delayed images, then the displacement of the intersection can be determined. This method results in a local measurement of flow displacement for each intersection in the grid.
The Hough transform is essentially a line fitting process and the output is a set of parameters that describe the tagged lines in the grid. However, this method is capable of discriminating against spurious features that could affect the fitting process, a particularly important advantage for low signal-to-noise data. To illustrate this advantage, a straight line was drawn in a square space of size 100 × 100 pixels This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: using the equation y = mx + b, using arbitrary values of m = −0.2 and b = 55.25 evenly spaced values of x in the range 1:100 were used to calculate corresponding y values that were subsequently rounded to simulate integral pixel resolution. These points, plotted in the top panel of Figure 4 , were used to perform a direct linear fit of the form y = mx + b. In a separate process, the same points were translated into a linear Hough space using the parameterization ρ = x i cos θ + y i sin θ. The Hough space had a resolution of 0.01
• in θ and 1.0 in ρ. The solution was used to calculate the slope m and y-intercept b of the resulting parameterization to compare directly with the result of the direct linear fit. The results, in the top panel of Figure 4 , show the parameters and the lines resulting from the direct fit and the Hough transform process, with m values within 2.5% of each other and b values within 0.1% of each other, resulting in essentially the same parameterization.
Additionally, these points were translated into a linear Hough space using the parameterization y i = mx i + b to explore any potential effect of the choice of coordinates in the Hough space. This Hough space had a resolution of 0.0002 in m and 1.0 in b. No differences were found when comparing with the result obtained in the Hough space with parameterization ρ = x i cos θ + y i sin θ. Since the Hough transform method yields a mathematical solution for the most probable straight line present in the image, no differences are expected regardless of the employed parameterization. To illustrate the insensitivity of the Hough fitting process to the presence of spurious points, an increasing number of points in randomly selected locations was then added to the originally generated line image and the fitting process was repeated using both methods. The results for the direct linear fit and the Hough transform-based fit are shown in Figure 4 for 7%, 20%, 50%, and 80% of the total points not belonging to the original line. Additionally, for the 80% case, half of the points belonging to the original line were randomly removed. While the straight linear fit is highly affected by the presence of spurious points, the Hough transform-based fit always yields the same result, with no variance. It is this insensitivity to noise, which results from the probabilistic analysis, that makes the Hough transform attractive for MTV.
D. Implementation
Although the Hough space is quantized in nature, the number of potential lines that can fit a single point in an image is infinite. The level of quantization of the Hough space will be reflected in the quality of the final parameterization. Ideally, in order to keep reasonable computation times, analyzing the smallest number of candidate points in an image yielding correct line detection and accurate parameterization is desirable. We suggest two strategies to achieve a practical implementation of the Hough transform for MTV data analysis. These strategies include (1) limitation of the Hough space to reasonable values by employing information from the experimental configuration and (2) the use of subsampling.
Limiting the Hough space to reasonable line parameters maximizes the probability of detecting and fitting only relevant features and can result in significant reduction in computation time. Figure 5 (a) shows a region in a single-shot MTV image at time zero containing four grid intersections. Despite the presence of noise, the image clearly contains only two horizontal lines and two vertical lines. In order to detect and parameterize the vertical lines, the parameter describing the angle of the lines' normals, or θ, can be restricted to values within the range −15
• :dθ:15
• instead of employing the entire range 0
• :dθ:180
• , similar to that employed in Figure 2 (c), eliminating a significant amount of unnecessary calculations. Similarly, the range of ρ values can be limited to a range from zero to a maximum of the size of the image size, avoiding the consideration of redundant negative ρ values, as also shown in Figure 2 (c).
The other strategy for the algorithm optimization is based on subsampling to reduce the number of candidate points subject to analysis. A similar idea was previously used by Xu et al. (1990) for curve detection using a method based on the Hough transform where detection of a straight line, for example, described by y i = mx i + b was performed in the following manner: (1) an edge detection algorithm applied on the original image resulted in the detection of candidate points (x i , y i ) subject to analysis, (2) two points (x 1 , y 1 ) and (x 2 , y 2 ) were randomly selected and mapped into a single point (m i , b i ) in the parameter space by solving the system of equations y 1 = m i x 1 + b i and y 2 = m i x 2 + b i , and (3) repetitive mapping of pairs of randomly selected points in the binary image using the previous step until accumulation of solutions in the same point in the parameter space suggested a solution. This method avoids the use of all candidate points to sweep a large region of the Hough space, resulting in reduced computation time and memory requirements. The subsampling strategy that we propose is different and is based on a single random sampling event of a fraction of the candidate points initially selected. This process also reduces calculation times, which is critical when analyzing massive data sets containing highresolution images and permits increasing the resolution of the Hough space resulting in improved feature detection accuracy. Figures 5(a) -5(c) illustrate this subsampling strategy, showing the binary image (b) obtained from local intensity maxima location in (a) and a random sample of 10% of the points contained in the binary image (c). As demonstrated in Sec. II C and shown in the utmost bottom panel of Figure 4 , the Hough transform fitting process is not affected by missing a significant fraction of points along the lines.
III. PERFORMANCE EVALUATION
The performance evaluation of the proposed Hough transform-based data analysis method was accomplished using synthetic MTV data sets based on computational fluid dynamics simulations (CFD). These data sets simulate grid displacements consistent with the flow movement in the wake of a cylinder in a Mach 4.6 flow (Sanchez-Gonzalez et al., 2012a) and were generated based on a perfect grid formed by straight lines crossing of 90
• , a line width W of 20 pixels FWHM, and even spacing of 80 pixels, reflecting the experimental spatial resolution and quality of the imaging system used in a previous study (Sanchez-Gonzalez et al., 2012b). All images had a size of 1024 × 1024 pixels and represent a square region of the flowfield of dimension 1.8 × 1.8 cm. The
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: resulting synthetic images at time zero and at a simulated time delay of 1 µs are shown in Figure 6 . For a direct comparison of performance with previous correlation-based MTV data analysis studies (Gendrich and Koochesfahani, 1996 and Ramsey and Pitz, 2011) , we also generated additional synthetic data sets using a line width of 4 pixels. The flow is from left to right and the images represent the region approximately 10 mm downstream from the 3.2 mm diameter cylinder. The lowest streamwise velocity near the center left causes the maximum curvature of the vertically tagged lines. For initial proof-of-principle illustration of the analysis method, the noise-free image pair shown in Figure 6 was processed to obtain two-component velocity determinations analyzing each grid intersection independently. Automatic location of grid intersections was performed in the timezero image via an algorithm based on local intensity maxima detection, and each intersection was then employed to define square interrogation areas extending a length of half the grid size in the vertical and horizontal direction on each side of the intersection. These interrogation areas, or regions of interest, were the same for the analysis of the time zero and the timedelayed images. Experimentally, the time separation between the two images is chosen to limit the maximum intersection displacements to less than half of the grid size, simplifying the analysis by allowing the use of the same interrogation area in the time-zero and time-delayed images. Within the selected interrogation areas, local intensity maxima were determined with sub-pixel accuracy via Gaussian fitting across the MTV line profiles for the entire interrogation window surrounding each intersection. A magnification of the region in the original images that show maximum grid distortions near the wake is shown in Figure 7 (a) as an overlap of the image at time zero (grey scale) and the time-delayed image (green). The candidate points selected via Gaussian fitting were then transformed into a two-and three-dimensional Hough space for the time zero and time-delayed images, respectively. Figure 7 (b) shows a plot of the lines parameterized using this Hough transformbased method at each grid intersection. The black lines result from the parameterization of the grid at time zero and the red curves show the parameterization of the grid at t = 1 µs.
The use of a quadratic equation to describe the lines in the time-delayed images accurately captures the grid deformation in the vicinity of each intersection, as seen in Figure 7 (b). Analysis of interrogation windows on the order of the employed grid size is not only practical, but necessary to include enough data points to achieve an accurate parameterization of the intersecting lines. Following line detection and parameterization in the two images, each intersection in both the time-zero and time-delayed images is located with sub-pixel accuracy by solving a 2 × 2 system of equations involving the two determined parameterizations. Figure 8 shows the streamwise (top panels) and the radial (bottom panels) vertical velocity profiles at different x-positions derived from the intersection locations using the current Hough transform method (black dots). The streamwise and radial velocity profiles derived from the CFD simulations are shown for comparison (red lines). The vertical dotted lines on the CFD simulation maps indicate the x-positions of the plotted velocity profiles, which are 4, 10, and 16 mm from the left border of the area of interest. The differences with respect to the CFD simulations are within 20 m/s for both streamwise and radial velocity components, corresponding to differences of within 3% with respect to the freestream velocity for the current data set.
A. Spatial resolution and accuracy
The performance of the Hough transform MTV data analysis, as for any other analysis method, is highly dependent on image quality in terms of signal-to-noise levels as well as on the analysis window size surrounding each intersection. Experimentally, signal-to-noise levels are often the dominant random error source in an instantaneous velocity determination, and thus, quantification of signal-to-noise effects is necessary. Based on the image pair shown in Figure 6 , additional data sets consisting of 100 image pairs each were generated with varying signal-to-noise levels. Signal to noise was defined as the ratio of the tagged line intensity amplitude divided by the noise peak-to-peak amplitude (Ramsey and Pitz, 2011) . Random noise with a normal standard distribution was added to produce images with final signal-to-noise levels ranging from 1 to 20, consistent with typical MTV experimental images. Each data set was processed identically to yield instantaneous local displacements at each grid intersection, in pixels.
The local flow displacements determined using correlation based algorithms have previously resulted in more precise measurements, as illustrated by Gendrich and Koochesfahani (1996) and Ramsey and Pitz (2011) since the effects of noise are averaged out in the process of correlating the full intersection features. However, there is a tradeoff between spatial resolution and measurement precision when using correlation methods. While better precision is usually achieved at increased correlation window sizes, the resulting measurements represent a spatial average over the entire correlation window (Gendrich and Koochesfahani, 1996) . The advantage of MTV methods based on the location of initial and timedelayed intersection location via line fitting is that the resulting velocity measurement is only a spatial average over the intersection displacement length and not over the entire analysis window. While line fitting methods have previously shown lower precision than correlation-based measurements, they intrinsically have better spatial resolution. In addition, besides degrading spatial resolution at increased analysis window sizes, correlation-based algorithms can potentially have a biasing effect in the presence of curvature of the MTV grid lines. This biasing effect was studied by performing crosscorrelation analysis and Hough transform fitting in a MTV grid intersection with curvature for the generated data sets employing different analysis window sizes, L, as shown in Figure 9 . The L value range, in pixels, was constrained to assure including the same intersection in the image at time zero and in the time-delayed image, and to assure that only one intersection was included in each analysis window. The correlation-based analysis was performed by cross-correlation of the same analysis window between the time zero and time delayed image, followed by a 5th order polynomial fit of the correlation peak to find the intersection displacement with subpixel accuracy. The average pixel displacement was calculated as a function of analysis window size, at different signal-to-noise levels. The results were plotted as percent deviations from the true displacement value at that location to explore bias effects resulting from the choice of analysis window size. The true displacement was derived from the CFD simulation employed to generate the data sets. The top left panel of Figure 10 shows the deviations resulting from cross-correlation, and the top right panel shows the deviations resulting from Hough transform fitting for line widths of 20 pixels FWHM. There is a clear deviation for small and large window sizes in both methods, and both show the smallest deviations at a window size of ∼80 pixels. However, deviation of cross-correlation reaches values of up to 8% and 6% for the smallest and the largest analysis window sizes, respectively. The Hough fitting results show overall smaller deviations for all window sizes and at all signal-to-noise levels, with most deviations within 2%. At line widths of 4 pixels FWHM, cross-correlation analysis results in less deviations at all window sizes compared to the wider line case, and for high signal-to-noise levels, almost no deviation is found. Differences between the lowest signal-tonoise and the highest signal-to-noise reach 5%. The Hough transform method shows overall smaller deviations and consistently finds the same solution at all signal-to-noise levels, within 0.7%.
This analysis shows that the use of quadratic equations to parameterize the time-delayed grid lines in the vicinity of the intersections yields results with accuracies similar or   FIG. 10 . Accuracy in the intersection displacement determination at different analysis window sizes using cross-correlation (left panels) and Hough fitting (right panels) for grid line widths W of 20 and 4 pixels FWHM. This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP:
better than cross-correlation analysis under conditions typical of MTV experiments in terms of line widths and grid sizes. Additionally, as will be illustrated in Section IV, the consideration of line curvature using the Hough transform in the fitting of time-delayed images provides (1) a truly local measurement vorticity that avoids relaying in velocity gradients and interpolation procedures and (2) a more accurate measurement of vorticity when compared to assumption of linearity of the grid lines in time delayed MTV images.
B. Precision
Increasing analysis window size in MTV analysis methods based on line fitting to locate and track grid intersections does not decrease the spatial resolution of the measurement as in correlation-based analysis methods. However, the impact of window size on the measurement precision also needs to be evaluated including factors such as signal-to-noise. The precision performance of the Hough transform method was evaluated using the same synthetic data sets as the function signal-to-noise levels at varying analysis window sizes. The results plotted as RMS displacements in pixels at varying L values for 20 pixel wide lines are shown in the top left panel of Figure 11 as a function of signal-to-noise levels. As expected, the results show an increase in precision at higher signal-tonoise levels for a given L value, reaching RMS values within 0.1 pixels at high signal-to-noise for all values of L. The precision also improves with increasing analysis window size L until L = 100 is reached, and then it diminishes for L = 120. Since the intersections in the time delayed images were parameterized using a quadratic equation, further increase in the analysis window will result in a decrease in precision and will require a higher order parameterization to accurately capture the line curvature. This point is further illustrated in the right panels of Figure 11 , where the resulting RMS displacements are plotted as a function of analysis window length. Signal-tonoise levels of 2 (top right panel) and 8 (bottom right panel) are shown in the figure for illustration purposes. The precision shows a tendency to increase for all cases until reaching L ∼ 80-100, and then the RMS displacements increase again at L = 120. The variation in pixel displacement determination obtained using cross-correlation is shown for comparison. We have found that at signal-to-noise levels exceeding ∼5, RMS displacements can be determined within 0.1 pixels using both methods.
The RMS values shown in Figure 11 represent the best case scenario assuming Gaussian profiles for the grid lines and accounting only for changes in signal-so-noise levels. Accounting for the quantization in the Hough space, we have estimated a resolution limit in the determination of intersection displacements of ∼0.02 pixels, and thus, the algorithm did not distinguish two displacements with a difference below that value. This is the reason that some RMS values are zero in Figure 11 , corresponding to no detected variability due to this quantization effect. The same analysis was performed for a data set using line widths of 4 pixels FWHM. The results are plotted as RMS displacements in pixels at varying L values in the bottom left panel of Figure 11 as a function of signal-tonoise. A tendency of increased precision at increasing signalto-noise levels is observed for a given analysis window size L. The RMS displacements show minima at analysis windows size between 60 and 80 and then increase at larger window sizes as seen in the right panels of Figure 11 . This is similar trend to what is observed for the MTV grid generated using a line width of 20 pixels, although the overall RMS values are smaller given the increased accuracy at finding the line centers using narrower line profiles. The accuracy of the intersection displacement obtained using the Hough transform analysis for line widths of 20 pixels seems slightly lower at higher signal to noise for analysis window length of 60 pixels. Although a reason for this small discrepancy cannot be clearly identified, the overall accuracy of the Hough transform analysis clearly shows overall better accuracy for all analysis window lengths and grid line widths.
For the current synthetic data sets, the analysis time to perform the calculations to determine the grid intersection displacements using the Hough transform method was on average 7.3× that of cross-correlation, with the shortest time of 2.6× that of cross-correlation for the smaller analysis window size and the longest time of 12.3× that of cross-correlation for the largest analysis window size. The quadratic model has sufficed to describe the distortions under the currently studied conditions. However, higher order grid distortions resulting from smaller flow structures in the vicinity of each MTV intersection will prove this model insufficient and, as mentioned in Section II B, higher order polynomials could be employed at the expense of increased computation time. This method, however, represents an improvement to the limitation imposed by the assumption of grid linearity previously assumed in MTV data analysis methods.
IV. BEYOND VELOCIMETRY
The use of the Hough transform method to locate and track grid intersections to yield accurate velocity determinations offers additional advantages that derive from a correct parameterization of the grid deformations occurring in the time-delayed images. Specifically, the grid parameterization at each intersection can provide direct local measurements of vorticity. For a two-dimensional flow, the out-ofplane component of vorticity, ω z = ∂v /∂x − ∂u /∂y, is usually a derived quantity, indirectly estimated from two-component velocity measurements, i.e., from u and v. This is accomplished by calculating finite differences of velocities at adjacent measurement locations or at adjacent pixels in an interpolated, continuous, velocity field. The vorticity estimation accuracy, however, depends on the spatial resolution of the velocity measurement, and therefore, the ability to accomplish accurate vorticity determinations is largely limited by the MTV grid size. In the case of continuous interpolated velocity maps, the vorticity accuracy is also influenced by the method selected to perform the interpolation. Vorticity determination using finite velocity differentials is intrinsically non-local and susceptible to inaccuracy, particularly in the case of large grid displacements and deformations.
The parameterization of the lines associated with each MTV grid intersection accomplished by using the Hough transform analysis method offers the unique advantage of providing truly local measurements of vorticity, which is less sensitive to MTV grid spacing and choice of interpolation method. This measurement of vorticity is possible if the intersection tag lines are aligned orthogonal to each other and the grid oriented to capture the expected velocity gradients (Ramsey and Pitz, 2011) . The rotation of the vertically tagged lines in Figure 6 within the employed time delay yields the local measurements of ∂u/∂y, while the rotation of the horizontally tagged lines will yield ∂v/∂x. However, the accuracy of these measurements is affected by the functional forms utilized to parameterize the grid and the assumption of linearity of the lines conforming each intersection in the time-delayed grid can result in large errors. This is illustrated in the second panel, from left to right, of Figure 12 , where the choice of a quadratic function to parameterize the timedelayed grid (black dots) over a straight line (open squares) shows significantly more accurate determination of vorticity. The comparison is made against vorticity values obtained from finite difference derivatives of the continuous CFD streamwise and radial velocity maps utilized to generate the synthetic images shown in Figure 6 . The errors in vorticity resulting from the grid intersection parameterizations in the time-delayed image using a quadratic functional form are below 10%, while errors exceeding 50% result from parameterizations that assume linearity. The significantly larger errors resulting from the linear fits are due to line detection biased by asymmetries of the interrogation areas, and the end result is a slope that resembles more one side of the interrogation area rather than the value of the slope at the intersection point. The parameterization using a quadratic functional form avoids this problem, and the instantaneous derivative of the parameterization at the intersection point provides a spatially accurate vorticity measurement. Figure 12 shows vertical vorticity profiles at FIG. 12 . Average vorticity profiles derived from the synthetic image pair in Figure 6 using the proposed Hough transform method (black dots) compared to the CFD-derived profiles (red lines). Full CFD-derived vorticity map shown for comparison (utmost left panel). x = 0 is defined as the left border of the area of interest, 10 mm downstream from the cylinder. This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: different x-positions derived by using the current Hough transform method (black dots). The vorticity profiles derived from the streamwise and radial velocity maps following the CFD simulations are shown for comparison (red lines).
V. ANALYSIS OF EXPERIMENTAL DATA
The Hough transform-based method proposed in this work was employed to analyze an experimental MTV image pair obtained in the wake of a Mach 4.6 flow over a cylinder of 6.35 mm diameter, using nitrogen seeded with 2% NO 2 as the test gas. Flow tagging was performed by photodissociation of the NO 2 molecules using the third harmonic of a Nd:YAG laser at 355 nm. This output was split with a 50:50 beam splitter to direct orthogonally aligned photodissociation beams toward the probe region. Microcylindrical lens arrays were employed to produce a periodic pattern of NO photoproduct lines in the flow, spaced by approximately 2 mm. Subsequent fluorescence images were captured from the excitation of the vibrationally excited NO photofragment using the R 1 + Q 21 (J = 1.5) transition in the NO A 2 Σ + (v ′′ = 1) ← X 2 Π(v ′′ = 1) band near 226 nm. A complete study on the use of this technique to obtain two-component spatially resolved velocity measurements in gaseous flows has been reported previously (Sanchez-Gonzalez et al., 2012a) . The resulting image pair, shown in Figure 13 , corresponds to 200-shot average fluorescence images captured immediately after tagging (a) and 1 µs after tagging (b). The flow movement is from left to right, and the images show an area of 1.5 × 1.6 cm, with a resolution of 37 pixel/mm. The diagonal fluorescence patterns observed in the left half of both images correspond to a recompression shock. The largest grid distortions in the time delayed image are present in the curvatures in the center of the wake and in the vicinity of the recompression shocks.
The image pair was analyzed using the proposed Hough transform method, employing a linear parameterization to describe the grid in the time-zero image, and quadratic equations to describe the lines in the time-delayed image. Candidate points for analysis were selected by identification of fluorescence intensity maxima with sub-pixel accuracy via Gaussian fitting along the lines surrounding each grid intersection. The candidate points selected from the time zero and the time delayed images in the vicinity of each intersection were transformed into a two-and three-dimensional Hough space, respectively. The resulting line parameterizations are shown as black lines for the time zero image and as red curves for the time delayed image in Figure 14(a) . The grid displacement in the horizontal direction, from left to right, is evident due to the larger velocity component laying on the streamwise direction. Following location of each intersection based on the parameterizations, a vector map representing the local flow displacements was obtained, and is shown in Figure 14(b) . The vertical velocity profiles corresponding to the vectors highlighted in red in (b) are plotted in (c) for the streamwise velocity component and in (d) for the radial velocity component, displaying structures consistent with those present in the wake of a cylinder in a supersonic flow as shown in Sec. III and as previously reported (Sanchez-Gonzalez et al., 2012a). The lowest streamwise velocity, corresponding to the center of the wake due to flow separation from the cylinder, occurs in the center of the images and was about 500 m/s, as observed in Figure 14(c) .
As in the case of the synthetic data, the quadratic parameterization of the grid in the time-delayed image suffices to capture the grid distortions that are particularly evident in the vertically tagged lines at the center of the wake and near the recompression shocks. The vector map shown in Figure 14 is often employed for visualization purposes or to estimate derived quantities based on finite velocity differentials, such as vorticity (Ramsey and Pitz, 2011) . It is worth mentioning that the grid parameterization resulting from the Hough transform analysis could provide enough information to perform intelligent interpolation, avoiding assumptions involved in the choice of other interpolation methods that could represent an additional source of error.
VI. CONCLUSIONS
We have presented a new analysis method for molecular tagging velocimetry data based on a Hough transform algorithm. The method is based on the parameterization of the lines surrounding each MTV grid intersection. The lines are parameterized by a straight line model at time zero and a quadratic model after a time delay, resulting in accurate feature description that avoids the use of higher order polynomials when the analysis is performed in regions of interest limited to the vicinity of each intersection. Although we have found that quadratic equations are suitable to describe grid distortions in the vicinity of each intersection and represent an improvement over the employment of linear models for parameterization in time-delayed images, this method can be extended to use higher order polynomials, particularly in cases where coarser MTV grids are employed and an accurate treatment of inflections in the lines is important. The proposed method differs from direct line fitting given that it is capable of discriminating spurious features that can have a biasing effect in the fitting process.
A proof-of-principle illustration of this method was performed in a noise-free synthetic data set that simulates grid distortions consistent with the wake of a cylinder in a Mach 4.6 flow, resulting in truthful representation of the spatially resolved streamwise and radial velocity components. The precision and accuracy of the method were also assessed using synthetic data sets of 100 image pairs each at varying signal-to-noise levels ranging from 1 to 20, characteristic of typical MTV experiments, and the performance compared to cross-correlation analysis. There is a biasing effect in the determination of intersection displacement of up to 2% for small or large analysis window sizes, which is smaller than cross-correlation analysis for line widths of 20 pixels FWHM. The resulting velocity uncertainties are below 0.2 pixel for signal-to-noise levels above 5. The uncertainties drop below 0.1 pixels when the analysis window size exceeds 60 pixels and the width of the tagged lines is reduced. Additionally, determination of two components of velocity from experimental MTV images obtained in the wake of a cylinder in a supersonic flow was performed, demonstrating the feasibility of the proposed analysis method to parameterize grid deformations resulting from a high-speed gaseous flow.
Although the computational cost of this algorithm is higher than previously reported cross-correlation algorithms, it displays comparable performance in terms of precision and accuracy. However, MTV analysis methods based on line fitting have intrinsically better spatial resolution. Furthermore, we have also demonstrated the utility of the Hough transform method to yield direct local measurements of vorticity that is important in applications involving turbulence. A non-linear parameterization of the grid intersections using the Hough transform yields spatially accurate vorticity measurements, avoiding bias and erroneous estimations of flow rotation resulting from assumption of linearity of the tagged lines in time-delayed images in the presence of large grid distortions. We believe that the data analysis method presented in this manuscript can be a useful alternative in studies that employ MTV as a diagnostic, and can potentially be employed to study turbulent high-speed flows where the measurement of localized vorticity is important and worth the increased computational cost.
