A Content Based Image Retrieval (CBIR) system is the result of the combination of computer vision techniques such as segmentation, extraction and classification in order to detect similar images. In our work we propose a CBIR system based on global descriptors, multiple clustering and on multi-criteria optimization problems using game theory. We propose to determine the similar images as a Nash Equilibrium. We tackle the problem by splitting the optimization variables into three players. The first player minimizes its objective function using the first strategy (Color description), the second player by using the second strategy (Gist descriptor) and the third one by using the third strategy (Zernike descriptor). After using the K-means algorithm to divide each level of description on K clusters, we use the Nash equilibrium to detect the classes of membership of the searched image.
Introduction
The problem of automatic indexing pictures by their content presents a challenge for researchers in computer vision. The fact that every image is represented by one or more vectors, the research stage becomes very hard. To raise these difficulties, many techniques were proposed. Among these approaches we find the techniques of research for images based on text description known under the name Text-based Image Retrieval (TBIR) [18, 19, 17, 7, 10] which is the oldest approach used until our days. The problem with the techniques is that each image should be annotated by a set of keywords describing their contents. Since the automatic generation of text descriptors for a set of images is not feasible, researchers were oriented to image annotation [18, 3] and content description [20] . And finally CBIR system [6, 5] . In this paper, we propose a search engine for similar images, based on image multiple representations and clustering, reinforced by game theory and K-nearest neighbors (KNN) algorithm. On the representation phase, each image is symbolized by three vectors that represent the visual characteristics of low level (Figue1):
• The color vector using compressed color histogram.
• Gist descriptors.
• Zernike moments.
On the learning phase, the fact that each image is represented by a dependent vector and not by isolated values, without forgetting the enormous number of image existing on the web, makes the research of the similar images with the classical research methods a painful mission. To do this, after having calculated the three vectors of representations for each image of database (DB), we separately applied to each level of representation the clustering algorithm, which automatically divides the images into several classes in each level of representation.
On the classification phase, we solved a multidisciplinary optimization problem using a non-cooperative game (Nash Game) where the strategy of the players is naturally defined by three strategy(color, Zernike, Gist), the optimal solution is used to detect the classes of membership for each level of representation. Finely the results are obtained using KNN on the intersection of membership classes. 
Pretreatment
There is an option in our system that can handle the noisy images. The algorithm that we have integrated is based on Tikhonov regularization: Let us denote by I an original image, non-corrupted image, which is a function defined on some domain Ω open and bounded, and let F be noisy image defined by:
where µ is a white additive Gaussian noise. Reconstructing the original image I from F , by simply minimizing the quadratic mist [9] J(I) = min
where is some parameter to be adjusted, see We assume that the image depends on design strategies of the color (C), Gist (G) and shape (S). Hence, we obtain a multidisciplinary optimization problem. To determine the optimal image as Nash equilibrium, we will use in both cases three criteria J c , J g and J s associated with the three players respectively. We use, in this case, a concurrent optimization realized by an algorithm simulating a Nash game [15] between the three players. The three players act following different objectives; in particular, player 1 has to choose his strategies in order to minimize his function J c , while player 2 has to minimize the function J g and player 3 has to minimize the function J s (Paragraph 3).
Preparation of the database
First, we will calculate the shape descriptors, Zernike, Gist and color histogram of each image in the database. Secondly, we will apply a clustering algorithm on each level of description. Therefore, each image of the database will belong to three classes (color class, gist class and global shape class).
Extraction
Extraction is the process of reduction of the size of information that represents the image. This work is based on three following descriptors [6] :
• The color histograme
• Zernike moments
• Gist descriptors
Color histogram
Many studies have shown that color is the most effective descriptor [21] . There exists several descriptors of colors, in our case we work with the reduced color histogram, based on the regular color histogram [6] .
Gist descriptors
Gist descriptors are based on the analyze of the spatial frequencies and orientations. The global descriptor is built by combining the amplitudes obtained in the output of K Gabor filters at different scales and orientations. For reducing the size, each image in filter output is resized to a size N × N [16] .
Zernike moments
Zernike moments provide very good properties of theoretical invariance by translation, scaling and rotation. They constitute a vector space in which the image of the form is projected [13, 12] . With a compact and easy coding to compute.
Preparation of the training database
Each image will be represented by three vectors: a color vector V C(1, 96), a Gist vector V G(1, 36) and a shape vector V F (1, 24):
• V C, the color histogram of each color, is divided on 32 parts of 8 values.
We calculate sum of components of each part.
• V G, Gist applied directly on color images. By using small parameters we find 64 components.
• V S, Zernike cannot be performed on color image. So, we calculate the first 8 components of each color level. The data set is composed of the three vectors (V C, V G, V S) of each image of the iaprtc benchmark [11] . It contains 20000 images.
• The color descriptors: all images are collected in a matrix denoted M C(20000, 96).
(20000 lines per every picture, 48 the number of color components that we have chosen).
• The Gist descriptors: all images are collected in a matrix denoted M G(20000, 64).
• The shape descriptors: all images are collected in a matrix denoted M S(20000, 24).
Clustering of the database
In this work, we use the K-means algorithm defined by McQueen [14, 8] . With a simple implementation, the K-means algorithm is the most used clustering algorithm. It partitions data in K clusters. The algorithm divides the inputs data set in K clusters, in which the objects within each cluster are as close as possible to each other as far as possible to other clusters. Each cluster in the partition is defined by its objects and its centroid. K-means is an iterative algorithm that minimizes the sum of distances between each object and its cluster centroid. The initial position of centroids determines the final result. So, the centroids should initially be placed as far as possible from each other in order to optimize the algorithm. K-means out exchanges the objects of cluster until the sum can not decrease any more. The result is a set of compacts and clearly separated clusters, provided that they have chosen the correct value K, the number of clusters. The main steps of K-means algorithm are:
Require: Set of N data, denoted by X. Number of desired group, denoted by k Ensure: A partition of k groups {C 1 , C 2 , ...C k } Begin 1) Random initialization of the C k centers ; repeat 2) Assignment: create a new partition by assigning each object to the group whose center is the closed;
With µ k the center of the k classes;
3) Representation: Compute the associated centers to the new partition;
until the algorithm converges to a stable partition; End
We apply the algorithm K-means to the three matrix M C, M G and M S with different values of k.
Proposed methods
Color (C), Gist (G) and shape (S) information have been the primitive image descriptors in our content based image (I) retrieval systems. We propose to determine the equilibrium of similar images as a Nash Equilibrium. Therefore, we split I, the original optimization variable, into three strategies Color, Gist and shape [1, 2] and we denote I = (C, G, S) and F = (F c , F g , F s ). We consider a three-players static game of complete information. The first player is the Color descriptor that is used to control color in image, denoted by C. The second player is the Gist descriptor, denoted by G. Then, the third is the Zernike descriptor who controls the shape, denoted by S.
Existence of a Nash equilibrium
We consider the functionals J C (C, G, S), J G (C, G, S) and J S (C, G, S) defined by:
We address the problem of the splitting of the optimization variable between three players. The first player minimizes his objective function J c (C, G, S) with using the first strategy color, the second player uses the second one Gist J g (C, G, S), and the third uses global shape J s (C, G, S).
We consider the following optimization problem.
There exists a Nash equilibrium (C , G , S ) solution of the problem (4.4).
Proof. The functionals J C , J G and J S are convex and lower semicontinuous.
Then we have at least the existence of one Nash equilibrium (C , G , S ), for more details see [4] .
Algorithm of Nash Equilibrium
Finding the Nash equilibrium requires solving the last problem (4.4). The Nash equilibrium is computed by the following decomposition algorithm. Set n = 0. Starting from an initial design pair
Phase 2: solve the problem
Phase 3: solve the problem
Step 2:
) until convergence, redo the parallel phases 1, 2 and 3.
Phase of recognition
The researched images must undergo the same pretreatment as the images of the base of training. Firstly, we compute descriptors of the three levels of representations. Secondly, we compute the solution of the Nash equilibrium. Finally, the solution is used to define the classes of membership by using the KNN algorithm. To estimate the output associated with a new input x, the method of the k nearest neighbors is to consider the k training samples whose entrance is closed to the new input x. In our case we work with the Euclidean distance to determine the membership of the wanted image to the different classes that represent the three levels of representation. The searched result is the intersection of the three classes of membership.
Numerical Results
To test our method, we have used the database iaprtc12 [11] which is composed of a variety of 20000 images, see Figure 3 . The primary objective of this paper is to present a recognition system for similar images, able to reduce research time. The system allows reducing the number of images to check, theoretically, to a maximum of 1% percent of the training set. Experimentally, the number of images to be checked varied between 0.03% to 0.8% of the training set, according to the nature (the clusters of membership) of the image. To minimize the number of images to check we work with a number of clusters k = 50 for Gist and Zernike and k = 30 for color histogram. To verify the effectiveness of our approach, we have perform a comparative study between our algorithm and the direct use of KNN with the presented descriptors and finally with the matrix distance between images. Table 1 presents the detection rates and the maximum time needed to recognize an image. Matrix distance (1) KNN Zernike (1) KNN GIST (1) KNN Color (1) K-means+KNN (2) Proposed Method (2) The clustering allowed us to reduce the number of pictures to be checked to a maximum of 88 pictures, so the minimal time needed in the proposed methods (30s and 35s). The classic methods need to check the entire databse(20000 pictures). The integration of game theory allowed us to increase the classification rate obtained by K-means and KNN from 91% to 99%.
By using a smaller value of the number of clusters k, the proposed system can be used to detect similar images, the following figures present some request results: 
Conclusion
In this article, we have proposed a search method for similar images based on K-means algorithm and the integration of game theory. The description of images is performed using three descriptors Gist, Zernike and reduced color histogram. Experimentally the proposed method can effectively reduce the search time compared to conventional methods based on the KNN or distance matrix. By using a smaller number of clusters, the proposed system extract a large number of similar images. Thus, it might be used as search engine. The proposed system present quite similar results to the existing search engine.
