ABSTRACT This paper extends the Gamma associative classifier, making it able to deal with hybrid and incomplete data. In addition, it also encompasses the gamma rough sets model for dealing with such data, introducing the extended gamma rough sets. Some properties of such sets are demonstrated in this paper. In turn, the novel extended gamma rough sets are used to improve the extended gamma associative classifier by selecting the instances. The results indicate that the selection of instances significantly improves the accuracy of the extended gamma associative classifier while reducing its computational cost.
I. INTRODUCTION
An important consequence of the No-Free Lunch Theorem [1] , is that the ideal classifier does not exist; that is, if a classifier C has the best performance in certain datasets, there will surely be other datasets where algorithms other than C will exhibit the best performance. Given this, the scientific research devoted to the search of classifiers with better performances in large groups of datasets, is thriving; and various international scientific research groups are dedicated to the creation, design and implementation of new intelligent models of pattern classifiers [2] .
In the context of this scientific search, unconventional computing has become the conceptual basis of a new family of pattern-matching algorithms, whose first manifestations date back to a decade ago: these are algorithms based on two unconventional operators called alpha and beta [2] . In this family of algorithms, the Gamma associative classifier stands out, due to its efficiency and effectiveness, as well as its low computational complexity. The Gamma associative classifier bases its design and operation on the alpha and beta operators and on the Gamma similarity operator, which is one of the cornerstones of the family of classifiers already mentioned.
Successful applications of the Gamma Classifier are varied
The associate editor coordinating the review of this manuscript and approving it for publication was Hua Fang. and constant and include, for illustrative purposes only: pollutants time series prediction [3] , Development Effort Prediction of Software Projects [4] , and Time Series Data Mining in the context of prediction in the production of fractured oil wells [5] , among many others.
However, the authors of [6] consider that there are many problems in which the description of the objects is nonclassical, that is, in terms of only numerical or categorical features, but simultaneously appear both kinds of values feature. This type of data represents a serious problem for the Gamma associative classifier, since it only handles numerical data and without absences of information.
Several authors point out that: A lot of classifiers, as well as many feature selection techniques were built under the assumption that data were only real numbers [6] . As a consequence, these classifiers and techniques should not be used for the solution of mixed-data problems. This paper presents an algorithm that, in a certain way, is a response to the previous claim. Our proposal is to make an extension to the Gamma associative classifier. This proposal is based on the conceptual design and operation of the Gamma associative classifier, which has been modified in order to be able to successfully deal with patterns with hybrid and missing data.
The paper is structured as follows: section 2 explains the functioning of the Gamma associative classifier, sections 3 and 4 present our proposals, and section 5 shows the numerical experiments. The paper ends with the conclusions and lines of future works.
II. THE GAMMA ASSOCATIVE CLASSIFIER
The Gamma associative classifier consists of two phases: training and classification. The training phase of this classifier begins with a transformation of the data for conversion to binary, using the modified Johnson-Möbius code [3] , as showed in Fig. 1 .
To illustrate such codification, let us consider an example. Let x, y, z be three instances, described as points in R 2 , such that a = (−2; 4), b = (1; 7) and c = (3; 0). After applying step (i), the transformed instances are as follows: a = (0; 6), b = (3; 10) and c = (5; 2). Given that step (ii) is not necessary since all the numbers are non-negative, we apply step (iii), and Fig. 2 shows the instances after codification.
The Gamma training phase also estimates several parameters. Table 1 shows the parameters to be estimated by this classifier, and the proposals that have been made for their calculation. An important value of parameter computation are the e m values.
Let FS be the fundamental set, composed by the codified instances. The e m values are computed for every attribute j ∈ {1, . . . , n} describing the instances, and they are defined as e m (j) = max x∈FS x j where x j is the vector of the j-th attribute of the instance x after codification.
For classifying, Gamma uses a generalized similarity operator γ g in an iterative process. The Gamma generalized similarity operator γ g receives as inputs two binary vectors, x j and y j corresponding to the j-th component of the instances x and y after codification, where y j corresponds to the vector we want to classify. The output is calculated according to (1) .
where the u β operator is defined as follows:
With respect to the α x j , y j operation, it consists on performing the α x j i , y j i for every pair of components x j i and y j i , according with the definitions of Alpha (α) and Beta (β) operators [2] .
Continuing with the classification phase of the Gamma associative classifier algorithm, the average generalized similarity c i for each class Y i is computed. Let k i be the amount of instances in the Y i class, and let n be the amount of features describing the instances; let w j be the weight of the j-th feature, with w j ∈ [0, 1], and let y be the instance to be classified. The average generalized similarity of the instance y to the Y i class is given by:
If there is a single maximum, the process ends. If not, the Gamma associative classifier takes into account the ρ, ρ 0 , u, and θ parameters, in an iterative process. The pause (ρ 0 ) and stop (ρ) parameters determine the ending of the iterative process, while the similarity threshold u decides abstentions in classifications.
III. EXTENDED GAMMA ASSOCATIVE CLASSIFIER
As shown in the previous section, there are two main elements preventing Gamma from dealing with hybrid and incomplete data:
1) The codification of the data 2) The definition of the generalized similarity To solve this issue, we decide to use data as is, rather than coding it. Then, in our extension, let x and y be two instances, described by n attributes, and then let x j , y j be the j-th components of such instances. Let us then define e m (j) = max x∈FS x j if the j-th attribute is a numerical one, or e m (j) = |dom(j)|, where dom(j) is the definition domain of the j-th categorical attribute.
Considering the above transformation, the Extended Gamma Classifier is able to compute the training parameters in a way similar to the one used by the original Gamma classifier (Table 1) .
To deal with the second problem (the definition of the generalized similarity operator), we first prove that the expression (1) is equivalent to the expression (4). The proof is given at Appendix 1.
Then, we define a similarity operator to deal with both categorical and missing data, denoted the later as ''?''.
Finally, the extended generalized similarity γ ext is defined as:
if the j-th attribute is numeric γ cat x j , y j if the j-th attribute is categoric γ miss x j , y j if x j or y j are missing (7) use the expression (7) to carry out the classification process (Fig. 3) .
Considering the modifications made, now the Extended Gamma associative classifier is able to deal with hybrid (numeric and categorical) as well as with missing (incomplete) data.
IV. EXTENDED GAMMA ROUGH SETS
Gamma Rough Sets were introduced in [8] . They use the symmetric Gamma Based Similarity (GBS) to obtain concept approximations. Given the definition of the GBS similarity [8] , it is possible to extend the GBS function, by using the extended gamma operator instead of the generalized similarity operator. In the following, we will extend the GBS functions, and we will define the Extended Gamma Rough sets, accordingly.
Definition 1: Let x and y be two instances, where n is the amount of features describing the instances, σ j is the standard deviation for the j-th feature, 0 ≤ w j ≤ 1 is the weight of the j-th feature, and x j and y j are the two values of the j-th feature in the instances x and y, respectively. Then, the Extended Gamma Based Similarity (EGBS) between x and y is given by: Considering that the γ ext (x j , y j , σ j ) operator and the w j weight are defined in the [0, 1] interval, the EGBS(x, y) is defined in the 0 ≤ EGBS(x, y) ≤ n interval.
After this relevant modification, we can rewrite the approximations of the Gamma Rough Sets, to obtain the Extended Gamma Rough Sets.
Definition 2: Let x be an instance belonging to the concept C i , the ε x threshold is computed as {EGBS(x, z)}. The new similarity relation R based on the EGBS is characterized in the following. Two instances x, y ∈ U , x = y are considered to be similar according to the R relation if the following expression is true:
Definition 3: The similarity class of an instance x ∈ U with respect to a set of features B ⊆ A in a Gamma Rough Set is denoted by R B (x) and is formed by the set of instances indistinguishable from x according to the R relation, and is given by:
Definition 4: The inverse relationship of R, denoted as R −1 , is composed by the instances to which x is similar:
The expression xR −1 y means that ''y is similar to x according to R relation''.
To define the upper and lower approximations of a concept (class) C i , the relationship of the instances belonging to this concept with other instances in their similarity class is analyzed. The lower approximation of a concept C i with respect to a set of features B ⊆ A in an Extended Gamma Rough Set is denoted by INF B (C i ) and is given by:
Considering an instance x ∈ C i , by definition we have that
Definition 5: The definition of the lower approximation of a concept C i can be rewritten by:
Definition 6: The upper approximation of a concept C i with respect to a set of features B ⊆ A in an Extended Gamma Rough Set is denoted by SUP B (C i ) and is given by:
Definition 7: The limit region of a concept C i with respect to a set of features B ⊆ A in an Extended Gamma Rough Set is given by:
Here are some of the properties of the Extended Gamma Rough Sets. An important property in the Rough Set Theory based on similarity relations is referred to the existence of monotony in the approximations. If the instance x belongs to the lower approximation of a concept X given the similarity relationship B (B ⊆ A), then x belongs to the lower approximation of X with respect to any set F ⊆ A whenever B ⊆ F. In other words, if an instance belongs to the lower approximation with a set of features B, it has to remain within the lower approximation if new features are added. This article demonstrates that the proposed Extended Gamma Rough Set meet this property. For the demonstration of the property, we will use some additional definitions and lemmas, given in the Appendix section (Appendix 2).
V. EXTENDED GAMMA ROUGH INSTANCE SELECTION
This section addresses the proposed algorithm for selecting instances based on the Extended Gamma Rough Sets, following the error-based editing approach. The proposed algorithm, called EGRIS (Extended Gamma Rough based Instance Selection) is based on the GRIS algorithm introduced in [8] . EGRIS algorithm obtains, for each of the classes, the instances in the lower approximation, and then it eliminates those in the limit regions. For this, the proposed extended similarity relationship (expression 9) based on the EGBS function introduced (expression 8) was used. The pseudo code of the proposed EGRIS algorithm is given in Fig. 4 . The authors consider relevant, for the EGRIS algorithm, to make use of the computationally efficient implementation provided in the definition of the GRIS algorithm [8] .
VI. RESULTS AND DISCUSSION
In this section, the numerical experiments for performance evaluation of the proposed instance selection algorithm are described. The datasets used as well as the experimental protocol are detailed. Finally, the statistical tests that support numerical comparisons made are shown.
15 datasets taken from the Machine Learning Repository of the University of California, Irvine [9] were selected, as shown in Table 2 . Among the selected datasets, some of them have missing values, while other are described by numeric (Num. in Table 2 ) and categorical (Cat. in Table 2 ) attributes (hybrid attributes), varying from 2 to 26 classes to predict. All datasets used correspond to real problems, i.e., data were obtained from various real life scenarios. No synthetic datasets created specifically for experimental purposes were used. The choice of real datasets can better model the behavior of the algorithm, and somehow assess their behavior in situations of classification in real life.
To obtain the training and test sets, in this investigation the stratified 10-fold cross-validation procedure was used, with VOLUME 7, 2019 10 repetitions and the results averaged. Two performance measures were used:
1. Classification accuracy obtained by using as training set the set selected by the different instance selection algorithms. 2. Reduction in the cardinality of the original training set by applying instance selection methods. Classification accuracy was measured considering the number of correctly classified instances of the test set with respect to all instances of that set. Moreover, the reduction in the training set was measured as the percent of retained instances in the set. Thus, the lower the retention of instances of an algorithm (high compression), better performance will be considered.
The performance of the Extended Gamma associative classifier was analyzed, with and without instance selection.
In the former, we tested the proposed EGRIS algorithms, as well as the ENN [10] and RNGE [11] algorithms. The ENN is a very good algorithm, with excellent experimental results till the day, and the RNGE algorithm was among the best error-based editing methods in the huge experimental comparison carried out by Triguero et al. [12] .
The selected algorithms were implemented in C# language, and the experiments executed on a personal computer with a second-generation Core i7 processor at 2.8 GHz and 4GB of DDR3 RAM memory, running the Windows Seven operating system.
For the determination of the existence or not of significant differences in the performance of algorithms, the Friedman test, as well as the holm post hoc procedure were used, as suggested in [13] .
Accuracy is computed for the proposed Extended Gamma associative classifier without instance selection (EG), and after applying the instance selection algorithms (EGRIS + EG, ENN+EG and RNGE+EG, respectively). The proposed EGBS function is used on all of the instance selection algorithms compared (ENN, RNGE and EGRIS), in order to reduce the possible influence of the similarity used. Table 3 show the results according to classifier accuracy, with the best results shown in bold. According to retention of instances (Table 4) , the results show that the EGRIS algorithm was the best in 13 of the 15 datasets.
The Friedman test was applied for both classifier accuracy and retention of instances, and the tests rejects the null hypothesis in both cases, being the proposed algorithm the best ranked one.
Then, the Holm test was applied to compare the best ranked algorithm (EGRIS + EG) with respect to the others (Tables 5 and 6 ); here the KEEL environment [14] was used. The Holm test rejects the hypothesis having an unadjusted p − value ≤ 0.05. As shown, the statistical tests applied indicate that the proposed instance selection method, based on the Extended Gamma Rough Sets outperforms other instance selection algorithms in the literature, and also the Extended Gamma associative classifier by itself.
The test also concludes that there are no significant differences between the EGRIS algorithm and the RNGE algorithm, according to Retention of Instances. However, the test did found that EGRIS retains a significantly lower number of instances than the ENN algorithm.
VII. CONCLUSIONS
In this paper, we developed an extension of the Gamma associative classifier, making it able to deal with both mixed and incomplete data. In addition, we extended the Gamma Based Similarity and the Gamma Rough Sets, with the same purpose. Finally, we obtain an instance selection algorithm, based on the proposed Extended Gamma Rough Sets. The numerical experiments show that the proposed EGRIS algorithm leads to good training sets, and contributes to improving the Extended Gamma associative classifier.
As future work we will be developing other instance selection methods, but from the condensing category. We will also be seeking the application of the Extended Gamma Rough Sets in the context of feature selection
APPENDIXES

APPENDIX I
This appendix demonstrates that the expression (1) is equivalent to the expression (4).
Theorem 1: Let x and y be two instances described by n attributes, where the j-th attribute is a numerical one. Without losing generality, let us assume that the j-th components x j , y j of the instances x and y are those resulting from applying the first two steps of the modified Jhonson-Möbius code, as shown in Fig. 1 , and therefore, both x j , y j are nonnegative integers. In addition, let us define the maximum value of the j-th attribute as e m (j) = max x∈FS x j . Let x j and y j be the binary vectors corresponding to the j-th component of the instances x and y after applying the modified Johnson-Möbius code (Fig. 1) . Then, the expression (1) is equivalent to the expression (4); that is:
Proof: By comparing term to term the expression (1) with the expression (4), we can conclude that we just need to prove that the term x j − y j of expression (4) is equivalent to the term x j − u β α x j , y j mod2 of expression (1) .
First, let us note that x j − y j is a non-negative number. Now, being x j the dimension of the vector x j , the value of this dimension is e m (j) since this is the number of bits required to codify the values by applying the modified Johnson-Möbius code in the components of the j-th attribute.
On the other hand, and according to Fig. 1 , the vector x j is composed by a string of e m (j) − x j zeros concatenated to a string of y j ones. That is, the vectors x j and y j are equal in the first e m (j) − max(x j , y j ) zeros and in the last min(x j , y j ) ones; while there is x j − y j positions where the values of the components of the vectors x j and y j are different.
By carrying out the operation α x j , y j the resulting vector contains ones in the positions where the values of the vectors x j and y j coincide, given that by definition of the alpha operation, it returns one for equal arguments. That is, the resulting vector of the operation α x j , y j contains e m (j)−max(x j , y j )+min(x j , y j ) positions where the results is one, and contains x j − y j positions where the result is two, or 0; but by applying the operator mod2, the values in such x j − y j positions are converted to zero.
In the following, let us carry out the operation u β α x j , y j mod2 . According to the expression (2), it means that the β operator is applied to each of the e m (j) components of the vector α x j , y j mod2 , to latter sum up the e m (j) values: this will be the result of the full u β α x j , y j mod2 operation. If the k-th component of the vector α x j , y j mod2 is represented by α x j , y j mod2 (k), with 1 ≤ k ≤ e m (j), the result of applying the β operator to this arbitrary component is:
Now, according to the definition of the β operator, we have that β (0, 0) = 0 and β (1, 1) = 1; therefore, and as a consequence of the axiom of the zero of the field of real numbers, by summing up the e m (j) values β( α x j , y j mod2 (k), α x j , y j mod2 (k)), we obtain the number of ones in the vector α x j , y j mod2 , which is equal to e m (j) − max(x j , y j ) + min(x j , y j ).
Finally, let us subtract x j −u β α x j , y j mod2 , expression which is equivalent to: e m (j) − [e m (j) − max(x j , y j ) + min(x j , y j )] = max(x j , y j ) − min(x j , y j ). But clearly it is fulfilled that: max(x j , y j ) − min(x j , y j ) = x j − y j ; and by VOLUME 7, 2019 transitivity and commutativity, we have: x j − y j = x j − u β α x j , y j mod2 . And we conclude that the expression (1) is equivalent to the expression (4).
APPENDIX II
This appendix demonstrates that if the instance x belongs to the lower approximation of a concept X given the similarity relationship B (B ⊆ A) , then x belongs to the lower approximation of X with respect to any set F ⊆ A wheneverB ⊆ F. In other words, if an instance belongs to the lower approximation with a set of features B, it has to remain within the lower approximation if new features are added.
Definition 8: Let A be the set of features in a decision system DS; and let B ⊆ A be a subset of features. The universe of instances described with respect to B is denoted as U B and is defined as the set of instances of the Universe U that are described only by the features in B.
Definition 9: Let A be the set of features in a decision system DS; the set of indexes associated to the set A is denoted by I A , and is defined as: I A = {i∈ N : 1 ≤i ≤ |A|}. If j∈I A , j is referred as the j-th index of A, and is denoted by I A (j); that is, it holds that I A (j) = j, ∀j ∈ I A .
Commonly, it is necessary to know the set of indexes of a subset A, and the following definition allows us to obtain this set of indexes:
Definition 10: Let A be the set of features in a decision system DS, and let B ⊆ A. The set of indexes associated to the set B is denoted by I B , and is defined as:
Lemma 1: Let A be the set of features in a decision system DS; let B ⊆ A and let I A and I B be the sets of indexes associated to the sets A and B, respectively; then the following contention is fulfilled: I B ⊆ I A .
Proof: Case 1: I B = ∅. Let q ∈ I B be an arbitrarily chosen index; by definition of I B , we have that q ∈ {i ∈ I A :A I A (i) ∈ B}, that is, q ∈ I A , thus we conclude what we want to demonstrate: I B ⊆ I A .
Case 2: I B = ∅. Proof by contradiction. Let us suppose that the thesis is false; that is I B ⊆ I A . It means that ∃p ∈ I B such that p / ∈ I A , but this is impossible, because I B = ∅ and, as consequence, it does not have any elements. Thus, we conclude that the thesis is true: I B ⊆ I A .
Definition 11: Let A be the set of attributes or features in a decision system DS, letB ⊆ A and I B be the set of indexes associated to the set B. The proposed Extended Gamma Based Similarity (EGBS) between two instances x, y of the universe U B , is defined as
Lemma 2: Let A be the set of attributes or features in a decision system DS, letB ⊂ A and let I A and I B the sets of indexes associated to the sets A and B, respectively. Let x, y ∈ U B be two instances; and let us consider an index q ∈ I A such that q / ∈ I B , and let us construct the set of features B = (B ∪ A q ) ⊆ A with its associated set of indexes I B = I B ∪ {q, in a way such that we have two new instances x , y ∈ U B in the expanded universe, resulting of adding the feature A p to the instances x and y, respectively. Then, the following inequality is fulfilled:
Proof: By definition, we have that EGBS B x , y = j∈I B w j * γ ext (x j , y j , σ j ) and due to I B = I B ∪ {q}, the previous expression is transformed into: EGBS B x , y = j∈I B ∪{q} w j * γ ext (x j , y j , σ j ). It is possible to separate the term corresponding to the index q of the previous sum, in a way such that it acts only over the components of the instances x , y belonging to B; that is, over the components of the instances x, y ∈ U B .
By doing this, the expression will have two terms, as follows: y q , σ q ) . Accordingly, to the hypothesis related to the instances x, y ∈ U B and with the given definition, the first term of the expression is EGBS B (x, y). Substituting j∈I B w j * γ ext (x j , y j , σ j ) = EGBS B (x, y) in the previous expression, we obtain that: EGBS B x , y = EGBS B (x, y) + w j * γ ext (x j , y j , σ j ). By definition, we have that: 0 ≤ w j * γ ext (x j , y j , σ j ) ≤ 1, then the following inequality is true: EGBS B (x, y) + w j * γ ext (x j , y j , σ j ) ≥ EGBS B (x, y), and by transitivity we have what we want to demonstrate: EGBS B (x , y ) ≥ EGBS B (x, y).
Theorem 2: Let DS be a decision system in a Gamma Rough Set, with a Universe U of instances and a set of features A; let B ⊂ A and let I A and I B the set of indexes associated to the sets A and B, respectively. Let us consider an index q ∈ I A such that q / ∈ I B , and lets construct the set of features B = B ∪ A q ⊆ A with an associated set of indexes I B = I B ∪ {q}. Let x ∈ U B be an arbitrary instance in the Universe of instances with respect to B, and let x ∈ U B be the instance resulting of adding the feature A q to the instance x. Then, the following conditional is fulfilled:
Proof: Let x ∈ INF B (C i ) be an instance. By definition of INF B (C i ) it is possible to state that x ∈ C i and, in addition, it holds that: x ∈ C i : R Considering the expressions of INF B (C i ) and INF B (C i ), it is possible to establish that, given an arbitrary instance in the lower approximation of C i in the universe respect to the set of features B, the instance x ∈ U B corresponding to x in the universe respect to the set of features B belongs to the lower approximation of C i in that universe:
That is, the property of monotonicity in the approximations of Extended Gamma Rough Set is fulfilled.
