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Abstract	
 Political	texts,	such	as	the	text	obtained	from	parliamentary	debates	or	electoral	programs,	are	a	valuable	source	of	information.	The	words	used	by	politicians	in	their	discourses	reveal	their	ideology,	their	preferences	about	public	policy	and	the	issues	that	they	prioritize.	This	project	will	analyse	the	oral	questions	asked	by	all	Spanish	members	of	Parliament	and	try	to	find	the	correlation	between	the	personal	characteristics	of	politicians	and	their	political	preferences.		The	first	part	of	the	project	is	a	task	of	text	classification.	A	transcription	of	the	texts	obtained	from	parliamentary	debates	and	electoral	programs	in	Spain	from	1977	to	2017	have	already	been	collected.	Every	text	(topic)	of	the	parliamentary	debate	or	electoral	program	belongs	to	one	Class	or	more,	as	well	as	one	Subclass	or	more	within	the	Class/Classes;	this	information	has	also	been	collected.	Here	by	using	different	features	and	different	classifiers,	I	tried	to	find	the	combination	that	could	give	the	best	result	of	classification.	 		The	second	part	of	the	project	is	to	find	the	correlation	between	politicians´	personal	characteristics	and	their	preference	of	the	political	topics.	The	brief	introductions	of	the	politicians	of	Legislature	VI	to	Legislature	XII	have	been	collected.	By	using	information	extraction	methods,	the	characteristics	of	the	politicians	can	be	presented	in	form	of	feature	vectors.	Here	I	used	linear	regression,	conditional	probability	and	mutual	information	to	give	quantitative	information	by	correlating	the	text	and	the	personal	characteristics.	This	information	obtained	through	text	analysis	will	help	address	questions	such	as:	Are	certain	kind	of	topics	preferred/ignored	by	politicians	with	certain	characteristic?	Do	personal	characteristics	of	politicians	(such	as	their	gender	or	education)	shape	their	political	preferences?																
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1 Introduction	There	is	a	close	relationship	between	language	and	politics.	Lakoff	once	said:	“The	politics	is	language,	the	language	is	power”	[1].	The	relationship	between	language	and	politics	can	be	studied	from	two	aspects:	the	political	issues	related	to	language	and	the	language	used	in	politics.	The	first	one	aims	at	studying	the	source	of	language,	the	relation	of	thinking	and	existence	[2].	The	second	one	concentrates	on	how	the	language	complete	the	political	purposes	and	functions	[3].	This	project,	based	on	the	political	discourses	they	made,	aims	at	finding	the	relation	between	the	politicians	themselves	and	their	political	preferences.	Furthermore,	by	analysing	their	political	preferences	with	their	personal	characteristics,	the	general	influence	of	a	certain	characteristic	or	previous	experience	on	the	political	preference	could	be	known.	1.1 Political	Discourse	Political	discourse,	or	political	text,	is	the	language	used	in	politics.	McNair	delimits	the	political	discourse	by	the	political	communication.	All	the	purposeful	communication	around	politics	can	be	considered	as	political	communication,	which	includes:	1)The	various	forms	of	communication	that	politicians	and	other	political	participants	engage	in	for	a	particular	purpose;	2)The	communication	between	politicians	and	non-politicians	such	as	electors	and	reporters;	3) The	news	reports,	editorials,	and	other	media	discussing	politics	on	these	politicians	and	their	activities.	He	says	that	these	are	all	considered	to	be	political	discourse	[4].	However,	Wilson	only	accepts	the	politicians´	own	speech	as	political	discourse	[5].		The	political	language	has	three	main	characteristics:	1) Political	language	has	a	strong	purpose	[3];	2) Political	language	should	have	clear	participants	[4];	3) Political	language	has	diverse	presented	forms	[4].	The	political	discourse	not	only	makes	the	politicians	to	achieve	their	purposes,	but	also	helps	the	public	to	understand	better	the	politicians´	real	thoughts.	1.2 Database	Description	The	database	used	during	this	project	was	provided	by	professor	Aina	Gallego	of	the	Institut	de	Barcelona	d'Estudis	Internacionals	and	a	Research	Associate	at	the	Institute	of	Political	Economy	and	Governance.	In	the	first	part	of	this	project,	the	collection	of	the	oral	questions	of	committee	during	1977	and	2017	(Appendix	1)	was	used	for	text	classification.	In	this	dataset,	every	piece	of	information	was	constructed	by	ID,	DATE,	YEAR,	MONTH,	DAY,	LEGISLATURE,	TITLE,	AUTHOR,	GENDER,	PARTY,	PARLIAMENTARY	GROUP,	RESULT,	TYPE,	COMMITTEE	NAME,	COMMITTEE,	CODE,	SUBCODE,	CODE_2,	SUBCODE_2,	Autor2,	Autor3,	Autor4	and	número	autors	(see	Fig	1).	
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	Figure	1:	Example	of	the	dataset	of	oral	questions.		Here,	ID	just	indicates	the	position	of	a	certain	oral	question	in	this	dataset,	which	does	not	contain	any	information.	The	maximum	number	of	ID	is	25329,	which	means	there	are	25329	oral	questions	in	this	dataset	all	together.	The	name	of	the	AUTHOR	is	given	in	the	form	of	[family-name,	first-name].	In	Gender,	´1´	represents	that	the	author	is	male	and	´0´	for	female.	CODE	and	SUBCODE	are	the	ID	number	of	class	and	subclass	that	this	certain	oral	question	belongs	to,	such	as	economy	or	labor,	their	significance	can	be	found	in	Spanish	Codebook	(Appendix	2).	In	this	dataset	there	are	21	different	classes	in	CODE;	for	every	class	of	CODE,	there	could	be	several	subclasses	(SUBCODE)	depending	on	the	certain	class,	altogether	there	are	255	subclasses.	These	two	were	used	as	label	in	the	text	classification.	A	special	fact	that	need	to	be	paid	attention	is	that	some	titles	can	belong	to	more	than	one	subclasses	at	the	same	time	(see	Fig	2)	or	do	not	belong	to	any	subclass	(see	Fig	3),	but	this	kind	of	cases	happen	rarely	(211	in	total,	less	than	1%)	and	independently	from	the	class,	so	that	in	the	real	classification	step	can	be	ignored	and	would	not	affect	the	classification	result.	So,	later	in	the	experiment	for	titles	of	the	first	case,	the	label	will	be	one	of	those	subclasses	it	belongs	to	and	this	unique	subclass	for	classify	will	be	chosen	at	random;	the	titles	of	second	cases	will	not	be	used.		 	Figure	2:	An	example	of	the	multi-subclass	title.		 	Figure	3:	An	example	of	the	non-subclass	title.		The	second	part	of	the	project	is	trying	to	find	out	the	correlation	between	politician´s	characteristics	and	their	political	preference.	In	this	part,	the	personal	information	of	the	politicians	need	to	be	used.	Their	information	can	be	found	in	the	file	“diputados”	(Appendix	3).	The	structure	is:	num,	id,	name,	att	and	source	(see	Fig	4).	
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	Figure	4:	Example	of	dataset	of	politician´s	brief	introduction.		Here,	there	are	totally	2791	pieces	of	information	in	this	dataset;	num	indicates	the	position	of	the	information	of	certain	politician	in	this	dataset;	id	indicates	the	position	within	every	source,	which	corresponds	to	the	LEGISLATURE	of	the	dataset	of	oral	questions	(Appendix	1).	Both	num	and	id	do	not	contain	any	information	for	the	experiment.	In	this	dataset,	the	term	“name”	is	given	in	form	of	[first-name	family-name]	which	differs	from	the	form	in	the	dataset	of	oral	questions	(Appendix	1).	The	term	“att”	contains	the	information	of	politicians.		In	the	second	part	of	the	project,	these	two	dataset	need	to	be	correlated.	I	used	the	name	of	the	author	(AUTHOR	and	name	respectively)	as	well	as	legislature	(LEGISLATURE	and	source	respectively)	as	the	match	indicators	because:	by	only	using	the	name	may	cause	a	lot	false	positive	matches	because	there	may	be	a	lot	of	politicians	with	the	same	name	but	actually	different	people.	To	avoid	this	kind	of	situation,	extra	information	need	to	be	used	for	matching.	Then,	I	selected	term	“source”	but	not	the	information	of	legislature	obtained	in	term	“att”	to	match	with	“LEGISLATURE”	for	two	reasons:	1) As	we	can	 see	 in	Figure	4,	not	 all	 the	politicians´	 “att”	 term	contain	 legislature	information.	 	2) It´s	more	accurate	to	select	“source”	because	what	can	be	confirmed	is	that	the	given	 personal	 information	 must	 be	 true	 during	 the	 period	 of	 legislature	 of	“source”,	but	may	not	be	 true	during	 the	period	of	 legislature	obtained	 in	 “att”.	Because	 the	 legislature	numbers	obtained	 in	 “att”	 are	 smaller	 than	 in	 “source”,	which	means	they	are	periods	earlier.	In	this	case,	given	personal	information	may	differ	at	that	time.	An	easy	example	is	that	one	may	not	get	married	before,	but	married	now.	So	we	cannot	know	if	 the	non-time-invariant	 information	such	as	number	 of	 children,	 education	 is	 the	 same	 at	 that	 time	 or	 not.	 If	 not,	 those	characteristics	at	this	time	cannot	be	used	to	find	the	correlation	between	the	oral	questions	of	that	time.	In	order	to	get	the	most	accurate	results,	I	didn´t	take	the	early-aged	 oral	 questions	 into	 account	 and	 used	 ´source´	 as	 the	 only	 match	indicator	with	“LEGISLATURE”.		As	I	mentioned	above,	only	the	oral	questions	between	LEGISLATURE	6	and	12	could	be	matched	because	the	“diputados”	file	(Appendix	3)	only	contains	the	politicians´	information	of	that	period	of	time.	
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2 Basic	Text	Data	Processing	 	In	this	section,	a	generic	introduction	of	basic	steps	for	text	data	processing	are	explained	in	detail.	The	processing	is	done	based	on	the	linguistic	semantic	elements.	The	smallest	unit	of	the	semantic	element	is	a	word.	The	main	steps	are:	i)	document	pre-processing,	ii)	text	representation,	iii)	feature	extraction/selection,	iv)	training	and	testing,	v)	performance	evaluation.		A. Document	Pre-processing	In	this	step,	the	size	of	the	input	text	reduces	significantly;	the	form	of	the	words	will	be	normalized	as	well.	It	involves	processes	such	as:	 	1) Eliminate	the	non-text	part:	this	is	applied	mainly	in	texts	where	the	source	is	web	pages.	In	the	database	used	in	this	project	(Appendix	1),	there	is	a	code	after	every	title	text	(See	Fig	1)	and	is	supposed	to	be	removed;	2) Determination	 of	 the	 sentence	 boundary	 [6]:	 it	 is	 not	 needed	 in	 this	 database	because	the	every	title	is	a	sentence	itself;	3) Stop-words	 elimination	 [6]	 [7]:	 Stop-words	 are	 words	 that	 occur	 with	 high	frequency	 in	 any	 text	 regardless	 of	 its	 class/classes.	 They	 do	 not	 contain	 any	information	and	will	not	benefit	to	the	classification.	There	are	stop-words	in	any	languages	(for	example,	´a´,	´the´,	´of´,	etc.	in	English;	´la´,	´el´,	´a´,	etc.	in	Spanish).	In	many	natural	language	processing	packages	there	are	already	been	collected	can	be	removed	easily	by	functions.	 	 	4) Normalization	of	words	[6]	[8]:	There	could	be	many	forms	of	one	word	in	the	real	text	due	to:	 	 Uppercase:	hijo	<=	HIJO	Plurality:	hijo	<=	hijos	Tense	and	Model:	poner	<=	puso,	poner	<=	pon	Gender:	bonito	<=	bonita	There	 are	 two	 main	 method	 of	 normalization,	 stemming	 and	 lemmatization.	Lemma	 is	 the	 base	 form	 of	 all	 its	 inflectional	 forms	 and	 itself	 is	 a	 word.	Lemmatization	is	the	process	to	reduce	words	into	their	lemma.	Stemming	is	the	process	 of	 reducing	words	 to	 their	 root	 by	 eliminating	 prefix	 and/or	 suffix	 [8].	Stem	 is	not	a	word	and	can	be	 the	same	 for	different	 lemmas.	For	example:	 the	lemma	of	word	´pongo´	is	´poner´,	the	stem	is	´pon´.	5) Counting:	word	 frequency	 statistics	 is	 the	basis	 for	 feature	 selection/extraction	and	weight	calculation.		B. Text	Representation	After	data	pre-processing,	the	text	can	be	represented	as	a	document	vector.	There	are	some	strategies	of	the	representation	of	the	text	vector:	 	1) Vector	Space	Model	(VSM)	[13]:	in	the	1960s,	Salton	G.	and	his	team	proposed	vector	space	model.	The	basic	idea	is:	characterize	text	as	a	point	in	a	vector	space	which	is	made	of	features,	the	form	is	 	 (𝑤y,	𝑤z,…,	𝑤{),	 𝑤{	 is	the	weight	for	
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𝑖th	feature.	The	degree	of	correlation	between	two	texts	is	represented	as	the	similarity	between	two	points	in	the	space,	which	is	normally	calculated	by	Euclidean	distance	or	the	cosine	of	the	angle	of	the	vectors.	This	model	is	widely	used	in	practice.	Common	used	text	classification	algorithms	such	as	Support	Vector	Machine	(SVM),	K-nearest	neighbor	(KNN)	and	Naïve	Bayes	(NB)	are	all	based	on	VSM.	2) Standard	Boolean	Model	[14]:	it	can	be	considered	as	a	special	case	of	VSM.	The	weights	can	only	be	1	or	0	depending	on	whether	the	feature	exist	in	the	text	or	not.	In	many	cases,	the	results	of	classification	by	applying	Boolean	model	are	no	worse	than	by	using	frequency	of	features	as	weights.	The	decision	tree	method,	association	rules	method	and	Boosting	method	are	based	on	Boolean	model.	3) Probabilistic	Model	[14]	[15]:	it	attempts	to	estimate	the	probability	that	the	user	will	find	a	particular	document	relevant.	Documents	are	ranked	by	their	odds	of	relevance,	which	is	the	ratio	of	the	probability	that	the	document	is	relevant	to	the	probability	that	the	document	is	not	relevant	to	the	query.	This	model	operates	recursively	and	needs	to	be	given	initial	guess	of	parameters	for	iteration.	It	also	requires	some	simplifying	assumptions	such	as	independence	between	features	and	documents	which	sometimes	are	unrealistic.	This	model	can	be	very	hard	to	build	and	its	complexity	grows	quickly.	After	selecting	the	model,	the	next	step	is	to	choose	the	features	as	well	as	calculating	their	weights.	 		The	features	could	be:	words	(lemmas/stems),	multi-word	(n-gram)	[6]	[16]	and	words	with	gender	(for	some	languages	such	as	Spanish).	Words	are	the	simplest	kind	of	features.	Multi-word	can	get	the	correlation	between	words	which	sometimes	contains	more	information	for	classification.	For	example,	´red	light	district´	as	a	whole	obviously	contributes	more	than	´red´,	´light´	and	´district´.	Words	with	gender	is	adding	the	gender	information	to	the	words	feature.		There	are	some	methods	of	calculating	the	weights	of	features:	1) Boolean	weight	[14]:	as	mentioned	before,	it	is	the	simplest	way	and	every	feature	will	be	treated	as	the	same.	The	weights	can	only	be	1	or	0.	The	shortcoming	is	that	it	cannot	reflect	the	importance	of	a	feature	for	a	particular	class.	2) Term	Frequency	(TF)	[10]	[17]:	the	weights	are	the	frequency	that	a	particular	feature	has	shown	up	in	the	text.	As	the	frequency	of	every	feature	can	be	largely	distinct,	it	is	an	important	indication	of	of	the	text	category.	In	practice,	as	the	total	number	of	features	for	every	document	is	different,	the	term	frequency	need	to	be	normalized.	3) Inverse	Document	Frequency	(IDF)	[10]:	IDF	indicates	the	general	importance	of	a	feature.	When	the	IDF	is	small,	it	means	that	this	feature	occurs	generally	in	every	category	of	texts,	which	means	it	does	not	contribute	to	classification	although	its	TF	could	be	large.	Stop-words	are	the	features	that	have	large	value	
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of	TF	but	small	value	of	IDF.	This	method	is	reasonable	in	term	of	the	features´	information	concentration	but	ignores	the	frequency.	4) Term	Frequency-Inverse	Document	Frequency	(TF-IDF)	[10]:	this	method	combines	TF	and	IDF	and	only	give	large	weights	to	those	features	with	large	TF	and	IDF	at	the	same	time.		C. Feature	Extraction/Selection	for	text	data	After	represented	in	form	of	vectors,	in	most	cases	the	features	used	for	creating	the	vector	space	are	redundant.	Features	usually	mean	significant	words,	multi-words	or	frequently	occurring	phrases	indicative	of	text	class	in	the	context	of	text	classification	[9].	The	dimension	of	the	vectors	is	the	number	of	all	the	features	that	have	shown	up	in	the	text	database	after	pre-processing.	For	a	database	there	could	be	more	than	100.000	features;	but	for	every	single	text,	it	usually	only	contains	very	few	of	them.	So	the	input	for	the	later	classification	will	be	a	high-dimensional-sparse	matrix,	which	will	increase	the	time-complexity	and	spatial-complexity	of	the	classification	algorithms.	Therefore,	feature	extraction/selection	needs	to	be	applied	to	gain	a	lower	dimensional	vector	at	a	lowest	loss	of	classification	information.		Feature	selection	is	the	process	of	selecting	the	most	efficient	and	important	features	from	the	original	feature	set	to	form	a	new	one;	feature	extraction	is	typically	to	map	the	high-dimensional	feature	space	(usually	linear	mapping)	to	a	low-dimensional	space.	 		There	are	many	methods	of	feature	selection,	the	basic	idea	is:	calculate	a	certain	statistical	value	for	every	feature	and	set	a	threshold	T	(term-goodness	criterion),	eliminate	those	features	of	which	values	are	less/more	than	T,	the	remaining	features	are	considered	to	be	efficient	and	important.	By	choosing	the	different	statistical	values,	there	are	methods:	Document	Frequency	(DF)	[10]	[11],	Mutual	Information	(MI)	[11],	Information	Gain	(IG)	[11],	 𝜒z	 statistic	(CHI)	[11]	and	Term	Strength	(TS)	[11],	etc.	For	feature	extraction,	the	most	popular	methods	are	Principal	Component	Analysis	(PCA)	[12]	and	TF-IDF	[10].		D. Training	and	Testing	In	this	step,	an	appropriate	machine	learning	algorithm	is	applied	to	train	the	classifier.	Some	algorithms	will	be	introduced	in	the	next	chapter.	Before	the	application	of	the	machine	learning	algorithm,	the	first	thing	to	be	done	is	the	division	of	the	data	into	training	set	and	test	set.	Training	set	is	used	to	train	the	classifier	while	the	test	set	aims	at	evaluating	the	capacity	of	the	classifier	after	training.	Both	sets	should	maintain	the	data	contribution	of	the	original	dataset	as	much	as	possible	and	should	be	mutually	exclusive.	Two	common	strategies	to	divide	the	data	are	Hold-Out	method	and	Cross-Validation.	[18]		The	idea	of	Hold-Out	method	is	directly	dividing	the	dataset	into	training	set	and	test	set	randomly.	Test	set	is	used	to	evaluate	the	generalization	capacity	of	the	classifier.	This	
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method	is	simple,	but	the	result	on	the	test	set	could	be	significantly	influenced	by	the	test	set	itself	as	it	is	created	randomly.	In	this	method,	not	all	the	data	is	used	to	build	the	classifier,	so	it	is	not	appropriate	for	tasks	with	small	database.	[18]		In	cross-validation,	original	dataset	is	divided	into	k	sub-sets	that	are	similar	in	size	and	mutually	exclusive.	In	each	subset	the	data	distribution	of	the	original	set	is	maintained	as	much	as	possible.	This	can	be	achieved	by	stratified	sampling	[19].	Every	time,	taking	the	union	of	the	k-1	subsets	as	training	set	and	the	left	subset	as	test	set.	Thus	there	are	k	training-test	combinations	and	k	times	of	training,	the	final	result	is	the	average	of	k	results.	In	this	method,	all	the	data	is	used	for	both	training	and	test,	which	is	ideal	for	small	database	tasks.	[18]	In	a	special	case	that	k	equal	to	the	number	of	training	patterns	is	known	as	leave-one-out	cross-validation.	[20]		E. Performance	Evaluation	In	order	to	know	if	the	classifier	performs	well	on	the	test	set,	some	measures	of	performance	should	be	used	in	the	evaluation.	The	commonly-accepted	performance	evaluation	measures	are	mostly	focus	on	the	settings	where	the	examples	are	assumed	to	be	identically	and	independently	distributed	(IID)	[21].	 		 Class\Recognized	 as	Positive	 as	Negative	Positive	 tp	 fn	Negative	 fp	 tn	Table	1:	A	confusion	matrix	for	binary	classification		A	confusion	matrix	records	the	examples	correctly	and	incorrectly	recognized	for	each	class	and	is	built	for	measures	of	the	quality	of	classification	[21].	Table	1	presents	a	confusion	matrix	for	binary	classification,	where	tp,	fp,	fn	and	tn	are	true	positive,	false	positive,	false	negative	and	true	negative	counts	respectively.		Based	on	the	IID	assumption,	the	most	used	empirical	measure	is	the	accuracy,	which	does	not	distinguish	between	the	number	of	correct	labels	of	different	classes	[21]:	𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑡𝑝 + 𝑡𝑛𝑡𝑝 + 𝑓𝑝 + 𝑓𝑛 + 𝑡𝑛	In	order	to	estimate	the	performance	of	a	classifier	on	different	classes,	sensitivity	and	specificity	are	introduced	for	positive	and	negative	class	respectively:	 	𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑡𝑝𝑡𝑝 + 𝑓𝑛	𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑡𝑛𝑓𝑝 + 𝑡𝑛	The	measures	sensitivity	and	specificity	can	evaluate	the	performance	of	classifier	on	the	imbalanced	database	which	accuracy	fails.	An	easy	example	of	the	failure	is	that	in	the	database	the	majority	of	examples	are	labelled	as	negative	and	only	a	few	of	them	are	labelled	as	positive	(which	is	common	in	practice);	in	this	case	with	predicting	all	
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the	testing	examples	as	negative	the	classifier	can	still	get	good	result	in	accuracy.	The	3	measures	perform	well	in	binary	classification	but	may	not	be	enough	to	evaluate	the	classifiers	for	multi-class.	The	idea	of	multi-class	classification	is	as	follows:	within	a	set	of	classes	there	is	a	class	of	special	interest	(regards	as	positive);	other	classes	are	left	as	a	new	multi-class	classification	or	binary	classification	(if	the	left	classes	are	2)	[21].	The	measures	on	that	selected	positive	class	are:	 	𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑡𝑝𝑡𝑝 + 𝑓𝑝	𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑝𝑡𝑝 + 𝑓𝑛 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦	𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝛽z + 1 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙𝛽z ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 	All	three	measures	distinguish	the	correct	classification	of	labels	within	different	classes	and	concentrate	on	one	class	(positive	examples).	Recall	indicates	relation	between	the	correctly	classified	examples	(true	positives)	and	its	misclassified	examples	(false	negative),	while	precision	aims	at	true	positives	and	example	misclassified	as	positives	(false	positive).	F-measure	takes	both	precision	and	recall	into	account	and	measures	the	performance	of	a	classifier	in	general;	When	 𝛽 > 1,	it	favors	precision,	and	recall	otherwise.	It	balances	the	two	when	 𝛽 = 1,	in	this	case	it	is	called	F1.	[21]										
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3 Technical	Review	3.1 Text	Classification	Automatic	text	classification,	or	simply	text	classification,	refers	to	the	process	by	which	a	computer	attributes	a	given	text	to	a	pre-defined	class	or	classes	accurately	and	efficiently,	it	is	an	important	part	of	many	data	management	tasks.	In	this	section,	3	algorithms	for	text	classification	which	are	used	later	in	the	experiments	of	this	project	are	introduced. 	A. Naïve	Bayes	Naïve	Bayes	classifiers	are	based	on	Bayes´	theorem	with	strong	(naïve)	independence	assumptions	between	the	features.	Bayes´	theorem	says	for	events	A	and	B:	𝑃 𝐴 𝐵 = 𝑃 𝐵 𝐴 𝑃(𝐴)𝑃(𝐵) 	where	 𝑃(𝐵) ≠ 0;	𝑃 𝐴 𝐵 	 is	a	conditional	probability:	the	likelihood	of	event	A	occurring	given	that	B	is	true;	𝑃 𝐵 𝐴 	 is	also	a	conditional	probability:	the	likelihood	of	event	B	occurring	given	that	A	is	true;	𝑃(𝐴)	 and	 𝑃(𝐵)	 are	the	probability	of	observing	A	and	B	independently	of	each	other	which	is	known	as	the	marginal	probability.	[22]		The	probability	measures	a	“degree	of	belief¨.	The	Bayes´	theorem	relates	the	degree	of	belief	in	a	proposition	before	and	after	accounting	for	evidence.	For	proposition	A	and	evidence	B:	𝑃(𝐴)	 is	the	prior,	the	initial	degree	of	belief	in	A;	𝑃 𝐴 𝐵 	 is	the	posterior,	the	degree	of	belief	having	accounted	for	B:	if	a	new	evident	is	observed,	the	degree	of	belief	of	that	event	A	happens	will	renew	taking	account	the	support	of	the	evidence,	which	represented	as	 	(|)	() .	In	case	of	text	classification,	the	event	will	be	“this	text	belongs	to	class	i”,	the	evidence	is	the	features	of	this	text,	the	task	of	classification	will	be	a	statistical	process	of	maximizing	a	posterior	probability	P(A|B)	(MAP).	The	result	given	by	the	classifier	is	actually	the	class	with	the	maximum	posterior	probability	by	taking	account	the	evidence.	The	naïve	independent	assumption	in	text	classification	specifically	assumes	that	all	attributes	(features)	of	the	examples	(texts)	are	independently	of	each	other	given	the	context	of	the	class.	This	assumption	is	clearly	false	in	most	real-world	tasks,	however	Naïve	Bayes	performs	classification	very	well	[23].		There	are	two	different	generative	models	commonly	used,	both	of	which	are	based	on	the	Naïve	Bayes	assumption.	In	one	model,	a	document	is	represented	by	a	vector	of	binary	attributes	(features)	indicating	if	a	certain	word	occurs	or	not	in	the	document.	
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The	frequency	a	word	occurs	is	not	taking	into	account.	During	the	calculation,	the	probability	of	all	the	attributes	values	are	multiplied	including	the	probability	of	non-occurrence	for	words	that	do	not	occur	in	this	document.	[23]	This	kind	of	model	is	called	“Multi-variate	Bernouli	Model”.	The	other	model	specifies	that	a	document	is	represented	by	the	set	of	word	occurrences	from	the	document.	The	frequency	of	the	word	occurrence	is	captured	and	only	the	probability	of	the	word	that	occur	are	multiplied.	This	model	is	called	“Multinomial	Model”.	[23]		B. Random	Forests	The	method	of	Random	Forests	is	proposed	by	Breiman	[24]	which	is	based	on	bagging	[25].	Both	bagging	and	boosting	[26]	of	classification	trees	belongs	to	“ensemble	learning”	methods,	which	generate	many	classifiers	and	aggregate	their	results.	A	simple	classification	tree	sets	a	threshold	for	a	feature,	if	the	value	of	the	feature	is	above	the	threshold	then	it	is	classified	into	a	class;	otherwise	into	the	other	class.	In	boosting,	successive	trees	give	extra	weight	to	point	incorrectly	predicted	by	the	earlier	predictors,	a	weighted	vote	is	taken	for	prediction	in	the	end	[26].	When	using	bagging	with	trees,	successive	trees	do	not	depend	on	the	earlier	trees,	instead,	each	is	independently	constructed	by	bootstrap	sampling	of	the	dataset,	a	majority	vote	is	taken	for	prediction	[25].	Random	forests	add	an	additional	layer	of	randomness	to	bagging,	which	is	how	the	trees	are	constructed.	In	a	random	forest,	each	node	is	split	using	the	best	split	among	a	subset	of	predictors	randomly	chosen	at	that	node	instead	of	the	best	split	among	all	variables	which	is	used	in	standard	trees	[27].	This	gives	better	results	compared	to	many	other	classifiers	and	is	proved	to	be	robust	against	overfitting	[24].	The	algorithm	for	random	forests	is	as	follow	[27]:	1. Get	n	samples	from	original	dataset	by	using	bootstrap	sampling	method;	2. For	each	sample,	randomly	sample	m	predictors	from	all	the	predictors	and	choose	the	best	split	from	among	those	variables,	grow	a	classification	tree	using	this	split;	3. Predict	new	data	by	aggregating	the	predictions	of	the	n	trees	buy	using	majority	votes.		C. Support	Vector	Machine	 	Suppose	that	there	are	a	set	of	points	that	belongs	to	two	groups	in	a	two-dimensional	space:	if	these	points	are	linearly	separable,	then	exist	at	least	one	line	in	this	space	that	can	separate	of	these	points	into	two	groups.	The	set	of	lines	can	be	represented	in	form:	 	𝑤y𝑥 + 𝑤z𝑦 + 𝑏 = 0	
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where	(𝑤y, 𝑤z)	 is	the	direction	of	the	line;	b	is	a	constant.	Thus,	the	class	of	a	new	point	(𝑥y, 𝑦y)	 can	be	determined	by	the	positivity/negativity	of	the	inequality:	if	 𝑤y𝑥y +𝑤z𝑦y + 𝑏 > 0,	the	point	belongs	to	the	positive	class;	if	 𝑤y𝑥y + 𝑤z𝑦y + 𝑏 < 0,	the	point	belongs	to	the	negative	class.	As	there	can	be	a	lot	of	values	of	 𝑤y, 	𝑤z	 and	b	that	are	able	to	separate	the	points,	there	are	many	candidate	lines	(splits).	The	best	split	of	them	should	have	the	maximum	margin	from	both	groups	of	dataset	points,	which	ensures	the	confidence	of	the	classification.	So	the	process	of	finding	the	best	split	transforms	into	maximizing	the	sum	of	the	distances	(margin)	from	the	split	to	the	closest	points	of	each	groups.	These	closest	points	which	are	used	to	maximize	margin	and	to	determine	the	value	of	(𝑤y, 𝑤z)	 are	called	support	vectors.	The	distance	between	support	vectors	and	the	line	should	be	as	large	as	possible,	therefore	the	line	should	be	in	the	middle	of	the	margin	and	the	constant	b	is	determined	in	this	way.	As	mentioned	above,	the	support	vectors	are	only	a	few	specific	data	points,	the	SVM	classifier	does	not	use	all	the	data	points	(see	Fig	5).	[28]	
	Figure	5:	An	example	of	a	separable	problem	in	a	2	dimensional	space.	The	support	vectors,	marked	with	grey	squares,	define	the	margin	of	largest	separation	between	the	two	classes	[28].	In	case	of	the	separation	in	high	dimensional	space,	the	idea	is	the	same:	the	task	is	to	find	a	hyperplane	that	separates	the	points	and	has	the	maximum	geometrical	margin.	For	non-linearly	separable	data,	in	order	to	be	able	to	split,	a	common	solution	is	mapping	the	data	into	a	higher	dimensional	space	in	which	the	data	is	linearly	separable.	
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A	problem	is	that	the	dimension	of	the	space	increases	exponentially	after	mapping.	The	solution	is	using	kernel	functions,	which	are	a	set	of	functions	to	calculate	the	inner	product	(geometrical	margin)	of	two	vectors	in	the	post-mapping	space.	Kernel	functions	can	simplify	the	calculation	of	inner	product	in	post-mapping	space,	which	avoid	the	direct	calculation	in	the	higher	dimensional	space.	Some	common	used	kernel	functions	are:	linear	kernel,	polynomial	kernel,	radial	basis	kernel	(rbf),	sigmoid	kernel,	etc.	[29]	Linear	kernel	is	actually	the	kernel	applied	on	the	linearly	separable	data.	 	SVM	classifiers	are	designed	for	binary	classification	problem.	In	order	to	solve	multi-class	problem,	the	common	way	is	to	combine	the	results	of	multiple	binary	SVM	classifiers.	There	are	two	strategies:	1) One-versus-rest	(OVR	SVMs)	[30]:	in	the	training	section,	one	particular	class	is	regard	as	a	class	(positive)	while	all	the	rest	are	regarded	as	the	other	class	(negative).	Do	this	to	every	class,	thus	a	number	of	binary	SVM	classifiers	are	obtained,	the	number	of	classifiers	equals	to	the	number	of	original	classes.	The	classification	of	an	unknown	testing	data	will	be	determined	by	the	classifier	which	has	the	highest	value	for	this	testing	data	among	all	the	classifiers.	The	shortcoming	of	this	strategy	is	that	the	training	set	may	be	highly	biased	because	of	the	1	vs	rest.	As	all	the	rest	of	the	classes	are	combines	as	negative,	the	examples	of	the	negative	class	are	obviously	much	more	than	the	positive	class	examples.	 	2) One-versus-one	(OVO	SVMs/pairwise)	[30]:	in	the	training	section,	there	is	a	classifier	created	for	every	pair	of	classes,	so	for	a	k-class	problem,	there	are	¡	(¡¢y)z 	 classifiers	altogether.	The	class	of	an	unknown	testing	data	will	be	the	class	that	has	the	most	votes	by	all	the	classifiers.	The	shortcoming	is	that	the	number	of	classifiers	increases	quickly	as	the	increment	of	the	number	of	classes.	3) Directed-acyclic-gragh	(DAG-SVM)	[30]:	the	training	is	the	same	as	the	one-versus-one	strategy	by	solving	 	 ¡	(¡¢y)z 	 binary	SVM	classifiers.	However,	in	the	testing	phase,	it	uses	a	rooted	binary	directed	acyclic	graph	with	 ¡	(¡¢y)z 	 internal	nodes	and	k	leaves.	Each	node	is	a	binary	SVM	classifier	and	the	leave	nodes	are	the	classes;	the	test	data	starts	at	the	root	node	and	the	binary	function	is	evaluated.	Then	it	moves	either	left	or	right	depending	on	the	output	value	(see	Fig	6).	In	this	way,	the	testing	data	goes	through	a	path	and	finally	reaches	a	leaf	node	which	indicates	the	predicted	class.	The	advantage	of	DAG-SVM	is	its	generalization	capacity	[31]	and	faster	testing	time	[30]	than	one-versus-one,	however,	they	have	the	same	testing	time.	The	affecting	of	accumulative	error	from	every	layer	of	nodes	is	a	big	disadvantage.	 	
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		 	 	 	 	 	 	 	 	 Figure	6:	DAG-SVM	for	4	classes[40].			3.2 Correlation	Measures	The	second	part	of	the	project	is	to	confirm	whether	a	particular	characteristic	of	politicians	correlates	to	their	political	preference;	they	are	strong	correlated	or	weak	correlated	and	how	the	characteristic	influences	their	political	preference.	Three	methods	of	measuring	correlation	are	introduced	in	this	section.		A. Logistic	Regression	 	Logistic	regression	is	a	generalized	linear	model	usually	used	for	classification.	It	belongs	to	statistical	models	and	is	usually	taken	to	apply	on	dependent	binary-class	problems,	however	it	can	be	generalized	for	dependent	multi-value	variable	problems	as	well	[32]	[33].	The	dependent	variable	value	is	often	labelled	as	“0”	or	“1”.	The	model	is	used	to	estimate	the	probability	of	the	dependent	variable	based	on	a	series	of	independent	variables	(features),	where	the	dependent	variable	subjects	to	Bernouli	distribution	[34].		 Dependent	Variable	 Probability	1	 𝜋	0	 1-	𝜋	Table	2:	Binary	variable	of	Bernouli	Distribution		
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Table	2	is	an	example	of	dependent	variable	which	obeys	Bernouli	distribution,	where	 𝜋	is	the	probability	of	“success”	which	satisfies:	 0 < 𝜋 < 1.	The	definition	of	the	odds	ratio	is:	 𝑂𝑑𝑑𝑠	𝑟𝑎𝑡𝑖𝑜 = 𝜋1 − 𝜋	The	probability	 𝜋	 is	represented	by	a	logistic	function	(sigmoid	function)	[35],	which	takes	real	input	and	outputs	a	value	between	0	and	1.	Supposed	that	there	are	n	independent	features	marked	as	 𝑥{,	the	real	input	can	be	written	as:	 	𝛽¦ + 𝛽{𝑥{§{¨y 	where	 𝛽¦	 is	the	bias	and	 𝛽{	 is	the	coefficient	of	i-th	feature.		Then	the	probabilities	in	form	of	logistic	function	are:	𝜋 = 𝑒©ª« ©¬­¬®¬¯°1 − 𝑒©ª« ©¬­¬®¬¯° 		 1 − 𝜋 = 11 − 𝑒©ª« ©¬­¬®¬¯° 		The	odds	ratio	can	be	written	as:	𝑂𝑑𝑑𝑠	𝑟𝑎𝑡𝑖𝑜 = 𝑒©ª« ©¬­¬®¬¯° 	The	logit	form	of	odds	ratio	as:	log 𝑂𝑑𝑑𝑠	𝑟𝑎𝑡𝑖𝑜 = 𝛽¦ + 𝛽{𝑥{§{¨y 	In	this	form	it	can	be	seen	obviously	that	the	logit	form	of	odds	ratio	is	exactly	a	linear	combination	of	features.	The	coefficients	of	features	indicate	the	influence	caused	by	every	feature	alone	while	the	others	are	settled	as	constants:	 	if	 𝛽{ > 0,	then	the	i-th	feature	favors	to	the	success	of	event	(label	“1”);	if	 𝛽{ < 0,	then	the	i-th	feature	favors	to	the	failure	of	event	(label	“0”);	if	 𝛽{ = 0,	 then	the	i-th	feature	does	not	correlate	with	the	event.	Also,	the	absolute	value	of	the	coefficients	shows	the	level	of	correlation	between	features	and	the	dependent	variable.		It	is	obvious	that	logistic	regression	can	be	used	to	analysis	the	correlation	between	every	feature	and	the	dependent	variable	(in	our	case	is	the	class	of	political	speech	titles)	by	taking	out	the	corresponding	coefficient.	However,	the	result	totally	depends	on	the	trained	model:	which	means	that	if	the	classification	result	is	bad,	the	correlation	results	indicated	by	the	coefficients	are	not	truthful.	 		
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B. Conditional	Probability	Suppose	that	there	are	two	possible	events	A	and	B.	Conditional	probability	is	a	measure	of	the	probability	of	event	A	(the	event	of	interest)	given	that	event	B	has	already	occurred,	usually	written	as	 𝑃(𝐴|𝐵)	 [36].	It	is	also	called	“posterior	probability”.	Its	definition	is:	 𝑃 𝐴 𝐵 = 𝑃 𝐴 ∩ 𝐵𝑃 𝐵 	where	 𝑃(𝐴 ∩ 𝐵)	 is	the	joint	probability	of	two	events,	which	indicates	the	probability	that	both	events	A	and	B	occur;	 𝑃(𝐵)	 is	the	marginal	probability	of	event	B,	which	indicates	the	probability	that	event	B	occurs.		The	basic	idea	of	measuring	the	level	of	correlation	with	conditional	probability	is	by	comparing	the	values	of	the	conditional	probabilities	of	the	occurrence	of	different	events	of	interest	given	the	same	event	as	evidence.	Taking	the	case	of	our	project	as	an	example,	event	of	interest	A	represents	political	category,	event	of	evidence	B	represents	the	characteristic	of	politicians:	if	 𝑃 𝐴 = 𝑛 𝐵 = 	𝑖 > 𝑃 𝐴 = 𝑚 𝐵 = 𝑖 ,	the	politicians	with	characteristic	i	seem	to	have	the	political	preference	on	n	than	m.		However,	there	are	some	obvious	problems	of	this	method:	1) It	cannot	show	if	the	two	events	are	independent	(non-correlated)	with	each	other.	In	 case	 of	 that	 A	 and	 B	 are	 independent,	 then	 𝑃 𝐴 𝐵 = 𝑃(𝐴) .	 𝑃(𝐴) 	 is	 the	marginal	probability	of	event	A,	whose	value	is	between	0	and	1.	So	it	is	impossible	to	 know	 if	 the	 correlation	 exists	 or	 not	 with	 only	 the	 value	 of	 conditional	probability.	2) It	cannot	show	that	the	two	events	are	positively	or	negatively	correlated.	As	shown	above,	 this	 method	 depends	 on	 the	 pairwise	 comparisons	 to	 find	 out	 the	preference	relationship.	However,	the	individual	influence	of	a	particular	event	of	evidence	 to	 a	 particular	 event	 of	 interest	 cannot	 be	 revealed	 by	 the	 value	 of	conditional	 probability.	 There	 could	 be	 cases	 like:	 𝑃 𝐴 = 𝑛 𝐵 = 	𝑖 >𝑃 𝐴 = 𝑚 𝐵 = 𝑖 ,	but	actually	B=i	negatively	influences	to	(correlates	with)	both	A=n	and	A=m.	3) Even	the	preference	results	obtained	by	the	pairwise	comparison	could	be	wrong.	Here	is	an	example:		 Political	Speech	Category	 Characteristic:	Married	 Overall	Economy	 350	 1800	Human	Rights	 150	 200		 	 Table	3:	Example	of	the	failure	by	using	conditional	probability			 	 As	shown	in	the	Table	3:	all	the	married	politicians	have	made	350	speeches	about	economy	and	150	about	human	rights;	while	there	are	1800	and	200	speeches	about	economy	and	human	rights	respectively	raised	by	all	the	politicians.	
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Suppose	that	 𝑃 𝑀𝑎𝑟𝑟𝑖𝑒𝑑 = ³´¦«y´¦yµ¦¦«z¦¦ = 0.25,	 then	we	can	calculate	the	probabilities:	
𝑃 𝐸𝑐𝑜𝑛𝑜𝑚𝑦 𝑀𝑎𝑟𝑟𝑖𝑒𝑑 = 3501800 + 200𝑃(𝑀𝑎𝑟𝑟𝑖𝑒𝑑) = 0.7	𝑃 𝐻𝑢𝑚𝑎𝑛	𝑅𝑖𝑔ℎ𝑡𝑠 𝑀𝑎𝑟𝑟𝑖𝑒𝑑 = 0.3		From	the	results	we	can	see	that	it	seems	that	married	politicians	have	preference	on	economy	than	human	rights;	however	we	can	see	that	 𝑃 𝐸𝑐𝑜𝑛𝑜𝑚𝑦 = 0.9	 and	𝑃(𝐻𝑢𝑚𝑎𝑛	𝑅𝑖𝑔ℎ𝑡𝑠)=0.1,	so	actually	married	politicians	are	morel	likely	to	make	speeches	of	human	rights	comparing	with	the	overall.	In	this	case,	the	conditional	probability	method	gives	a	completely	opposite	answer	because	of	ignoring	the	overall	situation	(prior	of	the	event	of	interest).		To	solve	the	three	problems	above,	pointwise	mutual	information	should	be	presented.		C. Pointwise	Mutual	Information	(PMI)	In	information	theory,	the	mutual	information	(MI)	of	two	random	variables	measures	the	mutual	dependence	between	the	two	variables.	It	quantifies	the	average	“amount	of	information”	(unit:	bit)	obtained	about	one	random	variable	by	knowing	the	other	one.	The	mutual	information	of	two	discrete	random	variables	X	and	Y	is	defined	as	[37]:	𝐼 𝑋; 𝑌 = 𝑝 𝑥, 𝑦 log 𝑝 𝑥, 𝑦𝑝 𝑥 𝑝 𝑦­∈¿À∈Á 	where	 𝑝(𝑥, 𝑦)	 is	the	joint	probability	of	X	and	Y	when	 𝑋 = 𝑥	 and	 𝑌 = 𝑦;	 𝑝 𝑥 	 is	the	marginal	probability	of	 𝑋 = 𝑥	 and	 𝑝 𝑦 	 is	the	marginal	probability	of	 𝑌 = 𝑦.	 	Intuitively,	it	measures	how	much	knowing	one	of	these	variables	reduces	uncertainty	about	the	other.	Mutual	information	has	two	properties	[37]:	1) Non-negativity:	 𝐼(𝑋; 𝑌) ≥ 0	2) Symmetry:	 𝐼 𝑋; 𝑌 = 𝐼(𝑌; 𝑋)	Mutual	information	is	a	measure	of	the	correlation	of	two	random	variables,	which	means	it	refers	to	the	average	of	all	possible	events.	However,	what	we	care	about	is	the	association	of	two	particular	events.	In	this	case,	pointwise	mutual	information	(PMI)	is	used.	It	is	defined	as	[38]:	 𝑝𝑚𝑖 𝑥; 𝑦 = log	 𝑝(𝑥, 𝑦)𝑝 𝑥 𝑝(𝑦)	It	can	be	seen	that	the	mutual	information	is	the	expected	value	of	pointwise	mutual	information.	PMI	could	be	negative	or	zero,	but	it	still	has	the	symmetric	property.	 		
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Pointwise	mutual	information	can	be	normalized	(NPMI)	between	[-1,1]	which	0	for	independence,	-1	and	1	for	never	occurring	together	and	complete	co-occurrence	respectively	[39]:	 𝑛𝑝𝑚𝑖 = 𝑝𝑚𝑖(𝑥; 𝑦)ℎ(𝑥, 𝑦) 	where	 ℎ 𝑥, 𝑦 = −log	 𝑝(𝑥, 𝑦).	[37]																																						
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4 Experiments	In	this	section,	the	results	of	the	classification	of	political	speech	titles	by	applying	different	classifiers	and	the	correlation	between	politicians´	characteristics	and	their	political	preference	are	presented	in	4.1	and	4.2	respectively.	Some	discussion	and	analysis	are	also	given.		4.1 	 Classification	of	Political	Speeches	
In this part, the results obtained by three classifiers: Naïve Bayes Classifier (NB), Random 
Forest Classifier (RF) and Support Vector Machine with linear kernel (SVM) are given. In 
order to know the influence of some parameters, the results of the same classifier with 
different parameters are compared in form of line charts and tables. At the end the best results 
of every classifier and among all the classifiers are presented as well as the best result´s 
confusion matrix. 
 
The data pre-processing is done by FreeLing, a natural language processing tool for Spanish 
as well as many other languages. The three potential kinds of features extracted to represent 
the dataset are a bag of lemmas (LM, with 20392 different lemmas), a bag of lemmas with 
gender (LG, size 11806) and a bag of lemma bi-grams (BLM, size 83510). These features are 
used to construct a vector that represents a single text in the dataset, in which the value of 
every feature can only be 1 or 0 (exist or not). This is because the texts are all titles which are 
short so that basically the maximum of the frequency of occurrence is 1 and it is more worthy 
the existence than the frequency. In every bag, there are some features that only occur once or 
twice in all the dataset texts which may not benefit to the classification. In order to know their 
influence, the eliminated features´ number of occurrence (EFN) is set as a parameter: EFN=i 
indicates that in this training session all the features that occur no more than i times are 
eliminated. Thus, the parameters for three classifiers in this experiment are: 
 NB: 𝛼 (additive smoothing parameter), feature and EFN; 
 RF: n (number of trees in the forest), feature and EFN; 
 SVM: C (penalty parameter of the error term), feature and EFN; 
where the possible values of feature are LM, LG, BLM and their combinations (LM+LG, 
LM+BLM, LG+BLM, LM+LG+BLM). 
  
Basically, I considered the influence of every parameter to be independent from each other 
(although it may not be true sometimes) and found out the influence of a single parameter by 
controlling variables. In this way, a theoretical best result of a classifier can be obtained by 
using the combination of the best parameters. However, the actual best result is also given by 
searching diverse combinations of parameters. In the comparing part, the results shown are 
given in form of the accuracy of classifying CODE (Appendix 1), which is the F1-score of all 
classes in CODE. However, the precision, recall and F1-score for every class of the best result 
of three classifiers are given in detail at the end together with the confusion matrix. 
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There are 21 classes and 255 subclasses in the database. All the results obtained are based on 
a random split of 75% data for training and 25% for testing. 
 A. Naïve	Bayes	Classifier	In	the	experiment	of	this	project,	the	classifier	used	is	Bernouli	model.	The	text	examples	are	basically	titles	which	are	short.	It	is	obvious	that	the	appearance	of	a	word	is	more	worthy	much	more	than	its	frequency	of	occurrence	(basically	the	maximum	will	be	1).		1) Influence	of	 𝛼	 (feature	=	LM,	EFN	=	1):	 	
		 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 Figure	7:	Accuracies	of	NB	with	different	 𝛼		As	shown	in	Figure	7,	as	the	 𝛼	 gets	bigger,	the	accuracy	drops	slightly,	however	it	cannot	be	0	 (no	 smoothing).	But	 in	general,	 the	 smoothing	parameter	does	not	affect	much	to	the	results.	The	optimal	value	for	 𝛼	 is	0.1	(slight	smoothing).		 2) Influence	of	the	sets	of	features	(𝛼	=	0.1,	EFN	=	1):		Feature	 Accuracy	LM	 0.7558	LG	 0.728	BLM	 0.6891	LM+LG	 0.7443	LM+BLM	 0.7151	LG+BLM	 0.7139	LM+LG+BLM	 0.7206		 	 Table	4:	Accuracies	of	NB	with	different	types	of	feature		
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As	shown	in	Table	4,	different	types	of	feature	indeed	influence	the	result	a	lot.	It	can	be	seen	that	if	multiple	bags	of	feature	are	used	together,	the	result	is	always	better	than	the	worst	single-bag	result	and	worse	than	the	best	single-bag	result.	For	example:	 𝐴𝑐𝑐 𝐵𝐿𝑀 < 𝐴𝑐𝑐 𝐿𝐺 + 𝐵𝐿𝑀 < 𝐴𝑐𝑐	(𝐿𝐺);	 𝐴𝑐𝑐 𝐿𝐺 <𝐴𝑐𝑐 𝐿𝑀 + 𝐿𝐺 < 𝐴𝑐𝑐(𝐿𝑀).	It	can	be	understood	in	this	way:	for	a	multi-bag	feature,	only	the	better	single-bag	part	is	trying	to	give	a	good	performance	in	classification,	while	the	other	is	actually	misleading	the	performance	rather	than	giving	extra	information.	There	are	altogether	25329	texts	for	21	classes,	while	the	number	of	features	are	20392	for	LM,	11806	for	LG	and	83510	for	BLM.	Since	the	number	of	features	is	quite	a	lot	comparing	with	the	number	of	examples,	there	could	be	possible	correlations	between	different	features	which	make	NB	classifier	performs	poorly.	When	different	single-bag	features	are	combined,	this	kind	of	possible	correlations	also	occurs	more	frequently.	Among	all	the	single-bag	feature,	LM	has	the	best	performance,	which	is	the	optimal	option	for	this	parameter.	 		 3) Influence	of	EFN	(𝛼	 =	0.1,	feature	=	LM):		
	Figure	8:	Accuracies	of	NB	with	different	EFN		 As	shown	in	Figure	8,	as	the	EFN	gets	bigger,	more	features	are	eliminated	in	the	bag	and	the	accuracy	drops	slightly.	It	is	because	although	some	features	that	occur	with	low	frequency	does	not	contain	much	information,	it	still	has	few	benefit	to	the	classifying,	especially	for	any	particular	classes.	But	in	general,	EFN	does	not	affect	much	to	the	results.	The	optimal	value	for	EFN	is	0	(without	elimination).		 4) Best	of	NB:	The	best	result	in	theory	and	in	practice	is	the	same:	with	the	combination	of	 𝛼	=0.1,	feature	=	LM	and	EFN	=	0.	The	accuracy	is:	0.7564	
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	B. Random	Forest	Classifier	1) Influence	of	n	(feature	=	LM,	EFN	=	1):	 	As	shown	in	Figure	9,	as	n	gets	bigger,	there	are	more	trees	in	the	forest,	which	means	more	classifiers	are	used	 in	 the	classification,	 the	 result	gets	better	very	slightly.	 The	 tree	 number	 n	must	 be	 greater	 than	 zero	 and	 there	 is	 no	 need	 to	increase	the	number	of	trees	endlessly	as	the	result	does	not	change	a	lot.	Here	I	selected	n	=	200	to	be	the	optimal.	
	Figure	9:	Accuracies	of	RF	with	different	n		 2) Influence	of	the	sets	of	features	(n	=	200,	EFN	=	1):		 Feature	 Accuracy	LM	 0.7738	LG	 0.7732	BLM	 0.719	LM+LG	 0.7729	LM+BLM	 0.7691	LG+BLM	 0.7673	LM+LG+BLM	 0.7703		 	 Table	5:	Accuracies	of	RF	with	different	types	of	feature			From	Table	5,	it	is	shown	that	the	influence	of	the	type	of	the	feature	in	RF	is	the	same	as	in	NB	for	the	same	reason.	However,	there	is	a	special	case	is	that	the	multi-bag	feature	LM+LG	performs	worse	than	both	LM	and	LG.	In	this	case,	I	think	it	is	because	single-bag	feature	LM	and	LG	has	similar	accuracy,	so	the	misleading	information	that	one	gives	to	each	other	affects	both	a	little	bit,	which	makes	the	
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multi-bag	feature	performs	slightly	worse	than	both	of	the	two.	The	optimal	option	is	still	LM.		 3) Influence	of	EFN	(n	=	200,	feature	=	LM):		
	Figure	10:	Accuracies	of	RF	with	different	EFN		 	 As	shown	in	Figure	10,	random	forest	classifier	almost	does	not	affect	by	EFN	at	all.	The	 best	 result	 is	 given	 when	 none	 of	 the	 feature	 is	 eliminated,	 however	 the	increasing	of	accuracy	can	be	ignored.	It	proves	that	the	rare	features	do	not	offer	much	information	for	the	classification	using	RF	classifier.	As	the	EFN	gets	bigger,	there	is	slight	oscillation	of	the	accuracies,	it	may	be	caused	by	the	balancing	of	the	loss	of	the	useful	information	as	well	as	the	misleading	information	contained	by	the	eliminated	features.	Anyway,	EFN	=	0	can	be	chosen	as	the	optimal.		 4) Best	of	RF:	Theoretical	best	result	is	given	by	combination	of	n	=	200,	feature	=	LM	and	EFN	=	0,	which	is	0.7755.	It	is	also	the	actual	best	result	by	using	RF.		C. Support	Vector	Machine	Classifier	with	linear	kernel		As	SVM	classifiers	are	designed	for	binary	classification,	here	I	used	the	one-versus-rest	 (OVR)	 strategy	 to	 construct	 the	 classifier	 for	 this	 project.	 As	 the	 number	 of	features	is	much	more	than	the	number	of	examples,	SVM	should	be	appropriate	to	deal	with	this	project.		1) Influence	of	C	(feature	=	LM,	EFN	=	1):	
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	Figure	11:	Accuracies	of	SVM	with	different	C		 As	shown	in	Figure	11,	SVM	is	relatively	sensitive	to	the	parameter	C.	The	accuracy	increases	a	lot	from	C	=	0.01	to	0.1.	However,	the	accuracy	tends	to	be	stable	after	C	reaching	0.1.	The	best	result	is	when	C	=	0.1	and	1,	however	the	accuracy	is	really	closed	with	the	accuracy	of	C	=	10.		2) Influence	of	the	sets	of	features	(C	=	0.1,	EFN	=	1):		 Feature	 Accuracy	LM	 0.7716	LG	 0.7678	BLM	 0.729	LM+LG	 0.7825	LM+BLM	 0.7812	LG+BLM	 0.7828	LM+LG+BLM	 0.7874		 	 Table	6:	Accuracies	of	SVM	with	different	types	of	feature		From	Table	6,	we	can	see	the	behavior	of	SVM	in	term	of	the	types	of	feature	is	quite	different	with	NB	and	RF.	In	SVM,	multi-bag	feature	always	performs	better	than	any	of	its	constructing	single-bag	feature.	Actually,	the	more	features	SVM	uses,	the	better	performance	it	gives.	I	think	it	is	because	SVM	uses	a	different	classifying	method:	 SVM	 tries	 to	 find	 a	 hyperplane	 to	 separate	 the	 data	 points,	 and	 the	hyperplane	is	only	depending	on	some	of	the	examples	(support	vectors),	so	its	performance	 is	 not	 affected	 a	 lot	 by	 the	 increasing	 of	 examples	 or	 feature	dimensions	as	it	does	not	need	to	use	all	the	data.	So,	it	is	relatively	more	robust.	Also,	 if	 the	 support	 vectors	 can	 be	 described	more	 in	 detail,	 the	 classifier	 will	
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perform	 better.	 Taking	 account	 of	 this,	 SVM	 should	 behave	 better	 with	 more	features.	Comparing	with	NB,	SVM	can	deal	with	the	possible	correlations	between	features	rather	 than	assuming	that	 the	 features	are	mutual	 independent	(which	rarely	happens	in	practice).	Because	of	this,	SVM	has	the	better	capacity	to	find	out	the	 relation	 between	 features	 and	 examples	 as	 features´	 increase	 and	 is	 less	affected	by	the	extra	misleading	information.	Obviously,	the	optimal	feature	is	the	combination	of	the	three	bags.		 3) Influence	of	EFN	(C	=	0.1,	feature	=	LM):	 		
	Figure	12:	Accuracies	of	SVM	with	different	EFN		 As	shown	in	Figure	12,	SVM	almost	does	not	affect	by	EFN	at	all.	The	best	result	is	given	when	none	of	the	feature	is	eliminated,	however	the	increasing	of	accuracy	can	be	ignored.	It	proves	that	the	rare	features	do	not	offer	much	information	for	the	classification	with	SVM	classifier.	Like	NB	and	RF,	EFN	=	0	is	the	best.		 4) Best	of	SVM:	In	theory,	the	best	result	of	SVM	occurs	when	C	=	0.1/1,	feature	=	LM+LG+BLM	and	EFN	=	0;	however	actually	the	best	result	is	0.7874,	which	is	obtained	when	C	=	0.1,	feature	=	LM+LG+BLM	and	EFN	=	1.		Taking	all	the	tree	classifiers	into	account,	the	best	result	is	given	by	support	vector	machine	with	linear	kernel	of	which	the	parameters	are:	C	=	0.1,	feature	=	LM+LG+BLM	and	EFN	=	1.	The	accuracy	is	0.7874.	The	precisions,	recalls	and	F1-scores	for	every	class	and	subclass	can	be	found	in	Appendix	4	together	with	the	F1-score	for	all	the	classes,	which	is	the	accuracy	on	CODE.		
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Although	in	most	cases	it	is	shown	that	the	results	get	better	as	the	EFN	decreases,	I	have	to	point	out	that	it	can	dramatically	save	the	RAM	space	needed	for	the	experiments.	The	reason	is	that	most	of	the	features	shown	in	the	bags	only	occurs	once	or	twice.		
 
CODE Precision Recall F1 
1 0.6503 0.6611 0.6556 
2 0.5548 0.5226 0.5382 
3 0.8031 0.8093 0.8062 
4 0.7638 0.8346 0.7976 
5 0.7528 0.784 0.7681 
6 0.7894 0.8366 0.8123 
7 0.7099 0.6647 0.6866 
8 0.874 0.75 0.8073 
9 0.5926 0.5517 0.5714 
10 0.8459 0.9232 0.8829 
12 0.8463 0.8528 0.8496 
13 0.6891 0.652 0.67 
14 0.7353 0.6667 0.6993 
15 0.7083 0.5129 0.595 
16 0.8779 0.8367 0.8568 
17 0.7802 0.6283 0.6961 
18 0.56 0.3784 0.4516 
19 0.75 0.8207 0.7838 
20 0.6667 0.6526 0.6596 
21 0.9056 0.8779 0.8915 
23 0.6667 0.4167 0.5128 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 Table	7:	Precision,	recall	and	F1	of	each	class	with	SVM 	Table	7	shows	the	precisions,	recalls	and	F1-scores	of	each	class	(CODE)	by	using	SVM	classifier	with	linear	kernel	with	its	best	parameters.	It	is	a	part	of	Appendix	4,	the	rest	consists	of	the	precision,	recall	and	F1	of	every	subclass	(SUBCODE)	for	every	class.	Particularly,	the	results	of	every	subclass	in	Appendix	4	are	obtained	within	of	its	class,	which	means	the	training	and	testing	data	for	subclass	classification	are	exactly	from	the	data	of	subclasses´	class	(true	label).	Therefore,	if	the	classifier	is	used	directly	to	classify	the	subclass,	the	performance	(F1)	should	be	the	F1-score	of	the	subclass	in	Appendix	4	multiplying	the	F1-score	of	its	class	in	Table	7.	For	example,	the	F1-score	of	the	classification	of	subclass	341	(tobacco)	is	0.8062	(the	F1-score	of	class	3)	multiplying	0.8	(the	F1-score	of	subclass	41	in	class	3),	which	is	0.6445.	The	other	detail	is	that	in	Appendix	4,	there	are	some	subclasses	whose	precision,	recall	and	F1	are	all	set	-1.	This	is	due	to	the	absence	of	the	data	of	this	subclass	in	the	testing	set.	Both	the	
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training	and	testing	set	hold	the	same	data	distribution	as	in	the	dataset,	so	it	says	that	there	are	originally	very	few	examples	of	this	subclass	in	the	dataset.		
	Figure	13:	Confusion	matrix	of	the	classification	with	SVM		Figure	13	is	the	confusion	matrix,	in	which	the	number	is	the	real	number	of	examples	classified	of	the	testing	set.	 		From	Table	7	we	can	see	the	F1-scores	of	class	2,	9,	15,	18	and	23	are	relatively	low.	With	the	observation	from	Figure	13,	we	can	figure	out	that	these	classes	all	have	relatively	lower	number	of	examples	(especially	class	9)	comparing	with	other	classes.	Because	testing	set	has	the	same	data	distribution	as	in	the	training	set,	there	are	fewer	examples	of	these	classes	used	in	training	process	and	it	leads	to	bad	performance.	However,	it	also	has	some	relation	with	the	speciality	of	the	class	itself:	there	are	even	fewer	examples	in	class	8,	but	the	classification	of	class	8	is	even	better	than	average.	With	the	reference	of	Appendix	2,	we	know	that	class	8	is	about	energy,	of	which	the	political	speeches	often	have	the	words	(features)	like	“gas”,	“nuclear”,	“mina”	or	“electricidad”	which	are	significantly	differ	from	the	words	(features)	of	other	classes.	 		An	opposite	case	is	class	23	(culture)	with	respect	to	the	class	6	(education	and	culture),	their	words	(features)	have	a	lot	of	in	common	and	it	is	hard	to	classify	the	examples	of	
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class	23	from	class	6.	Also,	we	can	see	from	the	confusion	matrix	that	the	examples	of	class	18	(foreign	trade)	are	mainly	misclassified	into	class	4	(agriculture)	and	class	19	(foreign	affairs).	It	is	obvious	that	class	18	and	class	19	will	share	a	lot	of	features	which	are	related	with	“foreign”	such	as	“exterior”,	“internacional”,	“extrangero”,	“acuerdo”,	etc.	In	case	of	class	18	and	class	4,	it	may	be	a	little	bit	incomprehensible	at	first.	However,	some	subclasses	of	class	4	such	as	401	(agricultural	trade),	402	(subsidies	and	agricultural	regulation),404	(agricultural	marketing	and	promotion)	have	a	high	similarity	with	some	subclasses	of	class	18	such	as	1802	(trade	agreements,	disputes	and	regulation)	and	1803	(export	promotion	and	regulation)	in	term	of	the	features	about	trade,	regulation	and	promotion.	 		Some	concrete	misclassified	examples:	 	Title	id	19126	“Grado	de	conocimiento	de	la	lengua	inglesa	en	el	sistema	universitario	español	por	sectores	(procedente	de	la	pregunta	con	respuesta	escrita	al	Gobierno	número	de	expediente	184/15217).	(181/001467)”	of	class	23.	It	is	classified	into	class	6,	I	think	it	is	because	of	the	words	“conocimiento”	and	especially	“universitario”,	which	are	the	typical	words	related	with	education.	Title	id	4433	“Medidas	para	impedir	la	competencia	del	tomate	marroquí	al	español	en	los	mercados	comunitarios.	(181/001731)”	of	class	18.	It	is	classified	into	class	4,	in	my	opinion	it	is	because	of	the	words	“tomate”	and	“mercado”,	which	are	the	words	related	with	agriculture	and	agricultural	trade.	Title	id	15497	“Objetivos	y	actuaciones	del	Convenio	de	Cooperación	Internacional	para	la	promoción	transnacional	del	mercado	turístico	firmado	entre	España	y	Portugal.	(181/001621)”	of	class	18.	It	is	classified	into	class	19,	I	guess	because	of	the	words	“cooperación”,	“internacional”,	“promoción”,	“transnacional”	and	“turístico”.	Actually	class	18	and	19	are	quite	similar,	but	as	class	19	has	more	examples	for	training	and	testing,	the	classifier	tends	to	classify	the	uncertain	example	into	class	19.		Both	the	number	of	examples	and	the	classes	themselves	influence	the	performance	of	a	classifier	on	each	class.	Some	classes	are	highly	similar	in	some	aspects	which	make	them	difficult	to	be	distinguished,	but	for	this	database	it	shows	that	the	number	of	examples	of	each	class	plays	a	dominant	role:	in	spite	some	classes	have	a	lot	in	common,	the	ones	with	more	examples	always	perform	well.	Although	the	titles	of	different	classes	may	be	similar,	but	there	should	be	some	specific	features	that	can	indicate	its	class	in	most	cases.	With	more	training	examples,	these	specific	features	can	be	found	more	easily	and	accurately.				 	
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4.2 Correlation	between	Characteristics	and	Preferences	In	this	part,	I	used	both	a	classification	method	and	a	statistical	method	to	find	out	the	correlation	between	politicians´	characteristic	and	their	political	preference.	The	classification	method	used	is	the	logistic	regression;	the	statistical	method	used	is	normalized	pointwise	mutual	information	(npmi).	The	result	obtained	by	normalized	pointwise	mutual	information	is	shown	at	the	base	2	logarithm	form.		The	feature	extraction	of	the	politicians´	brief	biography	(Appendix	3)	is	done	based	on	key	words.	The	candidate	features	have	been	given	by	the	database	holder,	which	are	shown	in	Table	8:	
 
 variable	 category	género	 hombre	género	 mujer	estado_civil	 casad	estado_civil	 solter	estado_civil	 divorciad	estado_civil	 separad	estado_civil	 viud	hijos	 hij	hijos	 sin_hij	partido	 unidos_podemos	partido	 cs	partido	 en_comú_podem	partido	 podemos_compromís_eupv	partido	 a_la_valenciana	partido	 erc_cat_sí	partido	 cdc	partido	 en_marea	partido	 pnv	partido	 eh_bildu	partido	 cc_pnc	partido	 podemos_iu_equo	partido	 eaj_pnv	partido	 asg	partido	 cca_pnc	partido	 erc	partido	 bng	partido	 partido_socialista_de_navarra	
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partido	 psn	partido	 popular	partido	 psc	partido	 psoe	partido	 pp	partido	 ciudadanos	partido	 izquierda_unida	partido	 convergència	partido	 socialista	cargos	 funcionari	cargos	 portavoz_de_economía	cargos	 portavoz_de_hacienda	cargos	 autor	cargos	 parlamentario_regional	cargos	 alcalde	cargos	 catedrático	cargos	 profesor	cargos	 parlamento_europeo	cargos	 secretario_de_organización	cargos	 delegad	cargos	 portavoz	cargos	 directiv	cargos	 conseller	cargos	 senador	cargos	 ministr	cargos	 diputada_provincial	cargos	 diputado_provincial	cargos	 empresario	cargos	 técnic	educación	 diplomad	educación	 ingenier	educación	 licenciad	educación	 doctor	educación	 máster	educación	 bachiller	educación	 estudiante	area_estudio	 geografía	area_estudio	 farmacia	area_estudio	 historia	area_estudio	 ciencias_políticas	area_estudio	 médico	
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area_estudio	 economista	area_estudio	 ciencias_económicas	area_estudio	 abogad	area_estudio	 derecho	area_estudio	 químicas	area_estudio	 veterinaria	area_estudio	 filosofía	area_estudio	 sociología	area_estudio	 empresariales	area_estudio	 maestr	area_estudio	 ciencias_biológicas	area_estudio	 periodismo	area_estudio	 banca	area_estudio	 física		 	 	 	 	 	 	 	 	 	 	 	 	 Table	8:	Features	of	politicians´	characteristics 
 The	key	words	of	every	feature	are	the	possible	variations	of	the	feature	or	expressions	that	give	the	information	of	that	the	politician	has	this	feature.	For	example:	for	feature	“divorciad”,	the	key	words	include	“divorciado”,	“divorciada”,	“divorcio”,	“divorciar”	and	“divorció.	In	case	of	that	one	of	the	key	words	of	a	feature	exists	in	the	biography	of	a	politician,	the	value	of	the	corresponding	feature	in	the	vector	of	this	politician	is	set	to	be	1;	otherwise	0,	which	means	this	politician	does	not	have	this	characteristic.	In	this	way,	the	biography	of	each	politician	can	be	represented	in	form	of	a	vector	of	which	the	dimension	is	the	number	of	features	in	Table	8.	The	values	in	the	vector	are	Boolean.	In	the	experiment,	there	are	some	features	of	the	Table	8	which	are	not	owned	by	any	politicians	such	as	“en_marea”	and	“erc_cat_sí”,	in	this	case	these	features	are	eliminated	to	ensure	the	value	of	any	feature	in	the	vector	is	set	to	be	1	at	least	for	one	of	the	politicians.	There	are	biographies	of	2791	politicians	altogether	in	Appendix	3.		The	next	step	is	to	combine	the	politicians´	biography	and	their	political	preference	into	one	single	database.	After	linked	with	the	CODE	and	SUBCODE	of	Appendix	1	by	taking	the	politicians´	name	(in	Appendix	1:	AUTHOR	and	in	Appendix	3:	name)	and	number	of	legislature	(in	Appendix	1:	LEGISLATURE	and	in	Appendix	3:	source)	as	identifiers,	a	new	database	(Appendix	5)	which	holds	the	information	of	politicians´	characteristics	and	the	classes	and	subclasses	of	the	political	speech	titles	they	have	presented	is	constructed.	Here	the	number	of	legislature	is	also	used	as	a	identifier	in	order	to	avoid	the	problem	of	different	politicians	sharing	the	same	name	as	well	as	ensure	the	timeliness	of	the	biographies.	After	the	linking,	in	Appendix	5	there	are	5605	examples	in	total,	which	are	5605	different	political	speeches	raised	by	less	than	2791	politicians.	Because	some	politicians	did	not	propose	any	speeches	according	to	the	original	databases.		
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Based	on	the	new	database	(Appendix	5),	we	can	begin	to	find	out	the	correlation:		A. Classification	method	-	Logistic	Regression	 		In	this	method,	CODE	and	SUBCODE	are	regarded	as	the	labels	respectively	and	the	features	representing	the	politicians´	characteristics	are	used	for	classifying.	The	coefficients	of	each	feature	for	each	class/subclass	are	extracted	from	the	trained	logistic	regression	classifiers.	The	coefficient	for	each	class	(CODE)	is	stored	in	Appendix	6;	for	subclass	(SUBCODE),	in	Appendix	7.	However,	the	results	are	not	worth	a	trust.	The	accuracy	of	classification	for	CODE	is	0.1176	and	for	SUBCODE	is	0.0232,	which	are	quite	low.	Therefore,	although	the	coefficients	can	be	calculated,	they	would	not	give	any	trustful	information	in	this	project.	 		The	reasons	for	the	bad	performance	of	the	classification	are	obvious:	1) There	are	21	classes	in	CODE	and	255	subclasses	(SUBCODE)	to	be	classified	given	only	5605	examples:	it	is	a	multi-class	problem	with	small	database.	2) Every	 politician	 can	 present	 speeches	 of	 different	 classes/subclasses,	 so	 in	 the	database	there	could	be	a	lot	of	situations	that	the	same	feature	vector	has	many	different	labels:	it	is	a	multi-label	problem.	It´s	a	multi-class	multi-label	classification	at	the	same	time,	and	the	database	is	not	big	enough	for	the	number	of	classes/subclasses	either.	It	is	logical	that	the	performance	is	quite	bad.		B. Statistical	method	–	Normalized	Pointwise	Mutual	Information		Statistical	method	is	based	on	counting.	The	counts	of	the	occurrence	of	every	class/subclass	as	well	as	every	feature	are	used	later	to	calculate	the	statistical	terms	(probabilities).	In	the	database	(Appendix	5),	the	5605	examples	represent	5605	different	political	speech	titles,	so	this	number	can	be	used	to	calculate	the	marginal	probabilities	of	every	political	class	of	speech	titles	that	all	the	politicians	presented	in	general.	However,	this	number	does	not	have	relation	with	the	number	of	politicians	so	it	cannot	be	used	for	the	marginal	probabilities	of	politicians´	having	a	particular	characteristic.	Because	some	politicians	have	presented	more	speeches	and	some	have	made	less,	the	marginal	probabilities	of	politicians´	having	a	particular	characteristic	here	used	is	actually	a	weighted	probability.	It	means	that	for	the	politicians	who	have	presented	more	speeches,	their	characteristics	have	more	weights	comparing	with	the	characteristics	of	the	politicians	who	have	presented	less	speeches.	Thus,	before	the	calculation	of	probabilities,	two	assumptions	need	to	be	proved.		Assumption	1:	For	this	database,	different	speech	titles	raised	by	the	same	politician	can	be	regarded	as	different	speech	titles	of	which	each	one	is	raised	by	a	different	politician	and	all	these	politicians	have	all	the	characteristics	exactly	the	same.		
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Proof	of	Assumption	1:	 	Supposed	that	exist	a	politician	who	has	the	characteristics	represented	as	a	vector	of	features	{𝑓y, … , 𝑓{, … , 𝑓Ì},	where	 𝑓{	 is	the	value	of	i-th	feature	and	N	is	the	number	of	features.	This	politician	has	presented	M	speeches	of	which	CODE	and	SUBCODE	are	{𝐶y, … , 𝐶Ï, … , 𝐶Ð}	and	{𝑆y, … , 𝑆Ï, … , 𝑆Ð}	where	 𝐶Ï	 and	 𝑆Ï	 are	the	class	and	subclass	of	 	j-th	speech	title.	Therefore,	the	M	titles	of	different	speeches	raised	by	this	politician	can	be	represented	as:	 𝐶y, 𝑆y, 𝑓y, … , 𝑓{, … , 𝑓Ì⋮𝐶Ï, 𝑆Ï, 𝑓y, … , 𝑓{, … , 𝑓Ì⋮𝐶Ð, 𝑆Ð, 𝑓y, … , 𝑓{, … , 𝑓Ì 	
which	is	a	M*	(N+2)	matrix,	named	as	Matrix	1.	Supposed	there	a	M	different	politicians,	the	CODE	and	SUBCODE	of	the	speech	presented	by	the	j-th	politician	are	marked	as	 𝐶Ï	 and	 𝑆Ï.	The	j-th	politician	has	the	vector	of	feature	as	{𝑓yy, … , 𝑓{Ï, … , 𝑓ÌÏ}.	Thus,	the	M	titles	of	speeches	raised	by	M	different	politicians	can	be	represented	as:	𝐶y, 𝑆y, 𝑓yy, … , 𝑓{y, … , 𝑓Ìy⋮𝐶Ï, 𝑆Ï, 𝑓yÏ, … , 𝑓{Ï, … , 𝑓ÌÏ⋮𝐶Ð, 𝑆Ð, 𝑓yÐ,… , 𝑓{Ð, … , 𝑓ÌÐ 	
which	is	also	a	M*	(N+2)	matrix,	named	as	Matrix	2.	 	Now	with	the	knowledge	of	that	all	these	M	different	politicians	have	exactly	the	same	characteristics,	which	means:	 	 𝑓yy = 𝑓yz = ⋯ = 𝑓yÐ = 𝑓y	⋮	𝑓{y = 𝑓{z = ⋯ = 𝑓{Ð = 𝑓{	⋮	𝑓Ìy = 𝑓Ìz = ⋯ = 𝑓ÌÐ = 𝑓Ì	By	replacing	the	corresponding	feature	in	the	Matrix	2,	Matrix	2	is	exactly	the	same	as	Matrix	1.	Assumption	1	is	proved.		Assumption	2:	For	this	database,	those	examples	can	be	regarded	as	5605	speeches	which	each	one	is	presented	by	a	different	politician.	However,	different	politicians	may	have	all	the	characteristics	the	same.		Proof	of	Assumption	2:	 	By	applying	the	assumption	1	on	each	of	the	politician,	assumption	2	is	proved.	 		With	the	assumption	2,	all	the	necessary	probabilities	can	be	calculated:	
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𝑝 𝑐 = 𝑐𝑜𝑢𝑛𝑡(𝑐)5605 	𝑝 𝑓 = 𝑐𝑜𝑢𝑛𝑡(𝑓)5605 	𝑝 𝑐, 𝑓 = 𝑐𝑜𝑢𝑛𝑡(𝑐, 𝑓)5605 		where:	c	is	the	class/subclass	of	the	titles	of	speeches;	f	is	the	feature	of	politicians;	count(c)	is	the	number	of	titles	of	which	the	class/subclass	is	c;	count(f)	is	the	number	of	politicians	who	has	feature	f;	count(c,	f)	is	the	number	of	titles	which	are	presented	by	the	politicians	who	have	feature	f	and	at	the	same	time	belongs	to	class/subclass	c;	p(c)	is	the	probability	of	titles	belonging	to	class/subclass	c;	p(f)	is	the	probability	of	politicians	having	feature	f;	p(c,	f)	is	the	probability	of	titles	belonging	to	class/subclass	c	and	at	the	same	time	raising	by	politicians	who	have	feature	f.		By	counting	the	necessary	data	from	the	database,	the	normalized	pointwise	mutual	information	at	base	2	logarithm	is	calculated	and	stored:	Appendix	8	for	CODE	and	Appendix	9	for	SUBCODE.	These	results	are	trustful	enough.	In	both,	the	values	are	limited	in	[-1,	1].	The	more	the	value	is	closed	to	0,	the	less	correlation	exists.	The	sign	indicates	the	type	of	correlation.	The	blanks	mean	corresponding	count(c)	or	count(f)	is	0.		There	is	only	one	problem	of	this	method,	which	also	occurs	by	using	any	other	methods:	we	have	a	table	of	numerical	indicator	between	feature	and	class/subclass,	but	it	is	hard	to	find	a	threshold	that	we	can	say:	if	the	value	is	bigger	than	the	threshold	then	this	feature	is	strongly	correlated	with	this	class/subclass.	It	is	more	like	a	stuff	for	domain	experts.	However,	from	the	results	I	got,	I	could	propose	an	intuitive	threshold:	as	we	all	know,	female	politicians	focus	more	on	the	problems	of	gender	discrimination	and	rights	than	male	politicians,	this	can	be	a	golden	standard.	The	subclass	of	“Gender	discrimination	and	rights.	Homosexuals	discrimination	and	same-sex	marriage”	is	202,	and	the	numerical	indicator	of	subclass	202	and	feature	“mujer”	is	0.164214462269531	according	to	Appendix	9.	So	0.16	could	be	a	“more	than	enough”	value	of	threshold	to	judge	the	strong	correlation	on	SUBCODE	level:	if	the	absolute	value	is	equal	or	above	0.16,	then	we	can	say	that	the	politicians	who	have	this	characteristic	have	preference	on	presenting	or	not	presenting	speeches	of	this	class/subclass	depends	on	the	sign	of	the	indicator.	An	interesting	example	is	between	subclass	202	and	feature	“hombre”,	which	the	value	of	indicator	is	-0.1760077289331726.	It	reveals	that	male	politicians	even	badly	avoid	to	mention	anything	about	gender	discrimination,	homosexual	discrimination	and	same-sex	marriage.	Something	interesting	I	found	is	that	the	politicians	who	were	doctors	or	studied	medicine	are	quite	neutral	about	any	topics	
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related	with	health	(subclasses	of	class	3);	however,	those	who	were	technician	or	engineer	have	preference	talking	about	satellites	and	other	space	technology	with	commercial	use	(subclass	1704)	and	science	technology	transfer	and	scientific	international	cooperation	(subclass	1705).		For	CODE,	the	numerical	indicator	of	class	2	and	feature	“mujer”	can	be	considered	as	the	threshold,	which	is	0.10856578722505628.	With	this	as	a	more-than-enough	standard,	we	can	see	some	examples:	the	female	politicians	are	pretty	unlikely	to	present	speeches	about	the	defence	and	military	(class	16);	the	politicians	who	studied	economy	prefer	the	topics	of	education	and	culture	(class	6),	energy	(class	8)	and	especially	foreign	trade	(class	18)	while	less	prefer	the	topics	of	foreign	affairs	(class	19)	and	governmental	issues	(class	20).	The	politicians	who	studied	geography	and	political	science	do	not	like	the	topic	of	technology	and	research	(class	17).	An	interesting	observation	is	that	the	professors	(feature	“catedrático”)	do	not	prefer	technology	and	research	topic	either.	A	quite	logical	case	is	that	the	politicians	who	studied	banking	prefer	macro-economy	(class	1),	social	policy	(class	13),	commerce	and	banking	(class	15)	topics.		For	the	features	“casad”,	“hij”	and	“sin_hij”,	there	is	not	any	numerical	indicator	that	reaches	the	threshold	for	neither	CODE	nor	SUBCODE.	It	means	the	characteristics	of	married,	with/without	child	do	not	influence	the	politicians´	political	preference	in	general.		By	applying	the	experimental	thresholds	mentioned	above,	the	important/strong	correlations	are	taken	and	displayed	in	Appendix	10	and	Appendix	11,	for	CODE	and	SUBCODE	respectively.				
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Appendices	Here	only	a	part	of	each	appendix	is	shown	because	of	the	limitation	of	the	space.	The	full	version	can	be	seen	in	the	corresponding	files.	1. oral-questions-committee-1977-2017	(first	30	examples):	
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2. Spanish	codebook	English	version	adapted:	
CODEBOOK for the MEDIA  
  
Topic  Codigo  
1. Macroeconomía   
 
101. Inflación, precios y tipos de interés 
103. Desempleo 
104. Política monetaria, Banco de España (Central Nacional), reserva monetaria, tasa de descuento 
105. Presupuestos, gasto público y ley de presupuestos 
107. Impuestos, política fiscal y reforma tributaria 
108.  Política industrial 
110. Control y estabilización de precios  
199. Otros 
2. Derechos, libertades civiles, problemas relativos a las minorías  200. General 
 
201. Minorías étnicas y discriminación racial 
202. Discriminación de género e igualdad de derechos.  Discriminación a homosexuales y derechos de las parejas de un mismo sexo 
204. Discriminación relativa a la edad  
205. Discriminación relativa a las personas con enfermedades o discapacitadas 
206. Derechos y cuestiones sobre voto, participación y representación política 
207. Libertad de expresión y religión.  Igualdad de derechos en general. ABORTO.  
208. Derecho a la privacidad y al acceso a la información 
209. Actividades contra el Estado   
299. Otros 
3. Salud  300. General 
 
301. Reformas generales del Sistema Nacional de Salud (SNS) 
302. Cuestiones generales sobre la cobertura del SNS, seguro, costes y derecho a tratamiento.  
321. Regulación de la industria farmacéutica y otros servicios sanitarios como los dentistas 
322. Instalaciones sanitarias, hospitales, construcción y pago en el sistema sanitario.  .  
323. Acuerdos entre la Seguridad Social (o NHS) y compañias privadas. Proveedores, pagos de seguros y regulaciones.  
324. Negligencia médica, malas prácticas, fraude y sistemas de compensación 
325. Recursos humanos, educación y formación. Personal de sanidad 
331. Prevención de enfermedades, tratamiento y promoción de la salud 
332. Menores de edad 
333. Enfermedades mentales 
334. Tratamiento de larga duración, servicios de rehabilitación, enfermos terminales y problemas relativos al envejecimiento 
335. Gasto farmacéutico, consumo público y precios de los medicamentos  
341. Tabaco 
342. Alcohol, Control de drogas ilegales, Temas genericos relacionados con drogas ilegales.  
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398. Investigación y desarrollo en salud 
399. Otros 
4. Agricultura e industria pesquera 400.  Agricultura General 
 
401. Exportaciones e importaciones agrícolas 
402. Subsidios y regulación en agricultura 
403. Inspección de alimentos y seguridad alimentaria  
404. Promoción y márketing agrícola 
405. Enfermedades animales, de cultivos y controles 
408. Política pesquera y caza 
498. Investigación y desarrollo en agricultura y ganadería 
499. Otros 
5. Trabajo 500. General  
 
501. Entorno y condiciones laborales, accidentes laborales y sistemas de compensación 
502. Política laboral activa, de formación y desarrollo de la mano de obra 
503. Pensiones y jubilación anticipada. Otros beneficios derivados del trabajador 
504. Cuestiones generales a cerca de los sindicatos  
505. Cuestiones generales sobre política de empleo y negociación colectiva. Lew de Empleo y regulación del mercado de trabajo. 
506. Empleo y juventud 
529. Trabajo e inmigración 
599. Otros  
6. Educación y cultura 600. General 
 
601. Formación universitaria 
602. Educación primaria y secundaria  
603. Educación especial para estudiantes con dificultades de tipo social, económico, etc.  
604. Formación profesional 
606. Educación especial para estudiantes con algún tipo de minusvalía.  
607. Excelencia Educativa. 
698. Investigación en educación 
699. Otros 
7. Medio Ambiente 700. General 
 701. Calidad del agua, polución y conservación de la costa 
 
703. Eliminación de desperdicios y basuras 
704. Problemas relativos a substancias, fluidos y desperdicios contaminantes y toxicos 
705. Contaminación del aire, ruido y calentamiento global 
707. Reciclaje 
708. Amenazas medioambientales procedentes del entorno interior 
709. Protección de especies y bosques 
711. Conservación de la tierra y el agua.  Cuestiones del medio ambiente relacionados con la agricultura 
798. Investigación y desarrollo en medio ambiente 
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799. Otros 
8. Energía 800. General 
 801. Energía Nuclear  
 802. Electricidad y Hidroelectricidad  
 803. Gas natural y petróleo (incluyendo instalaciones offshore)  
 805. Minas y carbón 
 806. Energías alternativas y renovables  
 807. Conservación de la energía 
 898. Investigación y desarrollo:  
 899. Otros 
900. Inmigración y refugiados 900. Inmigración y refugiados 
10. Transporte 1000. General 
 1001. Transporte público y seguridad 
 1002. Construcción de carreteras, mantenimiento y seguridad en las carreteras 
 1003. Aeropuertos, tráfico aéreo y seguridad 
 1005. Transporte ferroviario y seguridad 
 1007. Asuntos Marítimos e industria naval 
 1010. Obras pública y servicios de transporte 
 1098. Investigación y desarrollo en temas de transporte 
 1099. Otros 
12. Crimen y justicia 1200. Cuestiones generales 
 
1201. Policía y autoridades de lucha contra el crimen, control de armas, fuerzas de seguirdad privada. Agencias que tratan el crimen o 
la ley.  
 
1202. Crimen financiero y crimen organizado. Fraude fiscal. Delito de cuello blanco.   
1203. Crímenes relativos al narcotráfico y consumo de drogas 
1204. Sistema judicial y administración de los tribunales 
1205. Carceles 
1206. Crimen juvenil  
1207. Abusos a menores y pornografía infantil 
1208. Violencia doméstica y violencia de género 
1210. Código penal y acciones civiles 
1211. Prevención del crimen 
1227. Terrorismo y lucha contra el terrorismo 
1299. Otros 
13.  Política social 1300. General 
 
1302. Pobreza y asistencia a las familias con pocos ingresos 
1303. Políticas orientadas a personas mayores  
1304. Asistencia a los discapacitados y personas con minusvalías 
1305. Asociaciones de voluntarios y fundaciones 
1308. Vida familiar y trabajo. Cuidado del menor 
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1399. Otros 
14. Planificación urbanística y política de vivienda 1400. General 
 1401. Política de vivienda en las ciudades 
 
1403. Desarrollo económico urbano y problemas generales en las ciudades 
1404. Política de vivienda en zonas rurales 
1405. Desarrollo económico rural y problemas generales de las zonas rurales 
1406. Viviendas de protección oficial 
1408. Residencias y viviendas para personas mayores y con minusvalías.  
1409. Programas de viviendas para personas sin casa, indigentes 
1499. Otros 
15. Política industrial y comercio 1500. General 
 1501. Política bancaria 
 1502. Mercado de valores 
 1504. Hipotecas, tarjetas de crédito y otros sistemas de crédito bancario 
 1505. Seguros 
 1507. Suspensión de pagos, bancarrota e insolvencia 
 1520. Legislación antitrust 
 1521. Problemas relativos a la pequeña y mediana empresa y pequeño comercio 
 1522. Derechos de propiedad y patentes 
 1523. Ayuda previstas en caso de desastres naturales, fuegos y accidentes 
 1524. Turismo 
 1525. Política de protección al consumidor y protección de datos 
 1526. Loterías y apuestas 
 1599. Otros 
16. Política de defensa 1600. General 
 1602. Alianzas en política de seguridad y defensa (OTAN) 
 1603. Inteligencia militar y espionaje, CIA 
 1604.Capacidad de las fuerzas armadas  
 1605. Controles a la proliferación de armas.  
 1606. Ayuda militar y venta de armas a otros paises 
 1608. Recursos humanos de las fuerzas armadas 
 1610. Adquisición de armas y compra de material militar 
 1611. Instalaciones militares, propiedad y edificios 
 1614. Problemas de medio ambiente causados por acciones militares 
 1615. Fuerzas armadas y protección civil 
 1616. Personal civil y el empleo de la industria de defensa 
 1617. Contratos militares 
 1619. Participación directa en conflictos bélicos.  
 1620. Violaciones de DDHH en tiempo de guerra y denuncias contra las fuerzas armadas 
 1698. Investigación y desarrollo en cuestiones militares 
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 1699. Otros 
17. Investigación, tecnología y comunicaciones 1700. General 
 1701. Misiones de carácter aeroespacial 
 1704. Satélites y otros instrumentos aeroespaciles de uso comercial 
 1705. Transferencia de tecnología científica y cooperación internacional 
 1706. Servicios de telecomunicaciones y de telefonía.  
 1707. Medios de comunicación 
 1708. Previsión del tiempo y problemas geológicos 
 1709. Industria informática y seguridad informática 
 1798. Proyectos de I+D 
 1799. Otros 
18. Comercio exterior 1800. General 
 1802. Acuerdos de libre comercio, conflictos y regulación 
 1803. Promoción a la exportación y regulación 
 1804. Inversión extranjera. Inversiones en España e inversiones españolas en el exterior 
 1806. Competitividad y balanza de pagos 
 1807. Importaciones y regulación de importaciones.  
 1808. Mercado de divisas y tipo de cambio  
 1899. Otros 
19 . Política Exterior 1900. General  
 1901. Ayuda al desarrollo y cooperación internacional 
 
1902. Acuerdos internacionales relativos al medio ambiente 
1905. Paises en vías de desarrollo 
1906. Sistema financiero internacional y organizaciones económicas internacionales 
1910. Unión Europea: cuestiones institucionales 
1921. Pais o región especifica 
1925. Derechos humanos  
1926. Organizaciones internacionales 
1927. Terrorismo internacional 
1929. Diplomacia 
1999. Otros 
20. Gobierno y Administración Pública 2000. General 
 2001. Relaciones intergubernamentales  y entidades locales 
 
2002. Eficacia de la administración pública 
2003. Servicio postal 
2004. Administración Pública , beneficios para empleados del gobierno 
2005. Nombramientos y nominaciones (no codificables en otra parte) 
2006. Premios y reconocimientos 
2007. Contratos públicos, subcontratación de servicios y mal uso de recursos públicos y corrupción 
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2008. Privatización del sector público y nacionalizaciones.  
2009. Administración de hacienda  
2011. Parlamento y Constitución 
2012. Regulación de actividades políticas, elecciones y campañas electorales 
2015. Valoraciones, quejas y denuncias contra el gobierno, la Administración Pública o los políticos en general. 
2030. Días festivos y fiestas nacionales 
2099. otros 
21. Recursos naturales y gestión del agua 2100. General  
 
2101. Parques naturales y áreas protegidas 
2103. Utilización de recursos naturales  
2104. Recursos hídricos: desarrollo, obras públicas y puertos 
2199. Otros 
23. Eventos culturales, arte y humanidades 2300. General  
 
2301.  Cine, teatro, música y danza 
2302. Publicación de libros y obras literarias en general 
 2399. Otros 
27. Inclemencias meteorológicas y desastres naturales  2700. General  
29. Eventos deportivos 2900. General  
30. Obituarios y sucesos mortales 3001. Muerte natural 
 3002. Muerte violenta 
 3099. Otros 	3. Diputados	(first	30	examples):	
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4. Precision,	recall	and	F1-score	of	every	class	and	subclass	(all	the	CODE	part	and	the	part	of	SUBCODE	1):	
CODE Precision Recall F1 
1 0.6503 0.6611 0.6556 
2 0.5548 0.5226 0.5382 
3 0.8031 0.8093 0.8062 
4 0.7638 0.8346 0.7976 
5 0.7528 0.784 0.7681 
6 0.7894 0.8366 0.8123 
7 0.7099 0.6647 0.6866 
8 0.874 0.75 0.8073 
9 0.5926 0.5517 0.5714 
10 0.8459 0.9232 0.8829 
12 0.8463 0.8528 0.8496 
13 0.6891 0.652 0.67 
14 0.7353 0.6667 0.6993 
15 0.7083 0.5129 0.595 
16 0.8779 0.8367 0.8568 
17 0.7802 0.6283 0.6961 
18 0.56 0.3784 0.4516 
19 0.75 0.8207 0.7838 
20 0.6667 0.6526 0.6596 
21 0.9056 0.8779 0.8915 
23 0.6667 0.4167 0.5128 
- - - - 
SUBCODE_1 Precision Recall F1 
0 0.6 0.5 0.5455 
1 0.7778 0.5385 0.6364 
3 1.0 0.75 0.8571 
4 0.7143 0.7143 0.7143 
5 0.7797 0.92 0.844 
7 0.8429 0.8939 0.8676 
8 0.9444 0.7727 0.85 
10 0.0 0.0 0.0 
99 1.0 0.6667 0.8 	
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5. Class	and	subclass	of	political	speeches	attached	with	politicians´	characteristics	(first	30	examples):	
				6. Correlation	 found	 with	 logistic	 regression	 on	 CODE	 level	 (some	 features	 with	 all	classes):	
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		7. Correlation	 found	 with	 logistic	 regression	 on	 SUBCODE	 level	 (some	 features	 with	some	subclasses):	
	8. Correlation	 found	 with	 normalized	 pointwise	 mutual	 information	 on	 CODE	 level	(some	features	with	all	classes):	
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9. Correlation	found	with	normalized	pointwise	mutual	information	on	SUBCODE	level	(some	features	with	some	subclasses):	
			10. Strong	correlation	found	with	normalized	pointwise	mutual	information	(all	classes):	
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11. Strong	 correlation	 found	 with	 normalized	 pointwise	 mutual	 information	 (some	subclasses):	
			
