Abstract. This paper presents a Converse Lyapunov Function Theorem motivated by robust control analysis and design. Our result is based upon, but generalizes, various aspects of well-known classical theorems. In a unified and natural manner, it (1) allows arbitrary bounded time-varying parameters in the system description, (2) deals with global asymptotic stability, (3) results in smooth (infinitely differentiable) Lyapunov functions, and (4) applies to stability with respect to not necessarily compact invariant sets.
Organization of Paper. The paper is organized as follows.
The next section provides the basic definitions and the statement of the main result. Actually, two versions are given, one that applies to global asymptotic stability with respect to arbitrary invariant sets, but assuming completeness of the system -that is, global existence of solutions for all inputs-and another version which does not assume completeness but only applies to the special case of compact invariant sets (in particular, to the usual case of global asymptotic stability with respect to equilibria).
Equivalent characterizations of stability by means of decay estimates have proved very useful in control theory -see e.g. [25] -and this is the subject of Section 3. Some technical facts about Lyapunov functions, including a result on the smoothing of such functions around an attracting set, are given in Section 4. After this, Section 5 establishes some basic facts about complete systems needed for the main result.
Section 6 contains the proof of the main result for the general case. Our proof is based upon, and follows to a great extent the outline of, the one given by Wilson in [31] , who provided in the late 1960s a converse Lyapunov function theorem for local asymptotic stability with respect to closed sets. There are however some major differences with that work: we want a global rather than a local result, and several technical issues appear in that case; moreover, and most importantly, we have to deal with parameters, which makes the careful analysis of uniform bounds of paramount importance. (In addition, even for the case of no parameters and local stability, several critical steps in the proof are only sketched in [31] , especially those concerning Lipschitz properties and smoothness around the attracting set. Later the author of [21] rederived the results, but only for the case when the invariant set is compact. Thus it seems useful to have an expository detailed and self-contained proof in the literature for the more general cases.) A needed technical result on smoothing functions, based closely also on [31] , is placed in an Appendix for convenience. Section 7 deals with the compact case, essentially by reparameterization of trajectories.
An example, motivated by related work of Tsinias and Kalouptsidis, is given in Section 8 to show that the analogous theorems are false for unbounded parameters.
Obviously in a topic such as this one, there are many connections to previous work. While it is likely that we have missed many relevant references, we discuss in Section 9 some relationships between our work and other results in the literature. Relations to work using "prolongations" are particularly important, and are the subject of some more detail in Section 10.
Definitions and Statements of Main Results. Consider the following system:
x(t) = f (x(t), d(t)) , (1) where for each t ∈ IR, x(t) ∈ IR n and d(t) ∈ D, and where D is a compact subset of IR m , for some positive integers n and m. The map f : IR n × D → IR n is assumed to satisfy the following two properties:
• f is continuous.
• f is locally Lipschitz on x uniformly on d, that is, for each compact subset K of IR n there is some Note that these properties are satisfied, for instance, if f extends to a continuously differentiable function on a neighborhood of IR n × D.
Let MD be the set of all measurable functions from IR to D. We will call functions d ∈ MD time varying parameters. For each d ∈ MD, we denote by x(t, x0, d) (and sometimes simply by x(t) if there is no ambiguity from the context) the solution at time t of (1) with x(0) = x0. This is defined on some maximal interval Remark 2.
1. An equivalent formulation of invariance is in terms of the associated differential inclusioṅ
where F (x) = {f (x, d), d ∈ D}. The set A is invariant for (1) if and only if it is invariant with respect to (2) (see e.g. [1] ). The notions of stability to be considered later can be rephrased in terms of (2) as well. P
We will use the following notation: for each nonempty subset A of IR n , and each ξ ∈ IR n , we denote
the common point-to-set distance, and |ξ| {0} = |ξ| is the usual norm.
Let A ⊆ IR n be a closed, invariant set for (1) . We emphasize that we do not require A to be compact. We will assume throughout this work that the following mild property holds:
This is a minor technical assumption, satisfied in all examples of interest, which will greatly simplify our statements and proofs. (Of course, this property holds automatically whenever A is compact, and in particular in the important special case in which A reduces to an equilibrium point.) Observe that when A is compact the forward completeness assumption is redundant, since in that case property (4) already implies that all solutions are bounded.
In the particular case in which the set D consists of just one point, the above definition reduces to the standard notion of set asymptotic stability of differential equations. (Note, however, that this definition differs from those in [3] , and [31] , which are not global.) If, in addition, A consists of just an equilibrium point x 0, this is the usual notion of global asymptotic stability for the solution x(t) ≡ x0.
Remark 2.3. It is an easy exercise to verify that an equivalent definition results if one replaces MD by the subset of piecewise constant time varying parameters. P Remark 2.4. Note that the uniform stability condition is equivalent to: there is a K ∞-function ϕ so that
, ∀t ≥ 0, and ∀d ∈ MD .
The following characterization of the UGAS property will be extremely useful. 
Observe that when A is compact the forward completeness assumption is again redundant, since in that case property (6) implies that solutions are bounded.
Next we introduce Lyapunov functions with respect to sets. For any differentiable function V : IR n −→ IR, we use the standard Lie derivative notation 
2. there exists a continuous, positive definite function α 3 such that for any ξ ∈ IR n \A, and any d ∈ D,
A smooth Lyapunov function is one which is smooth on all of IR n . P Remark 2.7. Continuity of V on IR n \A and property 1. in the definition imply:
• V is continuous on all of IR n ;
• V (x) = 0 ⇐⇒ x ∈ A; and
−→ IR ≥0 (recall the assumption in equation (3)). P
Our main results will be two converse Lyapunov theorems. The first one is for general closed invariant sets and assumes completeness of the system. 
Then from the assumptions, Ar, ε = ∅ for any r, ε > 0. Moreover,
Now defineTr(ε) def = inf Ar, ε. ThenTr(ε) < ∞, for any r, ε > 0, and it satisfies
So we can define for any r, ε > 0,T
SinceT r (·) is decreasing,Tr(·) is well defined and is locally absolutely continuous. Alsõ
henceTr(·) decreases (not necessarily strictly). SinceT (·) (ε) increases, from the definition,T (·) (ε) also increases.
Finally, define
Then it follows that
• for any fixed r, T r (·) is continuous, maps IR>0
onto −→ IR>0, and is strictly decreasing;
• for any fixed ε, Tr(ε) is increasing as r increases, and limr→∞ Tr(ε) = ∞.
So the only thing left to be shown is that Tr defined by (14) satisfies (9) . To do this, pick any x0 and t with |x0| A < r and t ≥ Tr(ε). Then
Hence, by the definition ofTr(ε), |x(t, x0, d)| A < ε , as claimed.
Proof of Characterization via Decay Estimate.
We now provide a proof of Proposition 2.5.
[⇐=] Assume that there exists a KL-function β such that (6) holds. Let
and choose δ(·) to be any K∞-function with
Clearly δ(ε) is the desired K∞-function for the uniform stability property.
The uniform attraction property follows from the fact that for every fixed r, lim t→∞ β(r, t) = 0.
[=⇒] Assume that (1) is UGAS with respect to the closed set A, and let δ be as in the definition. Let Let {Tr} r∈(0, ∞) be as in Lemma 3.1, and for each r ∈ (0, ∞) denote ψr
r . Then, for each r ∈ (0, ∞), ψr : IR>0−→IR>0 is again continuous, onto, and strictly decreasing. We also write ψr(0) = +∞, which is consistent with that fact that 
As t = Tr(ψr(t)) if t > 0, we have, for any such x0 and d,
The claim follows by combining (15) and the fact that ψr(0) = +∞. Now for any s ≥ 0 and t ≥ 0, let
Because of the definition of ϕ and the above claim, we have, for each x0, d ∈ MD, and t ≥ 0:
Ifψ would be of class KL, we would be done. This may not be the case, so we next majorizeψ by such a function.
By its definition, for any fixed t,ψ(·, t) is an increasing function (not necessarily strictly). Also because for any fixed r ∈ (0, ∞), ψ r (t) decreases to 0 (this follows from the fact that ψr : IR>0 onto −→ IR>0 is continuous and strictly decreasing), it follows that for any fixed s,ψ(s, t) decreases to 0 as t → ∞.
Next we construct a functionψ : IR [0, ∞) × IR ≥0 −→ IR ≥0 with the following properties:
• for any fixed t ≥ 0,ψ(·, t) is continuous and strictly increasing;
• for any fixed s ≥ 0,ψ(s, t) decreases to 0 as t → ∞;
•ψ(s, t) ≥ψ(s, t) .
Such a functionψ always exists; for instance, it can be obtained as follows. Define first 
(recall that ψ r (0) = +∞), so by the Lebesgue dominated convergence theorem, for any fixed s ≥ 0,
Now we see that the functionψ(s, t) satisfies all of the requirements forψ(s, t) except possibly for the strictly increasing property. We defineψ as follows:
.
Clearly it satisfies all the desired properties.
Finally, define
Then it follows that β(s, t) is a KL-function, and, for all x 0, t, d:
which concludes the proof of the Proposition.
Some Preliminaries about Lyapunov Functions.
In this section we provide some technical results about set Lyapunov functions. A lemma on differential inequalities is also given, for later reference.
Remark 4.1. One may assume in Definition 2.6 that all of α 1, α2, α3 are smooth in (0, +∞) and of class K∞. For α1 and α2, this is proved simply by finding two functionsα1,α2 in K∞, smooth in (0, +∞) so that
For α 3, a new Lyapunov function W and a functionα3 which satisfies (8) with respect to W , but is smooth in (0, +∞) and of class K∞, can be constructed as follows. First, pickα3 to be any K∞-function, smooth in (0, +∞), such thatα
This is possible since α 3 is positive definite. Then let
• γ(r) >α
This is smooth on IR
n \A, and β • α1, β • α2 bound W as in equation (7). Moreover, The proof relies on constructing a smooth function of the form W = β • V , where
is built using a partition of unity.
Again let A ⊆ IR
n be nonempty and closed. For a multi-index = ( 1, 2, . . . , n), we use | | to denote n i=1 i. The following regularization result will be needed; it generalizes to arbitrary A the analogous (but simpler, due to compactness) result for equilibria given in [13, Theorem 6] .
• γ k (t) = 0 if t ∈ I k ; and
Define for any k ≥ 1,
Then G k is compact (because of compactness of the sets Ki and continuity of V ). Observe that each derivative
k has a compact support included in clos I k , so it is bounded. For each k = 1, 2, . . ., let c k ∈ IR satisfy
, and
Hence the sum in (21) at most consists of three terms (for t ≥ 1 the sum is just γ = α), and so γ is C ∞ at each
Claim: For any i ≥ 0, lim
We will show that t
and noticing that
we have
as wanted. 
Finally, we show that
Pick one such 0 and any sequence {xn} with xn →x ∈ ∂A. If | 0| = 0, one only needs to show that W (xn) → 0, which follows easily from the facts that β ∈ K∞ and V (xn) → 0. So from now on, we can assume
int Kj,x ∈ int K l for some l, and without loss of generality we may assume that there is some fixed l so that
Pick any ε > 0. We will show that there exists some N such that
Let k ∈ Z Z be so that
. . , h. Then for any q ∈ IN with q > k, by the way we chose c k ,
then again by the properties of the sequence c k ,
If instead it would be the case that
q (V (xn)) = 0, and hence the inequality (23) still holds. Since
we also have
is a sum of ≤ i! terms (recall 0 < i = | 0|), each of which is of the form
so (24) applies, and we conclude
Now let us return to the proof of the Proposition 4.2.
Proof of Proposition 4.2.
Assume A, V and α1, α2, α3 are as defined in Definition 2.6. Let β, W be as in Lemma 4.3. We show that W is a smooth Lyapunov function as required.
These are again K∞-functions, and they satisfŷ
We define, for s > 0:β
Thenα3 is a continuous positive definite function. Also, for
A Useful Estimate.
The following lemma establishes a useful comparison principle.
Lemma 4.4. For each continuous and positive definite function α, there exists a KL-function βα(s, t) with the following property: if y(·) is any (locally) absolutely continuous function defined for t ≥ 0 and with y(t) ≥ 0 for all t, and y(·) satisfies the differential inequalitẏ y(t) ≤ −α(y(t)), for almost all t (25)
with y(0) = y 0 ≥ 0, then it holds that
. This is a strictly decreasing differentiable function on (0, ∞). Without loss of generality, we will assume that lim s→0 + η(s) = +∞. If this were not the case, we could consider instead the following function:
This function is again continuous, positive definite, satisfiesᾱ(s) ≤ α(s) for any s ≥ 0, and
Moreover, ifẏ(t) ≤ −α(y(t)) then alsoẏ(t) ≤ −ᾱ(y(t))
, so βᾱ could be used to bound solutions.
Then the range of η, and hence also the domain of η −1 , is the open interval (−a, ∞). (We allow the possibility
We claim that for any y(·) satisfying the conditions in the Lemma,
Asẏ(t) ≤ −α(y(t)), it follows that y(t) is nonincreasing, and if y(t0)
Without loss of generality, assume that y0 > 0. Let
It is enough to show (26) holds for t ∈ [0, t0).
As η is strictly decreasing, we only need to show that η(y(t)) ≥ η(y0) + t , that is,
which is equivalent to
From (25) , one sees that
Changing variables in the integral, this gives (27) .
It only remains to show that βα is of class KL. The function βα is continuous since both η and η −1 are continuous in their domains, and lim
It is strictly increasing in s for each fixed t since since both η and η −1 are strictly decreasing. Finally, βα(s, t) → 0 as t → ∞ by construction. So βα is a KL-function.
Some Properties of Complete Systems.
We need to first establish some technical properties that hold for complete systems, and in particular a Lipschitz continuity fact.
For each ξ ∈ IR n and T > 0, let
This is the reachable set of (1) from ξ at time T . We use R
we write
In what follows we use S to denote the closure of S for any subset S of IR n . 
To prove Proposition 5.1, we first need to make a couple of technical observations. Proof. It is clear that the compactness of R ≤T (K) implies the compactness of R ≤T (ξ) for any ξ ∈ K.
Now assume, for T > 0 and a compact set K, that R ≤T (ξ) is compact for each ξ ∈ K. Pick any ξ ∈ K, and
Then U is compact. Let C be a Lipschitz constant for f with respect to x on U , and let r = e −CT . For each d ∈ MD and each η with |η − ξ| < r, lett = inf{t ≥ 0 :
Then, using Gronwall's Lemma, one can show thatt ≥ T , from which it follows that
Lemma 5.3. For any subset S of IR n and any T > 0,
Proof. The first conclusion follows from the continuity of solutions on initial states; see [26] , Theorem 1.
The second is immediate from there.
We now return to the proof of Proposition 5.1. By Lemma 5.2, it is enough to show that R ≤T (ξ) is compact for each ξ ∈ IR n and each T > 0. Pick any ξ0 ∈ IR n , and let
Note that τ > 0. This is because |x(t, ξ 0, d) − ξ0| ≤ 1 for any 0 ≤ t < 1/M and any d ∈ MD, where
We must show that τ = ∞.
Assume that τ < ∞. Using the same argument used above, one can show that if R ≤t (ξ0) is compact for some t > 0 then there is some δ > 0 such that R ≤(t+δ) (ξ0) is compact. From here it follows that R ≤τ (ξ0) is not compact. By definition, R ≤t (ξ0) is compact for any t < τ.
On the other hand, combining Lemma 5.3 with the fact that R ≤t (R τ 1 (ξ0)) is compact for any 0 ≤ t < τ − τ1, one sees that R ≤t (η1) is compact for any 0 ≤ t < τ − τ1.
Since η1 ∈ R τ 1 (ξ0), there exists a sequence {zn} → η1 with zn ∈ R τ 1 (ξ0). Assume, for each n, that zn = x(τ1, ξ0, dn) for some dn ∈ MD. For each d ∈ MD, and each s ∈ IR, we use ds to denote the function defined by ds(t) = d(s + t). Then by uniqueness, one has that for each n, x(s, zn, (dn)τ 1 ) ∈ K1 for any −τ1 ≤ s ≤ 0, where K1 = R ≤τ 1 (ξ0). We want to claim next that, by compactness of K1 and Gronwall's Lemma,
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The only potential problem is that the solution x(−τ1, η1, (dn)τ 1 ) may fail to exist a priori. However, it is possible to modify f (x, d) outside a neighborhood of K1 × D so that it now has compact support and is hence globally bounded. The modified dynamics is complete. Now the above limit holds for the modified system, and a fortriori it also holds for the original system.
Choose n 0 such that
Let v 1 = dn 0 , and let η0 = x(−τ1, η1, (dn 0 )τ 1 ). Then, by continuity on initial conditions, there is a neighborhood U1 of η1 contained in B(η1, 1) such that
where B(η, r) denotes the open ball centered at η with radius r. Combining (28) and (29), one has
where U 0 = B(ξ0, 1).
Applying the above argument with ξ0 replaced by η1, τ replaced by (τ − τ1), and τ1 replaced by τ2, one shows that there exists some η2 ∈ R τ 2 (η1) such that R ≤t (η2) is compact for any 0 ≤ t < τ − σ2, and R ≤(τ −σ 2 ) (η2) is not compact, where σ2 = τ1 + τ2, and there exist some v2 defined on [0, τ2) and some neighborhood U2 of η2 contained in B(η2, 1), such that
By induction, one can get, for each k
, and a
where v k is the restriction of v to [0, σ k ). By induction,
for each 0 ≤ i ≤ k, from which it follows that ζ k ∈ U0 for each k. By compactness of U0, there exists some subsequence of {ζ k } converging to some point ζ0 ∈ IR n . For ease of notation, we still use {ζ k } to denote this convergent subsequence. Our aim is next to prove that the solution starting at ζ0 and applying the measurable function v does not exist for time τ , contradicting forward completeness.
First notice that for any compact set S, there exists some k such that η k ∈ S. Otherwise, assume that there exists some compact set S such that η k ∈ S for all k. Let S1 = {η : d(η, S) ≤ 1}. The compactness of S implies that there exists some δ > 0 such that
for any η ∈ S, and any t ∈ [0, δ]. In particular, it implies that R 
contradicting what was just proved. So x(τ, ζ 0, v) is not defined, which contradicts the forward completeness of the system.
Remark 5.4. For T > 0 and ξ ∈ IR n , let
These are the reachable sets from ξ for the time reversed systeṁ complete,
is compact for any compact set K and any T > 0. P Combining the above conclusion and Gronwall's Lemma, one has the following fact: Proof.
[⇐=] Pick any x 0 ∈ IR n and any d ∈ MD, and let x(·) be the corresponding trajectory. Then we
where α is the K ∞-function defined by
Now let β α be the KL-function as in Lemma 4.4 with respect to α, and define
βα(α2(s), t) . (31)
Then β is a KL-function, since both α 1 and α2 are K∞-functions. By Lemma 4.4,
Therefore the system (1) is UGAS with respect to A, by Proposition 2.5.
[=⇒] We will show the existence of a not necessarily smooth Lyapunov function; then the existence of a smooth function will follow from Proposition 4.2. Assume that the system is UGAS with respect to the set A. Let δ and T r be as in Definition 2.2 and Lemma 3.1.
Note that, by uniqueness of solutions, for each t 0 > 0 and each d, it holds that
where dt 0 is defined by dt 0 (t) = d(t + t0). Pick any d ∈ MD, ξ ∈ IR n , and t1 > 0. Let ξ1 = x(t1, ξ, d). Then for any t < 0, and v ∈ MD,
where
Thus,
This implies that
Also one has
The second half of (34) is obvious from x(0, ξ, d) = ξ. On the other hand, if the first half were not true, then there would be some d ∈ M D and some t0 ≤ 0 such that
. By the uniform stability property, applied with t = −t0 and
which is a contradiction.
Fact 1: For all ε and r with 0 < ε < r, there exists qε, r ≤ 0, such that:
Proof: If the statement were not true, then there would exist ε, r with 0 < ε < r and three sequences {ξ k } ⊆ Kε, r , {t k } ⊆ IR and d k ∈ MD with lim k→∞ t k = −∞ such that for all k:
Pick k large enough so that −t k > Tr(ε), then by the uniform attraction property,
which is a contradiction. This proves the fact.
Therefore, for any ξ ∈ K ε, r , 
Note that (35) holds for all ε > 0, so it follows that
Similarly, g(η) − g(ζ) ≤ C|ζ − η| . This proves that g is locally Lipschitz on IR
n \A.
Note that g is 0 on A, and for ξ ∈ A, η ∈ IR n :
thus g is globally continuous. (We are not claiming that g is locally Lipschitz on IR n , though.)
where k : R ≥0 −→ IR>0 is any strictly increasing, smooth function that satisfies:
• there are two constants 0 < c1
• there is a bounded positive decreasing continuous function τ (·), such that
(For instance, c1 + c2t 1 + t is one example of such a function.) Observe that
and
For any ξ ∈ IR n , since
|x(t, ξ, d)| A ≤ β(|ξ| A , t), ∀d , ∀t ≥ 0, for some KL-function β, and 0 ≤ g(x(t, ξ, d)) ≤ |x(t, ξ, d)|
Thus there exists some τ ξ ∈ [0, ∞) such that
In fact, we can get the following explicit bound.
Fact 2: For any 0 < |ξ| A < r,
Proof: If the statement is not true, then for any ε > 0, there exists some tε > Tr
δ(|ξ| A ) and some dε such that
So we have
Taking the limit as ε tends to 0 results in a contradiction.
For any compact set K ⊆ IR n \A, let
(Finiteness follows from Fact 2, as K ⊆ {ξ : 0 < |ξ| A < r} for some r > 0.)
Lemma 6.2. The function U (·) defined by (36) is locally Lipschitz on IR
n \A, and continuous everywhere.
Proof. For ξ0 ∈ A, pick up a compact neighborhood K0 of ξ0 so that K0 ∩ A = ∅. By (38), one knows that
for some constant r 0 > 0. Let r1 = r0 2c2 and let
where C is such a constant that
In the following we will show that there exists some L > 0 such that for any ξ, η ∈ K 1, it holds that
First of all, for any ξ ∈ K1 and any ε ∈ (0, r0/2), there exists t ξ,ε ∈ [0, tK 0 ] and d ξ,ε ∈ MD, such that
from which it follows that
It follows from (39) that for any η ∈ K 1,
By Proposition 5.1 one knows that there exists some compact set K2 such that
and ∀d ∈ MD .
Again, applying Lemma 6.1 to the compact set K 2 {ζ : |ζ| A ≥ r1/2}, one sees that
for some C 1 > 0. Therefore, we have the following:
for some constant L that only depends on the compact set K 1. Note that the above holds for any ε ∈ (0, r0/2), thus,
By symmetry, one proves (40).
To prove the continuity of U on IR n , note that for any ξ ∈ A, it holds that U (ξ) = 0, and so for all η ∈ IR n :
The proof of Lemma 6.2 is thus concluded.
We next start proving that U decreases along trajectories. Now pick any ξ ∈ A. Let h0 > 0 be such that 
which implies that
where v is the concatenated function defined by
Using (38), one has
which is a contradiction, sinceε < c1
. This proves the claim.
From (41), we have for any d ∈ D and for any ε > 0 small enough,
where θ is some number in (0, 1). Hence, by the assumptions made on the function k, we have
Again, since ε can be chosen arbitrarily small, we have
Thus we showed that for any d and any h > 0 small enough,
Since U is locally Lipschitz on IR n \A, it is differentiable almost everywhere in IR n \A, and hence for any d ∈ D
and for any r > |ξ| A , Note thatᾱ r (0) = 0 for any r > 0, soᾱ(0) = 0. Also, applying to r = 2s, we havē
for all s > 0. Notice that (44) holds for any r > |ξ| A , so it follows that for every
for almost all ξ ∈ IR n \A. Now letα
for s > 0, and letα(0) = 0. Thenα is continuous on [0, ∞) (the continuity at s = 0 is because τ is bounded and δ(0) = 0), and for s > 0, it holds that
because of the monotonicity properties of T and τ . Furthermore,
for almost all ξ ∈ IR n \ A.
By Theorem B.1 provided in the appendix, there exists a C ∞ function V : IR n \A −→ IR ≥0 such that for almost all ξ ∈ IR n \A,
Extend V to IR n by letting V |A = 0 and again denote the extension by V . Note that V is continuous on IR n .
So V is a Lyapunov function, as desired, with α1(s) = c1 2 δ(s), α2(s) = 3c2 2 s and α3(s) = 1 2α (s).
Proof of the Second Converse Lyapunov Theorem.
We need a couple of Lemmas. The first one is trivial, so we omit its proof. 
for all x and all d.
P
Now for any given system
not necessarily complete, consider the following system:
Note that the system Σ b is complete since 
Proof. Pick a time-varying parameter d ∈ MD and an initial state
Let τγ b (t) denote the solution for t ≥ 0 of the following initial value problem:
Since a f is smooth, and γ b is Lipschitz, a f •γ b is locally Lipschitz as well. It follows that a unique τγ b (t) is at least defined in some interval [0,t ). Note that τγ b is strictly increasing, sot < +∞ would imply lim t→t − τγ b (t) = +∞. 
. By the stability of Σ, it follows that
, 
It follows that
This shows that condition (1) 
Then In Lemma 7.2, the assumption that A is compact is crucial. Without this assumption, the conclusion may fail as the following example shows.
Example 7.3. Consider the following system Σ:
Clearly the system is UGAS with respect to A. For this system, a natural choice of a f is 2 + y 4 . Thus, the corresponding Σ b is as follows:
However, the system Σ b is not UGAS with respect to A. This can be seen as follows. Assume that Σ b is UGAS. for all t ≥ 0, and thus,ẋ
This contradicts (48). From here one sees that Σ b is not UGAS with respect to A. P We now prove Theorem 2.9.
The proof of the sufficiency part is the same as in the proof of Theorem 2.8. Observe that the fact that V (ξ) is nonincreasing along trajectories implies, by compactness of A, that trajectories are bounded, so x(t) is defined for all t ≥ 0. We now prove necessity.
Let a f be a function for f as in Lemma 7.1, and let Σ b be the corresponding system. Then by Lemma 7.2, one knows that the system Σ b is UGAS. Applying Theorem 2.8 to the complete system Σ b , one knows that there exists a smooth Lyapunov function V for Σ b such that
for some K ∞-functions α1, α2 and some positive definite function α3, wherẽ
Since a f (ξ) ≥ 1 everywhere, it follows that
Thus, one concludes that V is also a Lyapunov function of Σ. we have that, in particular,
Thus V must be constant along all the trajectories of the differential equatioṅ
In general, such a property will contradict the properness or the positive definiteness of V, unless the vector field g is very special. As a way to construct counterexamples, consider the following property of a vector field g, which is motivated by the prolongation ideas in [28] .
Consider the closure W (ξ 0) of the trajectory through ξ0 with respect to the vector field g. Note that if ξ1 ∈ W (ξ0), then the fact that V is constant on trajectories, coupled with continuity of V , implies that
If the sequence {ξ i } converges to zero (and ξ 0 = 0) or diverges to infinity, we contradict positive definiteness or properness of V respectively. For an example, take the following two dimensional system, which was used in [7] to show essentially the same fact.
Let S be the spiral that describes the solution of the differential equatioṅ
passing through the point (1, 0). Explicitly, S can be parameterized as x = e −t cos t, y = e −t sin t, −∞ < t < ∞.
In polar coordinates, the spiral is given by r = e −θ , −∞ < θ < ∞. Let a(x, y) be any nonnegative smooth function which is zero exactly on the closure of the spiral S (that is, S plus the origin). (Such a function always exists since any closed subset of Euclidean space can be described as the zero set of a smooth function; see for instance [6] . Now consider the systemẋ where θ0 ∈ [0, 2π). Then there exists some integer k ≥ 0 such that r0 < e −θ 0 +2kπ .
Claim: It holds that
Assume that (51) is not true. Then there exists some t 1 > 0 such that
Note that we also have θ(t 1) = θ0 + t1. Now let (r(t),θ(t)) = (e −θ 0 +2kπ−t , θ0 − 2kπ + t). Then (r(t),θ(t)) is a trajectory of the system, and furthermore, (r(0),θ(0)) and (r(0), θ0) are different points sincer(0) = r(0).
However, the points (r(t1), θ(t1)) and (r(t1),θ(t1)) are the same point on the xy-plane. This violates the uniqueness of solutions. Therefore, (51) holds for t ≥ 0.
Note that in the above discussion, one can always choose k = r 0 + 1. It then follows from (51) that for any trajectory of the system with r(0) = r0, it holds that
Thus we conclude that the system is UGAS.
However, this system fails to admit a Lyapunov function. In this example, the vector field g is (xa (x, y), ya(x, y) ). Consider the sequence of points in the xy-plane {ξ k } with ξ k = (e 2kπ , 0) for k ≥ 0. Note
) for any j and any k. This implies that
contradicting the properness of V . This shows that it is impossible for the system to have a Lyapunov function.
It is worthwhile to note that by the same argument, one sees that not only there is no smooth Lyapunov function for the system, but also there is not even a Lyapunov function which is merely continuous (in the sense that V is not even smooth away from A, and the Lie derivative condition is replaced by a condition asking that V should decrease along trajectories).
In [17] , a simple example is given illustrating that uniform global asymptotic stability with respect merely to constant parameters is also not sufficient to guarantee the existence of Lyapunov functions.
9.
Relations to Other Work. The study of smooth Converse Lyapunov Theorems has a long history.
In the special case of stability with respect to equilibria, and for systems without parameters, the first complete work was that done in the early 1950s by Massera and Kurzweil; see for instance the papers [18] and [13] .
(Although more general because we deal with set stability and time varying parameters, there is one important aspect in which our results are weaker than some of this classical work, especially that of Kurzweil: we assume enough regularity on the original system, so that there are unique solutions and there is continuous dependence.
We do so because lack of regularity is not an issue in the main applications in which we are interested. Of course, the proofs become much simpler under regularity assumptions.) In the late 1960s, Wilson, in [31] , extended the Massera and Kurzweil results to a converse Lyapunov function theorem for local asymptotic stability with respect to closed sets. Several details of critical steps were omitted in [31] . In 1990, Nadzieja in [21] filled-in the missing steps of the proof in [31] , but only for the special case when the invariant set is compact. As explained earlier, our proof is also modeled along the lines [31] . See also the textbooks [32] and [12] for many of these classical results.
Nondifferentiable Lyapunov functions have been studied in many papers and textbooks. Among these we may mention the classic book [3] by Bhatia and Szegö, as well as Zubov's work (see for instance [33] ) which study in detail continuous Lyapunov function characterizations for global asymptotic stability with respect to arbitrary closed invariant sets. Also, in [29] and [28] , and related work, the authors obtained the existence of continuous Lyapunov functions for systems which are stable, uniformly on parameters (or inputs) and with respect to compact sets, assuming various additional conditions involving prolongations of dynamical systems. The questions addressed in this paper are related to studies of "total stability," which typically ask about the preservation of stability when considering a new systemẋ = f (x) + R(x, t), where R(x, t) is a perturbation.
(Sometimes the original system may be allowed to be time-varying, that is, it has equationsẋ = f (x, t); in that case, its stability can in turn be interpreted in terms of stability of the set {x = 0} for the extended systeṁ x = f (x, z),ż = 1.) In [15] , Lefschetz discussed stability with respect to equilibria under perturbations (referred to by the author as quasi-stability). In [12] and [32] , one can find such studies, and relationships to the special
, with results proved regarding stability under integrable perturbations (not arbitrary bounded ones).
Under suitable technical conditions, systems with time varying parameters can also be treated as general dynamical systems, or general control systems, as in [24, 33, 23, 10, 11] . In these works, systems were defined in terms of set-valued maps associated with reachable sets (or attainable sets). A similar treatment was also adopted in [29] and related work, where the prolongation sets of reachable sets were used to study stability.
In [23] , the author established the existence of different types of Lyapunov functions (not necessarily continuous)
for both stability and weak stability with respect to closed invariant sets, where "weak stability" means the existence of a stable trajectory from every point outside the invariant set. In [10] , the author provided Lyapunov characterizations for both local asymptotic stability and weak asymptotic stability. See [11] for an excellent survey of work along these lines.
It is also possible to reformulate stability for systems with time varying parameters in terms of differential inclusions, as explained earlier; see e.g. [1] and [2] . The first of these books employs Lyapunov functions in sufficiency characterizations of viability properties (not the same as stability with respect to all solutions), while the second one (see Chapter 6, and especially Section 4) shows various converse theorems that result in nondifferentiable Lyapunov functions, connecting their existence with the solution of optimal control problems.
In the recent work [20] , one can find conclusions analogous to those in this paper but only for the very special case of linear differential inclusions, resulting in homogeneous "quasiquadratic" Lyapunov functions. Finally, let us mention the work [19] on systems with time varying parameters, in which the author established, under the assumption of exponential stability, the existence of differentiable Lyapunov functions on compact sets, for the special case of equilibria.
Relations to Stability of Prolongations.
In [7, 8, 28, 29, 30] , the authors considered various notions of stability for systems of the type (1) (with D not necessarily compact). These properties are defined in terms of the "prolongations" of the original system. The above papers investigated the relationships between such stability notions and the existence of continuous, not necessarily smooth, Lyapunov functions. In this section, we briefly discuss relations between UGAS stability and the notions considered in those papers, with the purpose of clarifying relations to this related previous work. For the more details on the definitions and elementary properties of prolongation maps and the corresponding stability concepts, we refer the reader to the papers mentioned above.
We start with some abstract definitions. Let F : 
The map F is called cluster if DF = F , and F is called transitive if JF = F .
For any system (1), consider the reachable set R t (ξ) defined in section 5, seen now as a set-valued map. The prolongation map Γ associated with (1) is then defined by letting Γ(ξ, t) be the smallest set containing R t (ξ) such that Γ is both transitive and cluster. For further discussion regarding the definition of the map Γ, we refer the reader to [28] and the other papers mentioned above.
For subsets A and B of IR n , we denote the usual distance between the two sets by
We say that a system (1) is T-stable (we use here the "T" for the name of the author of [28] who, in turn, was inspired by previous work [8] ) with respect to a closed, invariant set A if the following two properties hold:
, and t ≥ 0 ;
• For any r, ε > 0, there is a T > 0 such that (1) , Γ(ξ, t) = R t (ξ) for any ξ ∈ IR n and any t ≥ 0.
Proof. First note that the cluster property of Γ implies that Γ(ξ, t) is closed for each ξ ∈ IR n and each t ≥ 0. Thus it is enough to show that the map R : (ξ, t) → R t (ξ) is cluster and transitive.
Take ξ0 ∈ IR n and τ > 0. (The case when t = 0 is trivial.) Pick η0 ∈ DR(ξ0, τ). Then, by definition, there exist sequences {ξn}, {ηn} and {tn} with tn ≥ 0 such that ξn → ξ0, ηn → η0, tn → τ and ηn ∈ R tn (ξn).
Note then that for each n, there exists dn such that
Let ζn = x(tn, ξn, dn). Then ζn ∈ R tn (ξn) and ζn → η0. Let K0 be a compact set such that ξn ∈ K0 for each n, and let T > 0 be such that tn ≤ T for any n. Then by Proposition 5.1, there exists a compact set K1 such
Let L be a Lipschitz constant for f with respect to states in K1. Then it follows from
Gronwall's Lemma that, for n large enough so that |ξn − ξ0| < e −LT , it holds that
It then follows that κn ∈ R τ (ξ0) for each n and κn → η0.
Thus, we conclude that η0 ∈ R τ (ξ0). Hence we showed that DR τ (ξ0) = R τ (ξ0) for any τ > 0 and any ξ0 ∈ IR n , that is, the map R is cluster.
To show the transitivity of R, first note that, by induction, it is enough to show that
for any ξ ∈ IR n and any t1, t2 ≥ 0.
Applying Lemma 5.3 to S = R t 1 (ξ) together with the fact that
one immediately gets (53).
Rewritting the definition of UGAS in terms of reachable sets, one has that a system (1) is UGAS if and only if the following properties hold:
• There exists a K ∞-function δ(·) such that for any ε > 0,
whenever |ξ|A ≤ δ(ε), and t ≥ 0 ;
• For any r, ε > 0, there is a T > 0 such that
whenever |ξ|A < r, and t ≥ T. 
To prove the theorem, we need first some easy facts about regularization. Let ψ : IR n −→ IR be a smooth nonnegative function which vanishes outside of the unit disk and satisfies We think of this function as defined only for those ξ so that ξ + σs ∈ O for all |s| ≤ 1. Note that the integral is finite, as the integrand is essentially bounded and of compact support. The following observation is a standard approximation exercise, so we omit its proof. Thus it is enough to show that for any ε > 0, there exist some δ > 0 and τ * > 0 such that the above integral is bounded by ε for all d ∈ D, ξ ∈ K, |t| < τ * and σ < δ. This is basically a standard argument on continuous dependence on initial conditions, but we provide the details. Combining the previous three lemmas, we obtain the following conclusion: For L f d Ψ, one has We conclude that Ψ is the desired function.
