The notion of 1-planarity is among the most natural and most studied generalizations of graph planarity. A graph is 1-planar if it has an embedding where each edge is crossed by at most another edge. The study of 1-planar graphs dates back to more than fifty years ago and, recently, it has driven increasing attention in the areas of graph theory, graph algorithms, graph drawing, and computational geometry. This annotated bibliography aims to provide a guiding reference to researchers who want to have an overview of the large body of literature about 1-planar graphs. It reviews the current literature covering various research streams about 1-planarity, such as characterization and recognition, combinatorial properties, and geometric representations. As an additional contribution, we offer a list of open problems on 1-planar graphs.
Introduction
Relational data sets, containing a set of objects and relations between them, are commonly modeled by graphs, with the objects as the vertices and the relations as the edges. A great deal is known about the structure and properties of special types of graphs, in particular planar graphs. The class of planar graphs is fundamental for both Graph Theory and Graph Algorithms, and is extensively studied. Many structural properties of planar graphs are known and these properties can be used in the development of efficient algorithms for planar graphs, even where the more general problem is NP-hard [11] .
Most real world graphs, however, are non-planar. For example, scale-free networks (which can be used to model web-graphs, social networks and biological networks) consist of sparse non-planar graphs. To analyze such real world networks, we need to address fundamental mathematical and algorithmic challenges for sparse non-planar graphs, which we call beyond-planar graphs. Beyond-planar graphs are more formally defined as non-planar graphs with topological constraints, such as forbidden crossing patterns, as is the case with graphs where the number of crossings per edge or the number of mutually crossing edges is bounded by a constant (see, e.g., [74, 111, 119] ).
A natural motivation for studying beyond-planar graphs is visualization. The goal of graph visualization is to create a good geometric representation of a given abstract graph, by placing all the vertices and routing all the edges, so that the resulting drawing represents the graph well. Good graph drawings are easy to read, understand, and remember; poor drawings can hide important information, and thus may mislead. Experimental research has established that good visualizations have a number of geometric properties, known as aesthetic criteria, such as few edge crossings, symmetry, edges with low curve complexity, and large crossing angles; see [86, 112, 113, 114] .
Visualization of large and complex networks is needed in many applications such as biology, social science, and software engineering. A good visualization reveals the hidden structure of a network, highlights patterns and trends, makes it easy to see outliers. Thus a good visualization leads to new insights, findings and predictions. However, visualizing large and complex real-world networks is challenging, because most existing graph drawing algorithms mainly focus on planar graphs, and consequently have made little impact on visualization of real-world complex networks, which are non-planar. Therefore, effective drawing algorithms for beyond-planar graphs are in high demand from industry and other application domains.
The notion of 1-planarity is among the most natural and most studied generalizations of planarity. A graph is 1-planar if there exists an embedding in which every edge is crossed at most once. The family of 1-planar graphs was introduced by Ringel [115] in 1965 in the context of the simultaneous vertex-face coloring of planar graphs. Specifically, if we consider a given planar graph and its dual graph and add edges between the primal vertices and the dual vertices, we obtain a 1-planar graph. Ringel was interested in a generalization of the 4-color theorem for planar graphs, he proved that every 1-planar graph has chromatic number at most 7, and conjectured that this bound could be lowered to 6 [115] . Borodin [23] settled the conjecture in the affirmative, proving that the chromatic number of each 1-planar graph is at most 6 (the bound is tight as for example the complete graph K 6 is 1-planar and requires six colors).
The aim of this paper is to present an annotated bibliography of papers devoted to the study of combinatorial properties, geometric properties, and algorithms for 1-planar graphs. Similar to [52] , this annotated bibliography reports the references in the main body of the sections; we believe that this choice can better guide the reader through the different results, while reading the different sections. All references are also collected at the end of the paper, in order to give the reader an easy access to a complete bibliography.
Paper organization The remainder of this paper is structured as follows.
• Section 2 contains basic terminology, notation, and definitions. It is divided in two main parts as follows. Section 2.1 introduces basic definitions and notation about graphs, drawings, and embeddings; this section can be skipped by readers familiar with graph theoretic concepts and graph drawing. Section 2.2 contains more specific definitions for 1-planar graphs and for subclasses of 1-planar graphs such as IC-planar and NIC-planar graphs. Because different papers on 1-planarity often use different terminology and notation, this section is important for the rest of the paper.
• Section 3 is concerned with two fundamental and closely related aspects of 1-planar graphs. Specifically, Section 3.1 and Section 3.2 survey known results for the problem of characterizing and recognizing 1-planar graphs, respectively. While the recognition problem is NP-complete for general 1-planar graphs, interesting characterizations and polynomial-time recognition algorithms are known for some meaningful classes of 1-planar graphs, such as optimal 1-planar graphs.
• Section 4 investigates structural properties of 1-planar graphs, i.e., properties that depend only on the abstract structure of these graphs. Specifically, this section contains: the main results on the chromatic number, the chromatic index, and on other coloring parameters (Section 4.1); upper and lower bounds on the edge density for several classes of 1-planar graphs (Section 4.2); results on edge partitions with specific properties on the edge sets (Section 4.3); bounds on various graph parameters (Section 4.4); results on the existence of subgraphs with bounded vertex degree (Section 4.5); results on binary graph operations that preserve 1-planarity (Section 4.6).
• Section 5 describes several results about geometric representations of 1-planar graphs, which are of interest in computational geometry, graph drawing and network visualization.
In particular, the following types of representation are considered: straight-line drawings (Section 5.1); drawings with right-angle crossings (Section 5.2); visibility representations (Section 5.3); and contact representations (Section 5.4).
Preliminaries 2.1 Basic definitions
In this section we introduce some preliminaries and definitions about graphs and about drawings and embeddings of graphs. For more details about graph theory, the reader is referred to classic textbooks such as:
• [21] J. A. Bondy and U. S. R. Murty. Graph theory. Graduate texts in mathematics. Springer, 2007 .
• [59] R. Diestel. Graph Theory, 4th Edition, volume 173 of Graduate texts in mathematics. Springer, 2012.
• [76] A. Gibbons. Algorithmic Graph Theory. Cambridge University Press, 1985.
• [81] F. Harary, editor. Graph Theory. Addison-Wesley, 1972.
Further graph drawing background can also be obtained in several books and surveys on the topic, including:
• [53] G. Di Battista, P. Eades, R. Tamassia, and I. G. Tollis. Graph Drawing: Algorithms for the Visualization of Graphs. Prentice-Hall, 1999.
• In order to make this paper self-contained, we review several basic definitions that will be used in the next sections.
Graphs
A graph is a mathematical discrete structure used to represent a set of interconnected objects. Formally, a graph G = (V, E) is an ordered pair comprising a finite and non-empty set V of elements called vertices and a finite set E of elements called edges. An edge e ∈ E is an unordered pair (u, v) of vertices; vertices u and v are called end-vertices of e. We often write e = (u, v) to denote an edge e with end-vertices u and v. Vertices u and v are said to be adjacent, while e is incident to all of its end-vertices. The set of vertices adjacent to a vertex v is called the neighborhood of v and denoted by N (v). The number of edges that are incident to a vertex v is called the degree of v and is denoted by deg(v). A graph G has maximum vertex degree ∆, if deg(v) ≤ ∆ for every vertex v of G and there is a vertex u of G such that deg(u) = ∆. An edge of G is a self-loop if its end-vertices coincide. Also, G contains multiple edges if it has two or more edges with the same end-vertices. A graph G is simple if it has neither self-loops nor multiple edges. Note that in a simple graph the degree of a vertex v corresponds to the size of N (v). In the following we always refer to simple graphs, unless specified otherwise.
A subgraph G of a graph G = (V, E) is a graph G = (V , E ), such that V ⊆ V and E ⊆ E. If V is a subset of V , the subgraph of G induced by V is the graph G = (V , E ), where E ⊆ E is the subset of all edges in E connecting any two vertices that are in
A path is a graph whose set of vertices is V = {v 1 , . . . , v n } and there exists an edge
A component G of a graph G is a maximal subgraph of G such that for every pair u, v of vertices of G there is a path between u and v in G . A graph that has exactly one component is said to be connected. A separating k-set, k ≥ 1, of a graph G is a set of k vertices whose removal increases the number of connected components of G. Separating 1-sets and 2-sets are called cut vertices and separation pairs, respectively. A connected graph is 2-connected if it has no cut vertices. A 2-connected graph is 3-connected if it has no separation pairs. In general, a graph is k-connected, k ≥ 2, if it has no separating (k − 1)-sets. Clearly, if a graph is k-connected, then it is also (k − 1)-connected.
A connected graph G is a cycle if every vertex of G has degree 2. A graph is acyclic if it does not contain subgraphs that are cycles. A connected acyclic graph is called a tree. A collection of trees (i.e., an acyclic graph) is a forest.
A graph is complete if it has an edge connecting every pair of vertices. A complete graph with n vertices is denoted by K n . A graph G is k-partite if the set of its vertices can be partitioned into k ≥ 2 sets (also called parts), V 1 , . . . , V k , such that every edge of G connects a vertex in V i to a vertex in V j , for some 1 ≤ i = j ≤ k. A graph G is complete k-partite if it is k-partite and every two vertices that belong to distinct parts are adjacent. A 2-partite graph is also called a bipartite graph. A complete bipartite graph such that |V 1 | = n 1 and |V 2 | = n 2 is denoted by K n1,n2 .
Drawings and Embeddings
Let G = (V, E) be a graph, a drawing on the plane, or simply a drawing, Γ of G is a pair of functions Γ V , Γ E , where Γ V maps each vertex v to a point Γ V (v) of the plane and Γ E maps each edge (u, v) to a simple open Jordan curve Γ E (u, v), whose endpoints are Γ V (u) and Γ V (v). The curves representing the edges are allowed to intersect, but they may not pass through vertices except for their endpoints. In what follows, we will often refer to the vertices and to the edges of a drawing as an abbreviation for the points and the curves that represent the vertices and the edges of the depicted graph.
A drawing is planar if there are no two edges that cross (except at common endpoints). A planar graph is a graph that admits a planar drawing.
A drawing divides the plane into topologically connected regions, called faces. The infinite region is called the outer face. For a planar drawing the boundary of a face consists of vertices and edges, while for a non-planar drawing the boundary of a face may contain vertices, crossings, and edges (or parts of edges). Given a drawing Γ, the planarization Γ p of Γ is the drawing obtained by replacing each crossing point of Γ with a dummy vertex. The vertices of Γ in Γ p are called original vertices to avoid confusion.
A drawing where all the edges are mapped to segments is called a straight-line drawing. A polyline drawing is a drawing where the edges are mapped to chains of segments. A drawing, either straight-line or polyline, where all the vertices and all the possible bend points are mapped to points with integer coordinates is a grid drawing. The bounding box of a grid drawing Γ is the minimum axis-aligned box containing Γ. If the bounding box has side lengths X − 1 and Y − 1, then we say that Γ has area X × Y .
A rotation system of a graph is defined by an assignment of a clockwise order of the edges incident to a vertex, for all vertices of the graph. A drawing is said to respect a rotation system if scanning around a vertex in clockwise order encounters the edges in the prescribed order.
An embedding of a graph G is an equivalence class of drawings of G that define the same set of faces and the same outer face. A planar embedding is an embedding that represents an equivalence class of planar drawings. Equivalently, an embedding of a graph is an equivalence class of drawings under homeomorphisms of the plane. For planar graphs the information carried in an embedding is equivalent to that in a rotation system together with one face indicated to be the outer face. More in general, a graph with a fixed embedding comes with a rotation system, a clockwise order of (part of) edges around each crossing, and with one face indicated to be the outer face. A plane graph is a graph with a fixed planar embedding. Similarly as for a drawing, given a graph G with a fixed embedding, the planarization G p of G is the graph obtained by replacing each crossing of G with a dummy vertex. The vertices of G in G p are called original vertices to avoid confusion. The planarization G p is a plane graph, i.e., a planar graph with a fixed embedding without crossings. It is worth recalling that a 3-connected planar graph has a unique planar embedding up to the choice of the outer face [131] .
• 
1-planar Graphs
A 1-planar drawing is one in which each edge is crossed at most once. A graph is 1-planar if it admits a 1-planar drawing. A 1-planar embedding is an embedding that represents an equivalence class of 1-planar drawings. A 1-plane graph is a graph with a fixed 1-planar embedding. A 1-planar graph G with n vertices has at most 4n − 8 edges [19, 111] (see also Section 4.2). If G has exactly 4n − 8 edges, then it is called optimal. A 1-planar graph G is maximum if it has the maximum number of edges over all 1-planar graphs with n vertices. Note that there exist graphs that are maximum but not optimal (e.g., the complete graph with 5 vertices), whereas an optimal 1-planar graph is also maximum. A 1-planar graph G is maximal if no edge can be added to G without having at least one edge crossed twice in every drawing of G. A 1-planar graph is triangulated if it admits a drawing in which every face contains either exactly three distinct vertices or exactly two distinct vertices and one crossing point.
• Let Γ be a 1-planar drawing, and let Γ p be its planarization. The drawing Γ is of of class C x , for x ∈ {0, 1, 2}, if for every two dummy vertices u 1 and u 2 , it holds that |N (u 1 ) ∩ N (u 2 )| ≤ x. A 1-planar graph G is of class C x , for x ∈ {0, 1, 2}, if it has a drawing of class C x and no drawing of class C x−1 (if x > 0). A 1-planar graph of class C 0 is also called an IC-planar graph, where IC stands for independent crossings (see, e.g., [5] ). A 1-planar graph of class C 1 is also called a NIC-planar graph, where NIC stands for near-independent crossings (see, e.g., [135] ). Czap anď Sugerek [49] observed that every 1-planar graph belongs to one of the classes C 0 , C 1 , or C 2 . The concepts of IC-planar and NIC-planar embedding, and of IC-plane and NIC-plane graph, can be defined similarly as for the 1-planar case.
• A drawing is outer 1-planar if it is 1-planar and all the vertices belong to the outer face of the drawing. An outer 1-planar graph is a graph that admits an outer 1-planar drawing. One can define the concepts of outer 1-planar embedding and outer 1-plane graph similarly as above.
Characterization and Recognition
In this section we deal with the problems of characterizing and recognizing 1-planar graphs. We recall that finding a characterization for a family F of graphs means finding a property P such that a graph G has the property P if and only if G ∈ F, while the recognition problem for a family of graphs F is the problem of deciding whether a graph G belongs to F. The two problems are closely related. In particular, if a property P can be verified in polynomial time on a graph G and P characterizes a family of graphs F, then deciding whether G ∈ F can be done in polynomial time. We investigate these two problems for general 1-planar graphs and for several subfamilies of 1-planar graphs.
Characterization
In what follows we survey results concerning the characterization of general 1-planar graphs (Section 3.1.1), optimal 1-planar graphs (Section 3.1.2), triangulated 1-planar graphs (Section 3.1.3), and complete k-partite 1-planar graphs (Section 3.1.4).
General 1-planar graphs
The class of 1-planar graphs is not closed under edge-contraction, and thus 1-planar graphs are not minor closed [40] . For example, the n × n × 2 grid graph which is 1-planar and contains K n as a minor, see [63] . • A minimal non-1-planar graph is a graph that is not 1-planar and such that all its proper subgraphs are 1-planar. Korzhik and Mohar [96] proved that the number of n-vertex distinct (i.e., non-isomorphic) minimal non-1-planar graphs is exponential in n (for n ≥ 63). These results can be seen as an indication that a characterization of 1-planar graphs by Wagner-type theorem using a finite number of forbidden minors is unlikely. Similarly, for any graph there exists a 1-planar subdivision, which implies the impossibility of having a characterization of 1-planar graphs by Kuratowski-type theorem using a finite number of forbidden subdivisions.
Optimal 1-planar graphs
We recall that an n-vertex 1-planar graph is optimal if it contains 4n − 8 edges (see also Section 2.2). A planar quadrangulation is a planar graph that admits a drawing in which each face f has four vertices. Let Q be a 3-connected planar quadrangulation. Since Q is 3-connected, it has a unique planar embedding up to the choice of the outer face, and thus a uniquely defined set of faces (or, equivalently, a unique planar embedding on the sphere). Let f be a face of Q, such that in a closed walk along its boundary we encounter its four vertices in this order: u 1 , u 2 , u 3 , u 4 . The operation of inserting a pair of crossing edges in f means adding the edges (u 1 , u 3 ) and (u 2 , u 4 ) inside f such that they cross each other. Note that the two edges do not exist in G (since G is bipartite). Note also that the resulting graph is clearly 1-planar. Bodendiek et al. [19, 20] (and later Suzuki [121] ) proved that a 1-planar graph G is optimal if and only if G can be obtained from a 3-connected planar quadrangulation Q by inserting a pair of crossing edges inside each face of Q; see Figure 1 for an illustration. Based on this characterization, it is possible to prove that there are no n-vertex optimal 1-planar graphs with n ≤ 7 or n = 9 vertices, while n-vertex optimal 1-planar graphs always exist with n = 8 and n ≥ 10 vertices [19, 20] .
• The X-pseudo double wheel XW 8 .
• The above characterization establishes a one-to-one mapping between the set of 3-connected planar quadrangulations and the set of optimal 1-planar graphs. A similar family of 1-planar graphs are the kinggraphs [42] . They are defined as those 1-planar graphs that can be generated by inserting a pair of crossing edges in each quadrangular inner face of a square-graph (i.e., a plane graph in which all inner faces have four vertices and every such vertex has degree at least 4). These 1-planar graphs generalize the graphs that represent all legal moves of the king chess piece on a chessboard, called King's graphs [36] .
Let Q be a 3-connected planar quadrangulation. Let f be a face of Q such that in a closed walk along its boundary we encounter its four vertices in this order: u 1 , u 2 , u 3 , u 4 . The operation of face contraction of f at {u 1 , u 3 } in Q identifies u 1 and u 3 and replaces the two pairs of multiple edges (u 1 , u 2 ), (u 2 , u 3 ) and (u 1 , u 4 ), (u 3 , u 4 ) with two single edges, respectively. The inverse operation is called a vertex-splitting; see Figure 2 (a) for an illustration. These two operations can be applied only if they do not break the simplicity or the triconnectivity of the graph. A 4-cycle addition to f is the operation of adding a 4-cycle v 1 , v 2 , v 3 , v 4 inside f and adding the crossing-free edges (u i , v i ), for i = 1, 2, 3, 4. The inverse operation is called 4-cycle removal ; see Figure 2 (b) for an illustration. This last operation can be applied only if it does not break the triconnectivity of the graph. A planar quadrangulation is irreducible if neither face contraction nor 4-cycle removal can be applied to H.
The pseudo double wheel W 2k is a 3-connected planar quadrangulation with 2k + 2 vertices, while the X-pseudo double wheel XW 2k is the corresponding optimal 1-planar graph. See Figure 2(e) for an illustration of the pseudo double wheel when k = 4, and Figure 2 (f) for an illustration of the X-pseudo double wheel when k = 4. Brinkmann et al. [32] proved that W 2k (k ≥ 3) is the unique series of irreducible 3-connected planar quadrangulations, and that every 3-connected planar quadrangulation can be obtained from the graph W 2k (k ≥ 3) by a sequence of vertex-splitting and 4-cycle additions. The four operations defined above for 3-connected planar quadrangulations can be easily extended to optimal 1-planar graphs. See also Figures 2(c) and 2(d) for an illustration. In particular, Suzuki [120] observed that every optimal 1-planar graph can be obtained from the graph W 2k (k ≥ 3) by a sequence of vertex-splitting and 4-cycle additions. This characterization has been used by Suzuki [121] to investigate the re-embeddability of optimal 1-planar graphs.
Triangulated 1-planar graphs
A map M is a partition of the sphere into finitely many regions. Each region is a closed disk and the interiors of two regions are disjoint. Some regions are labeled as countries and the nonlabeled regions are called holes. Two countries are adjacent if they touch. Given a graph G, a map M realizes G if the vertices of G are in bijection with the countries of M , and two countries of M are adjacent if and only there is an edge between the two corresponding vertices of G. A graph that can be realized as a map is called a map graph. Note that h > 1 countries meeting at a point implies the existence of a complete graph K h as a subgraph of G. If no more than h regions meet at a point, then M is an h-map and G an h-map graph. Also, if a map M has no holes, then it is called a hole-free map and its map graph G is a hole-free map graph. We refer the reader to papers by Chen et al. [37, 38, 39] and by Thorup [127] for more details and results on this family of graphs. In particular, Chen et al. [39] observed that 3-connected hole-free 4-map graphs are exactly the triangulated 1-planar graphs, that is, a 3-connected graph is triangulated 1-planar if and only if it can be realized as a hole-free 4-map. Note that the family of 1-planar graphs includes the family of 4-map graphs, but the opposite is not true [38] . The relationship between 1-planar graphs and map graphs has been further investigated by Brandenburg [26] .
Complete k-partite 1-planar graphs
While it is known that the complete graph K n is 1-planar if and only if n ≤ 6, Czap and Hudák [45] characterized the complete k-partite 1-planar graphs. Specifically, K n1,n2 is not 1-planar for n 1 , n 2 ≥ 5, K n1,3 is 1-planar if and only if n 1 ≤ 6, and K n1,4 is 1-planar if and only if n 1 ≤ 4 (recall that K n1,1 and K n1,2 are planar for all values of n 1 ). For h ≥ 7, the graph K n1,...,n h contains K 7 as a subgraph, hence it cannot be 1-planar. For 3 ≤ h ≤ 6, the characterization is based on case analysis and we let the reader refer to [45] for details.
Recognition
In what follows we refer to the problem of deciding whether a graph G is 1-planar as the 1-planarity problem. In general this problem in NP-hard (Section 3.2.1), although it can be solved in polynomial time in some restricted cases (Section 3.2.2). 1-planarity problem has been studied also in the setting where the input graph has a fixed rotation system (Section 3.2.3), and in terms of parameterized complexity (Section 3.2.4).
NP-hardness results
The 1-planarity problem is NP-complete [78, 96] . The first proof was by Grigoriev and Boadlander [78] , and was based on a reduction from the 3-partition problem. We recall that the 3-partition problem is an NP-complete problem defined as follows (see also [75] ). Given a set A of 3m elements, an integer B ∈ N, and an integer s(a) ∈ N for each a ∈ A such that B/4 < s(a) < B/2 and a∈A s(a) = mB, the problem asks if A can be partitioned into m subsets
On a high level, the reduction works by constructing a graph G that separates the plane into m large regions R 1 , . . . , R m , such that the boundaries between each region cannot be crossed in a 1-planar drawing of G. Each region R i has 3 buckets to place the elements of A i , and B buckets to place the elements of A.
A second proof was later given by Korzhik and Mohar [96] , who used a reduction from the 3-coloring problem for planar graphs (see [75] )).
• • The 1-planarity problem remains NP-complete even for graphs with bounded bandwidth, pathwidth, or treewidth [12] , and for graphs obtained from planar graphs by adding a single edge [34] .
• Brandenburg et al. [29] proved that the problem of deciding whether a graph G is IC-planar is also NP-complete, by using a reduction from the 1-planarity problem. A similar reduction holds for NIC-planar graphs as well [10] .
Polynomial-time results
Brandenburg [28] recently showed that the characterization for optimal 1-planar graphs given by Suzuki [120] (see Section 3.1) can be exploited to efficiently recognize optimal 1-planar graphs. Specifically, given an n-vertex graph with 4n − 8 edges, there exists an O(n)-time algorithm to decide whether G is optimal 1-planar and if G is optimal 1-planar, then the algorithm returns a valid embedding of G.
• [28] F. J. Brandenburg. Recognizing optimal 1-planar graphs in linear time. Algorithmica, 2016.
Triangulated 1-planar graphs can be recognized in polynomial time, since these graphs correspond to 3-connected hole-free 4-map graphs (see Section 3.1), and n-vertex hole-free 4-map graphs can be recognized in O(n 3 ) time [39] . See also [26] . Note that, since optimal 1-planar graphs are triangulated, this implies that a cubic time recognition algorithm exists also for these graphs.
• Let T = (V, E T ) be a maximal plane graph with n vertices and let M = (V, E M ) be a matching. Brandenburg et al. [29] proved that there exists an O(n 3 )-time algorithm to test if G = (V, E T ∪ E M ) admits an IC-planar drawing that preserves the embedding of T . If the test is positive, the algorithm computes a feasible drawing. The interest in this special case is motivated by the fact that every IC-planar graph with maximum number of edges is the union of a triangulated planar graph and of a set of edges that form a matching [140] .
• • [140] X. Zhang and G. Liu. The structure of plane graphs with independent crossings and its applications to coloring problems. Open Math., 11(2):308-321, 2013.
Auer et al. [8] and Hong et al. [82] independently proved that recognizing outer 1-planar graphs can be done efficiently. Both proofs are based on O(n)-time algorithms that decides whether an n-vertex input graph G admits an outer 1-planar embedding. In the positive case both algorithms return a valid embedding of G. In the negative case, the algorithm described in [8] also returns one of six possible minors that are not outer 1-planar.
• Triangulated IC-planar and NIC-planar graphs can be recognized in cubic time [27] , while optimal NIC-planar graphs can be recognized in linear time [10] .
• • [27] F. J. Brandenburg. Recognizing IC-planar and NIC-planar graphs. CoRR, abs/1610.08884, 2016.
Fixed rotation system setting
The recognition problem has also been studied with the additional assumption that the input graph comes along with a rotation system. Deciding whether a graph G with a given rotation system R admits a 1-planar drawing that respects R is NP-complete, even if G is 3-connected [9] . On the positive side, Eades et al. [66] proved that there is an O(n)-time algorithm to decide if an n-vertex graph G with a rotation system R has a maximal 1-planar embedding (i.e., a 1-planar embedding in which no edge can be added without violating 1-planarity) that respects R. In the positive case, the algorithm returns a valid embedding of G. The algorithm is based on the following two properties (proved in [66] ). First, in any maximal 1-planar embedding, the subgraph induced by the edges that do not intersect any other edge is spanning and 2-connected. Second, if G admits a maximal 1-planar embedding that respects R, then the embedding is unique.
• [9] C. Auer, F. J. Brandenburg, A. Gleißner, and J. Reislhuber. 1-planarity of graphs with a rotation system. J. Graph Algorithms Appl., 19(1):67-86, 2015.
Parameterized complexity
Given its NP-hardness, it is natural to study the 1-planarity problem in terms of parameterized complexity. That is, we seek additional parameters (other than the numbers of edges and vertices) that measure the complexity of an input graph, and design recognition algorithms whose running time is the product of a polynomial in the input size and a non-polynomial function of these additional parameters. For more details on parameterized complexity theory, see [61, 73] . In this direction, Bannister et al. [12] proved that, for an n-vertex graph G, deciding whether G is 1-planar is fixed parameter tractable for various graph parameters. More precisely, the problem can be solved in time O(n + 2
Structural properties
In this section we deal with structural properties and invariants of 1-planar graphs. In Section 4.1, we review results on the classic coloring problem. In Section 4.2, we report bounds on the number of edges of 1-planar graphs. Section 4.3 contains recent results on the problem of partitioning the edges of a 1-planar graph, such that each partition set induces a graph with predefined properties. In Section 4.4 we describe bounds on various graph parameters of 1-planar graphs. Section 4.5 contains results about the existence of subgraphs of bounded vertex degree in 1-planar graphs.
Finally, results related with binary graph operations that preserve 1-planarity are covered in Section 4.6.
Coloring
A coloring of a graph G is an assignment of labels called colors to elements of G subject to certain constraints. Based on whether the elements of G to be colored are its vertices, its edges, or both, we distinguish among vertex coloring, edge coloring, and total coloring, respectively. Coloring problems find application in task scheduling and frequency assignment, register allocation, as well as in pattern matching, designing seating plans, solving Sudoku puzzles and others; see for example:
Vertex coloring
A proper vertex coloring of a graph G is an assignment of colors to the vertices of G such that no two adjacent vertices receive the same color. The smallest number of colors needed to obtain a proper vertex coloring of a graph G is called the chromatic number of G. A classic result in graph theory is that every planar graph has chromatic number at most 4:
• Ringel [115] proved that every 1-planar graph has chromatic number at most 7, and conjectured that this bound could be lowered to 6. Borodin [23] settled the conjecture in the affirmative, proving that the chromatic number of each 1-planar graph is at most 6. The bound is tight as for example the complete graph K 6 is 1-planar and requires six colors. The same author later showed a relatively shorter proof of this result [24] . However, Borodin's proof does not lead to an efficient algorithm for computing a proper vertex coloring with 6 colors of a 1-planar graph. On the other hand, there is an O(n)-time algorithm for computing a proper vertex coloring with 7 colors of any n-vertex 1-planar graph [40] . If we restrict to IC-planar graphs, then Král' and Stacho [97] proved that the chromatic number of IC-planar graphs is 5. Finally, it is NP-complete to decide whether a given 1-planar graph admits a proper vertex coloring using four colors [40] .
• Other forms of vertex coloring have been studied. An acyclic coloring of a graph G is a proper vertex coloring of G such that every cycle of G uses at least three colors. The smallest number of colors needed to obtain an acyclic proper vertex coloring of a graph G is called the acyclic chromatic number of G. Borodin et al. [22] proved that every 1-planar graph has acyclic chromatic number at most 20 and there is a 1-planar graph which requires at least 7 colors in any acyclic coloring.
• Given a graph G and a set L(v) of colors for each vertex v of G (called a list), a list coloring is a proper vertex coloring of G such that each vertex is assigned with a color in its corresponding list. Wang and Lih [129] proved that 1-planar graphs have list colorings with at most seven colors.
Edge coloring
A proper edge coloring of a graph G is an assignment of colors to the edges of G such that no two adjacent edges receive the same color. The smallest number of colors needed to obtain a proper edge coloring of a graph G is called the chromatic index of G. By Vizing's theorem [128] , the number of colors needed to edge color a graph G with maximum vertex degree ∆ is either ∆ or ∆ + 1.
• Zhang and Wu [143] proved that every 1-planar graph with maximum vertex degree ∆ ≥ 10 has chromatic index ∆. Also, every 1-planar graph without adjacent triangles and with maximum vertex degree ∆ ≥ 8 has chromatic index ∆ [138] . Moreover, every 1-planar graph without chordal 5-cycles and with maximum vertex degree ∆ ≥ 9 has chromatic index ∆, and for each ∆ ≤ 7 there exist 1-planar graphs with maximum vertex degree ∆ and chromatic index ∆ + 1 [139] . The chromatic index of an IC-planar graph G with maximum vertex degree ∆ ≥ 8 is ∆ [140] . The chromatic index of outer-1-planar graphs with maximum vertex degree ∆ ≥ 4 is ∆, and there are infinitely many outer 1-planar graphs with maximum vertex degree 3 and chromatic index 4 [141] . Based on these results, Zhang [136] argues that the chromatic index of any outer 1-planar graph can be determined in polynomial time.
• The list variant of the proper edge coloring problem has also been considered. Specifically, given a graph G and a set L(e) of colors for each edge e of G (called a list), a list edge coloring is a proper edge coloring of G such that each edge is assigned with a color in its corresponding list. Every 1-planar graph with maximum vertex degree ∆ has a list edge coloring with ∆ + 1 colors if ∆ ≥ 16 and with ∆ colors if ∆ ≥ 21 [142] . If G is IC-planar and ∆ ≥ 8, then it has a list edge coloring with ∆ colors [140] .
• [140] X. Zhang and G. Liu. The structure of plane graphs with independent crossings and its applications to coloring problems. Open Math., 11(2):308-321, 2013.
Total coloring
A total coloring of a graph G is an assignment of colors to the vertices and edges of G such that neither two adjacent edges, two adjacent vertices nor an edge and its end-vertices receive the same color. The smallest number of colors needed to obtain a total coloring of a graph G is called the total chromatic number of G. Behzad [14] conjectured that the total chromatic number of a graph G with maximum vertex degree ∆ is at most ∆ + 2.
• Zhang et al. [137] proved that the total coloring conjecture holds for 1-planar graphs with maximum vertex degree ∆ ≥ 13. Also, Czap [44] proved that the total chromatic number of a 1-planar graph G with maximum vertex degree ∆ ≥ 10 is at most ∆ + 3.
• The list variant of the total coloring problem has also been studied. Specifically, given a graph G and a set L(e) (respectively, L(v)) of colors for each edge e of G (respectively, vertex v of G), a list total coloring is a total coloring of G such that each edge and each vertex is assigned with a color in its corresponding list. Every 1-planar graph with maximum vertex degree ∆ has a list total coloring with ∆ + 2 colors if ∆ ≥ 16 and with ∆ + 1 colors if ∆ ≥ 21 [142] . If G is IC-planar and ∆ ≥ 8, then it has a list total coloring with ∆ + 1 colors [140] .
Edge density
The fact that a 1-planar graph G with n vertices has at most 4n − 8 edges has been proved multiple times [19, 41, 72, 111] . This bound is shown to be tight for every n = 8 and for n ≥ 10 [19] . Given the characterization of optimal 1-planar graphs discussed in Section 3.1, this result can be easily observed as follows. Let G be an optimal 1-planar graph with n vertices, and consider the underlying 3-connected planar quadrangulation Q of G. Graph Q has n − 2 faces and 2n − 4 edges. Inserting a pair of crossing edges in each face of Q adds 2(n − 2) edges, which leads to 4n − 8 edges in total. An optimal 1-planar graph is shown in Figure 1 (b).
• If we consider only those 1-planar graphs that admit a 1-planar straight-line drawing (see Section 5), then any such graph with n-vertices has at most 4n−9 edges, as proved by Didimo [57] (see also the alternative proof by Ackerman [1] ).
• Density considerations of 1-planar graphs are fundamentally different from the equivalent considerations for planar graphs. For example, Brandenburg et al. [30] proved that there exist maximal 1-planar graphs with n vertices and 45 17 n − 84 17 < 2.65n edges; see Figure 3 (a) for a sparse maximal graph obtained with the construction in [30] . This is in contrast with maximal planar graphs, which have exactly 3n − 6 edges. Moreover, any n-vertex maximal 1-planar graph has at least 28 13 n − 10 3 edges [30] . Brandenburg et al. [30] also studied the problem in the fixed rotation system setting. They proved that, for infinitely many values of n, there are n-vertex maximal 1-planar graphs with a fixed rotation system that have 7 3 n − 3 edges, and that any maximal 1-planar graph with a fixed rotation system has at least An IC-planar graph G with n vertices has at most 3.25n−6 edges and this bound is tight [140] . The graph in Figure 3 (b) is used in [140] to prove the tightness of the result. A NIC-planar graph G with n vertices has at most 3.6n − 7.2 edges and this bound is tight [49] (see also [10] ). For example, Figure 3 (c) shows a maximal NIC-planar graph that matches this bound.
Auer et al. [8] proved that an outer 1-planar graph G with n vertices has at most 2.5n − 4 edges and this bound is tight. Furthermore, every maximal outer 1-planar graph with n vertices has at least 2.2n − 3.6 edges and there exist maximal outer 1-planar graphs that match this bound [8] .
• Karpov [93] proved that a bipartite 1-planar graph with n vertices has at most 3n − 8 edges for even n such that n = 6, and at most 3n − 9 edges for odd n and for n = 6. Also, for all n ≥ 4, there exist examples showing that these bounds are tight [93] ; Figure 4 (c) shows one of these graphs. Czap et al. [48] showed that the maximum number of edges of bipartite 1-planar graphs that are almost balanced is not significantly smaller than 3n − 8, while the same is not true for unbalanced ones. In particular, if the size of the smaller partite set is sublinear in n, then the number of edges is (2 + o(1))n, while the same is not true otherwise.
Edge partitions
A well-studied subject in graph algorithms and graph theory is the coloring of the edges of a graph such that each monochromatic set induces a subgraph with special properties. This problem is studied in great details for planar graphs; see for example:
• In the context of 1-planar graphs, an edge partition of a 1-planar graph G is an edge coloring of G with two colors, say red and blue, such that both the graph formed by the red edges, called the red graph, and the graph formed by the blue edges, called the blue graph, are planar. Note that, given a 1-planar embedding of G, an edge partition of G can be constructed by coloring red an edge for each pair of crossing edges, and by coloring blue the remaining edges. Czap and Hudák [46] proved that every optimal 1-planar graph admits an edge partition such that the red graph is a forest. This result has been later extended to all 1-planar graphs by Ackerman [1] .
• Motivated by visibility representations of 1-planar graphs (see also Section 5.3), Lenhart et al. [98] and Di Giacomo et al. [55] studied edge partitions such that the red graph has maximum vertex degree that is bounded by a constant independent of the size of the graph. Specifically, Lenhart et al. [98] proved that if G is an n-vertex optimal 1-plane graph with an edge partition with the red graph G R being a forest, then G R has n vertices (i.e., it is a spanning subgraph of G) and it is composed of two trees. Based on this finding, they proved that for any constant c, there exists an optimal 1-plane graph such that in any edge partition with the red graph being a forest, the maximum vertex degree of the red graph is at least c. On the positive side, if we drop the acyclicity requirement, then every optimal 1-planar graph admits an edge partition such that the red graph has maximum vertex degree 4, and degree 4 is sometimes needed [98] . Also, every 3-connected 1-planar graph admits an edge partition such that the red graph has maximum vertex degree six, and degree six is sometimes needed, as shown by Di Giacomo et al. [55] . Finally, for every n > 0 there exists an O(n)-vertex 2-connected 1-planar graph such that in any edge partition the red graph has maximum vertex degree Ω(n) [55] .
• More recently, Di Giacomo et al. [54] proved that every NIC-plane graph admits an edge partition such that the red graph has maximum vertex degree three, and that this bound on the vertex degree is worst-case optimal. Moreover, deciding whether a 1-plane graph admits an edge partition such that the red graph has maximum vertex degree two is NP-complete. On the positive side, deciding whether an n-vertex 1-plane graph admits an edge partition such that the red graph has maximum vertex degree one, and computing one in the positive case, can be done in O(n 2 ) time.
Graph parameters
In this section we present results that deal with bounds on various graph parameters for the family of 1-planar graphs. In particular, we first present recent results on the book thickness of 1-planar graphs (Section 4.4.1), and then list some bounds on the treewidth (Subsection 4.4.2) and on the expansion (Subsection 4.4.3) of these graphs.
Book thickness
A k-page book embedding, for some integer k ≥ 0, is a particular representation of a graph G with the following properties: (i) The vertices are restricted to a line, called the spine; (ii) The edges are partitioned into k sets, called pages, such that edges in a same page are drawn on a half-plane delimited by the spine and do not cross each other. The minimum k such that G has a k-page book embedding is the book thickness of G (also known as pagenumber and stacknumber ). Book embeddings have applications in VLSI design, stack sorting, traffic control, graph drawing, and more; see for example: One of the fundamental results is that the book thickness of planar graphs is at most 4 [134] , although a planar graph requiring four pages is yet to be found.
• Alam et al. [3] further improved this bound to 16 for general 1-planar graphs, and to 12 for 3-connected 1-planar graphs. Bekos et al. [17] observed that there are 1-planar graphs with book thickness exactly 4; see also Figure 5 . A SAT formulation for the book thickness problem has been given in the same paper [17] , where the authors also hypothesized the existence of 1-planar graphs requiring at least five pages, although the experiments could not confirm this hypothesis.
• • 
Treewidth
A tree decomposition of a graph G = (V, E) is a tree T and a one-to-one mapping from the vertex set of T to a collection B 1 , . . . , B k of subsets of V such that: (i) every vertex of G is in B i for some 1 ≤ i ≤ k; (ii) every edge of G has both end-vertices in B i for some 1 ≤ i ≤ k; (iii) If B i and B j (i = j) both contain a vertex v of G, then all vertices of T in the (unique) path between B i and B j contain v as well. The width of a decomposition is one less than the maximum number of vertices in any subset B i . The treewidth of a graph is the minimum width of any tree decomposition. The pathwidth of a graph can be defined analogously as the treewidth but is restricted to tree decompositions in which the tree T is a path.
Dujmović et al. [63] proved that an n-vertex 1-planar graph G has pathwidth and treewidth at most O( √ n). This upper bound also implies that G has a 1 2 -separator of size at most O( √ n).
We recall that for ε ∈ (0, 1), a set S of vertices in an n-vertex graph G is an ε-separator of G if each component of G \ S has at most ε · n vertices. A similar upper bound on the size of balanced separators of 1-planar graphs was already proved by Grigoriev and Boadlander [78] , who took advantage of this result to show that many optimization problems admit polynomial time approximation schemes (PTAS) when restricted to these graphs [78] . In addition, Dujmović et al. [63] proved that every 1-planar graph has layered treewidth at most 12 (see [64] for the definition of layered treewidth).
Expansion
A t-shallow minor of a graph G is a graph formed from G by contracting a collection of vertexdisjoint subgraphs of radius t, and deleting the remaining vertices of G. A family of graphs has bounded expansion if there exists a function f such that, in every t-shallow minor of a graph in the family, the number of edges over the number vertices is at most f (t). Graphs with bounded expansion have interesting properties as shown in [106] , and if the function f is polynomial than there exist polynomial-time approximation schemes for several optimization problem [80] . Note that the graphs with bounded expansion form a broader class than those that are minor-closed. Nešetřil et al. [107] proved that 1-planar graphs have bounded expansion. This is also implied by the fact that n-vertex 1-planar graphs have 
Subgraphs with bounded vertex degree
In this section we review some results concerning the existence of subgraphs of bounded vertex degree in 1-planar graphs. Fabrici and Madaras [72] proved that each 1-planar graph contains a vertex of degree at most 7, and that each 3-connected 1-planar graph contains an edge with both end-vertices of degree at most 20. Hudák andŠugerek [90] proved that each 1-planar graph of minimum degree ∆ ≥ 4 contains an edge having one end-vertex with degree 4 and the other with degree at most 13, or one with degree 5 and the other one with degree at most 9, or one with degree 6 and the other one with degree at most 8, or both with degree 7.
• Hudák and Madaras [88] proved that each 1-planar graph of minimum vertex degree 5 and girth 1 4 contains: (i) a vertex with degree 5 adjacent to a vertex with degree at most 6; (ii) a 4-cycle such that every vertex in this cycle has degree at most 9, (iii) a complete bipartite graph K 1,4 with all vertices having degree at most 11.
• Hudák et al. [89] proved that every optimal 1-planar graphs with at least k vertices contains a path on k vertices such that the sum of the degrees of these k vertices is at most 8k − 1; and that each 3-connected maximal 1-planar graph with at least 2k vertices contains a path on k vertices whose vertices have degree at most 10k each.
Binary operations
In this section we report results concerning binary graph operations that preserve 1-planarity. The join product G + H of two graphs G and H is obtained from vertex-disjoint copies of G and H by adding all edges between the vertices of G and the vertices of H. Let C n and P n denote the cycle and the path with n vertices, respectively. Czap et al. [47] studied the problem of characterizing those graph pairs whose join product yields a 1-planar graph. They proved that, in the case when both G and H have at least three vertices, the join G + H is 1-planar if and only if the pair [G, H] is subgraph-majorized (that is, both G and H are subgraphs of graphs of the major pair) by one of pairs [
• A lexicographic product G • H of two graphs G and H is a graph whose vertex set is the Cartesian product of the vertex set of G and the vertex set of H, and two vertices (u, v) and (x, y) are adjacent in G • H if and only if either u is adjacent to x in G or u = x and v is adjacent to y in H. Note that the lexicographic product is not commutative, i.e. G • H = H • G in general. Bucko and Czap [33] studied lexicographic products that yield a 1-planar graph. For example, they proved that if G has minimum vertex degree three and H is a single vertex, then G • H is 1-planar if and only if G is 1-planar.
Geometric representations
This section is devoted to geometric representations of 1-planar graphs. In Section 5.1, we survey results on the problem of computing straight-line drawings of 1-planar graphs. In Section 5.2, we report results on straight-line and polyline drawings of 1-planar graphs with the additional property that edges cross only at right angles. 
Straight-line drawings
We first review results related to the problem of computing embedding-preserving straight-line drawings of 1-plane graphs. More precisely, given a 1-plane graph G, we say that G has an embedding-preserving straight-line drawing if there exists a (1-planar) straight-line drawing Γ of G that defines the same set of faces and the same outer face of G (see also Section 2). In 1988, Thomassen [126] proved that a 1-plane graph G admits an embedding-preserving straight-line drawing if and only if G contains neither B-configurations nor W-configurations as subgraphs; see Figure 6 . Based on this characterization, Hong et al. [83] described a lineartime algorithm to test whether a 1-plane graph G has an embedding-preserving straight-line drawing. The algorithm by Hong et al. [83] is based on an efficient procedure that checks whether G contains any of the above mentioned forbidden configurations, and, if not, returns a valid drawing of G. The authors observed that the area requirement of embedding-preserving straight-line drawings of 1-plane graphs may be exponential [83] . More recently, Hong and Nagamochi [84] proved that given a 1-plane graph G, it can be tested in linear time whether a 1-planar embedding of G exists such that it preserves the pairs of crossing edges with respect to the original embedding and it can be realized as a straight-line drawing. Figure 7 (a) shows a 1-plane graph that does not admit an embedding-preserving straight-line drawing due to the presence of a B-configuration as a subgraph (drawn with bold edges). Figure 7(b) shows a different 1-planar embedding of the same graph where the B-configuration is removed. Note that the graph in Figure 7 (b) contains the same pairs of crossing edges as the graph in Figure 7 (a). Finally, Figure 7 (c) shows a straight-line drawing that realizes the embedding in Figure 7 (b).
• In general, any 1-planar graph admitting a 1-planar straight-line drawing has at most 4n − 9 edges, and this bound is tight [57] . Since 1-planar graphs can have 4n − 8 edges, this implies that not all 1-planar graphs admit a 1-planar straight-line drawing, regardless of the embedding. Every 3-connected 1-planar graph G, however, does have a 1-planar grid drawing such that all edges are drawn as straight-line segments, except for at most one edge on the outer face that requires one bend, as shown by Alam et al. [2] . The algorithm described in [2] takes as input a 1-plane graph but may produce a 1-planar drawing that does not preserve the embedding of the input graph. This is due to a preprocessing step in which the graph is first augmented by adding edges such that the four end-vertices of each pair of crossing edges induce a K 4 (the missing edges can be added without introducing crossings in the drawing); and then any B-configuration is removed by rerouting one of its edges. Since 3-connected 1-planar graphs contain at most one W-configuration, the graph produced by this preprocessing step contains at most one forbidden configuration, i.e., at most one W-configuration on its outerface. The area of the computed drawing is O(n) × O(n) and the algorithm runs in O(n) time, where n is the number of vertices of the input graph.
• The triconnectivity requirement can be dropped if the input graph is IC-planar. More precisely, given an n-vertex IC-plane graph G, there exists an O(n)-time algorithm that computes a 1-planar straight-line drawing of G on a grid of size O(n 2 ) × O(n 2 ) [29] . The algorithm in [29] is based on an augmentation technique that makes G 3-connected by adding edges. This step might change the embedding of the input graph, but the new embedding is guaranteed to be IC-planar. Note that, unlike the case for general 1-planar graphs, this implies that every IC-planar graph can be augmented to be 3-connected without losing 1-planarity.
• Straight-line drawings of outer 1-planar graphs have been studied by Di Giacomo et al. [56] . They proved that every outer 1-planar graph G with maximum vertex degree ∆ admits an outer 1-planar straight-line drawing Γ, with the additional property that Γ uses O(∆) different slopes for the edge segments. Also, drawing Γ can be computed in O(n) time, where n is the number of vertices of G. Since outer 1-planar graphs are planar graphs 2 , Di Giacomo et al. [56] also proved that every outer 1-planar graph G with maximum vertex degree ∆ admits a planar straight-line drawing that uses at most O(∆ 2 ) slopes. Erten and Kobourov [69] showed that a 3-connected planar graph and its dual (which always form a 1-planar graph) can be drawn on a grid of size (2n − 2) × (2n − 2), where n is the total number of vertices in the graph and its dual. All the edges are drawn as straight-line segments except for one edge on the outer face, which is drawn using two segments. Also, each dual vertex lies inside its primal face, and a pair of edges cross if and only if the edges are a primal-dual pair. The algorithm runs in O(n) time.
• We conclude this section by observing that every n-vertex 1-planar graph has a crossing-free straight-line drawing in 3D with vertices placed at integer coordinates and such that the occupied volume is O(n log n). This result follows from the following argument. Every n-vertex 1-planar graph has layered treewidth at most 12 [63] and, as a consequence of a result by Dujmović et al. [64] , it has track-number O(log n) (see [64] for the definition of track-number). This, together with the fact that every 1-planar graph has a proper vertex coloring with at most six colors, imply the existence of the desired drawing, as proved by Dujmović and Wood [65] .
RAC drawings
A k-bend Right-Angle-Crossing (RAC) drawing of a graph is a polyline drawing where each edge has at most k bends and edges cross only at right angles. A 0-bend RAC drawing is also called a straight-line RAC drawing. Figure 8 shows a 1-planar drawing in which each edge has at most one bend and crossings occur at right angles, i.e., a 1-planar 1-bend RAC drawing. The study of RAC drawings is motivated by several cognitive experiments suggesting that while edge crossings in general make a drawing less readable, this effect is neutralized if edges cross at large angles [85, 86, 87] .
Straight-line RAC drawings
It is known that any n-vertex graph that admits a straight-line RAC drawing has at most 4n−10 edges and that this bound is tight [58] . This implies that there are 1-planar graphs that admit a 1-planar straight-line drawing but do not admit a straight-line RAC drawing. Moreover, it is known that graphs with a straight-line RAC drawing that are not 1-planar do exist [67] . More recently, Bekos et al. [16] proved that deciding whether a graph has a 1-planar straight-line RAC drawing is NP-hard in general and in the fixed-rotation-system setting.
• The situation is different for IC-planar graphs and outer 1-planar graphs. Brandenburg et al. [29] proved that every n-vertex IC-planar graph has an IC-planar straight-line RAC drawing. The algorithm in [29] has O(n 3 ) time complexity if an initial IC-planar embedding (which may be changed by the algorithm) is given as part of the input. The computed drawings may require exponential area and exponential area is sometimes necessary for IC-planar straight-line RAC drawings [29] . Finally, every outer 1-planar graph G has a straight-line RAC drawing that preserves the embedding of G [51] .
• Brightwell and Scheinerman [31] proved that every 3-connected planar graph and its dual (which always form a 1-planar graph) can be simultaneously drawn in the plane with straightline edges so that the primal edges cross the dual edges at right angles, provided that the vertex corresponding to the outer face is located at infinity. The result exploits the fact that every 3-connected planar graph G can be represented as a collection of circles, one circle representing each vertex and each face, so that, for each edge of G, the four circles representing the two endpoints and the two neighboring faces meet at a point. Moreover, the circles representing vertices cross the circles representing faces at right angles. Mohar [105] extends the results of Brightwell and Scheinerman by showing an approximation algorithm that given a 3-connected planar graph G and a rational number ε > 0 finds an ε-approximation for the radii and the coordinates of the centers for the primal-dual circle representation for G, such that the angles of the primal-dual edge crossings are arbitrarily close to π 2 . Neither of these two methods produce drawings in polynomial area.
• If we allow bends, it is known that every 1-planar graph has a 1-planar 1-bend RAC drawing [16] . Specifically, there is an O(n) time algorithm that takes as input an n-vertex 1-plane graph G and computes a 1-planar 1-bend RAC drawing of G (the algorithm may change the 1-planar embedding of G) [16] . This algorithm may produce drawings that use exponential area.
Visibility representations
A visibility representation of a graph G maps the vertices of G to geometric objects (such as bars or polygons), while the edges of G are lines of sight between pairs of objects. The first visibility model studied in the literature are the bar visibility representations. In a bar visibility representation of a graph G each vertex v of G is mapped to a distinct horizontal segment b(v) (called bar ) and each edge (u, v) of G corresponds to a vertical unobstructed segment (called visibility) having one endpoint on b(u) and the other one on b(v). Such a representation is clearly planar (since edges are parallel segments) and every planar graph can be realized as a bar visibility representation [62, 110, 116, 124, 125, 132] .
• In this section we consider four different visibility models used to represent 1-planar graphs. The first model extends bar visibility representations by allowing edges to "see" through vertices. The other three visibility models extend bar visibility representations by allowing more complex shapes for the vertices and two orthogonal directions for the edges.
Bar 1-visibility representations
A bar k-visibility representation is a bar visibility representation where each visibility can intersect at most k bars [50] . In other words, each edge can cross at most k vertices. For values of k greater than zero, this model allows for representing non-planar graphs. In particular, every n-vertex 1-planar graph has a bar 1-visibility representation on a grid of size O(n) × O(n), as independently proved by Brandenburg [25] and by Evans et al. [70] . Both papers are based on constructive linear-time algorithms that take as input a 1-plane graph G and that may change the embedding of G in order to construct the final representation.
L-visibility representations
In an L-visibility representation of a graph G, every vertex is represented by a horizontal and a vertical segment sharing an end-point (i.e., by an L-shape in the set { , , , }), and each edge of G is drawn as either a horizontal or a vertical visibility segment joining the two L-shapes corresponding to its two end-vertices. Either the vertical segment or the horizontal segment of an L-shape might have zero length. See Figure 9 for an illustration, and refer to:
• Liotta and Montecchiani [101] proved that every IC-plane graph G with n vertices admits an L-visibility representation in O(n 2 ) area, which can be computed in O(n) time. The algorithm may change the embedding of G, but the final representation is such that each visibility is crossed at most once and no two crossed visibilities are incident to the same L-shape.
Rectangle visibility representations
A rectangle visibility representation of a graph G maps each vertex v of G to a distinct rectangle r(v) and each edge (u, v) of G corresponds to a vertical or horizontal unobstructed segment (called visibility) having one endpoint on r(u) and the other one on r(v). In this model horizontal and vertical visibilities may cross each other, whereas rectangles are not crossed. Given a rectangle visibility representation, we can extract a drawing from it as follows. For each vertex v, place a point inside the corresponding rectangle r(v) and connect it to all the attachment points of the visibilities on the boundary of r(v); this can be done without creating any crossing and preserving the circular order of the edges around the vertices. An embedded graph G has an embeddingpreserving rectangle visibility representation Γ if the drawing extracted from Γ preserves the embedding of G. Recently, Biedl et al. [18] proved that a 1-plane graph G with n vertices admits an embeddingpreserving rectangle visibility representation if and only if G does not contain B-configurations, W-configurations, and T-configurations; see Figure 6 . The absence of these three configurations can be checked in O(n) time, and if G contains none of them, then an embeddingpreserving rectangle visibility representation of G can be computed in O(n) time on a grid of size O(n) × O(n) [18] . For example, Figure 10 (a) shows a rectangle visibility representation of the complete graph K 5 , while Figure 10 (b) shows a 1-plane graph that does not admit an embedding-preserving rectangle visibility representation due to the presence of a W-configuration as a subgraph. Moreover, there exist 1-planar graphs that do not admit rectangle visibility representations (for any 1-planar embedding), unless a linear number of edges is removed [18] .
• In general, the complexity of testing whether a 1-planar graph admits a rectangle visibility representation is unknown, although the problem is NP-hard in general [117] , and it likely to remain NP-hard even for 1-planar graphs.
• [117] T. C. Shermer. On rectangle visibility graphs. III. External visibility and complexity.
In CCCG 1996, pages 234-239. Carleton University Press, 1996.
Ortho-polygon visibility representations
Di Giacomo et al. [55] introduced ortho-polygon visibility representations (OPVR), where vertices can be orthogonal polygons rather than just rectangles, while edges are still horizontal or vertical segments between the corresponding pairs of polygons. It is proved that every 1-plane graph G with n vertices admits an embedding-preserving OPVR on a grid of size O(n) × O(n), which can be computed in O(n) time [55] . (The notion of embedding-preserving OPVR can be defined similarly as for rectangle visibility representations.) For example, Figure 10 (b) shows a 1-plane graph (that does not admit an embedding-preserving rectangle visibility representation), and Figure 10(c) shows an OPVR of G. In order to control the complexity of the polygons representing the vertices in an OPVR, Di Giacomo et al. [55] proved that if G is 3-connected, then G admits an embedding-preserving OPVR with at most 12 reflex corners per vertex. The proof is based on an algorithm that exploits the results on the edge partitions of 3-connected 1-plane graphs described in Section 4.3. Also, there exist 3-connected 1-plane graphs that require at least 2 reflex corners on some vertices in any embedding-preserving OPVR. Moreover, there are 2-connected 1-planar graphs that require linearly many reflex corners on some vertices in any OPVR (regardless of the 1-planar embedding) [55] . In general, given an n-vertex 1-plane graph G, computing an embedding-preserving OPVR of G with the minimum number of reflex corners per vertex can be done in O(n 7 4 √ log n) time [55] .
Contact representations
Alam et al. [4] studied contact representations of graphs in which vertices are represented by axisaligned polyhedra in 3D and edges are realized by non-zero area common boundaries between corresponding polyhedra. In particular, a box-contact representation are contact representations where vertices are axis-aligned boxes. The authors described an O(n)-time algorithm for computing box-contact representations of n-vertex optimal 1-planar graphs without separating 4-cycles.
Since not every optimal 1-planar graph admits a box-contact representation, the authors also considered contact representations where vertices are L-shaped polyhedra, called L-contact representations, and they provided a O(n 2 )-time algorithm for representing every n-vertex optimal 1-planar graph with this model.
Final Remarks and Open Problems
In this paper we presented an annotated bibliography that surveys the state of the art of the combinatorial, geometric and algorithmic study of 1-planar graphs. We divided the covered results in three main sections, namely, results related with the problems of recognizing and characterizing 1-planar graphs, results that investigate structural properties of 1-planar graphs, and results that study geometric representations of 1-planar graphs. The family if 1-planar graphs fits in the more general framework of "beyond planarity", in which families of non-planar graphs are defined based on forbidden edge crossing configurations. For further details on this topic we refer the reader to the paper by Liotta [100]:
2. Is there a value of ∆ such that every 1-planar graph with maximum vertex degree ∆ admits a 1-planar straight-line RAC drawing?
3. The family of graphs that admit a bar 1-visibility representation includes 1-planar graphs.
What is the complexity of recognizing graphs in this family?
4. Every 3-connected 1-plane graph admits an embedding-preserving ortho-polygon visibility representation with at most 12 reflex corners, while 2 reflex corners are sometimes needed on some vertices. Is 2 a tight bound?
5. What classes of 1-planar graphs, other than the optimal ones, admit an L-contact representation?
6. Apart from the results in Sections 5.1 and 5.4, very little is known in terms of 3-dimensional representations of 1-planar graphs. We believe that this topic deserves further attention.
