T he central nervous system is formed by a large number of neurons and glial cells. For practical purposes, single neurons are generally considered to be the units of neural function, although it is quite clear that much smaller units, in the form of local synaptic circuits, exist (figure 1). Neurons are integrated into circuits whose activity carries out a certain function, translated ultimately into an ordered pattern of muscle movement. Such multineuronal circuits are often coextensive with morphologically defined compartments, in the form of distinct nuclei (in the vertebrate brainstem) or domains (in the cerebral cortex). Within these compartments are smaller modules, or subcompartments, such as ocular dominance columns in the visual system or whisker barrels in the somatosensory cortex. Neurobiologists interested in unraveling how neuronal circuitry encodes function like to portray the brain in a simplified manner as an assembly of numerous discrete compartments, interconnected by axonal cables. Within such a conceptual framework, one can address neural function at the level of macrocircuits (how are compartments interconnected? what overall pattern of activity do they produce?) and at the level of microcircuits (how do connectivity and physiology of individual neurons, dendrites, or axons within a compartment determine the functional output of this compartment?). This useful, even if oversimplified, conceptualization of the nervous system as comprising interconnected, structurally defined compartments that constitute microcircuits integrated into macrocircuits also applies to the insect brain (figure 2). Here, compartments have long been defined on the basis of nerve fiber characteristics, and less frequently on the basis of characteristic input and output relationships (e.g., Strausfeld 1976) . Using global markers for synaptic proteins or glial cells, compartments can be visualized at all stages of their development (Younossi-Hartenstein et al. 2003) . Just as in a vertebrate nervous system, individual neurons and their processes form microcircuits within a given compartment, and by means of long projection axons interconnect multiple compartments into a macrocircuit. And, just as for vertebrates, the notion of microcircuits and macrocircuits will be helpful in unraveling neural function in the invertebrate brain.
Digital models of the developing brain
To investigate functional circuits, maps of brain compartments and their interconnections must be generated. Today's digital modeling programs provide the opportunity to generate sophisticated three-dimensional (3-D) maps, or models (Mazziotta et al. 2001 , Toga et al. 2006 . These programs allow the user to (a) generate virtual surfaces on digitized objects, (b) produce virtual sections at arbitrary angles, and (c) register multiple models by linear or nonlinear transformations. In the first place, these properties make digital models ideal tools for didactic purposes. The versatile surface-rendering capabilities, along with the ability to generate virtual sections at any desired plane, allow computer models to be used as digital atlases. Thus, by comparing any new set of histological or optical sections of a given structure with a similarly oriented virtual section prepared from the digital atlas model, one can identify the elements of that structure that are included and annotated in the digital model. Even more important is the use of digital models as repositories for functional and genetic data. This application is still in its infancy, although it is very actively pursued by many groups working with the human brain (e.g., Mazziotta et al. 2001 , Van Horn and Gazzaniga 2002 , Van Horn et al. 2004 , Toga et al. 2006 , as well as numerous animal model organisms (Carson et al. 2002 , Lein et al. 2004 , Visel et al. 2004 ), including Drosophila (Rein et al. 2002, Pereanu and Hartenstein 2004) .
What has been stated above for the study of structure and function of the mature brain applies equally for the developing nervous system. Two additional considerations are particularly strong incentives for generating models of developing structures: (1) studying the gradual growth of structural complexity helps researchers understand of the mature state, and (2) genetic factors determining circuitry act during development. Understanding the connectivity and function of the brain from a developmental perspective has a longstanding tradition. To give but one example, consider that the number of neurons and their connections increase with development, and that the often almost indecipherable connectivity of the mature brain is shaped by a multitude of morphogenetic events. To reconstruct and model neural compartments and their connections at successive stages of development will greatly enhance insights into the structure of the mature system. This idea motivates the series of models reviewed here, since those models will elucidate easily detectable long-fiber bundles from the larva through metamorphosis, based on the realization that these fiber bundles (whose tight coherence is reduced toward later pupal stages) will form the major axon cables of the adult brain, most of which are virtually unknown.
The second reason for generating digital models of the developing brain is, of course, that genes that control neuronal fate in terms of physiology and connectivity act during development. Thus, the need of visualizing gene expression domains is even greater for the developing brain than for the adult. Efforts to generate such gene repositories for the mouse and human species have been initiated . Digital atlas models such as those discussed for Drosophila in the following sections, which incorporate neuroblasts and their lineages together with the lineagespecific axon bundles and their contribution to compartments, will be of crucial importance in studies that correlate the expression pattern of a gene with its function and with the structural changes that occur after manipulating gene expression. 
The granularity of digital brain models
A very important question for any modeling project is, What elements of a biological structure should be included in the model? More generally speaking, what should the resolution or "granularity" of the model be? In the case of the brain, should it be synapses? Or neurons, circuits, or compartments? The answer obviously depends on the size and complexity of the biological structure, as well as the purpose for which the model is constructed. In vertebrates, the resolution is typically that of morphologically defined compartments and tissues ( figure 3) . Thus, models of the rodent brain or human brain show the outlines of brainstem nuclei, cortical domains, and morphologically distinct elements of the white matter (fiber tracts) in relationship to internal surfaces (ventricle) and external surfaces (pia, skull). In this way, existing models or models under construction are useful for addressing problems of macrocircuitry. Our current technical abilities make it impracticable to generate models of the entire vertebrate brain, with its billions of neurons, at the level of resolution of individual neurons and their connections, although this goal is envisioned in the future.
Existing digital 3-D models of invertebrate brains, notably the fly brain (Rein et al. 2002 , Younossi-Hartenstein et al. 2003 , are currently at a qualitatively similar level of resolution as vertebrate brain models. Thus, structurally defined brain compartments, visualized in a pool of samples, are normalized and assembled into a standard brain (figure 3). We (and others) are in the process of defining compartments from their inception in the late embryo through development into the adult stage, and generating a series of compartment models (C-models) that display the evolving macrostructure of the fly brain. Just as in the vertebrate brain, compartment boundaries provide essential landmarks for analyzing circuitry (mapping the projection pattern and arbori zation of neurons) and documenting gene expression data. However, as will be discussed below, the level of resolution of digital models of the Drosophila brain can be increased significantly beyond that of compartments by incorporating neuronal lineages and their tracts, and relating them to compartments (lineage-compartment models, or LC models). Finally, for the small brain of the early (first instar) larva, we have initiated a project based on serial electron microscopy (EM) which allows users to generate models of small volumes of neuropile (microcircuit models; see below).
Synopsis of Drosophila brain development
The Drosophila central brain is formed by a stereotyped set of approximately 100 neuroblasts that appear in the early embryo (Younossi-Hartenstein et al. 1996, Urbach and Technau 2003) . Neuroblasts divide in a stem cell mode; each neuro blast produces a lineage of 10 to 16 cells (primary neurons and glia) during the embryonic period (figure 4a). Neurons that belong to one lineage remain clustered together; likewise, their axons form a coherent bundle (primary axon tract, or PAT; figure 4b, 4c). Primary axons then elaborate interlaced axonal and dendritic arbors which, together with sheathlike processes formed by glial cells, establish the neuropile compartments of the larval brain (figure 4c). After a period of mitotic quiescence that lasts from midembryogenesis to midlarval development, neuroblasts resume their activity, undergoing between an estimated 40 to 75 additional rounds of mitosis (figure 4d). Similar to primary axons, axons of a given secondary lineage fasciculate with each other, thereby forming a discrete bundle (secondary axon tract, or SAT) within the brain cortex and neuropile (figure 4d; Dumstrei et al. 2003, Pereanu and . SATs most often remain a single, undivided tract as they enter the neuropile (figure 4d); in certain lineages, the SAT splits into two or even three branches at the cortex-neuropile boundary, and these SAT branches travel along separate pathways in the neuropile (figure 4d, arrow). Secondary lineage tracts do not terminally differentiate in the larva. Thus, unlike primary neurons of the late embryo, dendritic and axonal terminal branches are not formed. A notable exception is the mushroom body, whose neurons differentiate continuously as they are added during the larval period. Differentiation of all other secondary neurons takes place during the pupal period, when remodeled primary neurons become integrated with evolving secondary lineages into adult circuits. At this stage, proximal branches (dendrites) and terminal branches (axons) grow out at specific locations.
The aforementioned survey of Drosophila brain development suggests that neural lineages form structural and, possibly, functional modules with a number of generic properties. Neurons that belong to one lineage remain together. Thus, in the late embryo as well as in the late larva, markers for immature neurons label tight clusters of cells ( figure 4b, 4d ). More important, axons emitted by neurons of one lineage also form one tight bundle, the primary and secondary lineage axon tracts ( figure 4c, 4d ). This means that neurons of one lineage share their principal trajectory; they form a unit of projection. Furthermore, when morphological differentiation continues with the formation of axonal and dendritic branches, the locations where this branching occurs seems also to be quite similar for all of the neurons belonging to that lineage, suggesting that lineages also form units of connectivity (figure 4c). This is particularly true for the proximal branches. Thus, most, if not all, lineages emit a dense tuft of branches at the point at which the neurites enter the neuropile. These branches, proven to be dendrites in some lineages and suspected to be dendrites in many others, define a compact neuropile compartment or subcompartment which may very well represent a functional module of the brain. Wellstudied examples for this notion are the calyx of the mushroom body, or the antennal lobe. The calyx is formed by tightly packed, highly branched dendrites of approximately 2000 neurons that belong to four lineages. These four lineages carve out four more or less nonoverlapping subcompartments within the calyx (Ito et al. 1997) . Similarly, the antennal lobe that receives olfactory input from the antenna is formed by dendrites of several hundred neurons that belong to three or four lineages (Stocker 1994, Pereanu and . Neurons of one of these lineages branch widely throughout the entire antennal lobe (the so-called multiglomerular neurons; figure 5 ); another lineage possesses neurons that have more restricted dendrites that define small subcompartments, the glomeruli, within the antennal lobe.
Modeling the macrocircuitry of the developing Drosophila brain
In the following sections we describe the macrocircuitry of the Drosophila brain at the embryonic, larval, and adult stages of development.
Neuroblasts and primary lineages of the early embryo. The neural primordium during early embryogenesis consists of proliferating neuroblasts and their growing lineages (figure 6). Neurodevelopmental studies that use the early fly embryo as a model are concerned mostly with the molecular mechanism controlling neuroblast (stem cell) division, the distribution of cell fate determinants from neuroblast to progeny, and signaling interactions among neuroblasts or neighboring tissues (Fuerstenberg et al. 1998 , Doe and Bowerman 2001 , Brody and Odenwald 2002 , Skeath and Thor 2003 . Brain neuroblasts form a population of approximately 100 cells, closely packed in a single layer that represents the curved surface of the early brain primordium (figure 6a). Each neuro blast possesses a unique genetic identity that can be visualized using the appropriate markers. Two-dimensional maps of brain neuroblasts showing the location of neuro blasts and the expression of genes in specific neuroblasts have been published (figure 6b; and Technau 2003). However, these maps depict early embryos and, so far, do not allow one to establish the genetic identity of lineages in the late embryo or larva. A digital model that features all neuroblasts and their early lineages in the spatial context of the embryo is highly desirable, and it is currently being generated. Prepared for several stages at a few appropriate intervals, it will be possible to enter for each lineage the "history" of gene expression, and to follow the developmental fate of lineages. For efficient generation of models of populations of closely packed cells, we developed a 3-D modeling plug-in for ImageJ, designed for confocal stacks but able to accept data from conventional sections (www.mcdb.ucla.edu/ Research/Hartenstein/software). A model of the neuroblast population, highlighting cells expressing the marker svplacZ, is shown in figure 6c.
Late embryo: Pioneer tracts, primary lineages, and PATs.
Neurons and glial cells differentiate during the second half of embryogenesis. Initially, a highly stereotyped subset of early differentiating neurons forms a scaffold of pioneer tracts (figure 7a). Soon thereafter, all lineages produce axon bundles (PATs) that orient themselves along the preexisting pioneer scaffold (figure 7a). Up to stage 16 (75% of development), cells are visibly grouped according to lineage. Structurally, a lineage can be most easily defined by the position and trajectory of its compact PAT. Initially, PATs consist of mostly short, unbranched axons that converge in the center of the brain primordium. The PATs add up to the "nucleus" from which the brain neuropile is formed. Neuropile formation proceeds by branching of the PATs (see figure 4c) . We have generated a model that provides a map of the pioneer tracts (figure 7b) and associated PATs as a scaffold to which the emerging neuropile compartments are related (figure 7c; YounossiHartenstein et al. 2006) . Primary lineages are classified according to position and compartmental relationship. In several cases, the expression pattern of transcription factors that are active in subsets of neuroblasts and their descendant lineages has been mapped on the lineage model (figure 7d, e; Sprecher et al. 2007 ).
The mature larval brain: Functioning neuronal circuit and differentiating neural primordium. The late larval brain incorporates embryonically produced primary neurons forming a deep "core cortex," surrounded by secondary lineages. Secondary lineage tracts (SATs) penetrate the neuropile or travel along the neuropile surface for variable distances (figures 4d, 8a). Each secondary lineage, or, in some cases, a small group of two or three contiguous lineages, forms a tract with a highly invariant and characteristic trajectory within the neuropile. Typically, tracts of several neighboring lineages bundle together in the neuropile to form what we have termed "secondary tract systems. "As outlined further below, these fiber tracts develop into the long axon tracts that form the macrocircuitry of the adult brain. The trajectories of SATs correlate with the location of the neuronal lineages to which they belong. Tracts of lineages that are neighbors in the cortex travel more or less parallel to each other and reach the neuropile at similar positions (see the BLV [basolateral ventral] lineages in model in figure 8c , right panel). It is possible, just as for the primary lineages, to assign groups of neuroblasts and their lineages to the individual neuropile compartments (figure 8c, middle panel; Dumstrei et al. 2003, Pereanu and . The neuropile compartment contacted by the SAT tracts and SAT trajectories within the neuropile were therefore used as the main criterion to identify each lineage and order lineages into discrete groups. Work is currently under way to link the primary lineages that can be identified in the late embryo with the corresponding secondary lineages visible in the mature larva. This requires the use of lineage-specific markers expressed continuously from embryo to larva (and beyond), as well as labeled clones that are induced in the embryo, and therefore include both the primary and the secondary component of the labeled lineage.
Pupal and adult brain: Reorganization and terminal differentiation of neural lineages and compartments. During the pupal stage (i.e., metamorphosis), some of the primary and secondary neurons undergo apoptotic cell death; most primary neurons are remodeled and integrated into adult circuits. Despite this remodeling, gross neuropile compartmentalization is largely maintained throughout the pupal period, which makes it possible to follow compartments from the late embryo into the adult brain ( figure 9 ). The long axon bundles formed by secondary lineages in the larva also remain visible throughout the pupal period. These fiber systems evolve into the long fiber tracts that have been identified for the adult brain (figure 10). Being able to follow compartments and fiber tracts from the larval period onward allows one to determine point of origin and destination of a given tract. This provides inroads into the study of connectivity of the adult brain. At present, unlike for vertebrate brains, our knowledge of the "macroconnectivity" of the insect brain is very rudimentary. We know about only a few fiber bundles, such as the antenno-cerebral tract connecting the antennal compartment with the calyx. Other tracts have been tentatively named on section-based maps of the adult brain (e.g., Strausfeld 1976), but the beginning and ending of these tracts remains largely unclear, and the tract names suggested are not in wide use.
The analysis of the SATs will allow for a new and systematic effort to unravel the macroconnectivity of the brain. The information provided by this approach will be invaluable in the long run for genetic studies of neural function and behavior. As it stands, efficient screens for genes associated with specific behaviors are feasible and have been performed. However, in the absence of information regarding how the behavior in question is controlled by specific fiber connections, and how the expression of the corresponding gene is related to these connections, the understanding of genetic control of behavior remains very superficial. LC models linking adult compartments or tracts with lineages and their genetic records will be an important step to remedy this situation.
Standardization of the models
One of the uses of digital models is as 3-D archives of function, pathology, and gene and protein expression patterns. The idea, advertised and instituted for human systems (Strachan et al. 1997 , Kerwin et al. 2004 ) and a number of genetic model systems (e.g., Carson et al. 2002 , Baldock et al. 2003 , Visel et al. 2004 ), is to transfer a digital representation of the expression patterns of genes in a given structure (and at a given stage) into an atlas model of that structure. This implies that one incorporates the data sets from many experiments into one digital framework-the atlas model. How is this done?
The first step in creating a standardized neuroanatomical model is to bring the data sets from multiple specimens into a common coordinate system with each other, a process called registration. Registration can be either rigid (translation, rotation, or scaling) or nonrigid (including any type of elastic deformation). For the Drosophila brain, the data set is created primarily using confocal microscopy to generate a series, or stack, of grayscale images. Several nonrigid registration methods exist which attempt to register two data sets based on the grayscale values, including an optical flow algorithm (Baillard et al. 2001 ) and fluid registration (Crum et al. 2001) . However, because of the complexity required in creating a standardized brain model, a process called "labeling" is used to insert additional information into the data set to aid the registration process. Labeling in this sense consists of using computer software (such as the Image Segmentation tool in Amira) to manually or semiautomatically indicate which anatomical structure each voxel of the data set belongs to. This process is useful because current software is unable to recognize the complex neuroanatomical structures represented in the data set.
The registration techniques described above have been used for creating standardized models of the adult neuropile compartments in Drosophila (Rein et al. 1999) . Digital compartment models (C models) encompassing the entire adult brain have been also created for the bee and the cockroach (Chiang et al. 2001 ). Use of these standardized models is still at an early stage; however, much novel insight has already been gained in comparing morphometry (for example, a mutant phenotype that would otherwise not be recognizable) and cata loguing expression patterns of various Gal4 lines.
Models have been proven especially useful for the study of the antennal lobe and the olfactory pathway. The antennal lobe constitutes the sensory neuropile for antennal and labial olfactory afferents. Like the vertebrate olfactory bulb, the antennal lobe is subdivided into a large number of glomeruli (Drosophila has approximately 40). Olfactory sensory neurons that share a common type of smell receptor converge upon one glomerulus. Furthermore, olfactory interneurons targeted by the sensory axons (projection neurons) innervate specific glomeruli, and project to a distinct domain in the secondary olfactory neuropile of the calyx and lateral horn. Laissue and colleagues (1999) generated a digital atlas of the Drosophila adult antennal lobe; similar models have been published for several other insect species (Galizia et al. 1999 , Berg et al. 2002 , Kanzaki et al. 2003 , Smid et al. 2003 . These maps have served many workers in the field as the basis to recognize and label sensory afferents and second order neurons, and to visualizing neural function in the live brain (Jefferis et al. 2001 , Marin et al. 2002 , Wong et al. 2002 .
We have considered so far the standardization of C models. What about lineage models (L models)? As outlined above, lineages are characterized by the location of their cell bodies and, most important, the path of their SAT. But just how similar are corresponding SATs in different specimens? Can one standardize them, and thus tag each lineage with a uniquely identifiable set of SAT characteristics? In contrast to neuropile compartments, SATs are thin, linear structures bending in 3-D space. Even if the corresponding SATs of two brains were to differ by only a few micrometers in location, the overall overlap of the volume occupied by the two SATs would be minimal. For this reason, algorithms used to generate standardized maps of compartments cannot be applied to the standardization of SATs. Instead, another approach has been taken. Thus, the trajectory of an SAT can be described as a unique sequence of chained points in space, with specific relationships to one another. One can perform a sequence analysis on the vectors that describe the transition from one point to the next in the SAT's path. Using standard mathematical tools used (for example, to analyze DNA nucleotide sequences), one can not only uniquely score any two projection bundles for similarity but also generate consensus sequences: average projection bundles. A standardized L model showing the standardized trajectories of secondary lineages has been generated (Cardona et al. 2008; see www.ini.uzh.ch/ acardona/trakem2html) . Aside from quantifying the variability in axonal trajectories, the model can be used for efficient recognition of individual labeled lineages.
We have tested the feasibility of warping patterns of genes expressed in a lineage pattern (i.e., in few, complete lineages) with engrailed (figure 11; Pereanu and Hartenstein 2004) . Shown in figure 11 is the expression pattern of the engrailed gene in the Drosophila third-instar larva warped into an atlas LC model of the same stage. Warping was performed manually using the Amira software package using only rigid transformations such as translation, rotation and uniform scaling. By comparing the position of the volume-rendered engrailed lineage with each of the lineages consecutively, it was determined that the DALv3 lineage (one of the roughly 100 uniquely identifiable lineages) expresses this gene. We consider it realistic to expect other expression patterns that coincide with discrete lineages (or groups of lineages) to be deposited in the same manner into the larval brain model. Thus, standardized LC models provide a level of resolution that appears to be appropriate for documenting and modeling gene expression patterns in the larval brain, as well as at other stages of development.
Modeling microcircuits
The preceding sections discussed aspects of the macrocircuitry of the developing fly brain, including compartments and neural lineages whose arborizations, as a whole, defined the compartments and their interconnections. What is known about the microcircuitry, and what might be realistic approaches for modeling elements of the microcircuitry? A neuropile compartment is formed by interconnected intrinsic and extrinsic elements. Extrinsic elements are afferent neurites (axons) that provide input to the compartment (figure 12a). The afferents can be primary sensory axons (e.g., olfactory afferents to the antennal compartment) or axons of central neurons belonging to other compartments. In many cases, it is the extrinsic (afferent) elements that define the compartment. Intrinsic elements comprise local interneurons whose arborizations are confined to the compartment, and projection (or principal) neurons whose neurites project out of the compartment and serve as afferents to other compartments.
The ways in which the aforementioned structural elements of a compartment are interconnected are generically described as feedforward excitation and inhibition, lateral excitation and inhibition, and recurrent excitation and inhibition. In well-studied cases (from both vertebrate and insect brains), extrinsic afferents provide forward excitation by synapsing on the dendrites of projection neurons; in parallel, afferents carry forward inhibition by synapsing on local interneurons which in turn form inhibitory (GABAergic) synapses on projection neurons (DeFelipe et al. 2002) . Lateral excitation/inhibition takes place within the compartment: projection neurons, either directly or through local interneurons, connect to neighboring neurons within the same compartment. Recurrent excitation/inhibition involves extrinsic fibers originating in a compartment that receives input from the compartment in question. Thus, projection neurons of compartment A carry input to compartment B; projection neurons of compartment B signal back to compartment A (figure 12a).
Electron microscopic studies where individual neurons were labeled in order to identify input and output synapses made onto or from a given cell have shown that the type of connections described in general above exist in insect brain compartments (figure 12b; Watson and Schürmann 2002) . Afferent fibers carrying feedforward or recurrent input terminate on dendritic branches of projection neurons and local interneurons. Typically, the axonal, presynaptic terminal arborizations are relatively large diameter (1 to 3 micrometers [µm]) boutons or varicosities, whereas postsynaptic dendritic arborizations are small (0.1 to 0.3 µm). Furthermore, most synaptic contacts are triadic, with one presynaptic site contacting two postsynaptic sites (figure 12b). Lateral connections between neighboring projection neurons of the same compartment are made (as in vertebrates) through interneurons, but also through dendro-dendritic synapses, which are rare or absent in most vertebrate neuropiles. Output and input synapses are often spatially separated: with their proximal, thick branches dendrites form output synapses; with fine terminal branches, they receive input synapses (Peters et al. 1986 , Watson and Pflüger 1989 , Distler and Boeckh 1997 , Distler et al. 1998 , Sun et al. 1997 , Yasuyama et al. 2002 , 2003 . However, situations where out- put and input synapses are intermingled are known as well (e.g., Watson and Burrows, 1983) .
The exact manner in which the above-described connections are formed determines the function of a microcircuit. Thus, the way in which a given principal neuron is tuned to a specific input stimulus, or the pattern of electric activity triggered in this neuron when providing a specific input, depends on the distribution of excitatory and inhibitory synapses that connect the neuron with its neighbors (Kozloski et al. 2001 , Martin 2002 , Silberberg et al. 2005 , Douglas and Martin 2004 , Foldy et al. 2005 . The analysis of microcircuits is of great importance. All acts of fine motor control, memory formation, and cognition can be understood only if the microcircuitry of the underlying brain regions is known. Likewise, the insight into psychiatric disease mechanisms and their pharmacological treatment requires brain microcircuitry to be known. For example, recent findings clearly indicate that diseases like schizophrenia or autism can be understood in terms of abnormalities in the microcircuitry of the prefrontal cortex (Winterer and Weinberger 2004, Harrison and Weinberger 2005) . In this region of the brain, which is the principal part of the working memory system, connections providing recurrent excitation are balanced with lateral intracortical inhibition. Dopamine, a transmitter known to be involved in psychosis and antipsychotic drug effects, mainly acts by D1-and D2-receptor-mediated effects on projection neurons (pyramidal cells) and inhibitory local inter neurons.
Serial electron-microscopy sectioning, image acquisition, and postprocessing Because of their size, which ranges between 0.1 and 0.5 µm, synaptic connections can be conclusively shown only through EM. Since the acquisition of complete series of EM sections and their subsequent photographic documentation and analysis requires a considerable effort, studies of microcircuitry have so far been restricted to small parts of neurons or neuropile compartments in insects (e.g., Watson and Burrows 1983 , Yasuyama et al. 2002 , 2003 . It was unrealistic to consider serially reconstructing even small brains, like the early larval brain of Drosophila with a diameter less than 50 µm (the size of one large vertebrate neuron). The problem is now solvable with digital image recording and specialized software for both image acquisition and postprocessing, and several groups have begun to generate stacks of digitized images from serial EM sections. In the case of vertebrate brains, such analysis is feasible only for small aliquots of brain tissue. The underlying assumption is that large brain areas like the neocortex are essentially built in a stereotypical manner, such that many of the principles of microcircuitry that emerge from the analysis of one tissue aliquot will be largely applicable to other cortical domains.
Insect brains offer the advantage of a much smaller size. Thus, the early larval brain of fruit flies, formed by approximately 1400 differentiated and functional nerve cells, measures approximately 50 µm across; the neuropile by itself is less than 30 µm. We have generated a relatively complete series of sections (less than 5% missing) of the early larval neuropile. Each of approximately 500 sections was photographed digitally at 5000x magnification and "stitched" into a montage. To that end, we use the software Leginon (from the Automated Molecular Imaging group at the Scripps Institute in San Diego) for the automatic acquisition of serial sections across multiple grids. The software first images the entire grid at low resolution, then identifies the serial sections present in the grid, and then automatically acquires tiles for each section.
Acquired tiles require extensive post-processing. In collaboration with Pavel Tomancak, at the MPI for Cellular Molecular Biology and Genetics in Dresden, we have developed proper software that is optimally adapted to our material (Cardona et al. 2008) . Three main problems require special attention: (1) histogram correction, by which we mean the enhancement and homogenization of brightness and contrast across all image tiles composing a montage, including removal of uneven background illumination, to eliminate artifactual edges; (2) the composition of accurate twodimensional montages from series of overlapping tiles from the same section; and (3) the registration of each serial section with its preceding one.
Histogram correction and illumination unevenness is handled automatically. Our software first estimates the residual black-field by computing a large median filter on selected blank tiles, which is then subtracted from each tile. Tile stitching of tiles into one montage is handled with a combination of Fourier-based unweighted phase-correlation tied to a crosscorrelation accuracy check. The program brings each image to Fourier space (a decomposition of the image into overlapping two-dimensional sine waves from which the original image can be reconstructed), and then computes the x,y translation in the plane of the phase component of the sine waves of one image relative to the other (after Kuglin and Hines 1975) , which gives us the relative position of the second tile to the first. To evaluate the accuracy of the result, the program scores the match by cross-correlating both images; that is, for the obtained overlapping window between both tiles, all pixels are subtracted, and the score should approach zero. Unweighted phase-correlation is not only very fast but also very accurate and noise resistant for EM images, and thus our first choice.
For the registration of consecutive slices, our software auto matically extracts corresponding landmarks using the Scale Invariant Feature Transform method (Lowe 2004) , which represents similarly appearing structures in both slices. An affine transformation model is built after rejecting false matches using the Random Sample Consensus method (Fischler and Bolles 1981) .
The entire series of software modules dealing with image stitching and registration was integrated into a package, TrakEM2, which is based on ImageJ, an image sponsored by the National Institutes of Health image processing platform (www.ini.uzh.ch/~acardona/trakem2.html). An annotated stack of larval neuropile sections made available on the Web (http://fly.mpi-cbg.de/) can already be browsed and analyzed (figure 13b). One approach to make use of this large collection of data is to model cellular elements contained within micro scopic volumes (microcubes; figure 13c ) located at specific positions within the neuropile (figure 13b). Shown in figure 13c and 13d is a digital model of a microcube of neuropile straddling the border between cortex and neuropile. At the bottom of the model, neuronal cell bodies (in the cortex) project their bundled neurites into the neuropile (top of model). Dendritic branches (shades of blue) and terminating axons (boutons, varicosities; shades of red), as well as fine processes of neuropile glial cells (green), fill the volume of the microcube. It is now possible to quantitatively analyze parameters of microcircuitry (e.g., synaptic density; distribution and density of branchpoints; ratio of axonal versus dendritic arborizations) in different areas of the neuropile.
Toward an understanding of brain architecture and function: Connecting the big and the small
In the analysis of brain architecture, as in many other areas of science, one traditionally faces a fundamental trade-off: one can either study a large volume at low resolution (macroarchitecture), or a small volume at high resolution (microarchitecture). However, the domains of the large and the small are intimately linked: one cannot be understood without the other. While the large provides the framework in which the small is contextualized, the small provides the details necessary to understand the nature of the different components of the large.
New technologies continuously push the boundary of the definition of what is a large or a small volume, and what is a low or a high resolution. The goal of the computer-based studies summarized above is to generate a working platform where the documentation and analysis of macroarchitecture and microarchitecture meet. "Macroarchitecture" would include structures that are identifiable at the light microscopic level, such as neuronal lineages, neuropile compartments and major axon tracts. Mapping these structures creates a framework of anatomical modules connected by axon tracts; emphasizing lineages also enables us to relate the architecture of the brain to domains of gene expression. "Microarchitecture" speaks of the terminal axons and dendrites and their connections which fill the volume of each compartment, and which are ultimately responsible for the functional output of the brain. Having built a macroarchitectural framework of the fly brain, one can purposefully select small volumes of brain neuropile and, one after another, reconstruct their microarchitecture. This approach outlines a step-by-step path towards the ultimately goal, that is, a complete EM-based reconstruction of neurons and their connections within the brain neuropile. 
