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Introduction
In this paper we study the behavior for t small and positive of C 2,1 nonnegative solutions u(x, t) and v(x, t) of the system 0
in Ω × (0, 1), (1.1) where λ and σ are nonnegative constants and Ω is an open subset of R n , n ≥ 1. More precisely, we consider the following question. and what are the optimal such h 1 and h 2 when they exist?
We call a function h 1 (resp. h 2 ) with the above properties a pointwise bound in compact subsets for u (resp. v) as t → 0 + .
We shall see that whenever a pointwise bound as t → 0 + in compact subsets of Ω for nonnegative solutions of (1.1) exists, then u or v (or both) are heat bounded as t → 0 + .
The literature on scalar and systems of parabolic equations is quite vast. A good source for this material is the book [11] . However, very little attention has been paid to systems of parabolic inequalities, and, as far as we know, all results deal with a very different aspect of these inequalities; namely the nonexistence of global solutions. See for example [3, 4, 10] .
Let us mention some of the methods and tools we use to study Question 1. First and most noteworthy of these are some new results for linear and nonlinear heat potentials. To motivate them recall that if f : R n → R, n ≥ 3, is a nonnegative measurable function, α ∈ (0, n) is a constant, and
is a fundamental solution of −∆ in R n then the Riesz potential of f is given by the convolution Γ n−α n−2 * f.
It has been extensively studied because of its usefulness in potential theory and the study of elliptic PDEs. See for example the books [12, 1, 9] . Three important results concerning the Riesz potential operator, which are relevant to this paper, are Hedberg's inequality [6] ; the Hardy-LittlewoodSobolev inequality (see [12, p. 119] ); and estimates for the nonlinear potential Γ n−α n−2 * Γ n−β n−2 * f σ first studied in [8] . A crucial tool for the proofs of these results is the celebrated Hardy-Littlewood maximal function inequalities (see [12, p. 5] ). In our study of Question 1 there arises naturally the need to obtain similar results for the convolution Φ n+2−α n * f, (1.5) where f : R n × R → R, n ≥ 1, is a nonnegative measurable function, α ∈ (0, n + 2) is a constant, and Φ is the fundamental solution of the heat operator given by (1.4) . These new results for the heat potential operator (1.5) are stated and proved in Section 3 using a modified version of the Hardy-Littlewood maximal function inequalities in which Euclidean balls in R n are replaced with heat balls in R n × R. Two other tools required are a Moser type iteration (see Lemma 4.6 ) and a representation formula given in Lemma 4.1 for nonnegative super temperatures which is the parabolic analog of the Brezis-Lions representation formula [2] for nonnegative superharmonic functions.
Statement of results
In this section we state our results for Question 1. We can assume without loss of generality that σ ≤ λ.
If λ and σ are nonnegative constants satisfying σ ≤ λ then (λ, σ) belongs to one of the following four pointwise disjoint subsets of the λσ-plane:
A := (λ, σ) : 0 ≤ σ ≤ λ ≤ n + 2 n B := (λ, σ) : λ > n + 2 n and 0 ≤ σ < 2 n + n + 2 nλ C := (λ, σ) : λ > n + 2 n and 2 n + n + 2 nλ < σ ≤ λ D := (λ, σ) : λ > n + 2 n and σ = 2 n + n + 2 nλ .
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where the constants λ and σ satisfy
and Ω is an open subset of R n , n ≥ 1. Then both u and v are heat bounded in compact subsets of Ω as t → 0 + , that is, for each compact subset K of Ω we have
By Remark 1.1, the bounds (2.3) and (2.4) are optimal.
The following two theorems deal with the case that (λ, σ) ∈ B.
Theorem 2.2. Suppose u(x, t) and v(x, t) are C 2,1 nonnegative solutions of the system (2.1) where the constants λ and σ satisfy λ > n + 2 n and σ < 2 n + n + 2 nλ (2.5)
and Ω is an open subset of R n , n ≥ 1. Then for each compact subset K of Ω we have
By the following theorem the bounds (2.6) and (2.7) for u and v in Theorem 2.2 are optimal.
Theorem 2.3. Suppose λ and σ satisfy (2.5) and ϕ : (0, 1) → (0, 1) is a continuous function satisfying lim t→0 + ϕ(t) = 0. Then there exist C ∞ positive solutions u(x, t) and v(x, t) of the system
and lim inf
The following theorem deals with the case that (λ, σ) ∈ C. In this case there exist pointwise bounds for neither u nor v. Theorem 2.4. Suppose λ and σ are constants satisfying λ > n + 2 n and
Let ϕ : (0, 1) → (0, ∞) be a continuous function satisfying
Then there exist C ∞ solutions u(x, t) and v(x, t) of the system
14)
The following theorem can be viewed as the limiting case of Theorem 2.2 as λ → ∞.
Theorem 2.5. Suppose u(x, t) and v(x, t) are C 2,1 nonnegative solutions of the system
where σ < 2/n and Ω is an open subset of R n , n ≥ 1. Then v is heat bounded in compact subsets of Ω as t → 0 + , that is, for each compact subset K of Ω we have
By Remark 1.1, the bound (2.15) is optimal. A consequence of the methods we use to prove the results in this section is the following simple, optimal, and apparently unknown result. The proof is, however, nontrivial being based on the representation formula in Lemma 4.1.
where γ ∈ R and Ω is an open subset of R n , n ≥ 1. Then for each compact subset K of Ω we have
In the next section we shall derive the analog of Hedberg's inequality for heat potentials as well as estimates for nonlinear heat potential which are crucial tools of our approach. More preliminary results are provided in Section 4. The proof of the main results will be given in Section 5.
3 Hedberg's inequality for heat potentials and nonlinear heat potential estimates
We define J α : R n × R → [0, ∞) for n ≥ 1 and 0 < α < n + 2 by
where Φ is the heat kernel (1.4). If f : R n × R → R is a nonnegative measurable function then we call the convolution
a heat potential of f . The main result in this section is the following theorem which gives estimates for the nonlinear potential J α * ((J β * f ) σ ). This potential is the nonlinear heat potential analog of the nonlinear Riesz potential first studied by Maz'ya and Havin [8] . See also [9, Chapter 10] .
Then there exists a constant C = C(n, α, β, σ, r) > 0 such that for all nonnegative measurable functions f :
For the proof of Theorem 3.1, we will need three auxiliary results of independent interest. Namely, (i) a heat potential analog of Hedberg's Riesz potential inequality; (ii) a heat ball analog of the Hardy-Littlewood maximal function inequality; and (iii) a new Sobolev inequality for heat potentials. These three results are stated below in Theorems 3.2, 3.3, and 3.4, respectively.
To precisely state these results we first need some definitions. If (x, t) ∈ R n × R, n ≥ 1 and r ∈ [0, ∞] then the set
is called a heat ball. Let d be the metric on R n × R defined by
For (x, t) ∈ R n × R and r > 0 let
be the open ball in the metric space (R n × R, d) with center (x, t) and radius r, and let
be the lower half of Q r (x, t). Under the change of variables
Thus for 0 ≤ a < b ≤ ∞ and β ∈ R we find that
and using the fact that
it is easy to check, for use in (3.10), that
and taking β = 0 = a and b = 1 in (3.10) we get
Lemma 3.1. There exists r 0 = r 0 (n) > 0 such that
Then s < t and making the change of variables (3.8) we have (3.9) holds. It follows therefore from the definition of E r (x, t) and (3.14) that
Hence max{|η|, √ −ζ} < r 0 . So
Thus (y, s) ∈ Q r 0 r (x, t). Hence, since s < t, we have (y, s) ∈ P r 0 r (x, t). 
The following theorem is the heat potential analog of Hedberg's Riesz potential inequality [6] .
Theorem 3.2. Suppose 0 < α < n + 2 and 1 ≤ p < n+2 α are constants and f : R n × R → R is a nonnegative measurable function. Then
where C = C(n, α, p) is a positive constant and
is the heat ball analog of the Hardy-Littlewood maximal function.
Proof. Let ρ > 0. Then
It follows therefore from (3.13) and (3.17) that
where C = C(n, α) is a positive constant. Let q be the conjugate Hölder exponent of p. Then
and thus
n . Hence by (3.10), (3.11), (3.13), and Hölder's inequality we get
where C = C(n, α, p) is a positive constant. Taking
and adding (3.18) and (3.19) yields (3.16).
The following theorem is is the heat ball analog of the strong Hardy-Littlewood inequality for the maximal function (3.17).
where C = C(n, p) is a positive constant and M f is given by (3.17).
Proof. The theorem is trivially true if p = ∞. Hence we can assume 1 < p < ∞. Let r 0 be as in Lemma 3.1. By (3.12) and (3.13) we have
Thus by Lemma 3.1,
Hence to complete the proof, it suffices to prove (3.20) with M f replaced with M f . To do that we need the following d-ball analog of the weak Hardy-Littlewood inequality for the maximal function (3.21). By a d-ball we mean a ball in the metric space (R n × R, d).
Proof. Let λ > 0 be fixed. For each (x, t) ∈ { M g > λ} there exists, by the definition of M g, r(x, t) > 0 such that
Since g ∈ L 1 (R n × R), the radii r(x, t) of the balls Q r(x,t) (x, t), (x, t) ∈ { M g > λ}, are bounded. Thus by the Vitali covering lemma we can find among these balls a sequence {Q j } of pairwise disjoint balls such that
Hence
Returning to the proof of Theorem 3.3, for each λ > 0, we define
Thus, by Proposition 3.1,
f (y, s) dy ds. 
f (y, s) dy ds dλ
where the last equation follows from Lemma 3.2 with b = 1, a = p − 2, α = 2, m = n + 1, and g = f .
The Sobolev inequality for heat potentials is given in the following theorem.
Theorem 3.4. Suppose 0 < α < n + 2 and 1 < p < n+2 α are constants and f : R n × R → R is a nonnegative measurable function. Let
where C = C(n, p, α) is a positive constant.
Proof. By Theorems 3.2 and 3.3 we have
We are now able to prove Theorem 3.1.
Proof of Theorem 3.1. Let g = (J β * f ) σ . By Theorem 3.2, we have
and
Estimate (3.24) implies
It follows from (3.3) that there exist s ∈ (r, (n + 2)/β) and p ∈ (1, (n + 2)/α) such that
By Theorem 3.4 we have
We now use (3.27) and (3.25) in (3.23) to obtain
Finally, using the estimate
∞ by (3.26).
Let Ω = R n × (a, b) where n ≥ 1 and a < b. The following theorem gives estimates for the heat potential
where Φ is given by (1.4) and α ∈ (0, n + 2).
Theorem 3.5. Let p, q ∈ [1, ∞], α, and δ satisfy
where
for some constant C = C(n, α, δ) > 0. (3.31) Theorem 3.5 is weaker than Theorem 3.4 in that the second inequality in (3.29) cannot be replaced with equality. However it is stronger in that the cases p = 1 and q = ∞ are allowed. These cases will be needed in Section 5 to prove Theorem 2.2.
Proof. This proof is a modification of the proof of Lemma 7.12 in [5] dealing with Riesz potentials. Let β = 
and for s < t we have
Hence, letting X = (x, t), Y = (y, s), and h = Φ β we have
where M is given by (3.31). Since r q
Thus by Hölder's inequality and the fact that
we have
So by (3.32)
by (3.33). Hence (3.30) follows from (3.29).
Preliminary lemmas
In this section we provide some lemmas needed for the proofs of our results in Section 2.
Lemma 4.1. Suppose u is a C 2,1 nonnegative solution of
where Hu = u t − ∆u is the heat operator and R is a positive constant. Then
and there exist a finite positive Borel measure µ on B √ 2R (0) and a bounded function h ∈ C 2,1 (B √ R (0) × (−R, R)) satisfying
Φ(x − y, t − s)Hu(y, s) dy ds, (4.6)
and Φ is the heat kernel (1.4).
Proof. When R = 1, Lemma 4.1 was proved in [13] . The proof of Lemma 4.1 for R any positive constant is obtained by scaling the R = 1 case.
Watson [14] provided another representation formula for distributional solutions of (4.1) in terms of integral potentials involving the Green function of the heat operator. See also Hirata [7] . 
Thus by (4.5) we see that
To prove our results in Section 2, it will be convenient to use instead of the sets P r (x, t) and E r (x, t) the sets P r (x, t) and E r (x, t) defined by
for (x, t) ∈ R n × R and r > 0. (4.9)
It follows from (3.12) and (3.13) that
Also, by Lemma 3.1, E r (x, t) ⊂ P r 2 0 r (x, t) (4.12)
where r 0 = r 0 (n) is as in Lemma 3.1.
Lemma 4.2. Suppose (x 0 , t 0 ) ∈ R n × R and r > 0. If (x, t) ∈ P r (x 0 , t 0 ) and (y, s) ∈ (R n × R) \ P 2r (x 0 , t 0 )
Proof. Case I. Suppose t 0 − 2r ≤ s < t. Then |x − y| ≥ ( √ 2 − 1) √ r and hence
Case II. Suppose s < t 0 − 2r. Then t − s ≥ r and hence
Case III. Suppose s ≥ t. Then Φ(x − y, t − s) = 0. Let {(x j , t j )} ⊂ K × (0, 1) be a sequence such that
Then for some subsequence of {(x j , t j )}, which we denote again by {(x j , t j )}, we have
Hu(x, t) dx dt → 0 as j → ∞, (4.16) and, for all a ≥ 1,
Φ(x − y, t − s)Hu(y, s) dy ds for (x, t) ∈ P t j /2a (x j , t j ) (4.17) where C > 0 does not depend on (x, t) or j (but may depend on a).
Proof. By taking a subsequence of {(x j , t j )} we can assume there exists x 0 ∈ K such that x j → x 0 as j → ∞, and, for some ε > 0, P 4ε (x 0 , 4ε) ⊂ Ω × (0, 1) and Hu(x, t) dx dt < ∞ (4.19) and, for (x, t) ∈ P ε (x 0 , ε),
Φ(x − y, t − s)Hu(y, s) dy ds (4.20)
where C > 0 does not depend on (x, t). However, for (x, t) ∈ P t j /2a (x j , t j ) and (y, s) ∈ P 2ε (x 0 , 2ε)\P t j /a (x j , t j )
we have by Lemma 4.2 that
and thus by (4.19) we find that
Φ(x − y, t − y)Hu(y, s) dy ds < C t n/2 j for (x, t) ∈ P t j /2a (x j , t j ).
Inequality (4.17) therefore follows from (4.20). Finally, (4.18) and (4.19) imply (4.16).
where γ is a real constant. Then
If, in addition, γ > n + 2 and v(x, t) is a C 2,1 nonnegative solution of
Proof. For the proof of (4.22) we can assume γ ≥ n + 2 because increasing γ to n + 2 weakens condition (4.21) and does not change (4.22). Suppose for contradiction that (4.22) is false. Then there exists a sequence {(x j , t j )} ⊂ Ω 2 ×(0, 1) such that t j → 0 as j → ∞ and either
By taking a subsequence, we have by Lemma 4.3 with Ω = Ω 1 , K = Ω 2 , and a = 2 applied to the function u that the sequence {(x j , t j )} satisfies 
where A is a positive constant which does not depend on (x, t) or j. Define r j ≥ 0 by
Hu(x, t) dx dt → 0 as j → ∞ (4.29)
by (4.16). Then by (4.11) we have
because γ ≥ n + 2. Hence by (4.12),
Thus by (4.9), (4.28) and (4.29) we have for large j that
Hu(y, s) dy ds
Φ(x j − y, t j − s)Hu(y, s) dy ds.
So for large j we have
by (4.12) and the fact that R n Φ(x j − y, t j − s) dy ds = 1 for s < t j . Hence by (4.17) and (4.30) we find that
Φ(x j − y, t j − s)Hu(y, s) dy ds
as j → 0 which contradicts (4.25), (4.26) and thereby proves (4.22). Suppose for contradiction that (4.24) is false. Then there exists a sequence {(x j , t j )} ⊂ Ω 2 ×(0, 1) such that t j → 0 as j → ∞ and either
By taking a subsequence, we have by Lemma 4.3 with Ω = Ω 1 , K = Ω 2 , and a = 2 applied to the function u that the sequence {(x j , t j )} satisfies (4.27) and the function u satisfies (4.16) and (4.17). Thus for (x, t) ∈ P t j /4 (x j , t j ) we have by (4.23) that
Hence applying Lemma 4.3 to v with Ω = Ω 1 , K = Ω 2 , and a = 4 we get
Since σ > 2 n we find using (4.16) and (4.21) in Theorem 3.1 (with α = β = 2 and r = 1) that
as j → ∞.
Thus (4.33) contradicts (4.31, 4.32). This completes the proof of (4.24).
Lemma 4.5. Suppose u and v are C 2,1 nonnegative solutions of the system 0 ≤ Hu
where Ω is a open subset of R n , n ≥ 1. Let K be a compact subset of Ω.
in Ω × (0, 1) (4.37) then for some γ > n + 2 we have
Proof. We can assume for the proof of (i) (resp. (ii)) that
because increasing σ weakens the condition (4.34) 2 on v but does not change the estimates (4.35) or (4.38). Suppose for contradiction that (i) (resp. (ii)) is false. Then there exists a sequence {(x j , t j )} ⊂ K × (0, 1) such that t j → 0 as j → ∞ and
for all γ > n + 2). To obtain a single sequence {(x j , t j )} such that (4.42) holds for all γ > n + 2, one uses a standard diagonalization argument. By taking a subsequence we have by Lemma 4.3 that P t j (x j , t j ) ⊂ Ω × (0, 1),
Hu(y, s) dy ds → 0 and
Hv(y, s) dy ds → 0 as j → ∞, (4.43) and for (x, t) ∈ P t j/4 (x j , t j ) we have
Φ(x − y, t − s)Hv(y, s) dy ds (4.45)
where C > 0 does not depend on (x, t) or j. Define f j , g j :
where r j = t j /4. Making the change of variables (1.4) , (4.43), (4.44), and (4.45) we get
f j (η, ζ) dη dζ → 0 and
We now prove part (i). Define ε ∈ (0, 1) and γ > 0 by σ = 
Thus by Hölder's inequality
where Φ * (η, ζ) = Φ(η, −ζ). By (4.48) and (4.46) we have
and for (ξ, τ ) ∈ P 1 (0, 0) it follows from (4.34) 2 and (4.47) that
Substituting (4.51) in (4.50) and using (4.49) we get v(x j , t j ) ≤ C 1 √ t j n which contradicts (4.41) and thereby completes the proof of part (i).
We next prove part (ii). It follows from (4.46), (4.47), (4.48) and Lemma 4.2 that for R ∈ (0,
for (η, ζ) ∈ P 2R (0, 0) and
where C is independent of (ξ, τ ), (η, ζ), j, and R. It therefore follows from (4.34) 2 and (4.37) that for R ∈ (0,
Hence by (4.52) there exists a positive constant a which depends only on n, λ, and σ such that for R ∈ (0,
By (4.36) there exists ε = ε(n, λ, σ) ∈ (0, 1) such that σ < n + 2 n + ε and σ < 2 − ε n + ε + n + 2 n + ε
To show that (4.42) cannot hold for all γ > n + 2 and thereby complete the proof of (ii), it suffices by the definition of r j and f j to show for some γ > 0 that the sequence
To prove (4.55) we need the following result.
Lemma 4.6. Suppose the sequence
for some constants α ≥ 0, p ∈ [1, ∞) and R ∈ (0, 1 2 ]. Let β = αλσ + a where a is as in (4.53). Then either the sequence {r
or there exists a positive constant C 0 = C 0 (n, λ, σ) such that the sequence
Proof. It follows from (4.53) that
We can assume p ≤ n + 2 2 (4.61)
for otherwise from Theorem 3.5 and (4.56) we find that the sequence {N 4R (r α j f j )} is bounded in L ∞ (P 4R (0, 0)) and hence by (4.60) we see that (4.57) holds.
Define
where ε = ε(n, λ, σ) is as in (4.54). By (4.61), p 2 ∈ (p, ∞) and by Theorem 3.5 we have
where · p := · L p (P 4R (0,0)) . Since, by (4.54),
We can assume p 2 /σ ≤ (n + 2)/2 (4.65)
for otherwise by Theorem 3.5 and (4.63) we have
which is bounded by (4.56 
by (4.63). It follows therefore from (4.60) that
which is a bounded sequence by (4.56). It remains to prove that q satisfies (4.59) for some positive constant C 0 = C 0 (n, λ, σ). By (4.62) and (4.66) we have
Case I. Suppose λσ ≤ 1. Then by (4.67), (4.36), and (4.40) we get
Case II. Suppose λσ > 1. Then, by (4.67),
by (4.54).
Thus (4.59) holds with C 0 = min(C 1 , C 2 ). This completes the proof of Lemma 4.6.
We return now to the proof of Lemma 4.5(ii). By (4.46), the sequence {f j } is bounded in L 1 (P 2 (0, 0)). Starting with this fact and iterating Lemma 4.6 a finite number of times (m times is enough if m > 1/C 0 ) we see that there exists R 0 ∈ (0, 1 2 ) and γ > n such that sequence {r γ j f j } is bounded in L ∞ (P R 0 (0, 0)). In particular (4.55) holds. This completes the proof of Lemma 4.5(ii).
Proofs
In this section we prove the results in Section 2.
Proof of Theorem 2.1. Since increasing σ and/or λ weakens the conditions (2.1) on u and v, we can assume σ = λ = n+2 n . Let w = u + v. Then it follows from (2.1) that in Ω × (0, 1) we have Proof of Theorem 2.2. Since increasing σ weakens the conditions on u and v in (2.1) but does not change the estimates (2.6) and (2.7), we can, instead of (2.5), assume
Let {Ω i } be a sequence of bounded open subsets of R n such that
By Lemma 4.5(ii), for some γ > n + 2 we have
Hence by Lemma 4.4
for some p > n. Thus by (2.1),
Thus by Lemma 4.4 we get Φ where P r (x, t) is defined by (4.9). Then M > 0 and min
For the rest of this proof the variables (x, t) and (ξ, τ ) (resp. (y, s) and (η, ζ)) will be related by
Under this change of variables, (y, s) ∈ P r j (0, T j ) if and only if (η, ζ) ∈ P 1 (0, 0).
Then the support of ψ j is P r j (0, T j ) and
Since the functions ψ j have disjoint supports, f ∈ C ∞ ((R n × R)\{0, 0}). Also
Thus the functions u, v :
are C ∞ on R n × R\{(0, 0)} and they clearly satisfy (2.8) 2 and (2.10).
For (x, t) ∈ P r j (0, T j ) we have
Thus, letting
we find that
as j → ∞ which proves (2.9).
Also, for (x, t) ∈ P r j (0, T j ), it follows from (5.5) that
Proof of Theorem 2.4. Define p := λ + 1 λσ − 1 and q := σ + 1 λσ − 1 .
Thus by (2.11) 0 < q ≤ p < n/2. (5.6) By (5.8) and Theorem 3.5 we have
provided we decrease ε j if necessary. Also, for (x, t) ∈ Ω j we have |x| ≤ 4(T j − t j ) by (5.11); and thus using (5.11) again we obtain max (x,t)∈Ω j |x| 2 t ≤ 4(T j − t j ) t j − ε j ≤ 8(T j − t j ) t j → 0 as j → ∞ (5.14)
by (5.9). Hence there exists a positive number M , independent of j, such that for all (x, t) ∈ Ω j we have M Φ(x, t) ≥ 2/t n/2 j = 2w j (t j ) ≥ 2z j (t j ).
(5.15)
In order to obtain a lower bound for u j and v j in Ω j , note first that for t j − ε j ≤ s ≤ t ≤ a j + ε j and |x| ≤ H j (t) we have . Since |x| ≤ H j (t) ≤ H j (s), the center of the ball of integration in (5.16) is closer to the origin than the center of the ball of integration in (5.17). Thus, since the integrand e −|z| 2 is a decreasing function of |z|, we obtain (5.17). Since H j (s) ≥ 4(t − s), the ball of integration in (5.17) contains the ball of integration in (5.19) and hence inequality (5.18) holds. Using (5.18) and (5.19), we find for (x, t) ∈ Ω j that Φ(x − y, t − s) dy ds ≥ α n (w j (t) − w j (t j − ε j )) ≥ α n w j (t) − w j (t j ) and similarly Ω j Φ(x − y, t − s)z ′ j (s) dy ds ≥ α n z j (t) − z j (t j ).
It therefore follows from (5.13) that for (x, t) ∈ Ω j we have and similarly v j (x, t) ≥ α n z j (t) − 2z j (t j ).
Also, We thus obtain inequalities (2.12) by scaling the independent variables x and t.
Proof of Theorem 2.5. Theorem 2.5 follows from (and is actually the same as) Lemma 4.5(i).
Proof of Theorem 2.6. Theorem 2.6 follows immediately from the conclusion (4.22) in Lemma 4.4.
