The wettability of graphitic carbon and silicon surfaces was numerically and theoretically investigated. A multi-response method has been developed for the analysis of conventional molecular dynamics (MD) simulations of droplets wettability. The contact angle and indicators of the quality of the computations are tracked as a function of the data sets analyzed over time. This method of analysis allows accurate calculations of the contact angle obtained from the MD simulations. Analytical models were also developed for the calculation of the work of adhesion using the mean-field theory, accounting for the interfacial entropy changes. A calibration method is proposed to provide better predictions of the respective contact angles under different solid-liquid interaction potentials. Estimations of the binding energy between a water monomer and graphite match those previously reported. In addition, a breakdown in the relationship between the binding energy and the contact angle was observed. The macroscopic contact angles obtained from the MD simulations were found to match those predicted by the mean-field model for graphite under different wettability conditions, as well as the contact angles of Si (100) and Si(111) surfaces. Finally, an assessment of the effect of the Lennard-Jones cutoff radius was conducted to provide guidelines for future comparisons between numerical simulations and analytical models of wettability. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Carbon-based nanomaterials have been extensively investigated from the electrical, mechanical, and thermal perspectives; on the other hand, the characterization of these materials in aqueous environments has received relatively moderate attention; regardless of this, high quality investigations have been conducted on this topic. As early as 1940, Fowkes and Harkins 1 measured graphite contact angles in the range of 85.3
• -85.9
• . In 1970, Morcos 2 reported a contact angle of 84.2
• for cleavage graphite. The vast majority of these contact angle measurements were made in samples exposed to air. Schrader 3 conducted experiments in an ultrahigh vacuum environment and obtained a contact angle of 35
• ± 4
• . This large variation between the measured graphite contact angles in air and vacuum was attributed to the organic contamination of the samples. 3 In more recent investigations, contact angles of 98.3
• ± 5.1 •4 and 91 • ± 1 •5 were measured on highly ordered pyrolytic graphite (HOPG) surfaces exposed to air. Li et al. 6 assessed the effects of airborne hydrocarbon contamination on the wettability of graphene coated surfaces and HOPG. A contact angle of 64.4
• was measured on a free-of-contaminants graphite surface. Although the contamination of the graphitic surfaces had been reported by Schrader, 3 the findings by Li et al. 6 were somewhat unexpected and as a source of uncertainties in the review of the current investigations of the wetting transparency of graphene. a) E-mail address: bud.peterson@gatech.edu Molecular dynamics (MD) simulations have been used in previous investigations to evaluate the wettability of various surfaces. A number of methods have been developed to extract the macroscopic contact angle, θ ∞ , from the MD simulations. These include (1) a method in which the surface free energies are obtained from statistical calculations of the stresses 8 and algorithms such as the phantom wall. 9 Young's equation is then used to determine θ ∞ ; (2) the microscopic contact angles and droplet base radii are obtained from hemispherical droplets of different sizes, allowing θ ∞ to be obtained through data fitting using the modified Young's equation; (3) cylindrical liquid slabs are equilibrated over atomically flat surfaces, and assuming that the contact line is straight, the microscopic contact angle is considered to be similar to its macroscopic counterpart as predicted by the modified Young's equation.
Werder et al. 10 conducted a parametric analysis of graphite wettability using MD simulations. A calibration of the oxygencarbon Lennard-Jones (LJ) potential parameters (ε CO and σ CO ) was conducted to obtain θ ∞ = 86
• using the hemispherical droplet method. An oxygen-carbon potential cutoff radius, r c , of 10 Å and a two graphene layer substrate were sufficient to obtain consistent values of θ ∞ . In the calibration process, Werder et al. 10 observed a linear relationship between ε CO and the calculated contact angles. Moreover, a more fundamental linear relationship was found to exist between the binding energy (E b ) and the contact angle. Jaffe et al. 11 attempted to verify the results of the previous investigation. The effect of r c on the contact angle calculations, including hydrogen-carbon interactions, were reevaluated and appeared to justify the use of only two graphene layers to model the bulk graphite, based on an E b analysis. It was concluded that the previous recommendation for r c was not large enough to produce r c -independent contact angles. The investigation of Walther et al. 12 concluded a series of three articles published by the same group that addressed the wettability of carbon surfaces. In the last of the three publications, the authors applied the previously refined methods to account for impurities in the water as well as in the solid. References 10-12 are commonly taken as a starting point for any MD wettability analysis.
Scocchi et al. 13 performed a comparative analysis of graphite wettability using spherical and cylindrical droplets and proposed new LJ potential parameters to obtain an experimental value of θ ∞ = 127
• . Different wettability regimes for droplets of different sizes as well as a marked size effect in cylindrical droplet simulations were observed, when there should be none or minimum size effects. [14] [15] [16] Sergi et al.
17
observed deviations from the modified Young's equation for smaller droplets and a sudden transition from size-affected behavior to bulk calculations of contact angles from the MD simulations. In a more fundamental investigation, Wu and Aluru 18 used ab initio calculations to obtain the non-bonded interaction potentials between graphitic carbon and water. The resulting potentials were fitted to be applied in MD simulations and underpredictions of the contact angle were found when using these potentials compared to the calibrated ones. It was also observed that molecular models with similar E b led to different contact angle calculations and hypothesized that E b was not as important as previously suggested. Driskill et al. 19 reported a good agreement between the values of the binding and zero potential distances for graphene and water obtained via ab initio simulations and using empirical models; however, a wide range of binding energies were found from quantum calculations over the literature. Therefore, the empirical parameterization of LJ potentials was suggested as an alternative to ab initio derived potentials due to the different binding energies predicted and the adjustments necessary to be applied in a pairwise additive fashion.
Unlike the wetting characterization of graphitic-carbon surfaces, silicon has not been extensively investigated primarily because of the rapid natural growth of a SiO 2 layer when silicon is exposed to air. Barisik and Beskok 20 widely acknowledged this issue and reported a comprehensive review of the experimental investigations on the wettability of silicon. The contact angle of silicon has been reported to vary from 35
• to 96
• , but recent measurements on clean surfaces have narrowed down this range to somewhere between 86
• and 89
• . As a first estimate, Barisik and Beskok 20 assumed the contact angle of Si(100) to be 88
• and found the corresponding values of ε Si-O and σ Si-O to obtain this angle from MD simulations.
Mean-field (MF) theory has been successfully used to develop analytical models of wettability. 19, 21, 22 The MF theory essentially reduces the complexity of a many-body problem to an approximated single-particle averaged one. The singleparticle treatment of the wettability problem depends on an appropriate description of the density distribution of particles at the interface and on a single-particle potential. In most MF models of wettability, the work of adhesion only considers the solid-liquid interaction energy and neglects the interfacial entropy contribution. Recently, Taherian et al. 23 determined that the interfacial entropy accounts for ∼30% of the total work of adhesion in graphite. Taherian et al. 24 later developed an analytical model based on free energy perturbation theory to obtain the interfacial entropy. We propose a calibration method for a MF-based model of wettability to solve the problem of the overprediction of density using Boltzmann distributed particles. The calibration process is performed on the description of the water density distribution function for its utilization in a single-particle potential in order to match a given θ ∞ . We conducted a comparison between our model, a sharp-kinkapproximation (SKA)-based model, and data extracted from MD simulations. Not only accurate analytical predictions of θ ∞ but also other parameters obtained via MD were obtained for a wide range of surface affinities. Additionally, the capabilities of such model to predict E b and the contact angles as a function of r c were investigated. We corroborated the fact that there is a strong correlation between E b and the contact angle. Furthermore, we found a breakdown in this relationship by simply changing the interaction potential. On the MD modeling side, guidelines are proposed for conducting a thorough analysis of the data obtained from MD simulations of wettability during postprocessing. Accurate and reliable calculations are obtained by following the process suggested here for graphite and silicon surfaces in different crystallographic planes.
II. ANALYTICAL MODEL OF WETTABILITY INCLUDING INTERFACIAL ENTROPY
The analytical formulation of wettability begins from assuming that water and a solid substrate interact through a LJ potential given by
where r is the distance between two particles, ε ij and σ ij are the energy and distance parameters, respectively, and i j represent a pair of interacting atoms. Within the framework of the MD modeling of water wettability, ε ij and σ ij are the LJ parameters of the interaction between oxygen and the solid atoms since hydrogen-solid interactions are commonly neglected. If the solid substrate is assumed to infinitely extend in the x-y plane with a constant atomic density per unit area ρ s , the interaction potential between a water molecule and the substrate (w(z)) can be obtained from
where S represents the surface generated when the interaction zone of a single particle (spherical space) is truncated by a solid substrate and r ′ = x 2 + y 2 , z is assumed constant, and r lim =  r 2 c − z 2 is the integration limit of r 
where w(z) is defined in z ∈ [0,r c ]. For the particular case of graphitic-carbon, Eq. (3) represents the interaction potential between one graphene layer and a single water molecule. If it is assumed that van der Waals (vdW) interactions are additive, the single-particle potential for graphite (w N (z)) can be obtained by adding a number N of w(z) graphene potentials. This can be mathematically achieved by shifting w(z) a discrete distance k h 0 , where h 0 is the interlayer distance between graphene layers and k = {0, 1, 2, . . . , N − 1}. This is illustrated in
The function shift operation was performed in such a way that a direct application of Eq. (4) is possible without affecting z. Constants are not affected by shifting, but in this particular case if r c is not shifted together with z, w N (z) would be evaluated outside of its domain causing divergence at small r c and large N. Eq. (4) was previously introduced for modeling the interaction potential between graphite and a polymer atom by Daoulas et al. 25 and originally by Steele 26 to model graphitegas interactions. The binding energy of the single-particle model can be obtained as E b = min[w N (z)] and the total solidliquid interaction energy per unit area (∆U WS /A) can be found by integrating w N (z) over the density distribution of the liquid particles in the z-direction as follows:
where ρ L (z) is the liquid particles density per unit volume and z ref can be defined as w N (z ref ) = 0. Taherian et al. 24 applied the free energy perturbation theory to obtain an expression for the work of adhesion,
where −∆S WS /A is the entropy loss due to the ordering imposed on the interfacial water molecules closed to the solid surface, γ lv is the liquid-vapor surface tension, and θ is the contact angle. As indicated in Refs. 23 and 24, this is not the thermodynamic property ∆S where water self-interactions are included and later canceled with the corresponding self-interaction energy contribution from ∆U in the definition of W a . The entropy term in Eq. (6) is obtained from and
where
is Boltzmann distributed with
Boltzmann constant, and T is the absolute temperature. Taherian et al. 24 recommended values of z min = 0.22 nm and z max = 0.88 nm to properly capture ∆S WS /A at the interface. They also found that using a Boltzmann distribution 27 to represent ρ L (z) significantly overestimates N W /A compared with MD results. The SKA showed a better accountability of N W /A but a substantial underestimation of ∆U WS /A, rendering impractical a fully analytical calculation of W a . We propose here to
, where ρ L,0 is the bulk density of the liquid particles and η is the only tuning parameter of our model. This parameter scales the density peak near the interface until an objective macroscopic contact angle is obtained when r c → ∞ and N → ∞.
The model presented so far, although developed for graphite, can be easily adapted to more complex structures such as silicon (cubic diamond). The anisotropic nature of silicon can be accounted for in the model through the ρ s parameter and using Eq. (4) by properly shifting the interaction potential contribution from different parallel atomic planes. Figure 1 illustrates the marked difference between the atomic structures when the planes (100) and (111) are oriented on the x-y plane. For the case of Si(100), h 0 = a Si /4, and for Si(111), the triple bilayer structure is described by h 1 = a Si √ 3/12 and
, where a Si is the lattice constant of silicon. For the case of silicon and other non-graphitic-like substrates, it has been suggested to assume the solid as a semiinfinite block where the crystal structure normal to the wetted plane is characterized by an atomic volumetric density. 21, 28 It will be demonstrated that the accountability of the atomic structure in the normal direction to the wetted plane is of great importance for a proper calculation of the contact angle.
III. MOLECULAR DYNAMICS MODELING OF WETTABILITY AND POSTPROCESSING METHODS

A. Molecular dynamics model
The wettability of graphitic-carbon and silicon was investigated using the cylindrical droplet method. A water box with perfectly arranged molecules was placed at a prudent distance on top of a solid surface and the system was allowed to equilibrate until a water droplet was formed. Water was modeled by the extended simple point charge (SPC/E) 29 model. Structurally speaking, the SPC/E model consists of a rigid structure molecule with three point charges located at the oxygen (−0.8476e) and hydrogen (+0.4238e) positions interacting through a truncated Coulombic potential. Additionally, oxygen atoms interact through a LJ potential where σ OO = 3.166 Å and ε OO = 0.65 kJ/mol. In order to keep the rigidity of the O-H bonds (1 Å) and the H-O-H angle (109.47
• ), the SHAKE 30 algorithm was employed. The Coulombic interactions were treated with the PPPM 31 algorithm with an accuracy of 1×10 −6 . The solid atoms were held fixed by setting the velocities to zero and restricting any force acting on them for the majority of the simulations. For the cases of self-interacting solids, the bonded interactions between carbon and silicon atoms were treated using Tersoff 32 potentials, and in the case of carbon, interlayer interactions were modeled using a LJ potential with parameters σ CC = 3.41 Å and ε CC = 0.289 kJ/mol. 33 Periodic boundary conditions were imposed on the three directions of the computational domain. The starting molecular setup of the simulations is depicted in Fig. 2 . The y-dimension of the solid substrates was fixed as 26.16 Å and 27.15 Å for graphite and silicon, respectively. As for the x-dimension, the length varied between 200 Å and 300 Å depending on the size of the droplet; likewise, the z-dimension was kept sufficiently large to avoid any interaction between the water molecules of one box with the periodic image of the solids of another.
The interaction between water molecules (oxygen atoms) and solid atoms was modeled using a truncated LJ pairwise potential. A variety of energy and distance parameters were taken from Ref. 10 for analysis. For the silicon simulations, Barisik and Beskok 20 suggested σ Si-O = 3.41 Å and ε Si-O = 1.457 kJ/mol. The cutoff radius of the solid-water potential was varied as 10, 15, and 20 Å, and the cutoff for the Coulombic potential was 15 Å. The LAMMPS 34 code was used for the MD simulations along with the VMD 35 software for visualization. The time step for integration of the governing equations was 1 fs, the neighbor lists were updated every time step, and the center of mass of the water molecules was reset to its initial position every time step in order to avoid drifting due to random perturbations. The simulation procedure was as follows: (1) (2) equilibration at 298 K using a Nosé-Hoover thermostat, 36 one for water and one for the solid atoms when required, with a time constant of 0.1 ps for 0.5 ns; (3) equilibration in the microcanonical ensemble for 0.5 ns; (4) production run (3-4 ns) for collecting snapshots of the water molecules every 0.5 ps.
B. Contact angle calculation
The computational box was discretized into bins of square cross section in the x-z plane, see Fig. 2 , and utilizing the entire length of the computational box in the y-direction as the depth of the bins. The resolution of the bins was as large as 2 × 2 Å and as small as 0.125 × 0.125 Å. The position of each atom in the water group was stored into the appropriate bin for every snapshot and the mass density was calculated as the average over time of the bins count per unit volume. Once the density of the droplet was obtained as a ρ(x, z), the sigmoidal function 37 depicted in Eq. (9) was used to fit the density profile along the center of the droplet in the z-direction,
where ρ l is the bulk liquid density, ρ v is the bulk vapor density, z e is the position of the equimolar distance, and d e is an approximation of the liquid-vapor interface thickness. ρ v was assumed zero and the data fit was carried out neglecting the highly distorted region near the solid surface. 23 The droplet interface was defined by placing markers at the outer bins where ρ(x, z) = ρ l /2, then the interface was refined using a linear interpolation algorithm. The interface points were adjusted by a circular fit based on the least squares method and the contact angle was obtained from the slope at the intersection with the solid surface. The contact angle calculation was the last step of the postprocessing stage and this operation was performed every ten snapshots allowing accumulation of the data points over time. Hence, the evolution of the contact angle calculation can be tracked as a function of the cumulative snapshots used for the calculations. Additionally, the bulk density and the root mean square error (RMSE) of the functional fits (sigmoidal and circular) were tracked over time.
Previous investigations have reported instantaneous calculations of the contact angle as a function of time 37 and some others argued that the instantaneous calculation method is more cost effective than averaging density profiles over time. 19, 38 However, their own results illustrate ample oscillations of the instantaneous computations, and the standard deviations of their steady state calculations are quite large. By following the multi-response postprocessing method (MRPM) described above, where several outcomes of the calculations are tracked over time, a more comprehensive assessment of the postprocessing stage is accomplished obtaining precise computations. It will be demonstrated that a large number of snapshots are required for having a good quality calculation of the contact angle based on the statistics of the circular fit and density, instead of only looking at the contact angle evolution over time. 
IV. RESULTS AND DISCUSSION
A. Molecular simulations results
As a first step in the MD modeling of graphitic-carbon wettability and to show some of the features of the MRPM, one case study reported by Werder et al. 10 was taken as a reference. Three molecular setups made of 2376, 4050, and 7920 molecules were simulated in a cylindrical droplet fashion with fixed solid atoms (two layers of graphene) and using the same LJ parameters (σ CO = 3.19 Å and ε CO = 0.3135 kJ/mol). Figure 3 illustrates the quality analysis of the contact angle calculations as a function of the accumulated data sets over time for a water droplet made of 4050 molecules using different binning resolutions. Each and every simulation was analyzed in the same fashion, but in the interest of brevity, only the case depicted in Fig. 3 is set as an example of the MRPM. Figure 3 (a) depicts the evolution of the contact angle over a postprocessing time of 3 ns. The contact angle calculation exhibits a rapid drop from 150
• to 105
• in a time frame of approximately 0.15 ns for every binning resolution analyzed. It is noteworthy that all the evolution curves follow similar paths for different bin sizes. The inset of Fig. 3(a) depicts a subtle difference of approximately 1.25
• from peak to peak along the curves of maximum and minimum resolution, which may indicate a negligible effect of the bin size for this particular case. However, there is a clear trend towards convergence to a single curve as the binning resolution increases, leading to a more accurate calculation of the contact angle.
After gathering data sets for 0.5 ns, it appears that the contact angle calculation converged. However, the MRPM provides a set of quality indicators to be examined before performing a final calculation. For example, the bulk value of density obtained from the sigmoidal fit proposed in Eq. (9) was tracked and depicted in Fig. 3(b) . Larger bins can enclose more atoms and smoother density profiles are obtained towards a converging value of 1 g/cm. 3 On the other hand, the finest bin resolution curve is the one that shows more noisiness compared to the other density curves. For the particular case analyzed here, it can be said that all density curves converged after 1 ns. The range of variation of density is not significant in this particular example; however, this variable is fundamental and must be tracked. The most dramatic assessment of the calculations quality comes from the evaluation of the RMSE of the circular fit used for representing the liquid-vapor interface. The RMSE was chosen over the least squares R 2 parameter since the RMSE imposes much higher penalties to the quality of a functional fit. It is demonstrated that although the contact angle curves begin showing steady state behaviors very rapidly, the quality of the circular fit operation is quite poor and significantly affected by the bins size. By means of visual inspection of several pictures of the circular representation of the interface, a threshold value of RMSE ≤ 0.3 was adopted as an indicator of reliable calculations. Such a condition is eventually achieved after gathering data sets for 1 ns. The last quality discriminant investigated was the RMSE of the sigmoidal function fit to the density profile along the centerline of the droplet depicted in Fig. 3(d) . Unlike the circular representation of the droplet interface, the representation of the density profiles was an easier task, due to the resemblance between Eq. (9) and the MD-obtained density profiles. Similar to the circular fit, the RMSE of the density profile is affected by the binning resolution in the same fashion. Clearly, smaller bins are unable to capture good statistics as fast as larger bins.
Further investigation of the binning resolution is illustrated in Fig. 4(a) for the same conditions described above. It can be clearly observed that a large bin size does not fully represent the density profiles properly. Although smooth statistical results are obtained at the cost of fewer time steps, large bin sizes fail in capturing the fine details of the nanosystems under investigation. Similarly to Fig. 3(a) , it is observed that the density profiles show a trend of convergence toward a single descriptive curve. Adding to this discussion, Fig. 4(b) depicts no significant modification of the density profile curves by changing the droplet size, neither in the relative position of the peak densities nor in the magnitudes of such.
After evaluating all the information and taking into consideration the threshold values for the quality indicators (RMSE), the contact angle for the molecular setup whose analysis is reported in Fig. 3 are remarkably accurate and repeatable results were obtained after analyzing different independent runs. Standard deviations of up to 6.8
• have been reported using the conventional procedure of averaging density profiles over time, 13 and standard deviations of 4
• and higher have been observed by means of the instantaneous calculations of the contact angle. 38 A feature of the MRPM is that it allows for a better evaluation of the progress of the contact angle calculations for each particular molecular setup, giving to the analysts the freedom to define threshold values or determining if longer sampling times are required. Extending this concept, the MRPM can be used to determine the appropriate time span for the production runs for systems with a given size and number of liquid molecules. Additionally, the starting point above which data sets can be used to average the contact angle calculation once the quality control variables reach a sought value can be easily determined. Different production runs can be found in the literature for obtaining steady state contact angle calculations for wettability of water, for example, 0.2 ns for a system with 2526 molecules; 39 0.5 ns for 322-5117 molecules, 13 2744 molecules, 20 and 1000-8000 molecules; 40 0.6 ns for 2000-8000 molecules;
10-12 1 ns 17 and computationally wasteful production runs such as 100 ns for systems with 250-4000 molecules. 21 We analyzed systems with 2000-8000 molecules, encompassing the range indicated above and found that data sampling runs as short as 0.6 ns are not able to produce reliable results based on the uncertainty of the intermediate steps before actually calculating the contact angle and the wide amplitude of the oscillations of the contact angle; thus, the MRPM can be used as a reference frame for similar investigations and there is room for further optimization or addition of new quality variables. One last feature of the MRPM is that convergence to a steady state calculation can be evaluated by selecting different starting times for averaging data sets; this example is illustrated in supplementary Fig. S1 and an example of bad statistics in Fig. S2 . 44 Werder et al. 10 calibrated the LJ oxygen-carbon potential to retrieve θ ∞ = 86
• for graphite. After three trial tests using a longer electrostatic potential cutoff radius, flexible graphite, and a different initial configuration of the water block, they observed slight variations of the resulting contact angle for a system with 2000 molecules; thus, it was indicated that using an oxygen-carbon potential cutoff radius r c = 10 Å was justifiable. In a follow-up investigation, Jaffe et al. 11 found that r c had a non-negligible effect for MD simulations of wettability. Convergent contact angle measurements were found for r c ≥ 17. 39, 40 and some authors explored the influence of r c in their simulations. 18, 19, 28 The effect of r c was investigated for the particular condition previously analyzed by the MRPM and the following pairs (r c , θ ∞ ) were found (10 Å, 109.5
• ± 0.49 40 conducted the exact same simulation using a cylindrical droplet with r c = 20 Å and they obtained an average contact angle of 109.96
• . Figure 5 illustrates these results and the corresponding macroscopic contact angle extrapolations.
Two aspects can be highlighted about the MD modeling. First, the cylindrical method showed a droplet size independent behavior in three out of the four cases reported in Fig. 5 , as expected from the modified Young's equation. Such a behavior was observed by Weijs et al. 15 and Peng et al. 14 One case showed a small but perceptible size effect, a feature also reported by Wu and Aluru, 18 but not as drastic as what was observed by Scocchi et al. 13 Second, the linear relationship that exists between the parameter ε CO and the contact angle found by Werder et al., 10 Liu et al., 42 and Driskill et al.
19
has been confirmed herein. Therefore, we took on the task of calibrating our MD model to predict the most recently reported value of θ ∞ on a free-of-contaminants graphite surface by using the linear relationship between ε CO and the contact angle.
We started by running a random hydrophillic simulation (ε CO = 0.4974 kJ/mol while keeping σ CO constant) to obtain a second pair (ε CO , θ ∞ )=(0.4974 kJ/mol, 57.7
• ± 0.24
• ) in addition to the one already found (0.3135 kJ/mol, 103.56
• ± 0.38 • ). Then, a linearly interpolated value of ε CO = 0.4736 kJ/mol was determined for an objective θ ∞ = 64.4
• . 6 The results of the MD simulations under the new energy parameter are depicted in Fig. 5 , where it can be observed that θ ∞ = 64.7
• ± 0.32
• . The calibration of the graphite contact angle to 64.4
• was further verified by running a simulation with only 2376 water molecules (for simplicity and assuming size independence) interacting with three graphene layers. The resulting contact angle was 64.13
• ± 0.14 • . Then, the same simulation was repeated allowing the graphene layers to interact and the resulting contact angle was 63.56
• ± 0.26
• . In conclusion, it was fully verified that the combination of parameters σ CO = 3.19 Å, ε CO = 0.4736 kJ/mol, and r c = 15 Å can be used to obtain θ ∞ = 64.4
• from MD simulations in graphitic surfaces. The wettability analysis of Si(111) and Si(100) was systematically conducted similar to that of graphite. Using the LJ parameters proposed by Barisik and Beskok, 20 contact angles of 87.7
• ± 0.36
• and 103.6 • ± 0.45
• were obtained for Si(111) and Si(100), respectively (see Fig. 6 for snapshots of the molecular setups in equilibrium). In their investigation, Barisik and Beskok 20 used the hemispherical droplet method to calibrate the LJ potential parameters to obtain θ ∞ = 88
• . It has been demonstrated here and in previous investigations that the hemispherical and the cylindrical droplet methods converge in the macroscopic limit. Interestingly, convergence was found but not for the same silicon plane. From a theoretical point of view, it could be expected for the Si(111) surface to be more wettable than the Si(100) surface due to the marked difference in their atomic surface density (as suggested in Section II) if the water molecules and silicon atoms interacted through the same pairwise potential. Similar observations about the contact angle dependence on the substrate atomic density have been reported. 43 Despite being an issue, these results opened a door of opportunity for testing our analytical model with different atomic structures.
Barisik and Beskok 20 observed some degree of entrainment of water molecules into the interstitial of the Si(100) surface through snapshots of the molecular setup in equilibrium; they also reported density profiles but the resolution of their contours was very poor. The density contours in Fig. 7(a) properly captured the entrainment of water molecules in every interstitium of the Si(100) plane and Fig. 7 (b) depicts a snapshot of the water molecules penetrating the large spaces between Si atoms in the plane (100). Such a phenomenon was not observed for the Si(111) surface nor the graphitic surfaces whose atomic surface densities are 7.83 nm −2 and 37.24 nm −2 , respectively, whereas the atomic density of the Si(100) plane is 6.78 nm −2 . Further implications of these differences will be discussed in Sec. IV B.
B. Theoretical model results
Shih et al.
21 used a MF model to get fundamental insight into the wettability of single-layer graphene. Their model only considered long-range attractive forces, neglected interfacial entropy, and assumed the water particles Boltzmann distributed. The denominator of the attractive term of the LJ potential was the only fitting parameter of their model, which was found by adjusting their model to predict a θ ∞ = 86
• on graphite. We followed a similar approach by neglecting the entropy contribution in Eq. (6) and tuning the parameter η. A comparison of the revised model of Shih et al. 21 and ours is depicted in Fig. 8 for the same target contact angle. We found θ ∞ = 84
• after N = 100 using their model and parameters, whereas our model reaches θ ∞ = 86
• after N = 6. Both models predict the contact angle and ∆U WS /A magnitudes very closely, but our calculations are closer to MD simulations in terms of the N FIG. 7. (a) Density contours of a water droplet made of 2460 water molecules and (b) close-up of the entrainment phenomenon observed on the Si(100) surface due to its small atomic surface density. required to reach the macroscopic limit. Our model indicates that at N = 3, 97% of the macroscopic value of ∆U WS /A is reached; similarly, our MD calculations of the contact angle are found to reach the macroscopic limit after N = 3. Shih et al. 21 found that the contact angle of graphene was 96
044703-
• but their MD simulations reported 104
• . Our model, on the other hand, predicts a contact angle of graphene of 99.8
• , a closer value to their MD result.
The model of Shih et al. 21 is significantly affected by the utilization of a purely attractive interactive potential such that no potential well exists and the potential rapidly diverges to infinity. Additionally, the assumption of having water molecules Boltzmann distributed significantly overpredicts the water molecules count per unit area (N W /A) near the wall causing the model to be highly biased towards hydrophilic outcomes. Thus, in order to avoid the density distribution and potential to diverge to infinity, they had to define a parameter δ GL = 3.28 Å as the position of the density peak away from the surface so that the integration of Eq. (5) could be finite. However, our MD simulations and others have found δ GL ≈ σ CO for graphene and this distance slightly decreases as more carbon layers are added. 23 The calibration process performed here was for a macroscopic contact angle obtained via MD simulations with LJ parameters σ CO = 3.19 Å and ε CO = 0.392 kJ/mol. 10 The result of such a calibration on our model goes beyond forcing a desired output for a given condition but to predict other MDderived results for different values of ε CO as it will be shown shortly. Table I 24 suggested to use the SKA of ρ L (z) for the calculation of T∆S WS /A for obtaining N W /A values closer to MD-derived calculations. However, the application of the SKA is very sensitive to the value of z min and there is no clear rule about how to define it. The utilization of a Boltzmann distribution does not require a careful definition of z min , but a significant overprediction of N W /A is observed when compared to the MD data. Interestingly, the calibration performed in our model resulted in a good match to MD data as shown in Table I .
Next, we calculated the contact angle for the range of ε CO values listed in Table I . The calculations were performed using the BCM (neglecting entropy) and the BCM including the entropy term in the calculation of W a , referred to as the BEM. MD and analytical calculations of the contact angle were taken from Ref. 24 for comparison purposes. The MD simulations were conducted using the cylindrical droplet method and r c = 20 Å; therefore, the MD contact angles can be considered close to θ ∞ for each case. The analytical results come from a MF model using the SKA for representing the liquid density. Taherian et al. 24 acknowledged that their interfacial entropy model was only suitable under hydrophobic conditions when compared to MD simulations. However, the full analytical application of this model in the BEM results in a poor match between analytical and MD contact angles even at ε CO ≈ 0.2 kJ/mol, see Fig. 9 . One can argue that the lack of accuracy of the BEM could be improved if the model was calibrated to match a given contact angle, just like the BCM. Such a calibration process was conducted (BECM) and resulted in forcing the model to overcompensate the parameter N W /A as shown in the last column of Table I . As a consequence, Analytical models that neglect the entropy contribution of the work of adhesion and use the SKA have been employed for predicting the contact angle dependence on temperature and their limitations have been pointed out. 28 Taherian et al.
24
indicated that SKA-based models coincide with MD calculations for contact angles close to 86
• using σ CO = 3.19 Å and ε CO = 0.392 kJ/mol, because at that point, the underprediction of ∆U WS /A matches W a due to neglecting T∆S WS /A, see Fig. 9 . The BCM features a better match with MD-derived contact angles as depicted in Fig. 9 . The calibration process conducted for a single contact angle, as indicated above, adjusts the model to closely represent the trend of ∆U WS /A but not so close that entropic contributions become significant, see Fig. S3 of the supplementary material. 44 Thus, the BCM poses an alternative for MF-based models that require calibration for the prediction of contact angle and other variables derived from it.
The BCM showed to be versatile when applied to silicon. First, the water monomer potential calculation had to be adjusted to the normal direction of the wetted plane following the strategy discussed in Section II. The model was calibrated to a θ ∞ = 88
• on Si(111). The corresponding analytical calculation for Si(100) was 106.95
• very close to the MD calculation of 103.6
• . Now if the model is calibrated to match θ ∞ = 103.6
• on Si(100), the resulting contact angle of the Si (111) planes studied here have different atomic densities. It is then important to make a remark about the capabilities of our model to capture all these fine details in the calculation of the macroscopic contact angle for different atomic structures. Figure 10 depicts a comparison between the BCM with MD contact angle calculations gathered throughout this investigation. Simulation results obtained using LJ potential parameters proposed by other authors to predict different θ ∞ values of graphitic surfaces as well as our current calibration to 64.4
• were used as inputs to our BCM, in addition to the corresponding data points for silicon surfaces. It must be indicated that the analytical values of θ ∞ were obtained for N → ∞ and r c → ∞. Overall, a good match between MD simulations and our analytical model was found. Even though the BCM requires a different calibration for graphite and silicon, its capabilities to match MD simulations should be highlighted since this is something not observed in previous investigations 21, 28 proposing similar models. The main difference arises in a better accountability of the density profiles of liquid particles by scaling the Boltzmann distribution function and the lack of a z min or any other minimum distance fitting parameter required to evaluate the energy interaction integral, see Eq. (5) .
The comparisons between the BCM, BEM, and SKAbased models were conducted using N = 2 for similarity purposes. However, while the MD simulations of graphite wettability reach their size-convergence at N = 3, analytical models do not show such a behavior, see Fig. 8 . In order to obtain macroscopic properties, N must be large enough; for example, the calculation of E b of graphite is affected by N and the magnitude of r c . Werder et al. 10 indicated that θ ∞ = 86
• for graphite could be retrieved from MD simulations if E b = −6.3 kJ/mol. We calculated E b as a function of N for several values of r c , see Fig. 11 (a), and found E b = −6.29 kJ/mol in the limit when N → ∞ and r c → ∞ for a distance between carbon atoms of 1.44 Å. More recently, Driskill et al. 19 found E b = −6.44 kJ/mol which is a value that can be obtained if the distance between carbon atoms is 1.42 Å. As indicated above, the observed behavior of the contact angle in MD simulations is different from the analytical one in terms of N. The continuum assumption and liquid density distribution approximations feature the most significant limitations when comparing the MD and analytical models. Figure 11 (b) depicts a series of calculations to assess the effect of r c on the contact angle of graphite using the BCM under the same conditions studied in the validation case in Section III. Besides the differences between MD and the BCM, similarities arise in the sense that increasing r c leads to a reduction of the contact angle, also analytically reported by Sendner et al. 28 The following results were found for r c = 10 Å, θ • and θ BCM ∞ = 104.4
• . In the limit of r c → ∞, the analytical contact angle was 103.1
• , a value close to the MD calculation for r c ≥ 15 Å. It must be highlighted that MD simulations with r c = 15 Å showed size dependence and the contact angle was obtained from extrapolation using the modified Young's equation; however, the average of the contact angle using different droplet sizes was ∼105
• , very close to the analytical value. Because of these fine but existing differences, we recommend to compare MD and analytical models in the macroscopic limit. The simulations from Ref. 24 were conducted using N = 2 and r c = 20 Å; thus, the deviations from the macroscopic state were not significant.
The significance of E b as a fundamental variable for a prediction of the contact angle was questioned by Wu and Aluru. 18 They determined E b using density functional theory (DFT) calculations and accounted for different orientations of the water monomer. The DFT-based obtained potentials were fitted to be used in MD simulations and these were found to radically underpredict the contact angle of water on graphite. Additionally, they observed that potentials that predicted similar binding energies when used in MD simulations resulted in contact angle differences of 8
• . We investigated this issue from a theoretical point of view using the BCM. Figure 12(a) illustrates how a different combination of interaction potentials can result in similar E b but different θ ∞ . Figure 12 (b) presents a better explanation to the observed difference in the contact angles. If both LJ parameters are changed, the water density distribution is altered, namely, the relative position between the first density peak and the solid surface as well as the magnitude of N W /A. More importantly, a significant change in the water monomer potential w N (z) can be expected to eventually modifying ∆U WS /A. Pairwise interaction potentials are calibrated via MD simulations for a given surface at fixed temperature and r c ; therefore, E b lacks of generality to be correlated with the contact angle when the calibrated interaction potential changes, except when σ CO remains constant. In addition, E b clearly correlates linearly with ε CO as it can be observed from Eqs. (4) and (5). Unquestionably, a more comprehensive manner to account for the changes produced in the molecular setup after changing the interaction potential is ∆U WS /A (from a MF theory point of view) or the work of adhesion as implied from the very foundations of thermodynamics.
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V. SUMMARY AND CONCLUSIONS
Graphitic carbon and silicon surfaces wettability has been investigated via MD simulations and theory. Guidelines have been presented for an appropriate calculation of the contact angle from data obtained via MD simulations. Methods for tracking the evolution of the contact angle as well as the quality of the intermediate steps performed during the evaluation of the contact angle have been suggested (MRPM). The MRPM features an improvement in the accuracy and reliability in the calculations of the contact angle as compared to previous investigations. Likewise, the inappropriateness of the limited postprocessing times reported in previous investigations has been highlighted. A calibration of the water-carbon pairwise interaction potential was conducted for obtaining a macroscopic contact angle of 64.4
• on graphite. Appropriate dimensions and cutoff radius for the potentials were suggested for future MD simulations.
An analytical model based on the MF theory was developed assuming that water and solid substrates interact through a LJ potential including attractive and repulsive forces. The conventional MF approach and the interfacial entropy contribution were considered for the calculation of the work of adhesion. The full model accounting for interfacial entropy changes was found useful only in a very limited range of highly hydrophobic surfaces. A calibration to the conventional MF model neglecting entropy was conducted in the density distribution function to match a given macroscopic contact angle obtained from MD simulations. The calibrated model showed a remarkable capability for predicting graphite contact angles under different wettability conditions as well as the wettability of two different silicon planes. Just like models based on the SKA, our calibrated model compensates the lack of accountability for entropy changes with a lower prediction of energy interactions. The calibrated model proposed here also served to demonstrate that E b is not as significant as previously thought when calculating MD wettability. In summary, the calibration method proposed here is an alternative to SKA-based methods for analytical calculations of wettability.
