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ABSTRACT

Author: Rovinelli, Andrea. PhD
Institution: Purdue University
Degree Received: December 2017
A General Probabilistic Framework Combining Experiments and Simulations to Identify the Small
Crack Driving Force.
Major Professor: Michael D. Sangid
Identifying the small fatigue crack (SFC) driving force of polycrystalline engineering
alloys is instrumental in correlating the inherent microstructure variability and the scatter exhibited
by SFC during the early stage of propagation. By utilizing synchrotron images of a SFC
propagating through a beta-metastable titanium alloy a general framework to identify the SFC
driving force is presented. FFT-based crystal plasticity simulations are then used to computed
micromechanical quantities not available from the experiment. The experimental and simulation
results are consolidated into a multimodal dataset which is sampled using physically based nonlocal data mining techniques. Sampled data are analyzed via a machine learning Bayesian Network
framework to identify statistically relevant correlations between micromechanical fields and the
SFC propagation direction and rate. Statistically relevant correlations are further analyzed and
critical variables are selected to formulate a data driven SFC driving force. The predictive
capabilities of the identified SFC driving force are evaluated by comparing experimental data and
simulations. Furthermore, a comparison between the proposed SFC driving force and the ones
available in the literature is also presented. Results show the stronger quantitative behavior of the
identified SFC driving force compared to most commonly used in literature

1

1

MOTIVATION, OBJECTIVES AND OUTLINE

In engineering, the term high cycle fatigue (HCF) is associated with failure mechanisms
caused by cyclic loading, with the applied loads well below the material yielding stress. Since the
lifetime of components subject to HCF exhibit variability [1], engineers utilize safety factors
during design and establish frequent inspection schedules in order to guarantee the reliability of
the structure. The frequency of inspections is computed according to the damage tolerance
approach, in which the largest undetectable crack is always assumed to be present. The length of
the largest non-detectable crack is selected according to the utilized non-destructive evaluation
techniques (NDT). The typical length of the largest undetectable crack is 1mm, and a crack above
the said length is classified as stage II crack. Furthermore, calculations to determine the inspection
interval are performed utilizing linear elastic fracture mechanics (LEFM) by means of empirical
laws such as Paris’ Law [2,3].
However, stage II cracks represent only the last 5-10% of the fatigue lifespan of a structure
subject to HCF loading conditions [4], while the remainder of the fatigue life is spent between
crack nucleation and small crack propagation. When the length of a crack is comparable to the
microstructure characteristic length-scale, there is a strong interaction between the crack and the
surrounding microstructure, thus voiding the assumption of material homogeneity required by
LEFM. Such cracks are classified as stage I cracks. Furthermore, the inherent microstructure
variability of engineering alloys is responsible for the large scatter observed in experimental
observations and numerical predictions obtained via LEFM.
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Figure 1: (a) variability of the applied stress intensity factor ∆K, versus observed crack propagation rate)
(figure reprinted from Bray et al.[1]); (b) total fatigue life versus crack length (figure redrawn from
Schijve [4]).

The lack of 3-dimensional (3D) experimental data at the appropriate length-scale and the
complex interaction between a small crack and the surrounding microstructure allowed for the
elicitation of only simple small crack driving forces. The majority of the investigation performed
to understand the behavior of a small crack in a polycrystalline aggregate relies on data collected
on the free surface of a sample [5] or postmortem investigation performed on bicrystals [6,7].
These kinds of experiments allow isolating specific behavior, such as the interaction between a
crack and a grain boundary (GB), while completely discarding the effect of the 3D nature of a
crack. Furthermore, most of the hypothesized small crack driving forces have been hypothesized
either by incorporating one aspect of said interaction [8,9], or by translating macroscopic concepts
to the crystallographic length-scale. An example is the critical plane approach proposed by Fatemi
and Socie [10] and adopted by Castelluccio and McDowell [11].
Identifying relevant correlations between the small crack propagation and the
microstructure features is key to improve design operations and to efficiently schedule
maintenance inspections. The identification of said correlations would allow the formulation of a
reliable small crack propagation driving force, which could be integrated in damage tolerance
approach, thus allowing the use of NDT to detect smaller cracks. This would result in a reduction
of the uncertainty of a component lifespan, thus allowing for reduction in safeguards utilized for
design operations and inspection scheduling.
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Figure 2. Schematic depicting the conceptual procedure to identify a data-driven small fatigue crack
driving force.

The aim of this work is to establish a general procedure to identify the small crack driving
force at the intragranular length-scale given the availability of data at the appropriate length-scale
by utilizing Bayesian Networks and machine learning. This work is organized as follows. Chapter
2 is a literature review about the influence of microstructure on the small crack propagation
phenomenon and state of the art of modeling. A brief survey about machine learning techniques is
also presented. In Chapter 3 experimental and numerical methodologies utilized in this work are
presented. In Chapter 4 some of the available small crack driving forces are computed and their
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ability predict experimental results is investigated. In Chapter 5 a hierarchical approach to the
crack propagation phenomenon is presented. A non-local small crack propagation driving force is
proposed and utilized to test the validity of said approach. In Chapter 6 said hierarchical approach
is coupled with machine learning to identify relevant correlations and postulate a data-driven small
crack driving force. In Chapter 7 slip transmission criteria are utilized to elucidate the behavior of
a SFC interacting with a GB. Chapter 8 is devoted to conclusions and outlooks.
Figure 2 is a schematic depicting the steps required to identify a data driven SFC driving
force. Experimental results at the micrometer length-scale are collected via X-ray techniques
(Figure 2(a)) and complemented by crystal plasticity simulations (Figure 2 (b)). Machine-learning
is applied on the available data to build a Bayesian network (BN) framework (Figure 2 (c)), which
is used to compute correlations (Figure 2 (d)). Relevant variables are selected and utilized to
construct a data-driven, deterministic driving force (Figure 2 (e)). Experimental observations are
compared with propagation results obtained by the identified driving force (Figure 2 (f)).

5

2
2.1

LITERATURE REVIEW

Short vs Small cracks: definitions and disambiguation
Before introducing the small crack problem, we should distinguish the different between

short and small crack. According to Davidson et al. [12], there are two kinds of small/short cracks:
•

physically small crack (mechanically small) - “when all crack dimensions are small
compared to characteristic mechanical dimensions. The relevant mechanical feature is
typically a zone of plastic deformation, such as the crack-tip plastic zone or a region of
plasticity at some mechanical discontinuity (e.g., a notch). The crack may be fully
embedded in the plastic zone, or the plastic zone size may simply be a large fraction of
the crack size”. At this length-scale Linear Elastic Fracture Mechanics (LEFM) breaks
down and elastic-plastic fracture mechanics needs to be taken in to account [13].

•

microstructurally small crack (microscopic short) - “when all crack dimensions are small
in comparison to characteristic microstructural dimensions. The relevant microstructural
feature that defines this scaling may change from material to material, but the most
common microstructural scale is the grain size. The small crack and its crack-tip plastic
zone may be embedded completely within a single grain, or the crack size may be of the
order of a few grain diameters”. At this length-scale, continuum mechanics breaks down
and microstructural fracture mechanics is required (see for example the model proposed
by Navarro and de los Rios [14]). This is perhaps the most complex category, since crack
deceleration or self-arrest is very dependent on the grain size and orientation.
Microstructurally small cracks are the object of the present work, which will be referred
to as small fatigue cracks (SFC) for brevity.
Moreover, we shall note that there is a consensus in the scientific community for the

definition of small versus short cracks: “small crack requires that all physical dimensions (in
particular, both the length and depth of a surface crack) are small in comparison to the relevant
length-scale. The relevant length-scale, and hence the specific physical dimensions, vary with the
particular material, geometry, and loading of interest. In contrast, a crack is defined as being short
when only one physical dimension (typically, the length of a through-crack) is small in comparison
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to the length-scale” [12]. At this point it should be emphasized that although there are accepted
definitions, the words small and shorts are often used interchangeably, especially in Europe. Hence,
whatever word is use to classify a “little crack”, the reader should always scrutinize and understand
the context of the work in which the word is used.

2.2

Comparison between stage I and II
According to Forsyth [15] fatigue crack propagation is a two stage process: stage I is

associated with SFC and stage II is associated with long fatigue cracks (LFC). Since the
introduction of the Paris’s Law [2], the LFC growth rate can be accurately assessed by means of
LEFM (Stage II). In contrast, as pointed out by Pearson [16], predicting the SFC growth rate is
still an open question.
Figure 3 schematically depicts the difference in behavior of large and small fatigue cracks.
The growth rate of a LFC is monotonically increasing, and can be described as a linear trend in a
log/log space. Also, below a certain threshold value of the applied stress intensity factor (𝛥𝐾>? ),
LFCs are not expected to propagate. In contrast, the behavior of SFCs is much more complex and
rich. For instance, Pearson found that SFCs can grow up to 100 times faster than LFCs for the
same nominal 𝛥𝐾 value [16] and that that propagation can occur well below 𝛥𝐾>? . Moreover, the
SFC propagation rate exhibits three different behaviors (accordingly numbered on
Figure 3):
1. monotonically decreasing until the SFC arrests.
2. a bimodal behavior in which the SFC growth rate is not proportional to the applied ∆K:
when 𝛥𝐾 increase the growth rate first decreases and after reaching a local minimum, it
raises again until conforms to LFC growth rate.
3. monotonically increasing growth rate, until the SFC reach the transition point and
conforming to LFC growth rate.
The last, but the more noteworthy feature of SFC is the vast scatter observed in the growth rates
at the same nominal 𝛥𝐾 value [17,18]). Said behavior is the result of the strong interaction between
a SFC and the underlying microstructure [19].
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Figure 3. Summarized behavior of small fatigue cracks (figure reprinted from Ritchie an Lankford [20]).

Moreover, according to Laird & Smith [21] during stage II the maximum shear stress
occurs on planes inclined at 60° with respect to the loading axis, and striations are the result of
plastic irreversibility caused by a blunting/resharpening mechanism of the crack tip (see Figure 4).
Rice & Thomson [22] investigated dislocation emission from the crack tip and found a criterion,
which if satisfied, allows the material to spontaneously emit dislocations from the crack tip. The
above mechanism is responsible for the crack blunting process and consequently governs the
ductility of crystalline materials.
Neumann and coworkers [23–26] experimentally investigated the behavior of SFCs. They
found that SFC propagation is crystallographic in nature and can be idealized as a series of slip
processes occurring on two alternate slip planes. In this case, striations are the result of a
combination between work hardening and irreversibility (as shown in Figure 5). It should be noted
that in the Neumann model, ripples observed on the serrated crack surface are not directly related
to a single fatigue cycle.
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Figure 4: (a) Schematic of blunting/resharpening model proposed by Laird to explain the striations
observed on the crack surface during stage II (figure from Laird & Smith [21]); (b) experimentally
observed striations, in which ripples distances are proportional to the applied stress ratio R. (figure from
McMillan and Pellox [27]).

Figure 5: (a) schematic representaing the coarse slip model (figure reprinted from Neumann [23]); (b)
experimental image confirming the alternate activation of two different slip planes during one fatigue
loading cycle (figure reprinted from Vehoff and Neumann [25]).

2.3

Influence of the microstructure and the role of dislocations
At the intragranular length-scale the propagation of a SFC is significantly influenced by

the microstructure of the material, and this influence needs to be quantified for accurate life
prediction. At the mesoscale length-scale (e.g. when the material can be considered homogeneous
in each grain), the effect of the microstructure can be described by three microstructural attributes:
(i) grain orientation, (ii) mean grain size, and (iii) distance from the crack front to the nearest GB.
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The effect of grain orientation has been experimentally investigated by McEvily and
Boettner [28] for FCC single and polycrystalline materials. They found that the SFC propagation
rate is related to the grain orientation and specifically that a higher work hardening rate correspond
to a higher propagation rate. Furthermore, they experimentally observed that for a SFC propagating
into a polycrystalline aggregate, the propagation rate is proportional to the fourth power of the
stress and to the second power of the crack length.
The effect of grain size was related to fatigue life by Thompson & Backofen [29]. Their
observation showed that grain size is inversely correlated to fatigue life (e.g. bigger grain size is
associated with lower fatigue life) and that this effect is more prominent for materials where crossslip is difficult. Lankford [30] further investigated this phenomenon and depicted the behavior of
the SFC propagation rate as a function of grain size (Figure 6). Lankford also postulated that the
observed minimum SFC propagation rate correspond to the crack front impinging upon a
microstructural barrier, such as a GB, and that the depth of the “deceleration well” is correlated to
the degree of microplasticity present in the adjacent grain, ergo introducing the need for a slip
transmission metric as function of the GB character. Another implication of Lankford’s work is
the inherent dependence of the SFC propagation rate on the distance between the crack front and
the closest GB.
The influence of microstructural barriers was numerically investigated by Navarro and de
los Rios [8,9] who implemented the model proposed by Bilby et al. [31]. Bilby’s model assumes
that the extent of the plastic zone ahead of the crack tip is confined by the first obstacles for
dislocation motion and that growth rate depends on the distance between the crack tip and the
obstacle itself.
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Figure 6. Implied effect of grain size (GS) on the propagation rate of a SFC. GS1 < GS2 < GS3 < GS4:
growth rate minima at occurs as the crack size approaches the size of the grains (figure reprinted from
Lankford [30]).

High-resolution imaging and reconstruction techniques allow for further investigation of
propagation mechanisms of a SFC. Zhang and Edwards [32] studied the interactions between a
SFC and a GB. They stated that the initiation of plasticity in the adjacent grain is one of the
necessary condition required by a SFC to overcome a GB. The above statement suggests that slip
transmission criteria may be utilized to predict which path the crack will follow when crossing a
GB. Following this idea, Zhai et al. [5,33] proposed a geometric model for SFC propagation based
on the minimum twist angle 𝛼 (Figure 7a) between the crack plane and the available slip planes in
the adjacent grain. In the Zhai model, the minimum twist angle is proportional to the deceleration
exhibited by a SFC when imping upon a GB. Furthermore, if all the slip planes are strongly
misaligned, then the crack propagates in the adjacent grain on two separate slip planes to minimize
the energy required to rupture the GB. Schäf et al. [6,7] experimentally investigated the behavior
of a SFC when crossing a GB in 3D and viewed said behavior via a technique that combines
focused ion beam cross sectioning and scanning electron microscope imaging. They found that the
Zhai model is qualitatively correct for FCC, but it does not always hold for BCC materials. Studies
of this kind investigated the surface of the material, or a thin layer of it, always assuming the GB
is straight and perpendicular to the analyzed surface.
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(a)

(b)

Figure 7: (a) Schematic representing twist (α) and tilt (β) angles between the crack front and the available
slip planes in the adjacent grain; (b) schematic representing the mechanism utilized by the crack to bypass
a high twist GB (figures reprinted from Zhai et al. [5]).

Numerical simulations provide a controlled environment to investigate the effect of a
specific microstructural feature on the SFC propagation behavior. Crystal plasticity [34–37] allows
to simulate the slip based deformation mechanisms observed in crystalline materials. Building
upon the model proposed by Navarro and de los Rios [8,9], Wilkinson and coworkers [38,39]
studied the interaction between the crack tip and the closest GB as a function of distance. Their
results showed that while the crack tip is in the core of a grain the fatigue crack growth rate is
almost constant and, as the crack impinges upon a GB the SFC growth rate is dependent on the
neighboring grain’s misorientation. Several other authors implemented 2-dimensional (2D) CP
simulations on simplified microstructures. Ferrie et al. [40] investigated the relationship between
Stage I crack growth rate and the orientation of the neighboring grain through the calculation of
crack tip opening and sliding displacement, finding an orientation dependence. Potirniche et al.
[41] showed that variability in SFC propagation rate could be reproduced in simulations by
changing the orientation of the neighboring grain.
To achieve a better understanding of the physics of SFC propagation process, many
researchers investigated the role of dislocations. Experiments conducted by George and Michot
[42] showed that the most common source of dislocations at the crack tip, is a source that emits
dislocations with multiple Burgers vectors on different glide planes simultaneously. To simulate
this behavior, many researchers have utilized molecular dynamics (MD) simulations. Bitzek and
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Gumbsch [43] and Zhang and Ghosh [44] investigated dislocation emission, multiplication and
interaction at the crack tip in a single crystal. These simulations showed the importance of
dislocation type and crystal orientation on crack growth. Moreover, Sangid et al. [45] investigated
the role of GBs in slip transmission and dislocation nucleation, observing that the GB character
introduces variability in the response of the material.
Dislocation mechanics also govern the ductility of materials. Irwin [46] was the first to
point out how fracture toughness depends on the plastic behavior ahead of the crack tip.
Subsequently, Rice and Thomson [22] proposed a model that could account for stress relaxation
and crack blunting based on spontaneous dislocation emission at the crack tip. Recent MD
simulations [47] of the plastic behavior at the crack tip showed agreement with the theory
discussed by Irwin [46] and Rice and Thomson [22]. Drawing upon these simulations, Argon [48]
and Giannattasio and Roberts [49] investigated how the mobility of dislocations is responsible for
crack growth and arrest, while George and Michot [42] and Gumbsch et al. [50] studied the relation
between crack growth rate and dislocation multiplication at the crack tip in Si single crystals.

2.4

Available SFC initiation and propagations models
Mughrabi [51] was the first to related fatigue life to the irreversible plastic strain

accumulated during cyclic loading. Based on this idea many researchers investigated different
damage metrics for crack nucleation and SFC propagation, which are commonly called fatigue
indicator parameters (FIPs). Bennet and McDowell [52], based on the work of Fatemi and Socie
[10], proposed a metric based on the plastic strain accumulation and the normal stress applied on
the critical slip plane. Korsunsky et al.[53] investigated the role of the dissipated energy finding a
comparable behavior with plasticity based FIPs. Hochhalter et al. [54] and Cerrone et al. [55]
investigated various formulations of FIPs. Their findings suggest that different FIPs formulations
show a similar correlation with both nucleation and propagation. Yeratapally et al. [56] studied the
variability of crack nucleation time with respect to the microstructure variability by assuming
persistent slip bands as the failure mechanism. The variability was captured via Markov Chain
Monte Carlo simulations [57,58]. Results showed that regions exhibiting high elastic anisotropy
and high plastic strain accumulation are the preferred sites for crack nucleation.
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In spite of the conspicuous number of studies related to SFC nucleation, only a few studies
centered on SFC propagation are available, and none of them have been compared against
experimental results. Utilizing the Fatemi-Socie FIP, Castelluccio & McDowell [59] proposed a
non-local model for SFC propagation including the effect of plasticity in adjacent grain. They
assert that this model can qualitatively reproduce the crack propagation behavior. Musinsky and
McDowell [60] modified the Fatemi-Socie FIP to incorporate the effect of effect of GBs on the
SFC propagation process. The parameters of the model were calibrated against 1-dimensional (1D)
experimental evidence collected on the specimen surface. Proudhon and Li [61–64] introduced a
crack advancement model that utilizes a FIP as a SFC propagation metric. Their model can account
for crystallographic and non-crystallographic SFC propagation and SFC intragranular deflections.
For all the listed models the authors emphasized the need to compare the simulations results with
experimental observations obtained at the appropriate length-scale.

2.5

Machine learning and Bayesian networks
Combining the influence of the different microstructural attributes with the intrinsic 3D

dynamic nature of a SFC result in complex interactions. Few authors [19,65,66] pointed out the
need to investigate such interactions by investigating the behavior of SFCs interacting with a real
microstructure. Furthermore, the distribution of microstructural features in an engineering alloy
and the statistical nature of dislocation mechanics [67,68] suggest the use of statistical analysis.
Machine learning techniques can be utilized to investigate correlations embedded in the
data. A number of distinct techniques have been developed. For instance, principal component
analysis (PCA) [69] is a multivariate technique in which data are transformed into a smaller set of
uncorrelated variables by means of linear projections [70]. A more general technique to quantify
correlations between two sets of paired variables is canonical correlation analysis (CCA) [71].
Specifically, CCA identifies the direction of maximum correlations by evaluating the crosscovariance of paired variables [72]. A limitation of PCA and CCA is the linearity assumption
embedded in their formulation. A recent implementation of CCA including MCMC simulations
has been proposed by Rickman et al. [73] to predict both the abnormal grain growth in observe in
ceramic oxides and their electrical and optoelectrical properties. More precisely, to overcome the
linearity assumption of CCA high degrees polynomial are introduced as basis of the space to
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construct a predictive model. While being predictive, models arising from such kind of
methodologies are not interpretable. In fact, the resulting functional form is often so complex that
is not useful for causal analysis [74].
Bayesian networks (BNs) [75–77] are at the confluence between machine learning and
causal analysis. Their name relies on the use of Bayes’ theorem (Equation 1) to update the
probability of an event 𝜃 happening given a set of evidence 𝑥.
𝜋 𝜃𝑥 =

𝑓 𝑥 𝜃 𝜋(𝜃)
∫ 𝑓 𝑥 𝜃 𝜋(𝜃)𝑑𝜃

Equation 1

Where 𝑓 𝑥 𝜃 is the likelihood function and 𝜋 represents a probability distribution. BNs
have a few but crucial advantages Firstly, BNs are non-parametric, which means that no equation
is required to describe a relationship. This also implies that BNs are less sensitive to data
normalization and no special adjustment is required to account for nonlinear relationships.
Secondly, BNs allows for omnidirectional inferences. In fact, once the BN is implemented inputs
and outputs can be switched thus allowing the investigation of a phenomenon from multiple
perspectives, which is crucial for causal analysis. Thirdly, uncertainty modeling is embedded in
the BN mathematical formulation, which is instrumental when dealing with phenomena, such as
fatigue, in which a strong degree of variability is observed. Last but not least, the result of BNs are
“easily” interpretable since they are presented in terms of probabilities which are humanly
understandable. In this work, the commercial software BayesiaLab® will be used for both data
analysis and machine learning.
It should be reminded that the knowledge encoded into models generated via machine
learning techniques, including BNs, is limited in scope to the analyzed data. This means that care
should be taken when applying this model to different scenarios.
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3
3.1

METHODS

X-ray technique

Figure 8. Setup of beamline ID19 at the European Synchrotron Radiation Facility (figure reprinted from
Herbig [78]).

Advancement in X-ray tomography, which is a NDT introduced by Hounsfield in 1973
[79], allows to quantitatively characterize polycrystalline aggregates. The experimental data
utilized in this work were collected in an in-situ experiment performed at the European
Synchrotron Radiation Facility (ESRF) at beamline ID19. The experimental setup is depicted in
Figure 8. To reduce artifacts the synchrotron-generated polychromatic beam is forced into doublecrystal monochromator. Then, the beam arrives at the sample, which is mounted on a rototranslational stage and transmits according to Beer-Lambert law, which describes the intensity of
the transmitted radiation:
𝐼I = 𝐼J 𝑒𝑥𝑝 −𝜇𝑥

Equation 2

where I0 is the intensity of the incident radiation, µ the attenuation coefficient and x the sample
thickness. When a grain is suitably oriented such that it satisfies Bragg’s law (Equation 3), a part
of the radiation is diffracted.
𝑛𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃

Equation 3

where n is an integer, λ the incident wavelength, d the inter-lattice spacing and θ the diffraction
angle.
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Afterwards, the scintillator is utilized to transforms X-rays into visible light [80]. Finally,
the image is recorded on a charge-coupled device detector (CCD) [81] in which the charge is
transformed into a digital value.
Two types of X-rays techniques were used to collect data: Diffraction Contrast
Tomography (DCT) and Phase Contrast Tomography (PCT).
3.1.1

Diffraction Contrast Tomography (DCT)
X-ray Diffraction Contrast Tomography (DCT) [82,83] is a NDT allowing to characterize

the microstructure of a polycrystalline aggregate. DCT provides the information about grain shapes
and orientations that will be used in the crystal plasticity simulations.
The principle of DCT is shown in Figure 9. During acquisition, the sample is illuminated
by an X-ray monochromatic beam. According to Bragg’s diffraction law, the parallel
monochromatic incident beam is diffracted at a certain angle for each grain. Furthermore, the
transmitted beam forms an extinction spot on the detector placed closely behind the sample. The
corresponding diffraction and the extinction spots are displayed in bright and dark gray,
respectively. By utilizing the shape and the intensity of the diffraction spots, the grain morphology
and orientation can be reconstructed by means of an algebraic reconstruction technique [84]. For
this experiment, the energy of X-ray was 35.3keV, the sample to detector distance 4 mm and the
exposure time 5s. Images were recorded on the CCD while rotating the sample along a 360 degrees
rotation about the ω axis (see Figure 9) every 0.05 degrees. A total of 7200 images were collected.
The grain reconstruction consists of three main steps: segmentation, pair matching and indexing.
As a result, a 3D representation of the aggregate is obtained Figure 9 (b).
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Figure 9: (a) Schematic representation of the principle of X-ray Diffraction Contrast Tomography (DCT)
(figure reprinted from [83]); (b) 3D volume reconstruction obtained via DCT. Identified grains are
colored accordingly to the inverse pole figure color map.

3.1.2

Phase Contrast Tomography (PCT)
When a partially coherent monochromatic X-ray beam passes through a cracked sample,

the difference in materials density causes interference fringes at the boundary between the crack
and the sample. Phase contrast tomography (PCT) utilizes said interference mechanism and BeerLambert’s law, so that the crack shapes can be observed in the micro meter range at each stage of
the in-situ experiment [85]. Figure 10 (a) shows the principle of PCT. For this experiment, the
energy of the X-ray was 52keV, the sample to detector distance 53 mm and the exposure time 0.5
s. Images were recorded on the CCD while rotating the sample along a 180 degrees rotation about
the ω axis every 0.12 degrees. A total of 1500 images were collected.

Figure 10: (a) PCT working principle (figure reprinted from [86]), (b) in-situ fatigue machine (figure
reprinted from [87])
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3.2

Fatigue experiment
Before performing PCT a rectangular notch (25×140 µm) was machined via focused-ion

beam machining at the middle of the sample. The sample was mounted into a fatigue loading stage
that allows for in-situ PCT scanning [87] (Figure 10 (b)). The sample was subjected to constant
amplitude fatigue test performed at room temperature, with minimum and maximum load of 10
and 320 MPa, respectively (R=0.03125) at a frequency of 25Hz.
A PCT scan was performed every 1000 cycles up to 110k cycles and every 500 cycles
subsequently. The test was interrupted at 129k cycles when the crack reached the free surface.
Each PCT scan was performed at maximum load to maximize crack opening.
By combining DCT and PCT results the crack growth rates can be analyzed at the
micrometer length-scale [86] (see Figure 11). The technique combining the result of DCT, PCT is
known as 3D X-ray for SFC and microstructure (3DXTSM).

Propagation cycle
0

65

130

x10^3

ΔZ = 140'm

Grain’s Label

ΔY = 130'm

Orientation w.r.t.
loading axis

Orientation w.r.t. local
crystallographic planes

Figure 11: (a) Results of the reconstruction of the initial DCT. Grains are colored according to the IPF
color map for cubic symmetry. (b) Schematic of the experiment highlighting: (i) loading axis, (ii) notch
position, (iii) the reconstructed crack surface, in red, at the end of the experiment, and (iv) a scale bar. (c)
Reconstructed crack’s surface; facets of the crack are colored according to their local crystallographic
orientation w.r.t. to the IPF color map.
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Figure 11 (c) represents the orientation of crack surface according to its local
crystallographic orientation. As can be noted, this image emphasizes the fact that failure occurs
not only on the primary planes, {110} for BCC materials, but also on secondary and tertiary planes,
{112} and {123}, respectively. In order to quantify the relative importance of each plane class
and understand the number of slip systems required in the crystal plasticity simulations, inverse
pole density plots were constructed for the fracture surface (Figure 12). Each facet of the crack
was assigned to the slip plane exhibiting the lowest misorientation angle 𝛼. Moreover, a threshold
of 𝛼>? = 15° has been utilized to distinguished between crystallographic and non-crystallographic
failure. The total contribution to failure of each plane class has been computed. Results are
summarized in Table 1. It should be noted that the value of 𝛼>? = 15° is arbitrary. Moreover,
decreasing the value of 𝛼 would increase the area associated to highly misoriented planes, mainly
at the expenses of regions assigned to the {112} and {123} plane class (with 𝛼>? = 10°, the highly
misoriented surface is ≈ 26% of the entire crack surface). As can be noted, failure occurs on all
the slip planes, and not only on the primary {110} planes [88].
Table 1. Percentage, weighted by area, of the crack’s facets assigned to each slip plane.

Slip Plane Family

Original Crack
Surface

Voxelization
Results

{110}

15%

19%

{112}

28%

28%

{123}

45%

47%

High Misorientation

11%

5%
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Figure 12. Inverse pole density figures representing the experimentally observed probability of failure of
the reconstructed crack surface facets, and the percentage of the crack surface assigned to each subset. (a)
Overall distribution; (b) density of the low misoriented facets (α≤15°); (c) density of the high misoriented
facets (α>15°). Subfigures (d-f) depict the distributions of low misoriented crack facets further subdivided
by the assigned family of slip planes. More specifically: (d) primary slip system {110}; (e) secondary slip
system {112} plane; (f) tertiary slip system {123} plane. As a note, color scale of each subfigure is
normalized against its own subset of data. Figure reprinted from [89]

3.3

Material
The material in this study is Ti55531, which is a near-β Titanium alloy, intended as a high

strength forging alloy. The composition of the alloys is Ti-5.5Al-5V-5Mo-3Cr-1Zr. In order to
coarsen the grain size for characterization purposes, the forged bar (12.7 cm long with a diameter
of 3.75 cm) was solution annealed at 843 °C for 2 hours followed by an air cooling, which resulted
in a mean grain size of 65 µm. Afterward, the material was machined into a dog-bone shape via
spark erosion and then polished via electro-polishing which resulted in a reduced specimen
diameter [44].
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3.4

Crystal plasticity simulations
3DXTSM does not provide data about the macro/micro-mechanical fields. Efficient

computational techniques are a strong requirement to simulate cyclic loading of polycrystalline
aggregate with information at the slip-system length-scale. To obtain this information at the
appropriate length-scale, we choose to utilize the elasto-viscoplastic fast Fourier transform solver
(EVP-FFT) proposed by Lebensohn et al. [90], and based on theory originally proposed by
Moulinec and Suquet [91]. Algorithmic details of the EVP-FFT model can be found in Ref. [90].
The EVP-FFT model offers significantly improved computational efficiency compared to finite
element based crystal plasticity models, thus it is better suited for cyclic loading. The code utilized
in this study is a custom, parallel implementation developed specifically for this project.
Recalling that the material of interest is a near β-Titanium alloy, the following flow rule
and hardening law (Equation 2-Equation 7) have been selected from literature [92] and modified
for the observed cyclic softening behavior (see Figure 13).
V

𝛾 = 𝛾J

𝜏V
𝑔V

$

𝑠𝑖𝑔𝑛 𝜏 V

[

Equation 4

[

𝑔V = −

𝐻VZ 𝛾Z = −
Z\]

ℎV = ℎ`V + 𝑠𝑒𝑐ℎb

𝑞VZ ℎZ 𝛾Z

Equation 5

Z\]

ℎ`V − ℎJV
𝛤 ℎ`V − ℎJV
𝜏`V − 𝜏JV
e [

𝛤=

𝛾 V 𝑑𝑡

Equation 6

Equation 7

J V\]

where 𝛼, 𝛽 are the slip system index, 𝜏 V is the resolved shear stress, 𝑔V is the critical resolve shear
stress, 𝛾 V is the plastic shear strain rate, 𝛾J is a scaling constant, ℎJV , ℎ`V , are respectively single slip
initial and saturation hardening rate, ℎV is a variable scaling the effect of slip rate on the update of
the critical resolved shear stress, 𝛥𝜏 V = 𝜏`V − 𝜏JV is the maximum allowable variation of the initial
critical resolved shear stress, 𝑞VZ is a parameter representing self and latent hardening (q=1 if 𝛼 =
𝛽, 1.4 otherwise), 𝛤 is the accumulated total plastic shear at an integration point, and 𝑔V defines
the variation of the critical resolved shear stress. Based on the results of the crack surface analysis,
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all 48 slip systems for a BCC material are utilized in the simulations, i.e. in Equation 4-Equation
7, N=48. The initial critical resolved shear stress 𝑔V of primary and secondary slip systems,
namely 110 111 and 112 111 , is the same, while a slightly higher value has been utilized
for the tertiary slip system 123 111 [93].
Table 2. Summary of elastic and plastic constants utilized for the simulations.

Hardening parameter
𝛾J [𝑠

h]

]
n
V
𝜏J [MPa]
𝜏`V [MPa]
ℎjV [MPa]
ℎ`V [MPa]
𝑔JV [MPa] {110} and {112}
𝑔JV [MPa] {123}

2.5E-06
10
50
0
500
0
405
415

Elastic Constants
C1111 [GPa] 167
C1212 [GPa] 115
C2323 [GPa] 44

Experimental data representing the macroscopic behavior of the material were acquired
based on a much larger sample than the one utilized for the 3DXTSM experiment. A statistically
equivalent microstructure, with more than 300 randomly oriented grains, was generated with
Dream3D [94], and utilized to calibrated the EVP-FFT model against cyclic load data (Figure 13
(a)). Moreover, when dealing with softening materials, some care should be taken to ensure the
stability of the solution. To verify that the model would converge to a stable solution and will not
suffer from numerical instabilities, 200 cycles were performed on the random periodic
microstructure.
Moreover, in order to validate the following analysis, a comparison between the CP-FFT
and CP-FEM simulations for tensile loading with the initial crack geometry has been performed.
The results show good agreement of the micro-mechanical fields in the proximity of the crack and
the ability of the CP-FFT solver to correctly replicate their local variations. This analysis is
reported in Appendix A. Results of stabilized behavior are shown in Figure 13 (b). Elastic
constants have been selected from the literature [95] and are reported in Table 2 together with the
fitted hardening law parameters. It is also worth mentioning that, even though the EVP-FFT solver
requires periodic boundary conditions, the resulting distortion of the micromechanical field
disappear very quickly. For simulations utilizing the microstructure resulting from the DCT, which
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is not periodic, the effect of periodicity completely vanishes in less than 10 voxels from the
bounding box limit. Care has been taken during data mining in order to avoid sampling from these
regions.
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Figure 13: (a) Comparison of the macroscopic stress/strain behavior between experiment (cycle range 15) and simulations(cycle range 1-200) (b) Highlight of the stabilized cyclic behavior (cycle 200). Figure
reprinted from [89]

3.5

Crack voxelization and cycle reduction
The surface mesh (built from triangular elements) representing the experimental crack

surface is the result of PCT scans reconstructions and surface post-processing procedures (for
further details refer to Herbig et al. [78]). PCT scans results are 3-dimensional voxelized images,
in which each voxel has an intensity value. When thresholding is applied to identify locations
belonging to a certain phase, the resulting regions are volumes and not surfaces. The fact that a
crack volume, and not a crack surface, is identified from the thresholding, allows for identification
of the surface enclosing the cracked volume. This gives the possibility to reconstruct both the upper
and lower crack surfaces. In this work, the upper (lower) surface is identified by the mesh elements
having a normal with a positive (negative) z value. As a note, having two surfaces is instrumental
to completely describe the crystallographic surface orientation of each element in case of
intergranular propagation.
Morphological and temporal information can be assigned to each element of the
aforementioned surfaces. In fact, knowing the location of the surface element, it can be assigned
to the grain in which it is embedded, allowing the identification of its crystallographic orientation;
also, because multiple PCT scans have been recorded, the cycle of failure of each surface element
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can be determined (with an uncertainty tolerance given by the interval between two subsequent
PCT scans).
For a suitable input to the EVP-FFT solver, the crack surface needs to be voxelized. Some
care should be taken for an optimal voxelization, mainly for three reasons: (i) the reconstructed
crack surface represents a 3D non-simply connected domain (e.g. it has voids), (ii) the
reconstructed crack surface contains elements which could span more than one voxel and more
than one element could be present in each voxel, and (iii) to maintain the sharpness of the crack.
In response to these issues: (i), in most cases, voids are artifacts arising due to the limitation of the
PCT resolution, subsequent thresholding, and surface smoothing process. A direct voxelization
would result in small ligaments of materials carrying the entire load, thereby obscuring the overall
simulation results. These small voids need to be identified and filled. To avoid this problem, the
voxelization procedure searches for voids and fills them with neighboring information, i.e. voids
are filled utilizing failure orientation and cycle number from neighboring surface elements. (ii) a
refinement procedure of the crack surface has been developed. The refinement procedure divides
large surface elements until their area can be contained inside a single voxel (voxel edge length
1.4 𝜇𝑚), and the ratio between the maximum and the minimum length of each triangle edge is
above 0.5. Moreover, if more than one surface element is present inside a single voxel, the one
exhibiting the larger area is utilized as a reference to assign the temporal and morphological
information to the voxel. (iii) only the upper surface has been voxelized (this choice is arbitrary).
Even if this appears to be a solution that results in a loss of information, in case of intragranular
propagation, this step is used to insert the crack as a void phase in the EVP-FFT simulations, but
the other surface information is retained for the rest of the analysis procedure. A statistical
comparison between slip plane present in the original crack surface and the one assigned during
the voxelization procedure is presented in Table 1. Images of the results of the voxelization
procedure can be seen in Figure 14.
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(a)

(b)

(c)

(d)

Figure 14. Results of the crack surface voxelization process crack surface colored by (a) grain label; (b)
cycle of failure; (c) assigned plane of failure class; (d) misorientation angle between the assigned plane of
failure and the crack surface plane of failure. Figure reprinted from [89]

Furthermore, in order to avoid redundant results and an excessive number of simulations,
crack snapshots in which crack growth was deemed insignificant have been combined. A new
crack step is defined each time the crack increases its surface by at least 2.5%. This reduced the
number of required simulations from 90, which is the original number of snapshots, to 27. Results
of the lumping procedure (gold bars) including a sensitivity analysis along with a full list of the
original data are depicted in Figure 15. Simulations with the crack geometry ranging from 34,000
to 129,500 cycles have been performed according to results of the lumping procedure (Figure 15).

26
Moreover, we should recall that, because we want to identify the SFC driving force, without
biasing the BN results, in the simulations the crack is not allowed to grow (i.e. simulations of
various static crack geometries are performed). Moreover, once the voxelization procedure is
completed for all the snapshots, the residual life (RL) of voxels experiencing failure can be
computed subtracting the cycle at which failure will be observed and the cycle number associated
with the snapshot of interest.

(a)

(b)

Figure 15. Crack lumping results. (a) Increment of the crack surface in voxels between the current and the
previous crack snapshot. (b) Number of simulation required to describe the overall crack evolution as
function of the lumping area threshold. The red contour highlights the selected threshold. Figure reprinted
from [89]

The result of the initial DCT is a grid of 384x384x450 voxels with a voxel size of 1.4 µm,
of which only the central part (384x384x192) is used in both simulation and analysis. Results of
the voxelization procedure are then used as input for the CP simulations, for each new crack
snapshot resulting from the lumping procedure. Simulation boundary conditions are imposed, in
order to mimic the experimental conditions (i.e. same maximum stress, stress ratio, frequency,
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etc.). For each new crack snapshot, one simulation is performed. The result of the aforementioned
simulations are the following micromechanical fields mapped onto a voxelized (regular) grid:
•

Stress tensor 𝜎

•

Elastic strain tensor 𝜀op

•

Plastic strain tensor 𝜀qp

•

Resolved shear stress for each slip system 𝜏 V

•

Accumulated plastic shear strain for each slip system 𝛤 V
Also, to acquire information regarding slip irreversibility and the evolution of the

micromechanical fields, 100 cycles are performed for each crack snapshot. Simulation results are
exported 3 times per decade (i.e. cycle 1, 2, 5, 10, 20, 50, 100) at maximum load. It should also be
noted that, in contrast to the finite elements method, due to the meshless nature of the EVP-FFT
solver, the material history can be directly translated from one crack snapshot to the next. In this
study, the material history is retained between the simulation of the current snapshot to the next.
To clarify, no extrapolation is performed between two different snapshots mainly for one reason:
the micromechanical fields imposed by the presence of the crack is overwhelming in magnitude
compared to the ones imposed by the presence of microstructural features (i.e. grain boundaries).
In other words, the amount of plasticity induced in proximity of the crack front by the presence of
the crack in few cycles is much higher than the one imposed by micromechanical features.

3.6

Identification of the crack front
The identification of the crack front is a critical step for the data mining procedure, because

it provides a reference to establish the distance from the crack front. Because short cracks are
tortuous and exhibit bifurcation behavior, the identification of the crack front is not trivial. For
these reasons, the following numerical procedure has been developed and applied to each crack
snapshot:
1. Construct the surface mesh of the voxelized crack, utilizing the quick mesh feature of
Dream3D [94]. Then, a Laplacian smoothing algorithm is applied to the aforementioned
surface mesh to allow for elements belonging to the crack front to slightly reorient. This
process produces sharper edges near the crack front and a smoother surface elsewhere.
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2. Identify elements belonging to the top and bottom surface (as described previously) and
their common nodes, which are the one associated to elements belonging to both the top
and bottom surface simultaneously.
3.

The linkage of common nodes is embedded in adjacency matrix of the smoothed mesh1.
Through a Dulmage-Mendelsohn permutation [96], connected paths can be identified and
their lengths can be computed. Nodes belonging to long connected paths represent the
location of the crack front. On the other hand, short paths are artifacts resulting from step
1 and 2, and therefore thresholding is applied to remove them.

4. The crack’s front is extracted, and voxel belonging to the crack front are identified.
Step 3 needs to be performed online (e.g. crosschecked by the user) to guarantee that the
threshold value is adequate. Results of this procedure for a specific crack snapshot are depicted in
Figure 16.

(a)Crack
CrackFront
Front

(b) Mining
MiningVolume
Volum

Figure 16. Results of the crack front identification procedure. Figure reprinted from [89]

3.7

Correlations metrics
To elucidate the role played by each FIP’s formulation in predicting the observed 𝑅𝐿, three

different metrics are used:
1. Pearson’s Correlation Coefficient (PCC) [97]:
𝜌I,u =

1

𝑐𝑜𝑣 𝑋, 𝑌
𝜎I 𝜎u

Equation 8

The adjacency matrix is the one whose components characterized the linkage between nodes
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where 𝑋, 𝑌 are random variables and 𝜎I , 𝜎u represent the standard deviation of 𝑋, 𝑌, respectively.
This is the most commonly used correlation metric, and it is only capable of correctly identifying
linear correlations. This means that if a correlation metric is used for badly scaled data (e.g. Paris
law not in the log space), the correlation coefficient 𝜌 will over or underestimate the relationship.
Another aspect to consider is that if the correlation is almost linear, this metric is able to identify
the sign of the correlation.
2. Mutual information (MI) [98]:
𝑀𝐼 𝑋, 𝑌 =

𝑝 𝑥, 𝑦 𝑙𝑜𝑔b
•∈I }∈u

𝑝 𝑥, 𝑦
𝑝 𝑥 𝑝 𝑦

Equation 9

where 𝑥, 𝑦 are respectively a specific state of 𝑋, 𝑌, 𝑝 𝑥 , 𝑝 𝑦 are the marginal distributions of
𝑋, 𝑌 , respectively and 𝑝 𝑥, 𝑦 is the joint probability of 𝑋, 𝑌 . Mutual information (MI) is a
measure of the amount of information shared by the random variables X and Y. In other words, it
measures how much knowing one variable reduces the uncertainty about the other. In contrast to
PCC, MI contains information of both linear and nonlinear dependencies making it a more
appropriate measure for deterministic correlations.
A limitation of MI is that it does not have an upper bound as is the case for the PCC. In
order to have a more meaningful value, MI can be normalized utilizing the entropies of its random
variables. There are many possibilities to normalize MI. Normalized and symmetric normalized
mutual information, NMI and SNMI respectively, can be obtained by normalizing MI with respect
to the entropy of one or the mean both the investigate variables:
𝑆𝑁𝑀𝐼 𝑋, 𝑌 = 2

𝑁𝑀𝐼 𝑋, 𝑌 =
where 𝐻 𝑋 = −

•∈I 𝑝

𝑥 𝑙𝑜𝑔b 𝑝 𝑥

𝑀𝐼 𝑋, 𝑌
𝐻 𝑋 +𝐻 𝑌
𝑀𝐼 𝑋, 𝑌
𝐻 𝑋

Equation 10

Equation 11

is the entropy of the random variable X.

3. Kullback-Leibler Divergence (𝐷•p ) [99]:
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In some situation, MI is not able to capture relationship even if they exist (e.g. XOR2
operator). Hence, the Kullback-Leibler Divergence, 𝐷•p , has been adopted as a third metric 𝐷•p
is defined as follows:
𝐷•p 𝑃 𝑋 ||𝑄 𝑋

=

𝑃 𝑥 𝑙𝑜𝑔b
•∈I

𝑃 𝑥
𝑄 𝑥

Equation 12

where 𝑃 and 𝑄 are two different probability distributions, respectively representing the real and
surrogate distributions. Moreover, MI and 𝐷•p are more resilient than PCC to the presence of
outliers [100].

3.8
3.8.1

Bayesian networks tools
Discretization of marginal distribution
To discretize the marginal distribution of sampled data, the genetic algorithm has been

adopted to computed the most appropriate number of bins together with their support width. Said
algorithm finds a discretization that maximizes the square of the PCC (Equation 8) between the
discretized variable and its corresponding continuous variable. As such, it is the optimal approach
for finding a precise representation of the continuous values of a variable.
3.8.2

Performance metrics
Performance capability of a model can be evaluated utilizing reliability and precision.

Recalling that the variables have been discretized, reliability (Equation 13) and precision (Equation
14) for each bin is defined respectively as:
# 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠‡,ˆ
𝑇𝑜𝑡𝑎𝑙 # 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛‡

Equation 13

# 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠‡,ˆ
𝑇𝑜𝑡𝑎𝑙 # 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠ˆ

Equation 14

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦‡,ˆ =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛‡,ˆ =

where the index 𝑖, 𝑗 identify the index associated with the bin of predictions and observations
respectively. Moreover, a mean reliability and precision (Equation 15-Equation 16) can also be
defined as follows:
2

Exclusive OR operator
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𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦Ž••$

1
=
𝑁𝐵𝑖𝑛𝑠

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛Ž••$ =

1
𝑁𝐵𝑖𝑛𝑠

[‘‡$`

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦‡,‡

Equation 15

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛‡,‡

Equation 16

‡\]
[‘‡$`

‡\]

[

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦j’•“•”” =

𝑤‡ 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦‡,‡

Equation 17

𝑤‡ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛‡,‡

Equation 18

‡\]
[

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛j’•“•”” =
‡\]

where 𝑤‡ is a weighting factor and is defined as 𝑤‡ = #𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠‡>j>•” / #𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠>j>•” .
The above quantities (Equation 15Equation 18) are used to evaluate the overall framework
performance. A model exhibiting high reliability and precision can be considered trustable.
3.8.3

K-fold cross validation
Building distributions only from available data, in which the complete “state of nature”

may not be available, is always risky. Parameters of each network and their relative influence may
be different and not accurate if applied to a different dataset. In this work, a K-fold cross validation
method has been adopted. K-fold cross validation consists in randomly selecting 100 𝐾 𝐾 −
1 % of the available data as a training set to build the conditional probability tables, and use the
remaining 100 𝐾 % as validation. The process is repeated 𝐾 times. If all the validation sets
show comparable predictive performance (same Reliability and Precision) then the estimated BN
parameters are independent from the utilized training subset.

3.9

Selected SFCs propagation metrics
For this study, eight different FIP formulations have been selected from the literature

[19,53,101].
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Table 3. List of selected fatigue indicator parameters

D1 = 𝑚𝑎𝑥 𝛤 V

Equation 19

V

[›

𝛤šV

𝐷2 = max
š

Equation 20

V\]
[

𝛤V

𝐷3 =

Equation 21

V\]
[›

š

𝛤šV

𝐷5 = max
š

1+𝑘

V\]

𝜎$

Equation 22

𝜎u

𝐸1 = 𝑚𝑎𝑥 𝜏 V 𝛤 V

Equation 23

V

[›

𝜏šV 𝛤šV

𝐸2 = max
š

Equation 24

V\]
[

𝜏V𝛤V

𝐸3 =

Equation 25

V\]
[›

𝐸5 = max
š

š

𝜏šV 𝛤šV
V\]

1+𝑘

𝜎$
𝜎u

Equation 26

where 𝛼 represents the slip system number, 𝑁ž is the number of slip system associated with a
specific slip plane, 𝑁 is the total number of slip system, 𝑝 is the index representing the slip plane,
š

𝑘 is a scaling factor and is set to 0.5 as originally suggest by Fatemi and Socie [10], 𝜎$ is the
opening stress acting on a specific slip plane, ∙ are the Macaulay brackets (i.e. 𝑥 = 𝑥 if 𝑥 > 0,
0 otherwise), and 𝜎u is a scaling constant associated with macroscopic yield stress of the material
and is set to 1240 𝑀𝑃𝑎. D1 represents the slip system with maximum accumulated plastic shear
strain, D2 the slip plane with maximum accumulated plastic shear strain, D3 the total accumulated
plastic shear strain, and D5 the slip plane subject to opening stress with maximum accumulated
plastic shear. E1 through E5 are the energetic counterparts representing dissipated energy. Note
that D4 is equivalent to E2 and is therefore not included in the list.
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4

RELIABILITY OF AVAILABLE SFC DRIVING FORCES

In this chapter, the reliability of locally computed FIPs is investigated through BN analysis.
When a FIP is used as a SFC driving force, one assumes that the values of said FIP correlates with
the expected residual life (i.e. the number of cycles required for a SFC to propagate within a certain
spatial region) [11,54]. Therefore, the following assumptions shall hold:
•

The distance from the crack front (𝐷¡# ) is a geometric parameter is an independent
variable imposed by the geometry of the SFC.

•

The 𝐹𝐼𝑃 value is inversely correlated to the 𝐷¡# (e.g. higher damage is expected in
the proximity of the crack.

•

The residual life (𝑅𝐿) of a certain material location is inversely correlated to the
𝐹𝐼𝑃 value and inversely correlate to the 𝐷¡# .

The above assumptions can be translated, in statistical relationships, and the joint
probability distribution can be rewritten as follows:
𝑃 𝐹𝐼𝑃, 𝑅𝐿, 𝐷¡# = 𝑃 𝑅𝐿|𝐹𝐼𝑃, 𝐷¡# 𝑃 𝐹𝐼𝑃|𝐷¡# 𝑃 𝐷¡#

Equation 27

Once the dependence between the different variables is established, conditional probability
tables, which are required to build the BNs, can be computed utilizing the frequency of the
discretized distributions. A BNs representing Equation 27 is constructed for each of investigate
FIP formulations.
The FIPs are calculated based on the micromechanical fields obtained via simulations at
each spatial location, for each simulation. For example, Figure 17 depicts the FIP values projected
on the crack surface at cycle 53,100.
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1
2

Figure 17. Comparison of the eight different FIPs formulations projected on the crack surface at cycle
53,100. The gray region represents the area of the crack which has already failed. Figure reprinted from
[89]

First, it should be noted that the color scale for slip-based FIPs (i.e. D1, D2, D3, D5) is
different from the one utilized for energy-based FIPs (i.e. E1, E2, E3, E5). Moreover, the color
scale of energy-based FIPs is shifted by two orders of magnitude to account for the scaling effect
given by the resolved shear stress, which is on the order of hundreds of MPa. The grey region
represents the area of the crack surface which has already undergone failure.
Except for D3/E3, results appear to be comparable for slip/energy based FIPs, respectively.
Focusing on slip based FIPs, which are representative of the plastic activity, only a small region
ahead of the crack front exhibits relevant plasticity. It should also be recalled that these plots only
represent values on the surface of the final crack volume (e.g. the crack surface is voxelized), and
that higher plastic activity is present inside the volume. Another feature of the FIPs is their spatial
heterogeneity, which could span orders of magnitude within a small spatial region adjacent to a
grain boundary (box 1 in Figure 17). Moreover, box 2 in Figure 17 represents a location far away
from the crack front where damage starts to build. Said region can possibly identify a likely failure
location as the crack continues to propagate. The consistency in behavior between D1 and D2 is
not surprising, given that the former represents the slip system, and latter represents the slip plane
with the maximum accumulated plastic shear. In fact, recalling that the material is BCC and that
all 48 the slip systems have been utilized in the simulations, it is very likely to find that the plane
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with maximum accumulated plastic shear has only one slip system. In contrast, the similarity
between D2 and D5 is more surprising.
The accumulated shear strains across all slip systems, D3, is the only one of the slip based
FIPs showing a different trend. Upon further analysis, the location of areas exhibiting high/low
values remains stable and the difference is only a shift on the color scale towards higher values.
The same considerations can be applied to the energy-based FIPs. Moreover, comparing the spatial
distribution between slip- and energy-based FIPs, it can be notice that the trend is the same except
for a scaling factor (see color bar scale).
The material within this study exhibits work softening behavior and the fatigue experiment
is loaded with Rσ = 0.0325, it may be expected that once a slip system is activated, due to its
orientation and loading condition a sort of avalanche mechanism will manifest through cycling. In
other words, the most active slip system will remain stable between one cycle and the next. As a
consequence, a major difference is not expected, between the most active system (D1), the most
active plane (D2), or the total accumulate slip (D3). These considerations explain the similarity of
the behavior observed utilizing D1, D2, and D3, which are based only on the accumulated slip.
Moreover, the aforementioned avalanche mechanism will persist until the crack geometry is
updated and the overall load is redistributed.
For the similarity between D5 and the other slip-based FIPs, it should be recalled that
during the HCF regime, the plastic zone ahead of the crack front is small. Moreover, due to the
formulation of D5 (see Eq. 12), the opening stress plays a role only if plastic activity is present.
The combination of the aforementioned observations elucidate why D5 is equivalent to other FIPs.
To explain the similarity between the slip and energy-based FIPs, we need to look back at
the flow rule (see Equation 4). Analyzing the equation, it can be noticed that an exponential
relationship between the applied resolved shear stress and slip rate exists, thus explaining the
equivalence between the slip and energy based FIPs. Further, due to the very similar behavior of
all the FIPs, D2 has been selected as a representative candidate, and several of the results that will
follow will be presented only for the D2 FIP. However, the same analysis has been performed for
all the investigated FIP formulations, leading to the same conclusions.
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Figure 18. Example of a toroidal mining volume with radius D around the crack front (D =10 voxels).
Figure reprinted from [89]

Once the location of the crack front is established for each crack step, the Euclidean
distance of each integration point from the crack front (DCF) can be computed for every crack step.
The mining volume is identified as a solid toroid having the crack front as its centerline and a
diameter D, which is chosen sufficiently large to include the plastic zone around the crack front.
It should be noted that this procedure will also sample behind the crack front, allowing the network
to learn from whole spectrum of possibilities, hence reducing the possible bias related to an
incomplete dataset. In other words, the data need to be representative of all possible failing/nonfailing behavior, e.g. behind the crack front, no failure should occur. Results are presented for a
mining volume with a radius of 140 𝜇𝑚, which is slightly greater than twice the average grain
diameter. This choice ensures sure that the network will learn that propagation and failure occurs
starting from the main crack surface and not anywhere else in the mining volume (e.g. a new crack
is not initiating). Once the mining volume is identified, all the voxels with an associated residual
life are selected (i.e. all the ones that are going to fail in any future crack snapshot). Moreover, in
order to understand if FIP values carry enough information to discriminate whether failure is going
to happen or not, an equivalent number of non-failing points are randomly selected inside the
mining volume. Also, in order to alleviate the effect of possible oscillations in the data, once a
suitable random point is found, data is collected in small clusters (e.g. all the integration points
inside a sphere of radius 2.8 𝜇𝑚 with center at the randomly selected non failing points). For each
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crack snapshot, data are collected 3 times per decade, i.e. after 1, 2, 5, 10, 20, 50, and 100 cycles.
Results of the mining procedure is a set of more than 3 million observations.
Figure 19 (a) is a scatter plot representing the joint distributions of the computed D2 values
and the observed residual life (RL) (i.e. 𝑃 𝐹𝐼𝑃, 𝑅𝐿 ). Similarly, Figure 19 (b) shows the joint
distributions of D2 values and the distance from the crack front (i.e. 𝑃 𝐹𝐼𝑃, 𝐷¡# ). The blue color
is associated to data representing failure, while the orange one represents data associated with nonfailing behavior. Moreover, it should be noted that because only failing locations have an
associated RL values, only these values can be correctly shown in Figure 19 (a); data coming from
non-failing locations would appear as a vertical line at infinity. Figure 19 (c) represent the
conditional distributions of D2 for the failing points, namely 𝑃 𝐹𝐼𝑃| 𝐹𝑎𝑖𝑙𝑖𝑛𝑔 , and of the nonfailing points, 𝑃 𝐹𝐼𝑃| 𝑁𝑜𝑛𝐹𝑎𝑖𝑙𝑖𝑛𝑔 . The marginal distribution of the FIP can be computed
marginalizing

the

two

aforementioned

conditional

distribution

(i.e.

𝑃 𝐹𝐼𝑃 =

𝑃 𝐹𝐼𝑃| 𝐹𝑎𝑖𝑙𝑖𝑛𝑔 + 𝑃 𝐹𝐼𝑃| 𝑁𝑜𝑛𝐹𝑎𝑖𝑙𝑖𝑛𝑔 ). As a note, all the vertical axes have the same scale.

(a)

(b)

(c)

Figure 19: (a) Scatter plot of the log of D2 values against observed residual life; (b) Scatter plot of the log
of D2 values against the distance from the crack front; (c) marginal distribution of the D2 values for
failing and non-failing data. Figure reprinted from [89]

Focusing on Figure 19 (a), the first noticeable feature is how the data clusters in vertical
bands. It should be noted that these bands form because only specific RL values are available from
the experiments. Moreover, RL ranges approximately from 1,000 to 100,000 cycles. Focusing on
the scale of the D2 value, it can be noticed that only few data points exhibit considerable plastic
activity, meaning that the plastic zone ahead of the crack tip is very limited, which is typical of the
HCF regime. Additionally, a clear pattern can be identified. Moving from low to high RL (i.e.

38
from left to right), the spread in the data decreases, together with their average magnitude values,
indicating that no plastic activity is present. The D2 values representing non-failing behavior can
be correctly positioned in Figure 19 (b). As a general behavior, it can be noticed that when the
distance from the crack front (i.e. 𝐷¡# ) exceed 42 𝜇𝑚 (i.e. 30 voxels or two-thirds of the average
grain size), the data coming from the failing/non-failing locations overlap. In contrast, for 𝐷¡# <
42 𝜇𝑚, a major overlap still exists, but a considerable number of points exhibit a much higher D2
value. This confirms our hypothesis that plasticity is not the only key factor driving the crack
propagation rate.
Focusing on the conditional distributions shown in Figure 19 (c), it can be noticed that the
modal values of failing points is higher than the one observed for the non-failing ones. Another
difference between the aforementioned distributions is that the one representing failure exhibits a
much longer tail towards high FIP values than the other one. These are indications that, in general,
failure can be related to relevant plastic activity, but their correlation appears to be weak.

4.2

Bayesian networks results
With BN defined we can instantiate evidence and compute inferences. This means that we

can utilize data mined from the simulations and the experiment to query the networks and compute
the predicted residual life. Moreover, because the BN results are in terms of posterior probability
(PP) of each possible outcome, we selected the outcome exhibiting the maximum likelihood as the
correct prediction. To evaluate average performance of the different BN’s, their mean reliability
and precision have been computed (Equation 15 and Equation 16). Results are presented in Table
4.
From Table 4, it is observed that all the BNs exhibit the same behavior with very small
fluctuations. Reliability ranges from 33% to 41%, while precision ranges from 27% to 31%. Hence
the different networks can be considered equivalent, which is not surprising given the similarity in
behavior between all the FIPs. It is noted that the performance of D3 and E3 is slightly worse than
the other FIPs. This means that total plasticity could be considered as a worse indicator of crack
propagation between the selected FIPs.
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Table 4. Mean reliability and precision of the different BNs.

D1
D2
D3
D5
E1
E2
E3
E5

Mean
Reliability
38%
41%
33%
41%
36%
36%
34%
40%

Mean
Precision
30%
31%
27%
31%
31%
31%
28%
31%

To quantify the correlation between each FIP and the RL, PCC, MI, 𝐷•p , and 𝑆𝑁𝑀𝐼 have
been computed, and are presented in Table 5. It should be recalled that these metrics are computed
utilizing marginal distributions of the variables and should be interpreted in an average sense. In
other words, the correlation could be weak, if the overall distribution is considered; but on the
other hand, the correlation could be stronger, if the analysis is restricted to a specific range. The
first thing noticed analyzing the values of the PCC, is that an inverse correlation exists between all
the FIPs and RL. In other words, as the FIPs value increase, residual life decreases. This behavior
is expected and can be easily interpreted: as damage continues to accumulate, the likelihood of
failure increases. Moreover, all the FIPs exhibits almost the same PCC, which is ~26%. To crosscheck the linearity of the correlations and the equivalence between all the FIPs and RL, MI and
𝐷•p have been computed. As can be seen in Table 5, the MI and 𝐷•p are in agreements with PCC
results.
Moreover, to quantify the amount of uncertainty reduction based on the RL by knowing
the FIP values, the 𝑆𝑁𝑀𝐼 have been computed. As can be seen, the uncertainty reduction provided
by FIPs is around 3%. This means that only a small amount of information regarding failure is
present in the FIPs distributions. It should also be mentioned that 𝑆𝑁𝑀𝐼 have been computed
between RL and 𝐷¡# and it is approximately 14 %. This means that the distance from the crack
front is more related to the observed RL than any of the computed FIPs.
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Table 5. Correlations between the discretized FIPs distribution and the residual life distribution. Longer
bars represent higher correlation. Note that while Pearson correlation is able to capture the sign of the
correlation, mutual information and Kullback- Leibler divergence are always positive by definition
(Equations. 8-10,12).

Correaltions Metric: FIPs vs RL

!"#$
D1
D2
D3
D5
E1
E2
E3
E5

-24%
-24%
-25%
-25%
-27%
-27%
-28%
-28%

0.041
0.043
0.041
0.043
0.042
0.041
0.039
0.050

0.062
0.078
0.074
0.077
0.060
0.059
0.054
0.082

3%
3%
3%
3%
3%
3%
3%
3%

Mean prediction results and their associated correlations provide valuable information, but
to elucidate the ability of the FIPs to predict RL, BNs inference need to be analyzed in more detail.
The analysis continues comparing the BNs inferences for each RL regime (i.e. each bin resulting
from the discretization of the RL marginal distribution). This is necessary to reveal if stronger
correlations exist for any specific RL regime. In fact, given the analysis of the joint and conditional
distributions already performed, better predictions of the material behavior should be expected just
ahead of the crack front. Complete reliability and precision results (see Equation 13-Equation 14,
respectively) of the BNs built upon the aforementioned D2 FIP values are presented in Table 6.
Table 6 represents the quality of the predictions obtained by the BN based upon the D2
FIP. For each table: (i) columns represent experimental RL; (ii) rows represent the BN inferences;
(iii) all rows and column headers describe each bins’ support and the values in parenthesis
represent the total number of observations/predictions of each bin; (iv) the last row and the last
column, which are identified by the * represent the non-failing behavior; (v) color coding obeys
the following rules: (a) blue highlights correct predictions in agreement with experimental
observations (i.e. the prediction falls in the correct bin); (b) red highlights incorrect predictions;
(c) color intensity represents the normalized amount of predictions falling in each bin (i.e. a
deeper/lighter color means a higher/lower amount of prediction in the specific bins); (vi) the
normalization constant utilized to compute percentages is: (1) the total number of predictions
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falling in each bin for reliability (i.e. rows), and (2) the total number of experimental observations
in each bin for precision (i.e. columns). Also, the reliability/precision is computed by normalizing
against the total number of predictions/observations for each bin, therefore the results of Tables 7
should be interpreted by rows/columns, respectively. Moreover, elements above the main diagonal
represent predictions underestimating the RL, and element below the main diagonal represent
predictions overestimating RL. The ideal case, in which all predictions are correct, is represented
by diagonal matrices for both reliability and precision, if this is not the case an underestimation of
the RL would represent a conservative engineering approach.
Table 6 Prediction quality of the network built upon D2: (a) reliability results (Equation 13) and (b)
precision results (Equation 14). Rows represents predictions, and column represents experimental
observations. Element on the main diagonal of each table (colored in blue) represent correct prediction,
while element off of the main diagonal represents incorrect predictions. Green lines represent the RL limit
for trustable predictions, purple lines identify the region belonging to the non-failing behavior.
<=71498 (297930)

<=81980 (363415)

<=95500 (322583)

<=50000 (152760)

<=61000 (207968)

<=71498 (297930)

<=81980 (363415)

<=95500 (322583)

* (1677456)

2%

1%

0% 10%

<=22000 (225275) 59% 34% 14%

8%

2%

1%

0%

1%

<=37500 (145832) 23% 23%

7%

9% 12%

4%

1% 22%

<=37500 (145832) 18% 23%

7%

7%

6%

1%

0%

2%

1%

0%

0% 13%

<=50000 (15246)

4%

1%

0%

0%

0%

0%

<=61000 (166886)

2% 11% 22% 29% 15%

2%

0% 19%

<=61000 (166886)

2% 12% 24% 23%

8%

1%

0%

2%

<=71498 (261506)

0%

0%

9% 21% 30% 24%

4% 11%

<=71498 (261506)

0%

0% 15% 27% 26% 18%

3%

2%

<=81980 (268604)

0%

0%

6%

7% 26% 30% 19% 12%

<=81980 (268604)

0%

0% 11%

9% 23% 22% 15%

2%

<=95500 (9250)

0%

0%

0%

0%

0% 16% 58% 25%

<=95500 (9250)

0%

0%

0%

0%

* (2260529)

2%

2%

2%

2%

5%

8% 23% 42% 13%

9% 11% 67%

Value

Value
<=50000 (15246)

1%

<=37500 (146112)

<=61000 (207968)
7%

(b)

<=22000 (184904)

<=50000 (152760)
9%

* (1677456)

<=37500 (146112)

Precision

<=22000 (225275) 48% 22%

(a)

<=22000 (184904)

Reliability

2%

0%

0%

0%

2%

* (2260529) 21% 28% 26% 25% 35% 57% 79% 91%

Analyzing the general appearance of the reliability Table 6 (a), it is noted that predictions
are mainly positioned in a band around the main diagonal. This means that if a prediction is not
correct, then it will under-/over- estimate RL in one of the adjacent bins. Analyzing prediction
results from the experimental observation perspective (e.g. looking at the precision table), the band
behavior is still present, but some RL regime cannot be captured and is always over-/under- estimated (i.e. 37.5k< RL <50k and 82k< RL <95k, columns 3 and 7 of Table 6 (b) respectively).
This is a first indication that, for some RL’s regime, the model is not able to describe the material
behavior.
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Focusing on the diagonal elements (i.e. correct predictions) of the reliability table, we can
notice that values ranges from 23% to 67%. Specifically, more reliable predictions can be found
close to the edge of the tables (i.e. first and last two rows). Moreover, the same tendency, but with
higher fluctuation, is exhibited by reliability results. In other words, from a reliability and precision
standpoint, good predictions are observed for very low or very high RL. In order for the model to
be trustworthy, high values of both reliability and precision need to be present. Combining results
of the reliability and precision and selecting only the bins exhibiting high values for both of them,
only two regimes can be identified: (i) RL<22k, and (ii) non failure regime. The former limit is
visually identified in the tables by a green line, while the latter is identified by a purple line. Hence,
all the RL regimes beyond 22k cycles (except for the non-failing behavior) should be considered
as non-trustworthy. A special note should be added for predictions representing the non-failing
data (i.e. the last row/column of the reliability/precision matrices, respectively, which are visually
identified by purple lines). As can be seen in Table 6 (a) and (b) the non-failing behavior appear
to be the best captured behavior from both a reliability and precision standpoint.

(a)

(b)

(c)

Figure 20. Comparison between BN results, and experimentally observed RL at cycle 51100: (a) posterior
probability of the most likely prediction, (b) predicted RL, and (c) experimentally observed RL. Figure
reprinted from [89]

Figure 20 depicts results obtained by the BN built upon D2 compared to the experimentally
observed RL projected on the crack surface at cycle 53,100. Specifically, subfigure (a) represents
the posterior probability (PP) values associate with the most likely predicted residual life, (b) the
predicted RL selected utilizing the maximum likelihood criteria, and (c) the experimentally
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observed RL. It should be noted, that color scale of the experimental RL has been discretized to
ease comparison with predictions.
Comparing the predicted against the experimentally observed RL (Figure 20 (b,c)), it can
be noticed that there are regions in which predictions are in accordance with experimental
observations, and regions in which the two differ. We start analyzing regions exhibiting prediction
contradicting experimental observation. Some of these regions exhibit a non-conservative
prediction of the RL. By investigating their associated PP values, it can be noticed that it is higher
than 50%, thus not a lot of uncertainty is associated to them. Moreover, if we identify their residual
life, we will notice that the aforementioned regions exhibit an experimental RL belonging to the
non-trustworthy region thus making the prediction unreliable. The limit of the trustworthy region
has been defined as a function of the observed RL, which is the unknown if one wants to use this
model to predict failure. Hence, the obvious question is: “how do we know which prediction should
be trusted?” After analyzing all the predictions results, it has been found that in general, predictions
belonging to the not-trustworthy regions behave as follows: (i) they are far away from the crack
front; (ii) even if they exhibit a high PP, they are located beyond regions of very low PP; (iii) their
computed RL would be lower than the one observed in adjacent regions closer to the crack front;
and (iv) if trusted, they will generate a new crack disconnected from the main crack. Hence, they
are easily identifiable and avoidable from a programming standpoint.

4.3

Conclusion
In this chapter, 3DXTSM results have been used as input for EVP-FFT crystal plasticity

simulations, in order to compute the micromechanical fields for each crack length within a HCF
regime. The aforementioned results have been combined, and subsequently utilized to build BNs
to test the ability of some of the commonly used FIPs to predict SFC propagation. We have
demonstrated that:
•

Relationships embedded in the data are correctly captured as long as they exist.

•

Predictions close to the crack front shows a satisfactory agreement with
experimental observation.

•

The posterior probability associated with a prediction is a powerful tool to assess
the prediction quality and the uncertainty associated with it.
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The results of the BN demonstrate that the behavior of locally computed FIPs for the HCF
regime display the following characteristics:
•

All FIPs shows the same degree of correlation with respect to the experimentally
observed RL.

•

The effect of the opening stress on the critical plane does not bring additional
information about the RL prediction, based on the current formulation.

•

Due to the limited size of the plastic zone, FIPs show good predictions results only
for a limited spatial and temporal range, i.e. close to the crack front and when
observed RL is low.

•

A possible avalanche mechanism has been hypothesized as the possible cause for
the equivalent behavior exhibited by all the different FIPs in a softening material.

•

The non-failing behavior close to the crack front, does not appear to be correctly
captured by FIPs values.

•

The distance from the crack front exhibits a stronger correlation with residual life,
than FIP values.
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5

NON-LOCAL SFC DRIVING FORCE

In this chapter a hierarchical, semi-deterministic SFC propagation framework utilizing a
non-local driving force is presented, applied to the available data.

5.1

Slip direction based modeling
In general, plastic deformation in FCC metals and alloys can be described as a deck of

cards subject to shear loading. In the card-glide model, both the direction and plane of slip are
prescribed. The card represents a slip plane (i.e. any of the 111 ) and the glide direction is one of
the available slip directions (i.e. any 110 ). Taylor and Elam [102] observed card-glide in BCC
materials, but only when a crystal is subject to homogeneous shear. For more complex loading
conditions, they identified deformations aligned with slip directions but not always related to
crystallographic slip planes. They hypothesized that BCC alloys deform as a large bundle of rods
slipping relative to each other, conjecturing that atoms stick together along a certain
crystallographic direction (i.e. 111 ). Hence, the slip plane is not necessarily crystallographic and
may be any plane embedding the slip direction. Since its elicitation, the latter deformation
mechanism, referred to as pencil-glide, has proven useful in predicting plastic deformation and
texture evolution of polycrystalline BCC metals [103,104]. Hence, the pencil-glide model is used
as the basis for a non-local data mining procedure, for postulating a non-local driving force and
for the reinterpretation of experimental data.
5.1.1

3D small fatigue crack growth rate reconstruction
The procedure presented to reconstruct the observed fatigue crack growth rate (FCGR)

relies on the premise that during the early stages of propagation (i.e. when the crack front
encompasses only a few grains), the direction of propagation aligns with one of the available slip
directions. In case of ambiguity, the optimal path is chosen as the one exhibiting the highest FCGR.
Specifically, at each crack front location, all the available slip directions are followed for a
predetermined length, 𝑙J = 6.3 𝜇𝑚 while recording information of the nearest crack surface
element. The reason for choosing the above value of 𝑙J is further discussed in Section 5.3.1.
Moreover, the maximum orthogonal distance between the crack surface and all the points queried
serves as a thresholding value to discern between a failing slip direction (FSD) and a non-failing

46
slip direction (NFSD). Pseudo codes of the proposed slip direction based procedure and the
standard procedure to determine the FCGR are available in Appendix B.
5.1.2

Non-local data mining procedures

Figure 21. Schematic representation of the non-local data mining procedures, highlighting representative
values and their associated regularization volume.

Similarly to the FCGR reconstruction, the micromechanical fields are collected starting
from the crack front while following the available slip directions (Figure 21). Data is collected
along a distance 𝑙J with spatial resolution (e.g. step size) 𝛥𝑠. However, quantities such as the
accumulated plastic strain and the resolved shear stress are slip system dependent. Therefore, while
following one slip direction, data is collected for all the slip systems embedded within. Throughout
this paper, this procedure will be called the 1D data-mining procedure (1D-DMP).
Moreover, when probing results of a simulation in the proximity of a singularity (i.e. the
crack front), a homogenization scheme should be adopted to mitigate the effect of possible
spurious solutions due to unavoidable numerical instabilities. Two different homogenization
schemes are proposed: (i) 2D-DMP and (ii) 3D-DMP. Each homogenization procedure is an
augmentation of the previous. The 2D-DMP collects data on a plane accordingly oriented with
respect to each slip system (Figure 21 (b)), and the 3D-DMP collects data in a plate with finite
thickness (Figure 21 (c)). For all the DMPs, data is collected on an equispaced, regular grid.
Parameters utilized for the above procedures are the following: (i) width of plane 𝑤J = 2.8 𝜇𝑚,
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(ii) thickness of the plate 𝑡J = 1.4 𝜇𝑚, and (iii) the step utilized to construct the equispaced,
regular grid is 𝛥𝑠 = 0.35 𝜇𝑚.
As previously mentioned, one of the aims of this chapter is to evaluate the spatial
correlations between the proposed non-local driving force and experimental observations.
Therefore, the collected data is segmented every 0.7 𝜇𝑚 while moving away from the crack front,
and an average value is computed for each segment. The values resulting from the averaging
process are called representative values. As a note, the representative value at the crack front is
not utilized as an input to build the SFC propagation framework, because its value may be
influenced by the singularity imposed by the presence of the crack.
5.1.3

Non-local SFC driving force
Given the objectives of this study, the postulated driving force needs to satisfy the

following requirements: (i) capture the propensity of BCC metals to deform in pencil-glide mode
and (ii) account for the spatial variation of the micromechanical fields (e.g. more than one value is
required). Furthermore, in the previous chapter it has been showed that locally computed FIPs
exhibit the same predictive capabilities, therefore we selected the FIP representing the maximum
dissipated energy as a base for the proposed non-local driving force, which is defined as follows:
[

𝐷𝐹 ¤ 𝑠 =

𝜏V 𝑠 𝛤V 𝑠

∀𝛼 ∈ 𝑑

Equation 28

V\]

Where 𝑠 the index denoting the representative value while moving away from the crack
front, 𝑑 represents a slip direction. Equation 28 is a nonlocal driving force representing the profile
of the total dissipated energy along a slip direction, which will be denoted as 𝐷𝐹 for the remainder
of the chapter.
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5.2

SFC Propagation Framework
Conditional dependence between:

Target node

attribute and target
attributes

Attribute nodes

Crack
Front
Computed dissipated energy at
different locations

Slip
direction

Figure 22. Schematic representation of the two augmented Naïve Bayesian networks overalid to the data
mining path. Each attribute node corresponds to a representative value.

In this work, the SFC problem has been separated into two different tasks: (i) identify the
crack propagation direction and (ii) identify its associated FCGR. The binary variable 𝐹𝑛𝐹 ¤
represents the crack propagating along a given slip direction. The continuous variable 𝐺𝑅¤
represents the FCGR of a FSD. Two distinct Bayesian networks have been implemented. The first
Bayesian network, hereafter referred to as 𝐵𝑁 #$# , evaluates the posterior probability of failure
given the values of the 𝐷𝐹. The second Bayesian network, hereafter referred to as 𝐵𝑁 %& , evaluates
the posterior probability of observing a certain FCGR given the values of the 𝐷𝐹. Equation 29 and
Equation 30 are the mathematical representations of the propositions stated above, in which the
superscript 𝑑 and the dependence from 𝑠 have been dropped to simplify the notation. These
simplifications shall hold for the rest of the chapter.
𝑃 𝐹𝑛𝐹|𝐷𝐹 =

𝑃 𝐺𝑅|𝐷𝐹 =

𝑃 𝐷𝐹|𝐹𝑛𝐹 𝑃 𝐹𝑛𝐹
∫ 𝑃 𝐷𝐹|𝐹𝑛𝐹 𝑃 𝐷𝐹 𝑑𝐹𝑛𝐹
𝑃 𝐷𝐹|𝐺𝑅 𝑃 𝐺𝑅
∫ 𝑃 𝐷𝐹|𝐺𝑅 𝑃 𝐷𝐹 𝑑𝐺𝑅

Equation 29

Equation 30

In Bayesian network formalism, nodes embody variables and edges represent their
conditional dependence. In classification problems, a target variable is the quantity that we want
to predict, while an independent variable is called an attribute. 𝐹𝑛𝐹 and 𝐺𝑅 are the target nodes,
while the computed 𝐷𝐹 is represented by a distinct attribute for each spatial location (Figure 22).
Variable discretization is performed utilizing a genetic algorithm available in BayesiaLab, for
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which the only required parameter is the number of intervals. Furthermore, 𝐹𝑛𝐹 is a binary
variable, while 𝐺𝑅 and each 𝐷𝐹 𝑠 have been discretized into five and seven intervals,
respectively.
The network structure selected to perform the classification is the so-called tree augmented
Naïve Bayes [105]. This structure allows for conditional dependence between different attributes.
This property is crucial because the 𝐷𝐹 𝑠 + 1 is conditionally dependent on 𝐷𝐹 𝑠 . Figure 22
depicts the structure of 𝐵𝑁 #$# and 𝐵𝑁 %& overlaid with a schematic depicting the location of
representative values. Each representative value corresponds to one node of the Bayesian network.
Once the model is chosen and data has been collected the parameters of the Bayesian
network can be estimated from the data. The sets of data utilized to train the 𝐵𝑁 #$# and 𝐵𝑁 %& are
selected as follow:
•

𝐵𝑁 #$# : the same number of FSD and NFSD are selected to obtain a uniform prior
distribution for the 𝐹𝑛𝐹.

•

𝐵𝑁 %& : all FCGR data are utilized. A stratification procedure is utilized obtain a uniform
prior distribution for the 𝐺𝑅.
Additionally, to avoid spatial bias stationary crack front locations are randomly sampled

only once. The independence of the Bayesian networks parameters from the data has been
examined performing a 𝐾 -fold cross-validation. For both Bayesian network 𝐾 = 3 has been
utilized.
The Bayesian networks presented above have been constructed assuming that failure and
propagation rate are material dependent parameters. However, at each crack front location, failure
will occur only on one of the available directions. Therefore, a determinist procedure evaluating
the FSD is required to resolve ambiguities (i.e. more than one slip direction may have a posterior
probability of failure greater than 50%). Figure 23 is a flowchart describing the adopted
deterministic procedure: (1) compute the representative values of the proposed driving force for
each slip direction at a specific location, (2) compute the posterior probability of failure of each
slip direction via 𝐵𝑁 #$# , (3) evaluate if any slip direction exhibits failure (e.g. 𝑃(𝐹𝑛𝐹|𝐷𝐹) >
50%), (4) select the slip direction exhibiting the highest probability of failure, and (5) compute
the associate FCGR via 𝐵𝑁 %& .
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(1)
Small crack
propagation framework
(2)
(5)
(3)

(4a)

(4b)
Figure 23. A workflow showing the deterministic procedure adopted to establish the FSD and its
associated FCGR.
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Result and discussion

5.3.1

(a)

Slip direction based modeling
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Figure 24. The crack surface is colored accordingly to the: (a) crystallographic orientation of each facet;
(b) plane of failure identified by the macro feature tracking algorithm; (c) cycle of failure. Black, tortuous
lines always represent grain boundaries. Short straight lines represent slip direction embedded in the plane
of failure (b and c). In (c): (i) blue arrows represent the FCGR for elliptic propagation, and (ii) the
magenta box highlights the location where abrupt changes of the propagation direction can be observed.

3DXTSM results are coarsened utilizing a smoothing procedure to remove small features
of the crack surface that cannot be modeled via the current simulation setup. The effect of the
smoothing method (see Appendix C for a sudo algorithm) is to coarsen the scale of the analysis to
allow removal of high-frequency features while preserving long-range attributes.

: http://theses.insa-lyon.fr/publication/2011ISAL0010/these.pdf
ous droits réservés

Figure 24 (a) depicts the final crack surface, in which each of its facets is colored

accordingly to its local orientation. The first noticeable feature is that only few regions are assigned
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to the {110} planes (i.e. green), while most of the surface is assigned to slip planes belonging to
{112} or {123} families (i.e. purple). Herbig et al. [86] conjectured that the reason behind the
observed plane of failure distribution might be related to the resolution utilized when performing
3DXTSM. In fact, at the atomic scale each {112} plane can be decomposed into two alternating
{110} planes, and each {123} plane can be decomposed in three {110} planes. Figure 24 (b)
depicts the crack surface colored accordingly to the slip plane identified by the smoothing
procedure. Even at a coarser scale the crack propagates exploiting all slip plane families. This
observation not only reinforces the need to include all sets of slip planes when simulating BCC
materials [106,89], but shows that SFC propagation is a multiscale phenomenon.

Figure 25. Schematics depicting a single unit cell of a BCC crystal. Blue spheres represent atoms, arrows
slip direction, and colored surfaces and lines slip planes. Subfigures (a-c) depict the {011) 111 ,
{112) 111 , and {123) 111 slip systems. (d) A geometrical representation of a slip direction and several
slip planes revolving around it. (e) A schematic representing the distance (in degree) between all the slip
planes embedded into a single slip direction. (f) A unit cell of a BCC crystal highlighting the four
independent slip directions.
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The short straight black lines depicted in Figure 24 (b) represents slip directions embedded
into the assigned plane of failure. BCC metals have 48 slip systems, which are divided into three
families and partitioned as follows:
•

12 - 011 111

•

12 - {112} 111

•

24 - {123} 111
Counting the number of independent slip plane, it can be found that there are 6 unique

{110}, 12 unique {112}, and 24 unique 123 slip planes, for a total of 42. On the other hand, only
four independents 111 slip directions exist (see Figure 25 (f)). Therefore, many slip systems
must share the same slip direction. Figure 25 (a-c) are schematics representing the set of 3
{011) 111 , 3 {112) 111 , and 6 {123) 111 slip systems, for a total of 12. Plotting all the slip
planes associated with a specific slip direction in a single unit cell unveils their spatial arrangement
(Figure 25 (d,e)).
Taylor and Elam showed that the plastic deformation mechanism in BCC metals is quite
different from the one observed in FCC materials [102]. This difference can be related to the
crystalline structure and the inherited dislocation dynamics. In fact, FCC crystals possess only four
close-packed slip planes, in which only two share the same slip direction. In contrast, BCC crystals
have twelve different slip planes embedding the same slip direction. Dislocations are allowed to
cross-slip (i.e. change slip plane) only if their Burgers vector (i.e. the slip direction) is preserved
[107]. Hence for a dislocation gliding on a slip plane in a FCC material there is only one option
for cross-slip at an angle of 109.47°, while in a BCC material there are eleven candidates.
Moreover, considering the nearest neighbors, in BCC crystals the maximum cross-slip angle is
19.10°, while the minimum is 10.89° (see Figure 25 (e)). Given such slip plane arrangements, it
is likely that more than one slip plane is subject to similar micromechanical fields, thus making a
slip plane analysis almost useless. Hence, in this work, the slip direction based modeling approach
is adopted. This approach not only is consistent with pencil-glide deformation mechanism, but also
reduces the number of degrees of freedom required to predict the crack propagation direction from
48 (e.g. the number of slip systems) to 4 (e.g. number of slip directions).
Figure 24 (c) depicts the crack surface colored by the failure cycle number. Moreover, the
black short lines represent the slip direction associated with the slip planes identified by the
smoothing algorithm. The blue vectors represent the imposed propagation path assuming a corner
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crack with a unique center. The transition between each crack step (e.g. color) is better reproduced
by following the slip directions (i.e. short straight lines) rather than assuming the propagation event
originates from a unique crack center (i.e. blue vectors). This correlation is not only evident close
to the notch, but is also visible in later stages on the region highlighted by the dashed magenta
rectangle (Figure 24 (c)). We hypothesize that the reason for the agreement between the crack
propagation direction and the slip directions is linked to the propensity of BCC materials to deform
accordingly to the pencil-glide model.
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Figure 26. Comparison of the computed 𝐷𝐹 (Equation 6) applying the three proposed data-mining
procedures. Figure 26 is organized as a table. The columns, subfigures (a,c,e) and (b,d,f), depict results
for cycle 34k and 70k, repsectivley. The rows, subfigures (a,b), (c,d), and (e,f), correspond to results
obtained by appling the 1D, 2D, and 3D-DMP, respectively. Red lines represent FSD, and blue lines
repsents NFSD. Moreveor, different line styles represent different quartiles: (i) dotted lines represent the
first quartile (i.e. Q1), (ii) continuous lines represent the second quartile (i.e. Q2), and (iii) dashed-dotted
lines represent the third quartile (Q3). Mathematically, Q1, Q2, and Q3 represent values of a distributed
variable where its cumulative distribution function corresponds to 25%, 50%, and 75%, respectively.
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Figure 26 depicts values of the 𝐷𝐹 (Equation 6) computed by applying the three proposed
DMPs for two different crack snapshots (i.e. cycle 34k and 70k). Moreover, to gain some insight
on the ability of 𝐷𝐹 to statistically capture the SFC path data is partitioned between the FSD (i.e.
red lines) and NFSD (i.e. blue lines), and a quartile analysis is performed (see Figure 26 caption
for details). As a note, 𝑄1 , 𝑄2 , and 𝑄3 (i.e. quartiles) are values at which the cumulative
distribution function corresponds to 25%, 50%, and 75%, respectively.
Focusing on one crack snapshot at a time (e.g. cycle 34k, Figure 26 (a,c,e)) and comparing
results of the three proposed data mining procedures with each other (e.g. comparing Figure 26 (a)
with Figure 26 (c)) only minor differences in the location of each quartile can be observed.
Noticeable variations are confined between the crack tip and a distance smaller than 2 𝜇𝑚. It has
already been mentioned that results at the crack tip will be discarded to avoid the influence of
numerical instabilities. However, some discussion is required to explain the observed variations.
Comparing the location of the third quartile of the FSD (i.e. red, dashed-dotted line) of the
1D-DMP and 2D-DMP (i.e. comparing Figure 26 (a) with Figure 26 (c)), the latter exhibits higher
values. The opposite is true comparing results of the 2D-DMP with the ones of the 3D-DMP (e.g.
comparing Figure 26 (c) with Figure 26 (e)). The 2D-DMP mitigates local perturbation in the
micromechanical fields associated to the tortuous nature of the crack front better than the 1D-DMP.
Moreover, results obtained via the 3D-DMP may underestimate the upper bound, due to excessive
averaging outside the region of interest (i.e. the plastic zone), which is limited in size for high
cycle fatigue regimes.
The small influence of the homogenization region on the distribution of FIPs has been
reported by Castelluccio and McDowell [108], suggesting that bands (i.e. thick plates) should be
preferred to predict crack nucleation in FCC metals. However, in this work, the focus of the
analysis is SFC propagation and not nucleation. Since a SFC propagates by increasing its area and
dislocation motion is predominantly a planar phenomenon in this alloy, the 2D-DMP procedure
has been selected.
As mentioned earlier, the ability of the proposed driving force to discern between the FSD
and NFSD can be elucidate through statistical analysis. If the quartiles (i.e. Q1, Q2, and Q3) of
two different distributions overlap, it follows that the two distributions are similar. Focusing on
Figure 26 (c), it can be noticed that lines representing the first and second quartile (i.e. Q1 and Q2)
of the FSD and NFSD almost overlap along the examined length. Examining the third quartile (i.e.
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Q3), data shows that the FSD exhibit a higher value at the crack tip compared to NFSD, but this
trend is reversed while moving away from the crack tip. Therefore, no clear conclusion can be
drawn from this case. A different trend is observed investigating results of cycle 70k (Figure 26
(d)), where the two distributions are almost offset by one quartile (see inset in Figure 26 (d) for a
schematic representation). In this scenario, Q1 of the FSD almost overlap with Q2 of the NFSD,
and Q2 of the FSD is higher than Q3 of the NFSD, thus there is a significant distance between
values computed for the FSD and NFSD.
From a micromechanical perspective, the above analysis entails that when the crack starts
to propagate (e.g. cycle 34k) the micromechanical fields of FSD and NFSD do not show a strong
statistical difference. At cycle 34k, the crack is so minute (see Figure 24 (c)) that the imposed
stress-field is insufficient to generate enough plasticity to clearly distinguish between the FSD and
NFSD. This effect may also be amplified by the CP-FFT formulation, where the crack cannot be
considered perfectly sharp. Conversely, at cycle 70k, the crack has propagated to a substantial
length, thus imposing a stronger stress field. The latter results in more distinct distributions of FSD
and NFSD. The above entails that the 𝐷𝐹 can statistically capture the difference between a FSD
and a NFSD, therefore further sustaining the slip direction based modeling for SFC propagation in
BCC metals. Moreover, considering that cycle 70k represents the longest crack analyzed in this
work and the results of all the proposed procedures exhibit saturation before 6 𝜇𝑚 (see Figure 26
(b,d,f)), 𝑙J = 6.3 𝜇𝑚 has been selected.
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5.3.2

Probabilistic SFC propagation framework

Table 7. Overall performance of the trained Bayesian network. Specifically: (a) and (b) shows overall
reliability and precision of 𝐵𝑁 #$# and of 𝐵𝑁 %& , respectively; (c) represents the distribution of the
predictions obtained via 𝐵𝑁 %& .

As described earlier, Bayesian networks are utilized to establish the posterior probability
of failure of a slip direction and its associated FCGR in a non-local fashion, by imposing computed
values of the 𝐷𝐹. Table 7 (a) and (b) depicts performance of 𝐵𝑁 #$# and 𝐵𝑁 %& , respectively. The
overall reliability and precision of 𝐵𝑁 #$# are close to 80%, while the ones of 𝐵𝑁 %& are close to
64%. Therefore, 𝐵𝑁 #$# can be considered reliable and capable of accurately replicating the
experimental observations, while results of 𝐵𝑁 %& need to be further discussed. First, it should be
mentioned that 𝐵𝑁 #$# is a binary classifier (i.e. a slip direction can be classified only as a FSD or
NFSD), while 𝐵𝑁 %& is a multi-label classifier (i.e. the FCGR is a continuous variable discretized
into five intervals). Furthermore, the crack surface encompasses only few grains, and data
representing the FCGR is limited to a few hundred points, hence the data set utilized to train 𝐵𝑁 %&
may not be rich enough to capture the overall FCGR behavior. Table 7 (c) shows the distribution
of prediction obtained with 𝐵𝑁 %& with respect to the experimental data. As noted, the framework
generates an almost symmetrical distribution of under and over-estimated FCGR (i.e. 16% and
20%, respectively). The symmetric distribution of incorrect predictions shows that 𝐵𝑁 %&
parameters are not over-fit and strengthen the hypothesis that not enough data is present to
accurately capture the overall FCGR behavior. Moreover, the proposed 𝐷𝐹 shows better
prediction quality than locally computed FIPs (𝑟𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ≈ 37%, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ≈ 31%, Table 4
in Chapter 4.2).

58

(b)

(a)
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Figure 27: (a) Spatial correlation between the proposed non-local SFC driving force and the distance from
the crack front and the associated regression line. (b) Violin plots comparing normalized distributions of
the computed driving force values as a function of the distance from the crack front; symbols “∘” and “×”
represent mean value of the FSD and NFSD, respectively. (c) Posterior probability of failure given: the
distance from the crack front and the value of the 𝐷𝐹.

The strength of the correlations embedded in the Bayesian networks probability tables can
be quantified utilizing 𝑁𝑀𝐼 (Equation 11). Specifically, the correlation between the probability of
failure, and the dissipated energy is computed as follows:
𝜒 𝑠 = 𝑁𝑀𝐼 𝐹𝑛𝐹, log]J 𝐷𝐹 𝑠

Equation 31

Hence, a correlation value is obtained for each spatial location 𝑠 (i.e. for each attribute node
of 𝐵𝑁 #$# ). Figure 27 (a) depicts the spatial relationship between 𝜒 and the distance from the crack
front. The correlation increases almost monotonically moving away from the crack tip, noting that:
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(i) this trend will not continue indefinitely, (ii) the variation in magnitude of 𝜒 is limited, and (iii)
the correlation has been computed in logarithmic space to capture the influence of micro-plasticity
away from the crack tip.
To unveil the reason beneath the observed unexpected trend, raw distributions of the
proposed driving force need to be investigated in more detail. Figure 27 (b) depicts normalized
distributions of the computed 𝐷𝐹 for the different representative values. Moreover, all the data
belonging to the training dataset of 𝐵𝑁 #$# has been used. Distributions are graphed separately for
the FSD (i.e. red) and NFSD (i.e. blue). Symbols denote mean values of the graphed distributions.
Mean values confirms the trend observed in Figure 26 (d). Focusing on distributions shape
and range, the following tendencies are detected: (i) distributions representing NFSDs do not show
localized high-density regions and exhibits long tails towards low values, and (ii) distributions
depicting FSDs are almost normal, exhibits pronounced tails towards high values, and the
probability of their modal value (i.e. the most frequent) increases with distance. Moreover, while
moving away from the crack tip the range of shared values between the FSD and NFSD diminish.
Thus, it becomes apparent why better correlations are observed away from the crack tip.
For instance, close to the crack tip (e.g. 0.7 < 𝑠 < 1.4 𝜇𝑚) the distributions representing the FSD
and NFSD share a broad range of values and exhibits almost comparable densities. Therefore,
observing a value of the 𝐷𝐹 belonging to their shared region does not provide useful evidence to
discern between a FSD and NFSD, therefore lowering the correlation. Far away from the crack tip
(e.g. 5.6 < 𝑠 < 6.3 𝜇𝑚), distributions are more distinct than in the previous case. At this location,
the range of shared values of the FSD and NFSD is smaller, and their probability densities are
dissimilar. Therefore, observing a computed driving force value in the shared region will bring
more information to evaluate the posterior probability of failure.
To quantify the effect that the 𝐷𝐹 has on the posterior probability of failure, we utilized
the Bayesian network framework to systematically change the mean of each attribute node and
compute the associated posterior probability. The results of the above procedure are presented in
Figure 27 (c), which is a surface representing the posterior probability of failure as a function of
the 𝐷𝐹 and distance from the crack front. It should be noted that this surface can be used only for
the first observation, because once evidence has been imposed, the joint probability changes, thus
altering the effect of the next observation.
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The surface in Figure 27 (c) exhibits a sigmoidal shape and it can be associated to a
multidimensional logistic regression. Therefore, the contour line representing 50% probability can
be interpreted as the threshold value for failure, while the range of the 𝐷𝐹 between low and high
probability (e.g. between 30% and 70%) are indicative of the overall uncertainty.
Moreover, values of the 𝐷𝐹 are proportional in logarithmic space to the posterior
probability of failure, supporting the previous discussion and being in accordance with the premise
that the amount of plasticity, or any of its associated quantities, is directly correlated to the
probability of failure. Furthermore, the range of the posterior probability slightly increases moving
away from the crack front accordingly to the trend exhibited by the correlations in Figure 27 (a).
The above results can also be explained from a micromechanical perspective. In the
proximity of the crack tip, the imposed stress field is so intense that multiple dislocations with
distinct Burgers vectors [42] are emitted. In BCC materials, the abundance of slip planes aids the
above process and explains comparable densities of the 𝐷𝐹 distributions for a FSD and NFSD in
proximity of the crack front (see Figure 27 (b), 0.7 < 𝑠 < 1.4 𝜇𝑚). Away from the crack tip, the
stress field imposed by the presence of the crack decays proportionally to 1 𝑠, reducing the number
of slip systems favorably oriented for dislocations glide. Far away from the crack tip, a FSD is
much more likely to show a high value of the 𝐷𝐹 than a NFSD (Figure 27 (b), 5.6 < 𝑠 < 6.3 𝜇𝑚),
suggesting that slip directions embedded in larger plastic zones are the preferred direction for
failure. Therefore, supporting the proposition that SFC propagation is a non-local phenomenon
driven by micro-plasticity at the edges of the plastic zone [109].
The above findings also suggest that some care should be used when utilizing a scalar
quantity (such as a FIP) as the SFC driving force. The reasons are two-fold: (i) if the FIP is
computed by sampling data at a specific distance from the crack front (e.g. as if only one
representative values is used), then the best distance to sample values needs to be identified and
(ii) if the FIP is computed by averaging along a specific region (e.g. averaging several
representative values, Castelluccio et al. [110] and Musinski and McDowell [60]) then care should
be used, because the correlation is a function of the distance. A more robust strategy to compute a
scalar FIP is to sample while moving away from the crack front until a predetermined threshold
value of the FIP is found, and only then compute a density. This method helps to account for the
plastic zone size and micro-plasticity ahead of the crack.
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Figure 28. Results of the SFC growth propagation framework compared to experimental observations.
Rows 1-4 (i.e. subfigures (a,b,c), (d,e,f), (g,h,i), and (j,k,l)) represent different crack snapshots. Columns
1-3 (i.e. subfigures (a,d,g,j), (b,e,h,k), and (c,f,i,l)) depict experimental observations, predictions of the
FSD, and predictions of the FCGR, respectively. The vectors' length is proportional to the observed or
computed FCGR. Histograms in Columns 2 and 3 summarize the distributions representing the amount of
correctly predicted FSDs and of correctly, over, and under-estimated FCGR predictions.
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Figure 28 compares results obtained by utilizing the proposed SFC propagation framework
with experimental observations for different crack snapshots. All the subfigures depict the crack
surface colored by cycles to failure (i.e. from black to white), in which darker regions represent
grain boundaries. Vectors on the crack surface represent slip directions (see Figure 28 caption for
detail) and begin at the crack front. The vectors’ length is proportional to the observed or computed
FCGR. At each crack front location, if the predicted FSD is the same as the experimentally
observed one, then it is classified as correct (e.g. green, Figure 28 (b,e,h,k)). Moreover, for
correctly predicted FSD, the computed FCGR is compared against experimental observations
(Figure 28 (c,f,i,l)) and classified as correct (i.e. green), underestimated (i.e. red) or overestimated
(i.e. blue). The above classification is performed by quantizing predictions accordingly to the
discretized FCGR distribution. Histograms in Figure 28 (b,e,h,k) depict the distribution of
correctly captured FSDs, and the ones in Figure 28 (c,f,i,l) represent the distribution of the FCGR
predictions.
The analyzed crack snapshots have been selected as follows: (i) cycle 34k and 70k are the
first and last analyzed propagation cycles, (ii) cycle 53k represents the crack snapshot exhibiting
the worst predictions, and (iii) cycle 60k is a representative example of the mean predictive
performance of the framework. The propagation of the analyzed crack proceeds as follows (see
Figure 28 (a) for grain nomenclature):
1. At cycle 34k, the crack propagates from the notch on one of the available {112} planes
available in Grain 1. The observed FCGR is almost uniform.
2. At cycle 53k, the crack partially propagated into Grains 1 and 3, and it is pinned at the
GB between Grains 1 and 2. The portion of the crack still embedded in Grain 1 is
switching the plane of propagation from the initial {112} to two distinct {110} planes
(orange and magenta box in Figure 28 (d)). At this stage, a big ligament of material is
present in Grain 1 (see magenta box in Figure 28 (d)). Propagation in Grain 3 occurred on
a {110} plane.
3. At cycle 60k the ligament has almost failed; the crack crossed the GB between Grains 1
and 2 propagating on one of the available {123} planes in Grain 2. In Grain 1, the crack
is still propagating on a {110} plane. Grain 3 has almost failed.
4. At cycle 70k, Grain 3 failed, the crack is propagating in Grain 2 on the {123} plane and is
almost completely intragranular.
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The spatially-resolved, SFC propagation framework correctly predicts 60% of the analyzed
crack front locations when establishing the propagation direction, and of the above 60%, it
properly estimates the FCGR 55% of the time. However, the amount of correct predictions is
dependent upon the crack front location.
In general, when the crack front is mainly intragranular (e.g. cycles 34k, 60k and 70k,
Figure 28 (a,b,c), (g,h,i) and (j,k,l), respectively) the amount of correct predictions is higher
compared to the overall rate, and incorrect predictions do not spatially cluster together. Conversely,
when a significant portion of the crack front becomes intergranular, a significant reduction in the
quality of prediction is observed. The above scenario is illustrated by cycle 53k (i.e. Figure 28
(e,f)). Specifically, a high density of incorrectly selected FSDs and overestimated FCGR can be
found in the proximity of the GB between Grains 1 and 2. Nevertheless, after the crack overcomes
the GB (e.g. cycles 60k and 70k, Figure 28 (h) and (k), respectively), the framework recovers its
ability to predict both the FSD and FCGR.
As mentioned, the FCGR reconstruction procedure requires a minimum available distance
𝑙J between the crack front and the first GB, otherwise the analyzed slip direction is not sampled.
Therefore, some degradation of predictive performance is expected in the proximity of a GB.
Another factor decreasing the percentage of correct predictions for the above scenario may be the
limited amount of data available for it. In fact, through all the 3DXTSM results, only in a few
instances, the distance between the crack front and GBs is suitable to capture the interaction
between them. Therefore, it can be inferred that the proposed framework is able to statistically
reproduce the behavior of a tortuous SFC propagating in a polycrystalline BCC alloy, if most of
the crack front does not interact with the GBs.

5.4

Conclusions
In this chapter, 3DXTSM results have been reinterpreted under the premise that BCC

materials deform accordingly to a pencil-glide model.
Experimental data shows that during the early stages of crack propagation, the FCGR better
aligns with slip direction rather than with the radial line starting from a single crack center.
Therefore, a slip direction modeling approach has been proposed, resulting in:
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•

A reduction in the number of degrees of freedom required to describe the SFC
propagation. From 42 slip-planes to 4 slip-directions.

•

A slip direction based non-local data mining procedure, complemented by different
homogenization schemes.

•

A non-local SFC driving force based on the dissipated energy accumulated along a
slip direction.

To analyze the results of the pencil-glide modeling approach, a data driven, spatiallyresolved non-local probabilistic SFC propagation framework has been developed. Results show
that:
•

The SFC problem can be divided into two separate problems: (i) identify the direction of
propagation and (ii) estimate the propagation rate of a FSD.

•

The non-local driving force statistically captures the difference between a FSD and
NFSD.

•

Correlations between the proposed driving force and the observed propagation behavior
are spatially dependent. Specifically, a slight increase is observed moving away from
crack front, confirming that for HCF, SFC propagation is a non-local phenomenon driven
by micro-plasticity at the edge of the plastic zone.

•

The propagation framework exhibits consistent predictions for intragranular cracks, thus
making it suitable to evaluate the path of tortuous cracks. However, a degradation in
performance is observed when a considerable portion of the crack front interacts with a
grain boundary.

•

The predictions of the FSD are accurate 60% of the time, and the FCGR is correctly
captured 55% of the times. These results are a noticeable improvement compared the
results obtained in Chapter 4, where locally computed FIPs show an average reliability
between 33% and 41%.
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6

DATA DRIVEN SFC DRIVING FORCE

In this chapter, the slip direction based crack propagation approach developed in Chapter
5 is used as the starting point to identify a data-driven SFC driving force by simultaneously
accounting for the effect of multiple variables. Two separate BNs are constructed by semisupervised machine learning: one to model the SFC propagation direction and the other to compute
the associated SFC propagation rate.
Researchers identified multiple macro and micromechanical variables and microstructure
features influencing the SFC propagation process. For instance, several authors focused on the
importance of the opening stress on the critical slip plane [10,11] (𝜎[ ). Stress triaxiality (𝜎e“‡¬I ),
which is the ratio between the hydrostatic stress (𝜎- , Equation 37) and the Von Mises equivalent
stress (𝜎®¯ , Equation 38), has been reported to be a precursor of crack initiation [111,112] and a
leading factor for crack-shielding [113] in FCC materials. Furthermore, at the component lengthscale, fatigue cracks propagate accordingly to the orientation of the principal stress axis. Therefore,
°

±,±±,±±±
the direction of principal stress axis with respect to the crack propagation direction (𝛼 ]]]
), and

the magnitude of principal stresses (𝜎²,²²,²²² ) have been also included in the analysis. Also, the
values of micromechanical fields in the proximity of the crack front are strongly influenced by the
surrounding microstructure. Two of the most influent variables are: the distance from a grain
boundary (GB) along the SFC propagation direction (𝐺𝐵¤‡`> ) and the character of said GB
[5,7,114]. However, the influence of the GB character will not be investigated in this chapter
because not enough data are available (e.g. the crack crosses only a handful of GBs). To accurately
predict the SFC propagation direction and rate, all the above variables must be considered together,
because different configurations may lead to unexpected strong correlations. The complete list of
the investigated variables is presented in Table 8.
The macroscopic crack length 𝑎 is also included in this analysis and it is computed by
assuming a quarter-elliptic corner crack with major and minor axis of length 𝑎 and 𝑏, respectively.
The minor axis has been annotated from the reconstructed phase diffraction contrast tomography
images. The major axis has been computed projecting the crack surface on the plane perpendicular
to the loading axis (i.e., 𝑆š“jˆ•³>•¤ ) and by utilizing Equation 41.
For both BNs, the augmented Naïve-Bayes structure has been selected [115]. Said structure
assumes conditional dependence between the crack propagation and all the variables listed herein.
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Furthermore, the augmented Naïve-Bayes structure allows to use machine learning to establish the
conditional dependence between all the variables listed in Table 8.
Table 8. List of selected variables
Equation 32

Misalignment between principal stress axis
and slip direction

Equation 33

Misalignment between principal stress axis
and cleavage plane

𝜎²,²²,²²²

Equation 34

Magnitude of principal stresses

max 𝜏 V ∀𝛼 ∈ 𝑑

Equation 35

Maximum resolved shear stress along a slip
direction

max 𝛤 V ∀𝛼 ∈ 𝑑

Equation 36

Max accumulated plastic shear along a slip
direction

1
𝜎- = 𝑡𝑟𝑎𝑐𝑒 𝜎
3

Equation 37

Hydrostatic stress

3
𝜎∶𝜎
2

Equation 38

von Mises stress

𝜎𝜎®¯

Equation 39

Stress triaxiality

Equation 40

Opening stress on a slip plane

4 𝑆š“jˆ•³>•¤
𝜋𝑏

Equation 41

Macroscopic crack length

𝐺𝐵¤‡`>

Equation 42

Distance between the crack front and the
grain boundary along a slip direction

° ,° °±±±

± ±±
𝛼 ]]]

° ,° °±±±

± ±±
𝛼 ]JJ

¤

V

𝜎®¯ =

𝜎>“‡¬• =

𝜎[

𝑎=
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6.1

Results for the SFC propagation direction
The comparison of correlations between the investigated variables and the observed crack

propagation direction allows for the identification of relevant interactions (Figure 29 (a)).
Correlations are obtained by analyzing the parameters of the BN representing the probability of
the SFC propagating along a certain direction. Normalized mutual information (𝑁𝑀𝐼, Equation
11) is then used as a correlation metric. Moreover, in addition to the previously described
V
micromechanical quantity, the maximum resolved shear stress ( 𝜏Ž••
) and the maximum
V
accumulated plastic shear (𝛤Ž••
) along a specific slip direction have also been included. The

macroscopic crack length (𝑎) is included only for modeling the SFC propagation rate.
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Figure 29. Correlations between the investigated variables and: (a) failure of a slip direction, and (b) the
fatigue crack growth rate.

The micromechanical quantities exhibiting a strong correlation with the direction of crack
°

±
propagation are the orientation of principal stress axes (𝑁𝑀𝐼 = 12%, 𝛼 ]]]
) and the maximum

V
resolved shear stress (𝑁𝑀𝐼 = 10%, 𝜏Ž••
). All other variables exhibit correlations lower than 5%.

The functional forms of the terms constituting the SFC driving force can be identified by
utilizing the Bayesian network framework. Specifically, this can be achieved by recording the
posterior probability of the crack propagating along a given direction while systematically varying
the value of the investigated quantity. The result of this procedure is a statistical trend representing
the “effect” that a variable has on the crack propagation direction or rate (Figure 30).
For the crack propagation direction, the above analysis has been applied to four variables,
which has been selected for the following reasons. The alignment of the first principal stress axis
°

±
V
with a slip direction (𝛼 ]]]
) and the maximum resolved shear stress (𝜏Ž••
) are the two variables
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exhibiting the strongest correlation with the crack propagation direction. Furthermore, the
magnitude of the first principal stress (𝜎² ) has been included to completely characterize the role of
V
the first principal stress. The lastly, the maximum accumulated plastic shear (𝛤Ž••
) has been

included, since the effect of plasticity and irreversibility ahead of the crack tip has historically been
reported as one of the major driver of SFC propagation in ductile materials [22,24,51,116].

(a)
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(d)

(e)

(f)
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Figure 30. Variation of the probability of the crack propagating along a given slip direction (a,b,c,d) and
of the associated fatigue crack growth rate (e,f,g) as a function of the scrutinized variables.

The functional term corresponding to each variable can be elicited by looking at trends
depicted in Figure 30 (a-d). As it can be noticed the probability of the crack propagating along a
V
V
certain direction increases almost linearly with the values of 𝜏Ž••
, 𝛤Ž••
and 𝜎² , as shown in Figure
V
V
30 (a), (b) and (d) respectively. Furthermore, very similar trends are observed for 𝜏Ž••
and 𝛤Ž••
.

The only noticeable difference is the lower slope exhibited by the accumulated plasticity. The
similarity in their trends can be imputed to the Hutchinson flow rule [117] utilized in the crystal
V
V
plasticity framework, which deterministically relates 𝜏Ž••
and 𝛤Ž••
. Therefore, only a linear term
V
corresponding to 𝜏Ž••
is included in the driving formulation. The effect of the alignment of the

first principal stress axis with the crack propagation directions is nonlinear and showing an
°

±
optimum value near 60° (Figure 30 (c)). Analytically, the effect of 𝛼 ]]]
can be described as

°

±
cos 2 𝛼 ]]]
− 60°

.
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The above analysis entails that a SFC driving force representing the probability of the SFC
of propagating along a certain slip direction must include three terms and can be expressed as
follows:
V
𝜏Ž••
𝜎²
°±
𝑃 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 = 𝑓
,
, cos 2 𝛼 ]]]
− 60°
V
𝜏J 𝜎u

Equation 43

where 𝜏JV is the initial critical resolve shear stress, and 𝜎u = 1000 [𝑀𝑃𝑎] and represents the
yielding stress of the material.
To identify an appropriate functional form for Equation 43, the machine learning software
Eureqa [118] is utilized. At each crack front location, the posterior probability of the crack
propagating along each of the 111 slip direction is calculated via Bayesian network by imposing
the values of the computed variables as evidence. The above process is repeated for all the crack
front locations. The resulting posterior probabilities serve as an input to Eureqa to find a best fit
functional form for Equation 43. Equation 44 shows the identified SFC driving force representing
the probability of the crack propagating along a certain crystallographic direction.
𝑃 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐 𝑤]

V
𝜏Ž••
𝜎²
°±
+ 𝑤b cos 2 𝛼 ]]]
− 60°
𝜏J
𝜎u

+𝑐

Equation 44

Where 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐 = 1 1 + 𝑒𝑥𝑝 −𝑋 , 𝑤] and 𝑤b are constants quantifying the weights of the
shear and principal stress effect respectively, and 𝑐 is a parameter identifying the baseline value
(the values of 𝑤] , 𝑤b , and 𝑐 are reported in the caption of Figure 31).
Figure 31 is a top view of the complete crack surface comparing experimental results with
predictions obtained by utilizing Equation 44. The rows of Figure 31 represent different crack
snapshots, and columns (from left to right) represent experimental observations and numerical
results. The shades of gray (from black to white) is proportional to the residual fatigue life, and
dark gray region represent the failed portion of the crack surface. Orange tortuous regions
represents GBs intersected by the crack. The arrows represent the observed and predicted crack
propagation direction, their length is normalized and the arrows’ origin is located at the crack front.
The correctly predicted propagation directions are highlighted in green, while the other ones are
identified by red arrows. The slip direction exhibiting the maximum likelihood of propagation is
selected as the propagating one in case of ambiguity. Furthermore, histograms in Figure 31 (b,d)
summarize the amount of correct and incorrect predictions.
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Experiment
(a)

Equation
(b)

!" $%

(c)

(d)

Figure 31. Comparison of experimental results and predictions obtained via the proposed equation to
compute the crack path. Equation 1 coefficients: 𝑤] = 10.5, 𝑤b = 5, 𝑐 = −7.09. Magenta dashed lines in
(a) represent locations of intragranular deflections.

Two different crack snapshots have been selected to illustrate the general behavior of the
prediction obtained by utilizing Equation 44: cycle 56k (Figure 31 (a-b)) represents occurrences
in which a considerable amount of the crack front is pinned in the proximity of a GB, and cycle
112k other instances (Figure 31 (c-d)). The analysis of histograms shows that when the crack front
is not pinned at a GB (e.g. Figure 31 (d)) the amount of correctly predicted propagation directions
is greater than 60%. In contrast, when a portion of the crack front is pinned in the proximity of a
GB the total amount of correctly predicted propagations directions is comprised between 40 and
60% (e.g. Figure 31)

Probability of identifying the correct
crack propagation direction[%]
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Figure 32. Comparison of the quantitative behavior of the proposed driving force with several others
selected from literature (Table 3. List of selected fatigue indicator parameters).

To quantify the consistency of predictions of the proposed driving force, the rate of correct
versus incorrect predictions is calculated and compared for multiple threshold driving force values.
The results of the above comparison are depicted in Figure 32. The black curve represents Equation
44 while red curves are obtained by computing the values of the driving forces listed in Table 3
accordingly to the non-local data mining procedure. The dash-dotted, gray line represents the
random choice (e.g. for the same threshold driving force value an equal amount of correctly and
incorrectly predicted crack propagation directions are identified). Furthermore, the area between
said curves and the x axis represents the probability of correctly identifying the crack propagation
direction. The perfect driving force would embed the point with coordinates x=0 and y=1.
From Figure 32 it can be observed that the black line is always above all the others.
Consequently, the proposed driving force has a higher probability of correctly reproducing the
experimentally observed crack propagation direction. Therefore, predictions obtained by utilizing
Equation 44 are consistent with respect to the selected driving force threshold value. In other words,
predictions of Equation 44 can be directly associated with the propensity of the crack to propagate
along a certain crystallographic direction. In contrast, the results for the driving forces selected
from literature are very close to the random guess line, thus their value cannot be directly correlated
with the observed propagation direction.
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6.2

Discussion
Predicting the SFC propagation process requires the identification of two driving forces, the

direction and the rate of propagation. By comparing Figure 29 (a) with Figure 29 (b) it can be
noticed that the same variable can exhibit different correlation values with the direction and rate
°

±
V
of propagation (e.g. 𝜏Ž••
and 𝛼 ]]]
). Moreover, results show that it is possible that a variable

V
exhibiting a similar correlation value with the direction and rate of propagation (e.g. 𝛤Ž••
) may
V
exhibit opposite effects. For instance, 𝛤Ž••
share the same correlation value with both the direction

and rate of propagation, but it is proportionally correlated to the former and inversely correlated
to the latter. This is evident by comparing the Figure 30 (b) with Figure 30 (e). Therefore, it is
unlikely that a unique driving force could describe the propagation of SFC.
Numerical and experimental evidence suggest that the inverse correlation between the
accumulated plastic shear and the crack propagation rate (see Figure 30 (e)) is not the result of the
competition or transition between ductile and brittle crack propagation [22,43,48]. In BCC
polycrystalline aggregates, brittle fracture happens along the 100 cleavage planes. However, the
correlation between the alignment of first principal stress axis and the closest cleavage plane
°

±
( 𝛼 ]]]
, Figure 29 (a-b)) is not significant. Furthermore, experimental results show a

crystallographic failure for more detail the reader is referred to [89]) at the investigated lengthscale.
The presence of the principal stress term in the identified driving force (Equation 44)
suggests the influence of the far field boundary conditions on the crack propagation direction.
Crystallography is responsible for making SFCs propagate in a shear dominated mode[119].
Nevertheless for loading conditions generating a stress intensity factor below, or just above the
propagation threshold value, a SFC can alter its propagation direction accordingly to the remote
stress field [120]. The intragranular crack deflections present in the analyzed dataset suggest that
when the crack excessively deviates from the average crack plane, the crack deflects to restore the
global mechanical equilibrium required to satisfy the remote boundary conditions. An example of
this behavior is cycle 112k (Figure 31 (c)). Until this point the crack has propagated by constantly
moving away from the original notch plane (i.e. diving into the page). In the subsequent
propagation step, the crack abruptly changes its propagation direction (see blue arrows in Figure
31 (c)) and inverts the above trend.
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6.3

Results for SFC propagation rate
The same analysis performed for identifying the crack propagation direction is repeated for

the SFC propagation rate, and is briefly discussed hereafter. The variable exhibiting the strongest
correlation with the crack propagation rate is the overall crack length (𝑎) exhibiting a 𝑁𝑀𝐼 = 31%
V
(see Figure 29 (b)). Other variables, such as 𝛤Ž••
and 𝐺𝐵¤‡`> , exhibit low correlations of 7% and

2%. The 𝐺𝐵¤‡`> has been included in the analysis because is a geometrical quantity known to be
responsible for SFC deceleration [8].
V
Figure 30 (e,f,g) depicts the sensitivity of the crack propagation rate with respect to 𝛤Ž••
,𝑎
V
and 𝐺𝐵¤‡`> , respectively. As it can it can be noticed 𝛤Ž••
is inversely correlated to the crack

propagation rate, and is in contrast with the one computed for the crack propagation direction. The
overall crack length exhibits an almost quadratic influence, which has already been reporter by
McEvily and Boettner [28] in 1967. Analytically its effect can be described by 𝑓 𝑎b . Furthermore,
the 𝐺𝐵¤‡`> does not have a pronounced influence on crack propagation rate. Nevertheless, it shows
that the crack keeps increasing its propagation rate until the front is a few microns away from the
GB, then it decelerates. This result is in accordance with experimental observation obtained by
Schäf et al. in mild steel [7], however due to its weak correlation, 𝐺𝐵¤‡`> will not be used in the
formulation of the crack propagation rate driving force.
The driving force representing the crack propagation rate needs to be inversely proportional
¤•

to log]J 𝛤 V and a quadratic function of the overall crack length 𝑓] 𝑎b , which translate in ¤[ =
𝑓 − log]J 𝛤 V , 𝑓] 𝑎2

. Equation 45 shows the functional form identified by utilizing Eureqa.

𝑑𝑎
= − log]J 𝛤 V
𝑑𝑁

𝑐] 𝑎 b + 𝑐b 𝑎 + 𝑐·

Equation 45

where 𝑐] , 𝑐b and 𝑐· are fitting constants.
In the case of microstructurally SFCs, the cycle versus crack length curve exhibits
discontinuity related to the presence of the microstructural features, such as GBs. The quadratic
influence of the overall crack length (𝑎) on the crack propagation rate is the result of observing
only a small portion of the fatigue life in a single specimen. Consequently, the amount of data
available for identifying the crack propagation rate is not sufficient to adequately capture the
relevant correlations.
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Because of the scarcity of data, predictions obtained by utilizing Equation 45 are not as
good as the ones obtained for the crack propagation direction by using Equation 44. In fact, the
overall crack length does not account for the interaction between the crack and the microstructure,
and the influence of plasticity may not be enough to compensate this behavior.
Furthermore, to keep the driving force as simple as possible, only two variables has been
included in its formulations. However, the experimentally observed propagation rate may be the
result of the complex interaction between more than two variables. In fact, the BN model, which
utilizes all the variables, can predict the intragranular crack propagation rate with an accuracy
comparable to the crack propagation direction.

6.4

Conclusion
In this chapter, two BNs were constructed by utilizing semi supervised machine learning.

Relationship embedded in said BNs have been used to postulate the driving forces for the SFC
propagation direction and rate. The comparison of correlations between variables shows that a
variable exhibiting the same correlation value with both the SFC propagation direction and rate
does not necessarily have the same effect on both of them. Therefore, it is unlikely that one simple
SFC driving force can reliably predict the SFC propagation phenomenon.
The comparison of predictions obtained by utilizing the identified SFC driving forces and
experimental data show that:
•

The SFC propagation direction can be correctly predicted more than 60% of the
times as long as most of the crack front is not pinned at a GB.

•

The SFC propagation rate can be numerically predicted via BN but the postulated
equation does not provide reliable predictions. Two reasons have been identified:
the data available in the utilized dataset are biased or, the SFC propagation rate
requires to use more variables to for its effect to be captured.

Furthermore, it has been shown that the strong correlation between the alignment of the
principal stress axis and the crack propagation direction is a manifestation of the influence of the
applied boundary combined with the grain orientation.
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7

SFC – GRAIN BOUNDARY INTERACTION

When the crack front impinges upon a GB, its path cannot be predicted utilizing the
proposed non-local driving force because it does not account for microplasticity in the adjacent
grain. Additionally, crystal plasticity simulations do not capture the physics of slip transmission at
GBs because the residual Burgers vector is not conserved [121–123]. Therefore, several criteria
have been either selected from the literature or postulated (Table 9) and used to predict in which
slip system the crack will propagate after crossing a GB.
The pencil-glide model has been adopted to capture the predominant deformation
mechanism of the analyzed BCC alloy. Nevertheless, a SFC propagates by incrementing its area.
Therefore, slip transmission criteria based upon slip planes have also been included in the analysis.
Table 9. Formulation and description of the investigated slip transmission criteria. Figure 33 is a
schematic defining the geometric variables required to compute the slip transmission criteria.

Equations

Description

max 𝑐𝑜𝑠 𝜃 š

Equation 46

Minimum twist angle [5]

max 𝑐𝑜𝑠 𝜓 š

Equation 47

Minimum tilt angle

max 𝑐𝑜𝑠 𝜅 ¤

Equation 48

Minimum misalignment
between incoming and outgoing
slip directions [124]

Equation 49

Maximization of slip system
alignment [125]

Equation 50

Minimization of the product of
the misalignment of slip
direction and tilt angle [126]
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Equation 51 the misalignment between slip
direction and twist angle [127]
Equation 52

Minimization of the residual
Burgers vector [128]
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where 𝜃, 𝜓 represent the twist and tilt angles between the crack plane and the available slip planes
in the adjacent grain, 𝜅 is the angle of misalignment between the slip direction embedded in the
crack plane and the one available in the neighboring grain. Symbols 𝒏 and 𝒃 represent the slip
plane’s normal and the Burgers vector, while superscripts 𝑝 and 𝑑 are indices referring to the
available slip plane and slip direction, respectively. Additionally, subscripts 𝑐 and 𝑜 represent the
crack and the outgoing slip planes. Figure 33 is a schematic representation of the geometrical
meaning of the aforementioned quantities.
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Figure 33. Schematic depicting the crack (blue) impinging upon a grain boundary (light gray) and one of
the slip plane (red) available in the adjacent grain. All the geometrical quantities characterizing the
interaction of the crack with the neighboring slip systems are illustrated.

To accurately compute the tilt and twist angle along the line of intersection between the
crack surface and the GB plane, the normal of the GB plane have been computed by utilizing
diffraction contrast tomography results and applying the method proposed by Lieberman et al.
[129]. The suggested scaling, equivalent weight method has been utilized in the calculations, with
a sphere radius 𝑟 = 3 𝑣𝑜𝑥𝑒𝑙.
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Once the normal is known, 𝜃 and 𝜓 can be computed be means of the following equations:
𝜃 = 𝑎𝑐𝑜𝑠 𝒏³ ×𝒏%‘ ⋅ 𝒏j ×𝒏%‘

Equation 53

𝒗 = 𝒏%‘ , −𝜃

Equation 54

𝜓 = 𝑎𝑐𝑜𝑠 𝒏³ ⋅ 𝒗 ∗ 𝒏j

Equation 55

where 𝒏%‘ is the normal of a GB, 𝒗 is the axis-angle representation of the rotation required to
remove the twist angle, and symbol ∗ implies rotating the second argument accordingly to 𝒗 (e.g.
using Rodrigues rotation formula).

7.1

Results and discussions

(a)

(b)
Outgoing
slip direction

Line of intersection
between the crack
surface and the GB
Step on the
crack surface

Figure 34. Correlation between the computed slip transmission criteria with respect to their experimental
value. The legend shows equations of the investigated slip transmission criteria (for name, reference, and
description refer to Table 9). The dashed-dotted line represents the perfect correlation. (b) Schematic
representing the formations of steps on a crack surface after propagating in the adjacent grain while
minimizing the residual Burger vector.

As explained, the proposed propagation framework exhibits limited predictive capabilities
when a portion of the crack front impinges upon a GB. Therefore, several slip transmission criteria
have been investigated to establish the predictive nature for the plane or direction of failure when
the SFC crosses a GB. Moreover, when performing the analysis all slip plane families (i.e. {110},
{112}, and {123}) have been considered as suggested by Schäf et al. [7].
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Figure 34 (a) illustrates the results obtained by applying the selected criteria (Equations
15-21) and comparing them with experimental results. The dashed dotted line is the reference for
correct predictions. Black and colored symbols represent slip planes, and slip directions based
criteria, respectively.
Inspecting Figure 34 (a), it is evident that only one of the investigated slip transmission
criteria exhibit a high correlation between experimental results and calculations, particularly the
minimization of the Burgers vector (i.e. red diamond, Lee et al. [128]. Sangid et al. [45]
investigated slip transmission and nucleation at GBs in pure Nickel, observing that the criterion
proposed by Lee et al. [128] provides an exact match with results of molecular dynamics
simulations. Recently, Schäfer et al. [130] experimentally investigated the resistance of the GBs
to slip transmission in a Nickel-based superalloy and confirmed that the minimal Burgers vector
is key to establish the active slip system in the adjacent grain. Conversely, all slip plane-based
transmission criteria show poor correlations. Most of the predictions can be found in upper region
of Figure 34 (a) meaning that a well aligned slip system is always present in the adjacent grain.
Therefore, for BCC materials slip plane-based transmission criteria are not good candidates to
predict on which slip system the SFC propagates after crossing a GB.
Alternating green and purple striations visible on the crack surface within Grains 1 and 3
in Figure 24 (a) can also be explained by the minimization of the residual Burger vector. The line
of intersection between a SFC and a GB plane is not straight because the crack surface is tortuous
and the GB plane has a curvature. Due to the minimization of the residual Burgers vector, steps
will appear at locations in which the line of intersection exhibit strong deflections. Figure 34 (b)
is a schematic depicting the above mechanism. Finally, we note that the minimization of the
residual Burgers vector may be embedded in the proposed propagation framework to improve the
predictions when the crack impinges upon a GB.

7.2

Conclusion
To elucidate the interaction between a SFC and a GB, several slip transmission criteria

have been selected and applied to 3DXTSM results. The analysis shows that in BCC materials a
SFC impinging upon a GB propagates in the adjacent grain accordingly to the slip direction
minimizing the residual Burgers vector. The minimization of the residual Burgers vector together
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with the non-straight line of intersection between a SFC and GB also explains the formation of
striations of the crack parallel to the direction of crack propagation in the adjacent grain.
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8

CONCLUSIONS AND FUTURE WORKS

The objective of this thesis was to develop a general probabilistic framework to identify
the small fatigue crack driving force by utilizing “cycle-by-cycle” data collected at the micrometer
length-scale via synchrotron imaging. Experimental results have been complemented by crystal
plasticity simulations. A parallel version of the CP-FFT solver has been implemented for this
purpose. A Bayesian network machine learning framework was adopted for data analysis. This
thesis was divided into three parts:
1. Quantify the correlations between some of the SFC driving forces available in
literature and experimental observations.
2. Construct a non-local SFC propagation framework and compare its results with
experimental evidence.
3. Utilized said framework as the basis to construct a data-driven SFC driving force.
Results of part 1 (Chapter 4) show that commonly used FIPs cannot predict the SFC
propagation behavior for BCC materials subject to high cycle fatigue regime. In part 2 (Chapter 5)
a hierarchical approach based on the pencil-glide deformation mechanism has been proposed.
Results show that the SFC propagation problem can be divided into two separate tasks: (i) identify
the SFC propagation direction and (ii) identify the SFC propagation rate of a propagating direction.
Utilizing this methodology relevant improvements in correlations and quality of predictions were
observed. Therefore, the proposed SFC propagation framework was used to investigate the effect
of several macro and micromechanical variables on the SFC propagation phenomenon and to
postulate a simple data driven SFC driving force. A quantitative behavior of the driving forces
representing the SFC propagation direction was found by comparing its results with experimental
observations. In contrast, the SFC driving force representing the SFC propagation rate did not
show such good results. The cause of said behavior was related to the scarcity of data. Furthermore,
poor predictions were especially observed when the crack front is pinned at a GB. Therefore,
several slip transmission criteria were tested to study the interaction between a SFC and a GB.
Results shows that a SFC propagates across a GB by following the propagation direction
minimizing the residual Burger vector.
The technique outlined in Chapter 6 to identify the SFC driving force is flexible and can
be used for any material deforming accordingly to the pencil-glide model. Moreover, with a few
changes said technique can be adapted to identify the SFC driving force for FCC materials.
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However, it should be mentioned that the availability statistically representative data is a strong
requirement that should not be underestimated.

8.1

Future works
The following are general guidelines to improve the ability of the framework to identify

the SFC driving force:
•

Include the residual Burgers vector slip transmission criterion to improve prediction
quality in proximity of GBs.

•

Perform a sensitivity analysis to the understand the length-scale of influence of
each variable.

•

Test the identified driving force on a new experimental dataset obtained for the
same material or by utilizing different simulation framework, such as CP finite
element method.
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APPENDIX A. VALIDATION OF THE CP-FFT FRAMEWORK

In order to validate the CP-FFT approach utilized in this work, a direct comparison between
CP-FFT and CP-FEM results its performed. Simulations have been performed utilizing the same
flow rule, hardening law formulation, elastic constants, and boundary conditions. A simple
monotonic loading case is analyzed. The CP-FFT simulation utilizes the direct output of the DCT
reconstruction as input for the simulation, while for the CP-FEM simulation, the DCT output has
been smooth to avoid serrated grain boundaries and meshed via linear tetragonal elements, except
at the proximity of the crack tip, where quadratic tetragonal elements have been used to accurately
reproduce the local mechanical fields. This is a worst-case scenario for comparing CP-FFT’s
results against the ones obtained through classic CP-FEM, as the CP-FEM offers mesh refinement
near the crack tip and higher ordered elements in this region. The CP-FFT simulation have been
performed at Purdue University and CP-FEM at Mines-ParisTech by Dr. Proudhon (which is one
of the collaborator listed in this work).
The first major concern is the ability of the CP-FFT solver to accurately reproduce stress
and strain fields in proximity of the crack front. To elucidate the accuracy of the CP-FFT results
in the proximity of the crack tip, a comparison of the stress perpendicular to the crack plane (i.e.
σ33) throughout the specimen is shown in Figure 35, where σ33 is parallel to the loading axis and
to the initial crack plane normal. The crack tip is on the right side of this image, and a zoomed
view of the crack tip is shown in Figure 36. Both figures include a cross-section taken at the middle
of the crack. Figure 35 and Figure 36 show a very good agreement in comparing results obtained
via the CP-FFT and CP-FEM models. As this is only a qualitative analysis, one could argue that
the local fields close to crack front may still be very different.
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Figure 35. comparison (CP-FFT on the left and CP-FEM on the right) of σ33 field through the specimen.

Figure 36: comparison of σ33 field (CP-FFT on the left and CP-FEM on the right) in proximity of the
crack tip.
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For this reason, the simulation results where interrogate in a much more quantitative
fashion. A comparison of different variables sampled along a circle of radius 4 µm (~2.5 voxels)
is thus performed. The center of the circle is located directly on crack front and perpendicular to
the crack plane (see Figure 37 for an example). Four different locations have been queried for the
comparison (see Figure 38 for a schematic representing the four locations along the crack used for
comparison). Moreover, the two variables utilized in the comparison are:
o The stress parallel to loading axis and perpendicular to the crack plane, σ33.
o The total strain (elastic plus plastic) along the same direction, ε33.

Figure 37. Representation of the path utilized to sample the mechanical fields near the notch. A portion
of the tetragonal mesh utilized in CP-FEM solver is also shown.

Figure 38. Schematic representing the locations (depicted by the blue dots) along the crack front at which
comparison of the mechanical field have been performed. The white region highlights the crack at its
initial state.
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Figure 39. Comparison of sigma 33 and of the total strain 33, at different locations along the crack front
(see Fig. 4 for the location map).

Figure 39 depicts the comparison of σ33 (left column) and ε33 (right column) between the
CP-FFT and CP-FEM results at the different spatial locations presented in Figure 38 (each row of
plots represents one location). As can be noticed by analyzing all the plots presented in Figure 39,
only small differences in the results are present. Some differences are anticipated as the two models
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solve the constitutive formulation in a completely different method. On the other, the trends and
spatial variations of the analyzed variables are captured remarkably well from the CP-FFT solver.
Hence, we can state that results obtained via CP-FFT simulation in the proximity of the crack tip
correctly describes the mechanical fields, and thus can be considered reliable.
A second major concern is the ability of the CP-FFT solver to correctly capture traction
free boundary conditions (e.g. the surfaces of the crack). The non-null value of tractions on the
crack surface in the CP-FFT solution is resulting from the assumption of stress continuity in the
CP-FFT formulation. To elucidate the consequence of the aforementioned assumption, the
solutions on the free surface obtained through CP-FFT and CP-FEM simulations are analyzed and
compared.
We note that in the FEM framework, the surface and nodes are explicitly defined. In the
CP-FFT framework, a free surface is identified as the set of points at the interface between an
integration point assigned to a material point, and one assigned to the so-called gas phase (e.g.
integration point with an infinite). Once the free surface has been identified, the nodes can be
placed, and the quantities of interest can be obtained through interpolation. See Figure 40 for a
schematic representing this procedure to identify the crack surface.

Figure 40. Schematic representing the reconstruction of the free surface.

As mentioned the normal stress on free surfaces must be zero, and any variation from the
null value introduces an error in the solution that needs to be quantified. Figure 41 depict the
normal stress obtained via CP-FFT simulations on the top and bottom crack surfaces. There are
two major noticeable features: (i) a highly-stressed band is present at the boundary of the crack
surface (e.g. where the free surfaces meet the crack flanks and at the crack front) and (ii) the overall
normal stress on the free surface is small but not exactly zero. Both these features are not a surprise.
The highly-stressed region is resulting from the material trying to accommodate the large
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deformation imposed by the presence of the crack, the continuity of the stress field imposed by the
CP-FFT method, and last but not least, the presence of a singular field imposed by the presence of
the crack. In fact, this issue is unavoidable and is also present in results obtained via the CP-FEM
simulations (refer to Figure 42). The only practical way to check the simulations results are reliable
is to make sure that the extent of this region does not exceed a few elements/voxels and is small
compared to the overall crack surface. For this concern, this issue with the CP-FFT results is
confined to only one voxel. If one discard the aforementioned narrow region exhibiting high
stresses and confine the analysis to the core of the crack surfaces (i.e. few elements away from the
crack front and flanks) the null traction condition of the free surface can be evaluated.

(a)

(b)

Figure 41. Contour plot of sigma_33 on the top (a), and bottom (b) crack surfaces obtained with the CPFFT model.

(a)

(b)

Figure 42. Contour plot of sigma_33 on the top (a), and bottom (b) crack surfaces obtained with the CPFEM model.
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By comparing Figure 41 and Figure 42, it can be noted that while the solution computed
via the CP-FEM solver is 0 on the majority of the crack surface, the one obtained via the CP-FFT
method exhibits a mean value slightly higher than 0. To quantify this error, the distribution of the
normal stress on the crack surface has been analyzed. Figure 9 (a) and (b) depict the distribution
of the normal stress on the crack surface obtain with the CP-FFT and CP-FEM solver, respectively.
The mode value for the CP-FEM solution is 0, as expected, while for the CP-FFT the mode value
is 9.37 MPa, which is small compared to the overall stress (i.e. <3%). This means that a small
systematic error is introduced utilizing the CP-FFT solver, but due to its magnitude it can be
neglected.

(a)

(b)
FFT

FEM

Figure 43. Distribution of the normal stress on the crack surface obtained via CP-FFT (on the left) and
CP-FEM on the right. It can be noticed the shift form theoretical zero value of the CP-FFT solver (mode
9.37 MPa), in contrast to the huge variance exhibited by the CP-FEM solver.

Conclusion
A direct comparison of a CP-FFT and CP-FEM simulation results has been carried out to
assess the reliability of the result obtained via CP-FFT simulations. As shown and explained in the
previous sections, the mechanical fields obtained at the crack tip via CP-FFT and CP-FEM are
comparable, and their trend and variations are captured correctly by the CP-FFT solution.
Furthermore, at the free surface, the CP-FFT solver is not able to reproduced the theoretical null
traction value due to the stress continuity assumption, but the error introduced is very small (i.e.
<3% with respect to the overall stress). Hence, we have shown that results obtained via CP-FFT
method are reliable.
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APPENDIX B. SFC RECONSTRUCTION ALGORITHMS

Standard procedure
The standard procedure to reconstruct the crack growth rate is the following:
1. Squeeze the 3D crack front on the plane perpendicular to the loading axis (i.e. the crack
plane).
2. Identify the crack center of the crack in the crack plane.
3. Construct radial lines embedded in the crack average plane and starting from the center of
the crack.
4. Identify intersection between the lines and each crack front.
5. Utilize the intersection of each radial line with two subsequent crack fronts, compute 𝑑𝑁
and:
a. compute their distance, or
b. project the line connecting the subsequent crack front on the actual crack surface
and then compute its total length.
6. Compute 𝑑𝑎/𝑑𝑁 normalizing the result of Step 5 by 𝑑𝑁.
Step 5(a) gives a first order approximation, which is reasonable when dealing with long
cracks. Step 5(b) has been adopted by Herbig et al. [86] and Spear et al. [131], it accounts for the
tortuosity of the crack surface, therefore increasing the fidelity of the reconstructed crack growth
rate. The latter can be used when dealing with well-behaved SFC (e.g. no bifurcations and an
almost ellipsoidal front).
Slip direction based SFC growth rate reconstruction
At each location of the crack front the following algorithm is applied:
1. Identify the cycle number of the selected crack front (i.e. 𝑐𝑛‡ )
2. Identify the corresponding grain orientation and compute its available slip directions.
3. For each available slip direction 𝑆𝐷 :
a. Define a radial coordinate 𝑠 starting at the crack front and aligned with 𝑆𝐷
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b. Check that the selected 𝑆𝐷 is not pointing backward (i.e. is going behind the
crack front). If this statement is true mark the 𝑆𝐷 as available and go to next step,
else mark the 𝑆𝐷 as not-available.
c. Check that the 𝑆𝐷 is embedded in the crack plane (comparing with results of the
macro feature tracking algorithm) and, if this is true then go to Step 3(d), else
mark the direction as non-failing.
d. Follow 𝑆𝐷 for a predetermined length 𝑙J with an imposed step length 𝛥𝑠.
e. For each step record the failure cycle of the nearest crack surface facet (i.e. 𝑐𝑛ˆ ).
f. Check that 𝑐𝑛ˆ is ordered in an ascending manner (i.e. moving further from the
crack front the cycle of failure keep increasing). If this is true go to the next step,
else mark the 𝑆𝐷 as non-failing.
g. Compute the average FCGR along 𝑆𝐷 𝑖. 𝑒.

¤•
¤[

=

”Â
³$Ã h³$Ä

and mark 𝑆𝐷 as

possibly failing.
4. Of all the directions marked as possibly failing, mark the one exhibiting the highest
FCGR as failing.
In this work, 𝑙J = 6.3 𝜇𝑚 and 𝛥𝑠 = 0.35 𝜇𝑚. The reason for choosing these parameters is
explained in Section 5.3.1.
As a note, even though only 4 independents 111 slip directions exist, the mining
procedure needs to check 8 directions to account for the conjugate values. For example, given the
111 direction, its inverse, which is the 111 needs to be checked.
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APPENDIX C. MACRO FEATURES TRACKING ALGORITHM

1. Divide the crack surface into grains, then for each grain
a. A random facet is selected as seed point, its orientation is computed and the
closest available slip plane is selected (minimizing the misorientation angle).
b. Utilizing the adjacency matrix of the crack surface, facets in a small region
surrounding the seed point are selected, their average orientation is computed,
and assigned to the closest slip plane.
c. If the slip plane assigned to the seed point is the same as the one assigned to its
adjacent region (e.g. if the selected seed point belongs to a flat surface), then the
selected seed region is marked as trustable (i.e. proceed to Step 1d), if not select a
different seed point (i.e. go back to Step 1a).
d. Construct an analytic representation of the assigned slip plane of failure utilizing:
(i) the normal of the assigned plane of failure and (ii) the location of the trustable
seed point. Also, record the slip directions available for the assigned slip plane.
e. Identify facets neighboring the trustable seed region, and compute the distance
between their barycenter and the analytic plane of failure. All the facets showing
a distance smaller than an imposed threshold are marked as belonging to the
assigned plane of failure, while the others are discarded.
f. Repeat Step 1e until no more suitable neighboring facets can be found.
g. Repeat Steps 1a-1f until the complete area of the crack surface belonging to the
selected grain has been completely assigned, or no more trustable seed region can
be found.
2. Repeat Step 1 for all the grains embedding the crack surface.
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