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Resume  Apres avoir rappele limportance en traitement du signal de concepts issus de la theorie de lin
formation on repertorie des procedes constructifs entre des notions telles que entropies divergences moyennes
projections On introduit deux grandes classes de divergences et on en discute lintersection
Motscle  Information entropie divergence distance metrique associee valeur moyenne axiomatique
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Information entropies divergences and mean values
Abstract The design concepts of divergences are of interest because of the key role they play in statistical
inference and signal processing We distinguish two dierent classes of divergences built on entropies They are
compared using the associated quadratic dierential metrics mean values and projections
Keywords Information entropy divergence distance associated metric mean value axiomatic
Information entropies divergences et moyennes 
Notations et operateurs
Les operateurs concernant les fonctions h ou f   qui interviennent dans les dierentes constructions
sections  et  les equations fonctionnelles caracteristiques chapitre  et les proprietes des entropies et
divergences sont  
 conjugaison  u   u
 translation  u  u 
 dilatation  u  u
 fonction dilatee 
f u   fu   
induisant une propriete dinvariance des entropies non integrales section 
 fonction translatee 

fu  fu   u  
induisant une propriete dinvariance des fdivergences integrales section 
 fonction miroir 


















intervient dans les caracterisations fonctionnelles des entropies chapitre  et que ses proprietes inuent
sur les algorithmes de reconstruction
 fonctions dinformation  	 
 
hu  hu h u 
et 
 











veri!ant des equations fonctionnelles caracteristiques  	 chapitre 
 autres fonctions   

















u v  hu   v  hu    hv
intervenant dans la de!nition de linformationmutuelle section  un procede constructif de divergences




 dierentielle de Gateaux ou derivee directionnelle 















P  R 

intervenant dans la de!nition de la distance de Bregman section 
Transformee de LegendreFenchel
Pour toute fonction f  R
m






 t u 	 ft 
f

est convexe sur R
m
 et est dite aussi duale convexe de f 
Si f est convexe et semicontinue inferieurement alors f

 f 
















u  u f

u 	  "
Irisa
Information entropies divergences et moyennes 
Chapitre 
Introduction
On donne en guise de motivation quelques exemples de concepts de la theorie de linformation intervenant
dans la formalisation et la resolution de problemes de traitement de signal Puis on indique comment le document
est organise
 Motivations information et signal
Citons en vrac et de maniere non exhaustive quelques problemes ou interviennent de maniere cruciale des
notions dinformation
Les statistiques exhaustives qui conservent linformation de Fisher mais aussi bien dautres jouent un
r#oleclef en estimation et en detection tests dhypotheses et il en est de m#eme de la question des distances
ou divergences Il serait dailleurs interessant de mettre en evidence de maniere explicite les proprietes de ces
notions qui sont propres au cas Gaussien propres aux parametres de translation ou generales Linformation
de Kullback ou entropie relative est sousjacente a lidenti!cation par maximum de vraisemblance a des
criteres de selection de modeles a la reconstruction par maximumdentropie Linformation de Fisher fournit la
precision optimale de tout estimateur Linformation ou distance de Kullback intervient dans les probabilites
derreur des detecteurs par rapport de vraisemblance et aussi dans le retard a la detection optimal en detection
sequentielle de ruptures pour cette raison elle est utilisee pour de!nir la detectabilite dun changement de
modele
Lentropie joue par ailleurs un r#oleclef dans des methodes danalyse spectrale Elle intervient dans la resolu
tion de problemes inverses et linformation est omnipresente dans les techniques bayesiennes de regularisation

Evidemment la quanti!cation de linformation est au coeur des problemes de compression et aussi de fusion de
donnees
 Organisation du document
On examine les deux principales notions dinformation concernant des lois de probabilite 
 lentropie ou mesure dinformation notee H
 la divergence ou gain dinformation notee I ou D
ainsi que les liens qui les unissent On etudie en particulier les relations entre plusieurs procedes constructifs de
divergences a partir dentropies et reciproquement On decrit aussi linformation mutuelle
La plupart des concepts decrits valent dans un contexte nonparametrique Leur application a des lois
parametrees donne lieu a des objets eg distances entre vecteurs de parametres et proprietes eg la metrique
et son eventuelle invariance par changement de parametrisation supplementaires
Le chapitre  est consacre a lintroduction des deux classes de divergences On commence par distinguer a
la section  deux formes fonctionnelles dentropies integrales et non integrales et une classe de divergences
dites fdivergences notees I dont on peut dire quelles sont formellement identiques aux entropies entropies
relatives De nombreux exemples dentropies et de fdivergences sont decrits en detail dans les sections  et





Ensuite a la section  on decrit les JCDKLdivergences qui se deduisent dentropies a partir de
procedes constructifs distincts Ce sont la Jdivergence basee sur la dierence de Jensen la distance a la
Cherno C basee sur une maximisation de celleci la distance de Bregman D basee sur la dierentielle de
G#ateaux et les K et Ldivergences basees sur des analogies avec des expressions alternatives de linformation
de Kullback Puis a la section  on sinteresse a linformation mutuelle
Les caracterisations axiomatiques et les equations fonctionnelles liees a toutes ces notions sont discutees
dans le chapitre 
Le chapitre  discute de notions de moyennes ou melanges et dextensions possibles de divergences

A
la section  on sinteresse aux moyennes sousjacentes explicitement aux entropies et fdivergences et aux
moyennes de!nies comme des projections au sens de distances telles que fdivergences et distances de Bregman
Ensuite on utilise ces moyennes generalisees pour construire a la section  des extensions de la dierence de
Jensen et de la distance de Bregman Ce jeu permet permet dintroduire le rayon dinformation et une notion
de capacite
Le chapitre  contient des aspects geometriques Les proprietes geometriques des entropies et des diver
gences au sens de la geometrie dierentielle de lespace des lois sont principalement la metrique dierentielle
quadratique qui peut leur #etre associee ses eventuelles proprietes dinvariance et donc le lien des entropies et
divergences avec linformation de Fisher Elles sont discutees a la section  Avec les moyennes et projections
de la section  elles sont un des outils pour etudier lintersection  non vide  des dierentes classes de
divergences ainsi quon le montre dans la section 
En!n de nombreux exemples dentropies et de divergences concernant les familles exponentielles et les cas
Gaussiens variables scalaires ou vectorielles et processus sont donnes en annexe
Irisa
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Chapitre 
Entropies et construction de deux
classes de divergences
On de!nit deux classes de divergences toutes deux construites a partir de fonctionnelles dentropies bien qua
partir de proprietes dierentes La premiere classe contient les divergences de!nies comme etant des entropies
relatives La deuxieme contient des distances dont la construction repose sur la concavite de la fonctionnelle
dentropie consideree
 Entropies et fdivergences Classe 	
On introduit plusieurs types dentropies et les fdivergences ou entropies relatives qui leur sont associees
  Entropies
On considere deux formes fonctionnelles dentropies integrales et non integrales et on donne trois exemples
Entropies integrales et non integrales Remarquons demblee que les entropies sont toujours de!nies dune
maniere relative a une mesure de reference 
 On considere les formes fonctionnelles integrales et non integrales
suivantes 































ou h est le plus souvent convexe et h et g sont liees par 


















est la fonction miroir de h














ou S est un operateur lineaire par exemple lidentite pour Shannon et la derivee seconde pour Fisher Noter aussi la denition de














Les entropies non integrales sont de!nies par 
H








































ou  et  sont strictement monotones et liees par 






u   ln 
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modulo les proprietes dinvariance des formes fonctionnelles dentropies par transformation des fonctions f g  
evoquees plus loin On en montre un exemple pour les entropies dordre  pour lesquelles ces relations sont
dierentes














qui correspond a 
hu  h





































































Pour    il sagit de lindice de diversite de Gini 


















Information entropies divergences et moyennes 	
Tab   Les trois fonctions h   et les entropies dordre 
Cas general Entropies dordre 




























































































































En dautres termes lentropie de Renyi nest autre que le logarithme de la fonction caracteristique ou fonction
generatrice des moments mgf ou encore la fonction generatrice des cumulants de lnP X
Le tableau  met en evidence les relations entre les formes dentropies dordre 
On donne dautres exemples dentropies a la section 
   fdivergences
Les fdivergences ont ete proposees vers 	
 independamment par AliSilvey  et Csiszar  puis
redecouvertes par Aka$%ke " et Zaka$%Ziv 
 dans la decennie suivante Les fdivergences entre une mesure 

et une mesure  que lon peut introduire pour chaque forme fonctionnelle dentropie  sont de!nies
  
 





















 Pour certaines divergences
dordre  cette de!nition vaut a un coe&cient multiplicatif pres On en decrit a la section  de tres nombreux
exemples recouvrant la plupart des distances utilisees On peut dailleurs setonner au vu de lidentite formelle
 entre entropies et fdivergences quil y ait eu dans la litterature si peu dentropies introduites en regard




Dans le cas de lois admettant une densite on peut evidemment aussi ecrire une fdivergence entre deux
lois P et Q en considerant leurs densites p et q par rapport a une m#eme mesure de reference  On verra
plus loin que les fdivergences qui sont homogenes de degre  ne dependent pas du choix de cette mesure de
reference  contrairement aux entropies dont elles decoulent On verra aussi que dans le cas parametrique
les fdivergences sont etroitement liees a linformation de Fisher En!n on montrera que la dualite convexe
joue un r#ole a deux niveaux pour les fdivergences integrales  une propriete de dualite sur f caracterisant des
fdivergences particulieres une propriete de dualite sur I
f
en tant que fonction sur lespace des mesures



































correspond donc bien a 
fu  hu
On impose en general la condition f   pour assurer que I
f
P P   
Lexemple le plus connu de fdivergence integrale est linformation de Kullback ou entropie relative qui se














et qui correspond a 
hu  h

u  u lnu








Un autre exemple connu est la I

divergence de Csiszar appelee aussi 

divergence dordre  de!nie par








































 u      
 lnu u    
u lnu u    









u u    
on deduit que lon pourrait evidemment appeler aussi cette divergence  information dordre  de HavrdaCharvat
par la correspondance  avec lentropie 










































Information entropies divergences et moyennes 
Lexemple le plus connu de fdivergence non integrale est linformation de Renyi qui se deduit de lentropie












































Dans certaines references et exceptionnellement dans la suite linformation de Renyi est de!nie avec un facteur
multiplicatif  supplementaire
On notera  
 quelle est liee a la fonction caracteristique fonction generatrice des moments du loga

































autrement dit que linformation de Renyi nest autre a une constante pres que la seconde fonction caracteris




entrevoir son r#ole en test dhypotheses et classi!cation pour le calcul de probabilites derreur " 
De nombreux autres exemples de telles fdivergences integrales et non integrales sont discutes en detail a la
section 
 Autres divergences associ
ees a une entropie Classe 	
Suivant  on de!nit maintenant des procedes constructifs de divergences a partir dune entropie H
distincts de  On de!nit ainsi quatre divergences entre lois DJKL Les divergences D et J sont
de!nies a partir de la dierentielle de G#ateaux et de la dierence de Jensen respectivement Elles ne requierent
pas que lentropie H soit de la forme integrale  Les divergences K et L de!nies par analogie avec des
expressions alternatives de Kullback ne valent que pour des entropies integrales
Lidentite deD et J est une caracterisation de lentropie quadratique  De plus on montre a la section 
en utilisant les metriques associees que certaines divergences peuvent #etre caracterisees par lidentite de ce type
de construction avec les fdivergences comme indique au tableau  En outre comme deja indique a la
section  lidentite de la fdivergence I
f
et de la Ldivergence permet de construire de nouvelles entropies
par la solution  de 
Remarquons pour commencer que la dierence des entropies 
HQ HP 
ne de!nit pas un gain dinformation ou divergence satisfaisant pour la simple raison quelle nest pas toujours
positive
   Dierentielle de Gateaux et dierence de Jensen
On de!nit dabord la dierentielle de G#ateaux et la dierence de Jensen necessaires a la de!nition des







x dx est appelee integrale de Hellinger Cette integrale et donc linformation de Renyi sevalue







 Dierentielle de Gateaux
La dierentielle de G#ateaux est de!nie par















P  R 
Dans le cas dune fonctionnelle dentropie integrale 
H
h








	 Dierence de Jensen




PQ  HP   Q   HP     HQ 
Dans le cas dune fonctionnelle dentropie integrale a cause de  on a
pour









    Divergences associees a des entropies non necessairement integrales
On de!nit maintenant la distance de Bregman et la Jdivergence qui sont de!nies pour toutes les formes





 Distance de Bregman ou divergence dirigee
Cette classe de distances a ete introduite par Bregman pour la programmation convexe en 	
 "
Denition Pour une fonctionnelle dentropie su&samment reguliere la distance de Bregman ou divergence
dirigee est de!nie par  
D
H
PQ HQ HP   HQ  P  Q 
ou HQ  P Q est de!nie en  et 
Remarquer que cette divergence est identique a la divergence dAmari 
Noter que D
H




Dans le cas dune entropie integrale elle est appelee divergence dirigee par Rao voir plus loin




Pour lentropie de Shannon H  H


























Jensen comme moyenne de Bregman  LorsqueH est strictement concave du fait de la linearite de
loperateur dierentiel de G#ateaux la dierence de Jensen secrit comme la moyenne des distances de Bregman




PQ   D
H
P P   Q     D
H
Q P   Q 
Il est important de souligner que le barycentre des lois qui intervient ici est celui qui correspond a la moyenne




sousjacente a lentropie H
 En fait la symetrie de D
H
caracterise les entropies quadratiques 
Irisa









  P  Q P   Q









KP P   Q 





	 Jdivergence de Rao


















Elle est appelee aussi rayon dinformation 
 
 car elle est egale a ce rayon dinformation dans le cas
particulier ou lon considere n   lois et ceci en donne une autre justi!cation puisque le rayon dinformation
nest autre que lexposant de Gallager qui joue un r#ole important en codage Le rayon dinformation est de!ni
plus loin lorsque lon discute les extensions de cette Jdivergence




 Distance de Bregman ou distorsion projective











p q  hp hq  h

q p q







P   H
h
Q  P  Q "
ou H
h
est de!nie en  Elle est identique a la distance de Bregman D
H







Remarque D  D
h
satisfait legalite triangulaire




P  P  P  P
ou
 
P  arg min
PP
DRP 
Ceci est faux " pour les distances D de la forme fdivergence non integrale "" dans le cas ou gu  u et




	 JKLdivergences de Rao
Elles ont ete introduites par Rao  


































 Ldivergence  elle est de!nie par analogie avec 

















La notation nest pas completement stabilisee puisque outre les perturbations introduites en 
 en  la
Ldivergence est appelee Kdivergence
Voir  pour proprietes positivite convexite inegalites des JKLdivergences en fonction des proprietes














 Distance de Bregman et JKLdivergences dordre 
Pour h  h



















































































































est linformation dordre  de Renyi 	






sont homogenes de degre  tout comme les fdivergences I
f

 et que pour










 Divergence et entropie quadratique
 Pour lentropie quadratique Q 













autrement dit la distance de Bregman et la Jdivergence sont identiques




PQ  g    J
H
PQ ou g symetrique 	H  Q
On donnera une autre caracterisation de lentropie quadratique au chapitre 
 Information mutuelle
  	   
Irisa
Information entropies divergences et moyennes 
 	 Information mutuelle de Shannon


















































































On peut imaginer etendre la de!nition precedente 
















 noter quavec cette de!nition on a I
H
XX  HX ie  lentropie dune variable aleatoire est
linformation quelle porte sur ellem	eme ce qui est bien confortable













Pour D  V distance en variation on obtient le coe&cient de H$oding et pour D  R 

divergence
on obtient le « mean square contingency» de Pearson  
 pour D  I
f
 on obtient la finformation




 on a linformation mutuelle dordre  de Csiszar  

 Soit m#eme  en changeant de de!nition de lentropie conditionnelle dans 	













































 		 Conditionnement et additivite
Linformation de Kullback possede la propriete de decomposition additive par conditionnement dite de




































La seule autre fdivergence qui possede cette propriete semble #etre linformation de Renyi 	 dans le cas










































ie compte tenu de 
 
fu   lnu  	 
Pour les fdivergences non integrales il faut de m#eme que 
















On considere des fonctionnelles dentropie H

P  pas necessairement concaves La dependance visavis de
la mesure de reference 
 sera omise lorsquil nen resultera pas dambigu$%te
Comme indique en introduction on distingue trois formes fonctionnelles dentropie lune integrale les deux
autres pas
 




 Denition et proprietes dinvariance




  R ou T






Lentropie integrale dune loi de probabilite P relative a une mesure 
 est de!nie par 
H
h




ou la densite p 
dP
d
est a valeurs dans T
h

En vertu de  on a la propriete 
pour

hu   hu   u H
	
h
P    H
h




	 Exemple  entropie dordre  de HavrdaCharvat




P   
Z










Elle est de forme integrale pour 
hu  h

u  u lnu




P   H











En!n un calcul direct de Lagrangien permet de montrer que consideree comme fonction dune densite de
probabilite lopposee de lentropie de Shannon est la fonction duale dun log mgf logarithme dune fonction











Entropie dordre  Lentropie dordre  de HavrdaCharvat dite aussi mesure dinformation dordre  est














 u   
u lnu   






































Information entropies divergences et moyennes 





































x   
	
Pour    on retrouve lentropie de Shannon H

 et pour    il sagit de lindice de diversite de Gini 














































Cette expression peut #etre utile en !abilite pour des durees de vie






























 Entropies deduites des fdivergences integrales
Lecriture des formes integrales dentropies  et de fdivergences associees  permet de de!nir
a partir dune fdivergence integrale quelconque entre une loi  et une mesure de reference 
 une entropie














pour lune quelconque des fonctions f listees plus loin






















qui nest autre que la moitie de lentropie de HavrdaCharvat dordre 
 
  Fonctionnelles dentropie non integrales







 Denition et proprietes dinvariance
On de!nit des entropies non integrales dune loi P relativement a une mesure de reference 
 par   
H



















ou  et  sont strictement monotones et souvent de classe C

 et 
u   lnu




P  sont inchangees par dilatation de   













	 Exemple  entropie dordre  de Renyi
Comme on la deja indique lentropie de Shannon  peut #etre ecrite sous ces formes fonctionnelles non







u   lnu




























































x   
ln 





Lentropie dordre  a ete introduite par Hartley en 	 et semble avoir ete la premiere mesure dinformation
 Selon Renyi et Csiszar   lentropie dordre  a ete introduite par Sch$utzenberger en 	  elle
a ete reprise par Renyi en 	
 Neanmoins Parzen et Vajda   a&rment que linformation de Renyi
nest autre quune divergence proposee par Bhattacharrya en 	  Pour    cette entropie nest pas de














Lentropie de Renyi possede limportante propriete d#etre liee a la fonction caracteristique de lnP X ce
























Autrement dit loppose de lentropie de Renyi 
 et non pas sa fonction duale 

































Information entropies divergences et moyennes 	






































tandis que la 
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Les relations etablissant le lien avec loperateur de moyenne  sousjacent a lentropie de HavrdaCharvat







tableau  qui est distinct du cas general discute dans lintroduction




































 ln p     lnp
n




p     p
n

Lorsque  tend vers lin!ni lentropie de Renyi correspond a loperateur de moyenne particulier quest le
sup 
 Ceci remarque permet de donner une interpretation de la distance en variation de Kolmogorov en
termes dinformation On utilisera ces notions de moyenne sousjacentes aux entropies dordre  pour de!nir




 Entropies deduites des fdivergences non integrales
Lecriture des formes non integrales dentropies  et de fdivergences associees  permet de
de!nir a partir dune fdivergence non integrale quelconque entre une loi  et une mesure de reference 
 une
































pour lune quelconque des fonctions   listees dans le tableau 










qui nest autre que lentropie de Renyi dordre  De m#eme lentropie qui correspond a linformation dordre 
























 Par laxiomatique pure















































sont extraites des  entropies dierentes listees dans  Selon  ces entropies nont jamais donne lieu
a autre chose que des justi!cations purement axiomatiques et non pragmatiques ou operationnelles et nont





Par contre lentropie quadratique 
QP   
Z
XX




ou qx x   a ete introduite par Rao    Elle est interessante 
 par au moins trois de ses caracterisations chapitre   dune part lidentite de deux procedes constructifs
de divergences par dierentielle de G#ateaux et par dierence de Jensen ie D et J et la symetrie de
D dautre part la positivite de toutes les dierences de Jensen successives
 parce que la metrique dierentielle quadratique qui lui est associee est comme celle de Fisher invariante
par changement sur le parametre et sur la variable
Sa concavite est donnee par la condition 
q est un noyau de!ni positif 	 Q concave

A titre dexemple pour X  R qx y  x y








y   varP 
Un autre exemple concerne X  R

















 Entropie associee a une fdivergence symetrique
On peut aussi de!nir des entropies a partir de fdivergences particulieres par des procedes autres que la
de!nition  Nous en donnons deux exemples
Par identite de procedes constructifs de divergences Comme on le montre plus loin en cherchant les
fdivergences qui sont aussi une Ldivergence de Rao a toute fdivergence telle que la fonction convexe f













ou h est nimporte quelle fonction convexe de!nie sur   et nulle en dehors
Irisa




 Entropie associee a une information mutuelle







Cest ce que propose Arimoto 	 pour une entropie de!nie par un inf qui lui fait retrouver le rayon dinfor
mation de Sibson section 
 Exemples de fdivergences
On decrit en detail les fdivergences  integrales ou non proposees dans la litterature En particulier
on distingue un certain nombre de divergences dordre  On donne ensuite un contreexemple de divergence
dordre  qui nest pas une fdivergence On examine ensuite dans le cas parametrique la relation etroite entre
les fdivergences et linformation de Fisher et lexhaustivite On termine par un certain nombre dinegalites






Dans le cas de lois de probabilite PQ admettant des densites p q par rapport a une mesure de reference 
on les de!nit   
 




















ou f est continue et convexe sur  souvent de classe C

 On impose de plus 
f   pour garantir I
f




 	  pour la metrique 

Il convient de noter que les fdivergences  qui sont homogenes de degre   ne dependent pas de la mesure 
de reference De ce point de vue on peut dire que la comparaison de telles mesures de distance se reduit a la
comparaison de fonctions convexes
Comme deja annonce en introduction les fdivergences possedent les proprietes dinvariance suivantes 
pour























En!n comme on la deja indique a la section  en  une fdivergence integrale entre deux mesures




   H
h






On presente les exemples de fdivergences resumes au tableau 











jp qj dx 
"
Une interpretation en termes de notion dinformation est donnee en 
 on lindique en section  lors des




Tab   fdivergences integrales
nom notation pour fu I
f
PQ















div Kullback ku KPQ 
R
p qln p ln q dx






Ldiv Lin lu LPQ 
R

































u  u   
R
p























































PQ   VPQ
W



















































PQ   H

PQ

































p ln p q ln q











p ln p q ln q






Information entropies divergences et moyennes 
Information de Kullback ou entropie relative Elle est dite aussi gain dinformation dordre  












































Divergence de Kullback Elle est dite aussi divergence de JereysKullbackLeibler Cest la symetrisee de































p  qln p ln q dx 
KLdivergences de Lin Elles sont dintroduction plus recente 
 La Kdivergence de Lin correspond a




















et la Ldivergence de Lin a la fonction symetrisee fu  lu ou 














































Distance de Hellinger La distance de Hellinger a ete introduite en 		 dans le cas discret Elle joue un
r#ole crucial en inference statistique Lun de ses inter#ets est quelle est souvent calculable explicitement Par
contre elle est moins !ne que linformation de Kullback voir les inegalites a la !n de la presente section































Ces deux ecritures donnent lieu a deux de!nitions possibles de divergence de Hellinger dordre  La premiere
consiste a remplacer dans la derniere expression les puissances  et  par  et  pour donner lieu a la


divergence dordre  La deuxieme consiste a remplacer dans la premiere expression les puissances  par
 pour donner lieu a ce qui est appele la distance de Hellinger dordre  mais nest pas une fdivergence
On decrit ces deux distances plus loin


































Autrement dit la distance de Hellinger nest autre que la fdivergence associee a lentropie de HavrdaCharvat
dordre 
















divergence ou Wdivergence de Kagan Elle est discutee par exemple en  "	 "
  et corres







































Autrement dit la 

divergence nest autre que la fdivergence associee a lentropie de HavrdaCharvat dordre 
ou indice de diversite de Gini 
Cest une des fonctions de contraste de  Cette distance conduit a une mesure dinformation mutuelle
proposee par Pearson La limite au sens local en a ete proposee par Kagan comme mesure dinformation




divergence de Vajda Elle a ete introduite en 	  avec une notion dinformation de Fisher dordre 
On y revient plus loin lorsque lon discute le lien des fdivergences avec lexhaustivite
Elle correspond a fu  w

u pour    ou
w
















Elle admet comme cas particuliers 
W

PQ   VPQ
W

PQ   RPQ
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Information entropies divergences et moyennes 


divergence dordre  ou I





























   u     








u lnu u  
 

























qui est telle que r

   r


















































   

KQP    

KPQ   






















divergence dordre  est la I

divergence de Csiszar    Elle est identique a la « power
divergence statistics » de  On pourrait pour des raisons evidentes lappeler aussi information dordre 
de HavrdaCharvat car elle correspond a cette entropie et distance de Hellinger dordre   Cependant
cette derniere terminologie est utilisee pour une autre divergence en  on lintroduit comme exception un
peu plus loin
Information dordre  de Parzen Dintroduction plus recente par analogie avec lexpression de linfor



















  lnu ln   u 

    
lnu u  

 















qui est telle que  z

   f
























   
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QP   KPQ " J

PQ  KPQ  LPQ  
ou J






« Information dordre  de BoseEinstein» Elle a ete introduite tres recemment par Knockaert 	 par
le biais du remplacement de la loi multin#omiale de la physique statistique de MaxwellBoltzman qui intervient
dans la de!nition de linformation de Kullback par la loi de BoseEinstein ceci pour la resolution de problemes
de minimisation sous contraintes dobservation Noter que le lien entre le principe du maximum dentropie et
les distributions de FermiDirac et BoseEinstein est discute en 
"   voir plus haut en section 
Elle correspond a la fonction fu  b























Cest une dierence de Jensen  
B











































KQP   petit
Dans le cas dun processus Gaussien centre on retrouve la distance de Cherno et linformation dordre 
























« Information dordre  de FermiDirac » Elle a ete introduite encore plus recemment par Knockaert
	
 par le biais du remplacement de la loi multin#omiale de la physique statistique de MaxwellBoltzman par la
loi de FermiDirac et de lutilisation des grandes deviations
Elle correspond a la fonction fu  f

u pour    ou 
f


















fdivergences « naturelles » 	
 On dit quune fonction f  R

  R est naturelle si f   et si la
fonction miroir satisfait 


























Une telle fonction est strictement convexe et peut secrire sous la forme 












  ln  u  "

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u  ln    ln 
 gu ln  ln







Une condition necessaire pour que f soit naturelle est que 






Une fdivergence integrale est dite naturelle si elle correspond a une fonction f naturelle
De la condition necessaire precedente on deduit des contreexemples parmi les fdivergences  la distance
en variation de Kolmogorov V et la distance de Hellinger H












u  u lnu u















































Az    z
hu  lnAe
u
















 u   lnu   u lnu















Une fdivergence peut en tant que fonction dune densite de probabilite secrire comme une duale convexe
Cest du moins vrai pour linformation de Kullback Le calcul de la fonction duale dune fdivergence quelconque
ne conduit pas a une formule explicite
Duale de linformation de Kullback 	 Un calcul direct de Lagrangien permet de montrer que linfor





















































ou le multiplicateur 

















Dans le cas de linformation de Kullback on a 














































ou f est continue convexe sur  et g est croissante sur R On impose de plus
gf   pour garantir I
f





 	  pour la metrique 
Irisa
Information entropies divergences et moyennes 	

































































Cependant comme on la deja indique plus haut en  une fdivergence non integrale se deduit dune















































Les relations entre f   sont donnees en general par la colonne de gauche du tableau 
Il en resulte quen fait les conditions imposees dans la premiere de!nition  a savoir f convexe et g croissante 
sont trop fortes il su&t de  ou  strictement monotone Dautre part I

P P   I

P P    sans condition





On presente les exemples de fdivergences non integrales resumes au tableau  et correspondant aux
fonctions   donnees aux tableaux  et  avec leurs fonctions miroir et duale convexe
















La distance de Bhattacharyya est de!nie en 	 	 comme






Tab   fdivergences non integrales







































































































































PQ  arccos PQ
Information dordre  de Renyi    Elle est dite aussi gain dinformation dordre  

Elle est de!nie soit exactement sous la forme fonctionnelle "" avec   







































dx    

KPQ   

KQP    


ln   RPQ   
 lnH















Cette de!nition avec le facteur multiplicatif supplementaire  est celle de Parzen  elle est justi!ee par
le cas Gaussien pour lequel on retrouve la distance de Bhattacharrya voir lannexe














Linformation dordre  de Renyi est liee a la 












































On notera  


































autrement dit que linformation de Renyi nest autre a une constante pres que la seconde fonction caracteris




entrevoir son r#ole en test dhypotheses et classi!cation pour le calcul de probabilites derreur "
Distance et coecient ou nombre dinformation de Cherno La distance de Cherno correspond
	 a gu    


u      et secrit donc 
C
































KQP  	 	
Noter que largument du logarithme est aussi appele arc de Hellinger par Le Cam






et intervient dans les performances des algorithmes de classi!cation a m 	  classes 
Distance dordre  de Matusita Elle a en fait ete introduite par Jereys en 	"( Elle correspond a
gu  u

 fu  m







































   
VPQ   
p





 	 Exception  divergence de Hellinger dordre 









pour nimporte quelle fonction  de classe C


Le calcul de la metrique associee  permet de montrer que cette divergence de Hellinger generalisee
nest une fdivergence que si u 
p
u ie pour la distance de Hellinger usuelle
























Bien quelle ne soit pas une fdivergence elle presente linter#et de fournir la m	eme metrique que lentropie
dordre  de HavrdaCharvat ainsi quon en discute a la section 
 
 Lien avec linformation de Fisher et lexhaustivite
On montre maintenant en quoi les fdivergences sont dans le cas de densites de probabilite parametrees




 Information de Fisher
Dans le cas dune densite de probabilite pour laquelle on note l

x  ln p

























































et peut aussi secrire comme
g
ij


























	 Exhaustivite et information
Localement pour P  P

et Q  P


 on retrouve la metrique de Fisher  "
  "	
R    

K      H












Une statistique exhaustive conserve linformation de Fisher Fisher dixit et les distances de Kullback  
de Hellinger et du 





En fait on montrera plus loin a la section  que la metrique associee a toute fdivergence est la me
trique de Fisher qui possede limportante propriete d#etre invariante par changement de parametrisation et par
changement de variable
Irisa




 Information et sensibilite  Information de Fisher dordre 
Dans le cas dun parametre scalaire a ete notee  limportance de la prise en compte du signe de la petite
deviation  ce point de vue de Rao 	
 interprete Fisher commemesure dinformation a laide de la sensibilite
dune loi parametree a des deviations faibles du parametre sensibilite exprimee en terme de divergence De
ce point de vue toutes les fdivergences ne sont pas equivalentes par exemple la distance en variation de
Kolmogorov a le mauvais go#ut de permettre des changements de signe



















Une statistique exhaustive conserve cette information 
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est la Jdivergence  correspondant a lentropie de Shannon
On constate en particulier que la distance de Kullback est plus ne que celle de Hellinger Il en est de m#eme
des 

divergences dordre  ou I






Axiomatique  Caracterisation 

Equations fonctionnelles
On renvoie a   	    chap et aussi  
 Axiomes
Les proprietes que lon peut souhaiter imposer comme axiomes concernant les entropies sont nombreuses




     p
n





  citons seulement 
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 monotonie  I

 p p nondecroissante sur  
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Si en particulier J
n
















 p p  g p gp
alors on a la propriete suivante 














 propriete de quasilinearite voir les moyennes generalisees  il existe une fonction w positive sur   et

























Comme explique longuement en  il est di&cile a partir de sousensembles de ces axiomes de ne pas
retrouver lentropie de Shannon
Il est a noter cependant que certaines formes de fonctions de co#ut permettent de mettre en evidence linter#et
de lentropie de Renyi pour le codage 
 





Equations fonctionnelles concernant les entropies int
egrales
On considere ici essentiellement lentropie dordre  de HavrdaCharvat associee a la fonction h

de!nie en



















	  Sur la fonction miroir
































































	   Sur la fonction dinformation
 	 On considere maintenant les equations fonctionnelles concernant la fonction 
 
hp  Hp  p
ou Hp  p est une entropie de lois discretes a  masses autrement dit la fonction 
 
hu  hu  h u
















 u  u lnu  u ln u
est en vertu de la propriete de symetrie de linformation mutuelle la solution de lequation fonctionnelle dite
 equation fondamentale de linformation 
 





























Il est a noter  que la fonction 
H
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u v  h
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u   v





u v  h

u   v   h

u    h

v
Les autres proprietes de la fonction H

u v sont 
H






u v w H

u v  H






wuwv  w H

u v











Reciproquement  une fonction g est solution de lequation fonctionnelle  si et seulement sil existe une
fonction  telle que 






gu  u u   u  u
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En eet la fonction 





qui redonne g par 
gu  G  u u
a les proprietes  et peut donc secrire sous la forme
Gu v  hu v  hu hv




Plus generalement 	 lequation fonctionnelle generalisee 






























































































u   
est la solution de lequation fonctionnelle 
 























u  B u

Il est a noter  que la fonction 
H
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u v  h






Plus generalement 	 lequation fonctionnelle generalisee 


































































Noter que cette equation est trompeuse et dinter#et limite  voir plus loin lequation fonctionnelle associee aux
fdivergences qui peut #etre resolue a laide de la solution de 
 Caract
erisation de lentropie quadratique
 Pour X Hausdor denombrable 

















Remarque dans le cas multinomial lentropieH

	 de HavrdaCharvat na selon  que deux dierences
de Jensen nonnegatives   La seule valeur de  pour laquelle plus de deux dierences de Jensen non
negatives est     qui correspond a lindice de diversite de Gini et a la concentration de Lorenz et la






Equations fonctionnelles concernant les fdivergences int
egrales
  	 "  "  
Les equations fonctionnelles donnees en  	 concernent la fonction 
 
f p q  Dp  p q  q
ou Dp  p q  q est une divergence entre lois discretes a  masses
Pour D  I
f
 il sagit de la fonction 
 
















f u v 
 
fu v    
 

f u v 
 
fv u








 Information de Kullback
Typiquement pour 







f u v  u ln
u
v
   u ln
 u
  v
et est la solution de lequation fonctionnelle  	 
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qui veri!e 
 



















































divergence dordre  HavrdaCharvat



















et est la solution de lequation fonctionnelle 	 
 



















































Plus generalement lequation fonctionnelle generalisee 
























admet comme solution 























Moyennes melanges et extensions de
divergences
On decrit a la section  les moyennes sousjacentes aux entropies et divergences en distinguant pour ces
dernieres des de!nitions explicites et implicites de moyennes On montre ensuite a la section  quil est possible
detendre des procedes constructifs de divergences en jouant sur ces notions de moyennes sousjacentes et que





On met dabord en evidence les moyennes arithmetique et geometrique sousjacentes a lentropie de Shannon
et les deux moyennes dordre  sousjacentes a lentropie de Renyi On introduit ensuite les moyennes genera
lisees sousjacentes aux quatre formes fonctionnelles dentropie et on discute leurs proprietes dinvariance On
explicite en!n les relations entre les quatre formes fonctionnelles Puis on montre que les moyennes generalisees
explicitement sousjacentes aux quatre formes fonctionnelles de fdivergences sont les m#emes que pour les en
tropies On donne ensuite la de!nition de moyennes dites entropiques associees implicitement aux fdivergences
integrales On donne aussi une de!nition implicite des moyennes generalisees non integrales qui est basee sur
la distance de Bregman En!n on discute les proprietes dinvariance de ces diverses moyennes
Dans ce qui suit on designe une suite !nie a

     a
n
par la notation abregee a lorsque celleci nest pas
ambig$ue Dautre part on considere des poids 
i








 Moyennes sousjacentes aux entropies












 Entropie de Shannon et moyennes

















ponderes par les p
i

Autrement dit loperateur de moyenne qui dans lespace des logarithmes des probabilites est sousjacent a







































Information entropies divergences et moyennes 
De m#eme lecriture sous la forme 
H
























et correspond a la moyenne geometrique des p
i
ponderes aussi par les p
i
euxm#emes Autrement dit loperateur







































	 Entropie de Renyi et moyennes
































ponderes par les p
i
 Autrement dit loperateur de moyenne qui dans lespace des logarithmes des probabilites est sousjacent














































































et correspond au   melange des p
i
ponderes aussi par les p
i
euxm#emes Autrement dit loperateur de
























 Moyenne dordre 























Cette moyenne admet comme cas particuliers les moyennes arithmetique geometrique harmonique et « root


































































Des discussions precedentes il ressort que plus generalement a partir des quatre formes fonctionnelles 
 il convient dintroduire deux types de moyennes




qui ne sont ni positives ni normalisees






























et indique de quelle fa)con on doit calculer la moyenne de quantites telles que des entropies ou des divergences
Lutilite de cette notion appara#%tra dans la section 
Le deuxieme type de moyennes qui travaille sur des quantites p
i
qui elles sont strictement positives et



































et indique de quelle fa)con on doit calculer la moyenne ou le melange de lois de probabilites Pour cette
raison et malgre les liens entre g et h dune part et entre  et  dautre part la de!nition de ce deuxieme type
de moyennes nest pas redondante avec les de!nitions precedentes Lutilite de cette notion appara#%tra dans la
section  La quantite 	 est connue sous le nom de moyenne generalisee 	"  
   et la fonction 
est alors appelee fonction de KolmogorovNagumo  et aussi sous le nom de collecteur dinformation  ""





















est appelee average probability  Voir comment distinguer en Fran)cais « mean» et « average » (
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Cependant lutilisation de ces moyennes pour le calcul du melange de densites de probabilite p
i
par rapport































































































Ce melange intervient dans la de!nition des extensions de la dierence de Jensen section  et lintroduction
du rayon dinformation 
 























 Relations entre les moyennes generalisees































































gu  u "
hu  u u 	




 ln p     lnp
n





  Moyennes sousjacentes aux fdivergences
Dans cette soussection et la suivante on introduit deux types de de!nition de moyennes associees a des
fdivergences et aussi a des distances de Bregman pour ce qui est du deuxieme type Dans un premier
temps on donne une de!nition explicite analogue a celle donnee pour les moyennes 
	 sousjacentes aux
entropies Dans un deuxieme temps on considere une de!nition implicite plus recente 	 de deux classes de
moyennes de quantites strictement positives dune part une classe de moyennes dites moyennes entropiques qui




variables aleatoires toutes les mesures de centralite esperance mediane quantiles     dautre part la classe
des moyennes generalisees 	 qui sont non homogenes Linterpretation geometrique de ces deux moyennes
implicites qui sont de!nies par resolution dun probleme de minimisation est une simple projection
Pour ce qui est de la de!nition explicite en procedant comme pour les entropies on met en evidence
les moyennes arithmetique et geometrique sousjacentes a la divergence de Kullback et on montre ainsi que
les moyennes generalisees sousjacentes aux quatre formes fonctionnelles de fdivergences sont identiques aux
moyennes generalisees sousjacentes aux quatre formes fonctionnelles dentropies deja introduites a ceci pres
quelles travaillent dans lespace du rapport de vraisemblance ou de son logarithme et non dans celui de la
probabilite ou de son logarithme








  et q


































Les moyennes arithmetique et geometrique sousjacentes a linformation de Kullback sont donc bien celles








Le m#eme raisonnement montre que les moyennes sousjacentes a toutes les fdivergences integrales ou non
sont identiques aux moyennes 
	 sousjacentes aux entropies correspondantes Ceci est utilise pour
lobtention des extensions de la dierence de Jensen discutees a la section 

	 Moyennes et projections
Considerons maintenant la de!nition implicite de moyennes de quantites a
i
supposees seulement strictement














ou d est une distance au sens ou db a 	  pour b  a et da a  











 Moyennes entropiques ou I
f
projections
En choisissant une distance d du type fdivergence integrale 





ou h est une fonction strictement convexe et dierentiable

 on peut ainsi de!nir des moyennes dites entropiques


































On donne au tableau  plusieurs exemples de moyennes connues qui sont obtenues par resolution de cette
equation pour une fonction h appropriee

 et qui sont donc des moyennes entropiques
Dautre part une m#eme moyenne peut correspondre par ce procede a plusieurs fonctions h dierentes Par




  correspond aussi bien a u lnu u 
qua  lnu u

  On reviendra sur ce point en etudiant les proprietes dinvariance des moyennes
 Cette derniere hypothese peut etre relachee voir lexemple des quantiles au tableau 
 La fonction r

u apparaissant dans ce tableau est denie en 
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 lnu u   r
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u EX esperance























moydordre  	 

  u  u 	 





 p ieme quantile



































px dx  
On donne au tableau  plusieurs exemples de mesures de centralite esperance momentsmediane quantiles
qui sont obtenues par resolution de cette equation pour une fonction h appropriee
On verra a la section  que le barycentre ou melange ou moyenne qui sert a la de!nition du rayon
dinformation de Sibson est aussi solution dun probleme de minimisation du type  ou d est linformation
de Renyi a ceci pres que la moyenne arithmetique consideree en  est remplacee par la moyenne dordre 








	 Moyennes generalisees ou Dprojections

















ne sont pas en general solution dune equation de la forme  et donc ne sont pas des moyennes entropiques
















pour une distance de Bregman 
du v  d
h
u v  hu hv  h

vu  v 






































qui est bien identique a  en vertu de 
Par exemple pour 
hu  u lnu   u ln  u
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 Moyenne dordre 




















et de la discussion sur le rayon dinformation en  
 il resulte que la moyenne dordre   possede

















































Les moyennes qui sont les melanges sousjacents a lentropie de Renyi sont donc a la fois des Bregman
projections et des fdivprojections et on verra plus loin par invariance que ce sont les seules moyennes
generalisees qui possedent cette propriete
Pour comparer des classes de distances on ne doit donc pas seulement se preoccuper des distances elles
m#emes mais aussi des projections qui resultent de lusage des dites distances La remarque precedente sur
les moyennes napporte pas le m#eme eclairage que celui qui resulte de ce que lintersection des distances de
Bregman et des fdivergences est reduite a linformation de Kullback discutee a la section 
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
 Invariance des moyennes
On donne des proprietes dinvariance des moyennes soit par transformation permutationtranslation dila
tation des nombres soit par transformation des fonctions h   On indique aussi que toutes les moyennes




 Invariance par transformation des nombres
On considere les invariances par permutation translation et dilatation





 toutes les moyennes quelles soient de!nies explicitement par





Translation Dautre part il est montre en   par resolution dequations fonctionnelles que les seules
moyennes generalisees  qui soient invariantes par translation ou par dilatation sont les moyennes dordre 
sousjacentes a lentropie de Renyi
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     u
n
  l
sont les moyennes '


de!nies en  et qui admettent comme cas particulier la moyenne arithmetique




 qui soient invariantes par
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     u
n

et qui sont dites aussi homogenes sont les '

 moyennes dordre  de!nies en  et qui admettent comme
cas particulier la moyenne geometrique
Les autres moyennes generalisees sont non homogenes




	 Invariance par transformation des fonctions
Les moyennes generalisees  et 	 possedent des proprietes dinvariance par transformation de   















pour hu   hu   u '
 
h
p   '
 
h






Equivalence locale des moyennes
Les moyennes entropiques  sont toutes equivalentes a la moyenne arithmetique a lin!ni 	 Il en est









 Comparaison des moyennes entropiques




















ees et extensions de divergences
On utilise les dierentes moyennes generalisees decrites a la section  pour imaginer des extensions de la
dierence de Jensen et de la distance de Bregman Ce jeu nest pas completement formel en ce sens quil permet




  Extensions de la dierence de Jensen et rayon dinformation
La dierence de Jensen qui est par de!nition la dierence entre lentropie du melange lineaire et la




PQ  H P   Q   HP    HQ
Dans le cas de lentropie de Shannon H  H








P   Q   H






K P P   Q   

K Q P   Q 
cestadire comme la moyenne arithmetique des divergences entre chaque loi et leur melange lineaire
Cette relation permet dimaginer de fabriquer dautres divergences en changeant de divergence en 
Plus generalement on peut imaginer de jouer sur les notions de moyennes sousjacentes soit aux entropies
comme en  soit aux divergences comme en  Se pose alors la question de savoir si reellement on cree






 En jouant sur la notion de divergence
On se propose donc dabord de fabriquer dautres divergences en rempla)cant linformation de Kullback

K
par une autre divergence D  Les divergences ainsi fabriquees ne peuvent appartenir a la classe des f
divergences que si la metrique qui leur est associee qui est identique a celle de D est proportionnelle a celle de
Fisher
Il est a noter que ce jeu sur la divergence ne permet pas toujours dobtenir de nouvelles divergences Il
convient en eet de se rappeler que pour toute entropie non necessairement integrale la dierence de Jensen




PQ   D
H
P P   Q     D
H
Q P   Q




	 En jouant sur la notion de moyenne
Pour proceder a dautres extensions on peut aussi imaginer de jouer sur la notion de moyenne sousjacente
a la de!nition de lentropie ou de la divergence consideree comme on la explique en  En eet que ce soit





ou barycentre des lois P et Q
 une moyenne '
 
des entropies de chaque loi ou des divergences entre chaque loi et le barycentre
Dans le cas present de lentropie de Shannon et de linformation de Kullback ces deux moyennes sont identiques

















ou les poids 
i























































Information entropies divergences et moyennes 	
en 
 considerant un nombre !ni quelconque n de lois P
i

 adoptant commemoyennes les moyennes correspondant a lentropieH ou la divergence D consideree voir
section 











































































On examinemaintenant ces extensions pour les dierentes formes fonctionnelles dentropies et de fdivergences
considerees en insistant particulierement sur le cas de linformation de Renyi
Le cas des fdivergences On a vu a la section  que les moyennes generalisees sousjacentes aux quatre























































































































ou hu  ug lnu et ou u   ln u On a vu aussi que les moyennes generalisees sousjacentes aux
fdivergences integrales ou non sont identiques aux moyennes sousjacentes aux entropies cestadire 















































































































































































dans le cas non integral En fait cette de!nition vient de la generalisation du rayon dinformation de!ni
cidessous
On etudie maintenant le cas des entropies dordre  integrales ou non ie HavrdaCharvat et Renyi et les
fdivergences associees ie 

divergence dordre  et information de Renyi




Le cas de linformation de Renyi  le rayon dinformation On considere le cas de linformation ou







Denition du rayon dinformation Dans le cas de lois P
i
admettant une densite p
i
par rapport a une
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Voir plus loin la remarque de 









Cas particuliers et variantes




































PQ  ln VPQ
ce qui donne a la distance en variation V de Kolmogorov une interpretation en termes de notion dinfor
mation 

 Variantes  On peut introduire 
 des contraintes supplementaires dans la de!nition du barycentre
Par exemple pour des lois multivariees de matrice de covariance de!nie positive on peut imposer que le
barycentre soit recherche parmi les lois Gaussiennes Pour    et n   on peut obtenir ainsi dans
le cas Gaussien homoscedastique dautres generalisations de la distance de Bhattacharrya que celles qui
decoulent de la classe des fdivergences voir exemples a la !n
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Autre propriete On peut montrer  cest m#eme la de!nition dans 









































































De sorte que le melange dordre  appara#%t comme une moyenne de type entropique  ie minimum dune











































































pour la de!nition "
Dautre part la de!nition du rayon dinformation a ete reprise et etendue recemment par Csiszar 
 qui
la relie dune part a des probabilites derreur en classi!cation et dautre part a une notion de capacite de canal










ou G est la fonction de Gallager qui intervient dans le « random coding exponent » et le « sphere packing
exponent » 

   Extensions de la distance de Bregman
On de!nit une notion de distance de Bregman plus adaptee au cas de fonctionnelles non integrales en
rempla)cant la de!nition  dans laquelle intervient la dierentielle de G#ateaux par la propriete de derivee
a lorigine 
 ou lon remplace la dierence de Jensen ordinaire par une de ses extensions



















est une des extensions de la dierence de Jensen introduites plus haut















autrement dit la derivee a lorigine de moyennes ponderees de linformation de Renyi est la 

divergence
dordre  ou information de HavrdaCharvat Autrement dit la 

divergence dordre  qui est une f






On decrit dabord les metriques associees aux entropies et divergences et ensuite on discute lintersection
des deux classes de divergences introduites au chapitre 
 M
etriques associ
ees aux entropies et divergences
Ou lon voit    comment associer une metrique dierentielle quadratique a une fonctionnelle
dentropie ou a une divergence en considerant son Hessien   En  developpements techniques
 noyaux reproduisants transformations pseudoconformes  montrant que la metrique de Fisher  est la
metrique de Bergman et suggerant que les courbures scalaire et de Ricci associees a cette metrique peuvent
donner pour linference des resultats analogues a ceux obtenus par Efron avec la courbure Gaussienne



























 Les formules sont donnees en 	

On peut considerer dautres metriques correspondant a une autre entropie que celle de Shannon  voir 

" et   




 Metrique associee a une fonctionnelle dentropie
On considere le Hessien
*
R
HP   

HP  RR 
ou la dierentielle de G#ateaux est de!nie en 
*
R
HP   	HP  concave
Alors loppose du Hessien le long dune direction dans le plan tangent a lespace parametrique est une forme
de!nie positive sur le plan tangent qui peut #etre consideree comme une metrique dierentielle dune geometrie
































































































































   ds

h
   ds

 
Entropie dordre  de HavrdaCharvat " Pour   R elle est de!nie en 	





























 Entropie non integrale






























































nest ni concave ni





  Elle est de!nie en 














y dx dy 
Elle est comme la metrique associee a Fisher invariante par rapport au parametre et a la variable Voir aussi
les commentaires de Rao en "	











































 est de!nie en  La courbe geodesique qui realise le minimum peut #etre calculee par resolution
des dim equations dierentielles du second ordre dEulerLagrange ce qui peut #etre lourd de m#eme que
le calcul de lintegrale en  Autres methodes  soit calculer la courbe geodesique par resolution des
 dim equations dierentielles du premier ordre dHamilton soit calculer directement  par resolution




	 Metrique associee a une divergence
Une divergence D entre lois peut #etre utilisee pour de!nir une metrique dierentielle quadratique sur lespace
parametrique en considerant deux distributions voisines Ceci est obtenu aisement en considerant comme pour








































D    
fdivergence entropie et metrique
fdivergences integrales Pour D  I
f












fdivergences non integrales Pour lexpression D  I

















 Divergence de Hellinger dordre 











































 Dierence de Jensen et distance de Bregman
Pour D  J
 
H




























































 D et JKLdivergences integrales


























































 est de!nie en 
 et ds

 est la metrique de Fisher 



















































 est de!nie en "






sont proportionnelles a la metrique den













sont proportionnelles a la metrique de Fisher
 Intersections des deux classes de divergences
On etudie les relations entre les deux classes de divergences introduites en  et 
Un premier point de vue possible est celui des moyennes generalisees et projections associees aux divergences
et decrites a la section   on compare les distances par le biais des projections qui resultent de leur usage On
se contente ici de renvoyer aux commentaires faits en  sur les moyennes
Un deuxieme point de vue est celui de la metrique dierentielle quadratique associee a toute divergence et
decrite a la section   en eet la metrique associee a toute fdivergence etant la metrique de Fisher 
pour trouver celles des autres divergences qui sont aussi des fdivergences il su&t de chercher celles qui ont la
metrique de Fisher comme metrique associee
On considere dabord les formes fonctionnelles integrales pour les entropies  et pour les fdivergences

 dans le cas ou g est lidentite et on cherche sous quelles conditions les divergences derivees dentropie
JCDKLdivergences sont aussi une fdivergence
Puis on considere les autres formes fonctionnelles pour les entropies  et pour les fdivergences ""
et on se pose les m#emes questions
  Formes integrales

















Dans ce cas outre lidentite formelle des expressions de divergences considerees largumentclef est la prise en
compte des metriques associees En eet la metrique associee a toute fdivergence est la metrique de Fisher
























  hp     hq  h p   q

























Condition su&sante donnee dans 	 	

Une fdivergence ne peut 	etre une dierence de Jensen que de lentropie de Shannon et seulement si elle
est proportionnelle a linformation dordre  de BoseEinstein ou de FermiDirac
Par contre la divergence de Kullback nest pas une dierence de Jensen Linformation de Kullback est la
derivee a lorigine de la dierence de Jensen voir 

















Une fdivergence ne peut 	etre une Jdivergence que de lentropie de Shannon et seulement si elle est la moitie
de la Ldivergence de Lin
Tab   Quelles divergences sont des fdivergences integrales




















Jdivergence de Rao Ldivergence de Lin H

Kdivergence de Rao divergence de Kullback H

Ldivergence de Rao divergences de Kullback Lin H

distance de Hellinger H

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ku   lnu

































Une fdivergence ne peut 	etre une Kdivergence de Rao que pour lentropie de Shannon et seulement si elle est
proportionnelle a la divergence de Kullback
fdivergence et Ldivergence Cette fois la comparaison des metriques ne fournit plus de condition sur
































Une fdivergence ne peut 	etre une Ldivergence de Rao que si elle est symetrique Reciproquement toute f
divergence symetrique est une Ldivergence de Rao pour toute entropie h satisfaisant  Il est a noter
que lon obtient ainsi par resolution de  un moyen de de!nir une entropie h associee a f  Une solution
evidente a cette equation est hu 


fu La solution generale est hu 


































h est nimporte quelle fonction convexe de!nie sur   et nulle en dehors
Parmi toutes celles listees precedemment les seules candidates possibles sont les divergences de Kullback
de Hellinger et de Lin Ldivergence En eet la seule 

divergence dordre   ou entropie dordre  de





ie Hellinger et la seule divergence de
BoseEinstein dordre  qui satisfasse  est la divergence de BoseEinstein dordre  ie Lin














Les J et Kdivergences de Rao que lon obtient a partir de ces entropies  ne sont pas en general des




fdivergence et distance de Bregman






 hp hq  q  ph

q
on obtient de m#eme
fu   u lnu u 














Une fdivergence ne peut 	etre une distance de Bregman que pour lentropie de Shannon et seulement si elle est
proportionnelle a linformation de Kullback ou entropie relative 














































avec u  u
f







   Formes non integrales
On considere donc les formes  et "" 
H



















































Dans le cas des entropies de cette forme les seules divergences derivees de ces entropies qui soient calculables
sont la dierence de Jensen et la Jdivergence et la distance de Bregman puisque les K et Ldivergences
supposent que lentropie soit sous forme integrale
Dautre part on ne peut plus maintenant considerer commodement largument de la metrique associee La
metrique correspondant aux fdivergences de ce type est toujours celle de Fisher  Mais les calculs faits
plus haut pour les « divergences» de Renyi montrent que les calculs de Hessien se passent mal pour les entropies
de ce type
On se base donc plut#ot sur les extensions de la dierence de Jensen et de la distance de Bregman discutees
precedemment
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est une des extensions de la dierence de Jensen introduites plus haut
Le cas du rayon dinformation de Sibson  montre que la 

divergence dordre  R

est a la fois une
fdivergence et une distance de Bregman generalisee Le fait que R

soit une distance de Bregman est connu









Annexe  Exemples  familles
exponentielles et cas Gaussiens
A







On suppose que la mesure de reference  est celle de Lebesgue important pour le calcul des entropies mais pas
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 Cas Gaussien scalaire N  
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 Cas Gaussien vectoriel N
r
'




























































































































































































































































est la distance de Mahalanobis En fait dans ce cas Gaussien homoscedastique il est facile de montrer a
laide du changement de variable 















que toute fdivergence 
 est une fonction croissante de M  Le rayon dinformation de Sibson





































































































































































































































































































































































 Cas Gaussien bivarie de correlation 

















































































































































est donnee en 
"
Pour les processus vectoriels a temps continu voir 	 	
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