We show that, under the long-tailedness of the densities of normalized Lévy measures, the densities of infinitely divisible distributions on the half line are subexponential if and only if the densities of their normalized Lévy measures are subexponential. Moreover, we prove that, under a certain continuity assumption, the densities of infinitely divisible distributions on the half line are subexponential if and only if their normalized Lévy measures are locally subexponential.
Introduction and main results
The subexponentiality of infinitely divisible distributions on the half line was characterized by Embrechts et al. [3] and on the real line by Pakes [6] and Watanabe [9] . The subexponentiality of a density is a stronger and more difficult property than the subexponentiality of a distribution. Some infinitely divisible distributions on the half line such as Pareto, lognormal, and Weibull (with parameter less than 1) distributions have subexponential densities. Watanabe and Yamamuro [11] proved that the density of a self-decomposable distribution on the real line is subexponential if and only if the density on (1, ∞) of its normalized Lévy measure is subexponential. The purpose of this paper is to characterize the subexponential densities of absolutely continuous infinitely divisible distributions on the half line under some additional assumptions.
In what follows, we denote by R the real line and by R + the half line [0, ∞). Denote by N the totality of positive integers. The symbol δ a (dx) stands for the delta measure at a ∈ R. Let η and ρ be finite measures on R. We denote by η * ρ the convolution of η and ρ and by ρ n * n-th convolution power of ρ with the understanding that ρ 0 * (dx) = δ 0 (dx). The characteristic function of a distribution ρ is denoted by ρ(z), namely, for z ∈ R,
Let f (x) and g(x) be probability density functions on R. We denote by f ⊗ g(x) the convolution of f (x) and g(x) and by f n⊗ (x) n-th convolution power of f (x) for n ∈ N. For positive functions f 1 (x) and g 1 (x) on [A, ∞) for some A ∈ R, we define the relation f 1 (x) ∼ g 1 (x) by lim x→∞ f 1 (x)/g 1 (x) = 1. We use the symbols L and S in the sense of long-tailed and subexponential, respectively. Definition 1.1. (i) A nonnegative measurable function g(x) on R belongs to the class L if g(x + a) ∼ g(x) for every a ∈ R.
(ii) A probability density function g(x) on R belongs to the class
The class of all subexponential distributions on R is denoted by S. Functions in the class L are called long-tailed functions. Probability density functions in the classes L d and S d are called long-tailed densities and subexponential densities, respectively. The class S d was introduced by Chover et al. [2] . Note that if f (x) ∈ L d , then lim x→∞ f (x) = 0 and lim x→∞ e sx f (x) = ∞ for every s > 0. See Foss et al. [4] . Distributions in the classes S ∆ and S loc are called ∆-subexponential and locally subexponential, respectively. The class S ∆ was introduced by Asmussen et al. [1] . The class S includes the classes S ∆ and S ac .
Let µ be an infinitely divisible distribution on R + . Then, its characteristic function µ(z) is represented as
where γ 0 ∈ R + and ν is a measure on R + satisfying ν({0}) = 0 and
The measure ν is called Lévy measure of µ. Denote by µ t * t-th convolution power of µ for t > 0. Then, µ t * is a distribution of a certain Lévy process on R + . The distribution µ is called non-trivial if it is not a delta measure on R + . A non-trivial infinitely divisible distribution µ on R + is called semi-stable if, for some a > 1, there exist b > 1 and c ∈ R such that, for z ∈ R,
For a semi-stable distribution on R + , the span b and the index α := log a/ log b (0 < α < 1) are important. A span is not unique and the index is independent of the choice of span. See Sato [7] . Shimura and Watanabe [8] proved that a semi-stable distribution on R + is subexponential if and only if its Lévy measure is continuous. Watanabe and Yamamuro [12] studied the tail behaviors of semistable distributions on R.
Let µ be an infinitely divisible distribution on R + with Lévy measure ν. Throughout the paper, we assume that γ 0 = 0 and that the tail ν((c, ∞)) is positive for all c > 0. Define a normalized distribution ν (1) as ∞) ) .
Here the symbol 1 (1,∞) (x) stands for the indicator function of the set (1, ∞) .
then µ is absolutely continuous with a bounded and continuous density on R.
It is also known that if µ is an infinitely divisible distribution on R + with absolutely continuous Lévy measure ν(dx) satisfying ν((0, 1)) = ∞, then µ is absolutely continuous. First, we have the following basic result. 
Next, we characterize the case where ν (1) is absolutely continuous with a long-tailed density. Note that Corollary 1.1 of Jiang et al. [5] is analogous to Theorem 1.1 below but their proof is not valid. Theorem 1.1. Let µ be an infinitely divisible distribution on R + with absolutely continuous Lévy measure ν(dx) = g(x)dx satisfying ν((0, 1)) = ∞. Let g 1 (x) be a density of ν (1) . Let f 1 (x) be a density of the infinitely divisible distribution on R + with Lévy measure 1 (0,1) (x)ν(dx). Assume that for some b 0 > 0 lim x→∞ exp(b 0 x)f 1 (x) = 0 and that g 1 (x) is bounded and g 1 (x) ∈ L d . Then, we can choose a density p(x) of µ such that the following are equivalent :
is nonnegative and decreasing with 0 < k(0+) ≤ ∞ and 1 0 k(x)dx < ∞ and h(x) is nonnegative, bounded, and integrable on R + . Then we can choose a density f 1 (x) of the infinitely divisible distribution on R + with Lévy measure 1 (0,1) (x)ν(dx) such that, for any b > 0, lim x→∞ exp(bx)f 1 (x) = 0. Remark 1.2. Theorem 1.1 includes all self-decomposable cases on R + of Watanabe and Yamamuro [11] . We see from Theorem 53.6 of Sato [7] that there is a self-decomposable case on R + of Watanabe and Yamamuro [11] , which does not satisfies the condition (1.1). Hence Theorem 1.2 below does not include Theorem 1.1.
We apply Theorem 1.1 to the tail asymptotic behavior of the density of the distribution of a Lévy process on R + . Corollary 1.1. Let µ be an infinitely divisible distribution on R + with absolutely continuous Lévy measure ν(dx) = g(x)dx satisfying ν((0, 1)) = ∞. . Let g 1 (x) be a density of ν (1) . Let f t 1 (x) be a density of the infinitely divisible distribution on R + with Lévy measure t1 (0,1) (x)ν(dx). Assume that, for every t > 0, there is some b 0 (t) > 0 such that
and that g 1 (x) is bounded and g 1 (x) ∈ L d . Then, we can choose a density p t (x) of µ t * such that the following hold :
Under the assumption (1.1), we can characterize the subexponential density of an infinitely divisible distribution on R + as follows.
Theorem 1.2. Let µ be an infinitely divisible distribution on R + with Lévy measure ν. Assume that (1.1) holds. Let p(x) be the continuous density of µ. Then, the following are equivalent :
. See Lemma 53.9 of Sato [7] . Some sufficient conditions in order that certain infinitely divisible distributions µ on R + satisfy (1.1) are found in Sato [7] and Watanabe [10] .
(ii) Let µ be a semi-stable distribution on R + with Lévy measure ν. By virtue of Proposition 24.20 of Sato [7] , we have (1.1). Thus, we see from the above theorem that µ ∈ S ac if and only if ν (1) 
is the Lévy measure of a certain semi-stable distribution on R + with span b and index α. Watanabe and Yamamuro proved in the proof of Theorem 1.1 of [13] that ν (1) ∈ S loc \ S ac . Thus, we find from (ii) that µ ∈ S ac but ν (1) / ∈ S ac in this case and hence Theorem 1.1 does not include Theorem 1.2. Note that the continuous density p(x) of this semi-stable distribution µ is not almost decreasing because
Finally, we can apply the theorem above to the tail asymptotic behavior of the density of the distribution of a Lévy process on R + .
be the continuous density of µ t * for t > 0. Then, we have the following.
(i) If p t (x) ∈ S d for some t > 0, then p t (x) ∈ S d for all t > 0 and
then C(t) = t and p 1 (x) ∈ S d .
The organization of this paper is as follows. In Sect. 2, we explain basic results on the classes L d , S d , and S loc as preliminaries. In Sect. 3, we prove the main results.
Preliminaries
In this section, we give several fundamental results on the classes L d , S d , and S loc . ( (2.1)
Proof. Assertion (i) is proved as (2.6) in Theorem 2.1 of Watanabe and Yamamuro [11] . Next, we prove assertion (ii). Suppose that ρ ∈ L loc and a probability density function q(x) on R + is continuous on R + and lim x→∞ e 2γx q(x) = 0 for some γ > 0. Let p(x) be a probability density function on R + defined by (2.1). Let N ∈ N and x > 2N. We have p(x) = 3 j=1 I j (x), where For M ∈ N, there are δ(M ) ≥ 0 and a n = a n (M ) ≥ 0 for all n ∈ N such that a n ≤ q(x) ≤ a n + δ(M ) we find that
For x ∈ R, the symbol [x] stands for the largest integer not exceeding x. We can take N ∈ N sufficiently large such that q(y) ≤ e −2γy for y > N and, for some Thus, we have
Moreover, we obtain that, for some C 2 > 0, Watanabe and Yamamuro [11] used the results of Watanabe [9] on the convolution equivalence of infinitely divisible distributions on R to prove the following lemmas. Our main results essentially depend on those two results. (i) If µ t * ∈ S loc for some t > 0, then µ t * ∈ S loc for all t > 0 and
for all t > 0 and for all c > 0.
(ii) If µ ∈ S loc and, for some t ∈ (0, 1)
for all c > 0, then C(t) = t and µ ∈ S loc .
Proofs of the main results
In this section, let µ be an infinitely divisible distribution on R + with Lévy measure ν and let µ 1 be a compound Poisson distribution on R + with Lévy measure ν 1 (dx) := 1 (c1,∞) (x)ν(dx) for c 1 > 0. We define an infinitely divisible distribution ζ 1 on R + by µ = µ 1 * ζ 1 .
Let q(x) be the continuous density of ζ 1 on R + . Then, for any γ > 0, lim x→∞ e γx q(x) = 0.
Proof. First, we prove assertion (i). Since ∞) ) and define a constant C ν as C ν := inf{c > 0 : ν((c, ∞)) < log 2}.
Since µ 1 is a compound Poisson distribution and
we see that, for all c 1 > C ν ,
It is clear that q(x) is bounded and continuous on R. Since, for all γ > 0,
we see from Theorem 25.3 of Sato [7] that, for all γ > 0,
Define an exponential tilt ξ of the distribution ζ 1 on R + as
We find from Example 33.15 of Sato [7] that ξ is an infinitely divisible distribution on R + with Lévy measure 1 (0,c1] (x)e γx ν(dx). Thus, we have
Hence ∞ −∞ | ξ(z)|dz < ∞ and by the Riemann-Lebesgue lemma, we have, for any γ > 0, lim x→∞ e γx q(x) = 0.
Proof of Proposition 1.1. We see from Lemma 2.4 that the four conditions (1) µ ∈ S loc ; (2) ν (1) ∈ S loc ; (3) ν (1) ∈ L loc and µ((x, x + c]) ∼ ν((x, x + c]) for all c > 0; (4) ν (1) ∈ L loc and there is C ∈ (0, ∞) such that µ((x, x + c]) ∼ Cν((x, x + c]) for all c > 0 are equivalent. First, we prove assertion (i). Assume that p(x) ∈ L d . If p(x) ∈ S d , then µ ∈ S loc and hence ν (1) ∈ S loc . Conversely, if ν (1) ∈ S loc , then µ ∈ S loc and thereby p(x) ∈ S d by (ii) of Lemma 2.1. Next, we prove assertion (ii). We obtain from (ii) of Lemma 2.1 that (a), (b), and (c) are respectively equivalent to (1) and that g 1 (x) is bounded and g 1 (x) ∈ L d . We see from (i) of Proposition 1.1 and (ii) of Lemma 2.1 that (1) implies (2) . We obtain from (ii) of Proposition 1.1 and g 1 (x) ∈ L d that (1), (3), and (4) are equivalent. Finally, we prove that Proof of Remark 1.1. Let p 1 (x) be the self-decomposable density on R + with Lévy measure 1 (0,1) (x)x −1 k(x)dx. By virtue of Theorem 25.3 of Sato [7] , we have, for any b > 0,
Note from Remark 53.7 of Sato [7] that p 1 (x) is continuous on (0, ∞). Hence, we see from the unimodality of p 1 (x)dx by Theorem 53.1 of Sato [7] that, for any b > 0, 
Then, we find from Example 33.15 of Sato We have
We find that We have proved the remark.
Proof of Corollary 1.1. Assume that, for every t > 0, there is some b 0 (t) > 0 such that lim
and that g 1 (x) is bounded and g 1 (x) ∈ L d . First, we prove assertion (i). Suppose that p t (x) ∈ S d for some t > 0. Then, we obtain from Theorem 1.1 that g 1 (x) ∈ S d and hence p t (x) ∈ S d for all t > 0. Moreover, we find again from Theorem 1.1 that, for all t > 0,
with C 0 := ∞ 1 g(x)dx. Next, we prove assertion (ii). Suppose that p 1 (x) ∈ L d and, for some t ∈ (0, 1) ∪ (1, ∞), there is C(t) ∈ (0, ∞) such that (1.2) holds. Then, we have µ ∈ L loc and (2.5) holds. Thus, we obtain from Lemma 2.5 that C(t) = t and µ ∈ S loc and hence, by p 1 (x) ∈ L d and (ii) of Lemma 2.1,
Proof of Theorem 1.2. Assume that ∞ −∞ | µ(z)|dz < ∞. We see from (ii) of Proposition 1.1 that (1), (3), and (4) are equivalent. Further, we find from (i) of Proposition 1.1 that (1) implies (2) . Finally, we prove that (2) implies (1) . Suppose that (2) holds. We see from Lemma 2.4 that µ 1 ∈ S loc ⊂ L loc for every c 1 > 0. By (i) of Lemma 3.1, we can choose sufficiently large c 1 > 0 so that ∞ −∞ | ζ 1 (z)|dz < ∞. Let q(x) be the continuous density of ζ 1 . Then, we obtain from (ii) of Lemma 3.1 that, for every γ > 0, lim x→∞ e γx q(x) = 0. Since p(x) = x+ 0− q(x − u)µ 1 (du), we see from (ii) of Lemma 2.3 that p(x) ∈ L d and hence from (i) of Proposition 1.1 that p(x) ∈ S d .
Proof of Corollary 1.2. Assume that ∞ −∞ | µ(z)| t dz < ∞ for every t > 0. First, we prove assertion (i). Suppose that p t (x) ∈ S d for some t > 0. Then, we obtain from Theorem 1.2 that ν (1) ∈ S loc and hence p t (x) ∈ S d for all t > 0. Moreover, we find again from Theorem 1.2 that, for all t > 0, p t (x) ∼ tν((x, x + 1]) ∼ tp 1 (x).
Next, we prove assertion (ii). Suppose that p 1 (x) ∈ L d and, for some t ∈ (0, 1) ∪ (1, ∞), there is C(t) ∈ (0, ∞) such that (1.3) holds. Then, we have µ ∈ L loc and (2.5) holds. Thus, we obtain from Lemma 2.5 that C(t) = t and µ ∈ S loc and hence, by p 1 (x) ∈ L d and (ii) of Lemma 2.1, p 1 (x) ∈ S d .
