Abstract-In this paper we present the design of a continuous time Σ∆-modulator in a 0.35 µm technology. While using a 6-bit internal quantizer a total of only 15 comparators were implemented. The inherent loop delay is accounted for in the design by using a design strategy based on the Nyquist stability criterion and the vector gain margin. Measurement results show a Peak SNR of 82 dB and a dynamic range of 85 dB for a bandwidth of 1.5 MHz.
I. INTRODUCTION
Continuous time Σ∆-modulators with a NRZ-pulse are known to have some major advantages over their discrete time counterparts. However, one of the disadvantages is their sensitivity to clock jitter. Several pulses like the SCR-pulse or the sinusoidal pulse have been presented to decrease this sensitivity. However, the SCR-pulse increases the slew-rate requirements on the analog parts and the sinusoidal pulse is difficult to implement. Another way out would be to decrease the quantization step (∆), since the jitter error is proportional to ∆. However, to the authors' knowledge the resolution of the internal quantizer in a continuous time Σ∆-modulator was limited to 4 or 5 bit, e.g. [1] . In this paper the design of a modulator with a quantizer having a quantization step corresponding to a 6-bit internal quantizer is presented. The capacitive load of the quantizer is kept limited through the use of the technique presented in [2] . For the design of the third order loop filter a Nyquist-criterion based design approach was used [3] .
II. ARCHITECTURE
In a conventional Σ∆-modulator [4] , [5] the signal at the input of the internal quantizer (V R,conv ) is given by:
Here, NTF denotes the noise transfer function while STF stands for the signal transfer function as defined in [6] . Concentrating on this first term, the input signal V in (s) is propagated through the STF after which it is sampled. This sampling operation is indicated in short by the *-operator [6] . If the maximum signal level of V R,conv (z) exceeds the full range input V FS of the quantizer the quantizer becomes overloaded and the modulator (probably) unstable. Since, the STF equals one for the frequency range of interest, the full scale of the quantizer is chosen identical to that of the modulator. In such a conventional modulator the relationship between V FS and ∆ in the case of an L-bit quantizer equals:
Hence, each reduction of ∆ with a factor of two results in a doubling of the number of comparators. In our case of a 6-bit quantizer 63 comparators are required.
In the designed modulator the number of comparators was greatly reduced. This was achieved by the use of the architecture of Fig. 1 . In this architecture the input-output behavior of the dashed rectangular is identical to that of a normal quantizer. As such this architecture collapses to that of a conventional modulator [2] . E.g. one can show that the output of the modulator equals:
In the architecture of Fig. 1 the signals [V Q1 (s)] * and V Q2 (z) are equal. As a result the output, the performance and the signals at the internal levels of the modulator are the same as that of the conventional modulator. On the other hand, focusing on the signal at the input of the quantizer, this signal is given by:
In the proposed architecture V Q1 (s) is derived from V Q and operates as a good prediction of V Q . Therefore, the signal range of V R (z) can be much smaller than the signal range at the input of the modulator. This is the basic idea of the architecture of Fig. 1 . Finally, note that their is a similarity with a modulator using a two-step flash. However, in our architecture the input-output delay of the two-step flash and the power hungry analog sample&hold are avoided.
To obtain the prediction signal V Q1 (s), V Q (s) is sampled in a (low-resolution) auxiliary quantizer (quant a in Fig. 1 ). Next, V Q1 (s) is found by sending this rough estimation of V Q through an auxiliary DAC. To allow the cascade of auxiliary quantizer, auxiliary DAC and main quantizer to be defined properly, the signal V Q (s) is sampled on the falling edge of the clock and the signal V R on the next rising edge. Fig. 1 showed the conceptual architecture of our modulator, now we turn our attention to the one that was actually implemented, shown in Fig. 2 . The same principle of prediction is used to reduce the signal range at the input of the 6-bit main quantizer (with quantization step ∆ m ). The auxiliary quantizer is a 3-bit quantizer (with quantization step ∆ a ) and the filter is of third order. The adder after the loop filter in Fig. 1 is doubled into two adders (i) and (ii). These add the three output signals of the three integrators to the input signal of the modulator. It can be shown, by theory and by simulations, that the signal range at the input of the quantizer is covered by 10 quantization steps ∆ m . To account for additional parasitic effects like gain and/or offset errors [2] , we implemented 14 comparator levels in the main quantizer. Through the use of the interpolation technique, the number of comparators was further reduced to 7 [7] . Together with the 8 comparators of the auxiliary quantizer, a total of 15 comparators were used instead of the 63 required in the conventional modulator. 
III. SYSTEM LEVEL DESIGN
Observing the input-output behavior of the dashed rectangular in Fig. 1 it can be seen that this behavior is identical to a conventional full-range 6-bit quantizer. Therefore, we could use any known design strategy for a multi bit continuous time Σ∆-modulator. Generally, the design of a continuous time Σ∆-modulator is inspired by the discrete time variant. This means the loop filter H(s) is designed such that the equivalent discrete time loop filter H eq (z) equals a desired discrete time filter say H aim (z). However, both the time required for a DEM technique (e.g. [8] ) to linearize the DAC in the feedback path as well as the finite decision time of the quantizer add to an inevitable loop delay. As a consequence if H(s) is of third order, H eq (z) is of fourth order. This means that loop delay causes the described method to be unfeasible and to result in the structure lacking one degree of freedom to have full control over all the poles. This problem has been solved in e.g. [4] by the introduction of an additional feedback path directly to the input of the quantizer. However, in our case this additional path is an (expensive) 6-bit DAC, making this solution less interesting.
Therefore, the loop filter was designed in a different way, using the approach presented by the authors in [3] . The design is based on the Nyquist-curve of the equivalent discrete time loop filter, given by:
Here, τ is the loop delay. Instead of considering this as a parasitic effect, it is included in the nominal design and the value is fixed by the circuit implementation to 25% of the clock period. Next, the three parameters of the third order loop filter were chosen such that the vector gain margin (VGM) of H eq (z) was maximized. This vector gain margin is defined as:
where R min is the minimum distance of the Nyquist-curve of H eq (z) to the critical point −1 (see also Fig. 3 ). It has been shown in [3] that this VGM is a practical way to evaluate the robust stability of the modulator. Therefore, maximizing the VGM maximizes the robust stability of the modulator. This procedure results in the design shown in Fig. 3 . On the left the Nyquist-curve of the modulator is shown, it has a VGM of about 2. The right of the figure shows the response of the NTF. 
IV. CIRCUIT LEVEL DESIGN
The modulator of Fig. 2 was designed in a 0.35 µm CMOS technology with four metal and two poly layers. The supply voltage was 3.3 V. The first integrator in the loop is implemented as an RC-active integrator, using a telescopic cascode operational amplifier. The second and third integrator are implemented as g m C-integrators with a local feedback path, similar to [5] . For the adders (i) and (ii) (see Fig. 2 ) simple g m -cells of which the output current flows through a common resistive ladder are used. In the special case of adder (ii) the prediction signal generated by the auxiliary quantizer is added using a current steering DAC, like shown in Fig. 4  [4] . On the ladder signals can be drawn off at several points. This way the comparator inputs can be tapped directly from the ladder [4] . In the case of Fig. 4 these points correspond to the 14 comparator levels used in the main quantizer. A comparator consists of a pre-amplifier and a dynamic latch. The feedback DAC is linearized using data weighted averaging [8] implemented with transmission gate logic (TMGlogic) [9] in order to limit the delay in the loop. The TMGlogic consists of shifters where a single bit input indicates whether the input code of the shifter should or should not be shifted over a fixed number of positions. In our case each shifter consists of only nMOS-transistors. This is possible, since the default output voltage of the dynamic latches is high and only transitions from high to low should ripple fast through the TMG-structure. TMG-logic was also used to realize a fast implementation of adder (iii).
Next, the output code of the TMG-array is send to an array of latches [10] The clock used for these latches is delayed over 25% of the clock period to set the loop delay in accordance to the system level design.
V. EVALUATION

A. Simulations
During the complete design procedure the VGM was used as a key element. It was e.g. used to measure the degradation of the stability of the modulator due to parasitic effects introduced by the actual implementation of the circuit elements. Such an evaluation is illustrated in Fig. 5 and 6 . Normally, designers use the Bode-diagram of H(s) like shown in Fig.  5 to evaluate their design by means of e.g. the phase margin. However, in the design of a continuous time Σ∆-modulator the Bode-diagram of H(s) does not include the transfer function of the DAC, H DAC (s). Even if the transfer function of the DAC is included and the Bode-diagram of H(s)H DAC (s) is investigated, still the sampling operation is ignored. Therefore, we used the same data used for the Bode-diagram of Fig. 5 to find the discrete time equivalent loop filter using:
In practice this infinite sum can be broken up after about 5 terms. Using this H eq,sim (z) both the transfer function of the DAC as well as the sampling operation are included in the analysis. The (robust) stability of the modulator is next checked using the VGM using the Nyquist curve of H eq,sim like shown in Fig. 6 . This figure also includes a comparison with the Nyquist curve at the system level H eq (z). Based upon this figure it is concluded that due to the parasitic effects the VGM of the simulated modulator including all but the layout parasitics is reduced from 2.03 to 1.82. This measure leaves enough margin for the modulator to be robust against other (unsimulated) parasitics and/or parameter uncertainties. Especially the latter might be important since the first integrator is of a different type compared to the last two and since no tuning mechanisms were included. 
B. Measurements
A microscopic photo of the chip with the main circuit components indicated is shown in Fig. 7 . Including the pads the chip is about 3.61 mm 2 large, the core 1.44 mm 2 . The prototype was packaged in a standard 44-pins JLCC package. For the measurements it was socketed on an FR4 four layer Preliminary test results are presented in this paper, starting with the measurement result of Fig. 8 . It shows the baseband spectrum for a 100 kHz sine wave input signal with an amplitude of 3.5 dB below the full scale. The measured SNR and SNDR as a function of the input amplitude is shown in Fig. 9 . It exhibits a drop around -15 dB. The origin of this drop is still uncertain but is probably due to the speed of adder (ii). This adder's speed is lower than expected due to underestimated layout parasitic capacitances. The main characteristics of the chip are summarized in table I. 
VI. CONCLUSION
In this paper we presented a design of a continuous time Σ∆-modulator. It uses a 6-bit internal quantizer while only requiring a total of 15 comparators. The design of the modulator was based on the Nyquist stability criterion and the vector gain margin.
