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a b s t r a c t
Degree-bounded minimum spanning tree (DBMST) has been widely used in many
applications of wireless sensor networks, such as data aggregation, topology control, etc.
However, before construction of DBMST, it is NP-hard to determine whether or not there
is a degree-k spanning tree for an arbitrary graph, where k is 3 or 4. The wireless sensor
network is usually modeled by a unit disk graph (UDG), where two vertices are connected
in UDG G(R) if their Euclidean distance is not more than a given constant R in the field.
The previous works have predicated the necessary conditions for the existence of DBMST
on UDG. Given that sub-graphs G(R/2) and G(R/
√
3) can keep connected, there exist
degree-3 or degree-4 spanning trees for UDG G(R). In this paper, we design two algorithms
to construct the degree-3 and degree-4 spanning trees for UDG respectively. The more
relaxed conditions are explored for the existence of DBMST for unit disk graphs according
to the proposed algorithms. That is, given that sub-graphs G(R/1.81) and G(R/
√
2) keep
connected, the existence of degree-3 and degree-4 spanning trees is guaranteed for UDG
G(R). The theoretical analyses show that the performances of constructed degree-3 and
degree-4 spanning trees are atmost (4+√6α)/4 and (1+√2α)/2 times as that ofminimum
spanning tree (MST) respectively, where α ≥ 2 is a constant. The simulation results show
the high efficiency of two proposed algorithms. For example, total link weights of degree-3
and degree 4 spanning trees are about 1.05 and 1.01 times as that of MST where α is 2.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Recent progresses in micro-electronic field have promoted the integration of wireless communication, sensing and
processing capabilities into tiny sensor nodes, which form awireless sensor networkwith a self-organizedmanner.Wireless
sensor network (WSN) has beenwidely used formany novel applications, such as habitat monitoring [1], indoor localization
tracking [2], smart environments [3], etc. However, such a tiny sensor node is always resource-constrained, for it is typically
powered by dry batteries. Thus, it is a challenging task to design the energy-efficient algorithms or protocols to extend the
lifetime of wireless networks.
Network lifetime is usually defined as the durative time until the first node uses up its power. So, it is a natural method
to extend the network lifetime by balancing the power consumption among all nodes in the networks. On the practical
platforms, such as MicaZ mote [4], it costs almost the same amount of powers to transmit or receive one packet with the
same length. After construction of a network topology, some nodeswithmore neighbors will run out of energies quickly due
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Fig. 1. Illustration of communication range and unit disk graph.
to the heavier traffic loads. To avoid such a situation, degree-bounded network topology is proposed and studied in [7]. For
example, in the surveillance applications, each sensor node periodically generates the data and reports to base station [5]. A
general solution is to construct a spanning tree for the network, and all nodes send the packets to base station along the tree
[6].When an internal node receives one ormultiple packets from the children nodes, it will forward the packets to its parent
node. As a result, some nodes with higher degrees may become hot points, leading to a shorter network lifetime. To prolong
the network lifetime, the maximum degree of network topology should be minimized. In this way, power consumption is
balanced among all the nodes, thus network lifetime can be prolonged. Another application is energy-efficient topology
control for wireless sensor networks, where each node is equipped with several antennas. After channel allocation for
antennas, each node can communicate with one neighbor node through a fixed antenna. Then, the number of neighbors is
bounded by the number of equipped antennas on each node. Therefore, it is of practical significance to build up a connected
and fault-tolerant network topologywith degree bounded. As it costsmore power consumption to reach the further distance
for wireless communication, the maximum length of all links in the constructed topology should be minimized for power
efficiency. Inside the above two applications, a core issue is to construct a degree-boundedminimum spanning tree forWSN.
Wireless sensor network is usually modeled by a unit disk graph (UDG). Note that, UDG can be described as G(R) = (V , E),
where {l(u, v) ∈ E ⇔ |uv| ≤ R,∀u, v ∈ V } and R is a constant. Given a UDG G(R) and an integer k, does there exist
a spanning tree with maximum degree k. If so, how to construct the efficient degree-k minimum spanning tree, which is
called the DBMST problem [7].
The previous works on DBMST are mostly focusing on a Euclidean graph, where the weight of each link is its Euclidean
distance. The maximum degree of minimum spanning tree is not more than 6. That is, the degree-6 minimum spanning
tree can be constructed on a Euclidean graph in polynomial time. The previous work [8] proved that DBMST could be
constructed in polynomial time too when the maximum degree was 5. However, it was NP-hard to determine whether
or not there was a degree-k spanning tree for an arbitrary graph as k was 3 or 4 [7]. So, the previous researches on DBMST
were mainly studied for the complete graph, on which the existence of DBMST was ensured. Sohel et al. [9] presented a
strict condition to guarantee the existence of degree-k spanning tree for an arbitrary graph, which required the network to
be dense enough. Thus, it is of great interest to explore the necessary conditions for existence of DBMST. In wireless sensor
networks, each node will be assigned a transmission power, which corresponds to a certain communication range. Two
nodes can communicate with each other under a given transmission power, if and only if their distance does not exceed
the communication range. Generally, as the transmission power is increasing, the communication range becomes larger.
As shown in Fig. 1, the communication range of node v is r . Thus, node v can communicate directly with node v1, but
cannot directly communicate with node v2. As a result, wireless sensor network is usually modeled by not a complete
graph, but a unit disk graph (UDG) [10], where two vertices are connected if and only if their distance is not more than the
communication range. By the definition, it also cannot guarantee the existence of a degree-bounded spanning tree on UDG.
The previous works [7,11] have designed different algorithms to construct the degree-3 and degree-4 minimum spanning
trees for a complete graph. As for UDG, these algorithms imply that the existences of degree-3 and degree-4 spanning trees
are guaranteed forG(R) if sub-graphsG(R/2) andG(R/
√
3) keep connected respectively, whereG(r) is a unit disk graphwith
communication range r . The first task of this paper is to explore more relaxed conditions for existence of DBMST on UDG.
Meanwhile, the link’s weight in wireless sensor network is often not the Euclidean distance, but the power consumption as
transmission through this link [5]. Thus, the previous analyses do not fit for the case of general metric spaces. As far as we
know, there is no special research on construction of degree-bounded minimum spanning trees for UDG.
The contribution of this paper is as follows. We first design two algorithms, DBT3 and DBT4, to construct the degree-3
and degree-4 spanning trees for unit disk graph. Compared with [7,11], the proposed algorithms try to construct a DBMST
by deeply exploring the spatial relation including distance and angle among nodes. Then, two necessary conditions are
presented for existence of DBMST. That is, given that sub-graphsG(R/1.81) andG(R/
√
2) keep connected, there are spanning
trees with maximum degree 3 and 4 for G(R) respectively. The comparison of necessary conditions for existence of DBMST
is shown in Table 1. For example, G(R/2) means that there must exist a degree-3 spanning tree for UDG G(R) if sub-graph
G(R/2) is connected by Khuller [7] and Chan [11]. The proposed necessary conditions are more relaxed than those by [7,11],
as G(R/2) and G(R/
√
3) are sub-graphs of G(R/1.81) and G(R/
√
2) respectively. Under the scenario of sensor network, the
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weight of link l(u, v) denotes the power consumption through this link. For simplicity, it is assigned as |uv|α , where |uv| is
the Euclidean distance between two nodes and α ≥ 2. The theoretical analyses show that the performances of DBT3 and
DBT4 are at most (4+√6α)/4 and (1+√2α)/2 times as that of MST respectively. The simulation results also validate the
efficiency of proposed algorithms. For example, the total link weights of degree-3 and degree 4 spanning trees are only 1.05
and 1.01 times as much as that of MST, where α is 2.
Table 1
Comparison of necessary conditions.
Algorithms Degree-3 Degree-4
Khuller [7], Chan [11] G(R/2) G(R/
√
3)
Proposed algorithms G(R/1.81) G(R/
√
2)
Remark. For example, G(R/2)means that if sub-graph G(R/2) is connected, there is a degree-3 spanning tree for UDG G(R)
[7,11].
The rest of this paper is organized as follows. Section 2 overviews the related works about degree-bounded minimum
spanning tree problem. In Section 3, we introduce some concepts about UDG, and present two algorithms to construct
degree-3 anddegree-4 spanning trees onUDG respectively. Section 4 analyzes the approximate performance of the proposed
algorithms. The simulation results are illustrated in Section 5, and we conclude the paper in Section 6.
2. Related works
As a fairly large number of related works about DBMST topic, we mainly attempt to overview the latest approaches and
results for degree-kminimum spanning tree problem.
Given an arbitrary graph G = (V , E) and a positive integer 1 < k ≤ |V |, was there a spanning tree for G in which the
degree of any node was not more than k. This problem had been proved to be NP-complete [12] for any k ≥ 2. Therefore,
it was important to find out the necessary conditions for existence of DBMST on a given graph. The authors in [9] first
associated the existence of a degree-bounded spanning tree with the independence number of this graph. That is, a graph
with independence number ∆ indicated the existence of degree-∆ spanning tree on this graph. Obviously, this condition
was extremely strict, for it required the network to be dense enough.
As a result, DBMST problem was mostly studied under the scene of a complete graph, because the existence of a degree-
bounded spanning tree was ensured on a complete graph. It was easy to generate an example in which the ratio between
the weight of a shortest Hamilton path to that of a minimum spanning tree was arbitrarily close to two. In the special case
of k = 2, Christofides [13] gave a simple and polynomial-time algorithm for constructing a traveling salesman tour with
approximation ratio of 1.5 where the assigned weights satisfying the triangle inequality. After construction of DBMST on a
complete graph, the previous works also analyzed the solution’s weight as a factor of the MST’s weight. The authors in [14]
analyzed an approximation factor of 2− k−2kmax−2 using the triangle inequality, where kmax was the maximum degree of MST.
The analysis was tight under arbitrary metric spaces. For the Euclidean metric in the plane, as there possessed a minimum
spanning tree of maximum degree 5 [11], this yielded the approximate factors 5/3 and 4/3 for cases of k = 3 and k = 4
respectively. Khuller et al. [7] took an in-depth look into this problem. Two algorithms were presented for construction of
degree-bounded minimum spanning trees, and achieved the performance factors of 3/2 and 5/4 for k = 3 and k = 4,
respectively. Based on this result, Chan [11] proposed two polynomial-time algorithms for the DBMST problem, and proved
that the constructed degree-3 and degree-4 spanning trees obtained the factors of 1.402 and 1.143 respectively. The above
algorithms [7,11] also implied that the existences of degree-3 and degree-4 spanning trees were guaranteed for G(R) if
sub-graphs G(R/2) and G(R/
√
3) kept connected respectively.
The above works [7,11,13,14] mainly study the approximate performance of DBMST on the complete graph. However,
wireless sensor network is modeled by not a complete graph, but a unit disk graph. Moreover, the weight of each link in the
graph is not the Euclidean distance, but the power consumption through this link. Thus, it is of great significance to study
the DBMST construction for unit disk graph.
3. DBMST construction for UDG
This section first gives the problem definition and notations used in the algorithm description. Then, we presents two
algorithms, DBT3 and DBT4, to construct the degree-3 and degree-4 minimum spanning trees on UDG. The necessary
conditions are also analyzed for the correctness of two algorithms.
3.1. Problem definition and notations
The wireless sensor network is usually modeled by a unit disk graph G(R) = (V , E), where two vertices are connected in
graph G(R), if and only if their Euclidean distance does not exceed a given constant R in the field. Parameter R is the furthest
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Fig. 2. Formal description of the DBT3 algorithm.
transmission distance that a sensor node can reach, also called communication range. Let l(u, v) denote the link between
node u and node v. Thus, l(u, v) ∈ E, if and only if |uv| ≤ R. As power constraint on sensor node, many protocols and
algorithms take the power consumption as the main performance measurement. The minimum transmission power from
node u to node v is proportional to |uv|α , where α is called as path loss exponent, depending on the physical property of
sensor nodes, usually 2 ≤ α ≤ 5. Therefore, the weight of each link l(u, v) ∈ G(R) is expressed by w(l(u, v)) = |uv|α .
Without loss of generality, we assume that α ≥ 2. Thus, the DBMST problem for UDG can be formulated as following:
Problem Definition: Given a unit disk graph G(R) and a natural number k = 3 or 4, is there a degree-k spanning tree. If so,
output a minimum spanning tree for G(R) of degree≤k.
The previous works have showed that it is difficult to determine whether or not there is a spanning tree with maximum
degree 3 or 4 on a general graph. In other words, the existence of degree-bounded spanning tree cannot be guaranteed for
a general graph. A strict condition was presented in [9] for existence of a degree-bounded spanning tree as follows:
Lemma 1. Let H = (V , E) be a connected graph, and the independence number is ∆ ≥ 2. Then, H has a spanning tree with
maximum degree∆. 
It is obvious that there are spanning trees with maximum degree 3 or 4 on the complete graph. However, this condition
is too strict for an arbitrary graph, including UDG. The previous works [7,11] presented the algorithms to construct the
degree-3 and degree-4 minimum spanning trees for complete graphs. If these algorithms are adopted for UDG, they imply
that in case sub-graphs G(R/2) and G(R/
√
3) are connected, there must exist degree-3 and degree-4 spanning trees for G(R)
respectively. This section mainly designs two algorithms to construct degree-3 and degree-4 spanning trees for UDG. Also,
two more relaxed conditions are explored for existence of DBMST. In the following description, NT (v) and ∆T (v) denote
the neighbor set and the degree of node v in tree T . l(v, v1, v2) denotes the link with maximal weight between two links
l(v, v1) and l(v, v2).
3.2. Degree-3 spanning tree construction algorithm
In this sub-section, we describe a degree-3 spanning tree construction algorithm, namely DBT3, then analyze the
necessary condition for the correctness of this algorithm. At first, the algorithm constructs a degree-5 minimum spanning
tree for UDG, denoted by T . The algorithm arbitrarily selects a leaf node, denoted by u. We add the leaf node u and link
l(u, v) to tree T ′, and mark node u visited. In the following, the algorithm will repeatedly adjust the current tree T ′ so as to
satisfy the degree constraint. In each iteration, the algorithm selects a link l(u, v) ∈ T ′ where node u is visited and node v is
unvisited. Let δ be the current degree of node v in tree T ′. If there is no this kind of link in tree T ′, the algorithm terminates.
We add the unvisited and connected nodes with node v in tree T to tree T ′. The degree of node v in tree T ′ is changed to
β , β ≥ δ. If β is not more than 3, the iteration terminates. Otherwise, the algorithm will adjust β − 3 connected links to
satisfy the degree constraint. If δ is 1, the connected node is denoted by u. The tree adjustment is described in Fig. 3 as sub-
routine DTBO, and both Figs. 4 and 5 illustrate the operations for cases β = 4 and β = 5. If δ is 2, the connected nodes are
denoted by u and t . The tree adjustment is described in Fig. 6 as sub-routine DTBT, and Figs. 7–10 illustrate the operations
for different cases of parameter β . After the above processing, node v is marked with visited. The algorithm will repeat the
above operations until all nodes are marked with visited. The DBT3 algorithm is described in Fig. 2.
The algorithm’s correctness is proved based on an intuitional conclusion. That is, if two links l(u, v) and l(v,w) belong
to MST T , then ̸ uvw ≥ 60◦. In the following, variable c denotes the value of sin 37.5◦. We first give the following lemma:
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Fig. 3. Formal description of the DTBO sub-routine.
Fig. 4. Illustration of case 1.a in the DTBO sub-routine.
Fig. 5. Illustration of case 1.b in the DTBO sub-routine.
Fig. 6. Formal description of the DTBT sub-routine.
Lemma 2. Let {l(v, v1), l(v, v2), l(v, v3)} ∈ T , ̸ v1vv2 ≤ 75◦, and ̸ v2vv3 ≤ 90◦. Then, it follows that ̸ v1v2v3 ≥ 30◦.
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Fig. 7. Illustration of case (2.a) in the DTBT sub-routine.
Fig. 8. Illustration of case (2.b) in the DTBT sub-routine.
Fig. 9. Illustration of case (2.c.1) in the DTBT sub-routine.
Fig. 10. Illustration of case (2.c.2) in the DTBT sub-routine.
Proof. Shown in Fig. 11, l(v, v1) and l(v, v2) belong to MST. So, ̸ v1vv2 is the maximal angle in the triangle ∆v1vv2. Thus,
̸ v1v2v ≥ 30◦.
The lemma is proved. 
Lemma 3. Let {l(v, v1), l(v, v2), l(v, v3)} ∈ T , max{|vv1| , |vv2|} ≤ r, |vv3| ≤
√
2r, |vv4| ≤ 2cr, and ̸ v3vv4 ≥ 30◦, shown
in Fig. 12. Then, we have:
min{|v1v2| , |v2v3| , |v4v1|} < 1.8r.
Proof. To maximize the shortest length among three links, it is obvious that |v1v2| = |v2v3| = |v4v1|. As ̸ v3vv4 ≥ 30◦, it
means that ̸ α1+ ̸ α2+ ̸ α3 ≤ 330◦. Then,
|v1v2|2 = r2 + r2 + 2r2 cos ̸ α1
|v2v3|2 = r2 + 2r2 + 2
√
2r2 cos ̸ α2
|v4v1|2 = r2 + 4c2r2 + 4cr2 cos ̸ α3.
(1)
Now, we just consider the critical condition. Eq. (1) can be simplified as:
2 cos ̸ α1 = 1+ 2√2 cos ̸ α2
2c2 + 2c cos ̸ α3 = 1+√2 cos ̸ α2. (2)
Eq. (2) can be solved by computational software, such as Matlab, etc. The result shows that ̸ α1 ≤ 128◦. It follows:
|v1v2| = |v2v3| = |v4v1| < 1.8r
The lemma is proved. 
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Fig. 11. Illustration of the proof of Lemma 2.
Fig. 12. Illustration of the proof of Lemma 3.
Now, we propose the necessary condition for construction of degree-3 spanning tree on UDG.
Theorem 4. Given that G(r) is connected, r ≤ R/1.81, the DBT3 algorithm can construct a spanning tree with maximum degree
3 for unit disk graph G(R).
Proof. To prove this, we only show that the length of any inserted link is not more than R. Assume that node v is being
processed in the current round. After its neighbors NT (v)− NT ′(v) = {v1, . . . , vk} are inserted to tree T ′, we mainly prove
that each neighbor vi satisfies one of the following properties:
P1: δ = ∆T ′(vi) = 1, and there exists a node vj with
vivj ≤ 1.81r;
P2: δ = ∆T ′(vi) = 2, l(v, vi) ∈ T , and there exists a node vj with
vivj ≤ 1.81r;
P3: δ = ∆T ′(vi) = 2, and there exist two nodes vj and t with
vivj ≤ 2cr , |vit| ≤ √2r , and ̸ vivjt ≥ 30◦.
Note that, the current degree of node vi in tree T ′ is denoted by δ in algorithm description. By induction, after node v has
been processed, we consider the state of each neighbor vi ∈ {v1, . . . , vk} in tree T ′. There are two cases to be considered:
(1) δ = 1. That is, the degree of node v in T ′ is 1 before processed. There are three cases to be discussed.
(1.a)
NT (v) = 4, shown in Fig. 4. Without loss of generality, assume that ̸ α1 ≤ { ̸ α2, ̸ α3}. Therefore, ̸ α1 ≤ 120◦, and
|v1v2| ≤
√
3r < R. It follows that both v1 and v2 satisfy the property P2 and P1 respectively.
(1.b)
NT (v) = 5, shown in Fig. 5. Without loss of generality, assume that ̸ α1 + ̸ α3 ≤ ̸ α2 + ̸ α4. It follows that
̸ α1+ ̸ α3 ≤ 180◦. In other words, {̸ α1, ̸ α3} ≤ 120◦. Thus,max{|v1v2| , |v3v4|} ≤
√
3r < R.
(2) δ = 2. That is, the degree of node v in T ′ is 2 before processed. There are three cases to be discussed.
(2.a)
NT (v) = 3, shown in Fig. 7. If l(u, v) ∈ T , it is similar to case (1.a). Otherwise, there are two unvisited nodes v1 and
v2. By Lemma 3, the length of the inserted link l(v1, v2) is less than 1.8r < R.
(2.b)
NT (v) = 4, shown in Fig. 8. If l(u, v) ∈ T , it is similar to the case (1.b). Otherwise, we discuss as followings:
(2.b.1) If ̸ α1 + ̸ α2 ≤ 150◦, it follows that min{̸ α1, ̸ α2} ≤ 75◦ and max{̸ α1, ̸ α2} ≤ 90◦. Then, |v1v2| ≤ 2cr ,
|v1v3| ≤
√
2r . Thus, node satisfies the property P3.
(2.b.2) If ̸ α4 ≤ 60◦ and ̸ α1 ≤ 75◦, then |v1v2| ≤ 2cr and |uv1| ≤ 2cr <
√
2r . Node v1 satisfies the property P3 too.
(2.b.3) If ̸ α3 ≤ 60◦ and ̸ α2 ≤ 75◦, then |v2v3| ≤ 2cr and |tv3| ≤
√
2r . Node v3 satisfies the property P3.
(2.b.4) There are three sub-cases to be discussed:
(2.b.4.1) Assume thatmin{|uv1| , |tv3|} > 1.81r . It is obvious that ̸ α4 ≥ 108◦ and ̸ α3 ≥ 94◦. Thus, we can conclude that
̸ α1+ ̸ α2 ≤ 360◦ − 94◦ − 108◦ − 30◦ = 128◦, which contradicts with case (2.b.1);
(2.b.4.2) Assume thatmin{|tv3| , |v2v3|} > 1.81r . It is obvious that ̸ α4 > 95.5◦ and ̸ α1 > 129.5◦. Then, we can conclude
that ̸ α1 < 360◦− 95.5◦− 129.5◦− 60◦ = 75◦ and ̸ α4 < 360◦− 95.5◦− 129.5◦− 60◦− 30◦ = 45◦. So, this contradicts
with case (2.b.2).
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Fig. 13. Formal description of the DBT4 algorithm.
Fig. 14. Illustration of case (1.a) in the DFB sub-routine.
(2.b.4.3) assume thatmin{|uv1| , |v1v2|} > 1.8r . It is obvious that ̸ α4 > 108◦ and ̸ α1 ≥ 128◦. Then, we can calculate two
angles as ̸ α2 < 360◦ − 108◦ − 128◦ − 60◦ = 64◦ and ̸ α3 < 360◦ − 108◦ − 128◦ − 60◦ − 30◦ = 34◦, which contradicts
with case (2.b.3).
Combination three sub-cases, we conclude that there is a link pair among {|uv1| , |v2v3|}, {|tv3| , |v1v2|}, {|tv3| , |uv1|}
whose maximum length is not more than 1.81r ≤ R.
(2.c)
NT (v) = 5. There are two cases to be discussed:
(2.c.1) Node v satisfies the property P2, shown in Fig. 9. We assume that ̸ α1 + ̸ α5 ≤ ̸ α3 + ̸ α4. It follows that
̸ α1+ ̸ α5 ≤ 150◦. So, |v3v4| ≤
√
3r andMax{|v1v2| , |uv1|} ≤
√
2r < R.
(2.c.2) Node v satisfies the property P3, shown in Fig. 10. If ̸ tvv4 ≤ 90◦, then |v4t| ≤
√
3r . Otherwise, we obtain that
̸ α2+ ̸ α3 ≤ 150◦. Then, ̸ α3 ≤ 90◦. It followsMax{|v2v3| , |v3v4|} ≤
√
2r < R.
Based on the above discussion, we find that the length of each inserted link is not more than 1.81r . The algorithm is
correct if and only if the length of any inserted link is not more than R. Thus, r ≤ R/1.81.
The theorem is proved. 
3.3. Degree-4 spanning tree construction algorithm
Now, we present a degree-4 tree construction algorithm, namely DBT4, and analyze the necessary condition for
correctness of this algorithm. Similarly, the DBT4 algorithm first constructs a degree-5 minimum spanning tree on UDG
G, denoted by T . First, the algorithm arbitrarily selects a leaf node, denoted by u. We add the leaf node u and link l(u, v)
to tree T ′, and mark node u visited. In the following, the algorithm repeatedly adjusts tree T ′ so as to satisfy the degree
constraint. In each iteration, this algorithm selects a link l(u, v) ∈ T ′ where node u is visited and node v is unvisited. Let δ
denote the current degree of node v in tree T ′. We add the unvisited and connected nodes with v in tree T to tree T ′. After
then, the degree of node v in tree T ′ is denoted by β . Generally, β ≥ δ. If β is less than 5, this iteration terminates. Otherwise,
the algorithm will adjust β − 4 connected links to satisfy the degree constraint on tree T ′. If δ is 1, the connected node is
denoted by u, and the tree adjustment is illustrated by Fig. 14 for case β = 5. If δ is 2, the connected nodes are denoted by
u and t , and the tree adjustments are illustrated by Figs. 15 and 16 for cases β = 5 and β = 6. Finally, node v is marked
with visited. The algorithm will repeat the above operations until all nodes are marked with visited. The main function of
this algorithm is shown in Fig. 13, and sub-routine DFB is described in Fig. 17.
Next, we give the necessary condition to guarantee the correctness of the DBT4 algorithm.
Theorem 5. Given that graph G(r) is connected, where r ≤ R/√2, the DBT4 algorithm can construct a degree-4 spanning tree
for unit disk graph G(R).
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Fig. 15. Illustration of case (2.a) in the DFB sub-routine.
Fig. 16. Illustration of case (2.b) in the DFB sub-routine.
Fig. 17. Formal description of the DFB sub-routine.
Proof. To prove this theorem, we only show that the length of any inserted link is not more than R. Assume that node v is
processed in the current round. When its neighboring nodes NT (v) − NT ′(v) = {v1, . . . , vk} are inserted into tree T ′, we
mainly prove that each neighbor satisfies one of the following properties:
P1: δ = ∆T ′(vi) = 1, and there exists a node vj with
vivj ≤ √2r;
P2: δ = ∆T ′(vi) = 2, l(v, vi) ∈ T , and there exists a node vj with
vivj ≤ √2r .
(1) δ = 1. That is, the degree of node v in tree T ′ is 1 before processed.
(1.a)
NT (v) = 5, shown in Fig. 14. Assume that ̸ α1 is minimum, then ̸ α1 ≤ 90◦, which means |v1v2| ≤ √2r ≤ R.
Moreover, node v1 satisfies the property P2.
(2) δ = 2. That is, the degree of node v in tree T ′ is 2 before processed. There are two cased to be considered.
(2.a)
NT (v) = 4, shown in Fig. 15. By the algorithm, the minimum one among four angles does not exceed 90◦. Thus, the
length of the inserted link is not more than
√
2r ≤ R.
(2.b)
NT (v) = 5, shown in Fig. 16. By the algorithm, ̸ α1+ ̸ α3 ≤ (360◦−60◦)/2 = 150◦. It follows 60◦ ≤ {̸ α1, ̸ α3} ≤
90◦. As a result,max{|v1v2| , |v3v4|} ≤
√
2r ≤ R.
Based on the above discussions, we conclude that the length of each inserted link is not more than
√
2r ≤ R, which
indicates the inserted links keep connected in the graph G(R). Therefore, the theorem is proved. 
4. Performance analysis
As described above, the weight of each link l(u, v) is assigned asw(l(u, v)) = |uv|α , where α ≥ 2. However, the previous
performance analysis is based on the Euclidean metric space, i.e., α = 1, thus not fit for the general metric spaces. This
section analyzes the approximate performance of the proposed algorithms compared with that of MST. First, we prove two
arithmetic lemmas which work for the analyses of two theorems.
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Lemma 6. Let 0 ≤ t ≤ 1, and function F is denoted as
F(t) =

1+ 2µt + t2α
1+ tα , where 0 ≤ µ ≤ 1, and α ≥ 2.
Then, it follows that F(t) ≤ F(1).
Proof. The basic idea is to prove the increasing property of function F , as t varies from 0 to 1. We consider the impact of
variable t on function F . To prove this lemma, it is only required that the differentiate value of function F on variable t is not
less than 0. That is, ∂F
∂t ≥ 0. The numerator part of the differentiation equation is:
Let γ = 1+ 2µt + t2
αγ α/2−1t(1+ tα)− αγ α/2tα−1 = αγ α/2−1(t + tα+1 + µt + µtα − tα−1 − 2µtα − tα+1)
= αγ α/2−1(t + µt − tα−1 − µtα)
= αγ α/2−1[t(1+ µ)− tα−1(1+ µt)]
≥ αγ α/2−1[t(1+ µ)− t1(1+ µ)] = 0. (3)
Therefore, it is a non-decreasing function as variable t is from 0 to 1. The lemma is proved. 
Lemma 7. Let 0 ≤ t ≤ 1, and function H is denoted as:
H(t) = t
α +1+ 2µt + t2α
1+ tα , where 0 ≤ µ ≤ 1, and α ≥ 2.
Then, it follows that H(t) ≤ H(1).
Proof. The basic idea is to prove the increasing property of function H as t varies from 0 to 1. We consider the impact of
variable t on function H . In order to prove this lemma, we only require that the differentiate value of function H on variable
t is not less than 0. That is, ∂H
∂t ≥ 0. The numerator part of the differentiation equation is:
Let γ = 1+ 2µt + t2
α(tα−1 + (t + µ)γ α/2−1)(1+ tα)− α(tα + γ α/2)tα−1 = α(tα−1 + (t + µ)γ α/2−1(1+ tα)− tα−1γ α/2)
= α(tα−1 + γ α/2−1(t + µ− µtα − tα−1))
= α(tα−1 + γ α/2−1(t − tα−1 + µ(1− tα)))
≥ αtα−1 > 0. (4)
Therefore, this is a non-decreasing function as variable t is from 0 to 1. The lemma is proved. 
Theorem 8. The DBT3 algorithm achieves the approximate factor of (4+√6α)/4 as that of MST.
Proof. We analyze the approximate factor ϕ under the different cases.
(1) Case (1.a) and (1.b): assume that the connected link is l(v1, v2) and |vv1| ≤ |vv2|. Let t = |vv1| / |vv2|. Combination
with Lemma 6, we have that:
|v1v2|α
|vv1|α + |vv2|α ≤
√
1+ t + t2α
1+ tα ≤
√
3
α
2
. (5)
In this case,
ϕ = (2+√3α)/2. (6)
(2) Case (2.a) and (2.b): Different from the above, we only consider the node v1 connecting with node u. If l(v, u) ∈ T , it is
similar to case 1.a or 1.b. Otherwise, assume that the algorithm inserts link l(v1, u) instead of link l(v, u), as case (2.b.4). It
follows:
|v1u|α
|vu|α + |vv1|α ≤
√
1− 2t cos 108◦ + t2α
1+ tα ≤
√
2.62
α
2
. (7)
As link l(v, u) does not belong to tree T , we have:
|vu|α
|v′u|α + |v′v|α =
√
1+ t2α
1+ tα ≤
√
2
α
2
(8)
where l(v′, u) and l(v′, v) belong to tree T . Thus, we obtain that:
|v1u|α
|vv1|α + |v′u|α + |v′v|α ≤
√
2
α
2
√
2.62
α
2
<
√
5.24
α
4
. (9)
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In this case,
ϕ = (4+√5.24α)/4. (10)
(3) Case (2.c): Different from the above cases, we only consider the connection between nodes v, v2, v1 and u, shown in
Figs. 9 and 10. Obviously,
|v1u|α
|vu|α + |vv1|α =
√
1+ t2α
1+ tα ≤
√
2
α
2
. (11)
And
|v1v2|α
|vv1|α + |vv2|α ≤
√
1+ t2α
1+ tα ≤
√
2
α
2
. (12)
Then,
|vv2|α + |v1v2|α + |uv1|α
|vv1|α + |vv2|α + |uv|α ≤
√
2
α
2
√
2
α
2
=
√
4
α
4
. (13)
According to the above analyses, the approximate factor is:
ϕ = max

2+√3α
2
,
4+√5.24α
4
,
4+√4α
4

≤ 4+
√
6
α
4
. (14)
Therefore, the theorem is proved. 
Theorem 9. The DBT4 algorithm achieves the approximate factor of (1+√2α)/2 as that of MST.
Proof. As we know, the DBT4 algorithm mainly converts the MST as following: inserting the link l(vi, vi+1), and deleting
the link l(v, vi, vi+1). Then, the approximate factor of the algorithm is:
ϕ ≤ t
α +√1+ t2α
1+ tα ≤
1+√2α
2
. (15)
Eq. (15) is obtained according to Lemma 7. In this way, the theorem is proved. 
5. Experimental results
This section shows the efficiency of the proposed algorithms through experimental comparison. In the simulations,
wireless sensor network is modeled by a unit disk graph. We randomly put different numbers of nodes in a square region
800 m × 800 m, and the maximal transmission range of each node is 100 m by default. Since there is few work studying
the DBMST problem for unit disk graph, we mainly compare our algorithms with minimum spanning tree under two
measurements. One is total link weight (TLW), which is the sum of all links’ weights in the constructed tree. The other
is total vertex weight (TVW), which is the sum of all vertices’ weights in the constructed tree. The weight of each vertex is
the maximal weight of the links attached with this vertex in tree T . That is:
W (u) = max{W (l(u, v)), l(u, v) ∈ T }. (16)
We first observe the impact of node density on the performances of different algorithms. The experiment deploys
different numbers of nodes from 150 to 550 in the field. From Figs. 18 and 19, we conclude that the network density less
impacts the performances of these algorithms. In the simulations, when the number of deployed nodes is less than 130, it
always cannot construct the degree-3 spanning tree. Two figures show that DBT3 and DBT4 can reach almost the similar
performances as that of MST, because there are fewer nodes whose degrees are greater than 3 or 4.
The next experimentmainly observes the impact of communication range on the performance of different algorithms.We
change the communication range from 50 to 130 mwith interval 10 m. From Figs. 20 and 21, we know that communication
range less impacts the performance of these algorithms. In the simulations, when the communication range is less than
40 m, it always does not exist the degree-3 spanning tree. The figures show that DBT3 and DBT4 can reach almost the
similar performance of MST. Especially, the weight of DBT3 is about 1.05 times as much as that of MST. In the simulation, it
always cannot construct the degree-3 spanning tree when the communication range is less than 40 m.
In the final experiment, we observe the impact of path loss exponent on the performances of different algorithms. From
Tables 2 and 3, parameter α greatly impacts on bothmeasurements. Specially, both total link weight and total vertex weight
are increasing as parameter α varies from 2 to 5, which is reasonable.
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Fig. 18. Total link weight vs. node density.
Fig. 19. Total vertex weight vs. node density.
Table 2
Total link weight vs. path loss exponent.
Algorithm MST DBT3 DBT4
α = 2 358218 368364 358757
α = 3 1.122e+007 1.147e+007 1.129e+007
α = 4 3.943e+008 4.062e+008 3.975e+008
α = 5 1.627e+010 1.665e+010 1.639e+010
Table 3
Total vertex weight vs. path loss exponent.
Algorithm MST DBT3 DBT4
α = 2 495848 514881 497436
α = 3 1.722e+007 1.801e+007 1.736e+007
α = 4 6.412e+008 6.699e+008 6.460e+008
α = 5 2.748e+010 2.848e+010 2.776e+010
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Fig. 20. Total link weight vs. communication range.
Fig. 21. Total vertex weight vs. communication range.
6. Conclusions
This paper studies the DBMST problem for wireless sensor networks. We present the DBT3 and DBT4 algorithms to
construct degree-3 and degree-4 spanning trees for unit disk graph. Moreover, two necessary conditions are explored for
the existence of DBMST on UDG. Given that sub-graphs G(R/1.81) and G(R/
√
2) keep connected, there are spanning trees
withmaximumdegree 3 and 4 for UDG G(R) respectively. The theoretical analyses show that theworst performances of two
algorithms are (4+√6α)/4 and (1+√2α)/2 times as that of MST formaximal degree 3 and 4, where α ≥ 2. The simulation
results indicate that our algorithms can reach the power efficiency. In the future, we will continue the research of this topic.
It is a challenging task to explore themore relaxed conditions to guarantee the existence of degree-3 and degree-4 spanning
trees for unit disk graph.
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