ABSTRACT Laser-induced fluorescence (LIF) technology is an advanced optical detection method, which has the advantages of fast, high precision and nondestructive testing, and is widely used in many fields. The general pattern recognition method for fluorescence spectral classification is highly dependent on pretreatment and dimension reduction. Specific pretreatment and dimension reduction methods are required for specific substances. Deep learning, especially the convolutional neural network (CNN), has the advantage of low dependence on data preprocessing and dimensionality reduction process, which makes it perform well in spectral classification. However, learning a useful CNN model for classification depends crucially on the expertise of parameter tuning and some ad hoc tricks, which is not suitable for chemometrics researchers. This paper presents a novel chemometrics tool for fluorescence spectra, principal component analysis network (PCANet), and more specifically a PCANet model with the optimized hyper-parameters (only optimized once). A two-stage cascaded PCANet model is constructed based on the liquor dataset, and the hyper-parameters are optimized and determined, which can make PCANet recognition model with the highest accuracy. Comparing the CNN model with two convolutional layers, the PCANet model is less affected by the size of the input image and the number of samples in the training set. At the same time, the performance of the two models on the mine water dataset is analyzed, and PCANet has higher recognition accuracy. That is to say, the PCANet is more accurate than CNN in fluorescence spectral classification, and its ability to expand application is stronger than that of the CNN model. The successful application of PCANet model with the optimized hyper-parameters (only optimized once) in the liquor dataset and the mine water dataset has important reference significance for the classification of fluorescence spectra of other substances in the future.
filtering [16] and so on. In order to reduce the computational complexity of the subsequent classification model, the dimensionality reduction of the preprocessed spectral data are carried out by using principal component analysis (PCA) [17] , multidimensional scaling (MDS) [18] , factor analysis [18] , t-distributed stochastic neighbor embedding (t-SNE) [19] and so on. Finally, the disposed data is fed into a specific classifier to realize classification. The commonly used classifiers include artificial neural network (ANN) [20] , support vector machine (SVM) [21] , decision tree [22] , K-means clustering [23] , etc. Recent research has shown that even for relatively simple problems the majority of 'reasonable' preprocessing methods, as well as their respective parameter settings, may actually decrease the performance of the final model [24] . Generally speaking, the same preprocessing methods, dimensionality reduction methods, and classifiers may work well for one spectral dataset, but may not be effective when applied to another spectral dataset of other substances.
The chemometrics researchers have so far mainly focused on the problem of choosing good preprocessing and dimensionality reduction methods, while the machine learning researchers are more concerned with the representation problem associated with data learning, which means identifying and unlocking potential explanatory factors hidden in the data [25] . Deep learning is a branch of machine learning. It is a representation learning algorithm based on artificial neural network. In recent years, with the continuous improvement of the computing capability of GPU, TPU, and other hardware, deep learning presents a trend of vigorous development, which has been successfully applied in many fields such as face recognition [26] , speech recognition [27] , autonomous driving [28] and so on. The idea of deep learning is to discover multiple levels of representation [29] , which expect higher-level features to represent more abstract data semantics. Compared with ANN, SVM, and cluster analysis, deep learning is less dependent on data preprocessing and dimensionality reduction [30] , and can be used to analyze data directly and simplify the steps of data analysis. Because of the low dependence of deep learning on preprocessing and dimensionality reduction, deep learning is increasingly used in the spectral analysis [31] , especially in the classification of spectral data. As one of the most common deep learning models, convolutional neural network (CNN) is widely used in the classification and recognition of fluorescence spectra [32] , [33] , hyperspectral [34] and other spectra [30] , [35] . However, we have noticed that the structure and hyper-parameters of the CNN model differ greatly from each other when using fluorescence spectroscopy to analyze different experimental subjects (such as liquor samples [36] and mine water samples [37] ). A similar situation occurs when CNN is used for the classification of hyperspectral and other spectra. In other words, the spectral classification model constructed by using CNN, which requires designing a specific network structure and hyper-parameters for different detection objects. However, the training of a useful CNN classification model depends on the expertise of parameter tuning and some ad hoc tricks, while requiring a large amount of data to support it [38] . For stoichiometric researchers, it is not easy to construct and train a suitable CNN classification model, and it is difficult to obtain a large amount of data for some specific application fields. These reasons restrict the application of deep learning, especially CNN, in the spectral analysis (classification problem).
Principal component analysis network (PCANet) [39] is a very simple deep learning network which contains only very basic data processing components: cascaded PCA, binary hashing, and block-wise histograms. PCANet has become a research hotspot in image classification [40] , target recognition [41] and other fields, because of its excellent classification performance, simple structure and easy optimization of hyper-parameters. To the best of our knowledge, the use of PCANet for classification of fluorescence spectra has not been investigated yet.
In this paper, we develop a PCANet model for the classification of fluorescence spectra. More specifically, we concentrate on the PCANet model with the optimized hyper-parameters (only optimized once) for fluorescence spectral classification. In other words, by optimizing the hyper-parameters of the fluorescence spectrum of one substance, the optimized parameters are obtained. And there is no need for hyper-parameters optimization when using fluorescence spectra for the classification of another substance. This has many advantages, such as it can be directly applied to fluorescence spectral classification of additional materials, and the researchers do not need to spend a lot of time on hyperparameters tuning. All of these contribute to the improvement of the efficiency of chemometrics researchers.
The rest of this paper is organized as follows. In section II, we introduce the concepts of ANN, deep learning, SVM and CNN, including the definition, formula, reference and so on. In section III, we introduce the device and object of fluorescence spectra acquisition experiment and give a brief introduction to PCANet. In the third part, the PCANet fluorescence spectral classification model is constructed with liquor samples as the research object, and the hyperparameters of the model are optimized. Then the optimized model and the optimized CNN recognition model of similar structure are compared, and the performance of PCANet model and CNN model under the different sizes of the input image and the different number of training samples are compared. Finally, the PCANet model and CNN model are employed to analyze the fluorescence spectra of different materials (the mine water is selected in this paper) to identify the types of mine water source and the expanding application ability of two models are compared. Brief conclusions and future work are summarized at the end of the paper.
II. BRIEF INTRODUCTION OF RELATED CONCEPTS A. ANN AND DEEP LEARNING
ANNs were inspired by information processing and distributed communication nodes in biological systems [42] .
An ANN is based on a collection of connected units called artificial neurons, (analogous to biological neurons in a biological brain). Each connection (synapse) between neurons can transmit a signal to another neuron. The receiving (postsynaptic) neuron can process the signal(s) and then signal downstream neurons connected to it. Neurons may have state, generally represented by real numbers, typically between 0 and 1.
Deep learning [25] , [43] (also known as deep structured learning or hierarchical learning) is part of a broader family of machine learning methods based on ANNs. Most modern deep learning models are based on artificial neural networks [44] , specifically, CNN, although they can also include propositional formulas or latent variables organized layerwise in deep generative models such as the nodes in deep belief networks and deep Boltzmann machines [45] . In deep learning, each level learns to transform its input data into a slightly more abstract and composite representation. For example, in a face recognition application, the raw input may be a matrix of pixels; the first representational layer may abstract the pixels and encode edges; the second layer may compose and encode arrangements of edges; the third layer may encode a nose and eyes; and the fourth layer may recognize that the image contains a face. Importantly, a deep learning process can learn which features to optimally place in which level on its own.
B. CNN
CNN, as an important part of deep learning and a research hotspot, and the classical CNN models include LeNet [46] , AlexNet [47] , VGNet [48] , GoogleLeNet [49] , ResNet [50] , DenseNet [51] and so on. In the network structure, in order to make the output more accurate and feature extraction more abundant, the network model usually uses a combination of multiple convolutional layers and multiple pooling layers.
A CNN model typically consists of the input layer, the convolutional layer, the pooling layer, the fully connected layer, and the output layer.
1) INPUT LAYER
The input layer consists of a pixel matrix of several images.
2) CONVOLUTIONAL LAYER
Assume that H p represents the feature map of the output of the p layer convolution layer.
where f (·) denotes activation function, w p is the weight vector of the convolutional kernel of this layer, b p represents the bias term and * denotes convolutional operation.
3) POOLING LAYER
The pooling layer is often connected to the convolutional layer, and the size of the front layer parameter matrix is reduced to achieve the purpose of dimension reduction. Max pooling method and average pooling method are commonly used. The max pooling is to take the maximum value of the pixel as the output, and the average pooling takes the mean of the pixel as the output.
4) FULLY CONNECTED LAYER
It is connected with the neurons of the previous layer and integrates the local information with class distinction in the front layer features, and finally realizes the classification work.
5) OUTPUT LAYER
In the multi-classification problem, the common output layer is the softmax layer, which maps the fully connected layer output to an interval of [0,1], resulting in probabilities under different conditions.
where h x, y p is the original measure of x that belongs to class p, P(y = p|x) represents the probability that x belongs to class p.
C. SVM
SVM (also support-vector network [52] ) is a supervised learning model with associated learning algorithms that analyze data used for classification and regression analysis. An SVM constructs a hyperplane or set of hyperplanes in a high-or infinite-dimensional space, which can be used for classification, regression, and so on. Suppose m samples constitute sample set
consists of n sample feature data χ ij n and one sample label y ij . The SVM takes the sample classification as the starting point and finds an optimal classification hyperplane, so as to construct the decision function f (χ) to classify the samples as much as possible.
where ω is weight vector, C is penalty parameter, ζ ii is relaxation variable, and b is the classification threshold. By introducing Lagrange function and solving the dual problem, and a new objective function is obtained.
where α is Lagrange multiplier and K is the kernel function. Then the decision function f (χ ) is where α * ii is the optimal solution to the dual problem and b * is the classification threshold under the dual problem.
III. MATERIALS AND METHODS

A. INSTRUMENTATION
The schematic diagram of the laser-induced fluorescence spectroscopy acquisition system is presented in Fig. 1 . The USB2000+ Miniature Fiber Optic Spectrometer (Ocean Optics, USA) is selected as the spectrometer, the relevant parameters are fixed as follows: the spectral detection range is 340-1021 nm and the resolution is 0.5 nm (FWHM). The 405 nm blue-violet semiconductor laser (Beijing Huayuan Tuoda Laser Technology Co., Ltd., China) is used as the light source, and power of the laser is set to 120 mW. The FPB-405-V3 (Guangzhou Biaoqi Optoelectronics Technology Development Co., Ltd., China) fluorescent probe is employed as an experimental probe, which can be directly placed in the water for the measurement of the fluorescence spectra [53] .
When measuring the fluorescence spectra, the water samples were placed in a beaker and the fluorescent probe was fixed by the iron stand and was immersed in the water sample so that the fluorescence spectra of water samples were stimulated by the laser vertical irradiation. For the purpose of avoiding the influence of background light and other human factors on the experimental results, the fluorescent probe and the glass bottles containing the samples were placed in the same dark room, and the LIF spectroscopy was measured in the same way that the fluorescent probes were placed in the beaker each time. Fluorescence spectral data for all samples were collected and recorded using Spectra Suite software on a computer [54] .
B. MATERIALS AND SAMPLES
According to references [36] and [37] , we know that LIF combined with CNN can be used for the identification of different liquor samples and different mine water samples, so we chose liquor and mine water as the experimental subjects.
1) SAMPLES OF LIQUOR
Several common and readily available types of liquor on the market were used as research objects, and 100 samples of each type were selected to form the following sample set:
(1) Group A of liquor: Niulanshan Erguotou of 56% concentration (Beijing Shunxin Agriculture Co., Ltd., China).
(2) Group B of liquor: Niulanshan Erguotou of 42% concentration (Beijing Shunxin Agriculture Co., Ltd., China).
(3) Group C of liquor: Bulk liquor of 56% concentration (manufacturer unknown).
(4) Group D of liquor: Xiaoqinghua of 42% concentration (Baoding Guquan Wine Industry Co., Ltd., China).
The fluorescence spectral dataset of liquor: The first 50 samples of each group were selected, and a total of 200 samples of fluorescence spectral data were used as the training set. The remaining 50 samples of each group were selected, and a total of 200 samples of fluorescence spectral data were employed as the test set.
2) SAMPLES OF MINE WATER
Goaf water, coal limestone water, and their mixed water were used as the research objects. The experimental materials were collected in Huainan mine area, Anhui Province in December 2017. The goaf water and coal limestone water were mixed in different volume ratios. 50 samples of each type were selected to form the following sample set:
(1) Group A of mine water: The single goaf water.
(2) Group B of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 4:1.
(3) Group C of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 3:1.
(4) Group D of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 2:1.
(5) Group E of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 1:1.
(6) Group F of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 1:2.
(7) Group G of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 1:3.
(8) Group H of mine water: The mixed water of goaf water and coal limestone water has a volume ratio of 1:4.
(9) Group I of mine water: The single coal limestone water. The fluorescence spectral dataset of mine water: The first 25 samples of each group were selected, and a total of 225 samples of fluorescence spectral data were used as the training set. The remaining 25 samples of each group were selected, and a total of 225 samples of fluorescence spectral data were used as the test set.
C. PCANET
The calculation process of the PCANet consists of three stages: The first and second stages are the PCA processing stage, which is similar to the convolutional layer in CNN. The third stage is the hashing and histogram processing stage, which is similar to the pooling layer in CNN. Suppose that we were given N input training images {I i } N i=1 of size m × n, and assume that the patch size was k 1 × k 2 at all stages.
1) THE FIRST STAGE: PCA
First, around each pixel, we take a k 1 × k 2 patch, and we collect all (overlapping) patches of the i th image; i.e.,
where each x i,j denotes the j th vectorized patch in I i . Then each patch subtracts the patch mean and getX i = x i,1 ,x i,2 , · · · ,x i,mn , wherex i,j denotes a mean-removed patch. By constructing the same matrix for each input image and combine the resulting vectors, we get
Assuming that the number of filters in the ith layer was L i , PCA minimizes the reconstruction error within a family of the orthogonal filters:
where I L 1 is the identity matrix of size L 1 × L 1 . Since the result of minimizing the error is the L 1 principal component eigenvectors of XX T , the PCA filter can be represented as
where
Then the output of the lth filter in the first stage can be expressed as:
where * denotes 2D convolution. To ensure that I l i and I i have the same size, the boundary of I i is zero-padded before convolving with W 1 i . The main task of the first stage is to propose a filter and perform the first convolution filtering on the input image. The detailed block diagram of the first stage is illustrated in Fig. 2. 2) THE SECOND STAGE: PCA Almost identical to the first stage, the second stage is still a convolutional layer. We collect all the block matrix I l i , subtract patch mean from each patch, and get
, whereȳ i,l,j is the jth mean-removed patch in I l i . The matrix collecting all mean-removed patches of the l th filter output is
And all the filter outputs were concatenated as
Then the PCA filters of the second stage are
By convolving the output of the first stage with the PCA filters of the second stage, the output of the second stage is obtained as follows:
Obviously, the number of outputs of the second stage is L 1 L 2 .
3) THE THIRD STAGE (OUTPUT STAGE): HASHING AND HISTOGRAM
We binarize all the outputs of the second stage and get
, where H (·) is a Heaviside step function whose value is one for positive entries and zero otherwise. We treat the vector of L 2 binary bits as a decimal number and convert the O l i into a single integer-valued ''image''.
Each pixel value of T l i is an integer in the range 0, 2 L 2 − 1 .
For each of the L 1 images T l i , l = 1, 2, · · · , L 1 , we partition it into B blocks (the area for calculate the histogram). We compute the histogram (with 2 L 2 bins) of the decimal value in each block, and concatenate all the B histograms into one vector by column and denote as Bhist T l i . After this encoding process, the ''feature'' of the input image I i is then defined to be the set of block-wise histograms; i.e.,
The detailed block diagram of the third stage is shown in Fig. 3. 
4) PCANET FOR CLASSIFICATION OF FLUORESCENCE SPECTRA
PCANet with two cascaded PCA is utilized to learn the characteristics of fluorescence spectra. The structure of the classification of fluorescence spectra using PCANet is set out in Fig. 4 . Firstly, the fluorescence spectra of the samples were obtained by USB2000+ Miniature Fiber Optic Spectrometer, and then the fluorescence spectral images are drawn using the data of wavelength and fluorescence intensity. Then, fluorescence spectral images are fed into PCANet and processed by two-stage PCA filters, and then hashing and histogram are processed to obtain the characteristics of the fluorescence spectra. Finally, the characteristics are sent into the linear SVM classifier to obtain the classification results.
IV. RESULTS AND DISCUSSION
The processing of experimental data is done on the MATLAB 2018b, where hardware uses a desktop computer with a GeForce RTX 2070 graphics processing unit (GPU) with 288 Tensor cores, 2304 GPU cores, and 8 GB of GDDR6 memory. The parameters of the model usually have a certain impact on the performance of the model. Firstly, the influence of the performance of the model with different hyper-parameters is analyzed by using the fluorescence spectral dataset of liquor, and the hyper-parameters of PCANet are optimized. Then, according to the fluorescence spectral dataset of liquor, the CNN model of hyper-parameters optimization with similar structure (two convolutional layers) is selected to compare the results of two models under different sizes of the input image and number of training samples. Finally, the PCANet model and the CNN model were used to analyze the fluorescence spectral dataset of mine water, and the ability to expand application is analyzed. The fluorescence spectra of liquor and mine water are given in Fig. 5 . It can be seen that there are obvious differences in the fluorescence spectra of liquor and mine water, and there are some differences between different types of liquor and mine water.
A. HYPER-PARAMETERS SELECTION OF PCANET 1) SELECTION OF FILTER SIZE OF PCA
The fluorescence spectra of four kinds of liquor samples collected by the spectrometer are used to map fluorescence spectral images, and all images are normalized into grayscale images with the size of 70×52. The first 50 samples of each group are selected, and a total of 200 samples of fluorescence spectral images are taken as the training set. The remaining 50 samples of each group are selected, and a total of 200 samples of fluorescence spectral images are used as the test set. The number of PCA filters is fixed to L 1 = L 2 = 8, and the histogram block size is 8×6 and the block overlap ratio is 0. Filter size, as an important hyper-parameter of PCANet, has a decisive influence on the performance of the recognition model. By experimenting on the liquor sample dataset, the PCA filters at all stages are set to the same size (mainly based on the results of literature [39] ), and the recognition accuracy obtained by adjusting the filter size is used to select the optimum filter size. In addition, the time of recognition is also an essential evaluation index of the model performance, so the average recognition time of each sample was also recorded in the experiment of different filter sizes of PCA. The effect of filter size on recognition accuracy and average recognition time is set out in Fig. 6 .
As can be seen from Fig. 6 , when the other parameters remain unchanged and the filter size at all stages is set to 3×3, the recognition accuracy of the test set is the highest, reaching 100.00%. When we increase the filter size of the PCA, the test set recognition rate decreases. This may be because the filter size is so large that some details in the fluorescence spectral image are ignored, which ultimately leads to a recognition rate of less than 100.00%. At the same time, we note that with the increase of the filter size of PCA, the average recognition time of the test set shows an increasing trend. Considering the recognition rate and the average recognition time, we select 3×3 as the optimal filter size for PCANet recognition model of fluorescence spectra.
2) SELECTION OF NUMBER OF FILTERS
According to the result in Part 1 of Section IV.A, the filter size of the networks is k 1 = k 2 = 3 and their non-overlapping block is of size 8×6. Since the filter size of the two stages is 3×3, and considering that the filter design needs to satisfy
2 can be set to 2, 4, 6, 8. We varied the number of PCA filters in the two stages and record the recognition rate and the average recognition time of a single sample. The results are presented in Fig. 7 .
As can be seen from the graph above, when the number of PCA filters in the first stage is set to 2, no matter what the number of PCA filters in the second stage is set to, it cannot be completely and accurately identified. This shows that the number of PCA filters in the first stage has a great influence on the performance of the PCANet model. With the increase in the number of filters, the average recognition time of the test set increases as a whole. This is because the more filters can extract more features, which make the amount of data fed into the linear SVM classifier increase. However, it is not difficult to find that with the increase in the number of filters, the recognition time does not increase significantly. When the number of filters in the first stage of the PCANet model is 4 and the number of filters in the second stage is 2, the average recognition time is 0.1467 s. When the number of filters at all stages is 8, the average recognition time becomes 0.1521 s, that is, the recognition time increases by 0.0054 s. When the time increase is not obvious, selecting a large number of filters helps to extract deeper features and improve the performance of PCANet model. Considering the recognition rate and the average recognition time as well as the expanding application ability of the model, we set the number of filters at all stages of the PCANet recognition model to 8.
3) SELECTION OF HISTOGRAM BLOCK SIZE
Depending on the result in Part 2 of Section IV.A, the number of filters at all stages is L 1 = L 2 = 8. Other parameters of the PCANet model are as follows: the PCA filter size in twostages is set to 3×3, and the block overlap ratio is set to 0. Histogram block size increases from [2 2] to [12 12] , and the effect of different histogram block sizes on the PCANet classification model are compared. The results of recognition accuracy and average recognition time under different histogram block sizes are provided in Fig. 8 .
By comparing the recognition accuracy and the average recognition time of different histogram block sizes, we find that reasonable block size can contribute to improving the recognition accuracy and reducing the [39] , we know that PCANet with larger block size provides more robustness against various deformations. At the same time, we comprehensively consider the recognition rate and recognition time for the selection of block size. Therefore, the histogram block size of the PCANet recognition model is set to [10 10 ].
4) SELECTION OF BLOCK OVERLAP RATIO
Based on the result in Part 3 of Section IV.A, the histogram block size is set to [10 10] . Other parameters of the PCANet model are set to k 1 = k 2 = 3 and L 1 = L 2 = 8. We vary the block overlap ratio from 0.1 to 0.9 and discuss the influence of different block overlap ratios on the PCANet classification model for fluorescence spectra. The block overlap It can be observed in the data in Table 1 that the recognition accuracy of different block overlap ratios is similar, the highest value can reach 100.00%, the lowest value is 98.00%, and the accuracy is less affected by the block overlap ratios. However, we can clearly see that with the increase of block overlap ratios, the average recognition time of the sample is increasing and the training time of SVM classifier is generally increasing, and the training time of SVM classifier increases from a few seconds to more than 600 seconds. The reason for this phenomenon is the case that when other parameters remain unchanged, increasing the block overlap ratio will increase the amount of feature data extracted by PCANet, and then the amount of input data input into linear SVM classifier will increase, resulting in a sharp increase in the training time of SVM classifier. Considering the accuracy of recognition, the average recognition time, and the training time of SVM classifier, we set the block overlap ratio of PCANet recognition model to 0, that is, there is no overlap between blocks.
B. COMPARISON OF PCANET AND CNN 1) IMPACT OF SIZE OF INPUT IMAGE
By optimizing the model parameters in Section IV.A, we obtain the parameters of the PCANet classification model for fluorescence spectra as follows:
, the histogram block size is [10 10] , and the block overlap ratio is 0. We note that the CNN model performs well in the field of image recognition, and there are some similarities between PCANet and CNN. Then the performance of the PCANet model and CNN model under different conditions will be compared. Considering that PCANet uses a two-stage PCA filter, the CNN model with two convolutional layers is used to design the recognition model. Fig. 9 provides the structure of the optimized CNN recognition model. The parameters of the CNN model are optimized on the basis of the structure shown in Fig. 9 by using the fluorescence spectral dataset of liquor. The CNN identification model, which consists of two convolutional blocks, a fully connected layer, and a softmax layer. Each convolutional block contains a convolution layer, a batch normalization layer, a ReLU layer, and a max pooling layer. The convolutional layer of the first convolutional block has 8 convolution kernels, and the convolutional layer of the second convolutional block has 16 convolution kernels. The size of convolution kernels in two convolutional blocks is 3×3, and the window size of the maximum pool layer is 2×2. During model training, the maximum number of training epochs is set to 1000 and the learning rate is set to 0.01. As a standard technology for training neural networks, stochastic gradient descent (SGD) is not stable enough to update. And the stochastic gradient descent with momentum (SGDM) updating rule is used to train our neural network since the update becomes more stable after the introduction of momentum. For the sample with the input size of 70×52, the CNN recognition model with optimized parameters can identify the test set fluorescence spectral dataset of liquor with an accuracy of 100.00%.
The PCANet recognition model and CNN recognition model have excellent performance in the fluorescence spectral dataset of liquor. In order to compare more comprehensively, the performance of the two models under different image sizes of input is compared and analyzed. In view of the image size (70×52) in the above model, some larger sizes (greater than 70×52) and some smaller sizes (less than 70×52) are selected as inputs to analyze the performance of the two models. As we all know, the average recognition time is also important, so the average recognition time is also recorded when the comparison of the two models is carried out. Table 2 presents the effect of input size on the performance of the recognition model.
The CNN model and PCANet model have high accuracy in the identification of the fluorescence spectra of liquor under different input sizes. When the hyper-parameters of the model are trained with the input size of 70×52, the closer the size of the input image is to 70×52, the higher the recognition rate of the CNN model is. When the input size becomes too large or too small, the recognition accuracy of the CNN model becomes lower. At the same time, it can be seen that PCANet will only misidentify when the input size is too small, which may be because the size of the input image is too small to cause their features to be obvious. In general, the recognition rate of the PCANet model is slightly higher than that of the CNN model under different input sizes. When the image size is very small, the recognition rate of CNN and PCANT cannot reach 100.00%, but the recognition time is the shortest. As the image size increases, the recognition rate of CNN fluctuates, while PCANet can maintain a recognition rate of 100.00%. In addition, as the size of the input image increases, we find that the average recognition time of the CNN and PCANet models does not change much. By the way, in order to compare the performance of the two models more reasonably, it is more convincing to choose medium resolution images (both CNN and PCANT models have a 100.00% recognition rate).
2) IMPACT OF NUMBER OF TRAINING SAMPLES
As we all know, in order to obtain good performance, the deep learning models generally need a massive amount of data to train. CNN, as one of the most common deep learning models, is no exception. In order to verify whether the PCANet model has excellent performance when the amount of data is small, we analyze the recognition rate under the different number of training samples and compare it with the CNN recognition model in this part. For the fluorescence spectral dataset of liquor, the number of training samples is varied from 40 to 360, and the remaining samples are used as the test set to verify the performance of the recognition model. Fig. 10 shows the influence of the number of training samples on the performance of the recognition model.
From the graph above we can see that the CNN model shows a significant decrease in the recognition rate when the number of training samples is very small, while the recognition rate of PCANet model can keep 100.00%. PCANet can still achieve a recognition rate of 100.00% even if the training set has only 40 samples (10 samples for each type of wine), which shows that PCANet has excellent performance on small datasets. In this way, we do not need to collect a massive of experimental data when using PCANet to construct the recognition model for fluorescence spectra, which can effectively reduce the workload of previous experiments and improve efficiency.
C. VALIDATION ON THE DATASET OF MINE WATER
In order to verify the versatility of the constructed PCANet model (hyper-parameters fixed), the fluorescence spectral dataset of other substances (mine water) are used to verify the extended application capability of the model, and the CNN recognition model is used as a comparison. Firstly, we analyze the influence of different input sizes on the performance of the model in the dataset of mine water. Similar to the fluorescence spectral dataset of liquor, the number of samples in the training set and test set in the mine water dataset is equal, which is half of the total number of samples for mine water. That is, the first 25 samples of each group are selected, and a total of 225 samples of fluorescence spectral data are used as the training set. The remaining 25 samples of each group are selected, and a total of 225 samples of fluorescence spectral data are used as the test set. The input size of the image is consistent with that in Part 1 of Section IV.B, and the hyper-parameters of PCANet model and the CNN model are consistent with the above chapters. The recognition rates of the CNN model and PCANet model under different input sizes are recorded, respectively.
As can be seen from Table 3 , the PCANet and CNN models are trained well by using the dataset of liquor, and then directly applied to a dataset of mine water also has a good recognition rate. In other words, the PCANet and CNN models have a strong versatility in the classification of fluorescence spectra. Comparing the recognition rate of the two models, it is easy to find that the recognition rate of PCANet model is higher than that of the CNN model regardless of the input size of the image. That is, PCANet has better versatility and can be better applied to transplant applications.
Next, we analyze the impact of the different number of training samples on the performance of the model on the dataset of mine water. The number of training samples is varied from 45 to 405, and the remaining samples are used as the test set to verify the performance of the recognition model. The hyper-parameters of PCANet model and the CNN model are consistent with the above chapters, and the recognition rates of the CNN model and PCANet model under the different number of training samples are recorded, respectively.
Comparing the recognition rate of the two models, it can be found that the recognition rate of PCANet model is higher than that of the CNN model regardless of the number of training samples. PCANet can still achieve a recognition rate of 99.11% even if there are only 45 samples in the training set (5 samples in each type of mine water), which shows that the optimized PCANet with fixed hyper-parameters transplanted to other substances on the small dataset also has excellent recognition effect. In this way, when exploring the fluorescence spectra for the analysis of new substances, we can collect a small number of samples, and use the optimized PCANet model with fixed hyper-parameters to quickly verify whether the fluorescence spectrum is suitable for the analysis of the substance. This can help improve the efficiency of researchers and speed up the pace of research.
V. CONCLUSION
In this paper, we have developed a very simple deep learning model for the analysis of fluorescence spectra, which is called PCANet. More specifically, we focus on the PCANet recognition model with the optimized hyper-parameters (only optimized once). That is, the general PCANet model that does not change the hyper-parameters in the fluorescence spectra analysis of other substances by training and optimizing the hyper-parameters of the PCANet model through a certain dataset. Liquor is taken as the research object, and the fluorescence spectroscopy is used to construct the dataset of liquor. The characteristics of the fluorescence spectra are studied by the PCANet with two-stage cascade PCA, and the classification of liquor is realized by linear SVM. By comparing the performance of the model under different hyperparameters, the best hyper-parameters of PCANet model are obtained as follows:
block size = [10 10], and block overlap ratio = 0. Comparing and analyzing the CNN model (two convolutional layers) with similar structure, it can be found that the size of the input image and the number of samples have little effect on the performance of PCANet-Linear SVM classification model, and the overall recognition accuracy of PCANet classification model is higher than that of CNN classification model. Finally, the PCANet and CNN classification models are utilized to analyze the mine water dataset, and the results are similar to those of the liquor dataset. The recognition accuracy of the PCANet model is higher than that of the CNN model. The results show that the PCANet classification model optimized by hyper-parameters can achieve high recognition accuracy for fluorescence spectral classification of different substances, input size and the number of training samples, which mean that PCANet is effective and reliable for the classification of fluorescence spectral data. The PCANet model can quickly verify whether the fluorescence spectra is suitable for the analysis of a certain kind of substance, which is helpful to improve the efficiency of chemometrics researchers and accelerate the pace of research in this field.
The present investigation considers the classification of fluorescence spectra using PCANet and linear SVM. It will be interesting to extend the investigation to the identification by using a simpler classifier while considering extending the method to other spectral classification problems such as nearinfrared spectroscopy, multispectral and hyperspectral.
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