Introduction and summary. Throughout this paper, G will denote a Hausdorff locally compact space, subsequently specialized into a Hausdorff locally compact Abelian group. We write B(G) for the Banach space of all bounded, complexvalued functions on G which are universally measurable (i.e., measurable for every Radon measure on G), the norm being the sup norm.
BC(G) denotes the subspace composed of the continuous functions in B(G), whilst CC(G) cz BC(G) is composed of the continuous functions with compact supports, and C0(G) cz BC(G) is the closure in B(G) of CC(G). If G is an Abelian topological group, BUC(G) denotes the subspace of BC(G) composed of the bounded uniformly continuous functions on G ; in this case, CC(G) <= C0(G) cz BVC(G). In any case, M(G) denotes the space of all bounded complex Radon measures on G, which we will regard as being isometrically injected into the dual of B(G).
Hereafter, the term "measure" will always mean "Radon measure." Concerning (not necessarily bounded) measures on G, a net (p¡) of such measures will be said to converge vaguely to a measure p, if and only if lim / dp¡ = f dp i Je, Ja for each fe CC(G). We recall the well-known fact (a consequence of the definition of Radon measures and of a general result in duality theory ; see [2, Chapter 4 and Theorem 1.11.4]) that a set S of measures on G is vaguely relatively compact whenever Sup {\p\(K):peS}< oo for each compact subset K of G. In §1 we consider the representation of continuous linear functional on subspaces V of B(G) in a manner suggested by and extending a result of Mazur applying when G is the discrete space of natural numbers, i.e, as limits of integrals with respect to norm-bounded sequences or nets in M(G). Combining this with the Hahn-Banach theorem, we derive some criteria for uniform approximation.
In §2 we apply some of these criteria to the case in which G is a Hausdorff
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R. E. EDWARDS [April locally compact Abehan group, focusing attention on the uniform span T[/] of translates of a function / in BUCiG) and its relation to the spectral analysis of /.
In particular, we examine the dependence of T[/] on variations of / which are small in a certain sense. These results differ from most of those included under the general heading of the spectral theory of such functions, inasmuch as the uniform topology replaces the strict and narrow topologies customarily used (as, for example, in Herz's survey article [1] ; see also (3.1, ii) infra). . This may be seen by a direct application of the Hahn-Banach theorem, combined with the fact that the dual of BCiG) relative to the strict topology may be identified with MiG).
A lengthy section (2.9) is devoted to concrete examples, mainly for G = R" (n ^ 1). In §3, we consider briefly an approach to problems of approximation in the strict and uniform topologies for suitable subspaces of BCiG).
We emphasise finally that the main interest resides in those cases in which G is noncompact. With the exception of the negative results in (2.3), all the results are widely known to simplify and admit strengthening when G is compact.
Representation of functional.
(1.1) Theorem. Let V be a vector subspace of BiG), and let M be a convex and balanced subset of MiG) such that (1. If V is separable, the topology o(V, V) induces on the unit ball of V a metrisable topology, so that F will be the cr(V',V)-limit of a denumerable sequence (p¡)?Li extracted from M. The proof is complete.
For separable subspaces V it is possible to refine somewhat the representation (1.1.2).
( Proof. We may assume that | F | = 1. Then, applying (1.1) with M taken to be the unit ball in M(G), we conclude that there exists a sequence (jiylyL i extracted from M such that (1.1.2) holds. Now put X = 2Zf=1 i~2|p,|, which is a positive element of M(G). By the Lebesgue-Radon-Nikodym theorem, we may write p¡ in the form \jji ■ X, where \¡i¡eI}(G,X) and J läjfU* J 4|mi|£1.
Finally, for each i we may select cf>¡ e CC(G) such that j \+t-*t\iX*r\ j \<pt\dX£l. 2) may be regarded as an analogue and a generalisation of the result of Mazur, applying when G is the discrete space of natural numbers, and given on pp. 71-72 of Banach [3] .
We shall digress temporarily to show that the "sequential" nature of (1.2) cannot be maintained without some countability restriction on V. This may be inferred by combining the following two assertions: let L be the subset of V composed of all linear functionals on V of the type (1.3.1) f^jfdp,
where p e M(G)and || p || i£ 1 ; then (i) if V contains the characteristic functions of all rj-compact G.-subsets of G, L is sequentially closed in V for the topology eriV, V);
(ii) L is closed in V for the topology er(V, V), if and only if G is finite. Accordingly, if G is infinite and V is as in (i), there exist functionals F which are weakly adherent in V to L and yet are not representable by (1.1.2) for any choice of a denumerable sequence ip¡)?=y.
Proof of (i). Let (p¡)¡ =. be a sequence extracted from the unit ball of MiG)
such that (1.3.2) F(/)=limf fdp,.
i Jg
Let the measure X and the functions i¡/¡ be defined as in the proof of (1.2).
By hypothesis, then, lim I \¡/i dX i Ja exists finitely for each n-compact G¿-set AczG. Since each o--finite A-measurable set differs by a A-null set from some <7-compact G.-set, it follows (see [2, Proposition 4.21.1 and the proof of Theorem 4.21.4]) that the sequence ii¡/)fíi is weakly convergent to some y¡ieÜiG,X). Plainly, (1.3.3) f \\}i\dXz%liminf f \$t\dkz%.l.
Jg i Jg
It follows at once that (1.3.1) holds if we take p = \jj ■ X, which belongs to the unit ball of MiG).
We add the remark that, if V is closed in BiG), it must (under the hypothesis in (i)) contain BCiG) id C0iG). Then any sequence ip) extracted from MiG), for which the limit (1.3.2) exists finitely for each / e V, is necessarily norm-bounded (as follows from Corollary 7.1.2 of [2] ). In this case, therefore, we may assert that the set of linear functionals on V of the form / ->■ §Gf dp, where p ranges over MiG), is itself sequentially closed for er(V',V).
Proof of (ii). Assume that L is closed for the topology er(V, V). Let us show first that G must be compact.
Were G noncompact, we could choose a net (x,) tending to infinity in G and construct the functional
where LIM is a generalized limit on the space of all bounded, complex-valued nets (£,-). On the assumption that L is a(V, F)-closed, it follows easily from the bipolar theorem that there would exist ape M(G) such that U/)=f/dp (feV).
Jg
Since l0(f) = 0 for any feB(G) which vanishes off some compact subset of G, it would follow that p(A) = 0 for all relatively compact Gá-sets A cz G, whence it would follow that p = 0. This is, however, absurd since then (1.3.4) would conflict with the fact that Z0(l) = LIM1 = 1. This contradiction shows that G must indeed be compact. A closely analogous argument shows that G must be discrete. Discreteness and compactness add up to finiteness, and the proof is complete.
Despite the preceding remarks, it is true and significant that, when G is a group and VczBC(G), at least some of the refining features of (1.2) are attainable without assuming separability of V. This is the content of the next result. If V is separable, we may in addition suppose that the net (<p¡) is a denumerable sequence (cb¡)f= y.
Proof. We may assume that || F|| = 1. In Theorem (1.1) we take for M the set of all measures p of the type dp(x) = cb(x)dx as cf> ranges over G>. It is very simple to verify that (1.1.1) is fulfilled, using the fact that VczBC(G). An application of Theorem (1.1) then yields the stated conclusion.
By combining the preceding results with the Hahn-Banach theorem we may derive some criteria for uniform approximation. Three examples follow. Proof. It suffices to appeal to Corollary (1.4) after making the trivial change of replacing each eb e 3> by the function epix) = </>( -x).
We add that G is assumed to be Abelian only for simplicity ; this special case is adequate for the applications to be made in §2 infra.
Remark. If ÜÍG) is separable, then T*[/] is separable and we may in the statement of Theorem (1.5) assume that (»p.) is a denumerable sequence ieb)f=y.
There is an analogue of Theorem (1.5) for spans of translates.
(1.5A) Theorem. Suppose G,f, g and <S are as in Theorem (1.5). In order that geT [/] it is necessary and sufficient that lim ,p.*/(x) = 0 (xeG) shall imply ' lim eb, * g(0) = 0 i whenever ief) is an LxiG)-bounded net extracted from «5.
(1.6) Theorem. Let G be a Hausdorff locally compact Abelian group, X its character group, X0 a subset of X, and feBCiG). Let i> be as in (1.4) . In order that f be the uniform limit of linear combinations of characters e¡eX0, it is necessary and sufficient that lim feb¡ dx = 0 i J G for any L}iG)-bounded net ie¡>¡) extracted from <J> which satisfies lim to = 0 iÇeX0), i ej>¡ denoting the Fourier transform of eb,. If furthermore X0 is countable, the net ieb) may be replaced by a denumerable sequence (0¡)¡ = i.
Note. On taking X0 = X, Theorem (1.6) provides a characterization of the continuous, uniformly almost periodic functions / on G.
(1.7) Theorem. Let G, X, f and i> be as in Theorem (1.6). In order that f be Note. Theorem (1.7) may be compared with a result found jointly by Beurling and Hewitt and stated on p. 138 of Hewitt's survey article [4] . Professor Hewitt informs me that, contrary to what is indicated in the bibliography to [4] , the result has not in fact been published to date.
When G = R (the real line) or Z (the discrete group of integers), it is not difficult to display explicitly functions in BUC(G) which are not uniform limits of FourierStieltjes transforms; see, for example, [1, pp. 196-197 ].
2. Uniform spans of translates. (2.1). Throughout this section, G will denote a Hausdorff locally compact Abelian group and X its character group. Their respective Haar measures, denoted by dx and dÇ, ate assumed to be adjusted so that the Fourier inversion formula holds without external numerical factors.
We shall employ Theorem By a pseudomeasure on X is meant a continuous linear functional on A{X) (see [12] , [13] , [15] , [16] Given an open subset 17 of X, a pseudomeasure ere PiX), and a (Radon) measure p on U, the relation <r = p on U signifies that <t(m) =1 u dp er(é¡>) = \ eb dp These properties are not stated in the strongest possible form. Observe that (A,) and (A2) also follow Theorems 1.3 and 1.2 respectively of [1] .
(iv) Spectrally null sets. Given feLx(G) and a closed subset S of X, we say that S is spectrally null for / if there exists an open set U Z3 S and a measure p on U such that /= p on U and |p|*(S) = 0. (By shrinking U a little, one may always suppose that p e M(X).) It is equivalent to demand that to each e > 0 corresponds an open set Utz> S such that \cb*f(0)\^e-Sup\$\ for each cb e L](G) [or <D(G)] satisfying fycz Uc. Again, in the terminology introduced in (3.2) infra, S is spectrally null for / if and only if the singular support of/(i.e., the singular spectrum sing A(/) of/) does not meet S.
A (not necessarily closed) set P cz X is said to be spectrally null for /, if this last is true for each closed set S cz P.
It is not difficult to verify that if fe Lf(G) then an open set U is spectrally null for / if and only if /= 0 on U; that a set P is spectrally null for / if and only if the same is true for each compact subset of P; and that the union of any locally finite family of sets, each spectrally null for /, is itself spectrally null for / However (and herein lies the point of the concept), if G is noncompact, there exist closed sets S which are spectrally null for / and yet which meet A(/). For example, if fe LX(G) n L2(G), any locally null subset of X is spectrally null for /, even though A(/) may well coincide with X.
It is evident that if P is spectrally null for fe LX(G), then it is spectrally null for any function p * / with p e M(G).
(2.3). The content of (2.2, iv) and Theorem (2.4) to follow can be further motivated a posteriori in the following way. The spectrum A(/), although determining completely those characters £ e X which are strict limits of linear combinations of translates of / (see [1, Theorem 1.2 and (3.6, i) infra]), fails to determine which characters are uniform limits of linear combinations of translates of / For example, if u e CC(G) and u ¥=0, consider the functions ft = 1 + u and f2 -». Then, if G = R (the real line), the remarks in (2.2, iii) show that the spectra of /, and of f2 are both the whole of X (here identifiable with R). On the other hand, it follows from Corollary (2. Proof. We break this into three stages.
(1) The general result will follow as soon as it is established that ge T*[/] lif A(g) is compact, the other hypotheses remaining fixed. For if g satisfies these hypotheses, so too does K * g for any K e <&, by virtue of (A2). The supposedly established special case then entails that K*geT*[f~\ for any Ke<&. Hence, since 4> is dense in Ü(G), the same is true for any K e Ü(G), and consequently is such that, for some number c # 0, {£} ¿5 spectrally null for f -ci;.
Proof. This is immediate from Theorem (2.4) on taking g = Ç, so that A(g) = {{}. For the second clause we specialize still more by taking f0 = ce;, for which A(/0) = {£}.
(2.6) Remarks. Consider next the function s figuring in the definition of g. We claim that, given e > 0, we can choose cb e 3> so that j> (2.7.4) \s-cb\dp^E.
Indeed, if h e Loe(X,p) satisfies jxc¡)h dp = 0 for all cb e <D, then also (since 4> is an algebra)
I cpij/h dp = 0 for all cb, i/f ei>. As is well known, the ij) with \j/eU(G) are uniformly dense in C0(X) ; the same is therefore true even if rb be restricted to <D. This being the case for any e > 0, we must conclude that (2.7.5) lim I s<£¡ dp = 0. ¡ Jx
Since g is the measure v = s • p, (2.7.5) signifies that lim cb .*g(0) = 0, i which is (2.7.2). This proves (i).
(ii) In this case we can make use of part of the preceding argument, taking dp(0 = F(£) dÇ. Equation (2.7.3) itself yields the conclusion that T*[}fi] will contain any function g of the form g(x) = £ Ç(x)$(OF(0 di, where cpe<¡>. It suffices therefore to show that the functions $F are dense in L'LY). But this can be done in much the same way as the approximation (2.7.4) was shown to be possible, bearing in mind now that F is nonvanishing l.a.e. This will complete the proof of (ii). in Edwards [6] . See also (3.4) and (3.5) infra. (ii) Using an obvious notation, if/e L0C(Glfe) (fe = 1,2) is such that }k is a measure pk on the open set Uk cr Xk, then the function / on Gx x G2 defined by /(x"x2)=/1(x1)/2(x2) has a transform / which is equal on U\ x U2 to the measure py ® p2. The verification is immediate. If u is actually periodic, with a period subgroup P such that G/P is compact, the situation is very simple. For then the annihilator P° of P in X, being isomorphic as a topological group with the character group of G/P, is discrete. The transform of u is the measure û = £ c(Ç)es , the series converging vaguely, where c{Ç) = f u(x)i{x)dx Jg/p and u(x) = u(x) for x e x e G/P. So A(u) = X(u) is now the set of £ e P° for which c(0 i= 0.
We shall now consider a few examples of a much more special nature, most of which are not covered by the preceding remarks. When speaking of a group G = R" we shall usually identify X with JR" in the usual fashion, identifying thereby a point ç of R" with the corresponding character x -» exp (2ni£, • x). The choice of the factor 2n arranges that the adjusted Haar measures are then numerically identical with the Lebesgue measure on R". Free use will be made of the remarks in (2.2, iii). Notice that examples for G = R" may be derived from those for G = R by use of (2.8, ii). is locally uniformly convergent on R"; the details of the argument are omitted.
As especially simple examples we may take u(z) = \ (z + z~ * ) or \ i~ 1(z + z~ *), in which cases f(x) = cos Q(x) or sin Q(x) and y0 = 0, so that / is a continuous function. Likewise, if u(z) = ■£ | z ± z~l |, then f(x) is | cos Q(x) | or | sinf.Q(x)'|, and f = y0£ + F with y0 > 0 and F a continuous function.
(v) Returning to the case of a general (Hausdorff locally compact Abelian) G, we record one fairly general derivative of Theorem (2.4).
Suppose that f0, g e BC(G) and the disjoint closed subsets S, F of X are such that Proof. Condition (d) ensures that the series E"= y p" converges vaguely on U to a measure p on 17. In conjunction with (e), (d) shows also that | p | (C) = 0 for each compact set C cz S, whence it follows that (2.9.16) |p|(S) = 0.
The vague convergence of this same series of measures, together with the assumed weak convergence of the series appearing in (2.9.15), entails at once that the transform of /-f0 is equal on U to p. Hence, by (2.9.16), S is spectrally null for/-/0.
The result now follows at once from Theorem (2.4), on taking U = X C\F'. An appeal to Corollary (2.5) leads similarly to the following result: (vi) Suppose that { e X, that c ^ 0 is a constant, and that (2.9.17) fix)l= ettix) + Î fix), n = l where /" e L°(G), where the series converges weakly in L°(G), and where fe BCiG). Suppose also that there is a neighbourhood U of £, and measures p" on U such that /" = pn on U, the pn satisfying (d) of (2.9, vii) and also pni{Vs) = 0 (fi = 1,2,-).
Proof. To the proof of (2.9, v) it is necessary only to add the observation that the relation pn({£,}) = 0 is equivalent to | pn | ({(;}) = 0.
Afore. If G = R and ¿;(x) = 1, the conditions are satisfied if /"(x) = c"[u(x)]", where ueLoe(G), û = p globally, p({0}) = 0, all convolution powers of p exist absolutely and the support P of p is such that (2.9.18) P" = P + ••• + P(« summands)-> oo as n -* oo. Notice that since R has no nonzero idempotents (for its additive group structure), each convolution power n of p satisfies n({0}) = 0 whenever p({0}) = 0. Moreover (2.9.18) is satisfied whenever the support P lies in a half-line (\ = p, or a half-fine £ ^ -p, where p > 0. there follows the conclusion (2.10.5) f dp = 0. Jg For example, if G = R and P is any nonconstant polynomial with real coefficients, then the relation (2.10.6) lim f sin2 P(x -x') dp(x') = 0
x-»oo Jr entails (2.10.7) f dp(x) = 0.
Jr (We are here using the result obtained in (2.9, ii).) In particular, the only positive bounded Radon measure p on R satisfying (2.10.6) is p = 0.
3. Subspaces of BC(G) and admissible topologies. In this section we shall consider briefly certain translation-invariant vector subspaces V of BC(G) and admissible topologies on them. In this way one may in particular recover some results about approximation in the strict topology.
(3.1) Admissible pairs. For brevity we shall term "admissible pair" an object (V, 6), where F is is a translation-invariant vector subspace of BC(G) and 0 is a locally convex vector space topology on V such that each 0-continuous linear functional F on F is representable in the form (3.1.1) F(f)= j f(-x)dp(x) for all feV,p being a suitably chosen element of M(G).
In principle, Mackey's theorem (see [2, Theorem 8.3.2] ) permits a description of all such admissible pairs, granted the identification of all convex and a(M(G), F)-compact subsets of M(G). We are not here concerned with any such description. Instead we merely note two concrete and particularly significant examples.
(i) V = C0(G) and 9 is the topology of uniform convergence. That one has here an admissible pair, is the content of the Riesz representation theorem, or of the Bourbaki definition of Radon measures, according to one's point of view.
(ii) V = BC(G), 0 is the strict topology defined by the seminorms Nk(f)=\\kf\\, In view of the remarks in (2.2, iii), it is equivalent to demand that the relations p e M(G) and
It is also evident a priori that it is equivalent to demand that the relations peÜ (G) and (3.1.2) imply (3.1.3).
(3.2) In order to use this criterion, it is convenient to introduce the following additional concept and notation. The support a of a pseudomeasure a on X has been defined in (2.2, ii). Besides this we now introduce a species of "singular support' ' of a : let U be the set of points { e X such that a is equal, on some neighbourhood of f, to a measure ; U is evidently an open subset of X ; the complement X O 17' is here termed the singular support of a, denoted by sing o\ Obviously, sing a is always a closed subset of a. (This species of singular support is analogous to, but different from that defined on p. 7 of [10] .) If feL°(G), sing / may be termed the singular spectrum of / and denoted by singA(/). Throughout this subsection, er denotes a pseudomeasure on X, and t the FourierStieltjes transform fi of a measure p e M(G) ; sometimes we shall specialise to the extent of assuming that p e L}(G), i.e., that t e A(X).
In order that the equation (3.3.1) t ■ a = 0 shall hold, it is obviously necessary that the following condition be fulfilled : (i) i = 0 on <t. However, (i) is in general not sufficient to imply (3.3.1). We shall therefore record several stronger conditions, each of which will be shown to imply (3.3.1). These reinforced conditions read as follows :
(ia) (i) holds, and furthermore í = 0 on a neighbourhood of sing <r.
(ib) t = 0 on some spectral synthesis set S containing a [17, §7.1.4, p. 158].
(ic) (i) holds, (9i_1(0) n 8a contains no nonvoid perfect set, and either t e ACX), or G is metrisable.
In (ic) we use OS to denote the frontier, relative to X, of the subset S of X. The results to be established are these : (a) (ia) implies (3.3.1).
Proof of (a). It suffices to show that t ■ er = 0 on some neighbourhood of each point (¡0 of X. This is obviously the case if £0 $ a, since then er itself vanishes on some neighbourhood of £0 ; it is also the case if ¿;0 e sing <r, thanks to the second clause of (ia).
Consider therefore the case in which £0 e w and £0 $ sing a. There exists a measure X e M(X) and a relatively compact neighbourhood V of ¿0 such that a = X on V, i.e., <u, <r> = u dX for u e ACX) satisfying ncK From this it is easily seen to follow that X vanishes on some neighbourhood of each point of V n <r, and so that X = 0 on V O a'. (Here and elsewhere, the prime indicates complementation relative to X.) Therefore, for each u e ACX) satisfying u cr V, we have This set contains no nonvoid perfect set, by (ic). Accordingly (3.1.3) follows on the basis of (3.3, c). The proof is complete. (3.6) Remarks, (i) In view of (3.1, i), (3.4) and (3.5) include as special cases Theorem 4 and its corollary appearing in [6] . If we take V = BC(G) and 6 = the strict topology (see (3.1, ii)) (3.4) shows that £,eX is the strict limit of linear combinations of translates of / if and only if Ç e A(f).
(ii) It may also be noted that similar arguments lead to the following result about synthesis in the strict topology. Suppose S is a closed subset of X and that fe BC(G); then / is the strict limit of linear combinations of characters £eS provided A(/) c S and either sing A(/) cz interior S, or S contains a spectral synthesis set which contains A(/) (which is the case whenever dA(f) contains no nonvoid perfect set; see [17, where peMiG) and be l^CX) depend on F. This paves the way for use of the Hahn-Banach theorem. As a final preliminary remark, we note that if fe C0iG) and sing/ = X, then the only p e MiG) for which p*f is a Fourier-Stieltjes transform, is p = 0.
We are now ready to state and prove .»v The second summand on the left-hand side is a Fourier-Stieltjes transform and so, by the closing sentence of (3.7), it follows that p = 0. But then (3.8.1) entails bi<t)q*(£) = 0 for each ^eX, The desired result therefore follows on using (3.7.3) once again.
