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Uncertainty analysis in hydrodynamic modeling is useful to identify and report
the limitations of a model caused by different sources of error. In the practice, the main
sources of errors are divided into model structure errors, errors in the input data due to
measurement imprecision among other, and parametric errors resulting from the
difficulty of identifying physically representative parameter values valid at the temporal
and spatial scale of the models.
This investigation identifies, implements, evaluates, and recommends a set of
methods for the evaluation of model structure uncertainty, parametric uncertainty, and
input data uncertainty in hydrodynamic modeling studies. A comprehensive review of
uncertainty analysis methods is provided and a set of widely applied methods is selected
and implemented in real case studies identifying the main limitations and benefits of their
use in hydrodynamic studies. In particular, the following methods are investigated: the
First Order Variance Analysis (FOVA) method, the Monte Carlo Uncertainty Analysis
(MCUA) method, the Bayesian Monte Carlo (BMC) method, the Markov Chain Monte

Carlo (MCMC) method and the Generalized Likelihood Uncertainty Estimation (GLUE)
method.
The results of this investigation indicate that the uncertainty estimates computed
with FOVA are consistent with the results obtained by MCUA. In addition, the
comparison of BMC, MCMC and GLUE indicates that BMC and MCMC provide similar
estimations of the posterior parameter probability distributions, single-point parameter
values, and uncertainty bounds mainly due to the use of the same likelihood function, and
the low number of parameters involved in the inference process. However, the
implementation of MCMC is substantially more complex than the implementation of
BMC given that its sampling algorithm requires a careful definition of auxiliary proposal
probability distributions along with their variances to obtain parameter samples that
effectively belong to the posterior parameter distribution. The analysis also suggest that
the results of GLUE are inconsistent with the results of BMC and MCMC.
It is concluded that BMC is a powerful and parsimonious strategy for evaluation
of all the sources of uncertainty in hydrodynamic modeling. Despites of the
computational requirements of BMC, the method can be easily implemented in most
practical applications.
Key words: Uncertainty analysis, First Order Variance Analysis, Bayes Monte
Carlo, Markov Chain Monte Carlo, Generalized Likelihood Uncertainty Estimation.
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CHAPTER I
INTRODUCTION

1.1

Background
Uncertainty analysis (or error propagation) constitutes the set of procedures and

strategies conducted to identify, evaluate, and report the impacts of different type of
errors on the predictions of a numerical model (McIntyre et al. 2002; Refsgaard and
Henriksen 2004; Refsgaard et al. 2007). As a rule, the strategies and methods
implemented during an uncertainty analysis are dictated by the type of errors under
analysis, which are commonly classified based on the causal mechanisms, in epistemic
and ontological (Matott et al. 2009). Epistemic uncertainty is caused by the existence of
errors in the structure of a model (defined by the governing equations, the numerical
schemes to solve the equations, and other non-parametric features), its model parameters,
and also in the input data used to drive the simulations. Meanwhile, ontological
uncertainty which is a non-error type of uncertainty results from the random and chaotic
behavior of natural systems. From these two types of uncertainty only the epistemic is
quantifiable, and potentially reduced by improving our understanding of the governing
mechanisms affecting a given physical process, developing better mathematical
representations of the systems under analysis, and by improving the procedures to collect
data to supply the models (Beven 2009).
1

As a result of the widespread use of mathematical models in the different fields of
water resources modeling, uncertainty analysis has been a topic of increasing relevance
during the last decades (Coccia and Todini 2011; Georgakakos et al. 2004; Gupta et al.
2006; Li and Wu 2006; Liu and Gupta 2007; Meixner et al. 2004; Reckhow 2003;
Refsgaard et al. 2007). In the fields of hydrologic and climate modeling for example,
during this period there have been important contributions to the methods and strategies
used for the quantification of the different sources of uncertainty, as well as substantial
advances in the understanding of the impacts of uncertainty in the predictive capacity of
the models (e.g. Beven and Binley 1992; McIntyre et al. 2002; Refsgaard et al. 2007;
Romanowicz et al. 1996). Some of the techniques that have been implemented and
evaluated for uncertainty analysis in these fields include: Multi-Model Ensembles
(MME), Bayesian Model Averaging (BMA), Bayes Factors (BF) and Expert Elicitation
(EE) for the evaluation of structural uncertainty (e.g. Butts et al. 2004; Højberg and
Refsgaard 2005; IPCC 2007; Raftery et al. 2005; Refsgaard et al. 2006), First Order
Variance Analysis (FOVA) and Advanced First Order Variance Analysis (AFOVA) for
evaluation of input data uncertainty (e.g. Blumberg and Georgas 2008; Mailhot and
Villeneuve 2003; Melching 1992; Melching 1995; Zhang and Yu 2004), and Bayesian
Monte Carlo (BMC), Markov Chain Monte Carlo (MCMC) and the Generalized
Likelihood Uncertainty Estimation method (GLUE) for evaluation of parametric
uncertainty (e.g. Beven and Binley 1992; Coccia and Todini 2011; Dilks et al. 1992;
Hong 1996; Liu et al. 2005; Thiemann et al. 2001; Todini 2009; Tung and Yen 2005; Yu
et al. 2001).

2

In general, an independent evaluation of each one of the sources of uncertainty
and their impacts on model prediction is rarely performed. Instead, it is considered in the
practice that after a careful selection of the model structure, the other sources of
uncertainty can be aggregated in the estimation of the probability distribution of the
model parameters. This assumption is for example, the base of the widely used method
GLUE (Beven and Binley 1992). However, an independent and explicit evaluation of the
uncertainty resulting from the input data and the model structure is preferred in cases
where the model's parameters do not represent an important source of uncertainty, or if
the predictions of the model are insensitive to changes in the model parameters.
1.2

Relevance of uncertainty analysis in hydrodynamic modeling
Hydrodynamic models (HMs) are useful tools for investigating the governing

processes of fluid motion and scalar transport (e.g. tracers, salinity, temperature, etc.) in
riverine, estuarine and lacustrine systems (Martin and McCutcheon 1999). These models
are also the basis for the development of more complex models of water quality, ecology,
and sediment transport (e.g. Giardino et al. 2009; Trancoso et al. 2005; Wool et al. 2003),
and ultimately constitute the technologies to support policy analysis and decision making
by designers, stakeholders, and governmental agencies. Some practical examples of the
use of these models include the design of restoration and ecological conservation
programs, Total Maximum Daily Load (TMDL) projects, design of flood control
structures (e.g. Savant et al. 2010), and the evaluation of the impacts of different
strategies of water management for a given system (e.g. Sucsy et al. 2010).
Existing investigations on uncertainty analysis of hydrodynamic models have
shown that the errors in the model structure, model parameters, and input data can have
3

profound impacts on the predictive capacity of these models (Lindenschmidt et al. 2005;
Romanowicz et al. 1996; Straatsma and Huthoff 2011; Werner et al. 2005). The impacts
of structural uncertainty have been, as an example, illustrated by Sehnert et al. (2009)
who reported differences of up to 150% in the predictions of flow velocity by
implementing two different resolutions of the hydrodynamic model of a polder for flood
control. The impacts of parametric uncertainty on the other hand, have been discussed by
Warmink et al. (2010) who found that uncertainties in the estimation of the roughness
parameter of a 2D hydrodynamic model of the River Rhine could lead to differences of
up to 70 cm in the prediction of flood levels. Regarding the impacts of input data
uncertainty, the evaluation investigation conducted by Somlyódy (1983) in the
hydrodynamic model of lake Balaton (Central Europe) showed that errors in the
specification of the wind direction could lead to errors of more than 15% in the
predictions of water surface elevations and flow discharges. The importance of this
source of uncertainty has been also discussed by Rueda et al. (2009) who found that
errors in the specification of spatially variable wind conditions for the hydrodynamic
model of the Salton Sea (California) could change the amount of mixing energy
introduced to the model in up to one order of magnitude.
The results of the above investigations demonstrate the need to incorporate
uncertainty analysis as a fundamental component of hydrodynamic modeling studies.
1.3

Problem statement and motivation
Contrasting with the advances in hydrologic and climate modeling, in the field of

hydrodynamic modeling uncertainty analysis is still an emerging topic that requires more
research (Blumberg and Georgas 2008; Pappenberger et al. 2005; Sehnert et al. 2009;
4

Sucsy et al. 2010). Presently, there are important gaps in the selection and
implementation of strategies for the quantification of the different sources of uncertainty,
and particularly little is known about the limitations and applicability of methods that
have been successfully applied in other areas. One of the reasons for the limited amount
of research on the topic is that the complexity and computational demands of the
hydrodynamic models (specially in estuarine modeling) have precluded the
implementation and evaluation of methods for uncertainty analysis. Even in the present it
can be unfeasible or highly expensive computationally to use methods based on multiple
simulations (e.g. Monte Carlo based methods) taking into account that some models may
require hours or even days to perform a single simulation. Implementation of complex
strategies may be limited to very simple applications or problems of only theoretical
significance.
The above discussion shows the need for investigations on the identification of
the most relevant sources of uncertainty in hydrodynamic modeling, as well as on the
evaluation of methods for uncertainty analysis in practical applications. The identification
of the advantages and limitations of existing methods is highly necessary to guide and
support in the future an informed selection of strategies for these type of analysis.
1.4

Objectives
Consistent with the problem outlined in Section 1.3, the main objective of this

investigation is to identify, implement, evaluate, and ultimately recommend a set of
appropriate methods for the evaluation of model structure uncertainty, parametric
uncertainty, and input data uncertainty in hydrodynamic modeling studies. Specific
objectives include:
5



Develop a literature review and provide a detailed outline of the current
state of uncertainty analysis in hydrodynamic modeling.



Identify, based on existing studies of uncertainty analysis, a set of
potential applicable methods for the evaluation of the different sources of
uncertainty.



Implement and evaluate the methods in real case studies and investigate
the limitations and benefits of their use in the practice.

1.5

Research hypothesis
Errors in model structure, input data and model parameters negatively impact the

predictive capacity of hydrodynamic models. By identifying and evaluating appropriate
methods for evaluation of these sources of errors it can be possible to quantify, report and
potentially reduce the impacts of uncertainty in the predictions of hydrodynamic models.
1.6

Dissertation outline
This dissertation is made up of six chapters. Chapter 2 presents a review of the

state of the art of uncertainty analysis in hydrodynamic modeling, and discusses the
applicability of a set of methods successfully implemented previously in other areas such
as hydrologic modeling, ecological modeling, and climate change modeling. These
methods are selected based on the type of uncertainty they are intended to evaluate, based
on the fact that the problem of uncertainty is by nature case specific (e.g. in some
applications input data uncertainty can be more important than structural or parametric
uncertainty). A detailed evaluation of the methods is presented in Chapters 3 to 5.

6

Chapter 3 presents a discussion on the evaluation of structural uncertainty during
the development of a model for the Weeks Bay estuary, Alabama, which is used as the
primary study site of this investigation. In this chapter, the problem of structural
uncertainty is posed as a problem of selecting an appropriate configuration of a model for
a particular study. Different model structures are evaluated identifying the most relevant
aspects of a model where the modeler should concentrate during model development.
The problems of input data uncertainty and parametric uncertainty are
investigated in Chapters 4 and 5, respectively. These chapters evaluate the limitations and
applicability of some of the methods selected in Chapter 2. In particular, Chapter 4
compares and evaluates the First Order Variance Analysis (FOVA) method, and the
Monte Carlo method for the analysis of input data uncertainty. Meanwhile, Chapter 5
compares and evaluates the Bayesian Monte Carlo (BMC) method, the Markov Chain
Monte Carlo (MCMC) method, and the Generalized Likelihood Uncertainty Estimation
(GLUE) method for evaluation of parametric uncertainty in hydraulic and hydrodynamic
applications.
Finally, Chapter 6 presents the conclusions of the investigation and some
recommendations for future work.
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CHAPTER II
UNCERTAINTY ANALYSIS IN HYDRODYNAMIC MODELING: A REVIEW OF
THE STATE OF THE ART

2.1

Introduction
Hydrodynamic models are useful tools to simulate and understand the

fundamental processes that affect the circulation and scalar transport of lakes, rivers and
estuaries (Camacho and Martin 2013; Martin and McCutcheon 1999). These models are
the basis for the development of water quality, sediment transport, and climate change
models, and constitute important tools to support research, policy analysis, and decision
making by designers, stakeholders and governmental agencies. Given the importance of
hydrodynamic models and their increasingly widespread use for different purposes (e.g.
restoration program design, water quality policy, etc), recently there has been a growing
concern about the impacts and significance of different sources of error on the predictions
of these models.
This chapter presents a comprehensive review of the main concepts, ideas and
current problems on uncertainty analysis of hydrodynamic models. The chapter reviews
the approaches, techniques and methodologies applied in previous investigations, and
discusses the applicability of a set of techniques that have been successfully implemented
in other fields such as ecological modeling, weather forecast, and groundwater modeling.
The advantages and potential limitations of these techniques are also discussed.
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2.2

Definition and types of uncertainty in hydrodynamic modeling
The term uncertainty can be ambiguous even within a same field of knowledge as

it often reflects the philosophical thinking of professionals and the context of their
analysis (Refsgaard et al. 2007; Walker et al. 2003). Although a unique and widely used
definition of uncertainty in the literature does not exist, an explicit definition of the term
is necessary as a starting point for the identification of the different sources of errors in
hydrodynamic modeling studies, and for the discussion of the methods and techniques
available for its treatment.
Uncertainty can be defined as the errors associated with the predictions of a
model, which result as a consequence of the introduction of errors during a modeling
process (Diaz 2007; Tung and Yen 2005; Yen 2002; Zimmermann 2000). Given that
there are many sources of errors in the modeling practice, there are different types of
uncertainties associated with the predictions of a model. Several authors have proposed
different classifications or taxonomies of uncertainty (e.g. Beck 1987; Frey 1998; Li and
Wu 2006; Refsgaard et al. 2007; Regan et al. 2002). For the purposes of this
investigation we adopt the taxonomy presented by Walker et. al. (2003) and van der Keur
et al. (2008), who classify uncertainty in epistemic and ontological or equivalently as
reducible and irreducible (Matott et al. 2009).
Reducible uncertainty stems fundamentally from imperfections in the model
structure, errors in the input data, and parametric errors. In theory, this type of uncertainty
can be minimized by increasing the availability of data to evaluate a model, by improving
the data collection procedures, measurement techniques and equipment, and by
improving our knowledge about the physical process under analysis to produce better
9

conceptual and mathematical representations of the system under study, i.e. the evolution
of what Beven (2009) defines as the perceptual and formal model.
Irreducible uncertainty on the other hand, stems primarily from the stochastic and
chaotic nature of events and hence cannot be minimized.
2.3

Sources of epistemic uncertainty
In practical applications, three principal sources of uncertainty affect the

predictive capacity of the models implemented in environmental and water resources
investigations: Model structure uncertainty, input data uncertainty, and parametric
uncertainty (Brown and Heuvelink 2005; Butts et al. 2004; Kavetski et al. 2002; Linkov
and Burmistrov 2003; Liu and Gupta 2007; McIntyre et al. 2002; Melching 1995;
Refsgaard et al. 2007; van der Keur et al. 2008; Vijay et al. 2007; Walker et al. 2003; Yen
et al. 1986). Model structure uncertainty results from the imprecise conceptualization and
mathematical formulation of the mechanisms that govern a physical process under
analysis. Meanwhile, input data uncertainty results from measurement inaccuracies and
errors in collecting data to supply the models. Model parameter uncertainty on the other
hand results from the difficulty of determining an optimum set of parameters to be used
in a specific model application. A detailed discussion of these sources of uncertainty is
presented below.
Note that some management and operational activities are sometimes considered
as sources of uncertainty (e.g. van der Keur et al. 2008; Vijay et al. 2007). However, the
study of these kind of errors is outside the scope of this investigation which focuses only
on the problems encountered during a mathematical modeling application.
10

2.4

Model structure uncertainty
As commented before, model structure uncertainty stems from the imperfect

conceptualization and mathematical formulation of the physical processes that govern a
natural system (Li and Wu 2006; Liu and Gupta 2007; Neuman 2002; Walker et al.
2003). This is one of the most complex sources of uncertainty in mathematical modeling
of water resources (Beven 2007; Brown and Heuvelink 2005; Frey 1998), which has been
typically neglected by assuming that the structural configuration of the model is correct,
and that only the model parameters need to be estimated by calibration to observed data
(van Griensven et al. 2008). In hydrodynamic studies, structural uncertainty arises from
the use of an inappropriate turbulence closure scheme, grid resolution, and numerical
discretization and solution technique of the model equations (e.g. Sehnert et al. 2009).
Although the model predictions can be substantially more sensitive to uncertainty
in model structure than to uncertainty over parameter values or input data errors, explicit
evaluation of this source of uncertainty is more the exception than the rule. Very few
studies report experiences with the evaluation of uncertainty associated with model
structure in hydrodynamic studies (e.g., Horritt and Bates 2001; Horritt and Bates 2002;
Pappenberger et al. 2005; Sehnert et al. 2009). Most of the existing studies have been
focused on hydrologic applications (e.g., Butts et al. 2004; Georgakakos et al. 2004;
Gourley and Vieux 2006; Refsgaard et al. 2006; Son and Sivapalan 2007; Uhlenbrook et
al. 1999; Wagener and Gupta 2005; Wagener et al. 2003; Wang et al. 2007) and to a
lesser extent on water quality and ecological modeling studies (e.g., Arnold et al. 2009;
Blumensaat et al. 2008; Hill et al. 2007; Hosack et al. 2008; Lindenschmidt et al. 2007),
where the use of conceptual models, and concepts from control and systems theory have
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facilitated some of these studies (e.g. Beck 1987; Young 1998; Young 2006; Young et al.
1996). This lack of studies on structural uncertainty in hydrodynamic applications is
explained fundamentally by the complexity of this type of uncertainty, and also by the
lack of methods for its evaluation in the practice.
Below we review some of the methods and strategies that have been implemented
in water resources modeling and in other areas to investigate the impacts of structural
uncertainty.
2.4.1

Strategies for the evaluation of model structure uncertainty
A convenient approach for the study of the methods and strategies currently

available for the evaluation of structural uncertainty is to classify them based on whether
there are observed data available to evaluate the models. This approach was used by
Refsgaard et al. (2006) analyzing existing strategies for dealing with this source of
uncertainty in environmental modeling, and is also consistent with the general analysis
and discussions about uncertainty in environmental modeling presented by other authors
(e.g. Beven 2009).
Figure 2.1 illustrates some strategies based on the above classification. As can be
observed, if there are field data available to evaluate the model predictions, and only one
model configuration under analysis, two strategies can be implemented to investigate the
impacts of structural uncertainty. The first strategy is by increasing the parametric
uncertainty to a level that compensate the structural errors, and the second strategy is by
directly estimating the magnitude of the structural errors.
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Figure 2.1

Classification of strategies for the evaluation of structural uncertainty.

If there are several different model structures under analysis, then the problem of
structural uncertainty can be alternatively posed as a problem of model selection. In these
cases it may be possible to either: 1) implement a probabilistic strategy such as Bayes
factors if there are data available to support the evaluation of the different model
configurations, or 2) develop a simple comparison of the different model configurations
to identify the most adequate model structure for the problem under analysis.
2.4.2

Model evaluation with existing data
To illustrate the general idea behind the use of observed data to support the

evaluation of model structure uncertainty, consider the following ideal case: There is a
specific hydrodynamic model structure available, and the set of observations to drive and
test the model (e.g. water levels, velocities and salinities) has been collected at the
highest spatial and temporal resolution possible, and with the best protocols and
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instruments available. Let’s also assume that the model’s parameters have been estimated
by field measurements and that there are no errors associated with their estimation. Under
the above conditions it may be possible to think that any difference between the model
predictions and the field observations can be attributed to structural errors in the model,
and therefore the analysis of these differences may be informative of the magnitude of the
structural uncertainty term. A discussion of the strategies that may be used under these
circumstances is presented below.
2.4.2.1

Increasing parameter uncertainty to account for structural uncertainty
Following Refsgaard et al., (2006), a first strategy for the assessment of structural

uncertainty consists of increasing the parameter uncertainty to a level that compensates
the errors in the model structure. Refsgaard et al., illustrate this approach by citing the
study of van Grievsgen and Meixner (2004) who implemented a methodology known as
Sources of UNcertainty Global Assessment using Split SamplES (SUNGLASSES) to
evaluate unidentifiable sources of uncertainty in a hydrologic modeling application. In
principle, the structural uncertainty can be assessed implicitly by implementing this
strategy.
A detailed description of the method can be found in van Griensven et al. (2008).
SUNGLASSES uses a split sample approach to assess other sources of uncertainty not
captured by parametric uncertainty. Two fundamental stages characterize
SUNGLASSES. In a first stage, a given model is calibrated to a sample of the observed
data. Based on this calibration, a preliminary estimation of parametric uncertainty is
developed using those parameter combinations that result in an objective function value
below a predefined threshold. This process provides an initial estimation of uncertainty
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bounds associated with the model predictions. After this process, the model is validated
against the remaining field data. In this step, the uncertainty bounds are re-evaluated
based on the use of an additional fit-to-purpose criterion related to the sort of decision the
model is used for (see., van Griensven et al. 2008). If there are under or overestimations
of the evaluation criterion, the uncertainty bounds are increased systematically to a level
where these overestimations are included.
SUNGLASESS is a flexible methodology in the sense that it doesn’t depend on
the structure of the model, and has the advantage of allowing the use of multiple
objective functions during the calibration of the model and also during the validation. The
major drawback is however that it doesn’t make an explicit distinction of the sources of
uncertainty involved in the modeling process, and therefore it is difficult to estimate the
importance and effects of the individual contribution of structural errors, or input data
errors on the uncertainty of the model results.
2.4.2.2

Direct estimation of the structural uncertainty
The second strategy considered by Refsgaard et al. (2006) is based on the direct

estimation of the structural uncertainty term. Refsgaard et al. discuss this approach by
citing the study of Radwan et al. (2004) who evaluated the total uncertainty associated
with the outputs of an integrated hydrologic, hydrodynamic and water quality model,
based on a statistical analysis of the residuals between the predictions of the water quality
model and the observed data. In their study, Radwan et al. considered that the total
uncertainty of the model predictions (represented by the variance between the model
results and the observations) could be expressed as the sum of the individual
contributions of the uncertainties in the hydrologic, hydrodynamic and water quality
15

model, this later expressed as the sum of the uncertainties in the model structure,
parameters, input data and measurement errors. The approach used by the authors to
estimate the model structure uncertainty term was by computing the variance between the
simulation results of the models Mike 11 and Qual2E. They pointed out that although the
approach only provided information about the differences of the two models, the results
contained useful information about the order of magnitude of the real model structure
uncertainty term.
The advantage of the approach illustrated by Radwan et al., is that the structural
uncertainty is computed independently of the other sources of uncertainty and in
consequence this variance can be easily added to subsequent model predictions.
Additionally, although in practical applications the use of more than one model structure
may be infeasible, this is a useful approach to understand the importance of model
structure on model results as will be discus later.
2.4.2.3

Structural uncertainty as a problem of model selection: Bayes factors
If several models can be used in a modeling study, it is reasonable to think that a

good way to reduce structural uncertainty is to select between the models the one that
best represent the physical processes of the natural system (in terms of agreement with
observed data). In these cases, model selection by the use of Bayes factors can be
considered as an alternative strategy to deal with structural uncertainty in a formal,
statistical way.
The method, originally developed for hypothesis testing by Jeffreys (1935), aims
to quantify the degree of support that observed data has in favor of a theory using a
formal Bayesian inference framework. To illustrate the method, consider the case where
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we are interesting in evaluating a set of models

,

which

,…,

differ in dimensionality, resolution and turbulence closure conceptualization to represent
represents the parameter vector of the i-th model. Initially

a water system. The term

there are no preferences for any model and each model is considered as an equally
probable representation of the system. Therefore, each model is assigned a prior
1/ . Using the observed data D,

probability or degree of “belief” equivalent to

the models and can be evaluated and compared by estimating the posterior probability
ratio

|

/

|

to select the model that best represent the physical behavior of

the system. This ratio can be computed by means of (Kass and Raftery 1995),
|

|

(2.1)
where

|

is known as the Bayes factor (

/

, and

the conditional distribution of the observed data given the model
entire parameter space of that model

.

|

|

represents

, integrated over

is computed mathematically by

(Beven 2009; Kass and Raftery 1995),

|

|

(2.2)
where

|

is the conditional probability of the model given the data. The prior

probability of each model (

and

in Equation 2.1) reflects the degree of

belief a modeler has in its structure and underlying concepts. They are therefore
subjective and may substantially influence the results of the inference analysis. These
prior probabilities may be determined using expert elicitation or careful judgment.
17

However, if here is no prior information about the models or the system, it is
recommendable to assign equal prior probabilities for each model.
Some examples of the use of Bayes factors have been reported in recent
hydrologic modeling applications (Marshall et al. 2007), ensemble climate predictions
(Min et al. 2007) and ecological studies (Link and Barker 2006). However, this approach
has not been implemented previously in hydrodynamic modeling studies. This can be
explained partially because although the method is very useful when comparing multiple
model structures, it is computationally intensive as the integral of Equation 2.2 must be
computed for the entire parametric space

. Some advanced techniques are

available to evaluate this integral implementing Markov Chains and Monte Carlo
simulations (Kass and Raftery 1995; Metropolis et al. 1953), but the amount of model
runs required to evaluate it can still be extremely restrictive for complex 2D and 3D
hydrodynamic models.
2.4.3

Model evaluation without available data. Multi-Model Approach (MMA)
An immediate problem in situations where field data are scarce or unavailable to

evaluate the performance of a model is the high dimensionality of the model space (i.e.
the potential amount of alternative model structures to represent the system). Beven
(2009) points out that in these situations not only several model structures can be valid
representations of the real system, but also several model parameter combinations and
many alternative boundary conditions if the model needs to be used for forecasting
purposes. Considering the complexity of hydrodynamic models, a full exploration of the
possible alternative model structures for a given system is infeasible in practical
situations. In these cases therefore, the relevance of the model results will depend on the
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subjective choices made by the modelers, which ideally must be based on the best
available knowledge of the system, past experience, and consensus about model
assumptions and limitations.
The use of multiple model structures or Multi-Model approach (MMA) is an
adequate strategy to investigate the model structure uncertainty in cases where there are
no data available to evaluate a specific model. It is important to point out that this
approach is not only restricted to situations of scarce data. If field observations exist, the
evaluation of the structural uncertainty by this approach can be viewed as a relative
comparison between models to select the best for the purposes of the specific study
(Meyer et al. 2003).
If data is scarce or unavailable, the differences between several model results can
be viewed as a relative measure of the uncertainty associated with the use of a specific
model. The predictions of climate change by the Intergovernmental Panel on Climate
Change (IPCC 2007) is one of the most illustrative examples of the use of multiple model
structures for evaluating the possible responses of a system for conditions where no data
is available to constrain the model results. By using an ensemble of multiple models, the
IPCC elaborate predictions of the future evolution of global warming for different forcing
scenarios. These models differ in complexity and structure by using for example different
grid resolutions, different parameterizations of physical process, etc. The results of this
approach provide useful information about the possible responses of the modeled system
for a given set of forcing conditions while providing an estimate of the model structure
uncertainty associated with the predictions.
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The MMA has also been used in flood forecasting (e.g. Butts et al. 2004) and
groundwater modeling (e.g. Højberg and Refsgaard 2005). An example of the use of the
MMA in a hydrodynamic study is presented by Sehnert et al., (2009), who evaluated the
effects of different spatial discretizations and model dimensionalities on the predictions
of flow velocities and water levels of a polder (storage structure) for flood control. In
their study, three different model structures were considered to represent the system, and
each structure was used for 1000 Monte Carlo simulations, each one with a different set
of model parameters. The results of the Monte Carlo analysis were used to construct the
probability distributions of water levels and channel velocities in the polder for each
model, and the results were compared to evaluate the effects of model structure
uncertainty on the results. Although the predictions of water levels and peak discharge
attenuation were very similar between the models, important differences in the predicted
velocities were observed. Sehnert et al., (2009) concluded that the spatial resolution of
the model had the largest influence on the uncertainty of the model results compared with
the dimensionality of the model. Differences of up to 150% between the mean values of
the velocity distributions were attributed to the use of different model resolutions. In this
case, although the authors didn’t incorporate into the model results a direct measure of
the uncertainty associated with the use of a specific model structure (e.g. uncertainty
bounds), their approach provided a quantitative approximation of the magnitude of the
uncertainty resulting from the use of different model structures.
It is important to note, as stated by Meyer et al., (2003), that any approach based
on the analysis of a discrete number of alternative models only can be as good as the set
of model structures considered. Therefore, much of the success in the use of the MMA
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depends on the relevance of the alternative model structures as representations of the
natural system. Refsgaard et al., (2006) indicate that the selection of a set of alternative
model structures can be supported by using expert elicitation or pedigree analysis. These
methods aim to incorporate subjective expert knowledge in a systematic way to the
process of model evaluation which couldn’t be formalized otherwise. These approaches
are particularly useful in applications where multiple conceptual representations of a
physical, chemical, or biological process are available, and when the system is highly
complex and governing mechanisms or relationships between processes are difficult to
identify.
2.5

Input data Uncertainty
As mentioned above, input data uncertainty arises from errors in the specification

of input variables such as boundary conditions, and model bathymetry. Boundary
conditions include flow discharges, water surface dynamics at the open boundaries, wind
velocities, and scalar constituents that may influence water density such as temperature,
salinity and dissolved solids. Uncertainty in these variables may result from measurement
errors, editing and processing errors, and also from the fact that in most applications the
spatial and temporal resolutions of the measurements differ from the resolutions required
by the model. In estuarine models for example, the definition of the open boundary
forcing may be a complete challenge if the water level measuring device is not referenced
to a tidal datum, or if the station is located too far from the geometric boundaries of the
model. The specification of freshwater inflows can also be challenging if the measuring
stations are within the limits of tidal influence.
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Input data uncertainty is rarely evaluated in hydrodynamic studies and little is
known about appropriate strategies for its evaluation. Some existing studies are based
though, on Monte Carlo simulations (MCS) based approaches. As example, Somlyódy
(1983) used MCS to investigate the effects of errors in the specification of the wind
direction on the results of a 1D longitudinal hydrodynamic model of the lake Balaton, in
Central Europe. Somlyódy concluded in his analysis that uncertainty in the specification
of this variable could result in errors of up to  15cm and  1500m3s-1 in the predictions
of water surface levels and flow discharges, respectively (equivalent to errors of about
15% in each variable), especially when wind direction was specified transversely to the
longitudinal direction of the lake. Although these errors could also be associated to the
limitations of the use of a 1D model, the author indicated that related studies with a 2D
model suggested that they were principally due to uncertainties in the wind direction.
In a recent study, input uncertainty was also studied by Rueda et al., (2009) who
analyzed the effects of errors in the development of spatially and temporally varying
wind fields on the results of a 3D hydrodynamic model of the Salton Sea, (a wind-driven
lake) in California. Wind fields are used as surface boundary conditions in hydrodynamic
models. They are constructed over the surface of the computational domain using records
of wind velocity collected at different locations within the water system or inland in the
watershed. Rueda et al., discussed how the construction of wind fields can be affected by
several sources of error such as: 1) the interpolation method implemented to generate the
wind field, 2) the number of stations available to be used in the interpolation process, and
3) incomplete knowledge about the roughness characteristics at land-based stations. In
addition, they showed that if the wind fields are constructed based on velocity records
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collected over land, they require a correction to represent wind speed over the water
before they can be used for modeling purposes. In their study, Rueda et al., implemented
a physically based approach for such correction based on the roughness of the land
surface and depending on whether the wind was onshore or offshore. Their method
required also the specification of correction factors not known a priori. Rueda et al.
reported that the uncertainty in these correction factors could lead to differences of up to
one order of magnitude in the energy input to the lake, affecting the capacity of the model
to correctly reproduce and predict the mixing characteristics (in terms of stratification
strength and duration) of the lake.
Given the computational requirements of the model, Rueda et al., used Latin
Hypercube Sampling (LHS) to perform 50 model simulations with different correction
factors selected from a uniform probability distribution. The study of Rueda et al. is
illustrative of the importance of input data uncertainty in hydrodynamic modeling, and
exemplify how despite the current computing limitations it is possible to validate a model
under an uncertainty based approach.
The first order variance analysis (FOVA) has also been implemented as an
alternative strategy to MCS for the assessment of input data uncertainty (e.g. Blumberg
and Georgas 2008; Sucsy et al. 2010). Blumberg and Georgas (2008) for example used
FOVA to investigate the effects of errors in the specification of the bathymetry, river
inflow and wind speeds on the circulation (currents, salinity, temperature and sea level)
predicted by a 3D estuarine and coastal hydrodynamic model of the N.Y./N.J. Harbor
Estuary. Particular advantages of the FOVA method include the use of few model
executions, and also the possibility to obtain sensitivity estimates of the model results to
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changes in the inputs variables through the calculation of the so-called sensitivity
coefficients (SC). A weakness of the method is that it may have problems when dealing
with nonlinear models given that it is based on a linear analysis of the model at the
centered values of the input variables (Melching 1995). However, more research is
necessary to evaluate the effectiveness of the method particularly when compared to
MCS.
From the analysis of existing studies it seems that MCS represent to date the most
flexible and robust method for evaluation of input data uncertainty in hydrodynamic
model applications. The typical approach involves running the model a certain number of
times with different or perturbed input data conditions, and analyzing statistically the
results. The method doesn’t depend on the mathematical structure of the model
(especially of its degree of nonlinearity) and doesn’t require assumptions about the
correlation of the input variables. The fundamental limitation of MCS is that in some
studies its implementation may be prohibitive due to the computational requirements of
the method. In such cases sampling strategies such as Latin Hypercube Sampling can be
used to reduce the number of simulations. Details of these methods can be found in
Melching (1995), Vijay et al., (2007) and Tung and Yen (2005).
2.6

Parameter Uncertainty
Parameter uncertainty is another important source of uncertainty in mathematical

model applications. It results fundamentally from the difficulty of identifying an optimum
set of parameters of a model to represent a physical system. In the practice, the effective
values of a set of physical parameters (e.g. roughness coefficients and dispersion
coefficients) are difficult to estimate because they are lumped over spatial and temporal
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resolutions where important variations may exist, and as consequence that physically
based models may exhibit important parameter interactions (Bates et al. 1996; Beven and
Binley 1992; Gupta et al. 2006).
In general there is a growing interest in the identification and quantification of the
effects of parametric uncertainty on the outcomes of hydrodynamic models (e.g., U.S.
Army Corps of Engineers 2004; Warmink et al. 2011). Most of the existing studies have
been focused on the analysis of 1D models, due in part to the computational requirements
of most probabilistic methods based on Monte Carlo simulations. Note that even in the
present several 2D and 3D models of riverine and estuarine circulation may require
several hours to perform a simulation.
Many different approaches have been implemented to evaluate the importance of
parametric uncertainty in hydrodynamic applications. Warmink et al., (2010) for example
used MCS to investigate the impacts of uncertainty in the estimation of the bed roughness
of a 2D hydrodynamic model, on the predictions of flood levels of the River Rhine.
Uncertainty in the bed roughness of the model was assumed to be caused by differences
in the values of roughness obtained by the use of different roughness predictors, the
extrapolation of roughness values to conditions of extreme discharges where the
performance of the predictors hasn’t been evaluated, and also due to uncertainties within
the roughness predictors itself. Generalized Extreme Value distributions were fitted for
the roughness parameter, and 1000 Monte Carlo simulations were performed to
investigate the effects on the resulting water levels. Warmink et al., (2010) concluded in
their study that uncertainty in the bed roughness values could lead to important
differences of up to 70cm (11.7m-12.4m) in the predicted flooding levels, and that the
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resulting uncertainty was mostly sensitive to the selection of a specific roughness
predictor (structural uncertainty).
In another study, Pappenberger et al., (2005) used the Generalized Likelihood
Uncertainty Estimation (GLUE) method (Beven and Binley 1992) to evaluate the
uncertainty in the roughness parameter of a 1D river inundation model implemented in
two rivers in the Czech Republic and the United Kingdom. The models were based on
HEC-RAS (see., U.S. Army Corps of Engineers 2011). The uncertainty analysis was
developed using inundation and downstream water level observations to evaluate the
performance of the model under different combinations of roughness coefficients in the
main channel and the floodplain zone. They analyzed two different model configurations
for each river. The first configuration neglected the longitudinal variations of the
roughness characteristics in the main channel and the floodplain, thus requiring the
calibration of only one effective roughness value for each zone. The alternative
configuration relaxed the assumption of longitudinal roughness homogeneity allowing
the estimation of three different roughness coefficients, one in the main channel and one
on each side of the channel for each subreach in the system. The GLUE simulations were
developed using parameters from uniform prior distributions and the model evaluations
were based on the Nash and Sutcliffe efficiency measure (considered in the study as the
likelihood function). Their uncertainty analysis led to the development of interesting
maps of inundation risk, substantially different from the results of more traditional
approaches as the analysis of 100 year flood events. After the analysis of more than
50000 model simulations they concluded that the models presented low parameter
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identifiability and also equifinalty problems (several parameter combinations yield the
same objective function).
The problems of parametric uncertainty have been also identified by Bates et al.,
(1996), Aronica et al., (1998) and Werner et al., (2005) estimating the distributed
roughness coefficients of 2D hydrodynamic flood models. These and other examples of
the evaluation of parametric uncertainty (see., Lindenschmidt et al. 2005; Romanowicz et
al. 1996; Straatsma and Huthoff 2011) indicate that this source of uncertainty plays an
important role in the implementation of hydrodynamic models to support decision
making.
2.6.1
2.6.1.1

Methods for evaluating parameter uncertainty.
Bayesian Monte Carlo
Although presently there is no consensus about a single best strategy to evaluate

parametric uncertainty, one of the most robust and widely used methodologies in water
resources is based on Bayesian analysis (discussed in detail in Chapter 5). The method
incorporates a-priori information about the distribution of the parameters of a model to
infer their posterior distributions constrained to the information content on observed data.
Bayesian analysis differs from a calibration strategy in that it doesn’t aim to identify the
best set of parameters of a given model for a given application, despite the fact that it
uses likelihood functions as a measurement of model performance. Nevertheless, it is
possible to identify a set of “optimum” parameters once the posterior distributions have
been derived in terms of the maximum likelihood value or using expected values
(Mantovan and Todini 2006).
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To formulate the method, consider a model with a parameter vector
by

,

expressed

,…,

, for which there exist an a-priori set of probability distributions

,

,…,

and observed information

about the system’s

behavior (e.g., water levels, velocities, salinity profiles etc). Bayes theorem can be
formulated to determine the posterior distributions of the parameters constrained to the
available observations by,

|

|

(2.3)
The term

|

is known as the likelihood function and

is a normalizing

constant (c) that ensures that the cumulative of the posterior probability density

|

is

equal to unity. Of fundamental importance in the formulation of a Bayesian framework
for the assessment of parametric uncertainty is the definition of the likelihood function
and the prior distributions of the parameters. Both elements may substantially

|

influence the learning process and the resulting shape of the posterior distributions if the
observed data is scarce or limited.
Beven (2009) presents a discussion of commonly used strategies to specify these
two components. For example, in absence of information to justify the selection of a
specific a-priori distribution for the parameters, the use of a non informative multi
uniform distribution is recommended. Ideally, if the observed data (time series) are long
enough and informative, then the posterior distributions of the parameters will converge
to the correct distributions independently of the initial assumptions used in the inference
process.
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The likelihood function

is the cornerstone of the Bayesian analysis and is

|

determined based upon the nature of the residuals between the observations and the
model results. The simplest model of the errors assumes that they are independent,
normally distributed and with zero mean. This additive error model can be expressed as
(Beven 2009),
,

Where

,

;

0,

(2.4)

is the model result given the parameter vector

forcing functions or input variables , and
distributed with variance

and a vector of

is the error term normally

0,

. The final form of the likelihood function for this additive

error model is given by,

|

,

2

2

1
2 2

/2

2
1

(2.5)

It is important to mention that the errors can present important autocorrelations
and also the tendency of increasing as the magnitude of the model predictions increases
(i.e.

, ))). Additionally, the distribution of the errors can be substantially

different from the normal distribution assumed in the model given by Equation (2.4). In
the cases where the errors are heterocedastic, a multiplicative error model of the form,
,

∗

,

(2.6)

can be used instead of the additive model given by Equation (2.4). Note that this model
can be conveniently expressed as,

29

ln

ln

,

∗

,

and again, the simplest case would be given by
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(2.7)

. Beven (2009) discuss

some other useful techniques to deal with residuals whose structure evidence some
degree of autocorrelation or with errors that are not normally distributed.
Once the posterior distributions of the parameters have been derived, they can be
used to obtain the 5% and 95% confidence intervals (e.g. Camacho and Martin 2013). A
more comprehensive evaluation of this method is presented in Chapter 5.
2.6.1.2

Generalized Likelihood Uncertainty Estimation (GLUE) method
Another widely used method based in Monte Carlo simulations is the Generalized

Likelihood Uncertainty Estimation method (GLUE) introduced by Beven and Binley
(1992). The fundamental difference between GLUE and the formal Bayesian approach is
the relaxation of the assumptions about the structure of the errors by GLUE, which
recognizes that in typical modeling applications the errors can exhibit important bias and
non-stationarity features and can be influenced by other sources of errors such as model
structure. GLUE implements “less formal” likelihood measures by adapting many of the
goodness-of-fit functions used in the past such as the Nash and Sutcliffe efficiency
criteria (Beven and Binley 1992). Some authors (e.g., Mantovan and Todini 2006) have
argued that this is a fundamental flaw in the method that limits its capacity to reduce the
levels of uncertainty by increasing the number of observations to levels imposed by the
model structure errors or other fixed error. Additionally, the use of less formal likelihood
measures is also considered to be the cause of the “equifinality” principle (Mantovan and
Todini 2006) of Beven and Binley (1992).
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Originally, GLUE was conceived to provide a general framework to deal with
multiple sources of errors (e.g., parametric, model structure and boundary conditions) in a
modeling exercise, encapsulating all sources of uncertainties in the definition of effective
parameters. The formulation of the GLUE methodology can be summarized as
(Mantovan and Todini 2006): 1) Definition of a set of prior parameter probability
distribution; 2) Definition of a generalized likelihood measure (e.g., Nash and Sutcliffe
efficiency criterion); 3) Selection of behavioral parameters, 4) Derivation of the
parameters posterior probability distributions using Monte Carlo simulations, and 5)
Derivation of the predictive probability distribution.
Notice that this procedure is fundamentally the same required to perform a
classical Bayesian inference analysis as presented before. Only steps two and three differ
from the classical Bayesian procedure. Step three is required by GLUE to identify those
set of parameters whose likelihood value exceed a predefined threshold. These
“behavioral” parameters are then used in the subsequent inference process neglecting the
additional non-behavioral parameters. The final step in the GLUE methodology uses the
likelihood value of a given set of parameters as a probabilistic weighting function to
derivate a distribution function of the predicted variables. From this function it is finally
possible to estimate informative uncertainty measures as variance, and selected quantiles.
A more detailed explanation and discussions about the advantages and limitations of
GLUE can be found in Mantovan and Todini (2006), Beven et al., (2007), Mantovan et
al., (2007), Beven et al., (2008).
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2.7

Is model uncertainty a (non) linear problem?
One of the most relevant questions during an uncertainty analysis is whether

model uncertainty (i.e. overall result of structural uncertainty, input data uncertainty and
parametric uncertainty) is a linear or a non-linear problem. Although in the practice it is
possible to identify (at least qualitatively) the principal sources of errors in a
hydrodynamic modeling study (i.e. errors in input data, model structure, and model
parameters), it is extremely difficult to know whether the combined effects of these errors
on the model outputs are or not a linear superposition of the uncertainty caused by the
individual contribution of errors.
If model uncertainty is a linear problem, then it would be reasonable to think in a
framework for uncertainty analysis which first, evaluates individually the uncertainty
caused by the different sources of error, and then, compute by linear superposition the
resulting total uncertainty. Figure 2.2 below shows a schematic representation of the
model uncertainty assuming that it can be considered as a linear problem.
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Figure 2.2

Schematic representation of model uncertainty.

Total uncertainty is represented by a linear superposition of the individual impacts of the
different sources of errors. The vertical axis corresponds to a hydrodynamic variable such
as water surface elevation (WSE), velocity (Vel) or salinity (Sal).
However, if model uncertainty is a non-linear problem, then more complex
strategies (or stronger assumptions) are required to quantify total model uncertainty.
Presently, most studies involving uncertainty analysis implicitly assume that total
uncertainty has nonlinear properties. This way, it is commonly assumed that evaluation of
one source of uncertainty is representative of other sources of uncertainty more complex
to evaluate. For example, studies based on the use of GLUE assume that the uncertainty
resulting from the errors in the model structure and boundary conditions can be evaluated
implicitly by quantification of the parametric uncertainty. Another example is the use of
the SUNGLASSES method which increases the parameter uncertainty to a level that
compensates the errors in the model structure and other non identifiable sources of
uncertainty.
The idea of treating total uncertainty as a nonlinear combination of several
sources of error (potentially captured or reflected by only one source of uncertainty such
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as parametric uncertainty) is attractive and reduces the efforts in evaluating other existing
sources of uncertainty. However, in reality such assumptions can lead to unrepresentative
magnitudes of the total uncertainty and over confidence in the model results. Note for
example that uncertainty analysis of insensitive model parameters can lead to a high
confidence in the model outputs (represented by 5-95% confidence bounds) even if the
input data (e.g. boundary conditions) contains appreciable uncertainty. As results of
these limitations, a linear combination of the principal sources of uncertainty although
more complex, may be more appropriate resulting in a more conservative estimate of
total uncertainty.
2.8

Visualization and interpretation of uncertainty estimates
Although important efforts have been made over the last decade to address the

problems of uncertainty in mathematical modeling (especially in hydrologic studies),
there is a general consensus that very little fundamental progress have been achieved so
far (see Meixner et al. 2004). Further research is required to 1) explicitly identify the
limitations of current methods for its implementation in hydrodynamic studies, 2) to
develop and evaluate alternative and multi-purpose methodologies and 3) to improve the
reporting and documentation of uncertainty estimates to stakeholders and non-technician
personal to improve management decisions (Shirmohammadi et al. 2006).
Regarding (3), the representation of uncertainty estimates may be challenging
specially for multidimensional model results and data. This is problematic as the
relevance of an uncertainty analysis may be limited by the effectiveness of the strategies
used to report uncertainty estimates. Currently there is a growing interest to improve the
presentation and visualization of uncertainty measurements (e.g. Sanyal et al. 2009;
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Sanyal et al. 2010). Sanyal et al., (2010) for example analyzed the benefits of using
different techniques to the traditional iso-contour map to represent the spatial variation of
uncertainty in numerical ensembles of weather prediction. They concluded that
substantial operational benefits can be achieved by using alternative methods as
uncertainty glyphs and uncertainty ribbons which are easy to understand in terms of
metrics as the 95% confidence interval.
2.9

Summary
This chapter presented a review of the problems related to uncertainty analysis in

hydrodynamic modeling. The chapter provided a definition and classification of the
principal sources of uncertainty encountered in the practice, and discussed the
applicability of some strategies previously applied in other areas.
In the next chapters the dissertation elaborates about the methods for the
evaluation of the different sources of uncertainty. In particular, some of the strategies
previously discussed in this chapter are evaluated in detail in order to identify the main
limitations and advantages of their application in practical applications.
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CHAPTER III
MODEL SELECTION AS A STRATEGY TO ACCOUNT FOR STRUCTURAL
UNCERTAINTY: IMPACTS OF GRID RESOLUTION AND TURBULENCE
CLOSURE SCHEME

As previously discussed, the structure of a hydrodynamic model can be defined
by four components: the governing equations, the numerical methods to solve the
equations, the dimensionality and grid resolution of the model, and the turbulence closure
scheme. In most applications though, only the last two components can be flexibly
modified by modelers giving that the governing equations and the numerical schemes are
typically predefined by the developer of the software or the numerical code.
The inappropriate selection of the grid resolution and turbulence closure, and in
particular, the errors that may be induced on the model predictions by an incorrect model
structure defines the structural uncertainty. The evaluation of this type of uncertainty is
highly complex in practice and currently there do not exist robust strategies for its
quantification. In general, the problem of structural uncertainty is implicitly addressed by
selecting from a set of feasible model structures the model configuration that represents
the complexity of the problem and system under analysis according to the best
professional judgment of the model builder. In some areas such as ecological modeling
and hydrological modeling, this model selection has been supported by strategies such as
Bayes factors (BF), expert elicitation (EE), and pedigree analysis (PA). However, they
36

require a high degree of modeler expertise and also an important participation of peer
reviews making them impractical in some circumstances.
In this chapter we implement an alternative approach based on a sensitivity
analysis to support the selection of a hydrodynamic model structure for the Weeks Bay
estuary, Alabama. The sensitivity analysis is performed in terms of the impacts of
different model structures on the predictions of water surface elevations (WSE), salinity,
temperature and flow velocities. Three different grid resolutions of the estuary, two
vertical discretizations, and two turbulence closure schemes are used to obtain alternative
representations of the system. The results indicate that the salinity and flow velocity are
highly sensitive to the selection of the turbulence closure scheme, and moderately
sensitive to changes in the grid resolution. On the contrary, the predictions of WSE and
temperature show low sensitivity to changes in the above components. From the results it
is concluded that modelers must concentrate their efforts in the selection of the
turbulence closure scheme, and that this process must be supported by field observations.
3.1

Introduction
In mathematical modeling several sources of uncertainty can negatively impact

the predictive capacity of the models and the decisions and programs based on their use.
In general, the most relevant sources of error or uncertainty in a modeling exercise can be
grouped in: a) input data errors, b) errors in the estimation of model parameter values,
and c) model structure errors which result from an inadequate model conceptualization,
the simplification of the governing equations of the simulated process, etc (Liu and Gupta
2007; McIntyre et al. 2002; Sehnert et al. 2009; van Griensven et al. 2008; Wagener and
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Gupta 2005; Walker et al. 2003). Sub elements of this general classification are provided
by other authors (e.g. Kennedy and O'Hagan 2001; van der Keur et al. 2008).
Input data uncertainty and parametric uncertainty have attracted the attention of
the water resources community during the last couple of decades, fostering the
development of methods such as the Generalized Likelihood Uncertainty Estimation
(GLUE) method (Beven and Binley 1992), and Bayesian methods for the evaluation of
parametric uncertainty (e.g. Kennedy and O'Hagan 2001; Krzysztofowicz 1999; Qian et
al. 2003; Romanowicz et al. 1996; Schoups and Vrugt 2010; Thiemann et al. 2001; Wu
and Chen 2009), as well as the use of First Order Variance Analysis methods for
evaluation of input data uncertainty (e.g. Blumberg and Georgas 2008; Thompson et al.
2008; Yen et al. 1986; Zhang and Yu 2004). However, although model structure
uncertainty have been considered the most complex source of uncertainty in practical
applications (Beven 2007; Brown and Heuvelink 2005; Frey 1998), a slower progress has
been observed in the development of methods for its quantification. As a consequence, in
applications based on deterministic models (including hydraulic and hydrodynamic
modeling), several questions remain about the impacts and importance of this type of
uncertainty on the model predictions.
In hydrodynamic modeling, assuming a given model is free of code errors and
numerical problems, model structure uncertainty can be considered as the errors resulting
from an inappropriate selection of the model dimensionality (i.e. 1D, 2D or fully 3D),
spatial discretization (i.e. grid resolution), and turbulence closure scheme. Although the
real impacts and importance of the different sources of uncertainty are case specific, in
some cases the predictions of a model can be substantially more sensitive to uncertainty
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in model structure, than to uncertainty over parameter values or input data errors. As an
example, Sehnert et al. (2009) reported differences of up to 150% in the predictions of
flow velocities using different spatial discretizations of a hydrodynamic model of a flood
control structure. The relevance of model structure uncertainty in hydrodynamic
modeling studies has been also evaluated in other investigations (e.g., Horritt and Bates
2001; Horritt and Bates 2002; Pappenberger et al. 2005; Sehnert et al. 2009) where it has
been found that the evaluation of this source of uncertainty is important to objectively
communicate to decision makers, the limitations of the selected model structure.
As commented in Chapter II, some strategies for the evaluation of model structure
uncertainty implicitly quantifies it by increasing the parameter uncertainty term as in the
SUNGLASSES method (Sources of UNcertainty Global Assessment using Split
SamplES) (van Griensven et al. 2008), or by assuming that all the model structure
uncertainty can be lumped in the estimation of the model's parameters as in the GLUE
method. Other strategies such as Bayes factors(e.g. Link and Barker 2006; Marshall et al.
2007; Min et al. 2007), expert elicitation (e.g. Meyer et al. 2003), and pedigree analysis
(e.g. van der Sluijs et al. 2005) treat the problem of structural uncertainty as a problem of
selecting the most appropriate model structure between a given set of plausible models
(Refsgaard et al. 2006). Typically though, the above strategies are used in applications
based on conceptual models and require a high degree of modeler expertise and also peer
review involvement. For more complex mechanistic models such as those used in
atmospheric circulation and hydrodynamic modeling, the statistical evaluation and
comparison of the predictions of several model structures has been used as strategy to
investigate the sensitivity and uncertainty of the model predictions associated to the use
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of a specific model structure (e.g. Cea et al. 2011; Cea and French 2012; IPCC 2007; Li
et al. 2005; Sehnert et al. 2009).
The purpose of this chapter is to investigate the impacts of structure uncertainty
on the predictions of water surface elevations, current velocities, temperature, and salinity
of the hydrodynamic model of the Weeks Bay estuary, Alabama. The estuary is an
important water body of the Gulf Coast region in the United States. It is used locally for
recreation and commercial activities, and provides habitat and nourishment for several
species of fish, birds, mammals, reptiles and amphibians, some of which are classified as
threatened or endangered. In recent years, monitoring and mathematical modeling
activities have been conducted in the estuary and its watershed, aimed to understand the
fundamental processes impacting the fate and transport of water quality variables and
contaminants such as Methylmercury and their impacts on the ecological functioning of
the system (a detailed description of past and ongoing projects sponsored by the Northern
Gulf Institute and the Weeks Bay Foundation can be found at
http://www.northerngulfinstitute.org/ and http://www.weeksbay.org/, respectively).
Given the relevance of the hydrodynamic model outputs in the development of more
complex mechanistic models of water quality, sediment, and contaminant transport, the
explicit evaluation, analysis and report of the different sources of uncertainty constitutes
a fundamental piece of information for the development of predictive tools for the
support of management, restoration and monitoring programs. Although the present
discussion only addresses the problem of structural uncertainty, evaluation of parametric
and input data uncertainty is also evaluated for the Weeks Bay model in the following
chapters.
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The study is based on the use of the Environmental Fluid Dynamics Code
(Hamrick 1992) which is a finite volume - finite difference model capable of simulating
1D, 2D and 3D flow systems. The model can use different turbulence closure schemes
making it flexible for different parameterizations. Using EFDC we investigate the
impacts of: a) the use of different computational grid resolutions on the model predictions
considering the system is well mixed in the vertical dimension (2D circulation and 1
vertical layer), b) the use of different computational grid resolutions on the model
predictions considering the system may stratify vertically (3D circulation and 5 vertical
layers), and c) the use of different turbulence closure schemes on the model predictions
given a fixed computational mesh and considering the system may stratify vertically (3D
circulation).
The remaining of the chapter is organized as follows: Section 3.2 presents the
description of the estuary, the EFDC model, and the different grid configurations and
turbulence closure schemes utilized during the sensitivity analysis. Section 3.3 shows the
results of the sensitivity analysis, and finally Section 3.4 presents the discussion and
conclusion of the results.
3.2
3.2.1

Methods
Site description
Weeks Bay is a shallow microtidal, tributary estuary, located in the eastern side of

Mobile Bay, Alabama (Figure 3.1). Its dimensions are approximately 3.4 km in the
longitudinal north-south direction and 3.1 km in the transversal west-east direction
(Schroeder et al. 1992). The system has a surface area of approximately 7 km and a
mean depth of 1.5 m. However, in the narrow mouth of the estuary there is a deep scour
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area where the depth varies between 4 and 7 m. A similar area is found in the Fish River
above the point of entrance to the estuary where the depth varies between 3 and 5 m
(Figure 3.1). Weeks Bay is predominantly dominated by diurnal tides of small amplitude
(approximately 0.4m of range) coming from the Gulf of Mexico.

Figure 3.1

Location map of the Weeks Bay estuary, and model bathymetry.

Two major rivers flow into Weeks Bay with an average flow discharge of
approximately 9 m /s: Fish river from the north representing approximately 73% of the
freshwater contributions to the bay, and Magnolia River from the east supplying the rest.
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These two rivers drain an approximate area of 512 km characterized by agricultural
zones (47%), forest lands (18%), wetlands (14%) and urban areas (Diaz-Ramirez et al.
2010). Although stratification is in general limited in the estuary given its shallow
characteristics, previous investigations have shown that depending on the strength of the
winds and the magnitude of the river discharges, the system may become stratified
particularly in the lower portion of the estuary towards the narrow channel that connects
Weeks Bay with Mobile Bay (e.g. Schroeder et al. 1992).
3.2.2

Grid resolution
In order to evaluate the impacts of grid resolution on the predictions of the EFDC

model, we developed three geometric representations of the Weeks Bay estuary. These
geometries are based on curvilinear orthogonal grids of different resolution as is
illustrated in Figure 3.2. The first model geometry (Figure 3.2a) is denoted by MG1 and
constitutes the coarsest grid representation of the system with only 303 cells. The
remaining geometries are denoted by MG2 and MG3 and are composed by 789 and 1570
cells, respectively (Figures 3.2b and 3.2c). These model geometries are used to
investigate the impacts of the grid resolution on the predictions of WSE, salinity,
temperature and flow velocity under two different scenarios. The first scenario assumes
that the estuary is vertically well mixed and can be modeled by using only one vertical
layer. Meanwhile, the second scenario takes into account the impacts of gravitational
currents induced by density gradients. For this scenario each model geometry is vertically
discretized into five vertical sigma layers (same thickness).
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Geometric representations implemented to investigate the impacts of grid resolution on the predictions of the EFDC
model.

The figure presents the model configurations: a) MG1 (low resolution), b) MG2 (medium resolution), c) MG3 (high resolution)

Figure 3.2
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3.2.3

Model description and governing equations
The Environmental and Fluid Dynamics Code (EFDC) (Hamrick 1992) is a

hydrodynamic model capable of simulating a wide spectrum of geophysical fluid
problems in 1D, 2D and 3D systems. The model has been widely used and evaluated over
the last two decades in riverine, estuarine and lacustrine systems of the U.S and the
world, making it one of the most well documented hydrodynamic models to date (e.g. Lin
et al. 2008; Wan et al. 2012; Wool et al. 2003; Zhen-Gang et al. 2007).
EFDC is based on the primitive set of equations describing the vertically
hydrostatic, three dimensional motion of a geophysical variable density fluid. The
changes in fluid density are internally evaluated by the model as a function of
temperature and salinity using an equation of state.
The equations of motion solved by EFDC are derived for a vertical stretched
domain that satisfies the relation given by,
∗

(3.1)
where

∗

denotes the original physical vertical coordinates, and

and

are the

coordinates of the bottom topography and the water surface respectively. The momentum
equations using the Boussinesq approximation, and the continuity equation solved by the
model are given by,
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where the density of the fluid

(3.6)

is computed as a function of pressure (p), salinity (S),

and temperature (T) by an equation of state given by

, ,

, and the transport of

salinity and temperature is computed by the equations,
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In Equations 3.2 to 3.8, the total depth

at any point within the model

domain is computed as the sum of the depth and the free surface displacement relative to
the original physical vertical coordinate origin

∗

0.

and

velocity components in the curvilinear orthogonal coordinates,
roots of the diagonal components of the metric tensor and
square root of the metric tensor determinant. The pressure
the reference density hydrostatic pressure
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represent the horizontal
and

are the square
is the Jacobian or

is the pressure in excess of

divided by the reference density

.

is the Coriolis parameter,

is the vertical turbulent or eddy viscosity, and

and

are momentum source-sink terms. The buoyancy, b, is the normalized deviation of
density from the reference value.

and

are source and sink terms in the equations of

transport of salinity and temperature respectively, and finally

is the vertical turbulent

diffusivity.
EFDC requires the specification of lateral and vertical boundary conditions.
While the lateral conditions are mostly related to flows and water surface elevations
(typically at the open boundaries), the vertical conditions are related to wind velocities at
the water surface and roughness characteristics at the bottom of the model domain. In
particular, the implementation of EFDC requires calibration of a dimensional roughness
parameter (z ∗ meters ) which is used internally by the model for the computation of the
bottom boundary condition. Typically, this parameter ranges between 0.01m and 0.1m. A
preliminary value of 0.05m was used for the analysis presented in this chapter. However,
a more comprehensive evaluation of this parameter is presented in Chapter 5 .
3.2.4

Turbulence closure
and diffusivity (

The vertical turbulent viscosity (

terms of the governing

equations are computed using the Mellor-Yamada level 2.5 turbulence closure scheme.
and the length scale by means of:

This method relates the turbulence intensity
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where ∅ and ∅ are called stability functions which account for the reduced and
enhanced vertical mixing in stratified environments.
In order to investigate the impacts of the selection of the turbulence closure
scheme, we implement in this investigation the stability functions defined by Galperin et.
al. (1988 ) as well as the stability functions defined by Kantha and Clayson (1994). These
two options denoted in the rest of the chapter as C1 and C2, respectively are available in
the EFDC model and do not require the modification of the code.
3.2.5

Index of model agreement (IA)
The analysis presented in this chapter are based on the statistical comparison of

the model predictions obtained by using different model configurations. These
comparisons are performed in terms of two fundamental indicators, the Root Mean
Square Difference (RMSD), and the index of agreement (IA). The RMSD fundamentally
aggregates in a single measure the magnitude of the deviations between two different
time series. If the two time series are homoscedastic and contain the predictions of a
variable by two different model structures, then, the value of the RMSD can be
considered as the mean error on the predictions caused by structural uncertainty.
The index of agreement (IA) or model skill (Wilmot 1981) on the other hand, is a
measure used to quantify the degree of correlation and statistical similitude between two
time series m and r. Mathematically, the IA is defined by:
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where r̅ is the mean value of the time series r. The IA varies between 0 and 1, being 0 a
value of zero statistical correlation, and 1 a value of maximum statistical correlation.
3.3

Results

3.3.1

Case 1. Impacts of mesh resolution in a vertically homogeneous (one-layer)
model.
In this section we evaluate the impacts of mesh resolution on the model

predictions of WSE, Salinity, Temperature, and flow velocity (east (x) and north (y)
components) assuming that Weeks Bay is well mixed in the vertical. This assumption is
represented by simplified two-dimensional representations of the estuary, with only one
vertical layer. The evaluations are performed at five locations within the estuary (St.1 to
St.5 at Figure 3.1), by comparing graphically and numerically the predictions obtained
using the computational grids presented in Figure 3.2. The above stations were selected
given that in those locations there are field observations available which are of extreme
relevance for the discussions presented in the next chapters.
3.3.1.1

Water Surface Elevation
Figure 3.3 compares the predictions of WSE obtained with the three model

configurations at the stations showed in Figure 3.1. The RMSD and IA between the
predictions of the three models is presented in Table 3.1. In order to facilitate the
interpretation of the graphs, only the arbitrary period between July 19, 2011 and October
17, 2011 is presented (period between days 10 and 100 from the start of the simulations).
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Figure 3.3

Comparison of WSE predictions obtained with model grids 1, 2 and 3 at
stations St. 1 to St. 5.

The results show a high agreement between the predictions obtained with the
different computational grids (printing time step of 0.25 days). Note that the three
computational grids produce almost the same exact solution of the evolution of the WSE
in each one of the five evaluated stations. The RMSD between the model predictions are
minimal as indicated by Table 3.1, with average values ranging from 0.001 and 0.028m.
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Table 3.1

Statistical comparison of model results using three horizontal grid
resolutions and one vertical layer.

East Vel.

(cm/s)

North Vel.

(cm/s)

Temp (°C)

Sal (psu)

WSE (m)

Variable Comparison
Grids 1-2
Grids 1-3
Grids 2-3
Grids 1-2
Grids 1-3
Grids 2-3
Grids 1-2
Grids 1-3
Grids 2-3
Grids 1-2
Grids 1-3
Grids 2-3
Grids 1-2
Grids 1-3
Grids 2-3

St1
0.006 (1)
0.028 (1)
0.025 (1)
0.026 (0)
0.145 (0)
0.139 (0.18)
0.183 (1)
0.957 (0.97)
0.89 (0.97)
0.515 (0)
0.521 (0)
0.057 (1)
0.535 (0.95)
0.529 (0.95)
0.059 (1)

St2
0.005 (1)
0.005 (1)
0.001 (1)
0.26 (0.96)
0.266 (0.95)
0.058 (1)
0.211 (1)
0.231 (1)
0.059 (1)
1.185 (0.93)
1.182 (0.93)
0.059 (1)
0.298 (0.74)
0.291 (0.76)
0.058 (0.97)

St3
0.005 (1)
0.006 (1)
0.003 (1)
0.671 (0.87)
0.641 (0.88)
0.056 (1)
0.074 (1)
0.079 (1)
0.058 (1)
0.153 (0.98)
0.181 (0.98)
0.06 (1)
0.115 (1)
0.129 (1)
0.057 (1)

St. 4
0.006 (1)
0.006 (1)
0 (1)
2.292 (0.92)
2.249 (0.92)
0.058 (1)
0.224 (1)
0.232 (1)
0.057 (1)
1.525 (0.98)
1.531 (0.98)
0.056 (1)
0.553 (1)
0.545 (1)
0.06 (1)

St. 5
0.006 (1)
0.008 (1)
0.006 (1)
1.297 (0.98)
1.273 (0.98)
0.058 (1)
0.149 (1)
0.173 (1)
0.057 (1)
1.935 (0.6)
1.94 (0.6)
0.057 (1)
1.119 (1)
1.129 (1)
0.057 (1)

The table shows the RMSD and IA (in parenthesis) between the predictions of WSE,
Salinity, Temperature and flow velocity (east and north) using different model
configurations.
The small differences in the solution of the field of WSE suggest a low
dependency of this variable to the changes in the grid resolution over the range of
resolutions tested. This result is somewhat expected given that the WSE is associated to a
wave propagation phenomenon that is mostly dominated by the forcing conditions of the
open boundary and by the amplifications or attenuations caused by the shape of the
estuary. However, notice that although the differences in the predictions of WSE may be
minimal, there may be some differences in the predictions of the surrogate variable
"water depth" reflecting the degree of smoothing caused by the aggregation of the grid.
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This is due the fact that the model bathymetry is systematically smoothed as the grid
resolution is reduced.
3.3.1.2

Salinity
The comparison of the predictions of salinity is presented in Figure 3.4 and Table

3.1. The results show a fair agreement between the predictions of salinity obtained by the
three different computational grids. Note that in most stations the models predict the
same trends and behavior of the salinity, and that in general the closest agreement is
observed between the predictions obtained by using grids MG2 and MG3. Also note that
the differences between the predictions of salinity are small independently of the
computational grid used. At station St.1 for example, the differences between the
predictions of salinity range between 0 and 0.3 psu during the simulated period (Table
3.1). Meanwhile, in the other stations these differences vary between 0 and 3 psu.
Typically, the predictions of the computational grid MG1 present the largest differences
from the predictions obtained by grids MG2 and MG3, although these differences are not
systematic (i.e. it is not possible to identify a generalized overestimation or
underestimation of the predictions obtained by grid MG1 relative to the predictions of
grids MG2 and MG3).
The results of Figure 3.4 also indicate that the assumption of a well mixed system
(i.e. use of models with only 1 vertical layer) results in the prediction of a limited salinity
intrusion in the estuary. This condition can be observed by comparing the predictions of
salinity at stations St.1, St.2, and St.3 (Fish River, Magnolia River and Middle Bay
respectively in Figure 3.1) with the predictions at stations St.4 and St.5 (Weeks Bay and
Mouth of Weeks Bay in Figure 3.1). Note that most values of salinity at stations St.1,
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St.2, and St.3 fall below 2.5 psu during the evaluated period. Taking into account that the
extend of the salinity intrusion is a function of the internal currents generated by density
gradients (i.e. baroclinic circulation), it can be expected that by neglecting this process
with the assumption of a well mixed system the capacity of the model to represent the
intrusion of salinity will be reduced.

Figure 3.4

Comparison of salinity predictions obtained with model grids 1, 2 and 3 at
stations St. 1 to St. 5.
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3.3.1.3

Temperature
Figure 3.5 and Table 3.1 present the comparison of the model predictions of

temperature. The results show a high degree of agreement between the predictions
obtained by means of the different computational grids. The three configurations of the
model predict the same trends and general variations of the temperature at the five
stations evaluated. Furthermore, the differences between the predictions of the models are
minimal with average values of 0.15 °C at station St. 1, 0.07 °C at St. 2, 0.05 °C at St. 3,
0.06 °C at St. 4 and 0.09 °C at St. 3.
The small differences between the predictions of the models are mainly due to the
fact that the temperature in shallow systems such as Weeks Bay is predominantly a
vertical process of heat transfer driven by the atmospheric conditions at the water surface
(e.g. air temperature, levels of solar radiation). This fact explain why the predictions of
temperature seem to be insensitive to changes in the grid resolution.
3.3.1.4

Flow velocity
Figures. 3.6 and 3.7 as well as Table 3.1 present the comparison of the model

predictions of flow velocity. As can be observed, this hydrodynamic variable exhibits the
highest degree of sensitivity to the changes in the grid resolution. Although in general the
predictions of the models show the same temporal variations, in some stations (e.g. St.2,
St.4 and St.5) the predictions obtained with grid MG1 tend to overestimate the
predictions obtained by means of grids MG2 and MG3. In other stations such as St.3
though, the predictions of the three different model configuration are almost identical.
From the analysis of the results, it seems that the highest differences are presented in
narrow areas such as St.2 (Fish River) and St.5 (Mouth of Weeks Bay) or in regions close
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to the lateral boundaries of the estuary such as in St.4. Given that in these type of regions
it is common to observe important changes of the bathymetry, the differences in the
predictions of the flow velocity may be related to the smoothing effect associated to the
reduction of the grid resolution.

Figure 3.5

Comparison of temperature predictions obtained with model grids 1, 2 and
3 at stations St. 1 to St. 5.

As shown by the results, the differences between the predictions of velocity vary
from station to station but can be quite significant. As an example, in station St. 5 the
predictions of the east component of velocity derived by grids MG1 and MG2 may differ
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in more than 100% (Figure 3.6 and Table 3.1). These differences can have important
impacts in the simulation of the transport of sediments and dissolved contaminants if the
hydrodynamic model results are coupled with water quality models.

Figure 3.6

Comparison of east velocity predictions obtained with model grids 1, 2 and
3 at stations St. 1 to St. 5.
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Figure 3.7

3.3.2

Comparison of north velocity predictions obtained with model grids 1, 2
and 3 at stations St. 1 to St. 5.

Case 2. Impacts of grid resolution in a model of several vertical layers.
In Section 3.3.1. we evaluated the impacts of grid resolution on the predictions of

WSE, Sal, Temp, and Velocity using one vertical layer models. This evaluation was
based on the assumption that the Weeks Bay estuary was well mixed in the vertical. In
this section we investigate the impacts of grid resolution relaxing the assumption of a
well mixed environment. For this purpose, each one of the grids showed in Figure 3.2
was arbitrarily divided into five vertical layers of the same thickness. The analysis of the
results are presented below.
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3.3.2.1

Water surface elevation
Figure 3.8 presents the model predictions of WSE obtained by implementing grids

MG1, MG2 and MG3 at stations St.1, St.2, St.3, St.4 and St.5. As can be observed, there
are no differences between the predictions of WSE obtained by the three model
configurations. Note in particular that the three models predict the same timing and
amplitudes of the WSE during the flood and ebb periods, as well as during inter-tidal
periods. Furthermore, the results suggest that the selection of the grid resolution has a low
influence on the predictions of WSE. The statistical analysis of the results is presented in
Table 3.2 below.
Table 3.2

Statistical comparison of model results using three horizontal grid
resolutions and five vertical layer.

North Vel. East Vel.
Temp (°C) Sal (psu) WSE (m)
(cm/s)
(cm/s)

Variable Comparison
St1
St2
St3
St. 4
St. 5
Grids 1-2
0.0044 (1)
0.0043 (1)
0.0041 (1)
0.0048 (1)
0.0043 (1)
Grids 1-3
0.0042 (1)
0.0042 (1)
0.0041 (1)
0.0052 (1)
0.0052 (1)
Grids 2-3
0.0016 (1)
0.0017 (1)
0.0013 (1)
0.0014 (1)
0.0018 (1)
Grids 1-2
0.74 (0.99)
2.13 (0.91)
0.69 (0.99)
1.04 (0.98)
1.13 (0.98)
Grids 1-3
0.31 (1)
0.91 (0.98)
0.38 (1)
0.94 (0.99)
0.93 (0.99)
Grids 2-3
0.68 (0.99)
1.72 (0.94)
0.61 (0.99)
0.93 (0.99)
0.73 (0.99)
Grids 1-2
0.21 (1)
0.38 (1)
0.3 (1)
0.3 (1)
0.26 (1)
Grids 1-3
0.27 (1)
0.58 (0.99)
0.4 (1)
0.38 (1)
0.44 (0.99)
Grids 2-3
0.17 (1)
0.43 (0.99)
0.27 (1)
0.24 (1)
0.36 (1)
Grids 1-2
0.22 (0)
2.22 (0.94)
0.54 (0.94)
1.63 (0.99)
2.6 (0.56)
Grids 1-3
0.28 (0)
1.69 (0.96)
0.39 (0.97)
1.7 (0.99)
2.29 (0.7)
Grids 2-3
0.22 (0.62)
1.88 (0.94)
0.53 (0.95)
1.37 (0.99)
1.25 (0.89)
Grids 1-2
1.33 (0.97)
0.79 (0.71)
0.55 (0.99)
1.37 (0.99)
2.05 (0.99)
Grids 1-3
1.18 (0.97)
0.7 (0.75)
0.48 (0.99)
1.69 (0.98)
2.33 (0.99)
Grids 2-3
1.16 (0.97)
0.64 (0.86)
0.48 (0.99)
1.51 (0.99)
1.58 (1)
The table shows the RMSD and IA (in parenthesis) between the predictions of WSE,
Salinity, Temperature and flow velocity (east and north) using different model
configurations.
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Figure 3.8

Comparison of WSE predictions obtained with model grids 1, 2 and 3 at
stations St. 1 to St. 5.

Each model grid has five vertical layers.
3.3.2.2

Salinity
Figure 3.9 presents the graphical comparison of the predictions of salinity in the

surface and bottom layers predicted by the model configurations MG1, MG2 and MG3.
The RMSD and IA between the model predictions are shown in Table 3.2.
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Figure 3.9

Comparison of salinity predictions obtained with model grids 1, 2 and 3 at
stations St. 1 to St. 5.

The results show that in general there is a high agreement between the predictions
of the different model configurations in both the surface and bottom layers. Note that for
most part of the simulated period (excepting the period between days 58-62) the
differences between the model predictions are minimal with RMSD mostly within the
range ±1 psu (Table 3.2). Also, the computed IA are close to 1 in most stations. During
days 58-62 the differences between the model predictions increase to values of up to ±5
psu (particularly in the stations of the freshwater systems as shown in Figure 3.8 for St. 1
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and Fig 3.9 for St. 2) in response to a high flood tide event between days 57-59 (Figure
3.8) which seems to lead to the computation of different circulation fields and vertical
salinity structures by the models. After this period (days 58-62), the predictions of the
models show again a high agreement. This agreement could suggests in principle that in
general, for a given number of vertical layers and a specific turbulence closure scheme, a
model will reproduce the same degree of vertical stratification independently of the
horizontal resolution of the grid.

Figure 3.10

Arbitrary longitudinal transect utilized to investigate the differences in the
predictions of salinity intrusion by the three grid configurations.
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In order to further investigate the impacts of grid resolution on the predictions of
salinity, we studied the vertical salinity structure along the longitudinal transect shown in
Figure 3.10. The transect starts in the region of the Mobile Bay estuary (open boundary
region), crosses the mouth of the Weeks Bay estuary and finish in the middle portion of
the system close to station St. 3. This transect was arbitrarily selected and used to
investigate the differences in the predictions of salinity intrusion by the models during a
flood tide event. Figure 3.11 presents the vertical profiles of salinity for day 60.75
predicted by the three model configurations.
The results of Figure 3.11 indicate that there exist important differences between
the predictions of vertical salinity structure, particularly between the predictions obtained
by means of model MG1 and the predictions derived either by means of models MG2 or
MG3. In general, the models MG2 and MG3 predict a similar longitudinal and vertical
distribution of salinity along the transect. For example, both model configurations predict
the highest values of salinity (22 psu) in the deepest part of the transect between lengths
x=1,200 m and x= 1,400 m as well as in the region between lengths x=2,000 m and 2,400
m. The degree of salinity intrusion is also quite consistent between the predictions of
these two grids as revealed by the fields of isohalines along the transect. Both model
configurations predict similar values of salinity in the surface (values between 10 and 12
psu from x=1,500 to the end of the segment) in the middle portion of the vertical (values
between 14 and 18 psu) and in the bottom (values greater than 20 psu).
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Figure 3.11

Vertical distribution of salinity along an arbitrary segment of the model
domain at t=60.75days.

Top figure presents the predictions obtained with model MG1. The predictions obtained
with models MG2 and MG3 are presented in the middle and bottom figures.
The differences in the predictions of salinity by the three models may be
explained by the differences in the bathymetric features of each model configuration.
Note for example that the bathymetry of grid MG1 is smother than that of grids MG2 and
MG3 particularly in the deepest region of the transect (between x=1200 m and x=1400
m). This may reduce the capacity of the model MG1 to capture or reproduce the existence
of regions of high salinity in this part of the estuary.
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3.3.2.3

Temperature
Figure 3.12 presents the comparison of the predictions of temperature in the

surface and bottom layers computed by the three different model configurations.
Meanwhile, the evaluation of the RMSD and the IA between the model predictions are
presented in Table 3.2. The results indicate that the three models predict with a high
degree of agreement the trends and variations of temperature in the surface and bottom
layers of the evaluated stations. Furthermore, it can be seen from Table 3.2 that in general
the differences between the model predictions are small and the IA are close to 1. The
computed RMSD typically fall below 0.5 °C which, taking into account the magnitude of
the predictions (ranging between 25-35 °C), can be considered negligible for practical
purposes.
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Figure 3.12

Comparison of temperature predictions obtained with model grids 1, 2 and
3 at stations St. 1 to St. 5.

Note from the results that the models predict a low thermal stratification within
the system which may be explained by the shallow character of the Weeks Bay system,
and also taking into account (as discussed in section 3.3.1.3) that temperature is mostly a
process governed by the vertical transport of heat. The results of Figure 3.12 and Table
3.2 suggest that, given a specific number of vertical layers, the predictions of temperature
have a low sensitivity to the changes in the horizontal resolution of the model .

65

3.3.2.4

Flow velocity
Figures 3.13 and 3.14 below present the comparison of the predictions of flow

velocity at the surface and bottom layers computed by the three model configurations.
Meanwhile, the RMSD and the IA are presented in Table 3.2.

Figure 3.13

Comparison of model predictions of east component of velocity at stations
St.1 to St.5.
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Figure 3.14

Comparison of model predictions of north velocity component at stations
St.1 to St.5

In general, the results show a high agreement between the predictions of the
different model configurations in all the evaluated stations. Note that in most stations the
IA are between 0.7 and 0.99. The largest differences relative to the magnitude of the
predictions are located at station St.1 with values ranging between ±50% of the
predictions. In units of velocity these differences range between ±0.5 cm/s with an
average RMSD of 0.24 cm/s for the east component of velocity and a RMSD of 1.22
cm/s for the north component. In the other stations, these differences are smaller with
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values ranging between ±0.5 cm/s although they represent a small percentage of the
predictions (between ±5%). As with other hydrodynamic variables, typically, the
predictions of models MG2 and MG3 coincide for most of the evaluated period whereas
the predictions of model MG1 show the largest differences relative to the predictions of
the other model configurations. However, it can be observed that by increasing the
number of vertical layers, the overall differences between the predictions of the three
models are reduced.
3.3.3

Case 3. Impacts of turbulence closure scheme given a fixed grid
configuration
In this section we investigate the impacts of the selection of the turbulence closure

scheme on the predictions of the Weeks Bay hydrodynamic model. For this purpose, we
implemented two different closures schemes maintaining fixed the grid resolution (see
Section 3.2.4). The grid configuration MG2 was selected based on the results of sections
3.3.1 and 3.3.2 where it was demonstrated that by using this grid configuration it is
possible to obtain similar hydrodynamic predictions to those obtained by using the highly
dense grid MG3. The advantage of grid MG2 is that it has lower computational
requirements than grid MG3 to perform the simulations. The resulting model
configurations are denoted by M2C1 and M2C2 where M2 stands for model grid number
2, and C1 or C2 denote the closure scheme implemented.
The analysis presented below are focused on the predictions of salinity and flow
velocity as it has been shown that the water surface elevation and the temperature are low
sensitive to changes in the structure of the model.
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3.3.3.1

Salinity
Figure 3.15 presents the graphical comparison of the predictions of surface and

bottom salinity at stations St.1 to St.5 obtained by the two different turbulence closure
schemes M2C1 and M2C2. The RMSD differences as well as the indexes of agreement
are presented in Table 3.3.

Figure 3.15

Predictions of salinity at stations St.1 to St.5 using grid 2 and two different
turbulence closure schemes.
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Table 3.3

Statistical comparison of model results using two different turbulence
closure schemes.

Variable
Comparison
St1
St2
St3
St. 4
St. 5
M2C1,M2C2 9.66 (0.38) 11.74 (0.28) 11.26 (0.33) 9.68 (0.37) 7.96 (0.5)
Sal (psu)
East V. (cm/s) M2C1,M2C2 0.24 (0.51) 3.61 (0.65) 0.98 (0.71) 2.34 (0.96) 2.36 (0.51)
North V. (cm/s) M2C1,M2C2 3.86 (0.59) 1.16 (0.32) 1.03 (0.85) 4.07 (0.79) 4.04 (0.97)
The table shows the RMSD and IA (in parenthesis) between the predictions of Salinity,
and flow velocity (east and north) using different model configurations.
Figure 3.15 shows important differences between the predictions obtained with
the two model configurations. Overall, there is an important disagreement in the
predictions of salinity intrusion and degree of stratification in the evaluated stations. In
terms of the salinity intrusion, note for example that while the M2C1 configuration
predicts values of salinity between 3-16 psu, 8-20 psu, and 5-20 psu, at stations St.1, St.2
and St. 3 respectively, the predictions of the M2C2 configuration are almost zero during
the simulated period. At stations St.4 and St.5 the predictions of salinity obtained with
this model (M2C2) increase, but there are still important differences with the predictions
obtained by the alternative M2C1 configuration. As shown in Table 3.3, the differences
between the predictions of the two models are very large with RMSD values of 9.66 psu
at St.1, 11.74 psu at St. 2, 11.26 at St. 3, 9.68 at St.4 and 7.96 at St. 5. In addition the
indexes of agreement are very low in these stations with values below 0.4 (except St.5
where IA=0.5).
In terms of the degree of vertical stratification of salinity, it can be observed that
the model configuration M2C2 is unable to predict vertical gradients of salinity in the
evaluated stations. A more clear interpretation of this model limitation is presented in
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Figure 3.16 where is compared the vertical salinity structure predicted by the M2C1 and
M2C2 models along the longitudinal transect defined in Figure 3.10.

Figure 3.16

Predictions of salinity structure along an arbitrary longitudinal transect.

Upper panel: predictions of model M2C1. Lower panel: predictions of model M2C2.
Note from Figure 3.16 how the model M2C2 predicts well mixed profiles of
salinity with a very low degree of salinity intrusion. In terms of the closure scheme, the
incapacity of the M2C2 model to represent the vertical structure of an estuary further
suggests that: 1) the model will be unable to represent the gravitational circulation
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induced by that density strongly depends on salinity) and 2) that the selected closure
scheme is overdispersive.

Figure 3.17

3.3.3.2

Predictions of east velocity at stations St.1 to St.5 using grid 2 and two
different turbulence closure schemes.

Flow velocity
Figures 3.17 and 3.18 present the comparison of the predictions of flow velocity

in the surface and bottom layers of stations St.1 to St.5, obtained by means of the M2C1
and M2C2 models. Figure 3.17 presents the results for the east component of velocity and
Figure 3.18 presents the results for the north component. The RMS differences and
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indexes of agreement between the model predictions are presented by station in Table
3.3.

Figure 3.18

Predictions of north velocity at stations St.1 to St.5 using grid 2 and two
different turbulence closure schemes.

As suggested by the results, there are important differences between the
predictions of velocity obtained by the two model configurations. In general, despite the
IA are higher for flow velocity (most IA are above 0.5) compared to the IA computed for
salinity, the RMS differences are still important relative to the magnitude of the
predictions. For example, note from Figure 3.17 that at station St.1 the RMSD is 0.24
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cm/s. Although this value may seem low, in reality is high considering that more than
90% of the observations fall between ±0.38 cm/s. In percentage terms, a RMSD of 0.24
cm/s is equivalent to a difference of 63% between the predictions of the two models. A
similar analysis performed for the remaining stations shows that these differences mostly
vary in the range of 19 - 74% for both velocity components. The largest differences are
associated to the predictions of the north velocity (average difference of 58%) component
while the smallest to the predictions of the east component (average difference of 45%).
The above results show the importance of the turbulence closure scheme in the
predictions of a hydrodynamic model. In our case, note that the prediction of different
flow patterns by the two models configurations can partially explain the differences
observed in the predictions of salinity intrusion within the estuary.
3.4

Discussion and conclusions
We have evaluated the impacts of grid resolution and turbulence closure scheme

in the predictions of the hydrodynamic variables WSE, salinity, temperature and flow
velocity. Our fundamental purpose was to identify where a modeler needs to concentrate
during the phase of model development in order to obtain an appropriate representation
of the system under analysis. Although the implemented approach is simple, the results
are fundamental for the discussions of the next chapters.
In order to explore the relevance of our results for other investigations, it is
necessary to highlight that the analysis presented in Section 3.3 assumes that the
implemented hydrodynamic code has been carefully selected based on previous modeling
studies, and that it has been extensively evaluated against analytical and other well
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known solutions in order to reduce the impacts of coding errors, and numerical errors
induced by the solution scheme (e.g. finite volume versus finite elements).
3.4.1

Water Surface Elevation (WSE)
The results indicate that the WSE is low sensitive to changes in the size of the

grid and in the turbulence closure scheme over the range of resolutions tested. This may
be explained by the fact that the WSE is governed by the characteristics of a surface wave
propagation, which in estuaries mostly depend on the boundary conditions and the shape
of the system. The low sensitivity of the WSE to changes in the model resolution has
been documented in other hydrodynamic studies as well. Sehnert et. al. (2009) for
example obtained similar predictions of WSE using different spatial resolutions and
dimensionality of the model of a flood control structure. However, although the changes
in the WSE may be minimal, there may be important differences in the predictions of the
water depth particularly when comparing different model resolutions. This is due to the
fact that the bathymetry is systematically smoothed as the grid resolution is reduced.
Therefore, especially in areas of important bathymetric changes (e.g. navigation channels,
and close to solid boundaries), some features of the model bathymetry may be filtered out
impacting the capacity of the model to correctly reproduce the depth in those areas.
3.4.2

Salinity
We found for the predictions of salinity: 1) a moderate degree of sensitivity to

changes in the grid resolution, and 2) a very high degree of sensitivity to changes in the
turbulence closure scheme. Regarding (1), the results showed remarkable similarities
between the predictions of salinity obtained by means of the MG2 and MG3 model
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configurations, but considerable differences between these predictions and those obtained
by means of the MG1 model (Figures 3.10 and 3.11). The similarities between the
predictions of the models MG2 and MG3 suggest that there is a minimum grid resolution
beyond which, the predictions of salinity may become independent of the grid resolution.
We believe this resolution is fundamentally determined by the bathymetry of the system
and particularly by the capacity of the grid to represent it. Therefore, the spatial
resolution of the model should be determined based on the spatial resolution of the
bathymetry. This conclusion is consistent with the results of Blumberg and Georgas
(2008) who found that the predictions of salinity were very sensitive to changes in the
bathymetry of the Hudson River Estuary. In the Weeks Bay estuary, note from the results
of Figure 3.11 that the largest differences in the predictions of salinity are located in the
regions of the longitudinal transect that exhibit the most important bathymetric changes.
A detailed evaluation of the impacts of the bathymetry on the predictions of the model
are investigated in Chapter 4.
Regarding (2) we found that the selection of the turbulence closure scheme has
the greatest impacts on the predictions of salinity. However, by selecting the turbulence
scheme based on field observations of salinity, it is possible to reduce the uncertainty
associated to the selection of this model component. It is important to highlight that for
most practical applications the turbulence closure schemes implemented in this
investigation do not require the modification of their parameters. Their modification is a
topic of research in turbulence modeling and therefore is outside the scope of this
investigation.

76

3.4.3

Temperature
In general, the predictions of temperature exhibit a low sensitivity to changes in

the grid resolution as well as to changes in the selection of the turbulence closure scheme.
This is due to the fact that water temperature is governed by a vertical process of heat
transfer which is mostly driven by the atmospheric conditions. In particular, given the
shallow character of the Weeks Bay estuary, and the fact that the atmospheric conditions
including the solar radiation act uniformly over the surface of the computational domain,
the heat transfer is almost homogeneously distributed through the vertical layers of the
water column regardless the spatial resolution of the grid.
3.4.4

Flow velocity
From the evaluated variables, the flow velocity exhibited the largest sensitivity to

changes in the grid resolution as well as to changes in the turbulence closure scheme. As
in the case of the salinity, the impacts of the grid resolution on the flow velocities may be
partially associated to the changes on the model bathymetry induced during the
aggregation or refinement of the grid. This, taking into account that the sensitivity of the
flow velocity to changes in the model bathymetry has been reported in other estuaries
(e.g. Blumberg and Georgas 2008). Nevertheless, the modification of the grid per se can
also induce important differences in the flow velocities, particularly in areas where the
grid resolution is irregular (e.g. regions of small grid cells followed by very large cells).
As example, Sehnert et al. (2009) found differences of up to 150% in the predictions of
flow velocity by only changing the resolution of the grid.
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3.4.5

The importance of model selection and calibration
The approach followed in this chapter for the evaluation of structural uncertainty

is implicit in the sense that instead of computing a direct measure of uncertainty for the
model predictions (e.g. 95% confidence bounds, standard deviations, etc) we use a
sensitivity analysis to: 1) determine the most relevant aspects of the model that require a
special attention during the development phase, 2) support the selection of a model
structure (in our case the model M2C1) among a set of different competing models (i.e.
MG1, MG2, and M2C2), and 3) report the potential limitations of the selected model
configuration. It is important to note that although an explicit measure of structural
uncertainty would be useful to interpret the predictions of a model, its magnitude could
be so high that would render useless the use of any model alternative. For example, note
from Section 3.3.3 that by fixing the model grid and only changing the turbulence closure
scheme is possible to obtain completely different solutions of the vertical salinity
structure in the system. If we could use the computed RMSD as a preliminary measure of
uncertainty, at station St.1 for example, the uncertainty bounds would have a width of ±
9.66 psu around the predictions of the model M2C1. The validity of this band width
which represents an uncertainty of more than 100% of the M2C1 model predictions, is
questionable as it only reflects the potential errors of considering the closure scheme
implemented in the M2C2 model. In our case, the evaluation of different model
alternatives is more relevant to support an informed selection of the model rather than the
computation of measures of uncertainty.
The limitation of evaluating several model structures in practical applications is
that this process is very time consuming and may require in some cases the modification
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of the numerical code. An alternative approach (commonly used in the practice) to deal
with the problem of model structure uncertainty is to combine a strong model
development (based on experience and peer review), with the process of calibration or
skill assessment based on field observations (explored in detail in Chapter 4). The
fundamental idea is to set up the best possible model configuration for the problem under
analysis and to reduce the uncertainty analysis to the impacts of errors in the input data
and model parameters.
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CHAPTER IV
EVALUATING INPUT DATA UNCERTAINTY: FIRST ORDER VARIANCE
ANALYSIS (FOVA) VS MONTE CARLO UNCERTAINTY
ANALYSIS (MCUA)

Explicit quantification of the uncertainty associated to the predictions of a
hydrodynamic model is a necessary activity to objectively evaluate and report the
limitations of the model caused by different sources of error. This chapter evaluates the
impacts of input data errors on the predictions of a 3D hydrodynamic model of the Weeks
Bay estuary, Alabama. The uncertainty analysis is performed using the First Order
Variance Analysis (FOVA) and the Monte Carlo Uncertainty Analysis (MCUA) methods
illustrating a procedure to implement a skill assessment as a fundamental component of
the FOVA method. The uncertainty analyses are performed temporally as well as
spatially distributed over the model domain. The results indicate that the uncertainty in a
specific variable is not homogeneously distributed over the computational domain, and
that there are areas prone to a higher or lower uncertainty. The identification of these
areas is relevant for the designing of data collection plans intended to improve the
confidence in the model results. The comparison of the methods indicate that both are
effective to provide uncertainty estimates, although FOVA tends to overestimate the
predictions obtained by MCUA. In general this overestimation can be considered as a
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conservative estimation of the uncertainty given the existence of other sources of errors
more complex to evaluate.
4.1

Introduction
Uncertainty analysis is defined as the set of procedures and strategies

implemented to identify, evaluate and report the main sources of errors in a modeling
application and their impacts on the model predictions. Model uncertainty arise as
consequence of errors in the model structure, errors in the input data due to measurement
imprecision, and inaccuracies caused by random or systematic errors during the
collection of the data, and parametric errors due to the difficulty of identifying a set of
physically representative parameter values valid at the temporal and spatial scale of the
model (Linkov and Burmistrov 2003; McIntyre et al. 2002; Walker et al. 2003).
Uncertainty analysis of numerical models has received special attention during the
last years by the water resources community (particularly in the fields of hydrological,
ecological and climate modeling), and several strategies have been implemented to
evaluate the degree of confidence on the model predictions. Existing strategies are
generally classified into analytical and approximate methods (Tung and Yen 2005),
although only these later have applicability for most models used in the practice. The
approximate methods include moment based methods such as the First Order Variance
Analysis (FOVA) and the Advanced First Order Variance Analysis (AFOVA) (e.g.
Blumberg and Georgas 2008; Mailhot and Villeneuve 2003; Melching 1992; Melching
1995; Zhang and Yu 2004), Probabilistic Point Estimate Methods (PPEMs) such as the
Rosenblueth and Harr methods (Hong 1996; Tung and Yen 2005; Yu et al. 2001), and
Monte Carlo based methods such as Bayesian analysis (BA), Markov Chain Monte Carlo
81

(MC2) and the Generalized Likelihood Uncertainty Estimation method (e.g. Beven and
Binley 1992; Dilks et al. 1992; Thiemann et al. 2001).
Despite the importance of uncertainty in the modeling practice, and the
availability of methods for its quantification, uncertainty analyses are rarely performed in
hydrodynamic investigations. This lack of studies (particularly in estuarine modeling) is
explained in part due to the high complexity of the models, and their computational
requirements taking into account that, even with the current advances in computational
power, some models still require several hours to perform a single simulation.
Consequently, uncertainty analysis is still an underdeveloped area in estuarine modeling
that requires further research. Presently, some of the most relevant problems include a)
the identification of the most relevant sources of uncertainty in the modeling process, and
b) the evaluation of suitable strategies for the quantification of their impacts on the model
predictions. Regarding (a) discussions about the relevance of parametric and model
structure uncertainty can be found in Li et al. (2005) and Jones and Davies(2007).
Meanwhile, the impacts of input data uncertainty have been investigated by Blumberg
and Georgas (2008) for the N.Y./N.J Harbor Estuary, Sucsy et al. (2010) for the St. Johns
River, and recently by Cea and French (2012) for the Crouch-Roach estuary. Regarding
(b) few investigations have evaluated the limitations and benefits of different uncertainty
analysis methods. In recent investigations Blumberg and Georgas (2008) and Sucsy et al.
(2010) implemented FOVA as a strategy for evaluation of uncertainty in estuarine
hydrodynamic models. The results of these investigations suggest that FOVA is effective
for obtaining uncertainty estimates and also easy to implement for complex estuarine
models. However, further investigations are necessary to evaluate the performance of the
82

FOVA method for different estuarine systems, and also to evaluate the reliability of the
FOVA results when compared to alternative methods.
The purpose of this chapter is to investigate the impacts of input data uncertainty
on the predictions of the hydrodynamic model of the Weeks Bay estuary, Alabama
(USA), using the FOVA method. In particular, we investigate the impacts of errors in the
specification of the water surface elevations at the open boundary, the model bathymetry,
and the freshwater flows on the predictive capacity of the model to reproduce observed
records of water surface elevations (WSE), current velocities, and salinities within the
estuary. We also investigate how the uncertainty in the model predictions varies
temporally, and propagates and distributes spatially within the limits of the computation
domain. Although of high importance, to the author's knowledge the later type of analysis
has not been performed in the past, despite this kind of analyses can be of high relevance
for the designing of data collection plans. The chapter illustrates how to include a skill
assessment as a procedural component of the FOVA method, and investigates the
benefits and limitations of FOVA by comparing their results to the results of a traditional
Monte Carlo Uncertainty Analysis.
The remaining of the chapter is organized as follows: Section 4.2 describes the
study area and presents the methods used for the uncertainty analysis. Section 4.3
presents the results of the uncertainty analysis. Section 4.4 presents a discussion of the
results presented in Section 4.3, and finally, Section 4.4 presents the conclusions of the
investigation.
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4.2
4.2.1

Methods
Hydrodynamic model and study area
A description of the Weeks Bay estuary can be found in Section 3.2.1. The

hydrodynamic model of the estuary is based on the Environmental Fluid Dynamics Code,
EFDC (Hamrick 1992) introduced in Section 3.2.3. The curvilinear orthogonal sigma grid
MG2 (Figure 3.2.) has been used as the geometrical model of the system. This grid
includes the lower portions of the Fish River and Magnolia River, the main embayment
region, and the area that extends approximately 7.6 km from the mouth of the estuary
towards Mobile Bay. In total, 789 horizontal grid cells each constitute the geometric
model of the estuary. Vertically, the model was divided into two vertical layers given that
the degree of stratification in the system is low (Schroeder et al. 1992), (also notice that
the differences between the salinity in the surface and the bottom of the deepest areas is
small as shown in Figure 3.1), and also taking into account that the field data to support
the evaluation of the model is limited.
In Figure3.1 the white points denote the locations of available data. Stations St.1,
St.2, St.3, St.4 and St.5 are also called in this chapter Fish River station, Magnolia River
station, Middle Bay station, Weeks Bay station and Mouth of Weeks Bay station
respectively. Observations of

are available at Stations St.1 and St.5 from NOAA

station 8732828 and USGS station 302234087501201 respectively. Meanwhile,
observations of salinity (W

and temperature (T ) are available from the National

Estuarine Research Reserve System (NERRS) at Stations St.1, St.2, St.3 and St.4.
Finally, current velocities (U ) are only available at Station St.5 (also from USGS station
302234087501201). Additional information for the model included meteorological
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information obtained from NERRS at Station MS (Figure 3.1), and water surface
elevations at the open boundary (η ) from Dog River Bridge Station, AL (NOAA
8735391).
4.2.2

Model skill
The predictive capacity of the model is evaluated based upon the degree of

agreement between the model predictions and the observations. In order to quantitatively
evaluate such agreement we have used in addition to the correlation coefficient

and

the root mean squared error (RMSE) between the observed records ( ) and the model
predictions ( ), the overall bias ( ) defined by
̅–

(4.1)

and the index of agreement or "model skill" defined by Equation 3.12
4.3
4.3.1

Uncertainty analysis
First Order Variance Analysis (FOVA)
The First Order Variance Analysis (FOVA) is a method for evaluation of input

data uncertainty and parametric uncertainty. The method is relevant in the practice given
the reduced computational requirements to obtain uncertainty estimates, and also because
it directly provides a measure of model sensitivity to the input variables or parameters
under analysis. Only few hydrodynamic modeling studies have implemented FOVA for
the evaluation of input data or parametric uncertainty (e.g. Blumberg and Georgas 2008;
Sucsy et al. 2010), and although further research is necessary to evaluate the limitations
and benefits of the method compared to alternative strategies, the existing studies suggest
that the method is effective in: a) identifying the most relevant input variables or
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parameters contributing to the output uncertainty, b) evaluating the degree of sensitivity
of the model's output to any variable under analysis, and c) quantifying uncertainty on
model predictions.
The fundamental idea behind the FOVA method is to construct a Taylor series
expansion truncated at the first order term of the function
of a given output variable

(Blumberg and Georgas 2008; Melching 1995;

Zhang and Yu 2004). In the context of this investigation
hydrodynamic model,

function

can be interpreted as the

a vector containing the input variables

speed, model bathymetry, and freshwater flows) and
predicted variables

that predicts the evolution

,

,…

(e.g.

,

,…,

(e.g. wind

the vector describing a set of

and flow velocities). The expansion of the

is performed around the model predictions

resulting from a set

of unperturbed or mean values of the input variables

,

,…,

. The

resulting expansion is given by,
p

F ( X )  f ( x1o , x2 o ...x po )  
i 1

where

F
xi

xi  xio 
(4.2)

xi  xio

is the number of input variables or parameters under study;

i-th input variable at the expansion or unperturbed point ; and
change of the model predictions

/

due to changes in the input variable

value and variance of the model predictions

is the value of the
is the local
. The expected

are estimated based on Equation 4.2 as

(Blumberg and Georgas 2008),
E[Y ]  E[ F ( X )]  f ( x1e , x 2e ...x pe )
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(4.3)

 F
Var(Y )   Y2   
i1  xi

p

2
p
p 

F
F
 E( xi  xio )2  2  
i1 j 1, j i  xi x x x j
xi xo 
i io



If the input variables

,


E xi  xio x j  x jo 

x j x jo 
(4.4)





are statistically independent, then

,…,

Equation 4.4 is simplified to:



p  F

2
Var (Y )   Y   
i 
i 1  xi x  x
i io 


where

2

(4.5)

is the variance associated with the model predictions (i.e. output uncertainty),
is the variance of the i-th input variable (i.e. input uncertainty). The term

and
|

/

quantifies the change in the output variable of interest as a result of a

perturbation of the input variable

from the unperturbed point

. The derivative term

can be evaluated numerically using a simple difference scheme. For example (using
forward differencing)

, where

∆

prediction obtained after perturbing the input variable
from the unperturbed or mean value

∆

is the model

in a magnitude equivalent to ∆

. Note that Equation 4.5 can be expressed

alternatively in terms of coefficients of variation if the standard deviations in this
equation are normalized with the mean or unperturbed values of their corresponding
variables (i.e. CVY   Y / Yo , CVxi   i / xio ). Then, Equation 4.5 would be rewritten as,
p 
F


CVY2    DSCi xi  xo  * CV xi 
i 1 



where DSCi is given by (Blumberg and Georgas 2008)
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2

(4.6)

F
DSCi xi  xo  F / xi / F ( xi ) / xi







xi  xo

(4.7)

and is defined as the dimensionless sensitivity coefficient, which quantifies the relative
importance of changes in the input variable

on the model predictions.

The complete procedure for implementing FOVA can be summarized in five
steps: 1) define the input and output variables of interest; 2) define the mean or
unperturbed values of the input and output variables; 3) define the magnitude of the
perturbation for each input variable and compute the DSC by using Equation 4.7; 4)
estimate the coefficient of variation

(or alternatively the standard deviation

) of

each input variable (i.e. estimate the degree of uncertainty in each input variable); 5)
propagate the uncertainty in the input variables to the output variables using Eqs. 4.5 or
4.6 (i.e. compute the

(Equation 4.6) or standard deviation

(Equation 4.5) of the

output variable of interest). Step four can also be implemented in parallel or
interchangeably with step three.
In this study, the input variables of interest were the water surface elevations in
the open boundary (

), the model bathymetry (

), and the freshwater inflows (

),

and the output variables of interest were the model predictions of water surface elevation
(WSE), current speeds (

), and water salinity (

) (Step one). For step two we used a

skill assessment in order to set up the mean values of the output variables in the
"calibrated" values (highest agreement achieved between model predictions and
observations). Note also that the skill assessment is useful to evaluate the quality of the
input data and the predictive capacity of the model when compared to observations. For
step three we perturbed each input variable in an amount of
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15% (i.e. ∆

0.15 )

and computed the DSC using Equation 4.7. For step four we identified the input
uncertainty based on the instruments and procedures used to collect the input data (we
performed this activity after the skill assessment). Finally, we used Eqs. 4.5 and 4.6 in
order to propagate the input data uncertainty into the model predictions.
A limitation of the FOVA method is that it is based on linear assumptions about
the response of the model to any perturbation in the model parameters or input variables.
Therefore, in practice such perturbations must be small and consistent with the
assumption of linearity.
4.3.2

Monte Carlo Uncertainty Analysis (MCUA)
Monte Carlo Uncertainty Analysis (MCUA) is a widely used method for

evaluation of uncertainty in numerical models. MCUA is based on the statistical analysis
of the results of a set of multiple model simulations. For implementing the method, first
the hydrodynamic model is run NS times with a specific set of perturbed or changed
values of the input variables or even model parameters (in this chapter only the input data
is assumed to contain uncertainty and therefore only the values of the input variables
, and

,

are changed). An individual set of perturbed variables is called a sample

and is drawn from a feasible range of variation of the input variables. Then, the results of
the simulations are analyzed statistically. For example, for each time step a total of NS
different model predictions of a given variable would be available from the Monte Carlo
simulations. These NS values can then be used to obtain for each time step, expected
values of the model predictions or uncertainty measurements such as the standard
deviations around the expected values, or as implemented in this study 5 and 95%
confidence intervals.
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4.4

Results

4.4.1

Model skill assessment
The model skill assessment was performed as a strategy to define the unperturbed

or mean values of the input and output variables. This activity constitutes Step 2 in the
general procedure to implement the FOVA method. The skill assessment was also used to
ensure that the model structure (e.g. spatial resolution and selected turbulence closure
scheme), model parameters (roughness height) and input data sets of

,

and

were appropriate and representative to understand the fundamental physical processes
that affect the circulation and transport of scalar constituents in the Weeks Bay estuary.
The analyses presented below were obtained from simulations performed with the model
for the period between July 9, 2011 to July 7, 2012.
4.4.1.1

Water surface elevations (WSE)
Figure 4.1. presents a comparison of observed versus predicted water surface

elevations at Fish River Station (St. 1) and Mouth of Weeks Bay Station (St. 5) for the
period April 12, 2012 to June 26, 2012. It is observed from this figure that the model is
able to reproduce with a high degree of agreement the temporal variability of the water
surface elevations at both stations. The differences between the amplitudes of the
observations and the model predictions are small, as well as the differences between the
phases of both time series. The Root Mean Square Error (RMSE) and overall model
prediction bias (

) are relatively small, with values of 7.6

respectively at Station 1, and 6.1

and 0.8

and 1

,

at Station 5. The statistical evaluation

of the model performance (Table 4.1) also shows high correlation coefficients and model
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0.94 and

skill values at Station 1 (
(

0.96 and

Figure 4.1

0.97, respectively) and at Station 5

0.97).

Comparisons of observed (red line) and predicted (blue line) water surface
elevations.

Upper panel: Fish River station, lower panel: Mouth of Weeks Bay station.
4.4.1.2

Current speed (

)

A comparison of observed and model predicted current speeds at Station 5 is
presented in Figure 4.2, and a summary of the statistical metrics used to investigate the
model performance is presented in Table 4.1. The period of analysis shown in Figure 4.2
ranges from April 12, 2012 to May 28, 2012. In order to remove high frequency
oscillations in the observed records of

, we implemented a fourth-order Butterworth
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filter with a cutoff frequency of 6 cycles/day (i.e. low pass filter) as initial step for the
comparative analyses.

Figure 4.2

Comparison of observed and predicted current speeds at Mouth of Weeks
Bay station.

Results from Figure 4.2 indicate that the model is able to satisfactorily reproduce
the temporal variations in the current speed at Station 5. Note that the differences in the
phase and amplitude between the observations and model predictions are small for the
period under analysis and also during both neap and spring tide periods. The statistical
analysis shows a high degree of agreement between the observations and model
predictions as indicated by the values of the correlation coefficient (
model skill (

0.93) and the

0.974). In addition, the model predictions are unbiased with respect

to the observations, and the prediction errors are low with a RMSE of 4.2
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Table 4.1

Statistical evaluation of model performance for water surface elevation,
flow velocity, salinity and temperature.
Variable / Station
Water Surface Elevations
Station 1 (Fish river)
Station 5 (Estuary mouth)
Velocity
Station 5 (Estuary mouth)
Salinity
Station 1 (Fish river)
Station 2 (Magnolia River)
Station 3 (Middle Bay)
Station 4 (Weeks Bay)
Temperature
Station 1 (Fish river)
Station 2 (Magnolia River)
Station 3 (Middle Bay)
Station 4 (Weeks Bay)

4.4.1.3

Salinity (

RMSE Skill

(Obs. vs Mod.)
0.94
0.96

-0.010 m 0.076 m 0.97
-0.008 m 0.061 m 0.97

0.93

0.00 m/s0.042 m/s0.964

0.84
0.83
0.77
0.81

-1.17 ppt 2.62 ppt
0.13 ppt 2.29 ppt
0.08 ppt 3.14 ppt
1.66 ppt 3.61 ppt

0.88
0.91
0.85
0.86

0.97
0.97
0.98
0.98

0.17 °C
0.22 °C
-0.29 °C
-0.16 °C

0.98
0.98
0.99
0.99

1.59 °C
1.56 °C
1.33 °C
1.43 °C

)

Given that the model predictions of salinity did not show an important vertical
variation (difference between the salinity in the upper and lower layers, typically <3.5),
the following analysis are based on depth averaged salinity predictions. Comparison of
observed and model predicted salinity values at Stations St.1, St.2, St.3 and St.4 are
presented in Figure 4.3 for the period from July 7, 2011 to June 30, 2012. Meanwhile, the
statistical metrics of model performance are summarized for each individual station in
Table 4.1.

93

Figure 4.3

Comparison of observed and model predicted salinity values.

a) St.1. Fish River Station, b) St.2. Magnolia River station, c) St.3. Middle Bay station, d)
St. 4. Weeks Bay station.
From Figure 4.3 and Table 4.1 it is observed that, in general, the model is able to
reproduce the temporal variability of salinity in most stations with an acceptable degree
of accuracy. Notice from the statistical analysis (Table 4.1) that in most stations the
correlation coefficient (

) between observed and model predicted salinity time series is

above 0.8 (0.84 at St.1, 0.83 at St.2, and 0.81 at St.4.), with an exception at Station 3
where

0.77. The model skill for the prediction of salinity is also high, with values

between 0.85 and 0.91 for all stations. The overall bias in the salinity simulations for the
period under analysis indicate that, while the model tends to underestimate the salinity
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predictions at Station St.1 with a magnitude of 1.17 psu, it tends to overestimate the
salinity predictions with a magnitude of 0. 13 psu at Station St. 2, 0.08 psu at Station
St.3, and 1.66 at Station St.4. The RMSE computed for each station are small with values
of 2.62 psu at Station St.1, 2.29 psu at Station St.2, 3.14 psu at Station St.3, and 3.61 psu
at Station St.4.
In order to further investigate the significance of the computed RMSE values for
the evaluation of the model, we computed the percentage of time that the salinity errors
between the observations and the model predictions lie in the ranges of RMSE
computed for each of the stations. The results of this analysis showed that the errors in
the prediction of salinity at Station 1 lie in the range 2.62 psu during 75% of the time,
while 90% of the time these errors lie in the range 3.5 psu. For Stations St.2, and St.3
the errors lie in the range 2.62 psu and 3.14 psu 80% of the time, respectively, while
90% of the time these errors are within the limits of 3.2 psu and 3.6 psu. Finally, at
Station St.4 the errors lie in the range 3.61 psu 88% of the time.
For the purposes of this investigation and considering the degree of complexity
involved in the prediction of salinity fields, the above results are considered satisfactory.
However, a more precise representation of the temporal variability of the salinity fields in
the estuary could be achieved by an improvement of the measurements particularly at the
limits with Mobile Bay (i.e. at the open boundary of the model).
4.4.1.4

Temperature (

)

Figure 4.4 presents the comparison of observed and modeled time series of water
temperature (

) at Stations St.1, St.2, St.3 and St.4. As with the salinity measurements,
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the period under analysis ranges from July 7, 2011 to June 30, 2012. The corresponding
metrics of model performance are presented in Table 4.1.
Results from Figure 4.4 and Table 4.1 indicate that the model is capable of
reproducing with a high degree of agreement the observed records of

in all stations. In

general, the correlation coefficients and model skill values are high with values above
0.97 for all four stations and the RMSE are small with values below 1.6°C (which
represent an error value smaller than 5% of the observed temperatures). The overall bias
in the model predictions is almost negligible for all stations with values of 0.17°C at
Station St.1, 0.22°C at Station St.2, -0.29°C at Station St.3, and -0.16°C at Station St.4.

Figure 4.4

Comparison of observed and simulated temperature values.

a) St.1. Fish River Station, b) St.2. Magnolia River station, c) St.3. Middle Bay station, d)
St. 4. Weeks Bay station.
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4.4.2
4.4.2.1

Sources of errors in the input data
Water surface elevation at the open boundary (

)

Errors in the definition of water levels at the open boundary are fundamentally
associated to measurement inaccuracies and data manipulation errors. Measurement
inaccuracies refer to the limitations in equipment precision and also to the errors that may
arise as a result of an inappropriate installation, or manipulation and maintenance of the
instruments. These inaccuracies basically depend on the type of water level sensor used
for the measurements. Meanwhile, the data manipulation errors arise as a consequence of
the manipulation of data by technical personnel before it is available for their use, and by
the modelers while manipulating the available data to feed the models. For the purpose of
this investigation only measurement inaccuracies are accounted for in the analyses,
assuming that the procedural errors are negligible.
The records of

, used as open boundary conditions in the Weeks Bay model

are collected by NOAA using a radar sensor at the Dog River Bridge Station, AL (NOAA
8735391). Radar sensors are a relatively new technology used for water level measuring
which has several advantages over other traditional instruments such as pressure sensors
and acoustic gauges. Some of the most important advantages include the direct
measurement of the water level, the low dependence of the measurements on variations
of density and temperature (in the water and atmosphere), and the ease of operation and
maintenance of the instruments (Aarup et al. 2006). In principle, the expected error in
individual measurements using radar sensors under optimal conditions (appropriate
equipment condition and low atmospheric interference) usually lie between a few
millimeters up to 1cm (e.g. Heitsenrether and Davis 2011). Although this is the
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manufacturer- specified accuracy, for real field conditions this accuracy is not
substantially different. Note for example that despite the scarce availability of studies
evaluating the errors associated with radar measurements, some investigations (e.g. Boon
et al. 2009; Fulford et al. 2007; Heitsenrether and Davis 2011) have shown that there is a
high consistency between the measurements using radar sensors and other traditional
instruments such as acoustic gauges, with differences (in readings within a few minutes
of a time interval) of only a few millimeters up to a maximum of approximately

1- 2

cm. Based upon the above information, a maximum error of 2 cm was selected for the
purposes of this investigation as the standard deviation of the individual measurements of
. This value is consistent with other related studies (e.g. Thompson et al. 2008).
4.4.2.2

Model bathymetry (
Errors in

)

are caused by errors in the source data and also by errors in the

gridding procedures used to obtain average bed surface depth values at the resolution of
the model's grid (Hare et al. 2011). Errors in the source data (bathymetric soundings)
refer to the errors in the measurements of the horizontal and vertical positions of an
individual bathymetric record. These errors are caused by (considering recent
technologies based on acoustic devices): inaccuracies of the positioning instruments,
range and beam errors, errors in vessel heading, errors in the beam pointing angle, sensor
position offset errors, errors in the vertical datum, tidal measurement errors, vessel draft,
vessel settlement, and squat among others (Byrnes et al. 2002; International
Hydrographic Organization 2008; Morang et al. 1997; Van Der Wal and Pye 2003).
Meanwhile, the errors caused by the gridding and interpolation processes result from the
aggregation of a spatially varying bed surface depth field into a single grid value, the
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smoothing of the bathymetric records, and the extrapolation of data to places where there
are no bathymetric measurements.
Typically, horizontal positioning errors in bathymetric measurements can be
expected to be around

2

fall in the range of 0.15
between 5

and 12

while the vertical errors using modern acoustic devises may
for depths smaller than 5.0

, and 0.25

for depths

(Byrnes et al. 2002; Hare et al. 2011; International Hydrographic

Organization 2008). On the other hand, although the errors resulting from interpolation
and gridding procedures can vary greatly depending on the gridding technique and the
spatial density of the measurements, generally the errors can range from 1% to 10% of
the depth value (not including extrapolation errors). A discussion of some strategies to
quantify the errors from gridding procedures can be found in Maleika et al. (2012),
Paquet (2010) and Erdogan (2009).
For the Weeks Bay estuary, the model bathymetry was defined based on
bathymetric measurements collected by NOAA during the period April 12, 2010 - April
16, 2010. The spatial resolution of the measurements were 25m in the constricted area
connecting Weeks Bay and Mobile Bay, and 100m in the other areas. These surveys were
conducted using a Single Beam Sonar system with a built-in enabled GPS receiver. The
collected data are referred to the Mean Lower Low Water level at the Weeks Bay Station
(NOAA ID 8732828) and the vertical errors in the measurements (based on the
equipment used for the surveys) may vary in the range 15

. Given the high density of

the measurements relative to the grid cell sizes, an inverse distance weighting procedure
was used in order to obtain averaged grid cell values of the bed's surface depth. This
process was assumed to introduce negligible uncertainty to the estimations given that it
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was not necessary to extrapolate the observed records. Based upon the above information
the total error in the Weeks Bay model bathymetry was specified at 15

or 0.15

and is treated as its the standard deviation.
4.4.2.3

Freshwater flows (

)

Individual measurements of

contain appreciable uncertainty. Several

investigations point out that the average error in the determination of a single flow
discharge value may vary from 5% up to 25% (Di Baldassarre and Montanari 2009;
Leonard et al. 2000; Pelletier 1987; Zhang and Yu 2004) mainly depending on the
number of verticals selected to obtain velocity measurements, the number of velocity
measurements in the vertical in relation to the flow depth, the precision and conditions of
the instruments, the presence of macro-vegetation in the bottom of the channel, the
channel's width, and the homogeneity of the flow along the cross section. The use of
rating curves to obtain flow values based on stage measurements is also an additional
source of error in flow discharge estimations as discussed by Di Baldassarre and
Montanari (2009) and Herschy (1999). This later source of error is particularly important
during the estimation of high flows given that rating curves are typically extrapolated to
high flow conditions based on measurements of flow collected during medium or low
flow conditions.
For the Weeks Bay model the flow records were obtained from the USGS stations
02378500 (Fish River) and 02378300 (Magnolia River). It was established that the flow
discharges used for the Fish river and Magnolia river were subject to errors of up to 15%
of their values. This error magnitude takes into account the errors resulting from the use
of a rating curve by the USGS to estimate the flow discharges based on stage
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observations (10%), and also the errors in the measurements used to develop the rating
curves (5%). While the first component of the error was determined considering that the
error of a flow discharge estimate derived from a rating curve is approximately 10% of its
value at the 95% confidence level (Herschy 1999), the second component was defined
considering that the average error of an individual flow measurement falls in the range of
3 to 6% (Sauer and Meyer 1992). Note that although the magnitude and importance of the
errors in the specification of flow discharges may vary from site to site, the errors used in
this investigation are within the ranges of error reported in other previous studies (e.g.
Sucsy et al. 2010).
Table 4.2 summarizes the metrics and error values utilized in the FOVA
, and

framework for the computation of the uncertainty in the predictions of WSE,
due to errors in
Table 4.2

,

and

.

Summary of the metrics and error values in the input variables
and
used in FOVA.

Variable
WSE at open boundary (tide measurements)
Model bathymetry
Freshwater discharge

4.4.3
4.4.3.1

Error metric
Standard deviation
Standard deviation
Coefficient of variation

,
Value
2cm
15cm
15%

Uncertainty analysis
DSC: Sensitivity of the prognostic variables to perturbations in the input
variables
The DSCs were computed by means of Equation 4.7. This required the

perturbation of the input variables, and the computation of the model's response for the
perturbed conditions. As discussed previously, in this investigation we defined the
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unperturbed conditions of

,

, and

as the input data sets used during the model

skill assessment. Therefore, the model's predictions presented in Section 4.4.1 were used
as the base line for the uncertainty analysis. The unmodified input data sets were later
perturbed in an amount of

15%, and used to obtain the model's response for the

perturbed conditions. As summarized in Table 4.3, in total six scenario simulations were
used to compute the DSCs of the output variables

,

, and

. The simulation

period under analysis ranged from July 9, 2011 to July 7, 2012.
Table 4.3

List of designed scenarios for the evaluation of the DSC
Scenario
1
2
3
4
5
6

Modified input variable
WSE at the open boundary η
WSE at the open boundary η
Model bathymetry M
Model bathymetry M
Freshwater discharges Q
Freshwater discharges Q

Condition
15% increment
15% reduction
15% increment
15% reduction
15% increment
15% reduction

The DSCs were computed for every time step and for every computational cell in
the model domain in order to investigate the temporal and spatial variability of the DSCs
of

(DSCwse),

values of

,

(DSCUs), and
and

(DSCsal) resulting from perturbations in the

. We use the notation DSCwse(

that the evaluation of the sensitivity of the

) to indicate for example

is based on perturbations in the variable

. In this study, the temporal variability of the DSCs was evaluated using the median
values of the DSCs computed for each simulation day. Meanwhile, the spatial variability
of the DSCs was evaluated by computing the median values of the DSCs for the whole
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simulation period for each individual computational cell. The results of these analysis are
presented in Figures 4.5 and 4.6 respectively.
4.4.3.2

Temporal variability of the DSCs
The results of the temporal evaluation of the DSC of WSE (DSCwse) are shown in

Figures 4.5a, b and c below.

Figure 4.5

Temporal variation of the DSC of water surface elevation WSE (a)-(c),
current speed U (d)-(f) and salinity W (g)-(i),

The figure presents the DSC after perturbing the input variables η (red color), M
(blue color), and Q (black color). The continuous lines indicate a reduction in 15% of the
input variable (Scenarios 2, 4, 6) while the dashed line indicates an increment in 15% of
the input variable (Scenarios 1, 3, 5).
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The results indicate that the model predictions of WSE are mostly sensitive to
variations in
DSCwse(
and

(Scenarios 1 and 2). Note from these figures that the values of

): 1) are the largest compared to the DSCwse associated to changes in

(i.e. DSCwse(

(DSCwse(

) and DSCwse(

) respectively), 2) are the same

) 1) for a 15% increment and 15% reduction of

(i.e. these perturbations

have the same relative impact on the predictions of WSE), and 3) do not show an
important temporal variation in the period under analysis (DSCwse(

) 1 for the entire

simulation period). Regarding the impacts of the perturbations in the input variable
on the predictions of

, it is observed that the computed values of DSCwse

under Scenario 3 (Table 4.3) are larger than those computed under Scenario 4 at Stations
St.1, St.3 and St.5. This indicate that the model predictions of WSE are more sensitive to
a systematic underestimation of the model bathymetry (a shallower condition due to 15%
reduction in

) compared to an overestimation of it (a deeper condition due to 15%

increment in

). The results also indicate that there is a moderate temporal variation

of the DSCwse

with values ranging from 0.1 to 0.2 for Scenario 3, and from 0.2 to

0.5 for Scenario 4 at all stations. Finally, regarding the impacts of
Figures 4.5a, b and c that

has the smallest relative impact on the model predictions of

WSE compared to the impacts of changes in
values of DSCwse

, it is observed from

and

. The results indicate that the

do not exhibit an important temporal variation, are almost the same

independently of whether the perturbation increases or reduces the magnitude of
are about 2 and 1 orders of magnitude smaller than the values of DSCwse(
DSCwse

respectively.
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) and

, and

The results of the evaluation of the DSC of current speed

(DSCUs) are

presented in Figures 4.5d, e and f. At all stations it is observed that an increment or
reduction (in 15%) of an individual variable (e.g.
It is also observed that the model predictions of
the input variables
impacts of

and

) lead to similar values of DSCUs.
exhibit a high sensitivity to changes in

, and a low sensitivity to changes in

, the computed values of DSCUs

. Regarding the

range from 1.5 to 2 at Station 1

(Figure 4.5d), from 1 to 1.5 at Station 3 (Figure 4.5e) and from 0.95 to 1.05 at Station 5
(Figure 4.5f). However, these values do not exhibit an important temporal variation. On
the other hand, for the input variable

note that the values of DSCUs

in general

present a low temporal variation in most stations, with exception to Station St.1 where the
values of the DSCUs present a variation from 0.5 to 1.0 during the months of July, 2011 to
January, 2012. Meanwhile, for the rest of the simulation period and for Stations St.3 and
St.5 the values of DSCUs
impacts of

only vary between 0.75 and 1. Finally, regarding the

the results show that although the values of DSCUs

present a moderate

temporal variability during the simulation period, the relative impacts of the changes in
the values of

on the predictions of

of changes in the values of
of the values of DSCUs

and

are substantially lower compared to the impacts
. The results also show that there is a reduction

as the evaluation of the DSC is performed far from the

freshwater systems. Note that the values of DSCUs

vary from 0.1 to 0.3 at Station 1,

from 0.09 to 0.2 at Station 2 and from 0.07 to 0.17 at Station 5.
Finally, the results of the evaluation of the DSC of salinity (DSCsal) are presented
in Figures 4.5g, h and i. In general, the differences between the values of DSCsal
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computed for a 15% increment and 15% reduction of a given input variable (
or

,

,

) are small, indicating that such perturbations have a similar relative impact in the

predictions of

. The computed values of DSCsal indicate that at Stations St.1, St.3 and

St.5 the model predictions of
and

are mostly sensitive to variations in the variables

. Regarding the input variable

, at Station 1 the values of DSCsal(

)

present a moderate temporal variation with values ranging from 1 to 4. At Stations St.3
and St.5 the temporal variation is smaller, and it is observed a reduction in the values of
DSCsal(

) with magnitudes ranging from 0.5 to 1.5 at Station St.3, and 0.3 to 0.6 at

Station St.5. On the other hand, for the input variable
temporal variation in the values of DSCsal(

the results show a moderate

) at all three stations, and it is observed a

gradual reduction in the magnitude of these DSCs as the analysis is carried out towards
the mouth of the estuary from Station St.1 to Station St.5. The values of DSCsal(

) range

from 0.5 to 2 at Station St.1, 0.3 to 0.8 at Station St.3, and 0.1 to 0.3 at Station St.5.
Finally, regarding the impacts of
DSCsal(

on the predictions of

it is observed that the

) present a moderate temporal variation at Stations St.1, St.3 and St.5, and also

a gradual reduction in the values of DSCsal(
values of DSCsal(

) from Station St.1 to Station St.5. The

) range from 0.3 to 1.2 at Station St.1, from 0.2 to 0.6 at Station St.3,

and from 0.05 to 0.15 at Station St.5.
4.4.3.3

Spatial variability of the DSCs
Figure 4.6 presents the spatial evaluation of the DSCs of

an increment of 15% in the values of the input variables
(Figures 4.6d, e and f), and

,

, and

(Figures 4.6a, b and c),

(Figures 4.6g, h and i). In the figure, the rows
106

for

represent the perturbed input variables, and the columns the output variables for which it
is desired to obtain the DSCs. Figure 4.6a for example represents the spatial variability of
the DSCs of

Figure 4.6

due to a perturbation of 15% in the values of

Spatial variation of the DSC of
, , and
input variables
(a)-(c),
(d)-(f), and

.

, after perturbing the
(g)-(i).

For each computational cell, the value of DSC represents the median value of the DSCs
computed during the simulation period July 9, 2011 to July 7, 2012.
From the results of the DSCs of

(Figures 4.6a, d and g), it is observed that

over the entire computational domain the predictions of
changes in the values of

. The impacts of the variations in
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are primarily sensitive to
(Figure 4.6d) and

(Figure 4.6g) are significatively smaller considering that the computed values of
DSCwse

and DSCwse

only represent a small fraction of the values of

. It can be easily seen from Figure 4.6a that the spatial variation of

DSCwse
DSCwse(

) is almost negligible as these values only vary from 0.98 to 1 within the

model domain (i.e. a variation of only 2%). On the contrary, Figures 4.6d and g show an
and DSCwse

important spatial variation of DSCwse
Figure 4.6d that the changes in the values of

respectively. Note from

have a relatively higher impact in the

areas located far from the open boundary, towards the headwater zones. In this way, the
computed values of DSCwse(

) increase gradually from 0 to 0.1 from the open

boundary to the middle portion of the embayment region, and from 0.1 to 0.16 from the
later point to the riverine zones. Finally, notice from Figure 4.6g that the changes in the
values of

have a greater relative impact in the predictions of

region (DSCwse

in the embayment

0.009) compared to their impacts in the area close to the open

boundary (DSCwse

0.005).

On the other hand, the results of the spatial evaluation of the DSCs of

are

presented in Figures 4.6b, e, and h. These figures indicate that over the entire model
domain the predictions of
and

are predominantly sensitive to changes in the input variables

with values of DSCUs ranging from 0.5 up to 2.0. Meanwhile, the relative

impacts of the changes in

are lower with DSCUs values ranging from 0.07 to 0.65.

From Figures 4.6b and e it is observed that in general the values of DSCUs(
DSCUs(

) and

) are higher close to the open and solid boundaries of the estuary (where

approximately 0.95<DSCUs(

)<1.4 and 1.5<DSCUs(
108

)<2 in these regions), and

lower in the area located between the open boundary and the mouth of the estuary, the
middle embayment zone, and toward the riverine zones (where approximately
0.6<DSCUs(

)<0.8, and 0.7<DSCUs(

from Figure 4.6h that the changes in

)<1.4 in these regions). Finally, it can be seen
have a higher relative impact in the main

embayment area, and particularly toward the freshwater systems. Notice that in these
areas the values of DSCUs(

)>0.4.

Finally, Figures 4.6c, f and i present the results of the spatial evaluation of the
DSC of

(DSCsal). The results show that there exists an important spatial variability

of the computed values of DSCsal. In particular, Figure 4.6c, f and i indicate that the
impacts of the changes in the values of

,

, and

are almost negligible in the

area located between the open boundaries and the estuary's mouth, but increase gradually
within the embayment area toward the riverine zones. Note that the perturbations in
have in general a higher relative impact in the predictions of
impacts of the changes in

and

compared to the

. This is particularly true in the regions of the

freshwater systems. From Figure 4.6c it is observed that the values of DSCSal(

) vary

approximately from 0.16 to 0.38 from the entrance of the estuary to the middle
embayment area, and increase from this point up to 0.77 in the riverine zones. Note from
this figure that the highest values of DSCSal(

) within the embayment area are located

in the confluence region of the Fish River (upper left region of the estuary). On the other
hand, Figure 4.6f indicates that the values of DSCSal(

) gradually vary from

approximately 0.3 up to 1 in the embayment area, and from 1 up to 2.1 in both the Fish
River and Magnolia River channels. Finally, Figure 4.6i shows that the values of
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DSCSal(

) vary approximately from 0.3 to 0.5 within the embayment area and from 0.5

to 1 in the riverine areas. Figure 4.6i also indicates that the impacts of the

from the

Fish River has a greater extension within the estuary compared to the impacts of the
from the Magnolia River.
4.4.3.4

Uncertainty in model predictions: FOVA estimates and comparison with
MCUA estimates
The uncertainty in the model predictions of

,

, and

was investigated

using FOVA and MCUA with the aim of evaluating the differences, advantages, and
limitations of each method when implemented in a complex hydrodynamic model such as
the Weeks Bay estuary. The uncertainty analysis using the MCUA method was
performed using a set of 200 Monte Carlo simulations. Each simulation used a specific
combination of perturbed conditions in the values of

,

and

. For each input

variable the magnitude of the perturbation was selected from a feasible range of variation
by means of a Latin Hypercube Sampling (LHS) approach. Using the information given
in Section 4.4.2 the ranges of variation for each input variable were defined by 2
, 15

for

and 15% for

for

. Using the LHS, the ranges of variation of

each input variable were divided into 200 intervals of equal probability 1/200=0.005.
Then, for each input variable an individual sample was drawn from each interval. These
samples were organized in a matrix of 200 rows by 3 columns, each column representing
the magnitude of the perturbations in the values of

,

and

. The final samples

used for the Monte Carlo simulations were obtained by randomly permuting the elements
of the above matrix. This way, the -th sample in the matrix defined by the values [
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,

,

]=[1.5, -7, 11] indicated that the -th Monte Carlo simulation was performed by

incrementing the unperturbed values of

by 1.5cm, reducing the unperturbed values of

by 7cm (making the system shallower) and by incrementing the unperturbed values
of

by 11%. To complete the Monte Carlo simulations, the total number of simulations

were split into 4 sets of 50 simulations in order to reduce the computational time. These
simulations were performed in parallel using four different Matlab sessions designed to:
1) modify the values of the input variables, 2) run the model for the perturbed conditions,
and 3) read and store the results from the model simulations. In total, 175 hours
(7.29days) were required to complete the 200 Monte Carlo simulations.
The results of the computation of the uncertainty bounds associated to the model
predictions of

,

, and

are presented in Figures 4.7, 4.8, and 4.9 respectively.

The figures include the results obtained using both the FOVA and the MCUA methods.
Figure 4.7 presents the results obtained for

at Stations St.1 and St.5. Meanwhile,

Figure 4.8 presents the results obtained for

at Station 5. Finally, Figure 10 presents the

results obtained for

at Stations St.1, St.2, St.3 and St.4. The uncertainty bounds were

computed following the procedures indicated in Sections 4.3.1 for the FOVA method and
Section 4.3.2 for the MCUA method. The observations of each prognostic variable were
also included in these figures in order to evaluate whether the records were inside or
outside the confidence limits predicted by the uncertainty analysis methods.
Regarding the results obtained for

, from Figure 4.7 it is possible to observe

that the uncertainty bounds computed by the FOVA method and the MCUA methods
present similar features and are characterized by a narrow shape. However, it is also
observed that the uncertainty bounds computed by FOVA are slightly wider than those
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derived by the use of MCUA. Nevertheless, note that most observations of

at St.1

and St.5 fall within the confidence limits predicted by both methods.

Figure 4.7

Uncertainty bounds on model predictions of WSE at Fish River station
(upper panel) and Mouth of Weeks Bay station (lower panel).

The gray light area corresponds to the uncertainty limits computed by the FOVA method.
The gray dark area corresponds to the uncertainty limits computed by the Monte Carlo
method.
On the other hand, from Figure 4.8 it is possible to observe a significant
difference between the uncertainty bounds computed by FOVA and MCUA for the
predictions of

at Mouth of Weeks Bay station (Station. St.5). Note that FOVA

systematically overestimates the uncertainty bounds predicted by MCUA. In addition, it
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can be seen from Figure 4.8 that a larger amount of observations fall within the limits of
uncertainty predicted by FOVA in relation to the observations that lie within the limits
predicted by MCUA.

Figure 4.8

Uncertainty bounds on model predictions of current speed at Mouth of
Weeks Bay station (St. 5).

The gray light area corresponds to the uncertainty limits computed by the FOVA method.
The gray dark area corresponds to the uncertainty limits computed by the Monte Carlo
method.
Finally, regarding the model predictions of

it is possible to observe from

Figure 4.9 that in general the limits of uncertainty computed by FOVA and MCUA
present similar features at Stations St.1 to St.4, although the results of FOVA tend to
overestimate the uncertainty bounds derived by MCUA, particularly at Stations St.1 and
St.2. Note that at stations St.3 and St.4 the results of both methods present a closer
agreement. It can also be seen in Figure 4.9 that a significant portion of

observations

fall within the limits of uncertainty estimated by both FOVA and MCUA. It is also
observed that the model remains unable to capture some variations of salinity, although
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the differences between the observations and the limits of uncertainty are typically small
(ranging between 1-2 psu).

Figure 4.9

Uncertainty bounds on model predictions of water salinity at (a) Fish River
station, (b) Magnolia River station, (c) Middle Bay station and (c) Mouth
of Weeks Bay station.

The gray light area corresponds to the uncertainty limits computed by the FOVA method.
The gray dark area corresponds to the uncertainty limits computed by the Monte Carlo
method.
4.4.3.5

Spatial distribution of uncertainty in the predictions of

,

, and

In order to investigate the spatial distribution of the uncertainty in the model
predictions of

,

, and

, we computed for every cell within the model domain,

and for each variable of interest, the median coefficient of variation of the model
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predictions by using FOVA and MCUA. To clarify this activity, consider as an example
Figure 4.9c where we presented the temporal evaluation of the uncertainty associated to
the predictions of

at Middle Bay station (Station St.3). Note that the uncertainty

bounds for every individual model prediction are given by either 1 standard deviation
from the model prediction under the unperturbed conditions (using FOVA), or by the 5
and 95% confidence limits of the probability distribution derived by MCUA. Furthermore
note that by using any of these methods the standard deviation of every individual model
prediction is known. If this standard deviation is divided by the model prediction under
the unperturbed condition (using FOVA), or by the mean value of the probability
distribution of the model predictions derived by MCUA, then it is possible to obtain the
coefficient of variation associated to that particular model prediction. By repeating this
process, eventually a "time series" of coefficients of variation associated to every model
prediction of

at Station St.3 is obtained. The median value of this "time series" is

therefore the median coefficient of variation. In this case, the median coefficient of
variation would be a measure of the relative dispersion of the model predictions of
only at Station St.3. Therefore, in order to investigate the spatial distribution of the
(and also

uncertainty in the model predictions of

and

), it is necessary to

determine for each computational cell, the median values of the coefficients of variation
by using FOVA and MCUA.
Figure 4.10 presents the spatial distribution of the uncertainty in the model
predictions of

(a and d),

variables

and

,

(b and e), and

(c and f) due to errors in the input

. The figure also compares the results obtained by using

FOVA (a, b and c) and MCUA (d, e and f).
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Figure 4.10

Spatial evaluation of the uncertainty in the model predictions of
using the FOVA and MCUA methods.
and

,

,

For each computational cell, the relative degree of uncertainty in an output variable is
represented by the median value of the coefficient of variation calculated by FOVA and
MCUA for every model prediction during the entire simulation period.
From Figure 4.10a and d it is observed that the values of uncertainty (i.e. median
coefficients of variation (CV) of model predictions of

) estimated by FOVA,

overestimate those computed by MCUA by a factor of 2. The results also indicate that the
spatial variation of the uncertainty in the predictions of

is low, with values of CV

ranging from 6 to 7.4% using FOVA, and from 3.2 to 3.6% using MCUA (Figure 4.10a
and d respectively). These figures also indicate that both methods in general agree in
identifying the zones of high and low uncertainty in the predictions of
consequence of the errors in

,

and

as

. Note for example that both methods

indicate that the region close to the open boundary is subject to a low uncertainty in the
predictions of

while the highest uncertainty is expected in the main embayment
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region. However, a small disagreement between FOVA and MCUA is observed in the
region of the Fish River. Note that while FOVA indicate that this is the region of the
lowest degree of uncertainty, MCUA suggests that it is the region of the highest
uncertainty in the predictions of

.

On the other hand, Figure 4.10b and e show an important difference in the spatial
distribution and magnitude of the CV of the predictions of

(CVUs) estimated by FOVA

and MCUA. Again, it is observed that FOVA overestimates the results of MCUA. Note
for example that while the results obtained by FOVA suggest that the main embayment
region is subject to a moderate-high degree of uncertainty with values of CVUs ranging
from 29 to 35%, MCUA indicates this region is subject to a low-medium degree of
uncertainty with values of CVUs ranging from 5 to 15%. It is also observed that an
important difference in the characterization of the uncertainty in the riverine zones exists.
While the FOVA results indicate that the uncertainty in the predictions of

in the Fish

River region and particularly in the Magnolia River can be of 10-25% of the predicted
value, the results of MCUA only suggest errors of approximately 5-10% of the computed
value. Both methods coincide, though, in identifying the areas close to the solid
boundaries of the estuary, and also close to the open boundary as regions of medium-high
degree of uncertainty with CVUs ranging from 30 to 45% (FOVA) and 28 to 41%
(MCUA). In particular, note that the lower east region close to the open boundary is
identified by FOVA and MCUA as a zone of high uncertainty with values of CVUs>40%
in both methods.
Fig 4.10c and f finally show the spatial distribution and expected magnitudes of
. As can be observed, the results of both

the uncertainty in the model predictions of
117

FOVA and MCUA indicate that the region close to the open boundary is subject to a low
degree of uncertainty in the predictions of

with values of CVSal ranging from 0-5%.

For the region close to the mouth of the estuary and the main embayment area, both
methods indicate that the uncertainty in the predictions of

increases, although the

magnitude of the uncertainty estimated by FOVA is higher than that estimated by
MCUA. Note that while the results of FOVA suggest that the values of CVSal range from
10-20% from the mouth of the estuary up to the middle portion of the embayment area
and from 20-29% from the later point toward the Fish and Magnolia rivers, the results of
MCUA suggest that these values only vary from approximately 3-10% and from 10-19%
in such regions respectively.
4.5

Discussion
The model skill assessment and the uncertainty analysis of a hydrodynamic model

constitute a powerful strategy to investigate the limitations of a model for predicting and
explaining the spatial and temporal evolution of a variable of interest. We believe that
both activities are complementary, and should ideally be implemented as fundamental
steps in any hydrodynamic modeling protocol. As observed in most investigations
(including the present study), the model skill assessment is a useful mechanism to obtain
a quantitative summary of the model performance evaluated in terms of the degree of
agreement between the model predictions and the observations. This quantitative
summary is particularly useful for comparing and evaluating different model alternatives
for the study of a given water system, or for evaluating the predictive capacity of a model
in relation to established standards or other studies in similar water systems.
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However, model skill assessment has two limitations of particular relevance in the
context of this investigation. First, it does not provide spatially distributed information to
evaluate the model's ability or limitations for predicting a hydrodynamic variable in any
location within the system. Note that the metrics evaluated during a skill assessment are
obtained only at certain locations and therefore, there is no warranty that these metrics
are representative of the predictive capacity of the model at every point within the model
domain. Secondly, although recent efforts (e.g. Jolliff et al. 2009) have tried to
incorporate uncertainty estimates (particularly associated to the observations) on the
target diagrams obtained from a model skill assessment, a model skill assessment is
unable to provide information about the impacts of uncertainty in the model structure,
input data, or model parameters on the model predictions. To overcome the
aforementioned limitations, the results of the model skill assessment could be
complemented by (or used as part of) studies of uncertainty analysis as illustrated in this
chapter.
4.5.1

Relevance of the skill assessment
The model skill assessment was implemented as a first step to evaluate that the

model structure (grid geometry and selected turbulence closure scheme in Chapter 3), as
well as the data used to force and compare the model predictions were to the extent
possible representative of the physical processes that govern the circulation and transport
in Weeks Bay. This evaluation constitutes a standard procedure to accept or reject a
model, and in this investigation served as a mechanism to define the calibrated case for
the subsequent uncertainty analysis using FOVA. As was shown, the model presented a
good predictive capacity to explain the temporal variability observed in the time series of
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(at Stations St.1 and St.5),

(at Station St.5),

(at Stations St.1 to St.4) and

(at Stations St.1 to St.4), and the metrics of skill obtained from this activity were
comparable to the model predictive skills achieved by other authors in related estuarine
hydrodynamic studies (e.g. Choong-Ki and Kyeong 2012; Hsu et al. 1999; Huang et al.
2008; Zhang et al. 2010; Zhen-Gang et al. 2007).
It is important to indicate that although the predictions of salinity in the surface
and bottom layers did not show a significant difference during the period of analysis
(typically less than 3.5 suggesting that the system was well mixed during this period), a
more detailed investigation of the salinity structure in the estuary is necessary to evaluate
1) if the system may become partially mixed or completely stratified under other
hydrodynamic conditions as indicated by Schroeder et al, (1992), and 2) to evaluate if the
model is able to reproduce such conditions in an acceptable fashion. In this study the lack
of a more detailed salinity data set including horizontally and vertically distributed
observations precluded a more comprehensive evaluation of the salinity structure in
Weeks Bay.
4.5.2

Spatial and temporal variability of DSCs
We evaluated the sensitivity of important hydrodynamic variables by using the

DSC derived from the FOVA method. In particular, we focused the analyses on
investigating the magnitude and importance of the temporal and spatial variability of the
sensitive estimates. As shown by the results, the relative impacts of the input data errors
on the model predictions vary as a function of time and space (Figures 4.5 and 4.6). In
general though, the temporal variability of the DSCs at a given location is smaller
compared to the spatial variability of the DSCs observed through the whole system. The
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results also indicated that the errors in the values of
relative impacts on the predictions of
predictions of
or
and

and

, and

,

have different

. We found that: 1) the
than to errors in

are more sensitive to errors in the values of

, 2) the predictions of

are equally sensitive to errors in the values of

but less sensitive to errors in

sensitive to errors in the values of

, and 3) the predictions of
, than to errors in

or

,

are more

. Our finding that the

do not have an important relative impact on the predictions

errors in the values of
of

,

(particularly in the open boundary and embayment area) is consistent to the

results obtained in other studies (e.g. Cea and French 2012). This is explained
fundamentally because the oscillation of the

in the estuary is governed by a wave

propagation phenomenon (generated by the interaction between the earth, the moon and
the sun) instead of a hydraulic one. Notice though that in the riverine portions, the
impacts of errors in
propagation of the

on the predictions of

increase gradually as the

oscillations become more influenced by the hydraulics of the

rivers.
In the Weeks Bay estuary, it was also observed that the errors in
impact the model predictions of

and

profoundly

particularly when there is an

underestimation of the model bathymetry (i.e. a shallower condition). Overall, these
results are similar to the results presented by Blumberg and Georgas (2008) for the
N.Y./N.J. Harbor Estuary model, and by Sucsy et al. (2010) for the St. Johns River
model. The importance of

for the prediction of

and

in the Weeks Bay

estuary is explained because in shallow systems the interaction of the flow with the
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bottom boundary is higher and small changes in the bathymetry can influence the
magnitude and direction of the flow and in consequence the amount and distribution of
the energy available for mixing.
Finally, we found that the impacts of errors in the values of

on the predictions

of salinity were higher in the areas located close to the riverine areas compared to the
impacts in the areas located close to the open boundary, which is an expected result given
that the transport of scalar magnitudes is dominated by advective transport (caused by
freshwater flows) close to the riverine areas while it is dominated by dispersive processes
(caused by tidal motion) in the open boundary.
4.5.3

Uncertainty estimates
We used FOVA and MCUA in order to: 1) obtain uncertainty estimates and

evaluate the differences in the results obtained by using both methods, and 2) identify the
advantages and limitations of both methods when applied in estuarine hydrodynamic
applications. Regarding (1) we found that FOVA systematically overestimate the
uncertainty predictions provided by MCUA as showed in Figures 4.7, 4.8, 4.9 and 4.10.
This result seems to be caused by the method's assumption that the uncertainty in an
output variable is made up of a linear superposition of the individual impacts of errors in
the input variables under analysis. Meanwhile, when the errors in the input variables are
propagated through a model using MCUA, the nonlinear properties of the model may
result in smaller uncertainty estimates.
The analysis of the results suggests though that the fact that FOVA provides
higher estimates of uncertainty does not necessarily mean that such estimates are less
informative or less relevant than the estimates derived by MCUA. For example, from
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Figures 4.7, 4.8 and 4.9 it is possible to consider the results of FOVA as a more
conservative approximation of the uncertainty associated to the predictions of
and

,

, which is able to cover a higher proportion of observations compared to the

results provided by MCUA.
Despite the differences in the estimates of uncertainty provided by FOVA and
MCUA, the results of the spatial evaluation of the uncertainty in the predictions of
and

,

showed that the spatial propagation of the errors in the input variables is not

homogeneous through the system. From the results presented in Figure 4.10, it was
observed in particular that the regions of highest uncertainty were the main embayment
area for

(although these uncertainty estimates may be considered acceptable for

most practical purposes as they are small (CV < 7.5%) and do not present a high spatial
variability), the regions close to the solid boundaries and the lower right region toward
the open boundary for

, and the regions located close to the riverine portions for

In the first case, the uncertainty estimates of the predictions of
same proportion of the errors in the specification of

.

are basically of the

but are slightly magnified in the

main embayment area as a result of the increased influence of the solid boundaries
(which cause the reflection of the waves), the model bathymetry and the friction effects.
Nevertheless, the improvements in the specification of
impact in the predictions of

can have the most significant

as indicated by the results of the DSCs. In the second

case, the high values of uncertainty in the predictions of

close to the solid boundaries

can be explained by the differences in the energy dissipated and reflected by these
regions for different conditions of

,

and

. Meanwhile at the lower right region

of the open boundary this uncertainty may be explained by the high relative impacts of
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the changes in

, and

. Finally, the high values of uncertainty in the predictions of

close to the riverine portions of the bay may be explained by the increasing
importance of the errors in

and

in these areas.

As can be observed, the spatial evaluation of the uncertainty in the prognostic
variables is a powerful strategy in identifying the regions of an estuary where the model
predictions are subject to the highest or lowest degree of uncertainty as result of the
errors in the input variables. This evaluation along with the identification of the variables
that have the highest impacts in the model predictions can be used to support the
designing of data collection plans intended to improve the confidence in the model
predictions. It is important to point out that the estimates of uncertainty used in this
investigation (given by the median values of the coefficients of variation in the model
predictions) should be considered as a preliminary approximation as other measures
could be used as an alternative informative representation of the uncertainty expected at
each cell within the model domain.
Finally, regarding objective (2) the main advantages of FOVA include that the
method is easy to implement, and requires only a few number of simulations (which
basically depends on the number of input variables under analysis) compared to MCUA.
Meanwhile, the main advantages of MCUA is that the method does not requires any
assumption about the structure of the uncertainty in the model predictions, and also that it
is not restricted by the degree of nonlinearity of the model. We observe that although
FOVA provides a more conservative estimate of the uncertainty in the model predictions
compared with MCUA, for hydrodynamic studies FOVA represents a useful tool to
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investigate and report the limitations of the model caused by the errors in the input data
(e.g. Blumberg and Georgas 2008; Sucsy et al. 2010).
4.6

Conclusions
The results of this investigation indicate that the uncertainty in the model

predictions of a given hydrodynamic variable is not distributed homogeneously through a
model domain. In consequence, certain areas of an estuarine system may be subject to a
higher degree of uncertainty than others limiting the predictive capacity of the model.
Due to the limitations in performing intensive data collection programs to evaluate the
performance of the model, this spatial uncertainty is difficult to evaluate using traditional
skill assessment techniques. Therefore, in order to provide an explicit evaluation of the
limitations of the model, an uncertainty analysis based in reliable and objective strategies
is necessary.
FOVA and MCUA are both effective strategies to quantify the uncertainty in the
model predictions resulting from errors in the input data. In general, FOVA tends to
overestimate the uncertainty predictions derived by MCUA, although both methods agree
in qualitatively identifying the spatial locations of high and low uncertainty within the
model domain. The overestimation of the uncertainty estimates obtained by FOVA is
explained by the fact that the method assumes that the uncertainty in the model
predictions can be expressed as a linear superposition of the uncertainty caused by the
errors of each individual variable, when in reality these errors may act nonlinearly within
the model and compensate to produce smaller prediction errors as indicated by MCUA.
The results of FOVA can be considered, though, as a more conservative quantification of
the uncertainty in the model predictions compared to the estimations provided by MCUA.
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Taking into account the existence of other complex sources of error (e.g. structural
errors) difficult to assess objectively in the modeling practice, this is a reasonable
approximation to evaluate and report the potential limitations of the model.
Some of the most relevant benefits of FOVA include: 1) the method is simple to
implement and requires a few number of simulations compared to the requirements of
MCUA, 2) a skill assessment can be incorporated as a fundamental component of FOVA
to obtain the base or unperturbed conditions of the input and output variables necessary
for the uncertainty analysis, and 3) the method provides an explicit evaluation of the
model sensitivity to errors in the input variables useful to identify where and when is
necessary to concentrate the efforts in data collections to improve the model predictions.
The uncertainty analysis for the Weeks Bay system indicates that: 1) the errors in
the predictions of

are mostly caused by errors in the values of

the predictions of

are mostly caused by errors in the input variables

3) the errors in the predictions of

, 2) the errors in
and

are mostly caused by errors in the values of

although the errors in the input variables

and

126

are also important.

, and

CHAPTER V
EVALUATION OF PARAMETRIC UNCERTAINTY: BAYESIAN APPROACHES
AND THE GENERALIZED LIKELIHOD UNCERTAINTY
ESTIMATION (GLUE) METHOD

This chapter compares three methods for evaluation of parametric uncertainty: the
Bayes Monte Carlo (BMC) method, the Markov Chain Monte Carlo Method (MCMC)
and the Generalized Likelihood Uncertainty Estimation (GLUE) method. These methods,
which are based on robust principles of Bayesian inference and Monte Carlo simulations
are implemented and evaluated in a synthetic 1D hydrograph routing exercise based on
the diffusion wave model (DWM), and in a 3D estuarine circulation model based on the
Environmental Fluid Dynamics Code (EFDC). Results suggest that BMC and MCMC
provide similar estimations of the posterior parameter probability distributions, singlepoint parameter values, and uncertainty bounds mainly due to the use of the same
likelihood function, and the low number of parameters involved in the inference process.
However, the implementation of MCMC is substantially more complex than the
implementation of BMC given that its sampling algorithm requires a careful definition of
auxiliary proposal probability distributions along with their variances to obtain parameter
samples that effectively belong to the posterior parameter distribution. The analysis also
suggest that the results of GLUE are inconsistent with the results of BMC and MCMC,
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mainly because of the flat shape of the posterior probability distributions derived by the
method.
5.1

Introduction
Hydraulic and hydrodynamic numerical models are useful tools for representing

flow motion and scalar transport (e.g. tracers, salinity, temperature, etc.) in natural and
man-made water systems. Facilitated by advances in computing power, these models are
increasingly used as a cost-effective strategy for evaluation of hydraulic structures,
prediction of flooding levels, and as fundamental drivers of more complex mechanistic
models of sediment transport, water quality, and ecology of riverine, estuarine and
lacustrine systems (e.g. Tuckey et al. 2006; Wool et al. 2003; Zhen-Gang et al. 2002; Zou
et al. 2006). The reliability of the predictions of hydraulic and hydrodynamic models is
affected, though, by various sources of uncertainty which may negatively impact the
effectiveness of management decisions and programs based on their use (Beven 2009;
Walker et al. 2003). Some of the most relevant sources of uncertainty include errors in
model structure (i.e. simplifications of the governing equations, dimensionality and
spatial resolution of the model), errors in input data such as flow discharges and flow
levels, and errors in the specification of effective parameter values such as roughness
coefficients and dispersion coefficients at the spatial resolution of the model (Johnson
1996; Sehnert et al. 2009; Somlyódy 1983; Thompson et al. 2008).
The identification, quantification, and report of these different sources of errors in
a modeling process constitute an uncertainty analysis (McIntyre et al. 2002; Refsgaard
and Henriksen 2004; Refsgaard et al. 2007). Uncertainty analysis has received
considerable attention during the last two decades by the water resources community, and
128

several investigations have pointed out the need of a new modeling paradigm where
modeling predictions are reported along with uncertainty estimates (Beven and Binley
1992; Reckhow 2003; Shirmohammadi et al. 2006). Unfortunately, while in areas such as
hydrological modeling important advances have been achieved in the identification and
understanding of the different sources of uncertainty, as well as in the incorporation of
strategies for their quantification (e.g. Butts et al. 2004; Georgakakos et al. 2004; Sehnert
et al. 2009; Wagener et al. 2003), in the field of hydraulic and hydrodynamic modeling
(HHM) uncertainty analysis remains as an emerging topic that requires more research.
Few investigations have tackled the problem of uncertainty in this area (e.g. Aronica et
al. 1998; Blumberg and Georgas 2008; Lindenschmidt et al. 2005; Pappenberger et al.
2005; Romanowicz et al. 1996; Rueda et al. 2009; Somlyódy 1983; Warmink et al. 2010;
Werner et al. 2005) and several issues remain unresolved. Presently, more research is
necessary to identify and evaluate: (1) the most relevant sources of uncertainty and their
impacts on model predictions, and (2) appropriate strategies and methodologies for
quantification of the different sources of uncertainty.
Regarding (1), the current state of the practice of Hydraulic and Hydrodynamic
Modeling (HHM) indicates that after input data uncertainty, parametric uncertainty is
considered as one of the most important sources of uncertainty (Aronica et al. 1998;
Johnson 1996; Pappenberger et al. 2005; Straatsma and Huthoff 2011; Werner et al.
2005). Warmink et al. (2010) for example showed that uncertainties in the estimation of
the bed roughness of a 2D hydrodynamic model of the River Rhine could lead to
differences of up to 70 cm in the prediction of flood levels. Despite its importance,
parametric uncertainty in HHM is typically simplified to a problem of calibration (i.e.
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identification of the set of parameters that best reproduce observed records of water
surface elevation (WSE), flooding levels, flow velocity, salinity profiles, etc) which
although is fundamental, do not provide any information about the errors that may be
induced to the model predictions due to errors in the model parameters.
Regarding (2), the existing literature on parametric uncertainty in HHM also
indicates an important gap in the implementation, evaluation, and discussion of methods
for its quantification and analysis. A reason for this gap is the complexity of the models,
which depending the type of water system simulated may require from hours to days to
perform a single simulation (Pappenberger et al. 2005; Rueda et al. 2009; Warmink et al.
2010). Therefore, further research is necessary to identify the strengths and limitations of
different methods for evaluation of parametric uncertainty when applied to hydraulic and
hydrodynamic models. More investigation is also necessary to evaluate the benefits of
incorporating uncertainty analysis as a fundamental component of an HHM study.
The purpose of this investigation is to compare three strategies for evaluation of
parametric uncertainty which have been successfully applied in other fields such as
rainfall-runoff modeling, ground water modeling, and ecological modeling: the Bayesian
Monte Carlo (BMC) method, the Markov Chain Monte Carlo (MCMC) method, and the
Generalized Likelihood Uncertainty Estimation (GLUE) method (Dilks et al. 1992; Li et
al. 2011; Marshall et al. 2007; Qian et al. 2003; Romanowicz et al. 1996; Thiemann et al.
2001; Vrugt et al. 2009; Wu and Chen 2009). Given their conceptual simplicity,
effectiveness, and widespread use, these methods are considered robust approaches for
the evaluation of parametric uncertainty. We investigate the differences, strengths, and
limitations of these methods by implementing them in two case studies. The first case
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study is a one-dimensional synthetic flood routing exercise based on the Diffusion Wave
Model (DWM). The second case study involves the use of a 3D estuarine hydrodynamic
model based on the Environmental Fluid Dynamics Code (EFDC). While GLUE has
been applied in previous HHM studies by Pappenberger et al. (2005), Aronica et al.
(1998) and Werner et al. (2005), to the author's knowledge this is the first time that BMC
and MCMC are applied in an HHM study, particularly employing an estuarine
hydrodynamic model.
The paper is organized as follows: In Section 2 we introduce the concept of
predictive uncertainty as a fundamental element in the implementation of the BMC, and
MCMC methods. These methods are also described in this section and GLUE is
introduced as an alternative approach for the direct evaluation of parametric uncertainty.
Section 3 compares the different methods using the synthetic example based on the
DWM including the pertinent discussions about the results. Section 4 illustrates the use of
the methods in the estuarine hydrodynamic model including a discussion about the
results, and finally Section 5 presents the conclusions of the investigation.
5.2
5.2.1

Methods
Predictive uncertainty as a formal Bayesian definition of uncertainty
This investigation is based on the concept of predictive uncertainty developed by

Krzysztofowicz (1985; 1999), Liu et al. (2005), Mantovan and Todini (2006), and Todini
(2008). Predictive uncertainty is defined as the probability of a future real value of a
predictand (e.g. water level or flow velocity) conditional upon the value of the predictor
(i.e. model prediction of water level or flow velocity) and all the knowledge and
information acquired up to the present in terms of the covariates (i.e. boundary and other
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forcing conditions). To clarify this definition, Todini (2007) use the concept of joint
probability distribution of the real quantity of interest, the predictand , and the model
forecast, the predictor . At any given time , the value of the predictand
of the model prediction

is a function

which in turns is a function of a given set of model parameters

( ) and a set of input model covariates observed at time

(

). In explicit form, this joint

probability distribution is given by (Todini 2008)
,

where
,

|

,

(5.1)

is an estimate of the parameter vector given by
,…

′). If the model prediction

every time step, then and only then

,

,…

′ (i.e.

coincides exactly with the observation

can be used as a forecast of

for

. Otherwise, it is

necessary to derive the conditional probability given by Equation 5.1. Some of the
existing strategies to obtain such distribution include the Hydrological Uncertainty
Processor, HUP (Krzysztofowicz 1999), the Bayesian Model Averaging method, BMA
(Raftery et al. 2005), and the Model Conditional Processor, MCP (Todini 2008)
implemented in this investigation.
The Model Conditional Processor is a Bayesian strategy proposed by Todini
(2008) to obtain the joint predictand-prediction distribution given by Equation 5.1. The
MCP is based on the use of the Normal Quantile Transform, NQT (Van der Waerden
1952; 1953) which allows the historic observations

and model predictions

to be

converted into a Normal space using the order quantiles associated to their empirical
Weibull ranking distributions. In order to implement the MCP, first, the Weibull
distributions of

and

are obtained by sorting the elements of the vectors
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and

in

ascending order and by assigning to each element a probability of /
Normal Standard Distribution is used to transform the values of

and

1 . Then, a
into

and ̂

using the Weibull probabilities estimated in the previous step. Following Coccia and
Todini (2011), in the normal space the joint distribution of

and ̂ ,

, ̂ can be

assumed to be a Normal Bivariate allowing the predictive distribution to be easily
computed by means of the Bayes equation. Todini (2008) presents a detailed procedure to
obtain this distribution using Bayes equation. In the normal space the moments of the
predictive distribution are given by (Coccia and Todini 2011; Todini 2008)
∙ ̂

|
2
|

where

1

(5.2)
2

(5.3)

is the correlation coefficient between the transformed values

and ̂ . Once the

predictive distribution has been derived in the normal space, it is necessary to transform it
into the real distribution

,

. This is performed by sampling the distribution in the

Normal space and the obtained quantiles transformed into the real values using the
inverse process. Typically, it is also necessary to adjust an additional model to fit the tails
of the empirical Weibull distributions associated to
probability quantiles larger than /

and

in order to accommodate

1 or lower than 1/

1 (Coccia and Todini

2011). We implemented the models provided by Coccia and Todini for the lower and
upper tail, given respectively by,

∙
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(5.4)

1

where

and

will be used.

1

∙

(5.5)

are the lower and upper probability limits from where the tail models
and

probability limits.

are the values of the variable

is the maximum value of

correspondent to the

for which the probability is assumed

to be 1 (assumed in this study as twice the maximum value of ). Finally,

and

are

parameters estimated in this study by means of a Least Square procedure.
5.2.2

Incorporation of parametric uncertainty in the evaluation of the predictive
uncertainty.
So far, we have discussed the concept of predictive uncertainty and the relevance

of the joint predictand-prediction distribution in its evaluation. Now, it is convenient to
discuss the relevance of parametric uncertainty. Parametric uncertainty is expressed in
terms of the posterior distribution of the model parameters

. If the model has

parameters, then the parameter vector is represented by

,

,…

′. The posterior

distribution is derived using a set of historic records of observations of the predictand
( ) and their correspondent model predictions, which are based on the set of historic
records of the covariates (

). The set of forcing conditions

is represented by a

j

matrix of covariates ( is the number of input or forcing variables, e.g. flow discharges,
wind velocity, etc., and

is the length of the time series of observations). Parametric

uncertainty is expressed therefore by the posterior distribution

| ,

.

As pointed out by Todini (2008), Equation 5.1 expresses the predictive
uncertainty of a given model, under a specific set of input forcing conditions, and under a
given set of model parameters. If the model parameters represent an important source of
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uncertainty, then, this uncertainty must be incorporated in the evaluation of the
distribution given by Equation 5.1. This is achieved by deriving the posterior probability
distribution

and by marginalizing it out from Equation 5.1. A formal

| ,

definition of predictive uncertainty including parametric uncertainty is then, given by,
(Mantovan and Todini 2006)

|

|

,

|

,

|

| ,

,

Θ

In Equation 5.6

|

|

,

is the conditional distribution of the

,

predictand given the set of historical predictand observations
covariates

(5.6)

, and set of model

. Θ is the ensemble of all possible parameter realizations. Note that this

distribution is not anymore a function of the model parameters. As it is impossible for
practical purposes to derive an analytical solution of Equation 5.6, it needs to be
evaluated in discrete form by means of (Liu et al. 2005)

|

|

,

|

,

|

,

| ,

(5.7)

1

where

is the number of model parameter realizations used in the estimation of the

posterior probability distribution

. Note that Equation 5.7 represents the

| ,

expected predictive density weighted by the posterior distribution of the model
parameters. In addition, note that Equations 5.6 and 5.7 can be used in "hindcast" mode
when

and in forecast mode for

.
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5.2.3

Bayesian strategies to derive the posterior parameter distribution

5.2.3.1

Bayesian Monte Carlo (BMC)
Bayesian Monte Carlo (BMC) is a probabilistic method to derive the posterior

parameter distribution of a given model. For this purpose, BMC uses an a-priori
distribution of the model's parameters, and a statistical measure that quantifies the degree
of support that observations of a variable of interest (the predictand) has in favor of a
specific set of parameter values sampled from the prior distribution. The posterior
distribution is not only useful for computing single point parameter estimates, but also
relevant to obtain confidence limits around model predictions by means of Equation 5.7.
To describe the BMC method, consider a hydraulic or hydrodynamic model
represented by

,

for which it is desired to obtain inferences about

model

parameters, based on observed records ( ) of the prototype response (e.g. water levels,
flow velocities, salinity profiles) to a set of specific forcing conditions ( ). If available
information about the model parameters is given as an a priori probability distribution
, then, Bayes theorem can be formulated to obtain the posterior distribution of
constrained to the information content on . Mathematically, this problem is expressed
by
|

|
Θ

where

|

|

is the posterior probability distribution of the model parameters,

(5.8)
|

the likelihood function which expresses the probability of the data occurring given the
parameter vector

is correct, and

the a-priori probability distribution of the model
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parameters. The denominator in Equation 5.8 is a constant and can be discarded to obtain
a tractable form of Equation 5.8 as indicated by Gilks et al. (1996) and Gelman et al.
(2004) among others. Therefore, Equation 5.8 can be alternatively expressed by
|

∝

|

(5.9)

To define the likelihood function, in general an error model of the form,
(5.10)
is formulated. Therefore, the form of the likelihood function

|

can be constructed

based upon the structure of the residuals ( ) between the records of observations

and

). Several likelihood

the model predictions ( ) (e.g. for a given instant ,

functions can be constructed based on the degree of temporal autocorrelation and
variance behavior of the residuals as illustrated by Maranzano and Krzysztofowicz
(2004), Beven (2009), Schoups and Vrugt (2010). This involves the use of methods to
reduce the variance of the residuals in cases where they are heteroscedastic, and the
adjustment of more complex error model structures such as auto-regressive (AR) models
which take into account temporal correlations between the residuals (e.g. Li et al. 2011;
Liu et al. 2005). In the case where the residuals are independent and normally distributed
) the likelihood function is given by (e.g. Qian

with zero mean and constant variance (
et al. 2003),

|

2

2

2 exp
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1
2 2

2
1

(5.11)

where

is the standard deviation of the residuals.

is an additional parameter that

needs to be determined for the derivation of the posterior distribution

|

. A unique

procedure to estimate this value does not exists. In principle, the standard deviation (

)

of the series of residuals between a set of observations and their corresponding model
predictions (for a given set of model parameters

) may be used as an estimate of

(given that the errors are assumed to be homoscedastic). Dilks et al. (1992) suggested that
either can be specified a priori based on the statistical analysis of field sampling and/or
laboratory measurement errors, or by using maximum likelihood theory during the Monte
Carlo analysis. Other studies have treated

as an additional parameter to be estimated

through Bayesian inference (e.g. Avellaneda et al. 2011; Qian et al. 2003). Equation 5.11
can be extended to situations where the model parameters impact the predictions of
multiple state variables. In these situations the number of time series of residuals are
equal to the number of variables predicted by the model. Therefore Equation 5.11 can be
rewritten by, (Dilks et al. 1992)

1

|
1

1

2

exp

1
2

2

1

1

(5.12)

Once the likelihood function is defined, it is necessary to define a set of a-priori
probability distributions of the model parameters. In most studies this is performed by
using a non-informative uniform distribution for each parameter, which covers a feasible
range of parameter values for the particular study.
Equation 5.9 is finally computed by Monte Carlo simulations using parameter
samples drawn from the a-priori parameter distribution. The resulting posterior
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probability distribution

|

can then be used to obtain the marginal distributions of

the individual model parameters, single point parameter estimates using expected or
modal values and confidence limits around model predictions using Equation 5.7 (the
predictive densities weighted by the probabilistic support of

|

).

A limitation of BMC is that the method is relatively inefficient deriving the
posterior probability distribution of the model parameters (Qian et al. 2003). Particularly,
as the parameter samples are randomly drawn from the a priori parameter distributions,
the method can obtain samples from locations within the parametric space that have little
or no contribution to the posterior probability distribution. As a result, the efficiency of
the method is reduced and an increased number of simulations is required for the method
to converge to the posterior probability distribution. However, this problem is mostly
relevant in situations where the model has several parameters and the ranges of the
parameters are too wide.
5.2.3.2

Markov Chain Monte Carlo (MCMC)
An alternative strategy to derive the posterior joint probability distribution of the

model parameters is the Markov Chain Monte Carlo (MCMC) method. The MCMC
method, like the BMC method is based on principles of Bayesian inference, but it differs
from BMC in that it obtains the parameter samples directly from the posterior parameter
distribution instead of sampling from the a priori parameter distributions. The
fundamental idea of MCMC is to generate a Markov Chain for the model parameters
whose stationary distribution is exactly the model's posterior probability distribution
(target distribution). This means that every set of parameter values in the Markov Chain
are samples from this distribution.
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Different samplers can be used to generate the Markov Chain of model
parameters. Here we implement the Metropolis algorithm (Metropolis et al. 1953) given
its simplicity and computational efficiency. Other samplers exist such as the Gibbs
sampler and the Slice sampler among others (Gelfand and Smith 1990; Neal 2003) which
are variants of the general framework introduced by Metropolis et al. (1953) and Hastings
(1970). The Metropolis algorithm starts with the random generation of a set of parameter
. The superscript (0) indicates the first

values drawn from a feasible parametric space

set of parameter values. Then, a proposal probability distribution
draw a second set of parameter samples

∗

∗|

is used to

(known as candidates of the posterior

distribution) conditional to the previous state of the sampler. The Metropolis algorithm
uses only symmetric proposal distributions. This symmetry is formally expressed by
∗|

|

∗

. Non-symmetrical distributions can be used within the Metropolis∗|

Hastings algorithm. The proposal distribution

is assumed to be centered at

(mean value) and to have a standard deviation (scale factor) equal to

. Note as

example that at the beginning of the sampling process the only set of available parameters
is

, therefore, the proposal probability distribution has the form

candidate is accepted or rejected as a new state of the parameter vector

∗|

. The
based upon an

acceptance-rejection procedure. The candidates are accepted if , a random number
generated from a uniform distribution with zero mean and variance one i.e. (
0,1 ) is less than the likelihood ratio,

min 1,
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|
|

∗
1

(5.13)

where

| ∗ ) is the likelihood function defined by Equation 5.11 or 5.12 evaluated with

the set of candidate parameters

∗

, and

|

the same likelihood function evaluated

with the parameters of the previous state of the sampler

. If the candidate parameters

are accepted, they become the current state of the sampler

. Otherwise, the previous

state of the sampler becomes the current state

. An acceptance rate ( )

between 30% and 70% can be considered as adequate to ensure the method is converging
to the target distribution (Avellaneda et al. 2011; Bates and Campbell 2001). The above
procedure is repeated until the chain has converged to the posterior distribution of the
model parameters. Notice that Equation 5.13 will always accept a new set of candidate
parameters if the likelihood function evaluated with the candidate points is greater than
the likelihood function evaluated with the old state. This is the main reason why the
algorithm converges to the posterior distribution.
The Markov chain will converge to the target distribution regardless the form of
the proposal distribution (conserving the symmetrical properties of this distribution)
given that the generated chain is ergodic. It is important to highlight that the proposal
distribution must cover the complete parametric response surface in such way that any
combination of model parameters has a non-zero probability of being sampled. This
involves the selection of the variance or scale actors

of such distribution. Typically,

and as applied in this study, if the inference problem involves multiple

parameters, it is

possible to use normal distributions as the proposal distributions after a careful selection
of the individual variances ( ′ ,

1,2 … ). An additional consideration is the strategy

to update the parameters. Within MCMC it is possible to update the parameters
individually (changing one parameter at a time) or as implemented in this investigation,
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blockwise (changing all model parameters simultaneously). Alternative strategies based
on adaptive concepts are discussed by Haario et al. (2001) and Marshall et al (2004).
5.2.3.3

Procedure to derive the predictive density
Todini (2009) summarizes the process to obtain the expected predictive density

(Equation 5.7) including parametric uncertainty in the following generic steps: (1) Select
a model

, (2) select a prior distribution of the model parameters

likelihood function

;

model parameters i.e.

,

, (3) define a

and derive the posterior probability distribution of the

| ,

;

,

. This process is performed in

this study by using BMC, MCMC and GLUE. (4) generate an ensemble of samples Θ
,

…

with

the number of samples. These samples can be generated from the

prior distribution as in the BMC and GLUE methods, or directly from the posterior
distribution by means of MCMC. (5) for each parameter combination
model prediction
and the model

|

as a function of the sets of data
when the parameters are

estimate the predictive density

|

|

,

,

estimate the

available up to time ,

. (6) for each parameter sample
. (7) Compute the predictive density by

marginalizing the effects of the parameters by using Equation 5.7.
5.2.4

Evaluation of uncertainty using the Generalized Likelihood Uncertainty
Estimation (GLUE)
The Generalized Likelihood Uncertainty Estimation (GLUE) method introduced

by Beven and Binley (1992) is a Monte Carlo based strategy for evaluation of parametric
uncertainty. The idea behind GLUE is that multiple sets of parameter values can be
equally likely to represent the physical system (a concept also known as "equifinality")
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due to the existence of other sources of uncertainty in the modeling process such as errors
in the model structure and input data.
Unlike the formal methods for Bayesian inference, GLUE uses "informal"
likelihood functions which are formulated without considering the structure of the
residuals between the observations and the model simulations of a given state variable. In
general, any measure of goodness of fit such as the Nash and Sutcliffe efficiency criterion
(used in this study), or the total sum of the errors can be implemented in the GLUE
methodology (Beven and Binley 1992). The use of informal likelihood functions though,
has been controversial in the last few years as it is thought to be the cause of the flat
shape of the posterior distributions, the wide shape of the uncertainty bounds computed
by the method, and ultimately the cause of the equifinality principle of Beven and Binley
(1992) (Beven et al. 2007; Beven et al. 2008; Mantovan and Todini 2006; Mantovan et al.
2007; Stedinger et al. 2008; Vrugt et al. 2009). The likelihood function based on the Nash
and Sutcliffe (NS) efficiency criterion is given by;

|

where

1

∑
∑

2

2

1

2

1

1

;

2

2

(5.14)

is the length of the vector of observations

flow velocity),

2

the mean value of the observations,

residuals between observations and model results,

of a variable of state (e.g. WSE,
the model simulations, the
the variance of the residuals and

.the variance of the observations. As can be observed in Equation 5.14 the likelihood
function lies between ∞ and 1, with 1 representing an absolute agreement between the
observed data and the model results i.e.

0.
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The algorithm to implement GLUE requires first the definition of a set of a-priori
parameter distributions. Commonly, uniform non-informative distributions are used for
this purpose. Then, a set of parameter samples are drawn from these distributions to run
the model, and the simulation results are used along with the observations to compute the
likelihood function given by Equation 5.14. This process is repeated for a desired number
of Monte Carlo runs

. Then, based on a cut off threshold for the likelihood function, the

model simulations are split into behavioral (high agreement between the observed data
and the model results) and non-behavioral (low agreement between the observations and
the model results). The cut off threshold can be defined as a fixed percentage of the total
number of simulations (Vrugt et al. 2009), or as a specific value of the likelihood
function. Once the parameter samples are split, the likelihood function associated with
the sets of behavioral parameters are normalized to ensure that the sum of the posterior
probability distribution is equal to unity. This latter distribution is used to obtain the
marginal distributions of the model parameters, and also the uncertainty associated with
the model predictions (typically expressed as 5 and 95% confidence bounds). For this
investigation the cut off threshold has been omitted in order to consider all the Monte
Carlo simulations in the inference process.
5.3

Case study 1: Uncertainty analysis of a 1D wave routing model
In this section a theoretical example based on the use of the diffusion wave model

for flood routing is used to investigate the differences, benefits, and limitations of the
selected Monte Carlo based uncertainty methods for evaluation of parametric uncertainty.
This strategy provides the modeler control over all the fundamental variables involved in
the experiment, hence reducing the need for subjective assumptions that may potentially
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introduce bias in the results and analysis. This strategy has been used in the context of
uncertainty analysis to investigate among others, the statistical properties of GLUE in
terms of Bayesian inference (Mantovan and Todini 2006), and to demonstrate the use of
first order variance analysis (FOVA) techniques for the evaluation of input data
uncertainty in models of estuarine and coastal ocean circulation (Blumberg and Georgas
2008).
5.3.1

Model description
The derivation of the diffusion wave model (DWM) for flood routing is based on

the principles of conservation of mass, momentum, and energy applied to an open
channel. Mathematically, the DWM is described by the set of equations given by,

0

(5.15)
0

where

is the channel cross section area,

along the channel,

0

the flow discharge, time,

(5.16)
the distance

the friction slope (computed from a resistance formula such as

Manning's equation),

the bed slope,

the gravity acceleration, and

the flow depth.

Equations 5.15 and 5.16 are respectively the expressions for the conservation of mass and
momentum, written in conservative form (i.e. in terms of the flow discharge). Equation
5.16 can be obtained by neglecting the terms of inertia from the complete Saint Venant
equations (Chow 1959).
Akan and Yen (1977) developed a fully implicit method to solve the DWM in
which the continuity (Equation 5.15) and momentum equations (Equation5.16) are
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combined to reduce the number of algebraic equations by one half. The method first
rewrites Equation 5.16 to obtain

/

, by taking into account that the channel

, and the water surface elevation

slope
elevation

by means of

friction slope

/

can be expressed as a function of the bed
and

, respectively. Then, the

is replaced in Manning's equation to obtain an expression for the flow

discharge as given by,
5/3
2/3

where

1 for SI, and

/
|

|

/

1.49 for US system,

1/2

wetted perimeter, and

(5.17)
the

Manning's roughness coefficient. By substituting Equation 5.17 into Equation 5.15 the
model is finally reduced to a single equation which is discretized using a fully-implicit
finite difference scheme. A more detailed description of the method can be found in Akan
and Yen (1981), and Akan (2006). For this study the method was coded in Matlab and
implemented to simulate the routing of a synthetic hydrograph applied to a rectangular
channel.
5.3.2

Model parameters
Three physical properties of the channel were used as calibration parameters of

the DWM: the Manning's roughness coefficient
slope

, the channel width (CW), and the bed

. Together, the roughness coefficient and the geometry of the channel are

considered to have the most impact on the flow characteristics (Johnson 1996;
Pappenberger et al. 2005). Once this set of parameters was specified, it was assumed to
be invariant during a given simulation run. Although typically only the roughness
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coefficient is considered a calibration parameters in most hydrodynamic modeling
studies, for this investigation the addition of channel width and bed slope as model
parameters is intended to evaluate the performance of the selected methods for evaluation
of parametric uncertainty. In practice, inclusion of the channel width and bed slope as
model parameters is useful to identify effective values of these physical properties for
riverine systems that exhibit important spatial variability (longitudinally and
transversally) of channel geometry and bed forms.
5.3.3

Generation of synthetic hydrographs
Following a similar strategy as that of Mantovan and Todini (2006), a set of

synthetic data was generated in order to illustrate the differences between the selected
methods for uncertainty analysis in the controlled experiment. The data corresponding to
input and output hydrographs are presented in Figure 5.1 and were generated using the
following procedure: As a first step, an upstream hydrograph

was generated with

the Statistical Toolbox of Matlab using a gamma distribution function. The generated
hydrograph had a duration of ten hours (600 minutes), base flow of
to peak of
hydrograph

120

, and peak flow of

250

10

/ , time

/ . Later, a routed

was generated through the implementation of the DWM using the

input hydrograph obtained from the first step along with a set of "true" parameter values
given in Table 5.1. This output hydrograph was obtained at a distance of

12,000

meters downstream. Once the routed hydrograph was obtained, an additive
"measurement" error was introduced in order to obtain the "observed" hydrograph.
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Mathematically, the introduction of the error term in the routed hydrograph was obtained
by:
(5.18)
where

,

discharges at

,…,

12,000

,

, represents the vector of "observed" flow
,

discharges at the same location and

,…,
,

,…,

the vector of routed flow
a vector containing a

time series of additive "measurement" errors described by the structure
, 0.1

. In other words, these errors are randomly sampled from a

normal distribution centered at the routed or "true" value of the hydrograph (mean value),
with standard deviation equals to one tenth (10%) of the routed flow value. The
subscripts , and have been used to differentiate the elements contained in the different
vectors of flows discharges. Note that

,1 .

The structure of the measurement error is intended to resemble the fact that
typically the errors in the flow measurements increase as the magnitude of the flow
increases. This means that the measurement errors are heteroscedastic given that its
variance varies with the magnitude of the flows.
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Figure 5.1

Table 5.1

Set of synthetic hydrographs used in the DWM.

Pre-specified set of "true" parameter values of the DWM
Parameter
n
CW
S

5.3.4

Description
Manning roughness coefficient
Channel width (m)
Channel slope (m/m)

True value
0.025
20
1.5 ∗ 10

Selection of the likelihood function
The likelihood function used in the BMC and MCMC methods was defined based

on the analysis of the residuals between the "observed" and computed downstream
hydrographs obtained during a preliminary model run. In order to identify possible bias
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or temporal structure in the series of residuals, we: 1) plotted the time series along with
its mean value (Figure 5.2a), 2) computed its corresponding histogram (Figure 5.2b), and
3) evaluated the auto-correlation function (Figure 5.2c). As the results did not show an
important bias or auto-correlation in the time series of residuals, the likelihood function
was defined by Equation 5.11. This means that the errors were considered independent
and normally distributed with zero mean and variance

Figure 5.2

.

Statistical analysis of the residuals between a model simulation and the
observed downstream hydrograph.

a) Scatter plot of residuals and mean value. b) Histogram of residuals. c) Autocorrelation
function.
The Jeffreys' non informative prior on the standard deviation was used to define
, which is expressed as
there is little information about

∝

(Jeffreys 1961). This condition is often used when

. Assuming that

is independent of the model

parameters ( ), the use of the above condition leads to a joint prior distribution of the
form,
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,

∝

1

( 5.19)

which after being multiplied by Equation 5.11 and the resulting equation integrated using
the inverted gamma integral (Seber and Wild 1989) leads to the posterior distribution,
/2
2

|

(5.20)

1

For the implementation of the GLUE methodology, the likelihood function was
defined by the Nash and Sutcliffe efficiency criterion given by Equation 5.14. In this
case, no assumptions are required about the structure of the errors.
5.3.5

Selection of prior parameter distributions
After defining the likelihood functions for the implementation of the BMC,

MCMC and GLUE methods, the prior parameter distributions

were defined. For

this purpose, a multi-uniform distribution was used which reflects limited a priori
knowledge about appropriate values of the model parameters (Beven and Binley 1992).
The ranges of the parameter distributions are shown in Table 5.2.
Table 5.2

Limits of the DWM prior parameter distributions.
Parameter Lower limit
0.015
n
15m
CW
1.0
∗ 10
S

Upper limit
0.05
30m
4.0 ∗ 10

In addition to these priors, for the use of the BMC and MCMC methods it was
also necessary to define the prior distribution of the standard deviation of the error model
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( ). For such purpose the Jeffreys' non informative prior,
the joint prior
5.3.6

,

∝

was used. Hence,

for the BMC and MCMC methods was defined by Equation 5.19.

Results of the uncertainty analysis
Two sets of 5,000 Monte Carlo simulations were performed to investigate the

differences in the results of the BMC, MCMC and GLUE methods. Each set of
simulations was developed using a workstation computer (Intel Xeon E5620, 2.4 GHz
and 12GB RAM) requiring 11.1 hours to complete the process. The first set of 5,000
parameter combinations was generated previous to the Monte Carlo simulations by
sampling from the prior distributions of the DWM parameters. The resulting set of
parameters was later used for the Monte Carlo simulations and the results of the
experiments analyzed independently using BMC and GLUE. Meanwhile, the second set
of 5,000 parameter combinations was generated sequentially by the MCMC method, by
sampling directly from the posterior distributions of the DWM parameters using the
Metropolis algorithm. For this latter algorithm the scale factors of the proposal
distributions were defined by trial runs to obtain acceptance rates between 30% and 70%
in small chains of 100 samples. These acceptance rates are appropriate to ensure the
method is converging to the real posterior distribution (Avellaneda et al. 2011; Bates and
Campbell 2001). The final values used for the generation of the chain of 5,000 samples
were defined as
channel width (

0.001 for the Manning's roughness coefficient,
), and

0.5 for the

0.00001 ( ) for the channel slope ( ). Using these

factors, the final acceptance rate for the chain of 5,000 samples was
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68.3%.

5.3.6.1

Derivation of the posterior probability distributions
Figure 5.3 presents the results of the computation of the marginal posterior

distributions of the DWM parameters. Figure 5.3a-c illustrates the results obtained by
using the BMC method; Figure 5.3d-f the results obtained by using MCMC; and Figure
5.3g-i the results obtained by using GLUE. This figure indicates that using the BMC
method, the posterior distributions of the Manning's roughness coefficient
channel slope
between 0.02

and the

present a significant probabilistic support for the values ranging
0.03 and 1.0 ∗ 10

2.3 ∗ 10 , respectively. Notice that

these distributions are informative as they concentrate the probabilistic support only in a
subregion of the initial parameter space. On the contrary, the posterior distribution of the
channel width

is not well defined and it is observed (Figure 5.3b) that it is

irregularly distributed along the parametric space defined by 15

30. Using the

MCMC method the definition of the posterior distributions of the model parameter
increases substantially as shown in Figure 5.3g-i, and it is observed that the shape of the
distributions is fairly consistent with the results of the BMC method. Note that the mode
(i.e. location of the peak of the distribution) of

and

are nearly identical for the

BMC and MCMC methods. The biggest difference between the results of these two
methods is the posterior distribution of the channel width (Figure 5.3e), which is well
defined by the use of the MCMC method. Results also show (Figure 5.3g-i) that the
posterior distributions obtained by using the GLUE method are uniformly distributed
along the parametric space and are almost indistinguishable from the selected
noninformative prior distributions.
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Figure 5.3

Marginal posterior distributions of the diffusion wave model parameters.

(a)-(c) Results of the BMC method, (d)-(f) Results of the MCMC method, (g)-(i) Results
of the GLUE method.
5.3.6.2

Derivation of single-point parameter estimates
In this study, single-point values of the DWM parameters were estimated by

computing the expected value (mean) of the posterior distributions shown in Figure 5.3.
This operation, mathematically expressed by
computation of the first moment of the distribution

is equivalent to the
with respect to the origin. The

results of these computations are presented in Table 5.3 including 95% confidence
intervals expressed in terms of 2 standard deviation of the distribution around the mean
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(i.e.

2

). This table additionally includes for the GLUE

method the set of parameter values associated with the minimum value of the likelihood
(1-NS). The "true", or optimum set of model parameters have also been included in this
table for comparative purposes.
Table 5.3

DWM single-point parameter estimates computed by BMC, MCMC, and
GLUE.

Method\Par

RE(%)

RE(%)

(m) RE(%)

"True" value
0.025
20
1.5*10-4
BMC 0.0225 ( 0.008) 9.9 21.5 ( 7.98) 7.5 1.47*10-4 ( 9.8*10-5) 1.7
MCMC 0.0213 ( 0.006) 14.6 22.7 ( 6.06) 13.5 1.50*10-4 ( 8.8*10-5) 0.0
GLUE 0.0320 ( 0.020) 27.2 22.4 ( 8.62) 11.9 2.03*10-4 ( 2.2*10-4) 30.0
GLUE1

0.0230

8.0

22.2

11.0

1.72*10-4

14.7

1

Parameters estimates based on the set of values that minimize the Likelihood function
(1-NS) for GLUE.
Table 5.3 indicates that the best parameter estimates are derived from the
posterior distributions computed by the BMC and MCMC methods. Using the mean of
these distributions as single-point parameter values, the differences (in terms of absolute
relative errors, RE) with the "true" parameter values ranges from 1.7% to 10% for BMC
and from 0.06% to 15% for MCMC. For both methods, the biggest RE are associated to
the estimation of the roughness coefficient and the channel width, while the lowest RE
are associated to the estimation of the channel slope. Notice that the parameter estimates
and the magnitude of the uncertainty reported is very consistent between the BMC and
MCMC methods. This consistency is explained by the similar characteristics of the
posterior distributions derived using both methods, considering the mean and the standard
deviation (used here as estimate parameter value and uncertainty magnitude respectively)
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are associated to the location and shape of a probability distribution. Table 5.3 also shows
that the parameter estimates derived from the results of the GLUE methodology differ
from the "true" parameter values with RE raging from 12% to 30%. These errors along
with the magnitude of the uncertainty bounds are the highest compared to the results of
the BMC and MCMC methods, and can be explained by the flat shape of the posterior
distributions derived with GLUE. Using as parameter estimates one of the set of
parameter values that minimizes the likelihood function (1-NS) in the GLUE
methodology, the variation of the RE reduces to 8% - 15%.
The errors in the estimation of the model parameters by the BMC, MCMC, and
GLUE methods may be explained because the "observed" hydrograph contains an error
term (Equation 5.18) that was not treated or removed in any way, and also because
possible correlation between model parameters (i.e. ,

, and

may interact to have

the same impact on the downstream hydrograph).
5.3.6.3

Calibrated hydrograph and limits of uncertainty
Two approaches were used to obtain the calibrated downstream hydrograph. The

first one, which is based on classical calibration procedures, was to use the single-point
parameter estimates derived from the marginal posterior distributions (Table 5.3) to
simulate the downstream hydrograph via the DWM. The second one was via Bayesian
inference, computing the expected hydrograph from the Monte Carlo simulations and the
support of the posterior joint distribution (i.e.

|

|

). The results of

this exercise are presented in Figure 5.4a for the classical calibration procedure, and in
Figure 5.4b for the Bayesian inference approach. Figure 5.4a includes for the GLUE
method, the hydrograph generated with the parameter estimates derived from the
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marginal posterior distributions (parameter set 1), and also the hydrograph generated with
the set of parameter values that minimizes the likelihood function (1-NS), (parameter set
2). The hydrograph computed with the true set of parameter values (
"observed" hydrograph

) and also the

are included in these graphs for comparative purposes.

Figure 5.4a shows that in general the downstream hydrographs computed using
single-point parameter estimates present an excellent agreement with the hydrograph
, and also a good adjustment to the "observed" hydrograph

. In particular

observe that the hydrographs computed with the parameters estimated from the BMC and
, suggesting that the

MCMC methods are indistinguishable to the hydrograph

single-point parameter values derived from the marginal posterior distributions of these
methods are effective for its use as calibrated values. Figure 5.4 also indicates that the
parameter estimates derived from the posterior distributions of the GLUE methodology
(parameter set 1) are not effective to reproduce either

, or

. This result is a

consequence of the non-informative characteristics of the posterior distributions
computed by GLUE. However notice that the use of the parameters that minimize the
likelihood function 1-NS in GLUE (parameter set 2), provide similar results to the
achieved using BMC and MCMC.
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Figure 5.4

Calibrated downstream hydrograph.

Hydrographs computed (a) with parameter estimates derived from the marginal posterior
distributions, (b) via Bayesian inference as the expected hydrograph evaluated over the
posterior joint distribution.
On the other hand, the results shown in Figure 5.4b indicate that the estimation of
the calibrated downstream hydrograph by means of the Monte Carlo simulations and the
support of the posterior joint distribution provide consistent results with the obtained by
using single point values of . Again, notice that the hydrographs derived from the BMC
and MCMC methods provides an excellent adjustment to the hydrograph
expected hydrograph computed with GLUE, differs substantially of
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while the
, and

.

Figure 5.5

Uncertainty bounds at 95% confidence level computed by the BMC,
MCMC and GLUE methods.

Figure 5.5 presents the results of the computation of the uncertainty bounds at the
95% confidence level for the BMC, MCMC, and GLUE methods. The hydrograph
computed with the true set of parameter values (
(

) and the "observed" hydrograph

) have been additionally included in this graph to evaluate whether these

hydrographs are inside or outside the confidence limits of the estimations.
Figure 5.5 shows that the uncertainty bounds computed by the BMC and MCMC
methods present similar features, are characterized by a narrow shape, and contain the
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hydrograph

. The fact that these uncertainty bounds are able to contain the "true"

(free of error) hydrograph

with a high degree of confidence, suggests that the

selected likelihood function is appropriate to describe the characteristics of the residuals
between the simulations and the "observations", and demonstrates the ability of the BMC
and MCMC methods to learn from the data, even if they are affected by noise (in this
case "measurement" errors). For this exercise, this noise in the data appears to have a low
effect on the inference process probably because the length of the "observations" is high
and capture the fundamental features of the hydrograph such as raising limb, peak flow,
and the recession limb. On the other hand, notice that the uncertainty bounds computed
by GLUE are wider than those computed by the BMC and MCMC methods, and contain
both hydrographs

and

. The wide shape of the uncertainty bounds computed

by GLUE can be explained because they are inferred from a non-informative posterior
joint parameter distribution.
5.3.7

Discussion of the synthetic example
The results of the above example are illustrative of the benefits and limitations of

using the selected Monte Carlo-based uncertainty analysis methods in hydraulic
modeling. Notice that the DWM example represents a purely "equifinal" problem given
that ,

, and

can be combined in different ways to obtain the same results in terms

of the output hydrograph. The purpose of the uncertainty analysis is to reduce such
equifinality by constructing inferences about these variables on the basis of previous
knowledge about the system (expressed in terms of prior probability distributions and
ranges of variation of ,

, and

) and observations of the response of the system to a
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specific perturbation (input and output hydrograph). This inference process is formally
developed under a Bayesian learning approach.
The results of the example indicate that there exists a high consistency between
the results of the BMC and MCMC methods which could be explained mostly by the use
of the same likelihood function and the low number of model parameters considered in
the uncertainty analysis. Both methods have produced similar marginal posterior
parameter distributions, and similar inferences about single-point parameter values and
associated uncertainty estimates (which were expressed in terms of the expected value
and standard deviation of the marginal posterior distribution respectively). In addition,
both methods have also lead to similar results in the estimation of the expected
downstream hydrograph, and in the computation of the uncertainty bounds.
Although other studies have suggested that the BMC method can be inefficient
and can present problems of convergence towards the most probable region of the
posterior distribution (Qian et al. 2003), the results of this investigation show that despite
the relatively low amount of Monte Carlo simulations used in the example (5,000 in
total), the BMC method is efficient and effective in deriving the posterior distributions of
the DWM parameters. The success of the BMC method may depend, though, on the
dimensionality and amplitude of the parametric space defined a priori by the modeler (i.e.
the number of model parameters and ranges of variation respectively). In general, the
BMC method can be expected to be effective and efficient if the number of model
parameters is low and the parametric range is carefully selected. If, on the contrary, the
parametric range is very wide, large regions of the parametric space that are irrelevant for
the model will be sampled, thus reducing the efficiency and effectiveness of the BMC
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method. Additionally, considering that most hydrodynamic and hydraulic models are
based on numerical schemes that are subject to stability restrictions, the unconditional
sampling from wide parameter ranges is more likely to produce parameter combinations
that may cause the rejection of simulations due to numerical instabilities (e.g.
Pappenberger et al. 2005). The modeler must therefore select appropriate parameter
ranges to avoid numerical problems with the model, and also to improve the efficiency of
the BMC method. Under these conditions the results of the BMC method can be expected
to be reliable for inference purposes as in general hydraulic and hydrodynamic models
are characterized by a low number of parameters. An attractive feature of the BMC
method is that the Monte Carlo simulations can be performed in parallel before the results
are analyzed jointly through the use of Bayes equation. This is particularly relevant
considering that some hydraulic and hydrodynamic models may require hours to perform
a single simulation.
The performance of the MCMC indicates the method is also effective in deriving
the posterior parameter distributions of the DWM with the advantage over the BMC that
it obtains the samples directly from the posterior distribution

|

through the use of a

Markov sampler (in this case the Metropolis algorithm). Success of the MCMC method
highly depends on the appropriate selection of the variance of the proposal distributions.
This later activity requires a trial and error procedure to ensure that the method can
effectively converge to the posterior parameter distribution. As pointed out by other
authors (e.g. Bates and Campbell 2001; Jin et al. 2010; Wu and Chen 2009), if the
variance of the proposal distributions are too small, the acceptance rates of the candidate
parameters are likely to increase, but the chain will converge slowly to the posterior
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distribution as its capacity to mix rapidly over the parameter space is reduced.
Meanwhile, if the variance of the proposal distributions are large, then the acceptance
rates decrease and the Markov Chain will again slowly converge to the posterior
distribution. Under any of the above conditions (too small or too big values for the
variance of the proposal distributions) the efficiency of the MCMC will be impacted
negatively as the method will require an increased amount of Monte Carlo runs to
provide meaningful results about the model parameters. In our synthetic example the
appropriate selection of these variance required approximately 30% to 40% of the total
time spent in the implementation of the MCMC. Finally, other important considerations
for the use of the MCMC are the selection of a convergence criterion to know if the
method has converged to the posterior distribution, and the selection of the strategy to
update the parameters (e.g. individually or blockwise).
The results of the synthetic example showed a less satisfactory performance of the
GLUE method. The most important limitation which is believed to be caused by the use
of the informal likelihood (1-NS), was the incapacity of the method to converge to a
specific posterior distribution. Notice that the posterior distributions computed by GLUE
were very similar to the non-informative uniform priors defined at the beginning of the
inference process. In practice if inferences about single-point parameter values and
uncertainty about predictions are derived on the basis of the posterior distributions, the
non-informative character of the posteriors computed with GLUE will result in
unrepresentative parameter values and over-estimations of the uncertainty estimates.
However, it is important to highlight that the philosophy behind GLUE is that other
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sources of uncertainty such as input forcing conditions and model structure, which are in
practice difficult to quantify, can be implicitly treated as parametric uncertainty.
5.4

Case study 2: Uncertainty analysis of a 3D estuarine circulation model
In this section BMC, MCMC, and GLUE are implemented for the evaluation of

parametric uncertainty in the three-dimensional hydrodynamic model of the Weeks Bay
estuary, Alabama. As discussed in the previous chapters, the model is based on the
Environmental Fluid Dynamics Code (EFDC). In this case study the analysis of
uncertainty is performed in terms of the estimation of the roughness coefficient of the
hydrodynamic model. Although in principle the evaluation of parametric uncertainty may
seem trivial in this case given that it is developed around one parameter, the problem is
complex given the computational requirements of the hydrodynamic model and the
methods implemented for the uncertainty analysis. In practice this is a serious limitation
that results in avoidance of uncertainty analysis in most hydrodynamic studies
(particularly using Monte Carlo methods). To the author's knowledge this is the first
application of the BMC, MCMC, and GLUE methods to a three-dimensional estuarine
circulation model.
5.4.1

Description of the EFDC model
As commented in section 3.2.3, the implementation of EFDC requires the

calibration of a dimensional roughness parameter (z ∗ meters ) which is used internally
by the model for the computation of the bottom boundary condition.
The bottom boundary condition is computed as a shear stress component ( )
which is a function of a friction coefficient ( ), the flow depth ( ), and the flow velocity
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vector in the bottom cell layer (

) i.e.

∗

.

,

is derived from a

logarithmic velocity profile between the solid bottom and the middle of the bottom cell
layer as (Hamrick 1992),
Δ1 H
2z0∗

2

where Δ is the thickness of the bottom layer, and

2

(5.21)
0.4 the von Karman constant. A

more detailed description of the internal aspects of EFDC can be found in Hamrick
(1992).
5.4.2

Weeks Bay model
The uncertainty analysis was developed using meteorological measurements as

well as records of freshwater flows, WSE and flow velocity collected during the period
July 1, 2011 - August 15, 2011 (45 days in total). The lateral boundary/forcing conditions
corresponding to the freshwater systems were specified using the records of flow
discharges collected at the stations USGS 02378500 (Fish River) and USGS 02378300
(Magnolia River), and the open boundary conditions were specified using the records of
WSE collected at the station NOAA 8735391 Dog River Bridge. Meanwhile, the vertical
boundary conditions were defined using the meteorological records collected at the
NOAA/NERRS Safe Harbor Met Station. Finally, inferences about the roughness
parameter were developed based on the comparison of the model simulations to the
records of WSE collected at the station NOAA 8732828 ("NOAA WB, WSE" in Figure
5.6) and flow velocity collected at the station USGS 302234087501201 ("USGS WB, FV"
in Figure 5.6).
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Figure 5.6

5.4.3

Geometric representation of the Weeks Bay estuary by a curvilinear
orthogonal grid.

Selection of the likelihood function
The likelihood function used by BMC and MCMC can be defined in terms of the

structure of the residuals of several state variables considering that the hydrodynamic
model provides simultaneous information about water surface elevation (WSE), flow
velocity (FV), salinity (Sal) and temperature (T). However, given that the most important
impacts of the roughness characteristics are on the WSE and flow velocity, the residuals
of these two variables were used to construct the likelihood function for the Weeks Bay
hydrodynamic model. Notice that the residuals of WSE were obtained based on the
records available at point "NOAA WB, WSE" (Figure 5.6) while the residuals of FV
were obtained based on the records available at point "USGS WB, FV" (Figure 5.6).
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As a first step for defining the likelihood function, a statistical analysis of the
series of residuals of WSE and FV was performed in order to identify possible bias,
temporal correlations, and deviations from normality. While bias in the residuals were
evaluated by plotting the series along with their mean values, temporal correlations of the
residuals were evaluated by means of the computation of the autocorrelation function.
The results of these analysis are presented Figures 5.7a,d and Figures 5.7b,e respectively.
Deviation from normality was subjectively evaluated by means of the computation of the
histograms of the series of residuals of WSE and FV (Figures 7d,f). As the results of the
analysis indicate that the residuals can be considered independent and normally
(WSE) and

distributed with mean zero and standard deviation

(FV), the likelihood

function can be expressed as,
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and

|

,

1
2

2
1

1

exp
/2

1
2 12

1

εi1
1

2

∗

1
2

exp
2

2 2
2

1
2 22

2

2
1

2

(5.22)

represent the vectors of residuals of WSE and FV respectively, each

one containing a series of

and

elements.
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Figure 5.7

Statistical analysis of the residuals of water surface displacement (a-c) and
flow velocity (d-f)

The statistical evaluation of the residuals is necessary to define the likelihood function
used by the BMC and MCMC methods.
On the other hand, the likelihood function used in GLUE is given by a linear
combination of the Nash and Sutcliffe efficiency criterion computed for the WSE and FV
as,
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5.4.4

Selection of prior parameter distribution
In order to implement BMC, MCMC, and GLUE it was necessary to specify the

prior parameter distribution of the roughness height ( ∗ ) as well as the variance of the
residuals of the WSE and FV
prior distribution of

∗

(Equation 5.22). It is important to recall that while the

is required for all methods, the values of

are only used by BMC

and MCMC.
The prior parameter distribution of the roughness high was defined by a uniform
distribution in the range 0.001

∗

0.15 . Although the upper value of the

parametric space may seems high, it is used to take into account that in addition to the
grain size of the bed surface, the existence of macro vegetation and bed forms may have
an important impact on the estuary's flow resistance characteristics. The values of

, on

the other hand, were obtained by maximum likelihood principles determining the
minimum value of the standard deviation of the residuals of the WSE and FV across all
Monte Carlo simulations (Dilks et al. 1992)
5.4.5

Results of the uncertainty analysis
Parametric uncertainty of the hydrodynamic model of Weeks Bay was

investigated through the use of two independent sets of 1,000 Monte Carlo simulations.
As with the DWM example, the first set of Monte Carlo simulations was obtained by
randomly sampling from the prior distribution of the roughness height

∗

. This set of

simulations was then analyzed using BMC and GLUE. Each individual simulation
required 20 minutes to run the period July 1, 2011 - August 15, 2011 using a time step of
20 seconds. To complete the 1,000 simulations first the parameter values were generated
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by using the random number generator in Matlab and then the simulations were split in
two sets of 500 simulations which were performed parallel-wise in two different sessions
of Matlab requiring in total 6 days and 3 hour to complete the computations in a
workstation computer (Intel Xeon E5620, 2.4 GHz and 12GB ram). Meanwhile, the
second set of Monte Carlo simulations was obtained by directly sampling from the
posterior parameter distribution of the roughness height

∗

using the Metropolis Hasting

algorithm. For this algorithm, the scale factor of the proposal distribution ( ) was set to
0.075 after the development of trial runs designed to obtain small chains of 50
elements and acceptance rates above 30% to ensure convergence of the method to the real
posterior distribution. The generation of the Markov chain of

∗

was performed serially

using only one session of Matlab. In this way, the complete process required a total of 12
days and 17 hours of computations.
5.4.5.1

Derivation of the posterior probability distributions
Figure 5.8 presents the posterior probability distribution of the roughness height

∗

, derived by using the BMC, MCMC and GLUE methods. This figure shows that there

exists a high consistency between the results of the BMC and MCMC methods, which
indicate that for the given set of observations of WSE and velocity, there exist a high
probabilistic support for parameter values between 0.02

∗

0.08

. Notice that

only parameter values within this range have a non-zero probability of being considered
representative to reproduce the records of observations. The main difference between the
results of BMC and MCMC is that the width or degree of dispersion of the distribution is
bigger in the posterior probability distribution computed by BMC compared to the width
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of the posterior distribution computed by MCMC. This is the main reason why the peak
of the posterior distribution computed by BMC (
posterior distribution computed by MCMC (

0.23 is lower than the peak of the

0.28). Figure 5.8 also shows that although

the posterior distribution of the roughness height computed by GLUE presents a slightly
higher support for the values in the parameter space close to

∗

0.05

, the dispersion

of the posterior distribution is not significatively different to the dispersion of the prior
uniform distribution.

Figure 5.8

5.4.5.2

Posterior distribution of the roughness height
MCMC and c) GLUE.

∗

computed by: a) BMC, b)

Derivation of single-point parameter estimates
As with the DWM example, single-point parameter estimates of the

hydrodynamic model of Weeks Bay were obtained by computing the expected value or
first moment of area of the posterior distributions of the roughness height

∗

showed in

Figure 5.8. These single-point parameter estimates are presented in Table 5.4 along with
95% confidence intervals expressed in terms of
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2 standard deviations of the distribution

around the mean. This table also shows the value of

∗

that minimizes the likelihood

function defined by Equation 5.23 and used by GLUE during the inference process.
Results in Table 5.4 show a high consistency between the single-point parameter
values and the confidence intervals computed by BMC and MCMC. Considering the
single-point estimates, the differences between the parameter values is only 0.97% (
0.0516 with BMC and

∗

∗

0.0521 with MCMC) which can be explained by the similar

shape and location of the posterior distribution derived by these two methods. Table 5.4
also shows that the use of the first moment of area or expected value of the posterior
distribution derived by GLUE lead to a parameter estimate located in the middle of the
prior parametric space as result of the flat shape of the posterior distribution (Figure 5.8).
This flat shape also causes the confidence intervals associated to this parameter estimate
to be substantially wider than those computed by BMC and MCMC, covering the whole
prior parametric space. However, notice that if the single-point parameter estimate is
determined as the value that minimizes the likelihood defined by Equation 5.23, then the
estimate is consistent with the values determined by BMC and MCMC.
Table 5.4

Single-point estimates of

∗

computed by BMC, MCMC, and GLUE.

∗
Method
(m)
BMC
0.0516 ( 0.0148)
MCMC
0.0521 ( 0.0101)
GLUE
0.0759 ( 0.0846)
GLUE1
0.049
1
This parameter value minimizes the Likelihood function given by Equation 5.23.
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5.4.5.3

Calibrated model and uncertainty bounds
As discussed previously in the DWM example, two strategies can be used to

obtain the "calibrated" model predictions. The first one, consistent with traditional
calibration procedures, is to run the model using the single point parameter estimates
(Table 5.4). The second one is to marginalize the model predictions obtained during the
Monte Carlo simulations on the basis of the posterior probability distribution requiring
the computation of the expected value of the variable under analysis.
Figure 5.9 presents the comparison of the calibrated model predictions and the
observed records of WSE and velocity. Given the high similarity between the model
predictions obtained using the single point parameter values and the expected value of
these variables, only these latter are presented in Figure 5.9, except results obtained by
GLUE which are presented using both strategies.
Figure 5.9 indicates that, in general, the model is able to satisfactorily reproduce
the observed records of WSE and flow velocity for the calibration period of July 1, 2011
- August 15, 2011. This figure also suggests that there is a high consistency between the
model predictions derived by BMC and MCMC in contrast to the predictions derived by
GLUE using the expected value of the WSE and flow velocity. Notice though that the
differences between the model predictions derived by GLUE and those obtained by using
BMC and MCMC are bigger for the flow velocity compared with the differences
obtained for the WSE. This result suggest that the roughness characteristics of Weeks
Bay has a greater impact on the circulation variables (flow velocities) than on the
evolution of the water surface displacement. Figure 5.9 also indicates that the model
predictions obtained using the single point parameter estimate derived by GLUE through
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minimizing the likelihood function given by Equation5.23 are very similar to the
predictions obtained by using BMC and MCMC.

Figure 5.9

Comparison of model predictions and observed records of water surface
displacement (a) and velocity in Weeks Bay (b).

Model predictions are expressed as the expected value of the variable under analysis
computed by BMC, MCMC and GLUE.
Figure 5.10 and Figure 5.11 below present the results of the computations of the
uncertainty bounds at the 95% confidence level for the predictions of WSE and flow
velocity respectively.
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These figures show that the uncertainty bounds computed by BMC, MCMC and
GLUE exhibit a similar pattern although differ in band width. In general, the uncertainty
bounds computed by MCMC are thinner than those computed by BMC. These
differences are consistent with the shape of the posterior distributions derived by each
one of these methods. Although this could suggests that the wider the posterior
distribution of the roughness height

∗

, the wider the uncertainty bounds derived by the

method, other factors such as model parameter sensitivity may also affect the width of the
uncertainty bounds. For example, the narrow width of the uncertainty bounds associated
to the predictions of WSE appear to be mostly due to low sensitivity of the variable WSE
to the parameter

∗

.

Results of Figure 5.10 also indicates that the uncertainty bounds computed by
BMC, MCMC, and GLUE do not include the complete series of records of WSE in this
case. In particular it is observed that the model is unable to reproduce the high water
levels by only modifying the roughness height

∗

. Figure 5.11 on the other hand shows

that most of the records of flow velocity are within the limits of the uncertainty bounds
computed by the different methods, although there are more observations outside the
uncertainty limits derived by MCMC.
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Figure 5.10

Uncertainty bounds of water surface displacement derived by BMC,
MCMC and GLUE.
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Figure 5.11

5.4.6

Uncertainty bounds of velocity derived by BMC, MCMC and GLUE.

Discussion of the hydrodynamic example
Results of the uncertainty analysis indicate a high consistency between results

obtained using BMC and MCMC. This consistency, evaluated in terms of the shape and
location of the posterior parameter probability distribution, the derivation of single-point
parameter estimates, and the construction of uncertainty bounds may be associated
fundamentally to the use of the same likelihood function (Equation 5.22). Although in
principle both methods may lead to similar inferences as was suggested by the previous
results, an important disadvantage of the MCMC for its implementation in hydrodynamic
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models is that the convergence of the method to the true posterior distribution depends on
the selection of the proposal distribution(s) and its(their) corresponding scale factor ′.
Because these elements are defined by a trial and error procedure using small chains, this
process can be extremely time consuming considering the computational requirements of
hydrodynamic models. Additionally given that the sampling process using MCMC is
sequential by nature (i.e. a Markov process) the possibility of parallelizing the sampling
algorithm to reduce the time of computation is impractical.
Only BMC and MCMC produced well defined posterior parameter probability
distributions, while the posterior distributions derived by GLUE were characterized by a
flat shape that is not significatively different from the selected uniform prior distribution.
As a result, if inferences about model parameters and model predictions are marginalized
based on the posterior probability distributions, GLUE tends to provide parameter
estimates centered in the parametric space and wider uncertainty bounds compared to
those derived by BMC and MCMC. In principle the flat shape of the resulting posterior
distribution has been attributed to the selection of informal likelihood functions as the
one given by Equation 5.23 (Mantovan and Todini 2006; Stedinger et al. 2008; Vrugt et
al. 2009). However, further research is required to evaluate if the use of other informal
likelihood functions would lead to similar results to those obtained using a formal
Bayesian approach (e.g. Vrugt et al. 2009). For example, it is important to point out that
GLUE can provide similar single-point parameter estimates as those derived by BMC and
MCMC if the likelihood function (e.g. Equation5.23) is used as in a calibration exercise.
In general, the single point estimates of the roughness height parameter ( ∗ )
derived by BMC and MCMC are effective for its use as calibration parameters as
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indicated by the predictions of WSE and flow velocity. This result suggests that the
likelihood function defined by Equation 5.22 is effective in capturing the structure of the
residuals between the model simulations and the observations of WSE and flow velocity.
The estimated values of

∗

are physically representative for the system taking into

account the existence of submerged vegetation, bottom depth irregularities and the
presence of bed forms.
Results indicate that the uncertainty bounds computed by BMC, MCMC, and
GLUE are able to capture most of the temporal evolution of the observed records of WSE
and flow velocity in the estuary. However, the existence of observations outside the
uncertainty bounds indicates that parametric uncertainty is not able to explain other
differences between the observations and the model predictions. These differences can be
caused by errors in the specification of input data such as water surface displacements at
the open boundary and freshwater flows in the riverine systems (input data uncertainty),
and also as result of structural errors in the model (structural uncertainty). These other
sources of uncertainty may have an important impact on the performance of the model.
Although this study has focused on parametric uncertainty, it is recognized that these
other sources of uncertainty also require evaluation to improve the inferences and
decisions based in the use of hydrodynamic models.
It is important to notice though that the existence of observations outside the
uncertainty bounds may be also influenced by the sensitivity of the state variables to a
model parameter. In general, if a state variable such as the WSE is very sensitive to a
model parameter such as the roughness height

∗

, then a small change in the parameter

value can lead to a completely different model response in terms of the WSE. Therefore,
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the width of the uncertainty bounds associated to the estimation of a state variable can be
dependent upon the degree of sensitivity of model parameters.
5.5

Conclusions
Different sources of uncertainty such as parametric uncertainty, input data

uncertainty, and model structure uncertainty have an important influence on the
performance of hydraulic and hydrodynamic models. If these sources of uncertainty are
not quantified and reported using appropriate methods, they may reduce the effectiveness
of management programs and decisions based on these models.
This study has focused on the evaluation of parametric uncertainty of hydraulic
and hydrodynamic models investigating the differences, benefits and limitations of three
widely used strategies for its quantification: the Bayesian Monte Carlo (BMC) method,
the Markov Chain Monte Carlo (MCMC) method and the Generalized Likelihood
Uncertainty Estimation (GLUE) method. These methods have been explored in two
different case studies involving a 1D synthetic hydrograph routing example using the
Diffusion Wave Model (DWM), and a real 3D estuarine circulation model based on the
Environmental Fluid Dynamics code (EFDC).
As the studied strategies for evaluation of parametric uncertainty are based on
Monte Carlo simulations, the most relevant advantage of these methods is that their
results are not restricted by the degree of nonlinearity of the model. This is extremely
important given the high nonlinear nature of hydraulic and hydrodynamic models.
BMC and MCMC provides a formal statistical framework based on strong
foundations of Bayesian inference for the evaluation of parametric uncertainty. Both
methods effectively obtain the posterior probability distribution of the model parameters,
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and in hydrodynamic modeling studies both strategies may lead to similar results as
consequence of the low number of model parameters involved in the inference process
(typically roughness coefficients and dispersion coefficients). The major challenge in the
implementation of BMC and MCMC is the definition of the likelihood function which
depends on the structure of the residuals between model predictions and the observations.
Under some circumstances this likelihood function can be easily formulated especially if
the errors are homoscedastic and do not present important temporal correlations.
However, if the errors are heteroscedastic and present temporal autocorrelations, then the
formulation of the likelihood function can be limiting for the implementation of these
methods.
While MCMC is particularly effective deriving the posterior distribution of the
model parameters (given that the parameter samples are directly drawn from this
distribution), the implementation of the method is not simple given that it requires a
careful selection of the proposal distributions, their corresponding scale factors

, and

the use of convergence criteria to evaluate if the method has effectively converged to the
posterior probability distribution. For example, using the Metropolis algorithm only
symmetric proposal distributions can be used. In general, it is observed that the
appropriate selection of the proposal distributions (including the scale factors) dictate the
success or failure of the method. However, for practical purposes the setting of the scale
factors

may be computationally restrictive as it may require the computation of several

chains of parameters to identify appropriate values of

.

GLUE is a flexible methodology that is straightforward to implement. The most
notable feature of the method is that it does not require any assumptions about the
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structure of the errors between the model predictions and the observations, and therefore
it can be used with almost any goodness-of-fit measure (in this investigation Nash and
Sutcliffe criteria). The results of this investigation suggest though that the method tend to
produce flat posterior probability distributions which are not significatively different to
the selected prior uniform distributions. This problem is also noted in other studies (e.g.
Mantovan and Todini 2006; Mantovan et al. 2007; Stedinger et al. 2008; Vrugt et al.
2009). As a consequence, the inferences based on the marginalization of the posterior
distribution tend to be inconsistent with the results of BMC and MCMC. In particular, it
is observed that single point parameter estimates derived by GLUE tend to be centered in
the parametric space, while the uncertainty bounds tend to be systematically wider than
those derived by BMC and MCMC.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

6.1

Summary and conclusions
Consistent with the objectives outlined in Section 1.4, this investigation

identified, implemented and evaluated a set of methods for uncertainty analysis in
hydrodynamic model applications. To achieve the objectives of the investigation, the
following approach was implemented:


As a first step, it was conducted a comprehensive literature review of
uncertainty analysis in hydrodynamic modeling. This review, which was
presented in Chapter 2, included as a fundamental step a classification of
the types of uncertainty found in the practice. Three main sources of
uncertainty were considered: structural uncertainty, input data uncertainty,
and parametric uncertainty. Together, these sources of uncertainty
constitute what is called model uncertainty. For each type of uncertainty,
Chapter 2 reviewed the methods and problems encountered in previous
hydrodynamic applications, and discussed the applicability of some
strategies implemented in hydrological modeling, ecological modeling and
climate change modeling.



After selecting a set of potential strategies for the quantification of the
different sources of uncertainty, the remaining chapters presented the
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implementation of the methods, and their evaluation in real case studies
discussing the benefits and limitations of their use.
Structural uncertainty is the most complex source of uncertainty found in
hydrodynamic modeling. The possibility to construct several model configurations by
selecting different grid resolutions, turbulence closure schemes, and other model
components such as governing equations and model dimensionality makes almost
intractable the evaluation of the potential errors introduced by the selection of a specific
model configuration. As showed in this investigation, a simple but effective approach to
address the problem of structural uncertainty is to evaluate a set of plausible model
representations of the real world system and to document the differences in the
predictions of the most important variables under analysis. This strategy is in principle a
sensitivity analysis approach aimed at identifying the components of the model that have
the biggest contribution to the variability of the model predictions. Note as an example
the results of Chapter 3. This chapter showed that the spatial resolution of the
hydrodynamic model of Weeks Bay had a low impact on the prediction of the water
surface elevations, but an important influence on the predictions of flow velocity and
salinity. By comparing different model structures an informed model selection can be
performed. The impacts of structural uncertainty although not directly evaluated are
reduced by selecting an appropriate model structure for the problem under analysis.
Other alternative approaches for the evaluation of structural uncertainty such as
expert elicitation, pedigree analysis and Bayes factors need to be more explored in further
investigations.
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After a careful model selection, the problems of input data uncertainty and
parametric uncertainty need to be addressed. Regarding the former, the results of this
investigation, and others related with the implementation of the First Order Variance
Analysis (FOVA) method indicate that FOVA is effective and efficient in providing
uncertainty estimates on the model predictions caused by errors in the input data. As
presented in Chapter IV, the results of FOVA are comparable to those obtained by means
of traditional Monte Carlo Uncertainty Analysis (MCUA) with the clear advantage of
FOVA over the MCUA method that it only requires three model simulations to provide
the uncertainty estimates. An additional advantage of FOVA is that the method provides
sensitivity estimates that are useful to identify the input variables that have the greatest
contribution to the variability of the model predictions.
It is important to highlight that FOVA can be easily implemented to evaluate in
addition to input data uncertainty, the impacts of parametric uncertainty. However, for
this purpose it is necessary to have the model calibrated to observed field data in order to
provide the FOVA method the expected or unperturbed values of the model parameters.
As shown in Chapter 4, the unperturbed values of the input data (and also model
parameters) can be estimated by means of a skill assessment.
The impacts of parametric uncertainty can be investigated on the other hand by
using Bayesian Monte Carlo (BMC) analysis. Although the method is computationally
intensive, it has the advantage that for a given model structure and set of input data, the
method provides a direct estimation of the predictive uncertainty including the impacts of
parametric uncertainty. This is a direct estimation of the main sources of uncertainty
involved in a modeling process.
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In Chapter 5 BMC was compared against the Markov Chain Monte Carlo
(MCMC) method, and also against the Generalized Likelihood Uncertainty Estimation
(GLUE) method in a real hydrodynamic application. The results showed that BMC is
capable to provide similar results as those obtained by using the more refined MCMC
method, fundamentally as result of the low number of model parameters involved in most
hydrodynamic model applications. BMC constitutes a robust strategy for the evaluation
of predictive uncertainty where the field data is included as a mechanism to constrain the
predictions to the model.
An important element in the implementation of BMC is the selection of the
likelihood function. The characteristics of this function are fundamentally associated to
the structure of the errors between the observed data and the model predictions, and
therefore are case specific. In this investigation it was possible to implement a Gaussian
model of the errors given that the errors were normally distributed and didn't show
important autocorrelations in time.
6.2

Recommendations for future work
As discussed in Chapters 1 and 2, uncertainty analysis in hydrodynamic modeling

is still an emerging topic that requires more research. Below are presented some
recommendations for future investigations.


The problem of structural uncertainty needs more research. In particular,
the evaluation of different methods or strategies for the evaluation of this
type of uncertainty is highly necessary. Some methods that may be
investigated include the Bayesian Model Averaging (BMA), and Bayes
Factors (BF). Although the BMA is computationally intensive, it has
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particularly attractive features as it can incorporate parametric uncertainty
during the evaluation of the prediction of multiple model alternatives.


Further research is also necessary to identify appropriate strategies for
propagation of uncertainty. In practical applications, typically the use of
hydrodynamic models is an intermediate step between a hydrological and
a water quality or sediment transport model. In consequence, it is
important to identify appropriate strategies to propagate the uncertainty
through these models.



An important component of any uncertainty analysis is the report of the
uncertainty estimates. Given that in some circumstances the use of
uncertainty bounds may be somewhat obscure and complex for managers
and decision makers, future investigations can evaluate alternative
strategies or concepts to report the uncertainty estimates. For example, the
use of Risk Based Approaches (RBA) where the uncertainty is expressed
as the probability that a model prediction actually happens is an approach
to may complements the traditional use of uncertainty bounds.



The visualization of uncertainty estimates is another emerging area where
future investigations can have important contributions. As discussed in
Chapter 4, typically the uncertainty estimates are determined at specific
locations of a water system. However, this chapter showed that the
uncertainty in a predicted variable have important spatial variations that
are important to investigate. Future investigations can evaluate new
techniques and strategies for the spatial visualization of uncertainty fields.
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Finally, further research is necessary for the development of software for
uncertainty analysis. The development of hydrodynamic models with
capabilities to perform uncertainty analyses is also extremely relevant in
the practice, given the general lack of multipurpose uncertainty analysis
tools.
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