In this paper we consider the optimum quantization of uncorrelated discrete stochastic signals characterized by it PDF (Probability Distribution Function). The quantizer is design to maximize the preservation of information from the original signal to the quantized signal. We present a simple characterization of the quantization intervals and the corresponding quantization values. It is shown that the optimum quantization characteristic is in general non-uniform and the optimum quantization intervals depend on the PDF of the stochastic to be quantized, with smaller quantization intervals (and, consequently, smaller quantization errors) in the regions where the PDF takes higher values (i.e., for the values that are more likely to occur. This contrasts with conventional nonuniform quantization characteristics where we have smaller quantization intervals for signals with smaller amplitude, regardless of its PDF.
Introduction
The quantizing is a well-known procedure where we replace a continuous value by a discrete value. Essentially, a given value is rounded to the nearest quantization level. The quantization procedure is very important in digital communications and digital signal processing. Since the quantization procedure introduce errors (usually denoted "quantization noise"), it is important to design quantizers where we minimize the quantization error. The simplest way of designing a quantizer is to use equallyspaced quantization levels in an interval corresponding to the dynamic range of the signals to be quantized. This type of quantizers are usually denoted uniform quantizers. Provided that there are no saturation effects, the quantization error is almost independent of the amplitude of the original signal. This means that the ratio between the signal power and the power of the quantization error (usually denoted SQNR (Signal to Quantization Noise Rate)) increases when we decrease the signal power. Therefore, uniform quantizers are not suitable for signals with significant dynamic range such as voice or video signals [1] . As an alternative, we can employ robust quantizers, where SQNR is almost independent of the distribution of the original signal. This can be done by increasing the separation between quantization levels as we increase the amplitude of the original signal, which can be achieved by employing a uniform quantizer preceded by a compressing operation and followed by an inverse expansion operation. It can be shown that the optimum companding is based on a logarithmic compression and an exponential expansion [2, 3] and is usually approximated through A-law or µ-law companding laws. There are even scientific schools proposing that all calculations in digital signal processors could be developed for exponentially quantized samples of signal [4] . However, if we know the distribution of the signals we can design an optimum quantizer that that minimizes the distortion [5, 6] . In this paper we consider the quantization of uncorrelated discrete stochastic signals characterized by a given distribution, but the quantizer is optimized to maximize the information associated to the original signal that is in the quantized signal, i.e., we minimize the information loss due to the quantization procedure.
Quantization with Maximal Information
We will assume that the discrete stochastic signal x n is carrying information and its samples are uncorrelated. When referring a sample of if it we will use simply x and we will designate it by a stochastic value. To define an optimum quantizer we need state correctly the quantization procedure of a stochastic value x. The dynamic range of x is the interval ]x min , x max [ and we will split it in non-intersecting intervals [ξ k , ξ k+1 [, k = 1, 2, ..., M − 1, where the quantization levels ξ k satisfy
The quantized valuex will be selected according to which interval [ξ k , ξ k+1 ) includes x. By defining the quantization levels ξ k we define a quantizer and our objective is to define an optimum quantizer.
Since we are considering signals that carry information, the quantization levels should be selected to maximize the information of the original signal x that is maintained in the quantized signalx. For this purpose, we have the following theorem. ui quantization levels are given by
where F (x) is the cumulative distribution function of the stochastic value x.
Proof The mutual information of the stochastic value x and its quantized valuex is
Therefore, we need to maximize it. Sincex is defined by x unequivocally then
Therefore, we just have to find a maximum of H (x). According to the entropy definition, it possible to write
where P k is the probability of x ∈ [ξ k , ξ k+1 ) for 0 < k < M ; P 0 is probability of x < ξ 1 and P M is the probability of x ≥ ξ M . It is well-known that we have maximal entropy when
It is possible to write
This means that
Therefore,
This proofs the theorem.
We have obtained the optimum quantization levels for the criterion "maximization of the information of the original signal in the quantized signal". Now we need to define the quantitiesx. These are given by the following theorem.
Theorem 2.2 If the quantization of the stochastic value x is done using the criterion of maximizing the information of x in the quantized signal thenx k has to be equal to the expectation initial stochastic value x on interval (ξ k , ξ k+1 ) to minimize the variance of the quantization error.
Proof
where f k (x) is density function for x ∈ [ξ k , ξ k+1 ). Therefore the variance of the overall quantization error is
After some straightforward but lengthy calculations we obtain
Let us define M k as the expectation of x if this value is in interval [ξ k , ξ k+1 ), i.e.,
Since by definition
we can write
(16) This sum is minimal if every summand is minimal. Therefore, we have to find the minimum of
However,
does not depend onx k . This means that we just need to find the minimum of −2x k M k +x 2 k only. For this purpose, we differentiate it and make it equal to 0, i.e., we need to solve
It is clear that the minimum variance of the quantization error isx k = M k , which proofs the theorem.
Performance Results
In this section we present a set of performance results concerning the optimum quantization characteristics of stochastic signals characterized by different distributions.
To facilitate the readability of our quantization characteristics we only consider quantizerer with the relatively small number of M = 32 levels. However, the same conclusions could still be drawn for more practical values of M . Let us first consider stochastic signals with Gaussian and uniform distributions. For the Gaussian case we consider a normal distribution with zero mean and variance 1 and for the uniform case we consider an uniform distribution in the interval [−5, 5] . Fig. 1 shows the corresponding optimum quantization characteristics. Clearly, the optimum quantizer for the uniform case is an uniform quantizer. However, for the Gaussian case the quantization characteristic is clearly non-uniform, with smaller quantization intervals for signals with smaller amplitude (see also fig. 2 which shows the length of the quantization intervals). This is means that the optimum quantizer for Gaussian signals resembles conventional non-uniform quantizers based on logarithmic/exponential companding functions. However, conventional non-uniform quantizers are far from optimum quantization characteristics when signals with smaller amplitudes are not the ones with higher probability. For instance, fig. 3 shows the optimum quantization characteristic for a stochastic signal with a linear PDF in the interval [−5, 5] that takes the value 0 for x = −5, growing linearly up to x = 5 (see fig. 3(A) ). In this case, the longer quantization intervals occur for smaller values of the signal (x ≈ −5) and the smaller quantization intervals occur for larger values o the signal (x ≈ 5), with intermediate values for signals with smaller amplitudes (x ≈ 0).
In fig. 4 we show the optimum quantization characteristic for a Rayleigh-distributed stochastic signal. In this case, the quantization intervals are large for signals with small and large amplitudes (the ones that are less likely to occur) and and large for signals with amplitude around 1 (the ones that are most likely to occur). Finally, let us consider a multi-modal distribution characterized by the PDF 
f (x)dx = 1 (i.e., to ensure that f (x) is a distribution). The corresponding optimum quantization characteristic is depicted in fig. 5 . Clearly, this is a strongly non-uniform characteristic, with smaller quantization intervals around each mode (the higher the probability associated to each mode the smaller the corresponding quantization intervals) and no quantization level for values that are not likely to occur.
Conclusion
In this paper we considered the optimum quantization of uncorrelated discrete stochastic signals characterized by it distribution. The quantizer was designed to maximize the preservation of information from the original signal to the quantized signal. A simple characterization of the quantization intervals and the corresponding quantization values was presented. It was shown that the optimum quantization characteristic is in general non-uniform and the optimum quantization intervals depend on the PDF of the stochastic signals to be quantized. Moreover, we have smaller quantization intervals (and, consequently, smaller quantization errors) in the regions where the PDF takes higher values (i.e., for the values that are more likely to occur. This contrasts with conventional non-uniform quantization characteristics which are based on logarithmic companding functions, leading to smaller quantization intervals for signals with smaller amplitude, regardless of its PDF. Therefore, conventional 
